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The object of this paper is to study the realization of a sequential 
machine from several smaller machines. The basic tools in this in- 
vestigation are the partitions with the substitution property and the 
partition pairs. It is shown that to every (loop-free) realization of a 
sequential machine from n smaller machines corresponds a set of n 
partitions with the substitution property whose product is the zero 
partition. Conversely, it is shown that to every such set of n partitions 
corresponds a realization of the given sequential machine from ,n 
smaller machines. The natural ordering of these partitions is reflected 
in the information flow between the corresponding component ma- 
chines and the algebraic operations defined between these partitions 
corresponding to the realization, govern the modifications of this 
realization. Finally, it is shown how the amount of information flow- 
ing between the component machines in a realization can be studied 
by means of partition pairs. 
I. PRELIMINARIES 
In  this paper  we study the problem of real izing a sequential  machine 
from interconnected sets of smaller machines. Our basic tools in this 
s tudy are the part i t ions with the subst i tut ion proper ty  and the par t i t ion  
pairs on a sequent ia l  machine which have been discussed in detai l  and 
a l ready appl ied to related problems (Hartmanis ,  1961; Stearns and 
Hartmanis ,  1961). We shall assume that  the reader is famil iar with the 
definit ions of these two papers and the e lementary  propert ies of part i -  
t ions and part i t ion pairs, which are developed in these papers. 
We shall discuss two different models of sequential  machines 
(Huffman, 1954; Mealy ,  1955; Moore,  1956): the Moore model  and the 
Mea ly  model. When we s tudy only one sequential  machine then the 
differences in the behavior  of these machines are quite minor. On the 
other hand,  it will be seen, that  when we consider interconnected sets of 
machines then the two models show some major  differences. 
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For both types of sequential machines let 
S = {$1,  &,  "'" , Sn} 
be the set of internal states, 
I = {iri, Is ,  ' ' -  , irm} 
the set of inputs and 
0 = {0j , 02 ,  " -  ,01} 
the set of outputs. A Moore type sequential machine M on S, I and 0 is 
defined by two functions: (1) the next state function mapping the set 
of pairs {(I~., St)} into the set S, 1 and (2) the output function mapping 
the set S onto 0. 
The Mealy type machine i)E on S, I and 0 is defined by two functions: 
(1) the next state function mapping the set of pairs {(I~., Sk)} into S, 
and (2) the output function mapping the set of pairs { (I5, Sk) } onto 0. 
From the previous definitions we see that the two machine types 
differ only in the output function. The state behavior is the same in both 
models. Therefore, we shall first study the realization of the state be- 
havior of sequential machines. Furthermore, it should be observed that 
if all the component machines in a realization are of Moore type, then 
since their outputs which are used as inputs to other machines are 
determined by the present states of the machines, they can all compute 
their next states simultaneously (or concurrently) after an external 
input has been applied. This is not the case for cascade connections of 
Mealy machines, since in this case, the output from a machine (used as 
an input to other machines) can be computed only after the external 
input has been applied. If we make the realistic assumption that the 
output computation requires a finite time, then the timing problems be- 
come quite important. We shall discuss these problems in more detail in 
another study after deriving the basic results on concurrently operating 
machines. 
II. MAIN RESULTS ON LOOP-FREE CONNECTIONS OF CONCUR- 
RENTLY OPERATING SEQUENTIAL MACHINES 
In this section we shall discuss the realization of the state behavior of 
a given sequential machine (Moore or Mealy type) from a set of inter- 
1 That is, the present input and present state determine a unique next state. 
We shall also refer to these quantities as the input and state at time t determining 
the state at time t + 1. 
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connected smaller sequential machines which operate concurrently. To 
do this we shall first give some definitions to be able to derive necessary 
and sufficient conditions that a sequential machine can be realized from 
a set of smaller sequential machines. Since we are interested in concur- 
rently operating machines we shall use only Moore type machines as 
the smaller machines from which the state behavior of a machine will 
be realized. Let 
IM1 , 312 ,  . . .  , M~} 
be a set of completely specified Moore machines. We shall denote the set 
of inputs, states and outputs of the machine M~, 1 < i -_< n, by 
I (~), S(~), 0 (o, 
respectively. Furthermore, let the input set I u) of M,, be a Cartesian 
produet of two sets (either or both of which can be empty),  
I (') = C (° XE  ('). 
We shall refer to C (*) as the set of internal inputs, or carry inputs, which 
will be the outputs of other maehines in the realization. The set E (~) 
will be called the set of external inputs m~d will be a function of the 
independent input applied to the machine realized from M, ,  M2, 
DEFINITIOZV 1. Let {M1, Me, "-" , M,~} be a set of Moore type ma- 
chines in which the outputs of any maehine M, ,  i = 1, 2, . - .  , n, may 
be used as inputs to other machines. We shall say *.hat this set of inter- 
eonnected machines is concurrently operating if the next state (state at 
time t -b 1) of each machine M, depends on the present state of M,,  
the present outputs (which depend only on the present states) of {.he 
machines to whieh it is connected, and the present external input. 
The ordered t~-tuple (or "configuration") of the present states of the 
machines M~, M.~, , elI~ will be referred to as the state of the inter- 
connected machine. 
DEFINITION 2. Let {el,/~, M2, • - • , M~/ be a set of interconnected ma- 
chines. Then we shall say that the machine ~'1I~ is a predeeessor f M j- in 
this eonneetion if an output of M, is an input of M j .  
DEFIXITIOX 3. If  {M1, M2, "'" , M~} is a set of interconnected ma- 
chines, then we shall say that a subset of these machines 
{M~:  , M;~ , " - "  , M ,~} 
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is closed in this interconnection provided that this subset contains all the 
predecessors of the machines in the subset. For a given machine M~-, 
let C(M~) be the smallest closed subset of the machines 
{Ms,M2, . . - ,  M~} 
which contains the machine M~. 
DEFINITION 4. Let [Ms, M2, " . ,  M~} be a set of interconnected 
machines. We shall say that a subset {Mq , Mz2, ---  , Met} of these 
machines forms a loop in this connection, if the output of M~ Z is an 
input to M~+I,  for l = 1, 2, . . -  , r -- 1, and the output of M,~ is an 
input to M,~ . 
We shall say that a set of interconnected machines is loop-free if no 
subset consisting of two or more of these machines forms a loop in this 
connection. 
DEFINITION 5. We shall say that the state behavior of the sequential 
machine M is realized by a concurrently operating loop-free interconnec- 
tion of the machines Ms, Ms,  - . .  , Mn with sets of states S (1), S (2), 
• .. , S (n), respectively, if: 
(1) the machines MI ,  M2, - . .  , M~ form a loop-free concurrently 
operating connection, 
(2) the input set I of M is a subset of the set of possible inputs of the 
machine realized from the machines Ms,  Ms,  . - .  , M~, 
(3) there is a one-to-one mapping • between the set of states S of M 
and a subset R of the Cartesian product of the sets of states of Ms,  
M2, . . . ,  M~, S (~ X S (2) X " -  X S (~), which is preserved by the 
operations of M and the machine realized from M~, M2, - "  , M~ ; 
that is, if we start the two machines in corresponding states then after 
any sequence of inputs (chosen from I)  the machines will again be in 
corresponding states. 
We shall now derive some results about concurrently operating loop- 
free (c.o.1.-f.) realizations of sequential machines. 
LEMMA. Let M have a c.o.l-f realization of its state behavior from the 
machines Ms ,  M2, . -. , M,~ . Then to every closed subset C~ of these ma- 
chines corresponds a partition ~r, with S.P. on M, which is induced on the 
set of states of M by placing in the same bloct~ of ~-j all the states of M which 
correspond to the same set (configuration) of states of the machines in Cj .  
I f  we order the closed sets Cj of this realization of M by set inclusion then 
this ordering is reflected in the ordering of the corresponding partitions 
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7r ~ , that is 
C~ c C~ implies that 7r~ > ~r~. 
To prove this lemma, assume that the machine M is realized by a 
c.o.1.-f, connection of the machines M~, M2, -- .  , M~<. Then to every 
closed subset C~ of these machines corresponds a partition 7r~ on the set 
of states of M, which is induced by placing in the same block of ~r~ all 
the states of M which correspond under • to the same set of states of the 
machines in Cj.  To see that this partition has the substitution prop- 
erty, we observe that the next states of the machines in Cj can be com- 
puted if we know the present states of the machines in C~ and the ex- 
ternal input, since Cj is a closed set of machines. But this implies that 
if any two states of M, say Sp and S~, are in the same block of ~r~, then 
for any input Ik the next states IkS~, and I~Sq will again be in a common 
block of ~r~ since this block is determined by the present states of the 
machines in Cs, which depend only on the input and the old states of 
these machines. Thus the partition rr~ has the substitution property. 
Finally, if the set C, contains at least all the machines in C,, C~ c C~ ; 
then the induced partition 7r~ is a refinement of the partition rr~ and we 
conclude that ~r~ > 7rj which completes the proof of this lemma. 
We shall now state the principal theorem about the concurrently 
operating loop-free structure of sequential machines. 
THEOREM l. Let M be a sequential machine whose state behavior is real- 
ized by a c.o.l.-f, connection of the mach#ws M~ , M2,  . . .  , ,M~o . Then to 
every subset C( M~) of these machines corresponds a partition ~r~ with S.P.  
on M,  which is induced on the set of states of 21[ by placing all the states of 
M to which correspond the same set (configuration) of states q[ the machincs 
in C(M~) in one block qf ~r,. The set of these partitions {Tr~ , 7r~ , . . .  , ~r,, I 
is such that 
I•Tr• = 0 
~1 
and C(M~) c C(M~) implies that ~r~ > 7rs . 
Conversely, to every set of partitions {~rl , ~2 , 
such that 
- ' .  , ~-,,} with S.P.  on 11t, 
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corresponds a c.o.l.-f, realization of the state behavior of M from n machines 
M1, M2, •. .  , M~ . In this realization information can flow from machine 
Mz to Mj  (output of Ms can be an input to Mj)  only if  7r~ >= 7rj . The par- 
tition ~r~ is induced on the set of states of M by placing in the same block 
all the states of M to which correspond the same set of states of machines 
in C(MO. 
The proof of the first part of this theorem is given by the proof of the 
preceding lemma. 
To verify the second part we shall describe a procedure for construct- 
ing the required realization of M for a given set of p~rtitions. Let 
T = l~ ,~,  " ' "  ,~ I  
be the given set of distinct partitions with S.P., on the set of states of M, 
such that 
fl~r~ = O. 
1 
For each partition ~r~ we shall construct a sequential machine 21f~ so 
that the knowledge of the states of the machines in C(M~) will induce 
the partition 
~r~ on  M.  
I t  will be seen that the machine M~ is not necessarily unique, but the 
information about the present state of M which is contained in the pres- 
ent states of the machines in C(MI) is the same for all choices of the 
individual machines. 
Consider all the partitions from the set T which are not smaller than 
any other partition in T. Denote this set by T~. Each of the partitions 
7r~ in T~ defines a sequential machine which is the image of M under 7r~. 
The number of states of Mi (or M~r~) is given by the number of blocks 
in 7r~, the transitions between these states (blocks) are defined by M, 
and these machines will not receive any inputs from the other machines 
in this reMization. If T = T~, then we have realized the state behavior 
of M by n machines which operate in parallel (see also Hartmanis, 
1961). Otherwise consider the partitions in the set T - -  T I ,  which 
are not smaller than some other partitions in this set. Denote this set 
by T2. For 7rj in T2 consider all the partitions in the previous level (or 
T1) which are larger than 7r~. Let the intersection of these partitions 
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be denoted by 
7I"3 ~ ~ H "W2 , 
and let [~r;/Tr;*] = ls, denote the largest number of blocks of ~'s con- 
tained in a block of rrs*. 
We shall now construct a machine M j- corresponding to the partition 
7r,. To do this we observe that there exists a partition rs on S (not 
necessarily unique) with the following properties: 
and 
7 s ~ 7r j ,  
rj  has [Trs/Trs* ] = l~ blocks, 
T lTrj* .~- T(S. 
Since 7rs has the substitution property and r9 > ~r~ we conclude that 
(Tr~ , rs) = (rj  lrj*, rj) is a partition pair on 11I (see Stearns and Hart-  
manis, 1961). From this we see that we can construct an 15 state ma- 
chine M j ,  which receives information only from the machines corre- 
sponding to partitions in T1 which are larger than 7r~, and whose states 
induce the partition re on S. (The explicit construction of such a ma- 
chine is illustrated in the analyses of machine A which follows this 
proof.) Thus the state of M3 refines the partition re* to ~rj as required by 
the theorem. I t  should be observed that the partitions %* and 7rs are 
determined by the given set of partitions, T, and specify the structure 
of the realization. The choice of r j ,  which is not necessarily unique, de- 
termines the properties of 21Ij. 
I t  should also be observed that if 7rj does not split every block of 7rs* 
in the same number of blocks, then the machine Ms is not completely 
specified and we will have the option of filling some "don't  care" condi- 
tions in the state behavior of M j .  Proceeding this way we can construct 
all the machines on the second level which receive inputs from some ma- 
chines in the first level. Similarly, if T~ + T~ ¢Ta  we construct machines 
on the third level corresponding to those partitions which are not less 
than any other partition in the set T -- (T1 -~ T2). Denote this set by 
T3 • If  ~rk in T3 then again inputs to Mk can come only from those ma- 
chines in the previous levels which correspond to partitions which are 
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larger than ~rk • Similarly 
"/rk# ~ H T'z 
~r i~  ~r k 
and M~ will have [~k/~k*] = lk states. M~ will compute for any given 
block B of 7r~* the block of ~ in B, which contains the present state of 
] I  from the knowledge of the block of 7rk* which contains the previous 
state of M. 
Since 
l~r~ = 0, 
1 
it can be seen that proceeding this way we will arrive at an interconnec- 
tion of n machines M1, M2, --- , M~ which realizes the state behavior 
of the machine M and in which the knowledge of the state of the ma- 
chines in C(M~) induce the partition ~r~ on the set of states of M. This 
completes the proof of Theorem 1 and shows that every concurrently 
operating loop-free realization of M from a set of sm~ller machines can 
be obtained from certain sets of partitions with S.P. on M and con- 
versely that to every such set whose intersection is the zero partition 
corresponds a realization. The properties of the individual machine M~ 
in the realization for a given set of partitions depend on the partition 
pair (Tr~*r~ , ~0, where ~r** r, = ~r,. 
In the next section we shall give a number of examples to illustrate 
the above obtained results. We shall also derive further results about 
realizations of a given machine with limited information flow between 
the component machines and obtain some results about outputs of the 
machines under consideration. 
III. DISCUSSION AND FURTHER RESULTS FOR LOOP-FREE 
REALIZATIONS 
First, we shall illustrate the relation between the sets of partitions 
with S.P. [z~, z2, • • " , m,} for which 
l T r~ = 0 
1 
and the corresponding realizations. 
I t  should be recalled that the set of all partitions with S.P. on the set 
of states of a machine M forms a lattice in their natural ordering (Hart- 
manis, 1961: Stearns and Hartmanis, 1961; Birkhoff, 1948). To illus- 
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grate this consider the machine A given in Fig. 1. It can be computed by 
identifying pairs of states that this machine has the following partitions 
with S.P (see Hartmanis (1961) for a discussion of such computations 
and the algebraic properties of partitions) : 
~ra = /1 ;2 ;3 ; - i ;5 ;6 ;7 ;8}  = 0, 
7r2 = I 1, 4; 2, 3; 5, 8; 6, 7}, 
7ra = l l, 2; 3, 4; 5, 6; 7, 8}, 
7r~= 11, 2, 7, 8; 3, 4, 5, 6}, 
7r5 = II, 2, 3 ,4 ;5 ,  6,7,8}, 
~r6 = {1, 2, 3, 4, 5, 6, 7, 8} = I. 
The lattice L for this machine is shown in Fig. 2. Any subset of these 
partitions with S.P. which meet in the partition 7rt corresponds to a 
realization of 114 according to Theorem 1 and vice versa to every reali- 
zation of M will correspond such a set of partitions. Note also that in 
these realizations information flows from Machine 2llr, to Mj only if 
7rz > ~r~. Thus the ordering in the lattice shows the information flow in 
the reMization. 
2 
3 
4 
STATES 
5 
6 
7 
8 
iNPUTS 
II 12 I3 
2 I 5 
I 2 6 
4 3 6 
3 4 5 
5 6 3 
6 5 4 
7 8 4 
8 7 3 
FIG. 1. Machine A 
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FIG. 2. Lattice of partition with S.P. for machine A 
Some of the sets of partitions leading to realizations are listed below 
and the corresponding realizations for six of these sets are shown sche- 
matically in Fig. 3. 
{Ir4 
{m 
{r4 
{7r5 
In this figure, the computation for 
795 ~ 7i"1} 
"/~3 ~ 71"1}, 
793 ~ 71"1} 
'/1"2 , T'I} 
"/I'2} 
v2}, 
each machine is shown by indicating 
the partition it computes and the information from which this is com- 
puted is shown in the denominator. The number of states in each ma- 
chine can be computed from these partitions. 
We shall first consider in detail a realization of machine A correspond- 
ing to the set of partitions {~rs, 7rl}. Since m > vl we will have a cascade 
connection of two machines. The first machine, A1 defined by ~5, will 
I 
w 
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FIG. 3. Information flow in six realizations of machine A 
have two states 
a = 1, 9 ,3 ,4  and b = 5, 6, 7, 8, 
corresponding to the blocks of ~r~. Its state behavior can be read off 
from the state behavior of machine A (Fig. 1) and is shown in Fig. 
4(a).  1N~ote that this is a two-input machine, since its state behavior is 
the same for the inputs I1, I~, I5 and Ia,  I4 • (This fact can be utilized 
in the coding of the input alphabet if the code is not given. The output 
of A1 is its present state and it will be an additional input of the second 
machine A2. To construct Ae we have to choose a partition r such that 
~'5 'T  ~ O, 
Since the blocks of ~r~ each contain four states, the partition r must have 
four (or more) blocks. I t  is seen that there are 24 such four-block parti- 
tions. We choose 
r = ~1, 8; 2, 7; 3, 6; 4, 5} = {A; B; C; D}. 
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INPUTS 
STATES 
i I = I I v I2v  15 
i 2 = 13 v 14 
F IG.  4 (a)  l Machine A1 
The resulting four state machine, can be determined from the state be- 
havior of machine A and is shown in Fig. 4(b). There are ten possible 
inputs corresponding to the pairs of inputs made up from the present 
external input and the present state variable of machine A1 • Note that 
A2 has the same response for inputs aI~ , bI2 and aI2, aI4, bI1, bI~, and 
aI5, bI5. Observe also that. when the exterior input I is applied, then 
both machines will compute their next states simultaneously since the 
output of A1, needed in A2, is the old state variable of A~. (See also 
machine C of Hartmanis (1961) which is realized from three component 
machines and for which complete logical circuits are shown.) 
The construction of all other c.o.1.-f, realizations of this machine is 
similar to the previous illustration. 
An important property of these realizations is illustrated by the two 
realizations of machine A from the sets of partitions {m, 7r2} and 
{7r5, ~r3, 7r~}. Note that from the set {~r3, 7r2} we get a realization of 
machine A from two machines operating in parallel. In this case each 
machine will have four states since ~2 and ~ra both have four blocks. This 
shows that we need four binary storage units for this realization of an 
eight state machine. This does not necessarily indicate that utilization 
of these two partitions for a realization will result in an uneconomical 
one because the increase in the number of storage lements may be com- 
pensated by a decrease in "logical complexity" of the machines which can 
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STATES 
INPUTS 
]II °12 31 °15 bll blzlbl3 bI4 b15 
B A C A B C A C 
A B D B A D B D 
D C A C D D C A 
C D B D C C D B 
FIG. ~(b) Machine A2 
be used. On the other hand, in this case it should be observed that 
~r~ + 7ra = ~rs, which show's that the computation of the block of 7r5 
which contains the next state of the machine A is done in both machines 
and can be "factored out". If we use the three partitions 7r5,7ra, ~r2 then 
we need only three two-state machines with the information flow shown 
in Fig. 3. (See also the realization of machine C in Hartmanis (1961).) 
The idea of "factoring out" a machine from two (or more) machines 
operating in parallel can be applied quite generally and is easy to com- 
pute since the maximal machine which can be factored out is given by 
the partition sum of the partitions describing the operation of the 
parallel machines. 
We shall now study the problem of reducing the amount of informa- 
tion flowing between machines in realizations of M. 
If we have a machine M which has one nontrivial partition 7r with 
S.P. then we know that we can realize M from two machines, Mt and 
M2 connected in series. The number of states of the first machine will be 
equal to the number of blocks in ~r, # (Tr), and the number of states in 
the second machine will be equal to the number of states in the largest 
block of 7r, [0/lr]. In general M1 will have # (Tr) different outputs which 
are used as additional inputs in M2. Thus if we assign the binary variables 
to distinguish between the states of M1 we will need [logs # (~r)] = p, 
digits and equally many binary information lines connecting M, to Ms. 
(The symbol [z] denotes the smallest integer not less than x.) For Zl[~ we 
will need [log2 [0/7r]] = p2 binary digits to distinguish between its states. 
It  should be observed that the assigning of these variables, or choice of 
the partitions, may change the characteristics of the machines radically. 
We shall now discuss these assignments (or choice of machines) for 
M, and Ms. 
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First we shall discuss a test for an assignment such that we can reduce 
the number of inputs to M2. Since the output of M1 depends on the 
present state of the machine, any output function which has only d 
different values, d < ~ (~r), will assign the same output to several 
different states of M1 • Thus this output defines a partition r l ,  with d 
blocks, where all the states of M1 which have the same output are in the 
same block of rl • Since the states of M1 are blocks of ~ we conclude that 
r~ is also a partition on the states of M and that rl > v. Thus, through 
the inputs of M2 which come from M1, there is information about the 
block of rl which contains the present state of the machine M. When we 
consider only the state of the machine M2, then these states again induce 
a partition, r2, on the states of M by placing all those states of M, 
which correspond to a state of M2, in the same block of r2 • Note that 
in general r2 does not have the substitution property and therefore M2 
does not operate independently from ills, but uses information about 
the state of M~. In order that M1 and M2 do reMize M, to every state 
of M must correspond a pair of states from M1 and M2, but this is only 
possible if ~'r2 = 0. In order that we have enough information flowing 
from M~ to M2, so that in/I//2 we can compute the block of 72 which 
contains the next state of M, the partitions (r~-r2, ~2) must form a 
partition pair on M (Stearns and Hartmanis, 1961). To see this, recall 
that r l 'r2 is the information available in M2 about the present state of 
M, n is information coming from M1, and r2 is the state information in 
M2. From this information and the input we must compute the block 
of r2 which contains the next state of M. This is possible if, and only if, 
(n ' r2 ,  r2) is a partition pair on M. We can summarize this result as 
follows. 
COROLLARY 1. I f  ~r is a partition with S.P. for the sequential machine 
M, then we can use 7r to realize M from two concurrently operating sequen- 
tial machines connected in series, M~ and M2 , such that (1) M~ computes 
the block of ~r which contains the state of M, and (2) M2 has q states and 
receives at most d different outputs from M1, if and only if there exist two 
partitions n and r2 on the set of states of M such that 
r l  > ~, 
T2"~ ~ O, 
(~-1) < d, 
(r~.) < q 
and (rl. r2, r2) is a partition pair for M. 
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Observe that this corollary contains the conditions for parallel decom- 
position of M into two machines as a special ease (Hartmanis, 1961). 
If there is no information flowing from M1 to M2, then rl , which deter- 
mines the information flowing from M1 to Ms, is the trivial partition, 
~1 = I, which identifies all states of M. In that case ( I . rs ,  "rs) = (r2, r.~) 
must be a partition pair and we conclude that ws must have the substitu- 
tion property. 
We shall now state a result which describes conditions under which 
the operation of the machine M1 or Ms does not depend directly on the 
input (tIartmanis, 1961a). 
The partition 7rz on M, used in the following discussion is obtained 
by identifying all "next states" of 21t which are contained in the same 
row of the flow table and then adding the identifications induced by 
the transitive law (S~ ~- Si and Sj - S~ implies that S, ~ Sk). 
COROLLARY 2. I f  the partition rr on the set of states of M has S.P. and 
r~, r2 are partitions on the set of states of M satisfying the conditions of 
Corollary 1, then the operation of M~ will not depend directly on the 
input I if and only if r2 > ~r~. Similarly the operation of M~ will not 
depend on the input I if and only if rr > ~r~. 
To illustrate some of the previously derived results consider machine 
B given in Fig. 5. First we compute the partitions with S.P. (ttartmanis, 
1961). I t  is seen that there is only one nontrivial partition with S.P., 
~r = {0, 3; 1, 2; 4, 7; 5, 6}. 
Thus we can realize machine B from two machines M~ and M2 connected 
in series. Machine M~ will have four states and Ms will have two states. 
We shall assign the binary variables yl,  ys to distinguish between the 
states of M~, and the variable ys to distinguish between the two states 
of M2 • If the input variables are assigned in binary variables x, ,  x.~, 
then in general the value of Y3 for the next state of Ms will depend on 
x~, x2 and y~, ys, y~ for the present state of M~ and M2. Thus x~, x2, 
y~, y2 will have to be used as inputs to Ms. To try to limit the number 
of inputs to M~ we compute the partition which is induced by the 
identification of the inputs. We obtain that 
~ = {0, 1, 4, 5; 2, 3, 6, 71. 
Observe that 
"/r'9'rl ~ 0 .  
This implies that Y3 can be so assigned that Y3 = 0 for the states in the 
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STATES 
iNPUTS 
Ii Iz 13 14 
4 0 I 0 5 
I 7 3 3 7 
2 0 0 4 
3 3 7 6 
4 2 6 7 
5 5 I 0 
6 6 2 3 
7 I 5 4 
FIG. 5. Machine B 
first block and y.~ = 1 for the states in the second block of ~ .  If we do 
this then Y3 will not depend directly on the external inputs. Thus the 
only inputs to Ms will be yl and y2 • We shall try to discover an assign- 
ment which even reduces the number of inputs further. According to 
Corollary 1 if we want to use r2 = ~±, for M2 and have only one bit 
information flow from M1 to ; I2 ,  then we need a second two block 
partition rl such that rl > 7r and (r l . r2 ,  r2) is a partition pair. 
To find the partition r~ we try to identify two pairs of blocks of 7r. 
It is easily seen that the partitions 
/0, 3, 1, 2; 4, 7, 5, 6} 
and 
10, 3, 4, 7; 1, 2, 5, 6} 
obtained this way, do not yield the required partition pair. On the other 
hand 
71 = {0, 3, 5, 6; 1, 2,4,7} 
is such that (71. r2, r2) forms a partition pair on machine B. Thus, if 
we assign yl according to 71, that is, yl = 0 for the states in the first 
block and yl = 1 for the states in the second block of r l ,  we need only 
yl as an input to Ms in order to compute Ya for the next state. The 
resulting assignment and information flow for this realization is shown 
in Fig. 6. 
LOOP-FREE STRUCTURE OF SEQUENTIAL 1V[ACHINES 41 
Y~ Y; Y3 
0-----" 0 0 0 
I - I 0 0 
2 ~ I 0 I 
3 ," 0 0 I 
4 - I I 0 
5 -- 0 I 0 
6 - 0 l I 
x 2 c ~ (Yl, Y2) 
7 -~ [ I I 
FIG. 6. State assignment and information flow for a realization of machine B 
This example illustrates a further problem about outputs. We see 
that for the realization of the machine given in Fig. 6 the output of 
machine B depends only on the state of the last machine, z -- Ya. As 
long as all machines in the realization operate concurrently, we can 
always attach a combinational circuit which computes from the present 
states of the component machines the desired output. On the other 
hand, the problem may become more complicated if the machines do 
not operate concurrently since then we may have to introduce additional 
delays in order to compute the desired output from the present state 
of M. In either ease the problem becomes impler if we can obtain a 
realization in which the output depends on the present state of the last 
machine (or machines, if there are several machines which are not pred- 
ecessors for any other machines). 
We shall now obtain a necessary and sufficient condition that in a 
realization the last machine can compute the external output. For 
iterative networks this distinction has been discussed by McCluskey 
(1958). 
For a given (reduced) Moore type machine M let PM denote the 
partition on the set of states of M in which all the states yielding the 
same output are contained in the same block. Thus pl~ is the largest 
output consistent partition, if we use the terminology introduced by 
Hartmanis (1961). 
COROLLARY 3. Let  M be a reduced Moore type machine for  which ~r has 
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S.P. Then there exists a q state Moore machine M2, such that we can obtain 
a concurrently operating realization of M by connecting M~ and M2 in series 
and the output of M2 is the desired external output of this machine if and 
only if, there exists a partition • on the set of states of M, such that: 
(1) ~ (r) =< q, (2) 7r.r = 0, and (3) T -< PM.  
To see this we just have to observe that the first two conditions are 
necessary and sufficient for the existence of ~ realization for the desired 
state behavior of M, and that the third condition is necessary and 
sufficient hat the output can be computed from the present state of M~. 
An illustration for this corollary is supplied by the previous example 
for which r ~ r2. In general this is an easy result to apply since the 
computation of PM iS very rapid. Furthermore, though the corollary 
was stated in terms of one partition 7r only, it applies generally for any 
set of machines corresponding to ~1, ~r2, • • • , 7r~, if we let 
k 
~ ~--- m~i  . 
1 
IV. SUMMARY 
From the previously derived results and the discussion of the examples 
we see that the information contained in the set of partitions with S.P. 
on M (or the lattice of these partitions) allows us not only to read off 
all the loop-free realizations with different information flow, but further- 
more, yields means to modify existing realizations by changing machines 
or sets of machines in a given realization. The lattice operations upply 
the rules which govern these modifications. 
I t  should be stressed again that the realizations of sequential machines 
from smaller machines as described above do not slow down the opera- 
tion of the machine because all machines in the reMiz~tion operate 
simultaneously and do not have to wait for a carry computation. The 
only information transmitted is about the present states of the com- 
ponent machines. On the other hand, there are many machines whose 
state behavior ealization can be achieved very economically if some or 
all of the component machines are of Mealy type. We shall discuss such 
realizations in a later paper. 
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