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 The realm of biocatalysis has significantly matured beyond ancient fermentation 
techniques to accommodate the demand for modern day products. Enzymatically produced goods 
already influence our daily lives, from sweeteners and laundry detergent to blood pressure 
medication and antibiotics. Protein engineering has been a major driving force behind this 
biorevolution, yielding catalysts that can transform non-native substrates and withstand harsh 
industrial conditions. Although successful in many regards, computational design efforts are still 
limited by the crude approximations employed in searching a complex energy landscape. 
Advancements in protein engineering methods will be necessary to develop our understanding of 
biomolecules and accelerate the next generation of biotechnology applications. 
 Our work employs a combination of computational design and simulation to achieve 
improved enzyme stability. In the first example, an enzyme used in the production of cellulosic 
biofuels was redesigned to remain active at high temperature. An initial approach involving 
consensus sequence analysis, predicted point mutation energy, and combinatorial optimization 
resulted in a sequence with reduced stability and activity. However, by using recombination 
methods and molecular dynamics simulations, we were able to identify specific mutations that 
had a stabilizing or destabilizing effect, and we successfully isolated mutations that benefited 
enzyme stability. Our iterative approach demonstrated how common design failures could be 
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overcome by careful interpretation and suggested methods for improving future computational 
design efforts. 
 In the second example, a cellulase was designed to have a high net charge via selected 
surface mutagenesis. “Supercharged” cellulases were experimentally characterized in various 
ionic liquids to assess the effect of high ion concentration on enzyme stability and activity. The 
designed enzymes also provided an opportunity to systematically probe the protein-solvent 
interface. Molecular dynamics simulations showed how ions influenced protein behavior by 
inducing minor unfolding events or by physically blocking the active site. Contradictory to 
previous reports, charged mutations only appeared to alter the affinity of anions and did not 
significantly change the binding of cations at the protein surface. Understanding the different 
modes of enzyme inactivation could motivate targeted design strategies for engineering protein 
resilience in ionic solvents. 
 In addition to the discussed computational design methods, immobilization strategies 
were identified for capturing enzymes within porous protein crystals. Immobilization offers a 
generic approach for improving enzyme stability and activity. Our preliminary studies involving 
horseradish peroxidase and other enzymes suggested protein scaffolds could be employed as an 
effective immobilization material. Co-immobilizing multiple enzymes within the porous material 
led to improved product yield via exclusion of off-pathway reactions. Although future studies 
will be required to assess the potential capabilities of this immobilization strategy in comparison 
to other materials, preliminary results suggest protein crystals offer a favorable, controlled 
environment for immobilizing enzymes. 
 The diversity of approaches presented in this thesis emphasizes that there are many 
options for engineering enzyme stability. Extending the lessons learned from our cellulase 
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engineering to the greater field of rational protein design promotes the concept of biomolecules 
as designable entities. By establishing the shortcomings of our designs and suggesting routes for 
improvement, we anticipate our design methods and immobilization strategies will procure 
continued interest from the biotechnology community. The toolsets we developed for cellulases 
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1.1. PROTEINS: MORE THAN WHAT YOU EAT 
 People often consider proteins from a macroscopic perspective. For example, proteins 
might be broadly viewed as a component of food that is necessary for human health. When 
viewed at the molecular scale, however, it becomes readily apparent that proteins are complex 
macromolecules. Each protein is made up of hundreds or even thousands of amino acid building 
blocks, each of which forms distinct chemical interactions to give the protein its unique structure 
and function.  
 As we learn more about proteins and how they interact with their surroundings, it is only 
natural that we begin to consider how to harness their useful properties. Enzymes, or proteins 
that catalyze chemical reactions, can aid in the synthesis of countless chemicals and small 
molecules. The commercial use of enzymes has become more diverse1 and widespread over the 
last few decades, and the market for specialty enzymes is expected to exceed $4 billion in the 
near future.2 Enzymatically produced goods already influence our daily lives, from food and 
beverages to advanced medicines.3 A review from one of the leading enzyme producers, 
Novozymes, demonstrates the diverse range of potential applications, including dishwasher 
detergent, sweeteners, paper processing, and textile treatment.4 Many Novozymes products 
contain cellulases, or specialized enzymes capable of depolymerizing cellulose chains. Laundry 
detergents commonly use protease and cellulase mixtures in place of phosphates to create a more 
environmentally friendly cleaning solvent. Cellulases are also used to treat textiles and give 
clothes a “stonewashed” appearance. Bioenergy is one of the largest potential markets for 
cellulases: enzyme mixtures can be used to perform a key hydrolysis step in the production of 
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biofuels. In all of these cases, enzymes provide a commercial benefit over traditional chemical 
processes by reducing waste, increasing efficiency, improving selectivity, or minimizing 
environmental impact. 
 
1.2. PROTEIN STABILITY 
 Despite having many potential applications, the utility of enzymes is often limited by 
their native stability. The word ‘stability’ is an all-encompassing term that can relate to enzyme 
fitness in a number of ways.5 The thermodynamic stability of an enzyme depends upon the 
difference in free energy between the folded and unfolded states (Figure 1.1). Numerous driving 
forces, such as the hydrophobic effect or the formation of hydrogen bonds,6 minimize the free 
energy of a protein relative to its unfolded state. Although thermodynamic stability can be 
measured using calorimetry or other experimental approaches, free energy values can not be 
determined on an absolute scale and must be reported as the difference between folded and 
unfolded states (ΔG). 
 
FIGURE 1.1: THERMODYNAMIC STABILITY 
Hypothetical two-state energy model showing the difference in free energy between the folded and unfolded states 





  Alternatively, protein stability can be defined based on tolerance to high temperatures. 
The thermostability of an enzyme indicates the range of temperatures over which it remains 
folded or active. Thermostability can be expressed using a variety of metrics, most of which are 
related on a temperature scale. For example, the melting temperature of a protein (Tm) defines 
the temperature at which half of the enzyme is reversibly unfolded. 
 Stability can also be defined based on unfolding rates or retained activity over time. 
Kinetic stability parameters might be reported as the preincubation temperature that decreases 
enzyme activity by 50% over a set period of time (T50) or as the observed rate of inactivation 
(kd,obs). Additional metrics based on enzyme lifetime or optimum operating temperature could 
also be used to indicate kinetic stability. 
 Chemical denaturants, such as urea or organic solvents, can influence enzyme stability as 
well. The denaturant concentration that unfolds half of the protein molecules in solution (C1/2) 
provides an analogous chemical comparison to the thermal melting point (Tm). In broad terms, 
any change in solution conditions, including pH or salt concentration, can be used to empirically 
define the stability of an enzyme. In these cases, stability might be generically reported in terms 
of optimum activity or relative changes in activity. 
 On a molecular level, loss of enzyme activity can be caused by a variety of interactions: 
active site inhibition, modification of catalytic residues, or global protein denaturation, to name a 
few. Small perturbations in secondary structure can also cause large changes in activity by 
initiating protein aggregation or other irreversible unfolding processes. Correlating these 
molecular-level interactions with changes in macroscopic properties can be exceedingly difficult 
but is necessary to facilitate rational protein engineering. 
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1.3. PROTEIN ENGINEERING 
 Most enzymes are adapted to perform best near physiological conditions. High 
temperatures, organic solvents, or extreme pH conditions encountered in industrial processes can 
quickly denature or inactivate enzymes. To expand the scope and potential usefulness of 
enzymes as industrial biocatalysts, they must be engineered or selectively modified to perform in 
non-native conditions. Fortunately, protein engineering has made significant progress in recent 
years, and there are now a number of effective strategies for improving enzyme stability.7   
 
1.3.1. IMMOBILIZATION, CROSSLINKING, AND CHEMICAL MODIFICATION 
 Chemical modification was one of the first approaches used for altering a protein’s 
properties.8 Introducing certain chemical groups on the surface of a protein has been shown to 
improve solubility in a variety of solvents. PEGylation, or the attachment of polyethylene glycol 
to the protein surface, can enhance enzyme solubility in organic solvents.9,10 Other amphiphilic 
modifiers have improved enzyme tolerance to organic solvents as well, as demonstrated with 
polyoxyethylene lauryl ether modification of catalase.11 Changing the surface charge of a protein 
via acetylation or succinylation has also been shown to improve enzyme performance in ionic 
liquids.12–14 Although chemical modifications are intended to target specific functional groups on 
the protein surface, it can be difficult to control the exact modification sites. Undesired changes 
near the active site of the enzyme can result in reduced activity. 
 Immobilization is another common approach for stabilizing enzymes. Attachment to a 
scaffold or secondary material can help preserve enzymatic activity at high temperatures, in 
organic solvents, at extreme pH, or even in proteolytic conditions.15 Numerous other benefits 
make immobilization favorable for industrial processes. Immobilized enzymes can be recovered 
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and reused in multiple reactions. Removing the catalyst can result in a more pure product and 
reduce the need for downstream separations. Recycling immobilized enzymes can lead to higher 
productivity and reduce operating costs. In addition, multiple enzymes can be immobilized on 
the same matrix to reduce diffusion limitations, promote substrate channeling, and facilitate 
coenzyme recycling. 
 There are many commercial processes that rely on enzyme immobilization as a 
stabilization strategy. For example, aminoacylase from Aspergillus oryzae was immobilized on a 
modified cellulose matrix and used in the production of L-amino acids via the Tanabe process.15 
Immobilization of penicillin amidase on a polymer matrix facilitated enzyme usage in the 
penicillin production process.16 The immobilized amidase retained >60% activity even after 800 
reuses. Similarly, lipase from Candida antarctica has been immobilized on a variety of textile-
based materials or acrylic resins for use in biodiesel production.17 
 The type of material used for immobilization can vary tremendously. Historically, many 
types of natural materials were used for immobilization. Functionalized biopolymers such as 
cellulose, starch, agarose, or chitosan can provide useful immobilization scaffolds.15 More 
recently, synthetic organic polymers or porous acrylic resins have gained in popularity. 
Hydrogels formed from polyvinyl acohol or other copolymers with an amphiphilic network can 
also be used for encapsulation. Some of the cheapest supports are made from inorganic particles, 
including alumina, silica, or zeolites.15 Immobilization on inorganic nanoparticles or other types 
of metals has the added benefit of facilitating magnetic separation18 without requiring filtration 
or centrifugation steps.  
 Even in the absence of a carrier material, bifunctional crosslinking agents such as 
glutaraldehyde can be used to covalently link protein molecules and increase particle size. 
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Crosslinking in the presence of albumin or other proteins can create a gelatinous matrix that 
tethers enzymes. Alternatively, enzymes can be crosslinked directly to form crosslinked enzyme 
aggregates19 or crosslinked enzyme crystals.20 These techniques can yield particles with high 
activity per unit mass and have been used in many industrial applications.21 Furthermore, the 
microporous nature of crosslinked crystals allows them to be used as nanoscale filtration devices 
for macromolecules.20 
 The drive to specifically localize enzymes with nanometer-scale precision has led to a 
variety of biomolecular immobilization scaffolds. Attaching enzymes to DNA,22 viruses, or 
protein cages23 can create nanoscale reactors for sensing, imaging, or drug delivery applications. 
Porous protein crystals, which will be discussed further in Chapter 5, offer an alternative for 
localizing macromolecules within a biological matrix. 
 The diverse range of available immobilization strategies provides many options for 
stabilizing enzymes. Unfortunately, no single immobilization strategy is perfect. Immobilization 
often causes reduced specific activity due to restricted enzyme dynamics or diffusion limitations. 
Behavior can also vary from protein to protein, necessitating customized protocols for each 
enzyme. Although immobilization has proven successful in many applications, alternative design 
strategies will continue to play an important role in enhancing enzyme stability and retaining 
enzyme activity. 
 
1.3.2. BIOPROSPECTING AND DISCOVERY 
 Sometimes the discovery of naturally stable enzymes can yield industrially worthy 
catalysts.24,25 Organisms that have adapted to harsh conditions, such as geothermal hot pools26 or 
saline environments,27 rely upon extremely stable cellular components to support their growth. 
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Thermophilic organisms have long been sought as sources of stable enzymes. For example, a 
number of endoglucanases have been isolated from extremophiles,28 including one that maintains 
activity above 100oC.29 Xylanases, dehydrogenases, and other enzymes with temperature 
optimums above 100oC have also been isolated from thermophiles.30  
 As the genomes of extremophilic organisms become more readily available, the 
identification of genes through metagenomic screening will become more feasible.31,32 
Computational screening can be used to identify previously uncharted genes and reduce time 
spent in lab on heterologous expression and characterization. Comparisons between mesophilic 
enzymes and their thermophilic counterparts provides further insight regarding common 
stabilization mechanisms.33–37 In general, however, bioprospecting is not a systematic design 
tool, and widespread usage is often limited by the need for the fortuitous discovery of different 
enzymes. 
 
1.3.3. DIRECTED EVOLUTION 
 Although natural evolution is too slow to be used as a design tool, a similar accelerated 
process can be used to adapt proteins in the laboratory. The concept of directed evolution was 
popularized by Frances Arnold38 and Willem Stemmer39 in the 1990s and is now commonly used 
for many types of proteins.40,41 Because no a priori knowledge is required, directed evolution 
techniques can be used to modify almost any gene. At the start of the process, mutations are 
randomly introduced via error prone polymerase chain reaction (PCR), gene shuffling, or site 
saturation mutagenesis.40 The selection of an appropriate method usually relies upon the desired 
level of genetic diversity and the available screening capacity. To assess the mutated variants, 
genes are transcribed and translated to form proteins. In vivo screening via yeast or phage 
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display42 can drastically increase screening capacity, but most enzymes are assessed in vitro 
using a multi-well plate format.40 Enzyme thermostability is one of the simplest fitness 
challenges to screen for: measuring retained activity after exposure to high temperature can 
quickly identify improved variants.  However, the danger of a single-criterion selection processes 
is that properties not being screened for can be unfavorably changed; screening for 
thermostability alone, for example, might result in reduced activity at low temperatures or altered 
enzyme selectivity. If improved variants are identified in the first round of directed evolution, an 
iterative process can be employed to consecutively accumulate mutations until the desired design 
goal is achieved.  
 Directed evolution has been successful in improving enzyme stability in a number of 
cases. One of the most impressive examples is the modification of a xylanase by site saturation 
mutagenesis: nine mutations achieved a stability benefit of more than 35oC, increasing Tm from 
61oC to 96oC.43 Another example involving β-lactamase evolution via error-prone PCR and gene 
shuffling led to an increase in temperature optimum from 35oC to 65oC.44 Recombination of 
homologous genes in a study of subtilisins from Bacillus species led to improved activity under 
high pH conditions, at high temperature, and in organic solvents.45 Performing multiple 
screening steps identified variants with the best combination of properties. Error-prone PCR has 
also been effective in improving enzyme stability in ionic liquids. The fitness of a dehydrogenase 
from Candida boidinii was improved in 1,3-dimethylimdazolium dimethyl phosphate by 
introducing mutations at the dimer interface and near the active site.46 
 The power of directed evolution makes it a popular choice for engineering stabilized 
enzymes. However, the degree of success is most often determined by the availability of 
resources: screening large libraries takes both time and money. Reducing library size using 
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targeted mutagenesis strategies or rational design can increase screening efficiency and lead to 
improved success rates. 
 
1.3.4. RATIONAL DESIGN 
 Unlike directed evolution, rational design methods rely upon structural models and 
energy functions to predict protein stability. Numerous types of interactions can be formed 
between neighboring amino acids and with the surrounding solvent. Van der Waals’ interactions, 
ionic interactions, hydrogen bonds, pi-pi stacking, bond stretching, torsion potential, and water 
entropy are some of the terms that determine protein stability,47 many of which are incorporated 
in computational energy functions.48  
 Targeted design strategies often capitalize on local interactions to improve enzyme 
stability. The formation of disulfide bonds, salt bridges, helix capping, and entropy reduction are 
all common strategies for selectively engineering improved stability.47 In one example of semi-
rational protein engineering, the combination of designed and homologous mutations 
successfully increased the optimum temperature of a protease from 74oC to 95oC.49 Multiple 
design iterations similarly increased Tm from 83
oC to 106oC for an α-amylase enzyme.50 
Although impressive, these drastic changes might present a skewed perspective on the potential 
of targeted design strategies. Large stability impacts are only realized if the mutation sites play 
an important role in the protein unfolding process. Identifying these key sites can be difficult, 
and researchers are often forced to use less specific approaches where mutations are dispersed 
across the protein sequence. 
 Delocalized design strategies can incorporate mutations at the protein core, on the protein 
surface, at protein interfaces, or across the whole protein sequence. The challenge with this 
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approach is identifying an appropriate design search space. Complete sampling of all possible 
combinations is only feasible for short peptide sequences. For a typical protein containing ~300 
amino acids, the search space grows to greater than 10390 possibilities. Information from previous 
experiments or from consensus sequence alignments51,52 can be incorporated into the design 
process to reduce the number of candidate mutations per site and create a search space of a more 
tractable size. 
 The dynamic nature of proteins further complicates design efforts. Proteins are constantly 
moving and undergoing small structural changes in solution. Capturing this behavior in silico can 
be difficult. It is not possible to search all possible protein conformations, so protein engineers 
must rely upon reasonable approximations. Current computational protein design strategies can 
be classified into three main categories based on the types of approximations employed: 
traditional methods limit movement to discrete rotameric positions for amino acid side chains, 
flexible backbone methods extend the limits of dynamic behavior to include perturbations in 
secondary structure, and molecular dynamics (MD) simulations provide a full representation of 
protein dynamics based on Newton’s equations of motion (Figure 1.2). 
 
FIGURE 1.2: APPROXIMATIONS IN COMPUTATIONAL PROTEIN DESIGN STRATEGIES 
(a) Cartoon depiction of a protein structure with a single leucine amino acid shown as sticks. (b) Discrete rotameric 
positions employed in a traditional computational design search space. (c) Backbone flexibility introduced via loop 





 Steve Mayo and coworkers first implemented traditional ‘rotameric’ design strategies in 
the late 1990s.53,54 Sequences were threaded onto an existing protein structure and amino acid 
side chains were allowed to adopt discrete conformations based on a rotamer library.55 Early 
attempts to improve protein stability included modification of a small hyperthermostable 
Streptococcal protein,54 design of globular proteins with increased Tm values,
56 and core 
repacking of spectrin peptides.57 Redesign of a growth hormone and cytokine analog in the early 
2000s achieved thermostability increases of 16oC and 13oC, respectively.58,59 One of the first 
computational designs targeting an enzyme (yeast cytosine deaminase) improved the apparent 
melting temperature by 10oC without reducing catalytic efficiency.60  
 David Baker and others have made modifications to the original rotameric search strategy 
to design more than just protein stability. Examples involving the design of new catalytic 
activity61,62 or even the design of a novel protein fold63 demonstrate the potential of these 
computational approaches. Incorporating additional scoring criteria, such as the quality of core 
packing, can further improve the accuracy of design methods.64 However, computational 
approaches are still limited by the accuracy of energy function predictions and the extent of 
sampling. In several published cases (and likely many unpublished cases), traditional rotameric 
computational design methods have failed to identify sequences with improved stability.65,66  
 To improve the success rate of computational design, some researchers have 
implemented algorithms that allow flexibility in the protein backbone. Templates can be 
generated using nuclear magnetic resonance data, homologous crystal structures, normal mode 
analysis, loop closure algorithms or ‘backrub’ strategies, snapshots from molecular dynamics 
simulations, or other strategies that introduce variability in the protein backbone.67,68 
Incorporating backbone flexibility has been shown to improve stability predictions relative to 
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traditional fixed backbone design algorithms.69 Murphy and coworkers used flexible backbone 
design to modify a small four-helical peptide and successfully increased Tm from 91
oC to 
142oC.70 Unfortunately, the use of flexible backbone design is generally limited to small 
proteins; adding degrees of freedom for backbone flexibility quickly increases the size of the 
search space and can cause the corresponding computational expense to become prohibitive. 
 An extreme example of computational expense is realized in molecular dynamics 
simulations. MD simulations provide the most realistic representation of protein behavior, but 
simulation timescales are limited to the nanosecond or microsecond range for most 
computational resources. Sampling many sequences from a design search space using MD is 
prohibitively expensive; therefore, MD is typically used as a screening or inspection tool rather 
than as combinatorial design tool. Identification of dynamic domains in a target protein can 
indicate regions where disulfide bonds or other stabilizing features might be beneficial. Gao et 
al. used this approach to introduce mutations in the most dynamic domain of cocaine esterase 
and improved the melting temperature by ~7oC.71 A comparable study by Janssen and coworkers 
designed a disulfide bond in haloalkane dehalogenase that increased protein thermostability by 
~5oC.72 By using an iterative design method incorporating computational energy predictions, 
traditional computational design methods, and MD screening steps, Janssen and coworkers 
increased the thermostability of a hydrolase from ~50oC to ~85oC.73 This impressive change in 




1.3.5. COMBINED APPROACHES 
 Comparisons between multiple design strategies suggest that no single approach is best. 
Even though they are divergent strategies and often yield different final solutions, directed 
evolution and computational design can achieve similar results.74 In practice, strategies that 
combine multiple engineering techniques can be most successful. Directed evolution is 
frequently used to mutate computational designs and further improve enzymatic activity or 
stability.75–77 Proteins can even be evolved to be better suited for immobilization.78 Other 
combined approaches use naturally thermostable sequences as starting templates for directed 
evolution or computational studies.79 Designed or evolved enzymes can also be immobilized to 
provide an additional stability benefit or to facilitate enzyme reuse/recycling.  
 An entirely new class of computational design methods has evolved to complement 
directed evolution efforts. Often referred to as library design, combinatorial design, or data-
driven design,80,81 these approaches seek to minimize library size by targeting key sites or by 
avoiding unfavorable interactions. Structural models or sequence analysis can provide useful 
guidelines for narrowing a design search space and minimizing time spent on evolving or 
screening a target protein. Depending on the design goal, library-based methods typically fall 
into two categories: localized or delocalized design. 
 Localized design strategies focus on a specific region within a protein. This can be useful 
for design goals related to substrate specificity, coenzyme binding, or protein interfaces. In these 
scenarios, it makes sense to target the specific site of interest rather than randomly introducing 
mutations at allosteric positions. Structural analysis is first used to identify key mutation sites, 
and then computational tools are employed to rationally select the most suitable degenerate 
codons.81–83 While the common NNK codon provides full sequence diversity by encoding all 20 
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amino acids, selecting a biased degenerate codon favors a subset of mutations that are best 
matched for each specific design site. Picking appropriate degenerate codons reduces library size 
and can minimize time spent on screening.  
 Delocalized properties, such as protein stability or solubility, can be designed using 
consensus sequence analysis or structure-guided recombination approaches. Consensus-based 
methods are a semi-rational version of saturation mutagenesis: comparing sequences from 
multiple homologous proteins identifies common mutations that are likely to be stabilizing.52 
This approach can yield a restricted set of candidate mutations that are distributed across 
multiple sites. In contrast, recombination-based approaches are analogous to gene shuffling. By 
utilizing structural information, candidate block boundaries or recombination sites are optimized 
for chimera complementarity. An algorithm called SCHEMA has demonstrated the potential of 
this approach. SCHEMA libraries have been designed for β-lactamase,84 cytochrome P450,85,86 
arginase,87 β-glucosidase,88 and several families of cellulases89–94 with some success. 
 With so many tools at the disposal of protein engineers, selecting an appropriate strategy 
can be a daunting task. Balancing tradeoffs between risk and reward, time and money, or logic 
and perseverance can determine the path and ultimate success of a protein engineering project. It 
should be reiterated that no single strategy is always optimal: protein engineers must be willing 
to consider multiple approaches in parallel or in combination to achieve a desired design goal. 
The numerous examples cited here demonstrate the power of modern design tools and provide 
motivation for a researcher who is seeking to engineer a stabilized enzyme. 
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1.4. TARGET SELECTION 
 To begin any engineering problem, a starting template or design target must be selected. 
In many industrial applications, the target enzyme has already been well defined, or, at the very 
least, the engineer has been given a specific design goal. In an academic environment, design 
goals can be more ambiguous. Generic stabilization strategies could be applied to any enzyme, 
and the tradeoff between the conveniences of simple model proteins must be balanced against the 
usefulness of more industrially relevant proteins. 
 For most of the design strategies discussed in this thesis, endoglucanase E1 from 
Acidothermus cellulolyticus was used as the starting template. Although E1 is a moderate size 
protein (~40.2 kDa, 358 amino acids) with a complex α/β8-barrel fold,
95,96 it has been well 
studied and is considered by many as a ‘gold-standard’ of cellulases. E1 was originally isolated 
and characterized from A. cellulolyticus in the late 1980s,97,98 and the full genome of this species 
has since been sequenced.99 E1 has been expressed in bacteria,100,101 yeast,102 and numerous plant 
species,103 demonstrating its robustness and potential transferability between expression 
platforms. It is a naturally thermostable enzyme with a Tm of ~84
oC.104 High native stability 
provides both a favorable starting template and a challenging design goal. Previous 
computational studies have made comparisons between the stability of E1 and other homologues 
within the Cel5A family.105,106 Other studies have investigated the energetics of substrate 
binding107 and catalysis.108 E1 is known to have high activity on crystalline cellulose and can act 
synergistically with other enzymes.109,110  
 Since structural information is a prerequisite for rational design, it was important to select 
a target enzyme with available structural information. The structure of E1 has been determined 
both with111 and without101 bound substrate analogues, and numerous other homologues have 
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been structurally characterized (Figure 1.3, Table 1.1). Mutational studies provided additional 
insight regarding key mutation sites and were used to further guide our design efforts.112,113  
 
 
TABLE 1.1: STRUCTURAL INFORMATION FROM E1 HOMOLOGUES  
 
Abbreviations: Not available (NA), quantum mechanics (QM), molecular dynamics (MD), cellulose binding domain 
(CBD), Protein Data Bank (PDB). 
aPercent identity (query coverage) based on Basic Local Alignment Search Tool (blast.ncbi.nlm.nih.gov). 
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FIGURE 1.3: CARTOON DEPICTION OF ENDOGLUCANASE E1 
(a) The top view and (b) side view of E1 show the helices (red), β-sheets (yellow), and loops (green) that make up 
the α/β8-barrel fold. Bound cellotetraose substrate analogue is shown as spheres (grey) to indicate the binding 
pocket. Structure is based on Protein Data Bank structure 1ECE. 
 
1.5. THESIS OVERVIEW 
 Despite the many significant advances that have been made in protein engineering, 
computational design methods are still far from perfect. Most often, a library of candidate 
designs is assessed with the hope that at least one design will be successful. Although this 
approach can yield impressive results, it does little to advance the reliability of design methods. 
Understanding both successful and failed designs will be necessary to improve current methods. 
In Chapter 2, an approach is presented for dissecting and interpreting a computational design. 
The design is broken into pieces and recombined with the starting template to assess the impact 
of small groups of mutations. This recombination approach identified regions of the design that 
were severely destabilizing or nearly neutral. By analyzing molecular dynamics simulations, 
single mutations were isolated that had a negative, positive, or neutral impact on stability. 
Combining two favorable mutations resulted in a protein sequence with higher stability than the 
original design or the starting template. 
 An alternative approach for designing proteins is to target the interface between the 
protein surface and the surrounding solvent. Aqueous ionic liquid solvents can have dramatic6 
a b
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effects on protein stability and solubility, yet little is understood regarding their molecular 
interactions with proteins. In Chapter 3, we experimentally characterize the activity and stability 
of E1 in a wide array of aqueous ionic liquids. Computationally designed enzymes with high net 
surface charge were used to systematically probe the effects of electrostatic interactions. In 
Chapter 4, the same designed enzymes were simulated using molecular dynamics to provide 
insight regarding potential inactivation mechanisms. Cation and anion interactions at the protein 
surface, within the protein core, and near the binding pocket provided candidate explanations for 
why reduced activity was seen in enzymatic assays. 
 In Chapter 5, the focus of the thesis shifts to a different engineering strategy: 
immobilization. A new protein-based material is assessed for its ability to immobilize proteins of 
varying size. Enzymes were immobilized using non-covalent interactions and physical barriers. 
Horseradish peroxidase and other enzymes maintained activity inside the crystal environment. 
Confocal microscopy confirmed that enzymes, small molecule substrates, and fluorescent 
products could diffuse throughout the porous scaffold. Furthermore, two-enzyme pathways could 
detect glucose and appeared to be isolated from off-pathway enzymes in the surrounding 
solution. The control and precision of porous protein crystals makes them a promising 
immobilization material for future mesoscale applications.  
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2.1. SUMMARY 
 Accuracy of current computational protein design (CPD) methods is limited by inherent 
approximations in energy potentials and sampling. These limitations are often used to 
qualitatively explain design failures; however, relatively few studies provide specific examples 
or quantitative details that can be used to improve future CPD methods. Expanding the design 
method to include a library of sequences provides data that is well suited for discriminating 
between stabilizing and destabilizing design elements. Using thermophilic endoglucanase E1 
from Acidothermus cellulolyticus as a model enzyme, we computationally designed a sequence 
with 60 mutations. The design sequence was rationally divided into structural blocks and 
recombined with the wild type sequence. Resulting chimeras were assessed for activity and 
thermostability. Surprisingly, unlike previous chimera libraries, regression analysis based on one 
and two body effects was not sufficient for predicting chimera stability. Analysis of molecular 
dynamics simulations proved helpful in distinguishing stabilizing and destabilizing mutations. 
Reverting to the wild type amino acid at destabilized sites partially regained design stability, and 
introducing predicted stabilizing mutations in wild type E1 significantly enhanced 
thermostability. The ability to isolate stabilizing and destabilizing elements in computational 
design offers an opportunity to interpret previous design failures and improve future CPD 
methods. 
 
2.2. INTRODUCTION  
 The field of computational protein design (CPD) has seen an amazing array of successes 
over the last decade, ranging from the design of novel enzymatic activity61,62,144 to the prediction 
and stabilization of new protein folds.63 However, successful designs are often members of a 
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larger set that includes unsuccessful variants; CPD methods are far from perfect. Demonstrating 
the vast potential of CPD is the first step in advancing the field, but continued effort will be 
necessary to achieve improved design reliability and facilitate widespread usage. Creating 
reliable design methods will require careful consideration of both design successes and failures. 
Expanding a single design sequence into a library of candidate sequences is a useful strategy for 
explaining design failures and identifying shortcomings in the design method. 
 Previous computational design methods have generated libraries using multiple starting 
scaffolds145 or reaction state intermediates.146 Although libraries based on energy scores are 
effective, inaccuracies in the underlying energy function can lead to biased or limited sequence 
diversity. In contrast, recombining homologous sequences produces a diverse and interpretable 
library without depending on an all-atom energy function. Site-specific recombination between 
blocks of homologous parent proteins has previously generated stabilized chimeric 
variants.87,90,147–149 In cellobiohydrolase II, for example, recombination of three parent sequences 
resulted in 31 stabilized chimeras and further aided in identifying a single highly stabilizing 
mutation.147,150 Hypothetically, dissecting computational designs using a similar recombination 
approach can produce a library that is both maximally folded and interpretable. 
 While library-scale recombination can indicate regions of stability or instability within a 
design, it can be difficult to further rationalize the impact of individual mutations within each 
region. Assessing computational designs in a dynamic, solvated environment provides additional 
hypotheses regarding the role of specific mutations. Molecular dynamics (MD) simulations 
capture the flexibility, repacking, and local unfolding events that are not well represented in the 
traditional CPD process. Assessing structural changes via MD can provide some indication 
whether the proposed design is likely to remain folded, identify sites where unfolding events are 
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most likely to occur, and generate hypotheses for why certain mutations behave differently in 
experiments compared to initial in silico predictions.  
 To demonstrate the potential of our method, we selected endoglucanase E1 (Cel5A) from 
Acidothermus cellulolyticus as a model enzyme. E1 was discovered and promoted by researchers 
at the National Renewable Energy Lab.97,109,151 The high synergistic activity of E1 indicated 
prospective applicability in cellulosic fuel production,110 and a wealth of previous research on E1 
and its homologues provided both structural and mutagenesis information for guiding the design 
process.101,111–113 Baker et al. (2005) have previously shown that surface residues near the 
substrate binding cleft only marginally impacted E1 activity. Nonetheless, a single mutation, 
Tyr245Gly, significantly reduced product inhibition.113 For our work, selecting a naturally 
thermostable enzyme provided both a stable starting scaffold and a challenging thermostability 
design target. Achieving further improvements in cellulase thermostability has potential benefits 
in high-temperature process conditions, including reduced contamination, faster reaction rates, 
and longer enzyme lifetime.24,152 
 The organization of this paper tracks the progression of our design strategy (Figure 2.1), 
which consisted of five steps: (1) computational design of an initial starting sequence, (2) 
optimized recombination with a native sequence, (3) experimental assessment of stability and 
activity, (4) parameter fitting via linear regression, and (5) molecular dynamics analysis. Library-
scale design assessment identified a number of mutations in the computational design that 
significantly impacted E1 stability. Discriminating between stabilizing and destabilizing 
mutations enhanced understanding of the design methodology and ultimately led to an improved 
E1 variant.  
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FIGURE 2.1: STEPS IN DESIGN CYCLE 
Creating and dissecting a design encompasses a series of steps. First the initial design is generated and recombined 
with the wild type sequence to form chimeras. Experimental stability and activity values can then be used to train a 
regression algorithm and isolate the impact of each block. Molecular dynamics simulations provide further details 
regarding the predicted stability of individual point mutations. 
 
2.3. MATERIALS AND METHODS 
2.3.1. COMPUTATIONAL DESIGN 
 In the initial design phase, Basic Local Alignment Search Tool153 was used to identify 
homologous sequences with greater than 35% sequence identity to E1. A palette of candidate 
mutations was designed to include the consensus (most common) amino acid at each site, then 







Consensus, FoldX, Rosetta energy
Optimize SCHEMA block boundaries
Assay stability and activity
Isolate destabilizing regions
Simulate local unfolding events
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FIGURE 2.2: CONSERVATIVE DESIGN STRATEGY 
The computational protein design process included (a) alignment of homologous sequences. At each site, 90% of 
sequence diversity seen in the homologues was included in the design palette. (b) Candidate consensus mutations 
were compared to predicted FoldX energy scores. A favorable set of mutations was identified from the overlapping 
search space using the Rosetta energy function. 
 
Relative free energy changes (ΔΔG) were predicted for every point mutation using FoldX.154 
Calculations were performed on multiple structures of E1 (two chains each from Protein Data 
Bank structures 1ECE and 1VRX), and the predicted FoldX ΔΔG values were used to reduce the 
set of allowed mutations to those predicted to be neutral or stabilizing (ΔΔG≤0). Combinatorial 
optimization using the FasterPacker search algorithm as implemented in SHARPEN155 identified 
a set of 62 mutations with improved Rosetta all-atom energy score.48 Visual inspection and 
detailed local repacking calculations (Dunbrack rotamers ±1 standard deviation for all residues 
near site of interest) flagged two of the mutations, Gly221Ala and Asn228Asp, as potentially 
problematic. In both cases the proposed mutation was rejected due to a significant change in 
packing and reduced hydrogen bond energy. The design sequence had a total of 60 mutations 
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(83.2% sequence identity relative to wild type E1, alignment shown in Figure 2.3). Key 
enzymatic and structural features were held fixed during the design process, including catalytic 
residues Glu162 and Glu282, residues conserved within the glycoside hydrolase family 5 
(Arg62, His116, Asn161, His238, Tyr240, Trp319) and disulfide cysteines (Cys34/Cys120 and 
Cys168/Cys171).  
 
2.3.2. BLOCK RECOMBINATION 
 Block boundaries or recombination sites for the chimera library were identified using a 
modified version of the SCHEMA algorithm.156 Specified parent sequences included the wild 
type sequence, consensus design, and two alternate preliminary designs. Each parent was divided 
into four blocks, creating a hypothetical library of 44 or 256 chimeras. Although only a subset of 
16 chimeras was studied in this work, additional parent sequences were included to ensure 
recombination sites would be compatible with potential future designs. To facilitate library 
construction via sticky end overlap, a constraint was added to restrict candidate recombination 
sites to regions of four conserved bases, allowing alternate codons if necessary. Native contacts 




FIGURE 2.3: ALIGNED WILD TYPE AND DESIGNED SEQUENCES 
Wild type E1 sequence (WT) and computationally design sequence (CD) aligned with conserved residues 
highlighted in red. Secondary structural elements are represented above the sequences: spiral indicates α-helix and 
arrow indicates β-sheet. 
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2.3.3. EXPERIMENTAL ACTIVITY AND STABILITY ASSAYS 
 For experimental verification, a codon-optimized gene encoding the designed sequence 
was synthesized via commercial gene synthesis (GenScript, New Jersey, USA). The wild type E1 
gene was obtained as a kind gift from Dr. Joel Kaar (University of Colorado Boulder, Colorado, 
USA). Each gene was cloned into pET21_NESG expression vector using Gibson assembly.157 
Chimera block sequences were amplified from parent sequences via polymerase chain reaction, 
combined using Golden Gate assembly,158 and purified using gel electrophoresis. Gel-extracted 
chimera genes were cloned into pET21_NESG expression plasmid using Gibson assembly. Each 
sequence was verified at Colorado State University core sequencing facility using T7-promoter 
and T7-termination primers. All cloning steps were performed in E. coli DH5α cells. For 
expression, E. coli BL21 (DE3) pLySs cells were grown overnight in 50 ml of Luria-Bertoni 
(LB) media supplemented with 100 µg/ml ampicillin. Large-batch expression cultures were 
inoculated at a 1:20 dilution ratio and grown for 2 hours at 37oC and 250 rpm before inducing 
with 1 mM isopropyl β-D-1-thiogalactopyranoside (IPTG). Overnight (~16 hour) induction at 
30oC followed by centrifugation at 3,000 rpm and sonication gave soluble yields of 2-5 mg 
protein per liter of culture. A C-terminal 6xHis tag allowed protein purification via Ni-NTA 
affinity on a HisTrap HP column (GE Healthcare) in HisTrap Buffer A (50 mM sodium acetate, 
0.5 M NaCl, 100 mM imidazole, 0.1% Tween20, 10% glycerol, pH 8.0). Bound fractions were 
eluted using a linear gradient of HisTrap Buffer B (HisTrap Buffer A with imidazole 
concentration increased to 1 M). Recovered fractions were buffer exchanged into Assay Buffer 
(50 mM sodium acetate, pH 5.0) on HiPrep 26/10 Desalting column (GE Healthcare). Correct 
size and relative protein purity were verified via sodium dodecyl sulfate polyacrylamide gel 
electrophoresis (SDS-PAGE). 
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 Activity assays were performed on a soluble cellulose analogue, p-nitrophenyl-β-d-
cellobioside (pNPC). Enzymatic cleavage of the β-1,4 linkage in pNPC released 4-nitrophenol, 
allowing measurement of accumulated product via absorbance at 415 nm wavelength. Specific 
activity was assessed in Assay Buffer using 0.5-25 µg protein (enough to generate final product 
absorbance between 0.1 and 1.0 AU) and 20 µg pNPC. Reactions were stopped after 30 minutes 
at 50oC using Stop Buffer (2 M sodium acetate, 0.1 M glycine, pH 12.5). Protein concentration 
was measured using the Bradford Assay with albumin standards, and measurement error 
estimates were adjusted to account for potential impurities in purified protein samples. 
Temperature optimum assays were performed the same as specific activity assays, but with 
varying temperature. For retained activity assays, a 30-minute pre-incubation period in Assay 
Buffer with temperatures ranging from 40 to 80oC was used to partially denature the enzyme. 
Retained activity was measured after an additional 30-minute, 50oC incubation period with 10-25 
µg pNPC. Reactions were stopped with a 2:1 ratio of Stop Buffer. An inverse sigmoidal dose-
response curve was fit using SciPy (www.scipy.org) and used to predict T50 values (defined as 
the pre-incubation temperature that resulted in 50% decreased activity). 
 A fluorescent dye (SYPRO Orange, Sigma Aldrich #S5692) was used to monitor changes 
in protein structure induced by thermal denaturation. Fluorescence was measured near optimum 
dye excitation/emission wavelength of 470/570 nm using the VIC filter on a Realplex2 
Mastercycler (Eppendorf). A linear heating gradient of 2oC/min was used to irreversibly denature 
protein samples. Each sample contained 1-10 µg protein, 2.5 µl 125x SYPRO orange dye, and 
enough Assay Buffer to bring the final volume to 20 µl. The Clarke-Fersht equation159 was fit to 
Tm data using SciPy. Apparent Tm values (not thermodynamic Tm due to irreversible unfolding) 
were defined as the temperature at which 50% of the protein was unfolded. This corresponds to 
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the [D]50% fit parameter in the original Clarke-Fersht equation.
159 All assays were performed in 
triplicate, and standard deviations for Tm and T50 values were approximated using a bootstrap 
method (1000 samples with replacement). 
 
2.3.4. REGRESSION ANALYSIS 
 Linear regression analysis was performed using a Python numpy linear algebra package 
(www.python.org). A fit parameter was included for each design block (1-body terms) or pair of 
blocks (2-body terms). Test sets consisted of all possible combinations of 14 chimera Tm values. 
Because all Tm values were subtracted from wild type Tm, fitting parameters to a test set of 14 
chimeras allowed assessment of library variability and goodness of fit via prediction of the 
remaining chimera Tm value. Python was also used to calculate the distribution of all single 
block and two block substitution differences. 
 
2.3.5. MOLECULAR DYNAMICS SIMULATIONS 
 Molecular dynamics (MD) simulations were performed using GROMACS.160 Each 
chimera structure was initially energy minimized using FasterPacker rotamer optimization in 
SHARPEN. Structures were solvated using TIP3P solvent with sodium chloride ions added to a 
concentration of 100 mM. Equilibration included 5000 energy minimization steps each in vaccuo 
and in solvent, 10 ps of position-restrained equilibration, 2 ps MD with canonical NVT ensemble 
at the final simulation temperature, and 2 ps MD under fixed pressure NPT ensemble. For each 
chimera, production MD simulations were run for 50 ns at 298 K or 450 K with a time step of 2 
fs and OPLS-AA force field.161 Particle Mesh Ewald electrostatics with Verlet cutoff scheme, 
velocity rescale temperature coupling, Parrinello-Rahman pressure coupling, and periodic 
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boundary conditions were used for all simulations. Trajectories were analyzed using GROMACS 
(g_rms, g_rmsf) or custom Python scripts based on SHARPEN software. 
 
2.4. RESULTS 
2.4.1. COMPUTATIONAL DESIGN 
 Candidate mutations were limited to those that appeared to be favorable or 
“meta-consensus” neutral in both consensus sequence alignments and FoldX energy predictions. 
Sequence/orientation combinations were evaluated based on an all-atom Rosetta energy function 
(Figure 2.2b). Restricting the design space to a set of consensus mutations was intended to create 
a more conservative sequence search space. The Rosetta energy function was used to identify 
candidate low-energy sequences from within this search space. The design sequence identified 
with the lowest Rosetta energy score contained a total of 60 mutations relative to wild type E1 
(83.2% sequence identity). The overall Rosetta Energy Unit (REU) score improved significantly 
from -686 REU to -736 REU. The largest differences between wild type and design energy terms 
were repulsive van der Waals interactions (reduced by 15 REU in the design), solvation energy 
(15 REU more favorable in the design), and secondary structure phi/psi dependent probability 
(10 REU more favorable in the design). The net hydrogen bond interactions remained nearly 
constant. Mutations were distributed both internally and on the protein surface (37 mutations had 
>20% solvent exposed surface area) and avoided key catalytic and substrate binding residues. 
 
2.4.2. BLOCK RECOMBINATION 
 A SCHEMA-based algorithm was used to identify chimera block boundaries that 
minimally impacted native E1 structure. Wild type E1 and computational designs provided 
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parent sequences for defining structural contacts. Optimum crossover sites at amino acids Ile100, 
Pro230, and Asn274 dissected the protein into four blocks (Figure 2.4), giving a library average 
SCHEMA energy <E> of 2.1 and an average chimera mutation level <m> of 28.2 (Figure 2.5). 
The specified block boundaries led to a distribution of fifteen design mutations in Block 1, 
eighteen mutations in Block 2, nine mutations in Block 3, and eighteen mutations in Block 4. 
Dividing two parent sequences into four blocks each generated a library of 24 or 16 chimeras. In 
contrast to previous studies with much larger libraries,85,90,148,150 our library could be 
comprehensively screened to maximize information available for regression analysis. Complete 
screening is desirable for interpreting two-body or higher order stability effects. 
 
FIGURE 2.4: E1 DIVIDED INTO CHIMERA BLOCKS 
A bottom view shows how E1 was divided into four blocks for recombination. Block 1 (light grey) included residues 
1-100, Block 2 (black) included residues 101-230, Block 3 (white) included residues 231-274, and Bock 4 (dark 
grey) included residues 275-358.  Bound substrate analogue cellotetraose is shown as white spheres. Coordinates are 




FIGURE 2.5: IDENTIFYING OPTIMUM BLOCK BOUNDARIES 
Library design simultaneously optimized multiple parameters: library average SCHEMA energy <E> was 
minimized, library average mutation level <m> was maximized, and maximum block-block Hamming distance Hmax 
was minimized. Each point on the scatter plot represents a candidate library; a red star indicates the library selected 
for this study. The distribution of properties for each chimera in the library is shown on the far right. The total 
number of chimeras is 256 (not 16) because two additional hypothetical designs were included in the library design 
calculations. 
 
2.4.3. EXPERIMENTAL STABILITY AND ACTIVITY ASSAYS 
 Activity and stability were experimentally verified using substrate analogue p-
nitrophenyl-β-d-cellobioside (pNPC) and fluorescent dye SYPRO orange (Table 2.1). The 
chimera naming scheme indicated whether each block was from parent 1 (wild type) or parent 2 
(design). For example, 1211 denoted a chimera with blocks 1, 3, and 4 from wild type E1 and 
block 2 from the design sequence. 
 Each chimera was purified using immobilized metal ion affinity chromatography to 
reduce assay variability. Replicate Tm measurements were typically within 1
oC (chimeras 1111, 
1112, 1121, 1122, 2111, 2222); however, Tm measurements for chimeras 1221, 2112, 2122, and 
2211 were more variable (up to 5oC). Notably, chimera 2212 displayed two distinct unfolding 
peaks at 51oC and 70oC. The lower temperature peak better matched Tm values predicted from 
regression analysis. Most chimeras with low specific activity had a correspondingly low melting 





















Tm measurements provided a more complete data set for performing regression analysis. Despite 
being distinct properties, stability (Tm) and retained activity (T50) were correlated (R
2=0.98 for 
dataset of 9 points- excluding 3 outliers).  
 
 



















1111 84.9 ± 0.4 79.0 ± 0.1 70,000 ± 1,000 
1112 76.9 ± 0.5 71.3 ± 0.1 11,800 ± 100 
1122 72.4 ± 0.1 61.5 ± 0.1 8,900 ± 300 
1222 48.7 ± 0.1 NA 7,300 ± 200 
1212 52.0 ± 0.1 NA 870 ± 80 
1221 69.3 ± 0.3 65.7 ± 0.2 7370 ± 90 
1211 53.6 ± 0.1 NA 150 ± 10 
1121 80.1 ± 0.1 73.3 ± 0.1 59,000 ± 1,000 
2111 81.7 ± 0.2 75.9 ± 0.4 80,000 ± 1,000 
2211 47.4 ± 0.1 61.2 ± 0.1 90 ± 10 
2221 77.2 ± 0.1 61.2 ± 0.1 350 ± 30 
2121 68.2 ± 0.2 65.9 ± 0.6 9,700 ± 80 
2212 50.9 ± 1.6 NA 140 ± 20 
2112 69.3 ± 0.2 65.7 ± 0.1 2,030 ± 60 
2122 63.0 ± 0.2 62.7 ± 0.6 2,630 ± 60 
2222 65.2 ± 0.4 63.2 ± 0.1 50 ± 10 
2222-D130S 69.2 ± 0.2 NA 70 ± 10 
2222-F143A 65.7 ± 0.2 NA 330 ± 30 
1111-SB 87.3 ± 0.1 83.0 ± 0.1 53,000 ± 500 
aError values represent one standard deviation for each calculated fit parameter or activity value.  
bActivity of some chimeras was too low to accurately predict T50 values (NA).  
 
2.4.4. REGRESSION ANALYSIS 
 The simplest form of analysis was based on single-block substitutions (2111, 1211, 1121, 
1112). This approach indicated Block 2 was severely destabilizing (ΔTm
1111à1211 = -31.3oC) 
while Blocks 1 and 3 had a minimal impact on stability (ΔTm
1111à2111 = -3.2oC and ΔTm
1111à1121 
= -4.8oC). Block 4 had a moderate destabilizing effect (ΔTm
1111à1112 = -8.0oC). One-body 
regression extended this basic analysis by averaging the impact of each block substitution across 
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the full chimera library. A simple one-body model was effective at capturing a large degree of 
stability variation for previous chimera libraries150 despite ignoring possible block-block 
interactions. Using a leave-one-out technique for our library of 15 ΔTm values, a training set of 
14 ΔTm values was used to fit four regression parameters and predict the excluded ΔTm value for 
each set. Average, minimum, and maximum parameter values demonstrated moderate variability 
across the 15 training sets (Table 2.2). As with the monomeric chimeras, one-body regression 
analysis indicated Block 2 was most destabilizing (Block 2 parameter = -19.4oC). Block 3 
appeared to be beneficial in many chimeras (average Block 3 parameter = +0.6oC) but did not 
improve stability when introduced independently into E1 (ΔTm
1111à1121 = -4.8oC). The 16 
chimeras showed a surprising range of blockwise stability impacts (Table 2.2). For example, 
incorporating Block 1 decreased stability by 0-15oC in the majority of chimeras, but in two cases 
Block 1 significantly increased stability (ΔTm
1221à2221 = +7.9oC and ΔTm
1222à2222  = +16.5oC). 
Similarly, for Block 2 the stability impact ranged from -31.3oC (ΔTm
1111à1211) to +9.0oC 
(ΔTm
2121à2221). In principle, this variability could stem from inconsistent measurement of Tm 
values or from interactions between sets of blocks. Every attempt was made to validate 
experimental measurements via replicate assays and comparison to alternate stability 
measurements (T50 values).  
 When one-body regression still did not accurately predict Tm values, we expanded the 
analysis to account for higher order effects. Including pairwise or two-body effects should 
account for cases in which block-block interactions contribute to stability. Ideally SCHEMA 
recombination would reduce non-native block interface interactions (only two mutations in 
Block 1 and four mutations in Block 4 were within 2 Å of block-block interfaces), but long-
range interactions could still lead to two-body effects. For our relatively small library, including 
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six additional parameters to account for two-body effects risked over fitting the data. However, 
we were able to conclude first that two-body parameters were even more variable than one-body 
parameters (Table 2.2) and second that two-body effects did not drastically improve the 
predictive capability of regression. In the presence of two-body fitting, including additional 
parameters also showed that Block 2 alone was very destabilizing (Block 2 two-body parameter 
= -32.4oC) and that flanking design blocks recovered some of this stability loss (Blocks 1-2 
parameter = +11.6 oC and Blocks 2-3 parameter = +20.7 oC).  
 
TABLE 2.2: PARAMETERS FOR LINEAR REGRESSION 



































Block 1 -4.7 1.3 -7.0 -1.8 -10.7 3.9 -24.1 -6.4 
Block 2 -19.4 1.4 -21.6 -16.4 -32.4 1.6 -35.3 -28.5 
Block 3 +0.6 1.2 -1.7 3.3 -5.2 1.5 -8.6 -1.8 
Block 4 -10.8 1.2 -12.8 -7.5 -5.2 2.0 -8.4 0.0 
Blocks 1-2     +11.6 3.2 6.7 18.3 
Blocks 1-3     +4.6 3.2 -0.3 11.3 
Blocks 1-4     +2.3 3.1 -2.6 8.9 
Blocks 2-3     +20.7 2.9 16.5 26.6 
Blocks 2-4     0.0 3.0 -4.3 5.8 
Blocks 3-4     -7.4 3.0 -11.9 -1.6 
 
2.4.5. MOLECULAR DYNAMICS SIMULATIONS 
 The first step in setting up useful MD simulations was identifying an appropriate 
temperature for a 50 ns simulation timescale.162 Incrementally increasing temperature from 298 
K to 500 K identified a maximally informative temperature near 450 K (Figure 2.6). Lower 
temperatures did not induce unfolding (protein maintained low RMSD) and higher temperature 
required a reduced step size to prevent explosion. Comparison between room temperature 
(298K) and elevated temperature (450K) simulations for each chimera helped distinguish 
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between unfolding events and normal thermal fluctuations. Simulating all 16 chimeras at both 
low and high temperature resulted in more than 1.6 µs of simulated data for analysis. 
 As indicated by root mean square fluctuation (RMSF), some design regions had altered 
flexibility relative to wild type E1 (Figure 2.7). These differences guided our initial study of 
residue interactions. However, it should be noted that focusing on RMSF alone might not be 
enough to describe stability, as rigidity does not always correlate with increased 
thermostability.163 Furthermore, minor differences in residue RMSF might correspond to 
significant unfolding events. 
 
FIGURE 2.6: RMSD FOR WILD TYPE E1 AT VARYING TEMPERATURES 
All-atom root mean square deviation (RMSD) for wild type E1 molecular dynamics simulations at varying 





FIGURE 2.7: PROTEIN ROOT MEAN SQUARE FLUCTUATION 
Root mean square fluctuations were averaged across three 50 ns molecular dynamics simulations at 450 K for wild 
type E1 (solid black line), computationally designed E1 (solid grey line), and chimera 1211 (dashed grey line). 
Specific regions (shaded rectangles) were targeted for further analysis using site-directed mutagenesis. 
 
 One example of RMSF-guided analysis can be demonstrated in Region 1 (residues 16 to 
22). This highly flexible region contained three mutations: Ala16Ser, Asn18Gly, and Val19Arg. 
Neighboring residue 356 also included a design mutation (Asp356Glu). Visual inspection of MD 
simulations showed Arg19 and Glu356 moved close together to form stable hydrogen bond 
interactions (Figure 2.8a,b). This salt bridge locked the C-terminus in place and decreased 
flexibility near residue 19, leading to an overall decrease in RMSF in Region 1.  
 Based on this predicted behavior, we introduced both mutations in wild type E1 to 
observe how the salt bridge would affect stability. The double point mutant (1111-SB) showed a 
remarkable 4.0oC increase in T50 stability and 2.4
oC increase in Tm. To the best of our 
knowledge, this is the most thermostable variant of E1 engineered to date. Thermostable celulase 
homologues from Pyrococcus horikoshii and Thermotoga maritima may have a higher stability 
(reported Tm values range from 92
oC to 102oC 119,120,164) but are quite distinct from E1 (45% and 
20% sequence identity to E1, respectively). The benefits of improved thermostability become 
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evident when assays are performed at high temperatures. For example, the ~10oC shift in 
optimum operating temperature for 1111-SB relative to 1111 (Figure 2.9) allowed the design to 
have a five-fold higher specific activity than wild type at 85oC (72,500 ± 2,400 µmol/mg/min 




FIGURE 2.8: SIMULATED BEHAVIOR AT MUTATION SITES 
Example MD-guided mutagenesis studies. (a) Design mutations Val19Arg and Asp356Glu (black) improved 
stability relative to wild type E1 (light grey). (b) Favorable hydrogen bonding distance was maintained between 
Arg19 and Glu356 (black) for the majority of a 50 ns MD simulation. Wild type E1 lacking this salt bridge (light 
grey) displayed much greater N-terminal flexibility. (c) The distance between catalytic residues Glu162 and Glu282 
was used as a proxy for active site rearrangement. This distance increased significantly in MD simulations for 
chimera 1211 (black) compared to wild type E1 (light grey). Grey spheres indicate the proximity of the bound 
substrate. (d) Unfolding events that led to increased catalytic residue distance were more common in MD 
simulations of chimera 1211 (black) than wild type E1 (light grey). (e) Phe143 was solvent exposed in the initial 
computational design (light grey) but reoriented to bury additional surface area during MD simulations of chimera 
1211 (black). The buried state disrupted backbone hydrogen bonds in the α-helix between residues 139-143 and 
142-146. (f) Fractional solvent accessible surface area and the sum of backbone hydrogen bond distances were 
selected as order parameters for monitoring unfolding near residue 143. For chimera 1211 (black), Phe143 spent a 
fraction of simulation time in the “buried” state. Ala143 in wild type E1 (light grey) did not display this partial 
unfolding behavior.   
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FIGURE 2.9: OPTIMUM OPERATING TEMPERATURE 
Temperature optimum profiles for wild type E1 (1111, white squares) and the salt bridge design (1111-SB, black 
squares) demonstrate the shift in thermostability for the salt bridge mutant. Error bars indicate standard deviations 
from triplicate assays. 
 
 Stabilizing mutations Val19Arg and Asp356Glu provided an example of how 
computational design can correctly predict stability. Both FoldX and Rosetta scored these 
mutations as favorable. The average FoldX ΔΔG across all four scaffolds was -0.56 kcal/mol for 
Val19Arg and -0.13 kcal/mol for Asp356Glu. Similarly, the Rosetta energy score decreased by 
0.37 REU for Val19Arg and 0.30 REU for Asp356Glu, primarily due to improved LK-solvation 
energy and reduced backbone dependent strain. In the consensus sequence alignments, Val19Arg 
was seen in 8.5% of aligned sequences and Asp356Glu was seen in 22.2% of aligned sequences. 
In a best-case scenario, two-body regression analysis would have identified the interaction 
between Blocks 1 and 4 without necessitating MD. Although the Block 1-4 parameter (+2.3oC) 
indicated interactions between the blocks might be favorable, the effect appeared minimal 
relative to other two-body parameters (Table 2.2).   
 In contrast to the stabilizing mutations seen in Region 1, significantly destabilizing 
mutations were present in Region 2 (residues 120-134). RMSF for Region 2 increased slightly 




















inspection showed that increased RMSF might have been due to reorientation of a loop region 
(residues 116-133), emphasizing the danger of neglecting alternate states in fixed-backbone 
design algorithms. Although design mutations Gln123Asn, Ser130Asp, and Ser131Gln were 
predicted to be favorable on the fixed backbone scaffold, alternate conformations were preferred 
during MD simulations. Any of these three mutations could have caused instability in Region 2; 
we selected Ser130Asp for further characterization based on its large fluctuation in MD 
simulations. Mutating back to the wild type Ser amino acid at site 130 in the design improved Tm 
by 4.0oC. This accounted for ~20% recovery of stability despite being only one of sixty 
mutations present in the 2222 design sequence. 
 Instability in this region might also have directly influenced enzymatic activity. Loop 
reorientation allowed catalytic residue Glu162 to move away from the active site during MD 
simulations. The minimum heavy atom contact distance between catalytic residues Glu162 and 
Glu282 (EEmin) was used as a proxy for measuring active site orientation (Figure 2.8c). In 
chimera 1211, EEmin was significantly higher than wild type E1 throughout the simulation 
(Figure 2.8d). Similar localized unfolding was also seen in several different chimeras that 
contained design block 2 (1212, 1222, 1122, 2221), indicating the unfolding event may not have 
been unique to the simulation or the chimera. Previous studies have shown that orientation of 
catalytic residues in MD simulations can be correlated with enzymatic activity.165,166 In our case, 
active site rearrangement could help explain some of the activity loss in E1 chimeras, but 
replicate simulations would be required to more quantitatively predict enzyme activity.  
 As a further test of MD capabilities, a single isolated point mutation was flagged for 
analysis. A mutation from alanine to phenylalanine (Ala143Phe) present in the unstable region of 
Block 2 showed unusual behavior during MD simulations. The original minimized design 
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structure placed the hydrophobic ring on the surface of the protein: Phe143 was 26% solvent 
exposed based on MSMS calculations.167 During the course of the simulation, the phenylalanine 
reoriented to bury additional surface area (Figure 2.8e). The torsional stress induced by this 
reorientation disrupted the backbone hydrogen bonds and caused the helix to begin to unfold. 
Metrics based on fractional solvent accessible surface area (SASA) of residue 143 and the sum 
of O-H backbone hydrogen bond distances between residues 139-143 and 142-146 partially 
discriminated between the folded (exposed) and unfolded (buried) states (Figure 2.8f). Fractional 
SASA remained near 0.25 for wild type E1 but decreased to near zero during the Phe143 ring 
reorientation in 1211. Similarly, the combined O-H distances fluctuated between 3.8Å and 5.8 Å 
for 1111 (close to the ideal single hydrogen bond distance of 1.95 Å 168), while the same 
hydrogen bonds were completely lost (>4 Å between O and H atoms) during the partial 
unfolding of 1211. The localized unfolding induced by the Phe143 reorientation was variable in 
other chimera simulations, making it difficult to predict the relative contribution of mutation 
Ala143Phe to overall protein stability. 
 Mutation Ala143Phe was assessed experimentally by studying the reverse mutation in the 
design sequence (2222-F143A). The reverse mutation had a marginal impact on stability (Tm 
increase of 0.5oC), suggesting the original Ala143Phe mutation was slightly destabilizing. In 
contrast to the experimental results, all initial computational design steps predicted Ala143Phe to 
be favorable. Attractive van der Waals interactions with surrounding hydrophobic residues 
(Leu70, Leu94, Leu144) caused the Rosetta energy function to score this mutation as favorable 
(overall decrease of 0.43 REU). Furthermore, FoldX predicted the ΔΔG of Ala143Phe to be 
favorable on all four scaffolds (-0.6 kcal/mol, -0.74 kcal/mol, -0.84 kcal/mol, and -1.06 kcal/mol 
for scaffolds 1VRX.A, 1VRX.B, 1ECE.A, and 1ECE.B, respectively). In the consensus sequence 
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alignment, phenylalanine was the most commonly seen amino acid at position 143 (present in 43 
out of 180 sequences). Other common mutations were methionine (39 sequences) and tryptophan 
(37 sequences), but alanine was present in only 12 sequences at this site. Although Xanthomonas 
species accounted for more than half (24 total) of the aligned sequences that contained 
phenylalanine at position 143, glycoside hydrolases from at least 6 other species were included 
in this set, indicating the BLAST results were not unrealistically skewed by highly similar 
sequences from the same species.  
 Agreement between consensus sequent alignments, FoldX energy analysis, and Rosetta 
energy scoring was not enough to correctly select a stabilizing mutation at site 143. Accurately 
predicting mutational stability remains a difficult challenge. By dissecting design methodology 
flaws down to the level of specific mutations, we provide challenging training examples for 
subsequent design methodology improvement. 
 
2.5. DISCUSSION 
 In principle, employing independent design strategies (consensus sequence alignment, 
FoldX) would be expected to reduce the probability of introducing destabilizing mutations. 
Komor et al.169 have previously shown how a combined consensus-FoldX strategy can identify 
stabilizing mutations in a cellobiohydrolase enzyme. Despite taking precautions in our initial 
design process, the computationally designed sequence displayed both reduced activity and 
stability relative to the native sequence. Wild type E1 set a high stability standard with a Tm of 
84.9oC; in contrast, the designed sequence Tm was reduced to 65.2
oC. Similarly, the specific 
activity was reduced from 70,000 µmol/mg/min to 50 µmol/mg/min. Given that the design 
included 60 mutations, it proved challenging to generate specific hypotheses about the cause of 
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instability. Recombination with wild type E1 created a library of 14 additional chimeras, all of 
which displayed reduced stability relative to wild type E1 (Table 2.1). In one instance (chimera 
2111), specific activity was higher than wild type E1 at 50oC. This effect may have been caused 
by a shift in optimum operating temperature. If specific activity assays were performed at a 
higher temperature, the more stable wild type sequence would likely be favored. The detailed 
analysis outlined for our E1 library provides an example of how researchers can overcome CPD 
deficiencies, improve initial designs, and potentially extend the lessons learned to yield 
improvements in future computational methods. 
 Narrowing a large set of mutations down to a handful of impactful mutations requires a 
technique that spans multiple levels of detail. Initially, it can be helpful to identify broad regions 
or blocks of a protein that positively or negatively impact stability. Previous reports indicated 
SCHEMA recombination followed by one-body linear regression accurately predicted chimera 
stability.150 By extending this approach to include a computational design as a starting parent, we 
estimated the relative stability contributions from four separate design blocks. All four of the 
blocks were destabilizing when introduced independently into the wild type sequence. 
Destabilizing mutations within each block masked any potential stabilizing mutations. We 
originally selected four blocks to make complete library construction and characterization more 
feasible. This choice turned out to be fortuitous; only by characterizing the stability of nearly the 
entire library could we confidently assert the existence of “higher-order” stability effects. In 
contrast to previous libraries, one-body regression did not accurately predict overall chimera 
stability for our l6-member library. The impact of each block varied based on the context of the 
surrounding blocks. Higher order effects (beyond one and two body effects) were clearly present. 
The reason why the effects were large in this case relative to previous libraries is not yet known. 
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Although there were significant differences between the topology of E1 and the 
cellobiohydrolase II studied by the Arnold lab,147 both proteins were of comparable size and 
consisted of a similar αβ-barrel motif. A variety of other protein folds have also been studied 
using the SCHEMA approach, including cellobiohydrolase I,90 β-lactamase,148 and P450;170 
therefore, it appears topology is not a limiting factor in determining block modularity. The 
number of mutations per block in our library was comparable or even lower than previous 
studies due to the high sequence identity of the E1 parent sequences. In addition, the average 
SCHEMA energy <E> remained low for our library (Figure 2.5) despite selecting only four 
blocks. The contact map for E1 (not shown) indicated E1 chimeras had a comparable ratio of 
intra- to inter-block contacts as that of Heinzelman et al. (2009a). Although the underlying cause 
of the higher order coupling remains unclear, the unusual behavior of this library makes it a 
challenging test case for understanding protein stability. In combination with other systematic 
library stability measurements, the data reported herein could prove highly rewarding in training 
future design methods. 
 While regression broadly aided in identifying destabilizing regions of the design, it 
proved difficult to refine the regression analysis to a residue level interpretation. All mutations 
were computationally predicted to be favorable, and visual inspection had already been used to 
eliminate any severe clashes or noticeably poor interactions. Some mutations switched hydrogen 
bonding partners, but the net number of hydrogen bonds remained nearly constant. Regression 
analysis alone was not sufficient for isolating stability impacts; instead, more detailed dynamic 
behavior was studied in a solvated environment using molecular dynamics (MD).  
 The predictive capability of MD was demonstrated for three test cases (Figure 2.8). In 
Example 1, an isolated salt bridge was identified that significantly increased E1 thermostability. 
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Mutations Val19Arg and Asp356Glu were present in the initial design, but their beneficial 
impact was not identified via regression analysis. MD simulations showed the salt bridge formed 
stable hydrogen bond interactions and locked the C-terminus in place. Although salt bridges are 
a common stabilizing feature in thermophilic proteins,171 rationally introducing a salt bridge can 
be difficult due to competing interactions with solvent. Conserved hydrogen bond interactions in 
MD simulations (even at elevated temperature) provided a good indication that Arg19 and 
Glu356 might form a stabilizing salt bridge. When tested in lab, these two mutations increased 
thermostability (T50) by 4.0
oC relative to wild type E1. In Example 2, a contrasting scenario was 
presented where initial design mutations led to decreased stability and activity. A single mutation 
(Ser130Asp) was hypothesized to influence stability based on fluctuations seen in MD 
simulations. When the reverse mutation was introduced into the design sequence (2222-D130S), 
Tm increased by 4
oC (Table 2.1). Example 3 provided a limiting test case where an Ala143Phe 
mutation only marginally impacted overall stability. Burial of Phe143 hydrophobic surface area 
caused partial helix unfolding during MD simulations, but the unfolding event was not nearly as 
severe as in Example 2. Experimental assessment of the reverse mutant 2222-F143A showed 
only a slight change in stability (ΔTm
2222àF143A = +0.5oC). 
 These examples demonstrate the potential benefit of including MD in the computational 
design process. The ability to discriminate between stable and unstable design mutations could 
improve the success rate of CPD by salvaging failed initial designs. Alternatively, MD could be 




 The poor stability and activity of our initial E1 design served as a reminder that design 
methods will need continued improvement to achieve more accurate predictions. For our design, 
computational search algorithms failed to identify the more stable wild type sequence from the 
larger sequence search. Discrepancies between predicted and measured stability values 
demonstrated how small point-mutation inaccuracies can be compounded and eventually lead to 
an unfavorable design sequence. Our design method reiterates the challenges associated with 
CPD and stresses that detailed analysis will be required to incrementally progress towards 
successful full sequence design. 
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3. CHARACTERIZATION OF SUPERCHARGED CELLULASE ACTIVITY AND 
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3.1. SUMMARY 
 Ionic liquids (ILs) have many potential benefits in biochemical processes, including 
improved substrate or product solubility, increased enzyme selectivity, and higher yield. Varying 
ion substituents allow ILs to be tuned or optimized to achieve a specific goal. Unfortunately, 
optimization based on a single design criterion can have undesirable side effects on other process 
components. For example, hydrophilic ILs capable of efficiently dissolving biomass often inhibit 
enzymatic activity during hydrolysis. A panel of nine different aqueous ILs was selected for this 
study to systematically assess which factors contribute to the loss of enzyme activity. The 
activity of endoglucanase E1 from Acidothermus cellulolyticus steadily decreased in higher 
concentrations of ILs, especially in the presence of the common cellulose dissolving solvent 1-
-ethyl-3-methylimidazolium acetate. The impact of most other ILs could be rationalized via the 
Hofmeister series. Enzyme behavior was further probed by rationally modifying the surface 
charge of E1. Variants were computationally designed to have positively or negatively charged 
surfaces and assessed for activity in ILs. Surprisingly, positive supercharging maintained wild 
type activity levels in ILs, while negative supercharging drastically reduced activity. 
Discrepancy between stability and activity measurements for some ILs indicated active site 




 Salts with melting temperatures below 100oC, termed ionic liquids (ILs), offer a variety 
of benefits in industrial processes. Much like organic solvents, ILs can be used to adjust polarity 
or hydrophobicity in a reaction system and alter the solubility of substrates and products.172 ILs 
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can also enhance stereoselectivity or facilitate phase separation.173 Among other applications, ILs 
have been proposed as a method for pretreating cellulosic biomass prior to enzymatic hydrolysis. 
Pioneering work by Rogers and coworkers first demonstrated that neat ILs could dissolve 
cellulose,174 and many imidazolium-based ILs have since been tested on lignocellulosic 
substrates.175 ILs that have performed exceptionally well with industrially relevant substrates 
include 1-ethyl-3-methylimidazolium acetate ([Emim]OAc), 1-butyl-3-methylimidzolium 
chloride ([Bmim]Cl), 1-allyl-3-methylimidzaolium chloride ([Amim]Cl), and 1,3-
dimethylimidazolium dimethylphosphate ([Dmim]DMP).175 
 Unfortunately, it remains difficult to find an IL that dissolves biomass without 
detrimentally impacting enzyme activity. The high hydrogen bond basicity, or thermodynamic 
tendency to act as a hydrogen bond acceptor, typically makes cellulose-dissolving ILs 
incompatible with enzymes.176 Early studies indicated cellulase activity was drastically reduced 
in ILs.177 In recent years, numerous other enzymes have been assessed for activity and stability 
across a wide range of ILs.175,178–181 Various strategies have been proposed for preserving 
enzymatic activity180,182 but a generic stabilization approach remains elusive.   
 As early as the 19th century, the role of ions in stabilizing or destabilizing proteins was 
categorized via the Hofmeister series.183 Enzymes typically prefer large, low charge density, 
kosmotropic anions over small, high charge density, chaotropic anions.178,179,184,185 This trend is 
reversed for cations due to the “matching kosmotropicity” effect.186 Although the Hofmeister 
series provides useful guidance, examples exist where this classification scheme fails to apply.178 
In addition to ion kosmotropicity, solvent properties such as viscosity, polarity, hydrophobicity, 
nucleophilicity, or hydrogen bond basicity can be important.179,187–189 To date there is little 
consensus regarding how water, IL, and enzymes interact in aqueous-IL solutions. Solvated ions 
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can influence enzymes in a variety of ways, include stripping of surface water molecules, 
changing of protein structure and dynamics, modification of surface pH, or preferential 
stabilization of the unfolded state. 172,178,190,191 
 Modifying the surface charge of a protein inherently influences its stability, solubility, 
and aggregation propensity192–194 and is likely to play a key role in moderating IL-enzyme 
interactions. Kaar and coworkers experimentally demonstrated the importance of electrostatic 
interactions by chemically modifying surface charge groups on cellulase, lipase, papain, and 
chymotrypsin.12–14 Chemical modification via acetylation or succinylation improved resistance 
against denaturing ILs [Bmim]Cl and [Emim]ethylsulfate. Furthermore, molecular dynamics 
simulations indicated surface charge significantly altered ion interactions at the enzyme 
surface.195 Other reports have noted a correlation between native enzyme charge and 
halotolerance,196–198 providing additional evidence that electrostatic interactions can strongly 
influence protein behavior in ionic solutions.  
 Systematically altering protein charge via mutagenesis could provide a direct route for 
probing the IL-enzyme interface. Although the “supercharging” concept introduced by Liu and 
coworkers199 has not previously been employed in conjunction with ionic liquids, it provides an 
extreme example for studying enzyme charge modification. Supercharging imparts a high net 
charge, either positive or negative, on the protein surface.192–194 Although successful in many 
regards, supercharged variants can display decreased binding affinity or loss of enzymatic 
activity.199 Ideally, careful selection of charged mutation sites minimizes these negative impacts. 
 To build upon previous supercharging studies, we set out to explore IL inactivation 
mechanisms for supercharged variants of endoglucanase (E1) from Acidothermus cellulolyticus. 
E1 is an industrially relevant enzyme with high native stability that has been well characterized 
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through mutagenesis and structural studies.97,101,104,109,111–113,151 A single mutation near the active 
site (Tyr245Gly) has previously been shown to reduce product inhibition101 and was therefore 
included in wild type and design sequences. Positively charged (pE1) and negatively charged 
(nE1) variants were computationally designed to have altered surface electrostatics. Each 
enzyme variant was tested against a panel of imidazolium-based ILs (Figure 3.1) in aqueous 
solutions to assess specific ion interactions. 
 
FIGURE 3.1: IONIC LIQUIDS USED IN EXPERIMENTAL ASSAYS 
Top row, left to right: cations 1-ethyl-3-methylimidazolium ([Emim]) and 1-butyl-3-methylimidazolium ([Bmim]). 
Middle row: anions tetrafluoroborate (BF4), nitrate (NO3), chloride (Cl), and acetate (OAc). Bottom row: anions 
dimethylphosphate (DMP), diethylphosphate (DEP), and dibutylphosphate (DBP). 
 
3.3. MATERIALS AND METHODS 
3.3.1. COMPUTATIONAL PROTEIN DESIGN 
 The computational method used to selectively introduce charged mutations on the surface 
of E1 closely resembled the Rosetta approach demonstrated by the Kuhlman lab. 200,201 
Candidate mutation sites were selected based on solvent exposed surface area calculations167 and 
evaluated using the Rosetta energy function48 as implemented in SHARPEN.155 Key catalytic 
residues (Glu162/Glu282), binding residues conserved within glycoside hydrolase family 5 






















Cys168/171), and prolines were held fixed and not allowed to mutate during the design process. 
Either positively charged (Lys, Arg) or negatively charged (Glu, Asp) mutations were allowed at 
each design site, and a selective energy bias was applied to adjust the number of mutations and 
achieve a desired net charge (Figure 3.2). Based on previous supercharging reports,199–201 a net 
change in charge of ~20 e- units was targeted for E1 designs. Supernegative nE1 contained a total 
of 24 mutations (93.3% sequence identity to wild type E1), of which 13 were initially polar, 6 
were nonpolar, 2 were positively charged, and 3 were negatively charged (Asp to Glu 
mutations). For pE1, 26 candidate mutation sites were identified. Site 165 had previously been 
characterized as unfavorable for positively charged mutations112 and was therefore left as wild 
type aspartic acid. In addition, site 324 was deemed too close to the active site upon visual 
inspection and was left as wild type aspartic acid. Therefore, the final pE1 design contained 24 
mutations (93.3% sequence identity to wild type E1), of which 13 were initially polar sites, 6 
were nonpolar, 1 was negatively charged, and 4 were positively charged (Lys to Arg mutations). 
More than half (14 of 24) of the mutation sites were common to both pE1 and nE1. The full 
design sequences are available in Table 3.1.   
 
FIGURE 3.2: SUPERCHARGING DESIGN BIAS 
A selective energy bias was applied during the design search to favor or disfavor charged mutations. A positive bias 
favored the mutation at a given site, while a negative bias disfavored the proposed mutation. A bias of -0.3 Rosetta 
Energy Units (REU) was used to design nE1, and a bias of -0.1 REU was used to design pE1. Coloring denotes net 
positive charge (blue) and net negative charge (red).  
 
 54 
TABLE 3.1: SUPERCHARGED DESIGN SEQUENCES 




























3.3.2. ENZYME EXPRESSION AND PURIFICATION 
 Supercharged sequences were constructed via commercial gene synthesis (DNA2.0, 
California, USA). Expression and purification steps followed those previously reported.104 
Briefly, proteins were expressed in E. coli BL21 (DE3) pLySs cells using a glucose/lactose 
induction system, lysed using sonication, and purified via immobilized metal affinity 
chromatography. Soluble protein yields ranged from 10 to 30 mg protein per liter culture. All 
variants except pE1 were buffer exchanged into 50 mM sodium acetate pH 5; pE1 was buffer 
exchanged and stored in 50 mM 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES) 
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pH 7.5 for improved stability. Proteins were assessed for relative size and purity using sodium 
dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE, Figure 3.3). 
 
FIGURE 3.3: SDS-PAGE ANALYSIS 
Protein size and purity were assessed via SDS-PAGE after immobilized metal affinity chromatography. From left to 
right, gel lanes contained marker (M), wild type (E1), supernegative (nE1), and superpositive (pE1). The arrow 
marks the expected E1 size at ~41 kDa. 
 
3.3.3. ACTIVITY AND STABILITY ASSAYS 
 Expressed enzymes were tested for activity using the fluorescent substrate p-nitrophenol-
β-d-cellobioside (pNPC). Assays were performed at 50oC for 30 minutes in 125 mM sodium 
acetate pH 5 with 200 ug pNPC. Similarly, salt and IL assays were performed at 50oC, pH 5 for 
30 minutes. Retained activity (T50) was measured after a 30 minute preincubation temperature 
ranging from 40 to 80oC. Curves were fit to T50 data using an inverse sigmoidal dose-response 
curve, and T50 was defined as the temperature that resulted in 50% decreased activity. Optimum 
pH conditions were assessed by combining enzyme and 200 mM buffer at various pH: glycine 
pH 2, sodium citrate pH 3 to 4, sodium acetate pH 5, 2-(N-morpholino)ethanesulfonic acid 
(MES) pH 6, HEPES pH 7 to 8, and N-Cyclohexyl-2-aminoethanesulfonic acid (CHES) pH 9.  
 Stability assays were performed using the fluorescent dye SYPRO Orange (Sigma 
Aldrich #S5692). Fluorescence measurements were taken at excitation/emission wavelengths of 
470/570 nm using the VIC filter on a Realplex2 Mastercycler (Eppendorf). Temperature was 




















sample was prepared with 1-10 μg protein, 2.5 μl 125x SYPRO orange dye, and 10wt% IL and 
was brought to a final volume of 20 μl with 200 mM sodium acetate pH 5. Denaturation curves 
were fit based on the Clarke-Fersht equation.159 Apparent Tm values (not thermodynamic due to 
irreversible unfolding) indicated the temperature at which 50% of the protein was unfolded. 
Standard deviations of Tm fit parameters were based on triplicate measurements. 
 
3.3.4. MATERIALS 
 All ionic liquids were purchased from Sigma Aldrich and stored in a desiccator. Prior to 
use, each IL was diluted to 50wt% concentration with 200 mM sodium acetate and titrated to pH 
5 using hydrochloric acid. Careful adjustment of pH was necessary for isolating ion effects from 
pH effects. When pH was not fixed, enzymes were most active in acidic ILs (near pH 5) and 
inactive in basic ILs. 
 
3.4. RESULTS AND DISCUSSION 
3.4.1. COMPUTATIONAL DESIGN 
 The net charge of E1 was systematically altered via introduction of charged surface 
mutations. Positively charged (Lys/Arg) or negatively charged (Asp/Glu) mutations were 
introduced at sites that avoided key catalytic residues and scored well after combinatorial 
rotamer optimization with the Rosetta energy function.48 Net charge was shifted from -9.3 (E1) 
to +11.7 (pE1) or -32.2 (nE1) as approximated by Protein Calculator v3.4 
(protcalc.sourceforge.net). The ratio of primary amines to carboxylic acids was 10:35, 15:34, and 
8:56 for wild type E1, pE1, and nE1, respectively. The negative design achieved a comparable 
amine:acid ratio (0.14 vs. 0.13) as the succinylated form of chymotrypsin in previous studies.12 
 57 
Both pE1 and nE1 designs had drastically altered surface potential as assessed by Delphi 
Poisson-Boltzmann electrostatics calculations (Figure 3.4).202  
 
FIGURE 3.4: ELECTROSTATIC POTENTIAL MAP FOR E1, PE1, NE1 
The structural model for E1 was adopted from Protein Data Bank structure 1ECE; structures for pE1 and nE1 were 
homology models. Bound substrate cellotetraose is shown in stick representation to indicate the substrate binding 
pocket. Color bar denotes the electrostatic potential range. 
 
3.4.2. IONIC LIQUID IMPACT: HOFMEISTER SERIES 
 E1 was tested against a panel of seven anions and two cations (Figure 3.1). [Bmim] and 
[Emim] were selected to represent common cellulose dissolving cations, and anions were 
selected to have varying charge density, kosmotropicity, and hydrophobicity. Activity was 
assessed in aqueous IL solutions with concentration ranging from 0-25wt%. In general, the 
impact of ILs on E1 activity followed the Hofmeister series183: E1 preferred bulky kosmotropic 
anions such as dialkylphosphates (DMP/DEP) over chaotrophic anions such as nitrate (NO3) or 
tetrafluoroborate (BF4). Among 25wt% [Emim] ILs, E1 activity increased as follows: BF4 < NO3 
< Cl ≈ DMP < DEP (Figure 3.5, 3.6).  








FIGURE 3.5: RETAINED ENDOGLUCANASE ACTIVITY IN IONIC LIQUIDS 
(a) E1 activity in [Emim]Cl (open circle), [Emim]NO3 (filled circle), [Emim]BF4 (open square), and [Emim]OAc 
(filled square). (b) E1 activity in ILs containing [Emim] and alkyl phosphate anions: dimethyl phosphate (open 
square), diethyl phosphate (filled circle), and dibutyl phosphate (filled square). (c) E1 activity in [Emim]Cl (open 
circle), [Emim]BF4 (open square), [Bmim]Cl (filled squre), and [Bmim]BF4 (filled circle). (d) Enzyme activity in 
[Emim]Cl for E1 (open circle), pE1 (filled square), and nE1 (open square). 
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FIGURE 3.6: PROTEIN STABILITY IN IONIC LIQUIDS 
(a) ΔTm values indicate the shift in melting temperature in the presence of 10wt% IL. Temperatures are relative to 
the respective Tm of each enzyme in buffer (Tm,E1=84.3±0.4
oC, Tm,pE1=74.4±0.2
oC, Tm,nE1=59.0±0.1
oC). Tm values 
could not be determined for some enzyme/IL combinations (marked by X). Cations (middle label) and anions 
(bottom label) correspond to both panels A and B. (b) Relative enzyme activity in 10wt% IL. Shading denotes E1 
(black), pE1 (grey), or nE1 (white). Error bars indicate the standard deviation of triplicate measurements. 
 
 The exceptions to the Hofmeister trend were acetate and dibutylphosphate ([Emim]OAc 
and [Emim]DBP). The long alkyl chain of DBP likely caused unique hydrophobic interactions 
with E1 (hydrophobicity will be discussed in the next section). It is not well understood why 
[Emim]OAc severely inactivated the enzymes. Despite differing native stabilities, E1, pE1, and 
nE1 all had <10% activity in 15wt% [Emim]OAc (Figure 3.7a). As mentioned in Li et al.,203 
[Emim]OAc ions could interrupt interactions with the substrate through competitive inhibition, 
chemically altered catalytic residues, or substrate modifications. Inactivation effects for other 
cellulases appeared to be consistent across multiple different substrates,164,204–206 alleviating 









































has been seen in computational studies of imidazolium ILs,190,207–209 it fails to explain why 
[Emim]OAc was more inactivating than [Emim]Cl or other ILs containing [Emim] cations. In E1 
assays, similar concentrations of sodium acetate or [Emim]Cl were not nearly as inactivating as 
[Emim]OAc (Figure 3.7b). The choice of buffer did influence the inhibitory effect of 
[Emim]OAc at low concentrations (Figure 3.7c), but in all cases E1 had <10% activity in 15wt% 
[Emim]OAc. Activity of other Cel5A enzymes in [Emim]OAc has varied significantly (0-79% 
activity in 15% [Emim]OAc) and appeared to correlate with thermostability.164 However, if 
activity loss was due entirely to protein denaturation, one might expect activity to continue to 
decay over time. E1 and pE1 activity levels were significantly reduced in initial activity assays, 
but there was no additional activity loss after 6 days incubation in [Emim]OAc (Figure 3.8). 
Furthermore, other ILs such as [Emim]NO3 which were almost as destabilizing as [Emim]OAc 
(ΔTm of -8.5±0.2oC and -9.3±0.5oC, respectively) did not completely inactivate E1 (Figure 3.6). 
Unexpected E1 behavior reiterates the difficulty in predicting the numerous interactions between 
enzymes, cations, anions, water, substrates, products, and buffer.210 Future computational 
simulations with [Emim]OAc could be beneficial in better understanding this particular system. 
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FIGURE 3.7: DISSECTING [EMIM]OAC DENATURING EFFECTS 
(a) Activity of T. reesei cellulase extract (Sigma C2730) and E1 homologues in [Emim]OAc. Numbered chimeras 
named based on Johnson et al.104 (b) Inhibition of E1 activity could not be isolated to the IL cation or anion 
independently. (c) Choice of buffer or titration method influenced activity at low concentrations but was 



























































0 5 10 15 20 25
0 5 10 15 20 25






FIGURE 3.8: LONG TERM ACTIVITY FOR E1 AND PE1 
Residual activities of E1 and pE1 were measured after 0 days (black), 3 days (grey), or 6 days (white) incubation in 
50 mM sodium acetate pH 5 at 50oC with and without 10wt% [Emim]Cl or [Emim]OAc. Activities were measured 
30 minutes after the addition of substrate. Although ILs rapidly decreased activity in initial assays, no further 
activity loss occurred over time for E1 or pE1. 
 
3.4.3. IONIC LIQUID IMPACT: HYDROPHOBICITY 
 Ion hydrophobicity played an evident role in moderating enzyme activity. Previous 
studies have indicated shorter alkyl chains were preferable for stability.211 In E1 assays, 
decreasing cation tail length by two carbons (ethyl [Emim] vs. butyl [Bmim]) significantly 
increased activity for chloride-based ILs. Relative E1 activity was ~52% for 25wt% [Emim]Cl 
and ~27% for [Bmim]Cl (Figure 3.5b). These activity levels directly corresponded with enzyme 
stability. Compared to E1 stability in buffer only (Tm=84.3±0.4
oC), 10wt% [Emim]Cl was only 
moderately destabilizing (Tm=80.3±0.2
oC) while 10wt% [Bmim]Cl was significantly 
destabilizing (Tm=76.2±0.1
oC). 
 Variations in anion hydrophobicity showed that a long hydrophobic tail had a significant 
impact on activity and stability. E1 maintained moderate activity levels in 25wt% [Emim]DMP 
and [Emim]DEP (44% and 61%, respectively), while activity in 25wt% [Emim]DBP was 





















































lengths: Tm values were 82.5±0.3
oC, 81.2±0.4oC, and 68.1±0.4oC for E1 in 10wt% [Emim]DMP, 
[Emim]DEP, and [Emim]DBP, respectively (Figure 3.6). 
 One exception to the hydrophobicity trend occurred with ILs composed of [Emim] or 
[Bmim] cations and tetrafluoborate anions. In this case, solvent coupling effects were clearly 
present (i.e. cation and anion effects were not independent). Unlike other [Bmim] ILs, E1 had 
higher activity in the presence of the longer butyl chain [Bmim]: relative activity was ~55% in 
[Bmim]BF4 and ~27% in [Emim]BF4 at 25wt% concentration (Figure 3.5b). Kosmotropicity 
failed to rationalize this effect. According to the law of matching water affinity,178 chaotropic 
[Emim] cations and chaotropic BF4 anions would be expected to interact more strongly with each 
other than with the surrounding solvent, leading to higher than predicted enzyme activity. 
Instead, the combination of chaotropic [Emim] and chaotropic BF4 ions reduced enzyme activity 
more than kosmotropic [Bmim] and chaotropic BF4 ions.  
   
3.4.4. SUPERCHARGED DESIGNS: SPECIFIC ACTIVITY AND THERMOSTABILITY 
 To further probe the interactions between ILs and protein surfaces, two variants of E1 
(superpositive pE1 and supernegative nE1) were created with significantly altered charge. The 
specific activities of E1 and pE1 were comparable (23,000±6,000 and 23,000±5,000 µmol 
substrate/mg protein/min, respectively), while the activity of nE1 was significantly reduced 
(1,300±900 µmol substrate/mg protein/min). Thermostability measurements in aqueous solution 
showed that nE1 was also severely destabilized (T50=50.6±0.1
oC), whereas pE1 was only 
moderately destabilized (T50=68.7±0.1
oC, Figure 3.9a). For comparison, the T50 for E1 was 
79.6±0.1oC. Similarly, E1 and pE1 had a longer lifetime than nE1: both E1 and pE1 maintained 
>80% activity after six days incubation at 50oC (Figure 3.8), while nE1 was completely 
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inactivated in ≤1 day (data not shown). Despite having differing surface charge and altered pH 
activity profiles, both supercharged variants had maximum activity near pH 5 (Figure 3.9b). All 
activity assays, including IL assays, were performed at pH 5. 
 
FIGURE 3.9: CHARACTERIZATION OF SUPERCHARGED DESIGNS 
(a) Retained activity measured after a 30 minute incubation period provided T50 thermostability estimates. (b) 
Designs were evaluated across a range to identify the optimum pH. (c) Activity varied significantly in high 
concentrations of sodium chloride. For all three panels, shading denotes E1 (open circle), pE1 (grey square), and 
nE1 (black diamond). Error bars indicate the standard deviation of triplicate measurements. 
















































3.4.5. SUPERCHARGED DESIGNS: SALT DEPENDENCE 
 Enzyme activity was measured in varying concentrations of sodium chloride to assess the 
impact of small monovalent ions (Figure 3.9c). Wild type E1 was tolerant of NaCl up to ~2 M, 
while pE1 steadily lost activity in increasing NaCl. Activity of nE1 increased in high 
concentrations of sodium chloride (up to 2 M). This difference could be caused by the 
distribution of ions at the protein's surface: a positive surface is likely to attract chloride anions 
that disrupt native hydrogen bonds. In contrast, the negative surface of nE1 would be more likely 
to repel chloride anions and preserve activity. Despite this observation, basing a hypothesis 
purely on direct ion interactions could be misleading. As noted previously, nE1 was significantly 
less thermostable than E1 and pE1. High salt concentrations might “rescue” unfavorable 
mutations by screening out electrostatic interactions. If this were true, a less aggressive 
supercharging strategy, or one that distributed negatively charged mutations differently, might be 
capable of producing a more active supernegative design. It is also important to consider the 
proximity of mutations to the active site. Although there were no mutations near the catalytic site 
(within 15 Å) for pE1, mutations Gln123Glu and Asp165Glu in nE1 were both within 10 Å (α-
carbon distance) of key catalytic residue Glu162. In addition, mutation Asp324Glu in nE1 was 
along the substrate binding cleft and could have altered hydrogen bonding with the substrate.  
 
3.4.6. SUPERCHARGED DESIGNS: ACTIVITY IN IONIC LIQUIDS 
 Despite having differing thermostabilities and salt dependencies, E1 and pE1 were 
essentially indistinguishable in IL activity assays (Figure 3.6b). All ILs caused a steady decrease 
in activity from 0-25wt% IL concentration with the most inactivating being [Emim]OAc and the 
least inactivating [Emim]DEP. For pE1 in 25wt% [Emim] ILs, the trend of increasing activity 
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was: OAc < DBP < BF4 < NO3 < Cl < DMP < DEP. For nE1, activity decreased rapidly in nearly 
all conditions tested (excluding [Emim]DMP and [Emim]DEP). It was unclear whether activity 
loss was due to the lower base enzyme stability or the negative charge of nE1. In previous 
studies, the chemical addition of negative charge groups led to enhanced activity in ILs.12–14 Poor 
IL resistance for nE1 might be caused by the supercharging design method, the native enzyme 
stability or protein fold, or the properties of the ILs themselves. The relatively high activity of 
nE1 in some cases (>50% activity in 25wt% [Emim]DEP) indicated cations alone were not 
responsible for activity loss; anions clearly played an important role in influencing the bulk 
solvent or enzyme properties. 
 
3.4.7. SUPERCHARGED DESIGNS: STABILITY IN IONIC LIQUIDS 
 Supercharged design stability varied significantly across the panel of ILs. For example, 
pE1 showed a slight increase in Tm in [Emim]DMP and [Emim]Cl (Figure 3.6a), but incubation 
in ILs with longer alkyl chains caused large stability decreases (Tm decreased by 6.6±0.2
oC and 
16.7±0.4oC in [Bmim]BF4 and [Emim]DBP, respectively). Notably, several ILs decreased E1 
stability but had a less severe impact on pE1. E1 stability decreased by more than 7oC in 
[Emim]BF4, [Emim]NO3, and [Emim]OAc, whereas pE1 stability was only shifted by ~5
oC or 
less in these ILs (Figure 3.6a).  
 The destabilizing effect upon addition of IL was much more varied for nE1. 
[Emim]DMP, [Emim]DEP, and [Emim]Cl had only a minor impact on nE1 stability, changing 
Tm values by 0.2±0.3
oC, -0.5±0.2oC, and -0.9±0.2oC, respectively. In some ILs, such as 
[Emim]OAc and [Emim]DBP, nE1 unfolding occurred even at room temperature, creating a 
broad SYPRO fluorescence peak with no discernable Tm. For other cases, stability and activity 
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effects appeared to be anti-correlated: ILs such as [Emim]NO3 and [Bmim]Cl were only mildly 
destabilizing (Figure 3.6a) but severely deactivating (Figure 3.6b).  This discrepancy implied 
inactivation mechanisms other than structural unfolding might be present. Active site inhibition 
provides one candidate explanation for this effect, although other unique inactivation 
mechanisms could also be present.  
 
3.5. CONCLUSION 
 Many hydrophilic ionic liquids can have detrimental impacts on enzyme activity. In order 
to better understand why cellulases rapidly lost activity in ILs, supercharged variants of 
endoglucanase E1 were tested across a panel of nine different ILs. Surprisingly, anion 
kosmotropicity did not always correlate with enzyme activity: acetate was a clear exception to 
this rule. All enzyme variants tested had ≤10% activity in 15wt% [Emim]OAc. It is not yet well 
understood why [Emim]OAc had such a large negative impact on activity. Molecular dynamics 
simulations could provide additional insight; follow-up computational studies are currently in 
progress. 
 Significant activity loss in all ILs, including neutral or stabilizing ILs [Emim]Cl and 
[Emim]DMP, indicated alternate inactivation pathways were likely present. Previous MD 
simulations have suggested cations can bind near the active site and reduce enzyme 
activity.190,207–209 Unfortunately, aromatic residues or negatively charged residues where cations 
are likely to bind are often key elements for cellulase activity, potentially creating a fundamental 
conflict. Simultaneously addressing active site inhibition and enzyme stability could complicate 
future design efforts but might be necessary for generating IL-tolerant enzymes suitable for 
combined bio-IL platforms.  
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4. MOLECULAR DYNAMICS SIMULATIONS OF CELLULASE HOMOLOGUES IN 
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4.1. SUMMARY 
 Pretreating biomass using ionic liquids (ILs) can decrease cellulose crystallinity and lead 
to improved hydrolysis. However, cellulase activity is often reduced in even low concentrations 
of ILs, necessitating complete washing between pretreatment and hydrolysis steps. To better 
understand how ILs interact with enzymes at the molecular scale, endoglucanase E1 from 
Acidothermus cellulolyticus was simulated in aqueous 1-ethyl-3-methylimidazolium chloride 
([Emim]Cl). Homologues with differing surface charge were also simulated to assess the role of 
electrostatic interactions between the enzyme and the surrounding solvent. Chloride anions 
interacted with the enzyme surface via Coulomb or hydrogen bond interactions while [Emim] 
cations primarily formed hydrophobic or ring stacking interactions. Cations strongly associated 
with the binding pocket of E1, potentially inhibiting the binding of substrate molecules. At 
elevated temperatures, cations also disrupted native hydrophobic contacts and caused some loss 
of secondary structure. These observations suggested that both cations and anions could 
influence enzyme behavior and that denaturing and inhibitory interactions might both be 
important in aqueous IL systems. 
 
4.2. INTRODUCTION 
 Many commercial goods, including fuels, pharmaceuticals, and cosmetics, are produced 
using catalytically active biomolecules. Naturally occurring or specially designed enzymes can 
achieve fast catalytic rates and a high degree of selectivity.212 The addition of organic or non-
aqueous solvents can further improve biochemical reactions by enhancing the solubility of 
substrates or products.173 In particular, low melting point ionic liquids (ILs) can be used to adjust 
solvent polarity or hydrophobicity without inducing a high vapor pressure.172 ILs have garnered 
 70 
significant interest for their unusual capacity to dissolve cellulose and lignin, the major 
components of biomass.213,214 Pretreating biomass with ILs can improve downstream hydrolysis 
steps and lead to increased yields.215 Unfortunately, many cellulases are inactivated by low 
concentrations of ILs,175 necessitating excessive washing between pretreatment and hydrolysis 
steps. 
 Although the fortuitous discovery of new enzymes can lead to improved stability and 
activity in ILs,216,217 a rational approach would be beneficial in creating a more generalized 
stabilization strategy. Rational design requires a detailed understanding of protein structure and 
dynamics, and computational simulations are invaluable in predicting this behavior at the 
molecular scale. Many studies involving cellulose and other carbohydrates have focused on 
substrate interactions in ILs, but to date only a few computational studies have investigated how 
ILs influence cellulase enzymes.106,207 Other proteins, including lipase,190,195,218–221 
protease,195,222,223 lysozyme,224 monooxygenase,209,225 luciferase,226 xylanase,208 ubiquitin,227 and 
zinc finger proteins,228 have been simulated in a range of ILs and provide many hypotheses 
regarding candidate inactivation mechanisms. In neat ILs or highly concentrated mixtures, 
surface solvation can play an important role in moderating enzyme activity. Denaturation via loss 
of hydrogen bonds or hydrophobic contacts can also lead to decreased activity. Experimental 
studies suggest these interactions depend on various IL properties such as polarity, viscosity, 
kosmotropicity, hydrophobicity, or nucleophilicity.172,180,191,229 Understanding the interplay 
between multiple inactivation mechanisms could help isolate important design criteria and guide 
rational design efforts.  
 Surface charge modification is one strategy that has led to improved enzyme activity in 
ILs. Motivated by the apparent correlation between negative surface charge and halophilicity,217 
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Kaar and coworkers chemically modified the charge of cellulase, lipase, papain, and 
chymotrypsin to enhance stability and activity in ILs.12–14,230 Changes in protein dynamics and 
solvent interactions were experimentally measured via nuclear magnetic resonance and 
fluorescence quenching assays. Furthermore, computational simulations confirmed that charge 
modification of lipase and chymotrypsin altered ion interactions near the enzyme surface.195 
Exclusion of chloride anions from the enzyme surface appeared to benefit enzyme activity and 
stability in these cases. 
 In contrast, several recent studies have focused on cation interactions as a potential 
inactivation mechanism. Li et al. demonstrated via simulation of cellobiohydrolase I from 
Trichoderma reesei that 1-butyl-3-methylimidazolium ([Bmim]) cations could infiltrate into the 
cellulose binding tunnel and potentially inhibit substrate interactions.207 Others have noted 
similar behavior of imidazolium cations in simulations containing different proteins and force 
fields.190,208,209 Burney and coworkers also noted strong ion binding interactions in xylanase 
simulations218 and experimental assays indicated 1-ethyl-3-methylimidazolium acetate 
([Emim]OAc) behaved like a competitive inhibitor.203 In addition, directed evolution studies of 
other cellulases identified mutations near the active site that improved IL resistance.231,231 Taken 
together, these results emphasize that IL cations might directly influence enzyme activity by 
blocking or modifying the active site.  
 In a computational study of Cel5A homologues, Jaeger and Pfaendtner proposed different 
inactivation mechanisms for each simulated enzyme.106 A mesophilic cellulase from 
Trichoderma viride had comparable root mean square deviation in water as in 15% [Emim]OAc 
on the 500 ns simulation timescale. In this case, activity loss was attributed to small structural 
changes near the binding pocket. Interestingly, a more thermophilic homologue from 
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Thermotoga maritima had extensive loss of secondary structure and was likely inactivated due to 
protein denaturation. The most thermostable homologue from Pyrococcus horikoshii displayed 
no significant structural variation in any of the simulations, and the authors speculated that 
aggregation or higher order effects not evident in molecular dynamics simulations could play an 
important role.  
 The multitudes of different IL interactions emphasize how cations and anions can have 
varying impacts on enzyme activity. To better understand the protein/IL interface, we selected a 
thermostable cellulase from glycoside hydrolase family 5 (GH5) for further characterization. 
Endoglucanase E1 from Acidothermus cellulolyticus is a well studied cellulase in the GH5 
family that has been characterized both experimentally97,101,109,111–113,151 and 
computationally.104,105 The high native stability of E1 (Tm ≈ 84
oC)232 makes it a promising 
candidate for assessing IL tolerance; studies of other Cel5A homologues in ILs have suggested 
thermostability and IL tolerance might be correlated.164,205 In our previous work, E1 was 
experimentally characterized in the presence of eight different aqueous ILs.232 ILs largely 
followed Hofmeister series prediction: E1 maintained the highest relative activity in ILs with 
kosmotropic anions and the lowest relative activity in ILs with chaotropic anions. E1 variants 
with high net surface charge were also assayed against the panel of ILs. Despite having >90% 
sequence identity, the activity and stability of these homologues varied significantly: positive 
supercharging maintained comparable activity levels as wild type while negative supercharging 
drastically reduced activity. Surprisingly, decreased stability in certain ILs did not always 
correlate with decreased activity, suggesting alternate inhibition modes were important.  
 In the present study, computational simulations of the E1 homologues were used to 
generate hypotheses regarding candidate inactivation mechanisms. For consistency, the same 
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naming scheme was employed as in Johnson et al.232 with E1 referring to the native 
endoglucanase, pE1 referring to a positively charged variant, and nE1 referring to a negatively 
charged variant. All three homologues shared a common (α/β)8 barrel structure (Figure 4.1). Key 
catalytic residues (Glu162, Glu282) located on the C-terminal end of β-strands 4 and 7,96,233 
substrate binding residues along the active site cleft (Arg62, His116, Asn161, His238, Tyr240, 
Trp319), and disulfide residues (Cys34/Cys120, Cys168/171) were conserved across all three 
enzymes. Simulations were performed at ambient and high temperatures in aqueous 1-ethyl-3-
methylimidazolium chloride ([Emim]Cl) to systematically assess solvent interactions and 
structural changes at the molecular scale.  
 
 
FIGURE 4.1: STRUCTURE OF E1, PE1, AND NE1 
Top view of wild type endoglucanase E1 (left), positively charged pE1 (middle), and negatively charged nE1 (right). 
Colors depict (α/β)8 barrel structure for E1: α-helices (purple), β-sheets (orange), and loops (green). Mutations 
relative to E1 are shown as sticks for pE1 (blue) and nE1 (red). Structures are based on Protein Data Bank structure 
1VRX for E1 and homology models for pE1 and nE1. 
 
4.3. METHODS 
 Parameters for ionic liquid [Emim]Cl (Figure 4.2) were adopted from the generic force 
field developed by Lopes and coworkers.234 Despite known limitations such as underestimated 
diffusion times and overestimated heat of vaporization,235 this force field has been widely used to 
represent IL behavior.221,222,236–241 In our simulations, the Lopes parameters accurately 
reproduced the density of pure [Emim]Cl (Figure 4.3). For protein atoms, parameters were taken 
E1 pE1 nE1
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from the Optimized Potential for Liquid Solvents All Atom (OPLS-AA) force field.161 OPLS-
AA accurately reproduces experimental data for organic solvents242 and is reasonably accurate in 
predicting protein dynamics.243 Most importantly, the OPLS-AA force field is deemed 
compatible with the generalized IL parameters developed by Lopes et al.234 
    
FIGURE 4.2: [EMIM]CL FORCE FIELD PARAMETERS 
Cartoon representation of [Emim] cation chloride anion showing atom naming scheme and partial charges as defined 
by Lopes et al. Color code: carbon (grey), hydrogen (white), nitrogen (blue), chlorine (red).   
 
  
FIGURE 4.3: SIMULATED AND EXPERIMENTAL DENSITIES OF AQUEOUS ILS 
Although no experimental densities were available that exactly matched the conditions reported in our study (0.26-
3.6 M [Emim]Cl, 300-450 K), several publications provided useful comparison points. Tang et al. published data for 
dilute (up to 0.8 M) solutions of [Emim]Cl in water at 298.15 K (open circles),244 and Wu et al. published densities 
of a similar IL (1-allyl-3-methylimidazolium chloride) across a broad range (0 to 8 M) at 298.15 K (open 
squares).245 The line represents predicted densities based on a linear extrapolation from the Tang et al. data. Density 
values calculated from isothermal-isobaric ensemble molecular dynamics simulations at 300 K (black diamonds) 
followed the same trend as the experimental data. Standard deviations were less than 0.004 g/mL for triplicate 
simulations at each condition. Despite the simulation temperature of 300 K being below the expected melting 
temperature of ~353 K, the density of neat [Emim]Cl  (1.112± 0.003 g/mL) predicted from our MD simulations 
closely matched the density of 1.112 g/mL for (liquid) [Emim]Cl at 353 K (red circle) reported in the Sigma Aldrich 












































 For each IL-protein simulation, a box with one protein molecule and the appropriate 
number of [Emim]Cl ions was generated using PACKMOL.246 The starting structure of E1 was 
taken from Protein Data Bank structure 1VRX101 while nE1 and pE1 structures were modeled in 
SHARPEN155 with side chain orientations determined by the optimization algorithm 
FasterPacker. Additional IL cations or anions were added as necessary to balance net charge, 
making molarity calculations approximate for each simulation.  For non-IL simulations 
containing sodium chloride ions, the initial box was set up using built-in GROMACS features.160 
Each 512 cubic nm box was solvated with TIP3P water molecules.247 Energy minimization 
consisted of 10,000 steps of steepest descent minimization in vaccuo and again in solvent. 
Equilibration involved a gradual temperature increase over 40 ps from 1 K to the final simulation 
temperature using the velocity rescale thermostat,248 followed by 200 ps at 1 bar using 
Parrinello-Rahman pressure coupling.249 One 250 ns simulation and five 50 ns simulations were 
performed for each condition. Post-simulation analysis was performed using Gromacs tools or 
custom scripts based on the SHARPEN platform. All-atom root mean square deviation (RMSD) 
was calculated relative to the equilibrated starting structure after alignment of backbone atoms. 
Similarly, root mean square fluctuation (RMSF) was calculated after performing backbone 
alignment and averaged across the last 40 ns of each simulation. Cumulative ion distributions 
were averaged across the last 40 ns of each simulation using the g_rdf function in Gromacs. Each 
ion distribution was calculated relative to the protein surface. Distribution functions were 
calculated as the derivative of the cumulative sum and normalized to correct for the varying 
number of ions.250 Salt bridges were initially identified using a Visual Molecular Dynamics Salt 
Bridges plugin251 with a default cutoff distance of 3.2 Å between oxygen atoms in acidic residues 
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and nitrogen atoms in basic residues. Hydrogen bond potential was then evaluated for each salt 
bridge pair based on Rosetta energy scoring48 of trajectory snapshots. 
 
4.4. RESULTS AND DISCUSSION 
4.4.1. SELECTION OF SIMULATION CONDITIONS 
 Before beginning production simulations, it was important to identify the simulation 
time, temperature, and IL concentrations that were most informative. Simulating the system in 
atomistic detail was computationally expensive and could only sample a fraction of the timescale 
used in experimental assays. Previous studies have suggested that increasing the simulation 
temperature can accelerate the rate of unfolding without significantly altering the unfolding 
pathway162 and can improve correlations between simulated RMSD and experimental 
thermostability values.105 Increasing simulation temperature for thermostable E1 systematically 
increased both RMSD (Figure 4.4c,d) and RMSF (Figure 4.5c,d) while preserving overall 
residue level trends. For example, RMSF of the surface loop containing residues 245-258 
increased from an average of ~1.2 Å at 300 K to ~5.6 Å at 450 K in 1.32 M (18.9wt%) 
[Emim]Cl. Other regions that had high RMSF also tended to increase with temperature, 
preserving the overall RMSF “footprint” of peaks and valleys (Figure 4.5c,d). In general, there 
was little difference in RMSF when averaged across the last 40 ns of 250 ns simulations 
compared to the last 40 ns of 50 ns simulations (Figure 4.5a,b). Unique RMSF peaks, such as the 
one seen at residue 308 in the 50 ns NaCl simulation (Figure 4.5a) were likely due to stochastic 
unfolding events that occurred early within the simulation. Large structural changes commonly 
occurred within the first 50 ns for simulations performed at 450 K. At 1.32 M (18.9wt%) 
[Emim]Cl and 450 K, protein RMSD increased to >6 Å within the first 35 ns and exceeded 11 Å 
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by the end of a 250 ns simulation (Figure 4.4b). In contrast, protein RMSD remained low (<2.5 
Å) at 300 K (Figure 4.4a,b), demonstrating that the simulation was stable and that the protein 
retained most of its native structure. Despite the relatively high viscosity of IL/water mixtures, 
the simulation timescale was expected to be sufficient for solvent equilibration.195 Ion 
distribution functions were nearly identical when averaged across short 50 ns simulations or long 
250 ns simulations. Simulations performed at low temperature (300 K) thus provided a useful 
model for studying protein-solvent interactions while simulations performed at high temperature 
(450 K) provided an understanding of how ILs might influence protein denaturation. 
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Figure 4.4: ROOT MEAN SQUARE DEVIATION IN MD SIMULATIONS 
All-atom root mean square deviation (RMSD) for E1 with (a) 0.1 M NaCl or (b) 1.32 M (18.9wt%) [Emim]Cl at 
simulated temperatures of 300 K (grey) and 450 K (black). Short 50 ns and long 250 ns simulations are shown for 
each condition. Increasing temperature systematically increased RMSD for both (c) NaCl and (d) [Emim]Cl. 
Shading denotes simulation temperatures of 300 K, 400 K, 425 K, and 450 K; light grey corresponds with the lowest 
temperature (300 K) and black corresponds with the highest temperature (450 K). Changing the salt concentration 
for (e) NaCl and (f) [Emim]Cl had a less direct impact. Concentrations of 0.26 M, 0.52 M, 0.78 M, 1.05 M, 1.32 M, 
1.75 M, and 3.6 M are shown for NaCl and [Emim]Cl with the lowest concentration shaded light grey and the 
highest concentration shaded black. 
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FIGURE 4.5: ROOT MEAN SQUARE FLUCTUATION IN MD SIMULATIONS 
All-atom root mean square fluctuation (RMSF) for E1 with (a) 0.1 M NaCl or (b) 1.32 M (18.9wt%) [Emim]Cl at 
simulated temperatures of 300 K (grey) and 450 K (black). RMSF was averaged across the last 40 ns of 250 ns 
simulations (solid line) or 50 ns simulations (dotted line). Increasing temperature systematically increased RMSF for 
both (c) NaCl and (d) [Emim]Cl. Shading denotes simulation temperatures of 300 K, 400 K, 425 K, and 450 K; light 
grey corresponds with the lowest temperature (300 K) and black corresponds with the highest temperature (450 K). 
Changing the salt concentration for (e) NaCl and (f) [Emim]Cl had a less direct impact. Concentrations of 0.26 M, 
0.52 M, 0.78 M, 1.05 M, 1.32 M, 1.75 M, and 3.6 M are shown for NaCl and [Emim]Cl with the lowest 
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 The concentration of ions in solution would be expected to have a large influence on 
solvent-protein interactions. Previous reports have suggested high concentrations of ILs can 
dramatically increase viscosity252 and decrease protein fluctuations.208,218 However, we observed 
no clear correlation between IL concentration and protein RMSF in our simulations (Figure 
4.5f). Higher IL concentrations (up to 3.6 M [Emim]Cl) increased RMSF in some regions and 
decreased RMSF in other regions. Protein RMSD also remained fairly consistent when 
[Emim]Cl concentration was increased from 0.26 M (3.8wt%) to 3.6 M (50wt%) (Figure 4.4f). 
This behavior was markedly different in simulations containing NaCl. On average, RMSD and 
RMSF for E1 increased up to ~0.5 M NaCl and then steadily decreased at higher concentrations 
(Figure 4.4e, 4.5e). This bell-shaped dependency corresponded with experimentally measured E1 
activities in NaCl.232 Intermediate concentrations of 0.1 M NaCl and 1.32 M (18.9wt%) 
[Emim]Cl were selected for final production simulations. Experimental studies at similar IL 
concentrations have shown cellulases can maintain activity232 and even achieve improved 
cellulose hydrolysis rates.253 
 
4.4.2. PROTEIN UNFOLDING AT HIGH TEMPERATURE 
 nE1 and pE1 homologues had significantly lower thermal stability than E1 in 
experimental assays,232 but the mechanism of destabilization was not well understood. 
Differences in stability might have been caused by intra-protein, inter-protein, or protein-solvent 
interactions. Simulating a single protein molecule with periodic boundary conditions failed to 
address higher order interactions between protein molecules; however, it did provide an 
opportunity to study local unfolding events and ion interactions at the protein surface. For 
simulations performed at an elevated temperature of 450 K, the average RMSD at the end of five 
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replicate 50 ns simulations (RMSD50) was 6.9±0.8 Å, 5.8±0.9 Å, and 5.4±0.5 Å for nE1, E1, and 
pE1, respectively (Figure 4.6). This did not directly correspond with experimental assays: 
thermostability (apparent Tm) values were reported as 59.0±0.1
oC, 84.3±0.4oC, 74.4±0.2oC for 
nE1, E1, and pE1, respectively.232 However, the relative change in RMSD50 between 0.1 M NaCl 
and 1.32 M (18.9wt%) [Emim]Cl simulations was consistent with experimental results. pE1 had 
a higher thermal stability in 0.69 M (10wt%) [Emim]Cl than buffer; correspondingly, pE1 
RMSD50 decreased in 1.32 M (18.9wt%) [Emim]Cl relative to 0.1 M NaCl simulations. The 
trend was reversed for E1 and nE1. Thermal stability decreased in the presence of [Emim]Cl in 
experimental assays, and RMSD50 increased by ~1.6 Å in 1.32 M [Emim]Cl simulations relative 
to 0.1 M NaCl simulations (Figure 4.6). 
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FIGURE 4.6: IONIC LIQUID INTERACTIONS AT THE PROTEIN SURFACE 
E1 (black), pE1 (blue), and nE1 (red) were simulated for 250 ns at 300 K (faint color) and 450 K (darker color) in 
(a) 0.1 M NaCl and (b) 1.32 M (18.9wt%) [Emim]Cl. In addition, replicate simulations were performed for 50 ns: 
(c) E1 in 0.1 M NaCl, (d) E1 in 1.32 M [Emim]Cl, (e) pE1 in 0.1 M NaCl, (f) pE1 in 1.32 M [Emim]Cl, (g) nE1 in 
0.1 M NaCl, and (h) nE1 in 1.32 M [Emim]Cl. RMSD50 indicates the RMSD at 50 ns averaged across five 
simulations; standard deviations are reported for each case. 
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 Although RMSD provided a useful metric for tracking global protein changes, local 
unfolding events provided more detailed insight regarding candidate denaturation mechanisms. 
Numerous small unfolding events contributed to the overall RMSD. One of the more severe 
cases was selected to discuss in detail. In this example, an [Emim] ion intercalated between a 
surface loop and the core of the protein and caused reduced hydrophobic packing between 
residues Trp249 and Ile262 (Figure 4.7). RMSF in this loop region (residues 245 to 258) was 
consistently higher than background thermal fluctuation for E1, pE1, and nE1, indicating it could 
be a common unfolding pathway. Unfolding occurred in the same region in 0.1 M NaCl 
simulations, but the rate and severity of unfolding was exacerbated in the presence of [Emim]Cl. 
For E1 simulated at 450 K in 3.6 M [Emim]Cl, insertion of an [Emim] cation between Trp249 
and Ile262 occurred early (~200 ps). This disruption in native packing appeared to trigger a 
series of unfolding events throughout the 50 ns simulation. Following the numbered steps in 
Figure 4.7, the cation first bound to the protein (Step 1), and the surface loop containing Trp249 
reoriented to become more solvent exposed (Step 2). The unfolded state was partially stabilized 
by a hydrogen bond between a chloride anion and Ser251. Notably, the unfolded loop region was 
adjacent to the Tyr245Gly mutation included in all sequences for reduced product inhibition.101 
Introducing glycine at position 245 could have influenced loop flexibility; however, in 50 ns 
simulations containing the tyrosine reverse mutation (Gly245Tyr), the behavior of the surface 
loop appeared comparable to E1 (data not shown). Changes in secondary structure also occurred 
in the adjacent α-helix containing residues 255 to 275 (Figure 4.7, Step 3). By the end of the 
simulation, a neighboring β-turn region containing residues 203 to 212 had begun to unfold (Step 
4), causing significant loss in secondary structure. Tracking this single stochastic event 
demonstrated how ILs might disrupt native packing and destabilize enzymes. Interestingly, NMR 
 84 
studies of lipase in [Bmim]Cl230 also identified ion binding sites in flexible, solvent exposed loop 
regions, indicating these features might be good design targets for future stabilization strategies. 
 
FIGURE 4.7: MD UNFOLDING EVENTS FOR E1 IN [EMIM]CL 
Unfolding events tracked via (a) root mean square fluctuation and (b) root mean square deviation for E1 in 3.6 M 
[Emim]Cl simulated at 450 K (black) or 300 K (grey). Labeled residues and circled numbers correspond to (c) 
snapshots taken during the simulation. Protein Data Bank structure 1VRX is shown in white for reference. The α-
carbon of Trp249 (yellow spheres) deviated significantly from its initial position. Intercalation of [Emim] cation 
(blue sticks) occurred early in the simulation (Step 1). Loss of secondary structure (Steps 2,3) was evident in the 
surface helix containing residues 255 to 275 (highlighted by yellow ellipse). Late time points (Step 4) also showed 
unfolding of a neighboring β-turn (residues 203-212, bottom right). 
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 Salt bridge interactions could also account for some of the difference in relative protein 
stability. In previous experimental studies, the introduction of a single salt bridge (Arg19, 
Glu356) increased stability by ~2oC in buffer104 and in 0.69 M [Emim]Cl or 0.59 M [Emim]OAc 
(unpublished data). However, when simulated in [Emim]Cl, residues Arg19 and Glu356 formed 
hydrogen bond interactions in <6% of the snapshots, suggesting these mutations might provide 
IL stability benefits via solvent interactions rather than salt bridge formation. The number of salt 
bridges also varied between homologues nE1 and pE1. On average, pE1 formed ~3 more salt 
bridges than nE1 and ~7 more than E1. Despite having numerous surface charges, nE1 had a low 
primary amine to carboxylic acid ratio and could not form as many favorable salt bridge 
interactions as pE1. Analysis of MD simulations showed that 1.32 M [Emim]Cl may have 
disrupted weaker salt bridge interactions, but the number of strong hydrogen bond forming salt 
bridges (defined as having a favorable Rosetta hydrogen bond score for >25% of the simulation) 
remained approximately constant in 0.1 M NaCl and 1.32 M [Emim]Cl. 
 
4.4.3. ION INTERACTIONS AT THE PROTEIN SURFACE 
 Introducing charged mutations on the surface of E1 significantly altered interactions with 
the surrounding solvent. For all three homologues, the distribution function (i.e. differentiated 
cumulative sum) of chloride ions displayed a sharp peak ~1.9 Å from the enzyme surface and a 
smaller peak ~4.3 Å from the enzyme surface (Figure 4.8a). In contrast, the particle density of 
[Emim] cations was highest ~3.5 Å away from the protein surface (Figure 4.8b). This behavior 
was consistent with previous [Bmim]Cl simulations195 and suggested ion density gradients 
formed around the enzyme. Small, high charge density anions penetrated closest to the protein 
surface, while bulky, low charge density cations interacted at a slightly longer distance.  
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FIGURE 4.8: IONIC LIQUID INTERACTIONS AT THE PROTEIN SURFACE 
[Emim]Cl interactions with E1 (grey), pE1 (blue), and nE1 (red). Normalized distribution functions (dark color) and 
cumulative sums (light color) are shown for (a) Cl anions and (b) [Emim] cations relative to the protein surface. 
Distribution functions were normalized to account for varying number of ions and were nearly identical for 250 ns 
simulations (dotted line) or five replicate 50 ns simulations (solid lines). The normalized distribution of ion binding 
times, or time each ion spent within 2.5 Å of the protein surface, are shown for Cl and [Emim] ions interacting with 
(c,d) E1, (e,f) pE1, and (g,h) nE1. Distributions represent aggregate residence times across five replicate 50 ns 
simulations. All simulations shown were performed at 300 K with 1.32 M (18.9wt%)  [Emim]Cl. 
 
 The intensity of these interactions varied between enzymes. In general, chloride anions 
strongly associated with the positive surface of pE1 and weakly associated with the negative 
surface of nE1. The peak particle density of anions, measured at a distance of 1.9 Å from the 
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protein surface, was approximately threefold higher for pE1 than nE1. Similarly, the distribution 
of ion binding times shifted based on protein charge, with chloride being less likely to remain 
bound (shorter average residence time) for nE1 than either E1 or pE1 (Figure 4.8 c,e,g). Chloride 
anions with long residence times (10-35 ns) typically favored protein sites containing positively 
charged (Arg/Lys) or hydroxyl (Ser/Thr) moieties. In particular, residues Arg11 and Arg304 for 
E1, Ser352 and Ser353 for pE1, and Arg11 and Arg304 for nE1 strongly bound chloride anions 
in multiple simulations (Figure 4.9). At 300 K, these interactions did not result in protein 
denaturation; however, at higher simulation temperatures, anion binding might trigger protein 
unfolding or stabilize unfolded intermediate states. Both charge-charge interactions and 
hydrogen bond interactions appeared to be important in moderating anion affinity to the enzyme 
surface.  
 
FIGURE 4.9: ANION ELECTROSTATIC AND HYDROGEN BOND INTERACTIONS 
(a) Chlorine anions commonly bound near positively charged residues, especially residues Arg304 and Arg311 
(shown as sticks) in E1. The displayed snapshot was taken at time t=20 ns from a simulation of E1 in [Emim]Cl. (b) 
Interactions with Ser residues (shown as sticks) also resulted in long anion residence times, potentially due to 
hydrogen bond interactions (denoted by dashes). The displayed snapshot was taken at t=40 ns from a simulation of 
pE1 in [Emim]Cl. Simulations from both (a) and (b) were performed in 1.32 M (18.9wt%) [Emim]Cl at 300 K. 
Protein surface coloration was based on electrostatic potentials calculated using Delphi202 with a solvent dielectric 
constant of ε=64254 and Parse force field parameters.255 
 
 The trend for [Emim] cations was much less distinct. When normalized to account for 
varying number of cations, there was little to no difference in the distribution function for the 


















interactions were important for [Emim] cations. Previous reports have indicated enzyme 
inhibition could not be entirely explained by electrostatic interactions,179 and docking studies 
have suggested imidazolium cations bound primarily via hydrophobic interactions.256 A few MD 
studies have proposed non-electrostatic binding interactions as well. Most notably, Klähn et al. 
found IL anions interacted with the surface of lipase B via Coulomb interactions and cations 
interacted with the protein core primarily via van der Waals interactions.220 Jaegar and 
Pfaendtner also noted that acetate and ethyl sulfate anions were attracted to positively charged 
residues in a family 11 xylanase, but [Emim] cations did not show specific affinity for negatively 
charged residues. Instead, [Emim] cations bound near the active site for the majority of the 500 
ns simulation.208 
 Similar cation interactions were seen in simulations of E1. Histograms of [Emim] binding 
times (Figure 4.8) indicated surface residence times ranged from shorter than 1 ns to longer than 
25 ns. By selecting individual cations and tracking their trajectories with 20 ps resolution, it was 
readily apparent that different types of interactions were formed. Freely diffusing cations only 
associated with the protein surface for short intervals (Figure 4.10a), while weakly attractive 
interactions resulted in more sustained binding events (Figure 4.10b). Some [Emim] ions 
strongly associated with the protein surface, remaining bound within 2.5 Å for almost the 
entirety of the 50 ns simulation (Figure 4.10c). There were several strongly associated [Emim] 
cations in every simulation (Figure 4.8). The average number of long-term cation binding events 
(>25 ns residence time) averaged across five replicate 50 ns simulations was 4.8±1.3, 4.2±0.8, 
and 4.8±1.7 for E1, pE1, and nE1, respectively. Despite having different surface charges, the 
region near the active site where cations commonly bound was largely conserved between 
homologues. Mutations present in nE1 (Gln123Glu, Asp165Glu, Asp324Glu) did not drastically 
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alter the electrostatics of the binding pocket. [Emim] cations which bound along the substrate 
binding cleft appeared to form hydrophobic or ring stacking interactions with aromatic residues. 
Cation residues remained bound within 2.5 Å for >50% of the simulation time at conserved GH5 
amino acids His238, Tyr240, Glu282, and Trp319. Although no quantitative statement could be 
made regarding competitive inhibition without explicitly simulating substrates and products, 
comparisons showed cation binding within the active site occurred more frequently and for 
longer duration than other surface sites. A sampling of [Emim] states near aromatic residue 
His238 provided a qualitative depiction of the strong anisotropy in binding orientation due to 
favorable stacking interactions (Figure 4.11).  
 
FIGURE 4.10: DETAILED [EMIM] BINDING TO THE PROTEIN SURFACE 
Tracking individual trajectories of [Emim] cations indicated several types of interactions were formed: (a) minimal 
interactions with the enzyme surface resulted in free diffusion, (b) hydrophobic or aromatic interactions typically led 














































FIGURE 4.11: DETAILED [EMIM] BINDING TO THE PROTEIN SURFACE 
(a) A close up of the active site shows key catalytic and substrate binding residues. Residues conserved within 
glycoside hydrolase family 5 are colored black. Grey spheres indicate the alignment of cellotetraose substrate 
analogue from Protein Data Bank structure 1ECE. (b) A representative [Emim] snapshot shows the alignment of an 
[Emim] cation relative to His238. (c) An example trajectory of a single [Emim] ion is depicted with snapshots taken 
every 20 ps. Each line represents the vector from aliphatic carbon C1 (grey) to imidazolium nitrogen NA (blue 
sphere) as depicted in the inset of (b). For this example, E1 was simulated in 1.32 M (18.9wt%) [Emim]Cl at 300 K.  
 
4.5. CONCLUSION 
 Despite having many potential benefits in biotechnology, the utility of ionic liquids is 
often limited by enzyme incompatibility. Cellulase enzymes in particular can suffer from severe 
inactivation in ILs.175 Simulating the behavior of endoglucanase homologues in [Emim]Cl 
provided a better understanding of potential inactivation mechanisms. In low temperature 
simulations, binding of IL molecules to the protein surface only caused minor conformational 
changes. Chloride anions bound primarily via electrostatic interactions while [Emim] cations 
appeared to bind via a combination of hydrophobic and ring stacking interactions. The 
introduction of negatively charged surface mutations in nE1 did reduce anion affinity. However, 
in contrast, the introduction of positively charged surface mutations in pE1 had little to no effect 
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on cation affinity. Cations strongly bound near the active site of E1, potentially inhibiting 
substrate interactions. [Emim] cations also appeared to destabilize proteins by disrupting native 
packing, and high temperature simulations sampled several candidate unfolding pathways.  
 Molecular dynamics simulations indicated ionic liquids could interact with enzymes 
through a variety of mechanisms, but the impact of these interactions will likely be unique for 
each IL/enzyme system. For thermostable E1 in low concentrations of [Emim]Cl, cation 
interactions were clearly important and influenced both protein denaturation and active site 
inhibition. Increased anion affinity did not correlate with decreased activity232 for this particular 
system. These results might be different for a less stable protein or a more strongly denaturing 
IL. The properties of ILs can vary significantly based on ion composition, and their respective 
interactions with proteins should be studied on a case-by-case basis. Future design efforts will 
likely need to simultaneously address protein stability and active site inhibition in order to 
improve E1 activity in [Emim]Cl.  
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5.1. SUMMARY  
 Carboxysomes, cellulosomes, and other impressive scaffolds seen in Nature demonstrate 
the many advantages of ordered biological systems. However, achieving similar levels of 
structure and control can be exceedingly difficult for in vitro assemblies. The interconnected 
solvent channels found in some porous protein crystals provide a template for selectively 
capturing and ordering guest molecules. To demonstrate the utility of this approach, stabilized 
crystals made from a Campylobacter jejuni protein were loaded with fluorescently labeled 
albumin, peroxidase, reductase, and other guest proteins. Macromolecule diffusion and retention 
within the crystal scaffold were assessed using confocal microscopy. Enzymes immobilized 
within the crystal via non-covalent interactions maintained their activity in single-crystal and 
bulk-assay formats. Furthermore, coating the surface of the crystals with a crosslinked albumin 
hydrogel successfully sequestered a multi-enzyme pathway and excluded off-pathway enzymes 
present in the surrounding solution. The potential applications of enzyme-laden crystals as 
sensing devices, delivery capsules, or microreactors motivate future development of this 
technology. 
 
5.2. INTRODUCTION  
 Structured biological systems have evolved to provide a variety of benefits in living cells. 
Designed or natural compartments can be used to balance metabolic flux, prevent off pathway 
reactions, or isolate toxic intermediates.257,258 Creating structured scaffolds in vitro can yield 
similar benefits for isolated systems. Enhancements such as substrate channeling,259 protection 
from protease degradation,260 and coenzyme recycling261 make scaffolds particularly appealing 
for immobilizing enzymatic pathways. Biological scaffolds created from nucleic acids,22 viruses 
 94 
and protein cages,23 or other supramolecular assemblies can position macromolecules with 
nanometer scale precision and have myriad applications in imaging, sensing, and drug 
delivery.262  
 Porous protein crystals offer an alternative immobilization matrix with several 
advantageous features. Like other protein-based materials, the presence of numerous amino acid 
functional groups permits scaffold modification or attachment of guest molecules.  The 
structured biological matrix is also capable of spanning multiple size scales without sacrificing 
resolution and control. Crystal diameters can range from hundreds of nanometers to hundreds of 
micrometers, yet the ordered matrix can be analyzed with atomic precision using x-ray 
diffraction.263  
 Diverse protein crystals have been soaked with cofactors, drugs, or other small molecules 
in x-ray diffraction experiments; however, only highly porous protein crystals with a connected 
diffusive network are capable of accommodating macromolecular guests.  Our previous work 
with a putative periplasmic polyisoprenoid-binding protein from Campylobacter jejuni (CJ) 
identified a hierarchical pore network that could selectively bind and load gold nanoparticles264 
or fluorescent proteins.265 When crystallized in high salt concentrations, CJ forms large (13 nm) 
axial pores and small (~3 nm) perpendicular pores (Figure 5.1) with a repeating P622 space 
group. The porous CJ network mimics mesoporous structures commonly seen in nature266 and 
permits diffusion of substrates, enzymes, and products.  
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FIGURE 5.1: FLUORESCENT ENZYME LOADING, UNIT CELL RECONSTRUCTION, AND AXIAL PORE 
NETWORK  
 (a) Volume reconstruction from image stack obtained via confocal microscopy. (b) Representation of four unit cells 
from a CJ crystal (Protein Data Bank code 2FGS) with a single HRP molecule (green) modeled within the central 
nanopore. (c) Schematic of a hexagonal protein crystal showing the direction of axial and lateral pores. 
 
 Unlike crosslinked enzyme crystals or crosslinked enzyme aggregates,15 enzymes that are 
soaked into or bound within the CJ scaffold remain accessible to small molecule substrates and 
are not locked in a single conformation. To demonstrate the utility of CJ crystals in binding 
multiple enzymes, we engineered host-guest crystalline matrices containing horseradish 
peroxidase (HRP), glucose oxidase (GOX), xylose reductase (XR), glycerol dehydrogenase 
(GDH), bovine serum albumin (BSA), or other proteins (Figure 5.2). Analysis via confocal 
microscopy confirmed that fluorescently tagged proteins could load throughout CJ crystals and 
form functional microreactors. 
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FIGURE 5.2: SURFACE REPRESENTATION OF PERTINENT GUEST PROTEINS USED FOR CJ CRYSTAL 
SOAKING 
From left to right: horseradish peroxidase (HRP), cellulase (CEL), glucose oxidase (GOX), bovine serum albumin 
(BSA), xylose reductase (XR), glycerol dehydrogenase (GDH), and catalase (CAT). Coloring denotes the 
fluorescent probe used for imaging. Models were based on Protein Data Bank structures 2ATJ,267 1ECE,111 1CF3,268 
3V03,269 1JEZ,270 4MCA,271 and 4AUE272 (homology model constructed via SWISS-MODEL273), respectively. The 
biologically relevant unit is shown for each case; all proteins were predicted to be monomeric except XR (dimer), 
GDH (tetramer), and CAT (tetramer). The grey circle indicates the average diameter (13 nm) of the central nanopore 
in CJ crystals. 
 
5.3. MATERIALS AND METHODS  
5.3.1. PROTEIN EXPRESSION AND PURIFICATION 
 Horseradish peroxidase (HRP, Pierce™ #31490), HisProbe™-HRP conjugate (hHRP, 
Pierce™ #15165), glucose oxidase from Aspergillus niger (GOX, SigmaAldrich #G7141), and 
catalase from Aspergillus niger (CAT, SigmaAldrich #C3515) were purchased from commercial 
suppliers and used without further purification.  
 A codon optimized gene encoding the Campylobacter jejuni protein (CJ, GenBank ID 
CJ0420) was cloned into pSB3 vector as decribed previously.265 Codon optimized versions of 
xylose reductase from Candida tenuis (XR, GenBank ID AF074484) and glycerol 
dehydrogenase from Serratia marcescens (GDH, GenBank ID WP_060445076.1 with mutations 
V15A, F33L, R53Q, D153S, S154V, N159K, M284V, E327Q, A360T) genes were synthesized 
as gBlocks Gene Fragments (Integrated DNA Technologies, Coralville, IA, USA) and cloned 





















expressed in E. coli strain BL21(DE3) using 1 mM IPTG induction at 30oC for 16 hours 
followed by cell lysis via sonication. Target proteins were purified from cell lysate via 
immobilized metal affinity chromatography and assessed via sodium dodecyl sulfate 
polyacrylamide gel electrophoresis. 
 
5.3.2. PROTEIN CRYSTALLIZATION AND CROSSLINKING 
 CJ was crystallized via sitting drop vapor diffusion by mixing 1 µl of ~15 mg/mL 
purified protein with 1 µl 90% Tadsimate, 10% glycerol at pH 6.5. Tadsimate is a modified 
version of Tacsimate™ (Hampton Research) that lacks primary amines.265 After overnight 
growth, CJ crystals were crosslinked using glyoxal to improve crystal stability. Glyoxal 
crosslinking steps consisted of a 30 minute wash in crystallization buffer, a two hour crosslink at 
room temperature in crystallization buffer (pH 7.5) supplemented with 1% glyoxal and 25 mM 
borane dimethylamine complex (DMAB), and a two hour quench in 1 M hydroxylamine with 
100 mM DMAB. This series of steps was found to optimize crystal stability and pore 
accessibility in our previous work.265 In scenarios where pore inaccessibility was desired (e.g. 
containment of GOX or exclusion of CAT), crystals were briefly swished through a solution of 1 
mg/mL bovine serum albumin (BSA) with 1% glutaraldehyde to create a surface hydrogel 
matrix. The time each crystal was incubated in BSA/glutaraldehyde determined the extent of 
surface coating (Figure 5.3). 
 98 
 
FIGURE 5.3: SURFACE COATING OF CJ CRYSTALS  
Crystals were soaked in BSA/glutaraldehyde solutions for (a-c) 300 sec, (d-f) 30 sec, or (g-i) 1 sec. The hydrogel 
matrix was visualized via autofluorescence at 488 nm and 561 nm wavelength excitation.
275
 Scale bars (lower right) 
are 100 µm. 
 
5.3.3. CRYSTAL LOADING AND MICROSCOPY 
 Enzymes were fluorescently labeled using blue (CF™405S succinimidyl ester, Biotium 
#92110), green (NHS-fluorescien, ThermoFisher #46410), or red (CF™594 SE, Biotium 
#92132) dyes. Enzyme labeling colors are represented in Figure 5.2: green was used for XR, 
CEL, HRP, and hHRP; blue for GOX and CAT; red for GDH and BSA. Prior to soaking in 
enzymes, each crosslinked CJ crystal was incubated overnight in BufferA (10% glycerol, 50 mM 
HEPES, 300 mM NaCl, pH 7.5) supplemented with 10 mM ZnSO4. Protein crystals were then 
looped into ~1 mg/mL enzyme solutions in BufferA (HRP, hHRP, CAT, BSA), 100 mM 
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potassium phosphate pH 7.5 (XR, GDH), or 50 mM sodium acetate pH 5 (CEL) and allowed to 
equilibrate at room temperature for at least one hour. 
 To permit fluid flow during imaging, crystals were entrapped in a custom 
polydimethylsiloxane (PDMS) chamber with a gradient channel depth (Figure 5.4). The 
microfluidic device was cast from layers of Duck EZ Start Crystal Clear Packaging Tape stacked 
on a silicon substrate. The polymeric matrix was made by mixing PDMS prepolymer 
(SYLGARD 184 ®) and curing agent in a 10:1 ratio and curing at 80oC for 30 minutes. Crystals 
were looped into the chamber and covered with a glass coverslip for imaging. Fluid flow was 
controlled via pipet insertion at the inlet or outlet hole.  
  
 FIGURE 5.4: SCHEMATIC OF MICROFLUIDIC DEVICES USED TO CAPTURE PROTEIN CRYSTALS 
 (a) Top view showing direction of fluid flow and physically entrapped protein crystal (green). (b) Side view 
depicting channel with gradient depth. (c) Microscopic view of PDMS cross-section. 
 
 Loaded CJ crystals were imaged on a Nikon Eclipse Ti spinning-disk confocal 
microscope with an Andor iXon Ultra 897U EMCCD camera. Blue, green, and red fluorescent 
dyes were imaged using 405 nm, 488 nm, or 561 nm excitation wavelengths, respectively. Laser 
intensity was set to 20% for enzyme detection or 10% for product detection. All images were 
collected with a 100 ms exposure time and three-frame image averaging.  
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5.3.4. ENZYME ACTIVITY ASSAYS 
 The activity of hHRP was assessed on the substrate AmplexRed (ThermoFisher 
#A12222) by tracking resorufin product fluorescence at 561 nm wavelength excitation. For each 
reaction, a single enzyme-laden crystal was incubated with 50 µM AmplexRed and 100 µM 
H2O2 (or 20 µM AmplexRed and 10 mM glucose for hHRP/GOX assays). To assess the extent of 
GOX/hHRP channeling, varying concentrations of CAT were added for some in vitro and in 
crystallo assays. Activity profiles were generated by averaging fluorescence intensity across a 
100 µm x 100 µm square in the center of each crystal.  
 XR and GDH activity was assessed in bulk format using five medium size crystals (~200 
µm diameter) per well. Prior to the start of each assay, crystals were soaked overnight in 10 mM 
ZnSO4, loaded for at least one hour in ~1 mg/mL enzyme solution, and washed for two minutes 
in BufferA to remove residual surface bound enzyme. Conditions were optimized for maximum 
activity as follows: GDH, 1 mM NAD+ and 100 mM glycerol in 100 mM K2PO4 pH 9 at 60
oC; 
XR, 1 mM NADH and 100 mM xylose in 100 mM K2PO4 pH 7.5 at 25
oC; combined XR/GDH, 
1 mM NADH, 1 mM NAD+, 100 mM glycerol, 100 mM xylose in 100 mM K2PO4 pH 7.5 at 
25oC. NADH absorbance at 340 nm was monitored over the course of the 60 min assays. Product 
formation was confirmed using a Shimadzu high performance liquid chromatography (HPLC) 
system with a RID-10A refractive index detector.  An Aminex HPX-87H column was used for 
product separation with a mobile phase of 35% acetonitrile, 0.5 mM sulfuric acid and run 
conditions of 0.5 mL/min at 65oC. 
 Cellulase assays were also performed in bulk format using five crystals per well. Crystals 
were loaded as described above and then incubated with 0.5 mM p-nitrophenol β-d-cellobioside 
(pNPC) in 50 mM sodium acetate pH 5. For stability studies, enzyme-laden crystals were 
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incubated at 100oC for two minutes prior to the addition of substrate. Activity assays were run at 
65oC for 30 min and then stopped by the addition of 2 M sodium acetate, 0.1 M glycine, pH 12.5 
followed by subsequent 0.22 µm filtering. Formation of the soluble yellow product p-nitrophenol 
was measured at 415 nm wavelength absorbance. 
 
5.4. RESULTS AND DISCUSSION  
5.4.1. LOADING AND RELEASE OF FLUORESCENTLY TAGGED PROTEINS 
 Our previous work with fluorescent proteins265 confirmed that macromolecular guests 
could diffuse into porous CJ crystals. However, macromolecular diffusion is likely to depend on 
size, charge, or other properties that can vary from protein to protein. To confirm that our 
proteins of interest could diffuse into crosslinked CJ crystals, each was tagged with a fluorescent 
probe and monitored via confocal microscopy. Bovine serum albumin (BSA), a moderate size 
protein, diffused throughout a ~80 µm thick CJ crystal on the timescale of ~20 minutes (Figure 
5.5). Viewing the crystal from a side view (i.e. perpendicular to the ẑ   axis) distinctly showed 
how BSA diffused through the axial crystal pores. 
 
FIGURE 5.5: LOADING OF FLUORESCENTLY TAGGED BSA INTO A CJ CRYSTAL 
 (a-d) Side view (perpendicular to the ẑ  axis; major axial pores are in the plane of the page) of BSA diffusing into a 
~80 µm thick crystal over a 15 min period. (e) Fluorescence intensity profiles along the dotted line in panel a 
normalized relative to the background solution intensity. Scale bars (upper right) are 100 µm. 
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 Although not shown here, other protein guests displayed similar loading behavior. 
Fluorescent imaging of a ~40 µm thick CJ crystal after approximately one hour of soaking in 
hHRP indicated that enzymes had diffused throughout the entire crystal. Fluorescence from the 
tagged enzyme guest was at least as bright on the center plane as on the crystal surface (Figure 
5.6). 
 
FIGURE 5.6: FLUORESCENTLY TAGGED HHRP LOADED THROUGHOUT A CJ CRYSTAL 
Brightfield and fluorescence images were taken at (a,b) the bottom plane, (c,d) the middle plane, and (e,f) the top 
plane of a ~40 µm thick crystal. Scale bars (lower right) are 100 µm. 
 
 Enzyme retention would be expected to vary based on the type and relative magnitude of 
non-covalent interactions formed with the crystal scaffold. For fluorescent proteins, metal-
mediated binding resulted in the longest retention times.265 To take advantage of this with our 
enzymes, a variant of HRP with a modified tridentate chelator was used for activity assays. 
Although standard HRP and His-Probe™ HRP conjugate (hHRP) initially followed similar 
exponential decay unloading profiles, some hHRP appeared to stay bound within the crystal even 
after multiple days of washing in BufferA (Figure 5.7). The initial decrease in fluorescence over 
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the first ~30 minutes can likely be attributed to the diffusion of unbound (i.e. not strongly 
coordinated via a metal ion) hHRP molecules. After the initial fluorescence decay period, 
enzyme diffusion out of the crystal appeared to be minimal. Indeed, crystals loaded with hHRP 
maintained activity even after four days of incubation in BufferA. 
 
FIGURE 5.7: RETENTION OF FLUORESCENTLY TAGGED HHRP MOLECULES OVER TIME 
Fluorescence at the center plane of the crystal indicates the presence of hHRP after (a) 0 min, (b) 10 min, or (c) 90 
min of washing. (d) Some fluorescence was maintained for greater than two days. (e) The average fluorescence 
intensity (measured within the dashed box indicated in panel a) initially decreased exponentially but appeared to 
stabilize after ~30 min. Scale bars (upper right) are 100 µm. 
 
 Shared metal coordination by histidine tags (His-tags) can also result in high affinity.276 
In theory, any appropriately sized enzyme with an exposed His-tag could be captured within the 
crystal by interacting with the CJ His-tags that line the pore walls. To demonstrate this more 
general binding strategy, multiple His-tag bearing enzymes were soaked into the crystal scaffold. 
Measurable cellulase (CEL) activity on soluble substrate pNPC suggested successful metal-
mediated retension of His-tag bearing enzymes within CJ crystals. Xylose reductase (XR) and 
glycerol dehydrogenase (GDH) enzymes could also be simultaneously loaded into CJ crystals as 
assessed by confocal microscopy (Figure 5.8). When each His-tag bearing enzyme was loaded 
individually, fluorescence was only observed at the appropriate excitation wavelength. However, 
when both enzymes were loaded at the same time, fluorescence was clearly evident at both 488 
nm and 561 nm excitation wavelengths. Interestingly, GDH tended to form aggregates at high 
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zinc concentrations in the vicinity of the crystal surface. Although zinc helps coordinate glycerol 
in the binding pocket271 and is likely necessary for enzyme activity, high concentrations appeared 
to decrease protein solubility. We attribute aggregation to the aforementioned propensity of His-
tags to dimerize in the presence of zinc; each GDH tetramer can bind up to four neighbors via 
metal coordination. 
 
FIGURE 5.8: LOADING OF FLUORESCENTLY TAGGED XR AND GDH ENZYMES 
 (a-c) When XR was loaded independently, fluorescence was only evident with 488 nm excitation. (d-f) When GDH 
was loaded independently, fluorescence was only evident with higher wavelength (561 nm) excitation. (g-i) Both 
enzymes could be loaded simultaneously and imaged at their respective wavelengths. (j-l) An example control 
crystal (indicated by the dotted hexagon) shows autofluorescence of the CJ scaffold was not the primary source of 
fluorescence. Scale bars (lower right) are 100 µm for each image. 
 
 While metal-mediated coordination might be sufficient for some enzymes, the majority of 
useful enzymes do not possess a specific binding motif. Trapping macromolecular guests via 
physical encapsulation would provide the most generic strategy for enzyme immobilization. To 












semipermeable layer. Long soaking times created an extensive hydrogel matrix (Figure 5.3), 
while short soak times of ~1 sec appeared to block axial diffusion without visibly changing the 
crystalline scaffold. Preliminary diffusion studies suggested that more glucose oxidase (GOX) 
remained entrapped within a BSA-soaked crystal than a pre-BSA control crystal upon washing in 
BufferA (Figure 5.9). However, it should be noted that the fluorescence of GOX varied 
significantly between the BSA and non-BSA crystals (Figure 5.9a vs. 5.9c), preventing 
comparison of absolute fluorescence. Evidence of retained GOX activity after washing suggested 
the BSA encapsulation strategy was successful, but further trials will be required. 
 
FIGURE 5.9: ENTRAPPING GOX BY COATING THE CRYSTAL SURFACE WITH BSA  
Fluorescence of tagged GOX is shown (a) before and (b) after soaking in BufferA for 8 min without modifying the 
crystal and (c,d) with a BSA/glutaraldehyde encapsulation matrix. (e) The relative fluorescence (averaged across the 
dotted square in panel a) remained higher for the coated crystal than for the non-coated crystal. Scale bars (lower 
right) are 100 µm. 
 
5.4.2. ENZYMATIC ACTIVITY ASSAYS 
 As an initial proof of concept, the model enzyme horseradish peroxidase (hHRP) was 
loaded into crosslinked CJ crystals. Resorufin product formation was clearly evident when 
solution conditions were changed from BufferA to assay buffer (50 µM AmplexRed, 100 µM 
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seconds. The fluorescent red product continued to be generated and diffused throughout the 
surrounding solution over a period of ~2 min (Figure 5.10). hHRP-laden crystals retained high 
activity after multiple two hour rinse cycles in BufferA (Figure 5.11). Even after four days 
incubation in excess BufferA, a significant fraction of hHRP remained bound and active within 
the crystal (data not shown).  
 
FIGURE 5.10: HHRP ACTIVITY IN A CJ CRYSTAL  
(a) Fluorescence of the tagged hHRP enzyme (green) loaded in a crystal. (b-e) Formation of the fluorescent 
resorufin product over a 45 sec time period. (f) When imaged under the same settings, an empty control crystal had 
minimal green autofluorescence and (g-j) did not have any significant activity. Scale bars (lower right) are 100 µm. 
 
 
FIGURE 5.11: RETAINED HHRP ACTIVITY AFTER MULTIPLE WASH CYCLES 
Normalized fluorescence profiles indicate the formation of the resorufin product inside the crystal during the first 
assay (black squares), after a single two hour wash cycle (open circles), and after two wash cycles (black diamonds). 
All had significantly higher activity than an empty control crystal (open triangles). 
 
 To demonstrate the potential utility of protein crystal microreactors as sensors, a 
combined two-enzyme pathway was loaded into a single crystal. Sequential soaking in hHRP 


























solution (Figure 5.12). Much like the single-enzyme hHRP crystal, resorufin product formation 
was visible within a few seconds and continued to increase within the crystal throughout the two 
minute assay. Product diffusion into the surrounding solution appeared to be slowed but not fully 
inhibited by the BSA/glutaraldehyde coating. Alternative semipermeable membranes or different 




FIGURE 5.12: GOX/HHRP ENZYME PATHWAY 
When a CJ crystal was loaded with (a) fluorescently tagged GOX (blue) and (b) fluorescently tagged hHRP (green), 
10 mM glucose could be detected via (c-f) a two-step process that formed fluorescent product resorufin. Scale bars 
(lower right) are 100 µm. 
 
5.4.3. CATALASE EXCLUSION 
 Distinct benefits can be realized by co-localizing multiple enzymes within a protein 
crystal. For example, by coating the surface of the crystal with a semipermeable 
BSA/glutaraldehyde layer, free enzymes in the surrounding solution can be excluded from the 
internal crystal microenvironment. This effect was demonstrated by soaking coated and non-
coated protein crystals in a solution of fluorescently tagged catalase (CAT). A non-coated protein 
crystal had higher fluorescence inside the crystal than the surrounding solution, while a 
BSA/glutaraldehyde coated crystal had much lower fluorescence inside the crystal than the 
surrounding solution (Figure 5.13). 
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FIGURE 5.13: CAT LOADING OR EXCLUSION FROM CJ CRYSTALS  
(a) Control CJ crystal soaked in fluorescently tagged CAT. (b) CJ crystal coated with BSA/glutaraldehyde matrix 
prior to soaking in tagged CAT. The crystal perimeter is denoted by a dashed hexagon; a white line indicates the 
profile analyzed in panel c. Scale bars (lower right) are 100 µm. (c) Profiles through each ~200 µm diameter crystal 
indicate the internal fluorescence relative to the surrounding solution. 
 
 Co-immobilizing GOX and hHRP within a coated protein crystal created a reaction 
pathway that appeared to be isolated from the surrounding CAT enzyme. Although CAT 
drastically decreased hHRP activity (<15% residual activity upon addition of 50 µg/mL CAT) in 
in vitro assays by scavenging the H2O2 intermediate, there was only a minimal change in activity 
for a GOX/hHRP-laden crystal in CAT-free or 50 µg/mL CAT solutions (Figure 5.14). This 
result suggested that the H2O2 intermediate was consumed by hHRP within the protein crystal 
before it was able to diffuse into the surrounding CAT solution. Slight variability in the initial 
fluorescence was caused by residual bound product from the previous assay. The poor solubility 
of resorufin may have slowed release from the protein crystal; extensive washing (two or more 





FIGURE 5.14: CAT EFFECT ON GOX/HHRP PATHWAY  
(a) In vitro assays with and without added catalase showed how CAT scavenging of the H2O2 intermediate reduced 
hHRP activity. (b) When both hHRP and GOX were immobilized inside a CJ crystal, the semipermeable 
BSA/glutaraldehyde layer appeared to exclude CAT, and hHRP showed no decrease in activity. 
 
5.5. CONCLUSION 
 Porous protein crystals provide a unique framework for selectively capturing and 
releasing guest molecules. By demonstrating the potential of CJ crystals in binding multiple 
macromolecular guests, this study lays the groundwork for future protein crystal immobilization 
studies. As methods for non-covalent or covalent binding are further developed, the list of 
potential molecular variations and applications will quickly grow. Studies involving coenzyme 
immobilization, complex multi-enzyme pathways, or controlled guest release provide just a few 
examples of how the proposed platform could be extended in scope and application. 
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 The benefits of protein engineering have been realized in many biotechnology 
applications. However, computational protein design is still a relatively new technology and will 
need continued improvement in order to achieve higher success rates. Our work identifies 
potential flaws in current rational design methods and presents ways to reduce the number of 
design failures in the future. Detailed description of protein-solvent interactions in aqueous ionic 
liquids provides further insight for improving enzyme stability in non-traditional solvents. In 
addition, our proposed immobilization strategy involving porous protein crystals offers an 
opportunity to extend molecular scale studies in to the realm of mesoscale applications. 
 A few additional computational experiments could extend the usefulness of the proposed 
design methods. In Chapter 2, the conservative design strategy failed to improve the stability of a 
thermostable enzyme. However, it remains unclear whether these limitations were a result of the 
design methods themselves or of the high native stability of the starting template. Applying a 
similar approach to a mesostable enzyme could very well lead to significant improvements in 
stability.  
 Sampling of alternate states and solvent interactions were discussed as potential flaws in 
the original computational design. Incorporating backbone flexibility could improve the 
sampling of amino acid positions. We developed a computational strategy for varying backbone 
orientations at local sites; however, our approach has not yet been experimentally tested. 
Performing a side-by-side comparison of the three computational design strategies (rotameric, 
flexible backbone, and MD) for the same target enzyme could provide a useful comparison point 
for future studies. 
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 Solvent interactions are more difficult to address in computational design algorithms. 
Current design methods rely upon implicit solvent approximations or crude solvation energy 
terms. An ideal approach would incorporate explicit solvent molecules, but their countless 
orientations and interactions prevent this approach from being feasible in combinatorial studies. 
Instead, it might prove beneficial to train current solvation terms based on short MD simulations 
of each point mutation. Sampling different states in the presence of explicit solvent molecules 
could improve the inherent shortcomings of rotamer libraries and provide an empirical bias for 
training energy functions. 
 Expanding the applicability of the presented computational methods from a single 
enzyme to a panel of candidate proteins would further justify claims regarding generalizability. 
Some modifications might be required to adapt the computational methods for alternate targets. 
For example, rather than relying on a predicted energy function, we replaced the scoring metric 
with apparent backbone ‘flexibility’ for MD-guided design of protein crystal interfaces. This 
approach has yet to be experimentally verified, but similar modified algorithms could extend the 
usefulness of MD to a range of new applications. 
 The results of supercharging experiments also suggested several future computational 
design modifications. Our initial strategy targeted a change in charge of ~20 e-. Designing 
proteins with a higher or lower net charge would better define the limits of this approach. If 
introducing a large number of mutations appeared to have a negative impact, the design strategy 
could be modified to target only charge reversal sites (positive to negative or vice versa instead 
of neutral to charged mutations). Alternatively, as a control, our design strategies could be 
modified to reduce net protein charge. A recent example of a cellulose binding domain that lacks 
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charged residues277 suggests some proteins could be robust enough for several types of charge 
modification strategies. 
 The MD simulations of E1 in ionic liquids (Chapter 4) generated several hypotheses for 
improving enzyme stability. The dynamic loop region of E1 that unfolded in the presence of ILs 
could be a good target for site saturation mutagenesis studies or other targeted stabilization 
approaches. Alternatively, mutations introduced at sites where cations strongly bound could 
reduce the inhibitory effect of ILs. 
 One of the least inactivating ILs, [Emim]Cl, was selected for our MD studies. However, 
enzyme behavior varied drastically across the panel of experimentally tested ILs, and simulations 
of different protein-IL systems could provide useful generic design rules. In particular, 
simulations that investigated the behavior of E1 in [Emim]OAc, a strongly inactivating IL, could 
be useful in guiding future IL design efforts. 
 To meet the long-term goal of creating an industrially relevant enzyme, improved E1 
variants should be tested in a one-pot system that combines pretreatment and hydrolysis steps. 
All of our experimental activity studies involved soluble substrate analogues. Assaying on 
cellulosic biomass samples in the presence of ILs would provide a more useful standard for 
industrial applications. 
 Some of the results presented in Chapter 5 were based on preliminary experiments and 
will need additional trials prior to publication. For example, the release of GOX from coated 
crystals was only tested in a single case and still needs to be independently verified. Similarly, 
GOX/hHRP assays have only been performed for a single test case and should be assessed via 
additional trials, preferably with a varied glucose concentration to assess the minimum limit of 
detection. Comparisons between long-term HRP and hHRP binding could also provide support 
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for claims of metal-specific binding. Comparison between CJ crystal fluorescence prior to 
loading, at maximal HRP/hHRP loading, and after one week of washing in BufferA might help 
distinguish the benefit of metal-coordinated affinity. Testing the activity of the washed crystals 
could also help confirm the presence of residual bound enzyme.  
 Additional immobilization benefits could be realized by testing the crystal/enzyme 
complex under harsh conditions. For example, measuring activity pre- and post-lyophilization 
could provide an assessment of retained activity relative to free enzyme solutions. In theory, the 
CJ matrix could also impart a thermostability benefit for entrapped enzymes; however, CEL 
stability assays proposed in the “Methods” section of Chapter 5 have yet to be completed. If CEL 
stability assays are successful, CEL should be fluorescently labeled and imaged via confocal 
microscopy to confirm uniform crystal loading. 
 Quantifying the concentration of bound enzymes presents one of the largest remaining 
hurdles for protein crystal immobilization studies. Estimating the extent of enzyme loading 
would allow activity measurements to be presented on a per molecule basis. Without this 
information, it is difficult to compare the relative activity of immobilized enzymes to those in 
free solution. However, variability between crystals and across fluorescence tagging experiments 
complicated efforts to correlate fluorescence and enzyme concentration via a standard curve. In 
addition, fluorescence intensity depended on path length (crystal height or depth of solution) in 
confocal microscopy experiments, presumably due to significant excitation of fluorophores 
outside the confocal plane. Advanced microscopy techniques, such as two-photon excitation 
microscopy, could reduce the effects background fluorescence interference.  
 HPLC conditions reported in the “Methods” section of Chapter 5 were suitable for 
creating standard curves and detecting XR activity; however, the activity of GDH-soaked 
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crystals was not above background. In fact, the activity of GDH enzymes was relatively low 
even for in vitro assays. This could be attributed to NAD+ coenzyme degradation or GDH 
aggregation. Poor recovery of GDH during purification and low specific activity levels further 
complicated bulk crystal activity assays. Increasing the number of crystals, the loaded enzyme 
concentration, or the specific enzyme activity might be necessary to achieve measurable GDH 
product formation. Alternatively, GDH from a different organism could be purchased from a 
commercial supplier and immobilized using the BSA/glutaraldehyde entrapment strategy. 
 Although CJ crystals have been extensively analyzed via x-ray diffraction in previous 
studies,264,265 enzyme-laden crystals have not yet been analyzed using this technique. X-ray 
diffraction experiments could buttress multiple statements made in Chapter 5, including the 
claim that bound enzymes are free to adopt multiple orientations and that treatment with 
BSA/glutaraldehyde did not significantly alter the crystalline matrix. 
 As the challenges regarding enzyme immobilization are overcome, the realm of 
interesting experiments for porous protein crystals dramatically increases. Enzymes could be 
covalently attached or positioned at specific sites within the protein crystal to promote substrate 
channeling or coenzyme recycling. Crystals with varying morphology could be loaded with 
different enzymes to create sensors capable of detecting multiple analytes.278 Enzymes could be 
selectively released for drug delivery applications. Many enzymes could be immobilized 
simultaneously to create complex pathways. The list of exciting ideas goes on and on, providing 
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