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I. INTRODUCTION 
One of the major problems of the United States Navy in enlisted manpower planning is the 
rotation of enlisted personnel between sea and shore duties (composites). There are different 
approaches to model this rotation: statistical [12], network with optimization [3], and analytical 
through dynamic modeling [1]. The approach chosen in this paper is close to [1], which is an 
analytical extension of Charnes ~ Cooper model [3]. Thus, our rotation model is a particular 
case of the yon Neumann dynamic model (see [10]). 
As explained in [1] the United States Navy is considering major changes in its sea/shore 
rotation policy. Those changes consist of substituting a fixed length assignment policy with a 
flexible credit system. The proposed credit system imposes ome new objectives on the rotation 
system. First of all, the rotation system should provide uniform cutoffs for credits earned by 
a person before rotation is conducted. In the other words, any person rotated from the given 
composite to another composite should have approximately the same amount of credits. We 
shall call this objective a "credit stability" policy. Secondly, the nature of the credit system is 
targeted against any preassigned manning goals for different composites in absolute terms or in 
percentage with respect o projected manning as it is done in [1]. Instead, the credit system 
intends to reach manning percentage balance among different composites under some upper or 
lower bound manning percentage constraints for each composite. 
The "balancing" policy converts a linear optimization network p oblem with side constraints 
as in [1], which can be solved by available software [9], to a linear programming problem with 
a convex objective function. There are many methods to obtain an approximate solution to 
this type of convex programming problem (see [7]). The most common approach is the linear 
piecewise approximation of the convex function as shown in [5] or [8]. Another approach was 
proposed by Charnes & Cooper based on the idea of goal programming [4]. This method was 
called an "interval" approach and it consisted of setting individual goals for each interval covering 
the domain of the convex objective function. 
In this paper we developed a special method for approximating the solution to the convex 
programming problem based on the "interval" approach [4]. This method incorporates upper 
and lower bound constraints on manning percentage in the main body of the algorithm and is 
rather convenient in practical application. The result of this type of approximation is again a 
"network problem with side constraints"; thus, to find a good heuristic solution of the problem 
we can use NETSID[9] together with the rounding routine presented in [1]. 
In next section, we will provide the technical base for designing a method of solving convex 
programming problem which we called the Shadow Method. In section 3, we will give a brief 
description of the credit system model, which is presented as a multi-objective convex problem. 
In section 4, we will provide results and analysis of some practical runs. 
*The viewpoint and conclusion expressed in the paper are those of the author, are not official, and do not 
necessarily reflect views of the Navy Department. 
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2. SHADOW METHOD 
Let 
be a convex separable function with 
P(v) :R m --* Rz 
m 
~(u) = ~ ~t(vt) • (i) 
k=l 
Let B C R n be a bounded polyhedron and A be an m,  n matrix. Consider the convex program: 




Assume that ~k is a strictly convex continuous function which has first and second deriva- 
tives nearly everywhere and the derivatives are Lebesgue integrable. Let [ak, bk] D {Vk : Y = 
(Vx, ...,Yt, .-.,Ym) = Az; z E B} and ~t be the min imum of function ~t within the segment 
[ak, bt]; that is, 
~t(~t) = ~nb,  I ~t(~) • (4) 
? Without loss of generality, we assume that Pt(~t) "- 0 and Pk(~t) = 0. 
Let {6t~} for i -- l,...,It be a partition of [at, bk] (i.e. 6tz < 6t2 < ... < 6tZk), and 
~t E (6ti}. With every 6ti we connect a pair of "goal" variables: 
vt - sk-i + 8+i = 6ti.  (5) 
We construct he following objective function by using those 6 variables. 
Minimize: 
frt 
'6 - '6  - ' - '  (~'t(t,,+~) ~'t(~,,)) s~, - ~ (~,~(6t,,) ~(6t,,_~)) ,,~+,) (6) 
k=l  6:ti_>(~k 6k i<~k 
subject to conditions (3) and (5). If ~(6t , i )  for some k,i  does not exist, there are two points 
E [6t,i+x -6t, i]  and 6 E [6t,i-6t, i-a] in which ~o~ does exist and which can be chosen as close to 
6t,, as it is necessary. Values pi($) and ~4($) should replace the two ~o~(6t,i) n (6), respectively. 
I Below, we will do those kind of substitution of ~ot(6t,, ) to the nearest values 6 and $ in the case 
of nonexistence of ~o~(St,i) without additional discussion. Those substitutions are possible due 
to existence derivative ~o~(6t,i) nearly everywhere. 
Let Y6 = (Yt6, .. •, Y6m) be a solution to the 6 problem, we will show that if the chosen partition 
{6ti) is rather fine, i. e. 
m~(Sk,,+~ - 6t,,) < ~, (z) 
where ~ is a small positive number, then solution to 6 problem will be close to a solution of the 
original problem. 
Lemma 1 Let s + - {s~+~ } and s~ - {s~} together with V6 be the solution to 6 problem, then 
I)  s~7 s - -0  if v~ <_ 6t,i; 2) s~ + = 0 if v~ > 6t,i. 
The proof follows from the assumption of strictly convex functions ~t, k = 1, . . . ,  m. Actually, 
t t . in this case coefficients of the linear objective function, (gt(6t, i+t) - 9t(6~,,)) for 6ki > ~k or 
t (9~t(6t,i) - ~o~(6t,i-1)) for 6ti < ~t , are positive. 
For a partition {6t} defined by a sequence {6ki), we will refer A(6t) = maxk(6t,i+z -- 6t,i) as 
a module of 6t. 
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Theorem 1 Let 6n = {6n t} be a sequence of partition modules which converge to 0 and y~. be 
an optimal solution to the problem giving in (6), (5), (3) using the partflion 6n. Then there is a 
subsequence ni such that 
~,., -+ ~ (8) 
where f/is a solution of the problem (1),(~). 
Proof. Assume the inequality ~" > ~t holds for the sequence 6. and let s+ = {s~ +} and 
s~. = {s~-} be the sequences of "goal" variables correspondent to the solution//~" in (5), then 
from Lemma 1 the objective function (5) on the sequence of optimal solution, can be presented 
as  
a,., = ~(  ~ (~(6~.,+~)-~(6~.,)) sL-) COl 
t=l i/s..~ ->$~i>_¢~ 
where 
s i~- = y~'~ - 6k,.  (10) 
This expression can be rewritten as: 
Err 
Gs,,, = ~'~( ~ (~,(5t,i+1)~- 6k,it~:(St'i)) (yt6. _ 6ti)(6t,i+l - 6t,i)) . (11) 
k=l y~" _>,fki_>lfl, 
Furthermore, the existence and integrability of functions ~o~(y) yield 
fFt ~l161t 
G,=, = ~( / ' "  ~(~)(y~= - y)dy + O(A(6~))), (12) 
k----1 d~k 
where O(A(&i)) --+ 0 if A(6t) --+ 0. 
LFrom here, using assumptions ~o~(~k) = 0 and ~ok(~) = 0 we have 
D'I $*t D't 
a,., = ( ~(yldy + oczl(6~))) = ~(~(Yk  ) + O(~(6k))). (131 
k--1 
I f  ~(~/l)  # 0 or ~k(~k) ~ 0 , a corresponding constant should be added to the objective function 
(6) to support the proof. 
If the sequence ni is such that Y6., --> # where Ys., -" (Y~",..., Y6m') and ~ = (~i,..., ~m), 
then from (13) 
frt 
v~., --. ~ = ~ ~(~)  > ¢ ,  (14) 
k=l  
where G is an optimal solution to the problem (1), (2). 
On the other hand, let .f/-- (.~l,..., ~m) be an optimal solution to (1) and (2); that is, 
rrt 
(~ = ~ ~>t(.~t) • (15) 
k=l  
Then we can rewrite (15) as 
zs" D/:' g'= ( ~.(y)@)-  ( ~>l~(y)(~k-y)@). k=l fh k 
If {&~} is a partition with rather small module A(6k), then 
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Figure 1: "Shadowing" a penalty function 
where O(A(Ok)) is also small. 
Thus, by introducing oal variables ki = ~k - 6ki and s~ + -- O, we have G > G which 
completes the proof. 
Inequalities (14) and ~ >_ G are estimations of the approximate solution with respect o the 
optimal solution of the problem, and (13),(17) shows that, if partition 5 is rather fine then the 
solution Y6 is close by value of objective function to the optimal solution of the initial problem. 
Let cki = ~k(Sk,/-i-1) t _. i I 5 , - ~k(Ok ,~) .  if Ski _> ~k , ~ki ~k(5~,i-1) -- ~k(k , i )  and Ski < ~k, then 
the objective function in the auxiliary problem is 
k=1 6k~_>~k 6h~<~k 
which is a generalization f "goal" variables method for minimization of an absolute value of a 
variable. On the other hand, (6) is a version of A. Charnes and W. Cooper "interval" method 
for convex programming. 
If part of constraints in B are bounded constraints for Yk ; that is, 
ek < Yk < dk, (19) 
where ek,dk E [ak, bk], then coefficients cki,~k~ in (18) for the case of 6ki > dk and 6ki < ek 
respectively, should be the "big M" coefficients. They guarantee the feasible solution, if any, to 
be within the bounded constraints given in (19). 
In Figure i we interpret the "interval goal" programming approach (2), (5), (6) to the problem 
(1), (2), (3) by creating a series of penalties (shadows) which connect with partition {51,..., 56}. 
Bigger penalties (more darker shadows) are located further from the minimum point ~ - 5a. 
Starting st point 56, the penalty is equal to "big M " 
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3. MODEL FORMULATION 
The Sea/Shore rotation model for the Navy consists of two parts: statistical and optimiza- 
tion. The statistical simulation part (described in [6]) models all personnel flows external to 
the optimization model processes: all gains (accessions, promotions-in) and losses (demotions, 
promotions-out, non-retentions, retirements) to each skill/grade/composite combination. 
The output of statistical model is an input to the optimization model and output of the 
optimization model is an input to the statistical model. We will describe the optimization model 
in this paper. 
We consider a community consisting of enlisted personnel who ave one pay grade and belong 
to the same professional rating. We will use the von Neumann dynamic approach as in [1] for 
optimization part of the rotation dynamic model. The state of the model is a vector x(t) = 
(xzq(t)), where i = 1 , . . . , L  is composite number; q = 1, . . . ,  Q is number of earned credits, 
t = 1 . . . .  , T is number of a planning period in optimization model. Here zt~(t) is number of 
people being at composite I at moment t and having number of earned credits equal q. Obviously 
x(t) E R L-Q, t = 1 . . . .  ,T, where L is number of locations - composites (currently L = 4); Q is 
maximum number of credits allowable in the model, T is planning horizon for optimization part 
of the model. 
A set of state vectors z (1) , . . . ,  z(T) presents a trajectory in the model if (z(t), z(t + 1)) G 
Z; t = 1 , . . . ,  T -  1.. Here Z is the set of all feasible pair processes (technological set). The set 
Z E R 2*L*Q is a cone envelope of elementary processes; i. e. 
m 
z = ( . ,y )  = u,; u, >_ o. 
i----1 
To describe lementary processes in the model we will introduce a unit vector elq G R L*Q. We 
will begin with two basic elementary processes: 
1. (etq, elq+l) - a person is staying one more period of time at the same composite arning 
more credits; 
2. (ezq, ehl) - a person is rotating from composite ! to composite 11, losing all earned credits. 
Here we assume that l ¢ !1. 
To avoid possible infeasible situation we will increase dimension of the model state by one, 
adding one more component s = L • Q + 1 to model: stock outside the model with unconstrained 
capacity. With help of this external stock we add one more elementary process: (elq, es), where 
e, a unit vector in the new dimension. This process describes the situation where a person from 
composite I with q earned credits is leaving the Navy. The model state z(t) now is in R L-Q+1. 
The problem which we are pursuing in the optimization model is to build optimal trajectory 
(z(1) , . . . ,  x(T)) between two successive runs of statistical - simulation model. This trajectory 
should optimize a goal function which in its turn is a result hierarchical pproach to multiobjective 
optimization described below. Because optimization model is running between successive runs 
of simulation model, the planning horizon T is not big; as a rule in our calculations T = 2 or 
T=3.  
Now we will discuss some specifics of the optimization model, especially if they are different 
from the model described in [1]. 
1. In the optimization model we will consider only four composites (locations): 
(a) CONUS (Continental US) Shore: 1 -- 1; 
(b) CONUS Sea: l = 2; 
(c) OUTUS (Out of Continental US) Shore: l = 3; 
(d) OUTUS Sea: l = 4; 
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2. The time interval in the model (the planning period) is one month. If a person remains one 
more month in the same composite, he/she will accumulate additional credit(s) to his/her 
sum of credits (the first elementary process in our model). Initial distribution of credits is 
given for each person. 
3. There are no recommended tour lengths per compo6ite but there are two credit thresholds, 
K1 and K2. If a person is at CONUS Shore (l = 1) and accumulated fewer than K1 credits, 
then his/her otation is undesirable (the fewer credits earned, the lesser desirability to rotate 
a person). If the number of accumulated credits is more than K1, then this person is eligible 
for rotation (the more credits exceed K1 , the greater desirability to rotate this person). 
4. Threshold K2 is defined in an analogous way for CONUS Sea (! = 2). The difference with 
this and the previous case is that rotation to OUTUS composites, I = 3 or I = 4, is not 
desirable in the current model. 
5. All people, who started at t = 1 in composite 3 or 4 and are considered to be eligible to 
rotate and should be rotated at the end of the month.  If a person accumulates more than 
K2 credits, then it is more desirable to rotate him/her to CONUS Shore (more credits 
implies more desirability); in the other case it is more desirable to rotate him/her to other 
composites (fewer credits implies more desirability). 
This phenomena takes place in the optimization model because the statistical part of 
Sea/Shore rotation model should define before the optimization model run number of peo- 
ple who should be rotated from composite 3 and 4 (those completing overseas tours). The 
remaining personnel in composite 3 and 4 are not subject to optimization and are only used 
for calculating manning levels. 
6. In difference with [1] there is no goal to reach a fixed manning level for each composite. 
Instead, the objective is to obtain the best manning percentage balance for all composites. 
To formulate this goal we will introduce billets authorized, BA(I), and non-rotating person- 
nel, UN(1), for every composite (! = 1, 2, 3,4). I fXt(t) is the number of rotatable people in 
composite ! at time t, then the objective is to obtain the best manning percentage balance 
can be formulated as: 
Minimize 
r Xh(t ) + CN(I1) Xt2(t) + CN(12) 
max I - I, (20) 
TX(~ ---- /1,1~----1,...,4 
where T is the time horizon. This problem is approximated as a minimization problem 
having objective function: 
T 4 v-, ,x,(t)  + CN(t) 
2., t • 1oo- IOO), (21) 
~=1 I=1 
where to(y) is a special convex function which will be discussed later. 
7. For every location l, we denote P(1) and p(l) as the maximum and the minimum manning 
percentage. Thus, one of the model objectives is to satisfy the following inequality: 
p(l) < Xt(t) + CN(l) 
- BA( l )  < P( l ) ,  l = 1,2, 3,4. (22) 
If p(/) = 0 or P(l) = 0 for some l, then the corresponding constraint isnot active. Constraint 
(22) can also be incorporated in the shape of a penalty function/o(y) of (21) as explained 
in the previous ection. 
Other features of the model remain the same (see [1]). 
As we already mentioned the time horizon T in the optimization model is small, T = 2 or 
T = 3. After every T, steps we use the optimization model output as an input for a statistical 
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simulation model (see [6]), which defines the losses and gains to each skil l/grade/composite, and 
we use the simulation model output as an input for the next run. Moreover, we use overlapping 
planning intervals to overcome the "boundary" effect that is common in economic dynamic 
planning (see [2]). That is, we ran the optimization model for at least one month more than it is 
necessary for statistical simulation model using z (T -  1) or z (T -  2) as an input to the simulation 
model. As a result, in this approach avon  Neumann model used in the optimization part is a 
closed model (again in difference with [1]). Its trajectory is defined by a sequence of pairs 
(z(t),z(t+l))eZ, t= l , . . . , T -1 ,  (23) 
where Z C/~+Q+2 is a convex cone hull of the three elementary processes described above. 
If we denote utq(t), yule(t), and waq(t) as the intensity of the first, second, and third elemen- 
tary processes, respectively, then due to the model definition we have equations 
4 
• ,,(,) = + v,,1,(t) + w,,(t), 
/t----1 
4 Q 
• ,o(* + I) = 
It=l q=O 
t = 1 , . . . ,T ;  (24) 
(25) 
z,g(t) = UIq-l(t), ifq > I, t = I,. . . ,T- I, 
which define trajectory z(t), t = 1,... ,T with initital condition 
z ,q (1)=hq,  (26) 
where hq is the initial distribution of credits for composite !. This distribution should be initial- 
ized at the beginning of all system runs or coincide with an output o the simulation model after 
an optimization model run. 
Variables X,(t) in (20) to (22) can be expressed as Xz(t) = ~"]~=0z,q(t), t = 1, . . .  ,T; 
1 = 1, 2, 3, 4 . Due to the fifth requirement mentioned earlier in this section, we have ulq(1) = 0 
and vulg(t) = 0 for l, 11 = 3, 4; that is, at the end of the first month all people from OUTUS 
composites should be rotated to CONUS composites. 
LFrom here we can see that the control of a trajectory starting from an initial distribution 
{hq} can be done through the control of intensity variables uzq(t), Vnlq(t),and wzq(t); 1,11 = 
1,2,3,4; q = 1, . . .  ,Q; t = 1 , . . . ,T .  To choose a "good" trajectory, we optimize the following 
objective function: 
T- I  4 Q 4 
]E ]E + ]E + M. w,,(o) + 
t=l I=1 q=O I1=1 
~(X,(t) + CN(1) 
BA(I) • 100 - 100)) 
(27) 
Here, c~q = W1.8~q and 
q-K1  
~q = qo K~ 
i f l  = 1 and q > K1 
i f l  = 2 and q > K2 
otherwise 
Parameter W1 is the weight of the first policy. The weight determines the level of commitment to
meet thresholds K1 and K2. This policy will be referred as the "credit stability" policy because 
it gives the minimum number of credits a person should obtain before rotation. That is, he/she 
should not be rotated if that number has not been reached; otherwise, rotate him/her as soon as 
possible. 
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As in [1] and in the Enlisted Personnel Allocation Nomination System [11], we have a multi- 
objective optimization model. In the model presented in the next section, the "credit stability" 
policy is the first of four objectives. We approximate the multiobjective optimization with the 
help of system "nonarchimedian" weights Wt, 1 = 1,2, 3, 4 which define the hierarchical order 
between policies in a single objective optimization problem defined by equations (24) to (27). 
Coefficients c~q in (27) can be expressed as c2thq = W1 • ~2U,q + W2 • ~, ,  where 
and 
q-Ks  
~2 K~ - q Clltq - -  0 
i f l=2 ,  i x>3andq>Ks  
i f l>2 ,  l x#2andq<Ks  
otherwise 
-_3 l" 1 if route !, 11 is undesirable 
c111 - ~ 0 otherwise 
Coefficient ~hq is a continuation of "credit stability" policy, which states that if a person is in 
CONUS Sea composite ! = 2 and his credits exceed CONUS Sea threshold, he/she should not 
be rotated to OUTUS composites. On the other hand, if a person is in OUTUS composites and 
has not reached the threshold, it is desirable to rotate him/her to CONUS Sea. 
Coefficients ~ and weight W2, which are associated with the second policy in our model, 
prohibits the use of undesirable routes; for example, route 1 = 3, I1 = 4 or I = 4, 11 = 3; that is, 
rotation from OUTUS to OUTUS are undesirable. 
The Value M in (27) is a number which considerably exceeds any other coefficients in the 
model. It is the M in the "big M method". It presents a great undesirability for a person to 
leave the Navy in the optimization interval. Process #3, which corresponds to the intensity wzg 
, is added to the model to avoid a problem of infeasibility of trajectories. 
Finally, ~0(z) is the type of convex function described in the previous section. The function 
can be expressed in the form: 
= w3. #(x)  + w4. (28) 
The function ~X(z) is designed to satisfy constraints (22), the policy of "meeting boundary 
percentage requirements". The weight Ws reflects hierarchical importance of this policy. As 
indicated below, constraints (22) are not "solid"; they can be broken if weight W3 is not big 
enough. The function ~x(z) is defined as: 
0 i f z  6 [p(l). 100, P( i ) .  100] 
~z(z) = (x -  P(l). 100) i f z  > P(I). 100 
(p(l). 100-  z) if z e [0,p(l) • 1001 
Clearly, if P(I) = 0, i. e. composite I has no upper bound for manning percentage, then in the 
definition of the penalty function ~x (z) we should put P(l) = +c~. 
The weight W4 and the function ~2(z) are responsible for the policy of balancing manning 
percentage. Function ~2(z) in Figure 2 is a convex function, where the penalty function ~o(z) is 
drawn in a thick line. Here, P(l) = 1.05 and p(1) = .85. The rest of function ~2(x), outside the 
region of [p(l) • 100, P(l). 100] , is drawn in thin lines. The function ~2(z) has the minimum at 
100%, and it is shaped to force a composite to fill the manning percentage to at least 95% before 
filling composite further for the purpose of manning balancing. 
4. COMPUTER IMPLEMENTATION OF THE MODEL 
We presented the above model as a network optimization problem with a nonlinear optimization 
function as in [1]. Equalities (24), (25) are network conservation equalities and (26) presented 
the initial supply to all nodes at t = 1. 
In Figure 3 we present a sketch of part of the network model (case I = 1,2). This model is 
an analytical extension f Charnes and Cooper model [3]. In our model we set the time horizon 
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as go 9s tu  16s 
Figure 2: Penalty function ~(z) 
T = 3. The state of the model at t = 2 defines the input to the simulation model whose output 
in turn provides an input for the next optimization run. The maximum number of credits in 
the implementation is: Q = 140, and we present results of two runs for each of the two models 
with Q = 111 and Q = 135. To handle the nonlinearity in the objective function (27), we use 
the "Shadow Method" approach which approximates problem (24) - (27) by a network with side 
X~ t +CN I constraints given in (5), where variables Yk are substituted by (~AU) ( ) * 100 and ~k = 100. 
As shown in Theorem 1, the number of variables in (5) can be reduced in half since variable s + 
is not involved in the objective function (6) if 6k >_ ~k. Thus, (5) can be rewritten as 
yk - 8 ;  < 6k. 
However, if 6~ < ~k, then (5) should be rewritten as: 
yk - *+ >__ 6k. 
(29) 
(30) 
To obtain a good heuristic solution, we first use NETSID [9] to get an optimal solution of an 
integer - relaxed network problem with side constraints; then we round up this solution by using 
another set of codes prepared in [1]. Average problem size is: 500 nodes in the network with 3500 
arcs (network variables); 150 side constraints with 250 non-network variables . The execution 
time for the FORTRAN programs on an IBM4341/12 is 2 to 3 CPU minutes. 
As mentioned earlier, our model contains four polices: 
1. Not using undesirable routes, 
2. Balancing manning percentage, 
3. Meeting boundary percentage r quirements, 
4. Credit Stability. 
In this model we consider otations of (3,4), (4,3), (2,3), (2,4) asundesirable routes; that is, 
rotations from OUTUS to OUTUS or from CONUS Sea to OUTUS is undesirable. Furthermore, 
credit threshold for CONUS Shore is K1 = 24; for other composites, K2 = 60. 
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~m2 
1=1 
Figure 3: Part of the model network. 
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composite b i l l e ts  rotatable min max non - rotatable 
authorized population manning manning population 
1 774 57 464 0 
95% 2 65 52 
3 652 365 0 








Table 1: Parameters of the model, first example 
Czed i ts  fr 
Earned J to 
0 f r  10 l r  
9 to  19 to 
Compos i te  1 - CONUS Shore 
30 f r  30  f r  40  f t  b0  f r  60  f r  70  f r  80  f r  90  f r l00  f r l l0  to tL l  
29 to  39  to  49  to  59  to  69  to  79  to  89  to  99  to109 to l l l  
25  14 1 0 1 0 0 0 0 0 0 ST 
35 14 1 0 1 0 0 0 0 0 0 44 
o o 0 0 0 0 0 0 0 0 0 15 
0 0 0 0 0 O O 0 0 0 0 387  
Composite 2 - CONU~ Se  
Bepn I ~S 
To  C .1  [ 
End  
11 13 9 2 3 4 1 0 0 1 0 | /$2 
9 13 3 1 3 4 1 0 0 1 0 I 38  
3 0 5 3 1 0 0 0 0 0 0 45  
Compos i te  3 - OUTUS Shore 
Be6, in  ] 9S 81 85  51 31 18 7 3 2 1 0 1 136_5  
To  C .1  I 98  81 77 37 31 14 7 3 2 1 0 1 
I= To  C .3  I O 0 8 14 0 4 0 0 0 0 0 0 End  44 0 0 0 0 ' 0 0 0 0 0 0 0 44  
Composite 4 - OUTUS Sea 
Be, in  I 0 1 2 3 1 1 3 1 3 1 0 0 , 1 5  
TO C. I  [ 0 1 2 3 1 1 1 1 2 1 0 0 I 13 
To  C .2  0 0 0 0 0 0 1 0 1 0 0 0 3 
End  13 0 0 0 0 0 0 0 0 0 0 0 13 
Table 2: Run #1 of the first model 
In our first example we have Q = 111. The main parameters of the model are shown in 
Table 1. 
In the Table minimum or the maximum manning percentage is 0 implies that there is no 
corresponding constraints for the composite. 
We use the parameters shown in Table 1 and the same initial distribution of credits per 
composite for both runs. In Run #1 the policy hierarchy (the four "nonarchimedian" weights) 
is 1,2,3,4. The result of Run #1 is shown in Table 2. In this run the optimization program tries 
to improve the manning percentage without using undesirable routes. On the other hand, all 
people in OUTUS composites should be rotated out of composites (item #5 in differences); that 
is, in (24), (25) we have 
u,(1) = 0 (31) 
if ! = 3, 4 and q = 0, . . . ,  Q. That condition causes a severe unbalanced manning, especially for 
OUTUS Shore at ( = 2. Resulting manning percentages of Run #1 are shown in the Table 3. 
As we explained earlier, we use the result of the optimization model for ( = 2 as the input 
for statistical simulation model, even though the time horizon is chosen as T = 3. In this run 
together with considerable unbalanced manning in the composite OUTUS ea, system did not 
reached esirable manning percentage of97%. 
In Run #2 the policy hierarchy is 2,3,4,1. The result of this run is shown in Table 4. Even 
though we intend to use the policy of using only desirable routes, the use of nondesirable routes 
helps the rotation system obtaining far improved balanced manning and best of all, it can satisfy 
all minimum and maximum anning percentage r quirements. The resulting manning percentage 
of this run is given in Table 5. 
Composite t ---- 1 t ---- 2 
CONUS Shore 67% 110% 
CONUS Sea 120% 110% 
OUTUS Shore 106% 56% 
OUTUS Sea 89% 80% 
Table 3: Manning percentage in the first model, Run #1 
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Table 4: Run #2 of the first model 
Composite t = 1 t = 2 
CONUS Shore 67% 100% 
CONUS Sea 120% 99% 
OUTUS Shore 106% 69% 
OUTUS Sea 89% 97% 
Table 5: Manning percentage in the first model, Run #2 
In our second model, with Q = 135 , we show the trade off between the s cond and the third 
policies. This example uses different Navy billet structure and its main parameters are shown 
in Table 6. In our first run of the second model, the policy hierarchy of the second model is 
3,2,4,1. The results of the first run are presented in Table 7 and 8. We presented a balanced 
manning starting from (t = 1) and ending at (t = 2). For both runs, the policy of not using 
undesirable routes is insignificant. Table 8 indicates that the minimum and the maximum man- 
ning percentage r quirements are held for all composites; however, a severe manning imbalance 
between composites occurs at the average of 58%. 
As in the second run of the first model, the policy hierarchy for the second model is 2,3,4,1. 
The results are shown in Table 9 and 10. With this set of policy hierarchy we get a more 
preferable manning percentage balance for each different composite (see Table 10) with an average 
of 87%, but we fail to reach the required minimum manning percentages. Particularly, there are 
shortages of 208 people and 43 people in CONUS Sea and OUTUS Sea, respectively. 
Both examples how that our model, in general, reacts properly. It responds to different 
policy hierarchy sequences. In particular, the two runs of the second example indicate that the 
shape of the penalty function, ~(z), satisfies the model requirements. 
The significant impact of prioritizing policies on the Navy enlisted personnel rotation is felt 
at the time when the Navy tries to change the current fixed tour length rotation system to a new 
credit system. One of the major policies in the credit rotation system is to balance manpower 
among different composites. This policy brings nonlinearity to an multiobjective optimization 
model. The "shadow" method developed in this paper allows us to approximate a nonlinear model 
with a linear model. The model presented here helps us to answer many "what if" questions 





























Table6: Parameters of the model, second example 
Shadow method for convex programming 79 
Compos i te  1 - co lqu5  shore  
Cred i t s  fr  0 f r  I0  fr  30 fr  30 fr  40 fz 60 fr  60 fr  TO f r  80 fr  90 f r lO0 f z l lO  f r120 1r130 to ts l  










B@| ia  112 100 36 3 0 0 0 0 0 0 0 0 
To  C.2  113 100 33 3 0 0 0 0 0 0 0 0 
E .d  37 0 0 0 0 0 0 O O 0 0 0 
Compos i te  2 . CONUS Se = 
Be l l=  I 690 314 341 318 332 337 330 143 146 76 40 38 
TOe.4  , O 0 0 0 0 0 33 14 '  146 76 49 98 1T 
~=d 1331 9 373  543 343 31f l  337 193 0 0 0 0 0 0 
Compos i te  3 - OUTUS Shore  
BeKin  I 3 S 1 1 3 2 0 o 1 3 I 1 1 
To  ~.1  I 0 0 0 0 0 0 0 0 0 0 0 1 1 
To  C .3  0 8 1 1 2 3 0 0 1 3 1 0 0 
~,nd 0 0 0 0 0 0 0 0 0 0 0 0 0 
~ompo| i te  4 -- OUTUS Se ,  
'.' " :  o o o o o • 3 ,  
To  C .2  74  44 ~1 30 16 13 9 2 0 
End 0 0 0 0 0 0 0 0 0 0 0 0 0 567 











Table 8: Manning percentage in the second model, Run #1 
Compos i te  1 - CONUS Shore  
Cred i t s  fr  0 f r  10 fr  30 fr  30 fr  40 fr  60 fr  00 fr  70 f r  80 fr  00 f r l00  f r l l0  f r l30  f r l30  to ta l  
Earned  to  9 to  19 to  29 to  30 to  49 to  39 to  69 to  T9 to  39 to  99 to109  to110 to129 to136 
Be~in  I13  I00  36 3 0 0 0 0 0 0 0 0 0 2 363 
To  C .3  0 81 36 3 0 0 0 0 0 0 0 0 0 3 123 
End  ~14 34 0 0 0 0 0 0 0 0 0 0 0 0 248 
Compos i te  2 - CONUS Se ,  
Beg in  [ 696 614 341 316 233 267 230 146 146 76 49 38 17 7 J 3074 
To  C .3  l 0 0 0 0 0 0 0 3 31 I0  0 0 0 6 1 40 
To  C .4  0 0 0 0 0 I [|- ~l. ], 49 38 17 1 614 
End  1038 378 343 343 216 337 198 0 0 0 0  0 0 0 3959 
Compos i te  3 - OUTUS Shore  
Beg in  l 3 8 1 I 3 2 0 0 1 3 1 1 
To  ~.1  I 0 0 0 0 0 0 0 0 1 3 1 1 
To  C .3  3 S 1 1 3 3 0 0 0 0 0 0 
End  40 0 0 0 0 0 0 0 0 0 0 0 
1 2 
0 0 
0 0 40 
Compos i te  4 - OUTUS Se~ 
To  C . I  :4  0 0 16 20 13 • 13 i i  24 109 
To  C .2  74  44 23 0 0 0 0 0 0 0 300 
End  0 0 0 0 0 0 0 0 0 0 0 0 0 614 
Table 9: Run #2 of the second model 
Composite t = 1 t = 2 
CONUS Shore 86% 85% 
CONUS Sea 92% 89% 
OUTUS Shore 60% 84% 
OUTUS Sea 73% 90% 
Table 10: Manning percentage in the second model, Run #2 
80 I .A. 
different composites by choosing cut-off credits for different composites. Finally, computational 
experiments with designed model show adequate response on changing policy hierarchy as well 
as changing some essential parameters of the model. 
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