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Abstract
The problem of classifying all homogeneous complex supermanifolds whose reduction is the complex
Grassmannian Grn,k is studied. Under the assumption that the odd isotropy representation is irreducible
and under certain restrictions on (n, k), we prove that the only non-split supermanifold of this sort is the
Π-symmetric super-Grassmannian constructed by Yu.I. Manin.
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Introduction
In this paper the following problem is discussed: given a complex flag manifold M = G/P ,
where G is a complex semisimple Lie group and P its parabolic subgroup, to describe, up to
isomorphy, all homogeneous complex supermanifolds (M,O) which have M as their reduction.
The problem was posed by Yu.I. Manin in his book [5] in the case, when M = Gr4,2 is the
Grassmannian of 2-planes in C4, which is related to certain physical models. Here we study the
case, when M = Grn,k is an arbitrary complex Grassmannian.
We consider the problem under certain restrictions on the representation ϕ of the subgroup P
which determines the retract of (M,O). A geometric interpretation of ϕ is that it is dual to the
“odd isotropy representation” of P acting in the odd tangent space To(M,O)1¯ at the point o ∈M
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A.L. Onishchik / Journal of Algebra 313 (2007) 320–342 321which is fixed under P . In the split case (i.e., when (M,O) is isomorphic to its retract) the solu-
tion is given for all completely reducible representations ϕ (see Theorem 5), while in the non-split
case the very strong assumption that ϕ is irreducible is made. We prove (see Theorem 6) that,
under this assumption, there exists only one non-split homogeneous supermanifold with reduc-
tion M for the following Grassmannians M : Grn,k , where 3 k  n− k; Grn,2, where n 5 is
odd; Gr4,2. This homogeneous supermanifold is the so-called Π -symmetric super-Grassmannian
Π Grn|n,k|k constructed in [5]. Added in proof: using the same method, the author proved recently
that the same is true for M = Gr6,2.
Our methods can be also applied to other series of irreducible compact Hermitian symmetric
spaces M . We can prove, e.g., that, under the same assumption of “odd isotropy irreducibility,”
for the Hermitian symmetric spaces M of the groups Sp2n(C), n 2, E6 and E7 there exist no
non-split homogeneous complex supermanifolds with reduction M . In general, we do not know
any example of non-split homogeneous complex supermanifolds (M,O), where M is an irre-
ducible compact Hermitian symmetric spaces and the odd isotropy representation is irreducible,
except of Π Grn|n,k|k . We hope to return to this study later.
The problem was also studied under other restrictions, e.g., when not only M , but also the
retract of (M,O) is fixed, or when the odd part m of the dimension n|m = dim(M,O) does
not exceed a given number (see [3,4,14] and a survey in [11]). In what follows, we will use
the classification of all supermanifolds with retract (M,Ω), where M is an arbitrary irreducible
compact Hermitian symmetric space and Ω is the sheaf of holomorphic differential forms on M ,
given in [8]; it was proved there that the supermanifolds Π Grn|n,k|k mentioned above are the
only non-split homogeneous supermanifolds of this sort.
1. Preliminaries on supermanifolds
We consider here complex analytic supermanifolds, i.e., Z2-graded ringed spaces (M,O)
which are locally isomorphic to (D,
∧
Fn(ξ1, . . . , ξm)), where D is a domain in C
n and Fn the
sheaf of holomorphic functions on this space (see [5] for details). Such a local isomorphism
identifies the standard coordinates xi, i = 1, . . . , n in D and the elements ξj , j = 1, . . . ,m, with
certain, respectively even and odd, local sections of the sheaf, which are called even and odd
local coordinates for (M,O). The sheaf O is said the structure sheaf of (M,O), while the space
M possesses a natural structure of complex manifold of dimension n (see below); it is called
the reduction of (M,O). The pair n|m is called the dimension of (M,O). The simplest way
to get a supermanifold is as follows. Let (M,F) be a complex manifold of dimension n and
E →M a holomorphic vector bundle of rank m. Then the sheaf E of holomorphic sections of E
is a locally free analytic sheaf on M . Denoting O =∧F E , we get a supermanifold (M,O) of
dimension n|m. As local coordinates for (M,O) one may take usual local coordinates x1, . . . , xn
of M in a coordinate neighborhood together with a basis of sections ξ1, . . . , ξm of E over the
same neighborhood. A supermanifold is called split if it is isomorphic to a supermanifold of
this form. The structure sheaf O of a split supermanifold admits the Z-grading O =⊕p0Op ,
where Op =∧pF E . In what follows, we usually omit the subscript F while denoting the exterior
powers, the tensor products, etc., of the sheaves of F -modules.
There is an important construction which associates with any supermanifold (M,O) a split
one. Let J ⊂O be the subsheaf of ideals generated by odd elements. Consider the filtration
O = J 0 ⊃ J 1 ⊃ J 2 ⊃ · · · (1)
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grO =
⊕
p0
grpO,
where grpO = J p/J p+1, gives rise to the split supermanifold (M,grO). In fact, grO 
∧
F E,
where F = gr0O is the structure sheaf of the reduction M = (M,F) and E = gr1O. Clearly,
(M,O) and (M,grO) have the same dimension. We call (M,grO) the retract of (M,O).
Let (M,O) be an arbitrary supermanifold. Denote by T =DerO the sheaf of derivations of
the structure sheaf O. Its stalk at x ∈M is the Lie superalgebra derOx = (derOx)0¯ ⊕ (derOx)1¯
of derivations of the superalgebraOx (the summands with the indices 0¯ and 1¯ consist of even and
odd derivations respectively). The sheaf T is called the tangent sheaf of M . The tangent sheaf is
in a natural way a sheaf of Z2-graded left O-modules. On the other hand, it can be regarded as a
sheaf of complex Lie superalgebras with the graded Lie bracket
[u,v] = vu+ (−1)p(u)p(v)+1uv. (2)
Sections of T (holomorphic vector fields on (M,O)) form the Lie superalgebra v(M,O) =
Γ (M,T ); it is finite-dimensional whenever M is compact.
Now we make some remarks concerning vector fields on split supermanifolds. If (M,O) is
split, then T is a Z-graded sheaf of Lie superalgebras, the grading being given by
T =
⊕
p−1
Tp,
where
Tp = (DerO)p =
{
v ∈ T | v(Oq)⊂Oq+p for all q ∈ Z
}
.
Moreover, T can be regarded as a locally free analytic sheaf on the complex manifold M . In
fact, F ⊂ O, and hence T is a sheaf of F -modules, i.e., an analytic sheaf on M . We have the
following exact sequence of locally free analytic sheaves on M (see [4]):
0 → E∗ ⊗
∧
E i−→ T α−→Θ ⊗
∧
E → 0, (3)
where Θ =DerF is the tangent sheaf of the manifold M . The mapping α is the restriction of a
derivation ofO ontoF , and i identifies any sheaf homomorphism E →∧E with its prolongation
to a derivation that is zero on F . It follows that the analytic sheaf T is locally free. Therefore T
is the sheaf of holomorphic sections of a (Z-graded) holomorphic vector bundle over M ; we call
it the supertangent bundle and denote by ST.
To define homogeneous supermanifolds, we use the classical infinitesimal approach, due to
S. Lie (see [14] for details). Given a supermanifold (M,O) and a point x ∈ M , let us denote
by mx the maximal ideal of the local superalgebra Ox . The vector superspace Tx(M,O) =
(mx/m
2
x)
∗ is called the tangent space to (M,O) at x. Its even part is identified with the holo-
morphic tangent space Tx(M)= T 1,0x (M), and the odd part with the vector space E∗x , dual to the
fibre of the vector bundle E associated with the retract. We have a natural even linear mapping
evx :v(M,O)→ Tx(M,O). In the case when M is compact we say that (M,O) is homogeneous
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is onto for each x ∈ M . One proves easily (see [14]) that the retract of a homogeneous
(0¯-homogeneous) supermanifold is homogeneous (respectively, 0¯-homogeneous).
Consider in more detail the case, when (M,O) is the split compact supermanifold associ-
ated with a holomorphic vector bundle E → M . Let G be the simply connected complex Lie
group, whose Lie algebra is v(M,O)0¯. Then (M,O) is 0¯-homogeneous if and only if E is a
G-homogeneous vector bundle. Under this condition, (M,O) is homogeneous if and only if the
dual vector bundle E∗ is spanned by its global holomorphic sections.
Let us fix a point o ∈M and denote by P =Go ⊂G the stabilizer of o. Then M may be iden-
tified with the coset space G/P . If E is a G-homogeneous holomorphic vector bundle over M ,
then in the fibre Eo a natural holomorphic representation ϕ is defined. It is well known that ϕ
determines the homogeneous holomorphic vector bundle E uniquely, up to isomorphy, and that
each holomorphic representation ϕ :P → GL(E) gives rise to a homogeneous holomorphic vec-
tor bundle Eϕ over M , such that the associated representation of P in (Eϕ)o is equivalent to ϕ
(see an explicit construction of Eϕ in Section 4). Further, E∗ϕ is a homogeneous vector bundle,
isomorphic to Eϕ∗ , where ϕ∗ is the representation, dual to ϕ. Thus, we come to the following
question: when a homogeneous vector bundle Eϕ over a flag manifold G/P is spanned by its
global holomorphic sections? In the simplest case, when ϕ is irreducible, one can prove (see [6])
that Eϕ possesses this property if and only if the highest weight of ϕ is a dominant weight of G
(assuming that P contains the “negative” Borel subgroup of G). If ϕ is completely reducible,
then this criterion should be applied to each irreducible component of ϕ. The general case was
studied in [16].
2. Classification of non-split supermanifolds and lifting of actions
Suppose that a holomorphic vector bundle E → M is given. Consider the corresponding
split supermanifold (M,Ogr), where Ogr =∧E . In this section, we discuss the following nat-
ural problem: to classify, up to isomorphy, all supermanifolds (M,O) with retract (M,grO) 
(M,Ogr) (all the isomorphisms here should be identical on M). An answer is easy to formulate
in terms of the 1-cohomology set H 1(M,Aut(2)Ogr) with values in the following subsheaf of the
automorphism sheaf of Ogr:
Aut(2)Ogr =
{
a ∈AutOgr | a(f )− f ∈ J 2
}
. (4)
Namely a theorem of Green [2] claims that the isomorphy classes of supermanifolds with retract
(M,Ogr) bijectively correspond to the orbits of the natural action of the automorphism group
Aut E on H 1(M,Aut(2)Ogr). The correspondence can be easily described in terms of transition
functions.
In [9,10] we proposed an interpretation of the set H 1(M,Aut(2)Ogr) as the 1-cohomology
set of a certain non-linear complex which is similar to the classical Dolbeault complex and is
connected with a sort of resolution of the non-abelian group sheaf Aut(2)Ogr. We give a short
description of this complex, since we are going to use it.
Let Φp,q denote the sheaf of smooth complex-valued forms of type (p, q) on M , and let T
denote the (graded) tangent sheaf of (M,Ogr). Consider the standard Dolbeault–Serre resolution
S =Φ0,∗ ⊗ T of the locally free analytic sheaf T , endowed with the bigrading S =∑p,q Sp,q ,
where Sp,q =Φ0,q ⊗ Tp is the sheaf of STp-valued (0, q)-forms on M . Going over to sections,
we get the bigraded complex (S, ∂¯), where S = Γ (M,S), such that H(S, ∂¯)  H ∗(M,T ) as
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(2) given in T ⊂ S∗,0 and converts S into a sheaf of bigraded Lie superalgebras such that ∂¯ is a
derivation.
We also need some sheaves associated with the smooth supermanifold corresponding to
(M,O). Denote by F∞ the sheaf of differentiable complex-valued functions on M and by E∞
the sheaf of differentiable sections of E. Then the sheaf of algebras
O∞ =
∧
F∞
E∞ =F∞ ⊗O
is the sheaf of differentiable sections of
∧
E. Let T ∞ = DerO∞ denote the tangent sheaf of
(M,O∞) and note that S∗,0 may be identified with its subsheaf consisting of all derivations v
satisfying the condition v(f¯ )= 0 for all f ∈F . We also consider the sheaf
PAutO∞ = {a ∈AutO∞ | a(f¯ )= f¯ for all f ∈F}
and its subsheaf PAut(2)O∞ defined similarly to (4). As usually, one defines the exponential
mapping
exp :
⊕
p1
T ∞2p →Aut(2)O∞
(actually expressed by a polynomial formula) which is an isomorphism of sheaves of sets and
maps the subsheaf
S(2)0 =
⊕
p1
S2p,0
onto PAut(2)O∞. Also denote
PAut(2)O∞ = Γ
(
M,PAut(2)O∞
)
, S(2)0 = Γ (M,S(2)0).
In this notation, we may define our non-linear complex as the triple K = (K0,K1,K2), where
K0 = PAut(2)O∞, Kq =
⊕
k1
S2k,q , q = 1,2,
endowed with the coboundary mapping δ1 :K1 → K2 and with the action ρ of the group K0
on K1 given by
δ1(u)= ∂¯u− 12 [u,u], u ∈K
1,
ρ(expv)(u)= (exp adv)(u)+E(adv)(∂¯v), v ∈ S(2)0; (5)
here adv :u → [v,u] denotes the adjoint operator in S and E is defined by the formal series
E(t)= exp t − 1 = 1 + 1 t + 1 t2 + · · · .
t 2! 3!
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one defines the 1-cohomology set H 1(K)= Z1(K)/ρ(K0). Note that there is a natural action of
the group Aut E on K giving rise to an action of this group on H 1(K). The following result was
proved in [9,10]:
Theorem 1. For any holomorphic vector bundle E → M there is a bijection H 1(K) →
H 1(M,Aut(2)O), equivariant with respect to the actions of the group Aut E on these coho-
mology sets.
Using Green’s theorem, we see that the orbits of Aut E in H 1(K) classify the supermanifolds
with retract (M,
∧E) up to isomorphy.
Now we give an application of Theorem 1. Let (M,O) be a supermanifold. An action of a
group G on (M,O) is, by definition, a homomorphism Φ :G → Aut(M,O), where Aut(M,O)
is the group of biholomorphic automorphisms of (M,O) (regarded as a ringed space). If G is a
real or complex Lie group, then we suppose that the action is real (respectively complex) analytic
in a natural way. For any g ∈G, we have Φ(g)= (f (g),ϕ(g)), where f : g → f (g) ∈ BihM is
an (analytic) action of G on the complex manifold M and ϕ(g) is an automorphism of O over
f (g).
Let E be a holomorphic vector bundle over a complex manifold M and G a (real or complex)
Lie group. Suppose that E has a structure of the G-bundle, i.e., a homomorphism Φ of G to
the group Aut(M,E) of all holomorphic automorphisms of E, satisfying the natural analyticity
conditions, is given. Then we can extend Φ to an action on the split supermanifold (M,O)
corresponding to E. This action is Z-graded, i.e., all ϕ(g), g ∈G, preserve the Z-grading of the
structure sheaf. Conversely, any Z-graded action of G on (M,O) extends an action on the vector
bundle E.
Let again (M,O) be an arbitrary complex supermanifold, and let (M,Ogr) denote its retract
and E the corresponding vector bundle. Then any action Φ :G → Aut(M,O) preserves the fil-
tration (1) and induces a Z-graded action Φ¯ :G → Aut(M,Ogr). In this situation, we say that
the action Φ¯ lifts to Φ . An important problem is to describe those Z-graded actions on (M,Ogr)
which lift to (M,O).
Theorem 2. Let G be a compact Lie group, and suppose an analytic Z-graded action Ψ of G
on a split supermanifold (M,Ogr) be given. Let (M,O) be the supermanifold corresponding to
a given class ζ ∈H 1(K) by Theorem 1. Then
(1) Ψ lifts to (M,O) if and only if the class ζ contains a G-invariant cocycle z ∈Z1(K).
(2) If, in this situation, (M,O) is non-split, then the G-invariant cocycle in the class ζ can be
chosen in the form
z =
∑
kp
z2k, (6)
where p  1, z2k ∈ S2k,1, k  p, the form z2p satisfies ∂¯z2p = 0 and determines a non-zero
element of the group H 1(M, (Tgr)2p)G.
Proof. The part (1) was proved in [12]. To prove (2), write z ∈ Z1(K)G in the form (6), where
z2k ∈ S2k,1, k  p, z2p = 0 and p is the maximal possible integer with this condition for all
G-invariant cocycles z ∈ ζ . Using the double grading, one sees easily that ∂¯z2p = 0. Suppose that
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invariant. Regarding v as a derivation ofO∞, we get an automorphism a = exp(−v) ∈K0. From
(5) we see that z1 = ρ(a)z ∈ Z1(K)G belongs to ∑kp+1 S2k,1. Since z1 ∈ ζ , this contradicts
our choice of z. 
3. The Grassmannian
Let M = Grn,k be the Grassmannian of k-subspaces in Cn. We assume that n > 2 and that
1 k  n−k. It is well known (see [7]) that the identity component (BihM)◦ of the group BihM
of biholomorphisms of M coincides with the image of the standard linear action of G= SLn(C).
This action is transitive. Let e1, . . . , en be the standard basis of Cn. Denoting by o the point
〈en−k+1, . . . , en〉 ∈ Grn,k , we see that its stabilizer P = Go is the subgroup of matrices of the
form
(
A 0
C B
)
, where A ∈ GLn−k(C), B ∈ GLk(C) and (detA)(detB) = 1. Thus, Grn,k may be
identified with G/P .
The compact real form K = SUn of G acts on M transitively, and its isotropy subgroup
L = K ∩ P is the subgroup of matrices of the form (A 00 B), where A ∈ Un−k , B ∈ Uk and
(detA)(detB)= 1. Thus, Grn,k K K/L.
It is also important to notice that, if we exclude the case M = CP2s+1 = Gr2s+2,1, s  1, then
G contains no proper connected complex Lie subgroup acting on M transitively (see [7]).
To study homogeneous supermanifolds with reduction Grn,k , we need finite-dimensional rep-
resentations of the groups P and G. To describe them, we introduce some notation (see [15]):
T —the maximal torus of G consisting of all diagonal matrices in G;
t = {diag(x1, . . . , xn)} (with x1 + · · · + xn = 0)—the corresponding Cartan subalgebra of di-
agonal matrices in the Lie algebra g = sln(C) of G;
Δ ⊂ t∗—the corresponding root system of G; gα—the root subspace of g corresponding to
α ∈Δ. Any root has the form α = xi −xj , i = j , and then gα is spanned by the matrix Eij whose
entries are 0 except of 1 which stays in the ith row and the j th column.
B− ⊂G and b− ⊂ g—the Borel subgroup and Borel subalgebra of all lower triangular matri-
ces in G and g, respectively;
Δ+ ⊃Π—the subsets of positive and simple roots in Δ corresponding to the Borel subgroup
B+ of all upper triangular matrices in G. We have Π = {α1, . . . , αn−1}, where αi = xi − xi+1,
i = 1, . . . , n− 1. The corresponding highest root is δ = x1 − xn.
1, . . . ,n−1—the fundamental weights of g; this is the basis of the weight lattice X(g)⊂ t∗
of g given by
i = x1 + · · · + xi, i = 1, . . . , n− 1.
Any weight λ of g is expressed uniquely as
λ= a11 + · · · + an−1n−1,
where ai ∈ Z; λ is called dominant if ai  0, i = 1, . . . , n− 1.
The subgroup P may be characterized as the maximal parabolic subgroup of G which contains
B− and is determined by the subset Γ = Π \ {αn−k}. The corresponding maximal parabolic
subalgebra p ⊂ g possesses the semidirect decomposition
p = r + n−,
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r =
{(
X 0
0 Y
) ∣∣∣ trX + trY = 0}= t ⊕ ⊕
α∈[Γ ]
gα,
n− =
{(
0 0
Z 0
)}
=
⊕
α∈Δ−\[Γ ]
gα;
here [Γ ] is the set of roots which lie in the linear span of Γ . Clearly, r  sln−k(C)⊕ slk(C)⊕C;
in Section 5 we shall choose an appropriate isomorphism between these two Lie algebras.
The corresponding semidirect decomposition of P will be denoted as P =RN−, where
R =
{(
A 0
0 B
) ∣∣∣ (detA)(detB)= 1} , N− = {( In−k 0
C Ik
)}
.
The subgroup L introduced above is a compact real form of the complex reductive group R.
We also introduce the following Lie subgroup N+ ⊂ G and the corresponding subalgebra
n+ ⊂ g:
N+ =
{(
I X
0 I
)}
, n+ =
{(
0 X
0 0
)}
=
⊕
α∈Δ+\[Γ ]
gα.
We have the following decomposition into the direct sum of vector spaces:
g = n+ ⊕ p. (7)
It follows that the holomorphic tangent space To(M) = T 1,0o (M)  g/p may be identified
with n+. The isotropy representation τ of P in To(M) is induced by the adjoint representa-
tion Ad |P of P in g. Since n+ is invariant under AdR, τ |R is identified with the representation
Ad |R in n+. It follows that Δ+ \ [Γ ] is the system of weights of τ relative to t. Moreover, τ is
irreducible, τ |N− is trivial, and τ is completely determined by its restriction onto R. Its high-
est weight relative to Δ(r)+ is the highest root δ, while the lowest weight is αn−k . The Killing
form determines an R-invariant duality between n+ and n−. On the other hand, the K-invariant
Hermitian structure existing on M allows to identify T 0,1o (M) with (n+)∗, and hence with n−.
Under this latter identification, the isotropy representation of P in T 0,1o (M) is induced by Ad |P
and coincides with τ ∗. Its system of weights is Δ− \ [Γ ], its highest weight is Λ= −αn−k , and
the lowest weight is −δ.
The decomposition (7) also implies that N+P and PN+ are open in G.
4. The action of the parabolic subgroup on split supermanifolds
We retain the notation of Section 3. Suppose that a holomorphic representation ϕ :P →
GL(E) is given. Then one can construct a G-homogeneous holomorphic vector bundle Eϕ →M
such that its fibre Eo at the point o ∈ M fixed under P is identified with E in such a way that
ϕ coincides with the action of P ⊂ G on this fibre (actually, Eϕ is uniquely determined by this
condition). In this section, we give an explicit coordinate description of the action of the sub-
group P in a neighbourhood U ⊂ M of o and also on the vector bundle Eϕ |U . The results will
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description will be used in some cohomological calculations concerning the case n= 4, k = 2.
We start with the well-known coordinate system in a neighbourhood of o in M = Grn,k . It
is convenient to represent any k-plane in Cn as the span 〈v1, . . . , vk〉 of k linearly independent
vectors v1, . . . , vk ∈ Cn or, equivalently, by the n × k-matrix (v1, . . . , vk) of rank k formed by
the columns v1, . . . , vk . In the set of all such matrices there is the following equivalence relation:(
v′1, . . . , v′k
)∼ (v1, . . . , vk) ⇔ (v′1, . . . , v′k)= (v1, . . . , vk)A, where A ∈ GLk(C).
Clearly, (v′1, . . . , v′k)∼ (v1, . . . , vk) if and only if 〈v′1, v′2〉 = 〈v1, v2〉. We consider the open neigh-
bourhood U ⊂ M of o = 〈en−k+1, . . . , en〉 formed by those k-planes which are presented by the
n× k-matrices (
X
Ik
)
, X = (xij ) ∈ Mn−k,k(C).
Here the numbers xij are uniquely determined by the corresponding k-plane and will be regarded
as local coordinates in the neighbourhood U ⊂ M . To the point o the zero matrix X = 0 corre-
sponds. For any (
A 0
0 B
)
∈R,
(
In−k 0
C Ik
)
∈N−, X ∈ Mn−k,k(C),
we have (
A 0
0 B
)(
X
Ik
)
=
(
AX
B
)
∼
(
AXB−1
Ik
)
,(
In−k 0
C Ik
)(
X
Ik
)
=
(
X
Ik +CX
)
∼
(
X(Ik +CX)−1
Ik
)
(8)
(in the latter formula X and C should be sufficiently close to 0). This is the desired expression of
the action of P in a neighborhood of o.
Consider also the subgroup N+ ⊂G. For n=
( In−k X
0 Ik
) ∈N+ we have
no =
(
In−k X
0 Ik
)(
0
Ik
)
=
(
X
Ik
)
.
Hence U = N+(o), and the coordinates of the point no, introduced above, coincide with the
elements xij of the matrix X.
Now we want to describe the action of the subgroup N− ⊂ P on the sections of the vector
bundle Eϕ |U . We use the well known presentation
Eϕ =G×P E = (G×E)/P, (9)
where P acts on G×E by
p(g,u)= (gp−1, ϕ(p)u), p ∈ P, g ∈G, u ∈E.
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π((̂g,u))= go, and the action of G on Eϕ is expressed by
h(̂g,u)= (̂hg,u), h, g ∈G, u ∈E.
Let Eϕ denote the sheaf of holomorphic sections of the vector bundle Eϕ . The group G acts
on local sections in the following way:
(hs)(x)= hs(h−1x),
where h ∈ G, x ∈ M , and s is a holomorphic section defined in a neighbourhood of h−1x. Any
u ∈E gives rise to the section u∗ ∈ Eϕ(U) given by
u∗(no)= (̂n, u), n ∈N+.
Lemma 2. Let
p =
(
In−k 0
C Ik
)
∈N−, n=
(
In−k X
0 Ik
)
∈N+, u ∈E.
Then
(
pu∗
)
(no)=
(
ϕ
(
In−k −XC 0
C (Ik −CX)−1
)
u
)∗
(no), (10)
assuming that C and X are sufficiently close to 0. If ϕ is completely reducible, then (10) may be
written in the form
(
pu∗
)
(no)=
(
ϕ
(
In−k −XC 0
0 (Ik −CX)−1
)
u
)∗
(no). (11)
Proof. We have (pu∗)(no)= pu∗(p−1no), where
p−1n=
(
In−k 0
−C Ik
)(
In−k X
0 Ik
)
=
(
In−k X
−C Ik −CX
)
.
Assuming that C and X are sufficiently close to 0 (the precise condition will be
det(Ik −CX) = 0), we can uniquely write p−1n= n˜q−1, where
n˜=
(
In−k X(Ik −CX)−1
0 Ik
)
∈N+,
q =
(
In−k −XC 0
C (Ik −CX)−1
)
∈ P.
In fact, suppose that
q =
(
U 0
W V
)
.
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det(Ik −CX) = 0), U +XW = In−k , W −C(U +XW)= 0. They easily imply our assertion.
Then we have(
pu∗
)
(no)= pu∗(n˜q−1o)= pu∗(n˜o)
= p(̂n˜, u)= (̂pn˜, u)= (̂nq,u)= ̂(n,ϕ(q)u)= (ϕ(q)u)∗(no),
which implies (10). Clearly,
q =
(
In−k 0
C(In−k −XC)−1 Ik
)(
In−k −XC 0
0 (Ik −CX)−1
)
.
If ϕ is completely reducible, then it is trivial on N−, whence (11) follows. 
Choose a basis (u1, . . . , um) of E and denote ξk = u∗k, k = 1, . . . ,m. Clearly, ξk form a local
basis of the analytic sheaf Eϕ , and hence we may regard xij , ξk as a local coordinate system in
the neighbourhood U of o for the split supermanifold (M,∧Eϕ) of dimension k(n− k)|m which
corresponds to the vector bundle Eϕ . The action of G on Eϕ gives rise to a graded action of G on
(M,
∧Eϕ); Lemma 2 actually describes the restriction of this action onto the subgroup N− ⊂G.
We want to study the differential of the latter action, i.e., the corresponding homomorphism
θ :n− → v(M,∧Eϕ). Lemma 2 and (8) allow to give an explicit expression for this homomor-
phism in a neighborhood of o. To simplify the notation, we identify the element
( 0 0
C 0
) ∈ n− with
C ∈ Mk,n−k(C).
Lemma 3. In a neighborhood of o we have, for any C ∈ Mk,n−k(C),
θ(C)=
n−k∑
i=1
k∑
j=1
(XCX)ij
∂
∂xij
+
m∑
k,l=1
(
dϕ
(−XC 0
C CX
))
kl
ξk
∂
∂ξl
. (12)
If ϕ is completely reducible, then we may replace (−XC 0C CX) in (12) by (−XC 00 CX).
Proof. Consider the 1-parameter subgroup
p(t)= exp t
(
0 0
C 0
)
=
(
In−k 0
tC Ik
)
∈N−.
Due to (8), p(t) transforms the coordinate matrix X in U into
X˜ =X(Ik + tCX)−1 =X − tXCX + · · · .
This gives the first sum in (12). Now, due to (10), p(t) acts on (ξl) as the linear transformation
with the matrix
ϕ
(
In−k − tXC 0
tC (Ik − tCX)−1
)
= ϕ
(
In−k − tXC 0
tC Ik + tCX + · · ·
)
= ϕ
(
In + t
(−XC 0
C CX
)
+ · · ·
)
.
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(−XC 0
C CX
) (or
dϕ
(−XC 0
0 CX
)
whenever ϕ is completely reducible). 
5. The weight lattices and the dominant weights
In what follows, we will describe those dominant weights of the reductive part r of p which
are dominant weights of g. As we saw in Section 1, this is important for classifying split ho-
mogeneous supermanifolds over Grn,k . For this description, we have to calculate the relations
between the weight lattices of g and r. This point should be precised, because the subalgebra
r ⊂ g is reductive, but not semisimple; we have
r = r′ ⊕ z,
where
r′ = [r, r]  sln−k(C)⊕ slk(C),
and
z =
{(
c1In−k 0
0 c2Ik
) ∣∣∣ (n− k)c1 + kc2 = 0}
is the centre of r. Now, t and tr′ = t ∩ r′ are Cartan subalgebras of r and r′, respectively, and we
have
t = tr′ ⊕ z.
Choosing the basic element
z0 =
( k
d
In−k 0
0 k−n
d
Ik
)
of z, where d is the greatest common divisor of k and n − k, we get the following Lie algebra
isomorphism γ : r˜ = sln−k(C)⊕ slk(C)⊕ C → r:
γ (X,Y,w)=
(
X 0
0 Y
)
+wz0 =
(
X + k
d
wIn−k 0
0 Y + k−n
d
wIk
)
.
Due to our choice of z0, γ is the differential of the homomorphism g : R˜ = SLn−k(C)×SLk(C)×
C× →R of algebraic groups, given by
g(A,B, c)=
(
c
k
d A 0
0 c
k−n
d B
)
,
which is a finite covering. Clearly, γ induces the isomorphism of the Cartan subalgebras t˜ =
tr′ ⊕ C → t given by the same formula. Identifying t with t˜ by means of γ , we will regard w as
a linear form on t. It is also natural to regard the fundamental weights of r′ with respect to Γ as
linear forms on t, assuming that they are 0 on z. Taken together with w, they will be called the
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call the weight lattice of r.
It is often convenient to replace a representation ϕ :R → GL(E) by the representation ϕ˜ =
ϕ ◦ g : R˜ → GL(E) and dϕ by dϕ˜. Clearly, any weight of ϕ coincides with a weight of ϕ˜ and
therefore lies in X(r). If, in particular, ϕ is irreducible and λ is its highest weight, then λ =
λ0 + cw, where λ0 ∈ X(r′) is dominant and c ∈ Z. Also
ϕ˜ = ϕ0 ⊗ ζ c, (13)
where ϕ0 is the irreducible representation of R′ with highest weight λ0 and ζ is the identity
character of C×, while for the dual representation ϕ∗ we have
ϕ˜∗ = (ϕ0)∗ ⊗ ζ−c. (14)
In what follows, we often omit ˜ in (13) and (14) to simplify the notation.
Let t1 = {diag(u1, . . . , un−k)} and t2 = {diag(v1, . . . , vk)} be the Cartan subalgebras of di-
agonal matrices of the summands sln−k(C) and slk(C) of r˜ (we have of course
∑n−k
r=1 ur =∑k
s=1 vs = 0). Then the isomorphism of the Cartan subalgebras γ : t˜ = t1 ⊕ t2 ⊕ C → t is given
by
γ
(
diag(u1, . . . , un−k),diag(v1, . . . , vk),w
)
= diag
(
u1 + k
d
w, . . . , un−k + k
d
w,v1 + k − n
d
w, . . . , vk + k − n
d
w
)
.
Identifying t˜ with t by means of γ , we have the following “coordinate transformation” which
will be used in studying weights of representations:
xi = ui + k
d
w, i = 1, . . . , n− k, xn−k+j = vj + k − n
d
w, j = 1, . . . , k;
ui = xi − 1
n− k
n−k∑
r=1
xr, i = 1, . . . , n− k,
vj = xn−k+j − 1
k
k∑
s=1
xn−k+s , j = 1, . . . , k,
w = d
k(n− k)
n−k∑
r=1
xr = − d
k(n− k)
k∑
s=1
xn−k+s . (15)
Let us also introduce the fundamental weights
σi =
i∑
r=1
ur, i = 1, . . . , n− k − 1, τj =
j∑
s=1
vj , j = 1, . . . , k − 1,
of SLn−k(C) and SLk(C) respectively. Using these weights and w as coordinates in t˜, we can
write the transformation (15) in the following form:
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d
w, i = 1, . . . , n− k − 1, n−k = (n− k)k
d
w,
n−k+j = τj + (n− k)(k − j)
d
w, j = 1, . . . , k − 1;
σi =i − i
n− kn−k, i = 1, . . . , n− k − 1,
τj =n−k+j − k − j
k
n−k, j = 1, . . . , k − 1,
w = d
k(n− k)n−k. (16)
Any weight λ of r can be written as
λ=
n−k−1∑
i=1
aiσi +
k−1∑
j=1
bj τj + cw, ai, bj , c ∈ Z, (17)
or, using (16), as
λ=
n−k−1∑
i=1
aii +
k−1∑
j=1
bjn−k+j
+ 1
k(n− k)
(
−k
n−k−1∑
i=1
iai − (n− k)
k−1∑
j=1
(k − j)bj + dc
)
n−k. (18)
It is dominant (as a weight of r′) if and only if all ai  0, bj  0.
Proposition 1. (1) The weight λ of r given by (17) is a weight of g if and only if
q0 = 1
k(n− k)
(
−k
n−k−1∑
i=1
iai − (n− k)
k−1∑
j=1
(k − j)bj + dc
)
∈ Z.
In this case, λ is dominant as a weight of g if and only if all ai  0, bj  0 and q0  0.
(2) Suppose that λ, given by (17), is the highest weight of an irreducible representation ϕ
of R˜. Then the highest weight of the dual representation ϕ∗ has the form
λ∗ =
n−k−1∑
i=1
an−k−ii +
k−1∑
j=1
bk−jn−k+j
− 1
k(n− k)
(
k
n−k−1∑
ian−k−i + (n− k)
k−1∑
jbj + dc
)
n−k. (19)i=1 j=1
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q = − 1
k(n− k)
(
k
n−k−1∑
i=1
ian−k−i + (n− k)
k−1∑
j=1
jbj + dc
)
∈ N0. (20)
Proof. The part (1) follows from (18), and the part (2) from (18) and the part (1). 
Let ϕ be the irreducible representation of R˜ = SLn−k(C) × SLk(C) × C× with the highest
weight λ given by (16). Clearly,
ϕ = ϕ1 ⊗ ϕ2 ⊗ ζ c, (21)
where ϕ1 and ϕ2 are the irreducible representations of the first and the second factors of R˜ with
the highest weights λ1 =∑n−k−1i=1 aiσi and λ2 =∑k−1j=1 bj τj , respectively, and ζ is the identical
character of C×. In what follows, we write a representation ϕ of the group R in the form (21),
identifying it with the representation ϕ ◦ g of R˜. Let us denote, for brevity,
S =
n−k−1∑
i=1
ian−k−i , T =
k−1∑
j=1
jbj . (22)
Then the condition (20) is expressed by
q = − 1
k(n− k)
(
kS + (n− k)T + dc) ∈ N0. (23)
Clearly, S = 0 if and only if λ1 = 0, and T = 0 if and only if λ2 = 0. If k = 1, then ϕ2 does
not exist, and we may assume that T = 0. In what follows, we denote by ρ1 and ρ2 the standard
representations of SLn−k(C) and SLk(C), respectively; their highest weights are, respectively,
σ1 and τ1.
For example, the expressions (18) of the highest weights δ of the isotropy representation τ
and Λ= −αn−k = −xn−k + xn−k+1 of τ ∗ are as follows:
δ = σ1 + τk−1 + n
d
w, Λ= σn−k−1 + τ1 − n
d
w. (24)
Thus, for k  2 we have
τ = ρ1 ⊗ ρ∗2 ⊗ ζ
n
d , τ ∗ = ρ∗1 ⊗ ρ2 ⊗ ζ−
n
d , (25)
and in the case k = 1 these expressions are as follows:
τ = ρ1 ⊗ ζ n, τ ∗ = ρ∗1 ⊗ ζ−n. (26)
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In this section, we consider the invariant cohomology associated with certain homogeneous
vector bundles. Let M = G/P be a complex flag manifold, and ϕ :P → GL(E) a holomorphic
linear representation. Then we may construct the G-homogeneous holomorphic vector bundle
Eϕ →M given by (9). Let us consider the Dolbeault complex (A0,∗(Eϕ), ∂¯) of Eϕ-valued forms
on M . By the Dolbeault isomorphism, the cohomology of this complex is identified with the
graded cohomology space H ∗(M,Eϕ), where Eϕ is the sheaf of holomorphic sections of Eϕ . The
action of the group G on Eϕ induces its actions on the Dolbeault complex and on H ∗(M,Eϕ)
which are related via the Dolbeault isomorphism. We are interested in the graded subspace of
invariants H ∗(M,Eϕ)G =H ∗(M,Eϕ)K , where K is the compact real form of G which acts on M
transitively. A standard argument, using averaging over K , shows that the Dolbeault isomorphism
induces an isomorphism
H ∗(M,Eϕ)K H ∗
(
A0,∗(Eϕ)K, ∂¯
)
. (27)
We will need the interpretation of the complex of invariant forms (A0,∗(Eϕ)K, ∂¯) which was
given in [1]. Attaching to any form its value at the point o, one gets the isomorphism
A0,∗(Eϕ)K 
(∧
T 0,1(M)∗o ⊗E
)L
, (28)
where T 0,1(M)o denotes the space of tangent vectors of type (0,1) at o. The latter vector space is
identified with the subalgebra n− ⊂ p, and the isotropy action of the group L in T 0,1(M)o corre-
sponds to its adjoint representation in n−. Then we may regard the vector space∧T 0,1(M)o⊗E
as the graded vector space C∗(n−,E) of cochains of the Lie algebra n− with values in the vector
space E, which has the n−-module structure due to the representation dϕ | n−. Let δ denote the
coboundary operator of the complex C∗(n−,E). It was proved in [1] that (28) is an isomorphism
of the cochain complexes(
A0,∗(Eϕ)K, ∂¯
) (C∗(n−,E)L, δ)= (C∗(n−,E)R, δ). (29)
This implies the isomorphism of the graded cohomology spaces
H ∗(M,Eϕ)G =H ∗(M,Eϕ)K H ∗(n−,E)L =H ∗(n−,E)R. (30)
If ϕ is completely reducible, then dϕ | n− = {0}. If, moreover, n− is commutative (this occurs
precisely in the case, when M is a Hermitian symmetric space), then we have δ = 0. Therefore
∂¯ |A0,∗(Eϕ)K = 0, whence
H ∗(M,Eϕ)G =H ∗(M,Eϕ)K A0,∗(Eϕ)K. (31)
Due to the existence of a K-invariant Hermitian metric on M , the isotropy representation of L
(or R) in the vector space T 0,1(M)∗o is dual to the isotropy representation τ in T 1,0(M)o. There-
fore (31) and (28) imply
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ϕ :P → GL(E) is completely reducible. Then
dimHp(M,Eϕ)G = dim Homr
( p∧
τ,ϕ
)
, p  0.
Consider now then split supermanifold (M,O), whereO =∧Eϕ . Due to Theorem 2, we have
H 1(M,T2p)G = {0} for a certain p  1, where T is the tangent sheaf of (M,O), in the case when
a non-split homogeneous supermanifold with the retract exists. By Theorem 3, the calculation of
these invariant cohomology is reduced to a classical problem of representation theory whenever
ϕ is completely reducible. In our situation, T2p is the sheaf of sections of the homogeneous
vector bundle ST2p that, unfortunately, is in general determined by a not completely reducible
representation. But we can use the exact sequence (3) of analytic sheaves on M . Consider the
(2p)-component of (3):
0 →A2p = E∗ϕ ⊗
2p+1∧
Eϕ α−→ T2p β−→Θ ⊗
2p∧
Eϕ = B2p → 0. (32)
Since Θ = Eτ , we have
A2p = Eψ, where ψ = ϕ∗
2p+1∧
ϕ; B2p = Eψ, where ψ = τ
2p∧
ϕ.
If ϕ is completely reducible, then all the representations ψ are completely reducible, too. Both
homomorphisms α and β are G-equivariant under the natural actions of G on the sheaves in (32).
Therefore we have the corresponding exact sequence of the invariant cohomology groups:
H 1(M,A2p)G α
∗−→H 1(M,T2p)G β
∗−→H 1(M,B2p)G δ∗−→H 2(M,A2p)G. (33)
In particular, the equalities H 1(M,A2p)G = {0} and H 1(M,B2p)G = {0} imply
H 1(M,T2p)G = {0}.
Now we return to the case when M = Grn,k , where n > 2 and 1  k  n − k. We want
to select the irreducible representations ϕ of P , such that the vector space H 1(M,T2p)G may
be non-zero for a certain p  1, assuming that the vector bundle E∗ϕ is spanned by its global
holomorphic sections. Note that any irreducible representation of the group P is trivial on its
nilradical N− and induces a representation of R; conversely, any irreducible representation of R
extends uniquely to an irreducible representation of P which is trivial on N−. Thus, irreducible
(and, hence, completely reducible) representations of P may be identified with those of R. We
use the notation of Section 5.
Proposition 2. Let ϕ be an irreducible representation of R given by (21) with the highest weight
λ given by (17). Suppose that the condition (20) is satisfied.
(1) If the representation ψ = ϕ∗∧2p+1 ϕ, where p  1, contains τ ∗ as an irreducible compo-
nent, then k = 1, n= 2pS and ϕ = ϕ1 ⊗ ζ−S .
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then we have one of the following cases:
(a) ϕ  τ ∗, p = 1;
(b) k = d = 2, n= 2pS > 4 and ϕ = ϕ1 ⊗ ζ−S;
(c) k = n− k = 2, n= 4, p = 1 and ϕ  S2ρ1 ⊗ ζ−2 or ϕ  S2ρ2 ⊗ ζ−2; in both cases the
multiplicity of τ ∗ in ψ is equal to 1;
(d) k = 1, n= pS and ϕ = ϕ1 ⊗ ζ−S .
Proof. (1) Clearly, any irreducible component of ψ contains the tensor factor ζ 2pc. Using (24),
we deduce from our condition that 2pcd = −n. Then (23) which is equivalent to (20) can be
written in the form
n= 2p(qk(n− k)+ kS + (n− k)T ) (34)
with q ∈ N0. Suppose that k  2. Since n  2k, we have k(n − k) − n = n(k − 1) − k2 
k(k − 2)  0, whence k(n − k)  n. Therefore (34) implies the inequality n  2pqn, whence
q = 0. Thus, n = 2p(kS + (n − k)T ). If S  1, T  1, then n  2pn, which is impossible.
Hence T = 0 or S = 0. In the first case we have ϕ = ϕ1 ⊗ ζ c, and it is clear that ψ is trivial on
the second factor of R and hence cannot contain τ ∗ as an irreducible component. The second
case is excluded similarly.
Thus, k = 1. Then (34) has the form n = 2p(q(n − 1) + S), and hence n  2pq(n − 1). If
q  1, then we get n 2. Thus, q = 0, whence n= 2pS. Also d = 1, whence c = −S.
(2) Arguing as in the part (1), we deduce from our condition that pcd = −n. Then (23) can
be written in the form
n= p(qk(n− k)+ kS + (n− k)T ) (35)
with q ∈ N0. Suppose that k  2. Then k(n− k) n, whence
n pqn+ p(kS + (n− k)T ).
If S = T = 0, then ϕ = ζ c , and ψ is trivial, which is impossible. Otherwise, our inequality
implies that q = 0. Hence n= p(kS + (n− k)T ). If S  1, T  1, then we get n pn, whence
p = S = T = 1. It follows that λ1 = σn−k−1, λ2 = τ1 and c = − nd . Hence ϕ  τ ∗, and we
are in the case (a). If S  1, T = 0, then n = pkS, d = k and c = −S. It follows that ψ =
(ρ1
∧2p
ϕ1)⊗ρ∗2 ⊗ζ−pS . If ψ contains τ ∗ as an irreducible component, then ρ∗2  ρ2, and hence
k = 2. Thus, we are in the case (b) whenever n > 4. If n= 4, then pS = 2, whence p = 2, S = 1
or p = 1, S = 2. In the first case ϕ1  ρ1, and ψ is trivial. In the second one ϕ1  S2ρ1, and we
are in the case (c). Quite similarly, if S = 0, T  1, then n= pkT , d = k, c = −T and n− k = 2.
Thus, k = 2, and n = 4 = 2pT . If p = 2, then T = 1, and hence ϕ2  ρ2 and ψ is trivial. Thus,
p = 1, T = 2. Hence λ2 = 2τ1, and we are in the case (c).
It is easy to decompose in this case the corresponding representations ψ = τ∧2 ϕ into the
sums of irreducible components. The result is as follows:
ψ = τ ∗ + S3ρ1 ⊗ ρ2 ⊗ ζ−2 for ϕ = S2ρ1 ⊗ ζ−2,
ψ = τ ∗ + ρ1 ⊗ S3ρ2 ⊗ ζ−2 for ϕ = S2ρ2 ⊗ ζ−2.
We see that the multiplicities of τ ∗ are equal to 1.
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p
, and (35) is written as
n= p(q(n− 1))+ S.
Since ϕ is of dimension > 1, we have S  1, and hence n > pq(n− 1). If pq  2, then n < 2.
Therefore q = 0 or p = q = 1. In the first case n = pS, c = −S, and we are in the case (d). In
the second one, we have S = 1, c = −n, and hence we are in the case (a). 
Now we prove the following vanishing theorem for the invariant cohomology spaces which
are important for our classification problem.
Theorem 4. Let M = Grn,k , where n > 2 and 1  k  n − k, and let ϕ : P → GL(E) be an
irreducible holomorphic representation such that the vector bundle E∗ϕ is spanned by its global
holomorphic sections. Then
(1) If 2 k  n− k or if k = 1 and n 3 is odd, then H 1(M,A2p)G = {0} for all p  1.
(2) If 3 k  n− k or if k = 2 and n 5 is odd, then H 1(M,B2p)G = {0} for all p  1, except
when p = 1 and ϕ  τ ∗.
(3) If 3  k  n − k or k = 2, n  5 is odd or k = 2, n = 4, then H 1(M,T2p)G = {0} for all
p  1, except when p = 1 and ϕ  τ ∗.
Proof. The assertions (1) and (2) follow easily from Propositions 1, 2 and Theorem 3. Using the
exact sequence (33), we then get (3) for all cases except of k = 2, n= 4. The rest of the proof is
devoted to this remaining case.
Suppose that k = 2, n= 4. By (1), H 1(M,A2p)G = {0} for all p  1. Due to Proposition 2(2)
and Theorem 3, we only should investigate the cases p = 1, ϕ  S2ρ1 ⊗ ζ−2 or ϕ  S2ρ2 ⊗ ζ−2.
In both cases we have H 1(M,B2)G  C. We will study the case ϕ = S2ρ1 ⊗ ζ−2; the second
case is studied similarly (one also can use an appropriate automorphism of G). Consider the
exact sequence (33) for p = 1. We are going to prove that Ker δ∗ = {0}; then H 1(M,T2)G = {0}
by the exactitude of the sequence.
We will use the above interpretation of the invariant sheaf cohomology as the invariant Lie
algebra cohomology of n−. Let us describe the sequence (33) in these terms. Consider the local
coordinates for the supermanifold (M,
∧Eϕ) in a neighborhood of o introduced in Section 4. The
even coordinates, denoted by xij , correspond to the entries of the matrices X ∈ M2(C)= n+. Let
eij be the elements of the standard basis of M2(C). For any section v of the tangent sheaf T
over a neighborhood of o, we denote by vo ∈ STo the value of v at o. One sees easily that the
identification n+ → T 1,0o (M), following from (7), maps eij to ( ∂∂xij )o, i, j = 1,2. Further, we
fix a basis u1, u2, u3 of E and denote by u′1, u′2, u′3 the dual basis of E∗. Then we get the odd
coordinates ξk = u∗k , k = 1,2,3. The exact sequence (32) is the exact sequence of sheaves of
sections of homogeneous vector bundles which corresponds to the following exact sequence of
p-modules:
0 →E∗ ⊗
3∧
E
α−→ (ST2)o β−→ n+ ⊗
2∧
E → 0.
Here
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(
ξ1ξ2ξ3
∂
∂ξk
)
o
, k = 1,2,3,
β
((
ξkξl
∂
∂xij
)
o
)
= eij ⊗ ukul, k < l, i, j = 1,2. (36)
Consider the corresponding exact sequence of R-invariant cochain complexes of the Lie alge-
bra n−:
0 → C∗
(
n−,E∗ ⊗
3∧
E
)R
α−→ C∗(n−, (ST2)o)R β−→ C∗(n−,n+ ⊗ 2∧E)R → 0; (37)
the sequence (33) naturally identifies with a piece of the exact cohomology sequence associated
with (37).
We will use the following standard basis of the Lie algebra sl2(C):
e =
(
0 1
0 0
)
, h =
(
1 0
0 −1
)
, f =
(
0 0
1 0
)
.
Choose the basis (u1, u2, u3) of E in such a way that the matrices of the representation dϕ1 =
d(S2ρ1) : sl2(C)→ gl(E) have the form
dϕ1(e)=
(0 1 0
0 0 1
0 0 0
)
, dϕ1(h)=
(2 0 0
0 0 0
0 0 −2
)
, dϕ1(f)=
(0 0 0
2 0 0
0 2 0
)
.
Then
dϕ
(
Y 0
0 Z
)
=
(−2y22 y12 0
2y21 −(y11 + y22) y12
0 2y21 −2y11
)
,
where Y = (yij ).
Let us identify n+ and n− with the space of matrices M2(C) and denote, respectively, by (eij )
and (fij ) the bases of these subalgebras which correspond to the standard basis of M2(C). One
verifies easily that
t0 = e12 ⊗ u1u3 − e22 ⊗ u1u2 ∈ F = n+ ⊗
2∧
E
is the highest vector of ψ = τ∧2 ϕ generating the irreducible component isomorphic to τ ∗. It
is also clear that f12 ∈ n− is the highest vector of the representation τ ∗. It follows that the basic
vector of C1(n−,F )R is the R-invariant linear mapping z0 : n− → F determined uniquely by
the condition z0(f12)= t0. Using the invariance condition, it is easy to calculate the values of z0
on other fij . The result is as follows:
z0(f11)= −2e12 ⊗ u2u3 + e22 ⊗ u1u3,
z0(f12)= e12 ⊗ u1u3 − e22 ⊗ u1u2 = t0,
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z0(f22)= −e11 ⊗ u1u3 + e21 ⊗ u1u2. (38)
We want to show that δ∗ maps the cohomology class of z0 ∈ C1(n−,n+ ⊗∧2 E)R to a
non-zero element of H 2(C∗(n−,E∗ ⊗∧3 E)R). As we saw above, both complexes involved
have zero coboundary operators, and hence coincide with their cohomology. Now, by definition,
δ∗(z0)= δc0, where c0 ∈ C1(n−, (ST2)o)R satisfies β(c0)= z0. Using (36), one sees easily that
c0 may be given by the formulas (38), where eij should be replaced by ( ∂∂xij )o and uk by ξk . We
need the following ones:
c0(f11)= −2
(
∂
∂x12
)
o
⊗ ξ2ξ3 +
(
∂
∂x22
)
o
⊗ ξ1ξ3,
c0(f12)=
(
∂
∂x12
)
o
⊗ ξ1ξ3 −
(
∂
∂x22
)
o
⊗ ξ1ξ2. (39)
Now, a direct calculation shows that in the complex C∗(n−, (ST2)o)R we have
(δc0)(f11, f12)= f11c0(f12)− f12c0(f11)= −2ξ1ξ2ξ3
(
∂
∂ξ1
)
o
= 0.
One uses (39), Lemma 3 and the following rule describing the action of n− on (ST2)o: if
C ∈ n− and v ∈ (T2)o, then Cvo = [θ(C), v]o and θ(C) is given by (12). Thus, our assertion
is proved. 
Consider now the case when ϕ = τ ∗ is dual to the isotropy representation. Then Eϕ = T(M)∗
is the cotangent bundle, and Eϕ =Ω is the sheaf of holomorphic forms on M . The corresponding
cohomology groups H 1(M,Tp) were calculated in [8, Theorem 4.4]. In particular,
H 1(M,T2)=H 1(M,T2)G 
{
C2 if M = Grn,k , 1 < k  n− k,
C if M = CPn−1, n 3. (40)
7. The classification theorems
We start with the classification of homogeneous split supermanifolds with reduction M =
Grn,k , 1 k  n− k, n 3, determined by completely reducible representations of the subgroup
P ⊂G= SLn(C) (see Section 3).
Theorem 5. Let ϕ be an irreducible representation of P with highest weight λ given by (17).
The split supermanifold (M,O), where O =∧Eϕ , is homogeneous if and only if λ satisfies
the condition (20). If ϕ is completely reducible, then the corresponding split supermanifold is
homogeneous if and only if all highest weights of ϕ satisfy this condition.
If M is not isomorphic to CP2s+1 (i.e., k  2 or k = 1 and n is odd), then each 0¯-homogeneous
split supermanifold (M,O) is isomorphic to (M,∧Eϕ), where ϕ is a holomorphic representa-
tion of P .
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vector bundle E∗ϕ = Eϕ∗ is spanned by its global holomorphic sections. As was proved in [6], this
condition is satisfied precisely in the case when all highest weights of ϕ are dominant weights
of G, and our first assertion follows from Proposition 1. To prove the second one, consider an
arbitrary split supermanifold (M,O), where O =∧E for a holomorphic vector bundle E →M .
Let h :v(M,O)0¯ → v(M) denote the natural homomorphism into the Lie algebra of holomorphic
vector fields on M . If (M,O) is 0¯-homogeneous, then the subalgebra Imh ⊂ v(M) is transitive
on M . But v(M) sln(C) does not contain proper transitive subalgebras under our assumptions
about M . Thus, h is onto, and hence there exists a homomorphism h1 :v(M)→ v(M,O)0¯, such
that h ◦ h1 = id. This means that the natural action of G= SLn(C) on M lifts to E, and thus the
bundle E is G-homogeneous. 
Now we formulate and prove our main result concerning the non-split supermanifolds (M,O),
where M = Grn,k . We assume that 2 k  n− k. Let E → M be a holomorphic vector bundle.
If the corresponding split supermanifold (M,
∧E) is 0¯-homogeneous, then the bundle E is G-
homogeneous (see the proof of Theorem 5).
Theorem 6. (1) Let E →M , where M = Grn,k , 2 k  n− k, be a holomorphic vector bundle
spanned by global holomorphic sections. If there exists a non-split 0¯-homogeneous supermani-
fold with retract (M,∧E) and if E = Eϕ , where ϕ is an irreducible representation of P , then
either k = 2 and n 6 is even, or ϕ  τ ∗ and ∧E =Ω .
(2) Let (M,O) be a non-split homogeneous supermanifold with retract (M,∧E), where M =
Grn,k , 2 k  n− k, and E = Eϕ for an irreducible representation ϕ of P , then either k = 2 and
n 6 is even, or (M,O) is isomorphic to the Π -symmetric super-Grassmannian Π Grn|n,k|k .
Proof. (1) Let (M,O) be a non-split 0-homogeneous supermanifold with retract (M,∧Eϕ).
Then the action of G on the retract lifts to (M,O), and, by Theorem 2, part (2),
H 1(M,T2p)G = {0} for a certain p  1. Then Theorem 4 implies that either k = 2 and n 6 is
even, or ϕ  τ ∗.
(2) follows from (1) and from Theorem 4.7 of [8]. 
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