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Abstrat
In the present paper we study the struture of C
∗
−algebras generated
by a ertain
∗
−algebra A and a partial isometry induing an endomor-
phism of A.
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1 Introdution
The C∗−algebras assoiated to automorphisms (endomorphisms) play a signif-
iant role as in dierent elds of mathematis so also in mathematial physis
(see, for example, [1, 2, 3, 4, 5, 6℄) and in partiular in quantum optis (see
[7, 8℄). At present the theory of C∗−algebras assoiated to automorphisms is
extremely well developed (reall again [2℄). On the other hand the theory of
C∗−algebras assoiated to endomorphisms has not attained a omplete shape
1
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yet though a progress here is rather rapid. The main ahievements in this
diretion have been obtained under the assumption that an endomorphism of
a C∗−algebra is generated by an isometry (see, for example, [9, 10℄ and the
soures ited there). But in fat the most natural situation is that when an
endomorphism is generated by a partial isometry and namely the C∗−algebras
assoiated to the endomorphisms of this type are the subjet of this paper.
The artile is organized as follows.
In the seond setion (rst after introdution) we give the prinipal re-
sults desribing the struture of the C∗−algebra B = B(A, U) generated by a
∗−algebra A ⊂ L(H) and a partial isometry U ∈ L(H) suh that the mapping
A ∋ a 7→ UaU∗
is an endomorphism of A. This desription is arried out under the assumption
that A and U satisfy the following three onditions
Ua = UaU∗U, a ∈ A;
UaU∗ ∈ A, a ∈ A
and
U∗aU ∈ A, a ∈ A.
We all the algebras A possessing these properties the oeient algebras (for
B).
It is shown that any element of B an be presented as a Fourier like series
with oeients from A (Theorems 2.7, 2.13). In addition the isomorphism
theorem (Theorem 2.11) unovering the uniqueness of the 'internal' struture
of B in the presene of a ertain property (∗) (see 2.15) is proved.
The third setion gives a desription of the onstrution of oeient al-
gebras starting from ertain initial algebras that are not oeient algebras.
Further in the fourth setion we give the orresponding onstrution of ommu-
tative oeient algebras.
Finally in the last setion we present two examples of C∗−algebras of the
type onsidered. The rst one is related to the polar deomposition of an oper-
ator and the seond arise from the problems of quantum optis.
In onnetion with the subjet of the paper we should also mention the
artile [11℄ where the subase of the algebra onsidered here related to the polar
deomposition of an operator is investigated (see also Example 1 in Setion 5).
2 Extensions by partial isometries. Isomorphism
theorem
Throughout this setion we x a
∗
-algebra A ⊂ L(H) ontaining the identity 1
of L(H) and proeed to the desription of the C∗−extensions of A assoiated
with the mappings
δ(x) = UxU∗, δ∗(x) = U
∗xU, x ∈ L(H) (2.1)
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where U ∈ L(H), U 6= 0. It is lear that δ and δ∗ are linear and ontinuous
(‖δ‖ = ‖δ∗‖ = ‖U‖2) maps of L(H) and δ(x∗) = δ(x)∗, δ∗(x∗) = δ∗(x)∗.
When using the powers δk and δk∗ , k = 0, 1, 2, . . . we assume for onveniene
that δ0(x) = δ0∗(x) = x.
Observe that if δ : A → L(H) is a morphism then we have
UU∗ = δ(1) = δ(12) = δ2(1) = (UU∗)2
and therefore UU∗ is a partial isometry. Beause of this partial isometries play
a prinipal role in the subjet of the paper.
Remark. If U is an isometry (that is U∗U = 1) then for any algebra A
δ : A → L(H) is a morphism sine for any pair of elements a, b ∈ A we have
δ(ab) = UabU∗ = UaU∗UbU∗ = δ(a)δ(b)
We reall that a linear bounded operator U in a hilbert spae H is alled a
partial isometry if there exists a losed subspae H1 ⊂ H suh that
‖Uξ‖ = ‖ξ‖, ξ ∈ H1
and
Uξ = 0, ξ ∈ H ⊖H1.
The spae H1 is alled the initial spae of U and U(H1) is alled the nal spae
of U .
Remark 2.1. Hereafter we list the well known equivalent harateristi prop-
erties of a partial isometry:
1) U is a partial isometry,
2) U∗ is a partial isometry,
3) U∗U is a projetion (onto the initial spae of U),
4) UU∗ is a projetion (onto the nal spae of U),
5) UU∗U = U and U∗UU∗ = U∗.
(see for example [12℄, problem 98).
We shall study the C∗-algebra B := B(A, U) generated by A and U assuming
additionally that A is the oeient algebra of B, by this we mean that A
possesses the following three properties
Ua = δ(a)U, a ∈ A, (2.2)
δ : A → A, (2.3)
δ∗ : A → A. (2.4)
The algebras possessing these properties really play the role of the 'oeients'
in B(A, U) whih is shown in Proposition 2.3. In the next Setion 3 we shall
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disuss the onstrution of the algebra satisfying (2.2), (2.3) and (2.4) starting
from an initial algebra that satises only some of these onditions or even does
not satisfy any of them.
Note that property (2.2) is equivalent to the property
aU∗ = U∗δ(a), a ∈ A (2.5)
whih an be veried by passage to the adjoint operators.
The next useful observation shows that property (2.2) an be also written
in a dierent way.
Proposition 2.2. Let A be a subalgebra of L(H), 1 ∈ A and U ∈ L(H) then
the following three onditions are equivalent
(i) A and U satisfy ondition (2.2);
(ii) U is a partial isometry and
U∗U ∈ A′, (2.6)
where A′ is the ommutant of A;
(iii) U∗U ∈ A′ and δ : A → δ(A) is a morphism.
Proof: (i) ⇒ (ii). Let (2.2) and so (2.5) be satised. Taking a = 1 in (2.2)
one has U = δ(1)U = UU∗U . Thus U is a partial isometry.
Multiplying (2.2) by U∗ from the left and applying (2.5) we obtain
U∗Ua = U∗δ(a)U = aU∗U.
So U∗U ∈ A′.
(ii) ⇒ (i). Sine U is a partial isometry and U∗U ∈ A′ we have for any
a ∈ A
Ua = UU∗Ua = UaU∗U = δ(a)U.
Thus (2.2) is true.
(ii) ⇒ (iii). It is enough to show that
δ(ab) = δ(a)δ(b), a, b ∈ A.
But this follows from the fat that U is a partial isometry U∗U ∈ A′ and the
relations
δ(ab) = UabU∗ = UU∗UabU∗ = UaU∗UbU∗ = δ(a)δ(b).
(iii) ⇒ (ii). Sine δ is a morphism and 1 ∈ A it follows that
UU∗ = δ(1) = δ(12) = δ(1)δ(1) = (UU∗)2.
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Thus U is a partial isometry.
From this proposition it follows that in the above denition of the oeient
algebra one an replae (2.2), for example, by (2.6) and assumption that U is a
partial isometry.
Now we present the rst important result on the struture of the algebra B.
Proposition 2.3. Let A and U satisfy onditions (2.2), (2.3) and (2.4). Then
the vetor spae B0 onsisting of nite sums
x = U∗NaN¯ + . . .+ U
∗a1¯ + a0 + a1U + . . .+ aNU
N , (2.7)
where ak, al¯ ∈ A and N ∈ N ∪ {0}, is a uniformly dense ∗−subalgebra of the
C∗-algebra B.
Proof: Clearly if b ∈ B0 then b∗ ∈ B0. Let us verify that B0 is an algebra.
Routine omputation using (2.2), (2.3) and (2.4) shows that for the produt
aUkU∗lb, a, b ∈ A
we have the following possibilities:
1) k 6 l : aUkU∗lb = U∗l−kδl−k(a)δl(1)b ∈ U∗l−kA;
2) k > l : aUkU∗lb = aδk(1)δk−l(b)Uk−l ∈ AUk−l.
And for the produt
UkaU∗l, a ∈ A
we have the following possibilities:
1) k 6 l : UkaU∗l = U∗l−kδl(a) ∈ U∗l−kA;
2) k > l : UkaU∗l = δk(a)Uk−l ∈ AUk−l.
These relations along with the properties (2.2), (2.3) and (2.4) in turn imply
that B0 is an algebra.
Now, let Bf be the algebra of all nite algebrai ombinations of Uk, U∗l,
k, l ∈ N and elements of the algebra A. Clearly
Bf = B.
But the above relations also imply the equality Bf = B0 whih nishes the
proof.
Remark 2.4. If one assumes that additionally to the assumptions of Proposi-
tion2.3 we have
U∗a = δ∗(a)U
∗ ⇔ aU = Uδ∗(a) (2.8)
for a ∈ A, that is if δ∗ also satises ondition (2.2) then the statement proved
above will be valid for the subalgebra B0 generated by the elements
x = aN¯U
∗N + . . .+ a1¯U
∗ + a0 + a1U + . . .+ aNU
N . (2.9)
This modiation is possible sine by (2.8) one an put the oeients ak¯ in
front of the operators U∗k.
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Let us observe that using Uk = UkU∗kUk and U∗k = U∗kUkU∗k (see Propo-
sition 3.5) one an always hoose oeients ak and al¯ of (2.7) in suh a way
that
akU
kU∗k = ak and U
kU∗kak¯ = ak¯. (2.10)
However the assumption that ak, ak¯ ∈ A, k = 1, . . . , N satisfy (2.10) does not
guarantee yet their uniqueness in the expansion (2.7). The uniqueness of the
oeients will be ahieved further in Theorem 2.7 and Theorem 2.13 in the
presene of the next property of B0.
2.5. We shall say that the algebra B0 possesses the property (*) if for any
x ∈ B0 given by (2.7) the inequality
‖a0‖ 6 ‖x‖ (∗) (2.11)
holds.
Proposition 2.6. Let B0 be the algebra onsidered in Proposition 2.3. If B0
possesses property (*) and oeients of x ∈ B0 do satisfy (2.10) then
‖ak‖ 6 ‖x‖ (2.12)
‖ak¯‖ 6 ‖x‖
for k, l ∈ {0, 1, . . . , N}.
Proof: By means of routine omputation one an show that 0-degree ompo-
nents of elements Ukx are
(Ukx)0 = U
kU∗kak¯. (2.13)
Sine ‖Uk‖ 6 1 it follows that
‖x‖ > ‖Ukx‖ (2.14)
Now (2.13), (2.14) and property (*) imply
‖x‖ > ‖Ukx‖ > ‖(Ukx)0‖ = ‖UkU∗kak¯‖ = ‖ak¯‖. (2.15)
Sine ‖x‖ = ‖x∗‖ inequality (2.15) being applied to x∗ gives
‖x‖ = ‖x∗‖ > ‖a∗k‖ = ‖ak‖
Now Propositions 2.3 and 2.6 give the following uniqueness result.
Theorem 2.7. Let A and U satisfy onditions (2.2) (or (2.6)), (2.3) and (2.4).
Then property (*) implies the uniqueness of the deomposition (2.7) of any
element x ∈ B0 with the oeients satisfying (2.10).
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Hene in the presene of the property (*) one an dene the linear and
ontinuous maps Nk : B0 → A and Nk¯ : B0 → A, k ∈ N+ ∪ {0}
Nk(x) = ak ∈ AUkU∗k ⊂ A (2.16)
Nk¯(x) = ak¯ ∈ UkU∗kA ⊂ A.
By ontinuity these mappings an be expanded onto the whole of B thus den-
ing the 'oeients' of an arbitrary element x ∈ B. We shall show further in
Theorem 2.13 that these oeients determine x in a unique way.
Theorem 2.9 presented below shows that one the algebra B0 possesses the
property (*) the norm of an element x ∈ B0 an be alulated only in terms
of the elements of A (0-degree oeients of the powers of xx∗). Among the
key moments in the proof of this theorem are the norm estimates of sums of
elements in C∗−algebras listed in the next Lemma 2.8. The estimates presented
in this lemma are useful in their own right and probably known (in partiular
the omponents of the statement of the lemma are given in [14℄, Lemma 7.3
and [3℄, Lemma 22.3)). The proof of the lemma an be obtained as a simple
modiation of the reasoning given in the proof of [3℄, Lemma 22.3.
Lemma 2.8. For any C∗− algebra B and any elements d1, ..., dm ∈ B we have
∥∥∥∥∥
m∑
i=1
di
∥∥∥∥∥
2
≤ m
∥∥∥∥∥
m∑
i=1
did
∗
i
∥∥∥∥∥ (2.17)
and ∥∥∥∥∥
m∑
i=1
di
∥∥∥∥∥
2
≤ m
∥∥∥∥∥
m∑
i=1
d∗i di
∥∥∥∥∥ (2.18)
On the other hand ∥∥∥∥∥
m∑
i=1
|di|
∥∥∥∥∥
2
≥ 1
m
∥∥∥∥∥
m∑
i=1
d∗i di
∥∥∥∥∥ (2.19)
and ∥∥∥∥∥
m∑
i=1
√
did
∗
i
∥∥∥∥∥
2
≥ 1
m
∥∥∥∥∥
m∑
i=1
did
∗
i
∥∥∥∥∥ (2.20)
Theorem 2.9. Let A and U satisfy the assumptions of Theorem 2.7. If B0
possesses the property (*) then for any element x of the form (2.7) we have
‖x‖ = lim
k→∞
4k
√
‖N0 [(xx∗)2k]‖ (2.21)
where N0 is the mapping dened by (2.16)
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Proof: Applying (2.17) to the operator
x = U∗NaN¯ + . . .+ U
∗a1¯ + a0 + a1U + . . .+ aNU
N = dN¯ + ...+ d0 + ...+ dN
we obtain
‖x‖2 6 (2N + 1)
∥∥∥∥∥
N∑
i=0
did
∗
i +
N∑
i=1
di¯d
∗
i¯
∥∥∥∥∥ = (2N + 1)‖N0(xx∗)‖
where
did
∗
i = aiU
iU i∗a∗i , i = 0, . . . , N
di¯d
∗
i¯ = U
∗iai¯a
∗
i¯U
i, i = 1, . . . , N
and therefore did
∗
i , di¯d
∗
i¯
∈ A.
On the other hand as B0 possesses the property (∗) we have
‖x‖2 = ‖xx∗‖ ≥ ‖N0(xx∗)‖
thus
‖N0(xx∗)‖ ≤ ‖xx∗‖ = ‖x‖2 ≤ (2N + 1)‖N0(xx∗)‖ (2.22)
Applying (2.22) to (xx∗)k and having in mind that (xx∗)k = (xx∗)k∗ and
‖(xx∗)2k‖ = ‖x‖4k one has
‖N0
[
(xx∗)2k
] ‖ ≤ ‖(xx∗)k · (xx∗)k∗‖ = ‖x‖4k ≤ (4kN + 1)‖N0 [(xx∗)2k] ‖
sine being written in the form (2.7) (xx∗)k has not more than (4kN + 1)
summands.
So
4k
√
‖N0 [(xx∗)2k]‖ ≤ ‖x‖ ≤ 4k
√
4kN + 1 · 4k
√
‖N0 [(xx∗)2k]‖
Observing the equality
lim
k→∞
4k
√
4kN + 1 = 1
we onlude that
‖x‖ = lim
k→∞
4k
√
‖N0 [(xx∗)2k]‖.
The proof is omplete.
Remark 2.10. The formulae of (2.21) type have been the subjet of study
in onnetion with various algebrai and invertibility problems of the theory of
operators. The main ideas onerning the spetral radius evaluation of elements
of C∗−algebras assoiated to automorphisms by means of the formulae of this
type arise in the work by Brenner [17, 18, 19, 20℄ where the orresponding
results were obtained in the ase of a ommutative algebra A and a unitary
representation of the group Z → L(H) induing automorphisms of A. It has
been also observed there that these formulae an be generalized to the ase of a
subexponential group. Using these formulae Brenner has found a proof of the
isomorphism theorem (of Theorem 2.11 type) and this method was generalized
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further in [21, 14℄. The general 'nonommutative' formulae of this type for
the evaluation of the spetral radius are given in [3℄, Setion 22. It is worth
mentioning that perhaps the rst spetral radius formulae of this type appeared
in the lassial paper by Beurling [22℄
Now we are ready to formulate the main result of this setion whih is a
generalization of the isomorphism theorem for the group (Z,+) (see [3℄,
Setion 12) to the ase when one replaes automorphisms related to unitary
operators by endomorphism related to a partial isometry.
Theorem 2.11. Let (Ai, Ui), i = 1, 2 satisfy onditions (2.2), (2.3), (2.4) and
B0i possess property (*).
Suppose that
ϕ : A1 → A2 (2.23)
is an isomorphism and
ϕ ◦ δ1 = δ2 ◦ ϕ. (2.24)
Then the map
Φ(x) := ϕ(x), x ∈ A1 (2.25)
Φ(U1) := U2
gives rise to the isomorphism between the C∗-algebras B1 = B(A1, U1) and B2 =
B(A2, U2).
Proof: Consider an operator x ∈ B01 having the form
x = UN∗1 aN¯ + ...+ a0 + ...+ aNU
N
1 , (2.26)
where ak¯, ak ∈ A1, k = 0, ..., N .
Let Φ(x) ∈ B02 be the operator given by
Φ(x) = UN∗2 ϕ(aN¯ ) + ...+ ϕ(a0) + ...+ ϕ(aN )U
N
2 . (2.27)
The assumptions of the theorem imply that Φ establishes a *-algebrai isomor-
phism between B01 and B02 therefore to nish the proof it is enough to verify
the equality ‖x‖ = ‖Φ(x)‖, x ∈ B01.
By Theorem 2.9 we have
‖x‖ = lim
k→∞
4k
√
‖N0 [(xx∗)2k]‖ (2.28)
where
N0 : B01 → A1
is desribed in (2.16).
Similarly
‖Φ(x)‖ = lim
k→∞
4k
√
‖N0 [(Φ(x)Φ(x∗))2k]‖ (2.29)
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where
N0 : B02 → A2.
Observe that (2.26) and (2.27) along with the assumptions of the theorem imply
N0
[
(Φ(x)Φ(x∗))2k
]
= N0
[
(Φ(xx∗))2k
]
= ϕ
(N0 [(xx∗)2k])
and therefore (in view of (2.23)))
∥∥N0 [(Φ(x)Φ(x∗))2k]∥∥ = ∥∥N0 [(xx∗)2k]∥∥
This along with (2.29) and (2.28) implies the equality
‖x‖ = ‖Φ(b)‖
and nishes the proof.
Remark 2.12. It is worth mentioning that property (∗) and the results of
Theorem 2.11 type play a fundamental role in the theory of rossed produts
of C∗−algebras by disrete groups (semigroups) of automorphisms (endomor-
phisms). Namely this property is a harateristi property of the rossed prod-
ut and it enables one to onstrut its faithful representations. The importane
of property (∗) for the rst time (probably) was laried by O'Donovan [15℄ in
onnetion with the desription of C∗−algebras generated by weighted shifts.
The most general result establishing the ruial role of this property in the the-
ory of rossed produts of C∗−algebras by disrete groups of automorphisms
was obtained in [16℄ (see also [3℄, Chapters 2,3 for omplete proofs and var-
ious appliations) for an arbitrary C∗−algebra and amenable disrete group.
The relation of the orresponding property to the faithful representations of
rossed produts by endomorphisms generated by isometries was investigated
in [9, 10℄. The properties of this sort proved to be of great value not only in
pure C∗−theory but also in various appliations suh as, for example, the on-
strution of symboli alulus and developing the solvability theory of funtional
dierential equations (see [4, 5℄).
We nish the setion with the statement showing that in the presene of
property (∗) any element x ∈ B an be 'restored' by its oeients Nk(x) and
Nk¯(x).
Theorem 2.13. Let B0 possess property (∗). If x ∈ B is suh that Nk(x) =
0, k = 0, 1, . . . and Nk¯(x) = 0, k = 1, . . . then x = 0.
Proof: Let S1 = {λ ∈ C : |λ| = 1} be the unite irle on the omplex plane.
For every λ ∈ S1 we onsider the algebra Bλ := B(A, λU) (learly B = Bλ).
Sine B0 possesses property (∗) the algebra Bλ0 := (Bλ)0 possesses property (∗)
as well and Theorem 2.11 tells us that the mapping
Φλ(a) = a, a ∈ A; Φ(U) = λU
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establishes an isomorphism between B and Bλ. To shorten the notation we set
for every x ∈ B and λ ∈ S1
x(λ) = Φλ(x).
The mentioned isomorphism gives
‖x‖ = ‖x(λ)‖, x ∈ B
and in partiular for every nite sum
y = U∗NaN¯ + . . .+ U
∗a1¯ + a0 + a1U + . . .+ aNU
N
with ak¯, ak satisfying (2.10) we have
‖y‖ = ‖y(λ)‖ = ‖λ−NU∗NaN¯ + . . .+ λ−1U∗a1¯ + a0 + λa1U + . . .+ λNaNUN‖
(2.30)
To prove that x = 0 it is enough to show that for any xed ξ, η ∈ H with
‖ξ‖ = ‖η‖ = 1 we have
< xξ, η >= 0 (2.31)
where < , > is the inner produt in H .
Let xn, n = 1, 2, . . . be a sequene of elements of B tending to x and eah
having the form
xn = U
∗Na
(n)
N¯
+ . . .+ U∗a
(n)
1¯
+ a
(n)
0 + a
(n)
1 U + . . .+ a
(n)
N U
N
where N = N(n) and a
(n)
k¯
, a
(n)
k , k = 0, 1, . . . , N(n) satisfy (2.10). Consider the
elements xn(λ) and the sequene fn(λ), n = 1, 2, . . . of ontinuous funtions
on S1 dened by
fn(λ) =< xn(λ)ξ, η >=
N(n)∑
k=−N(n)
αnkλ
k
(2.32)
where
αnk =< a
n
kU
kξ, η >, k = 0, 1, . . . , N(n)
and
αn−k =< U
∗ka
(n)
k¯
ξ, η >, k = 1, 2, . . .N(n).
Sine xn →n→∞ x it follows (in view of (2.30) ) that
‖xn1(λ) − xn2(λ)‖ = ‖xn1 − xn2‖ →n1,n2→∞ 0. (2.33)
Therefore for every xed λ0 ∈ S1 the sequene xn(λ0) tends to a ertain element
x(λ) ∈ B.
Let f(λ) be the funtion given by
f(λ) =< x(λ)ξ, η > .
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Applying (2.33) we obtain
|fn1(λ) − fn2(λ)| = |< [xn1(λ) − xn2(λ)]ξ, η >| ≤ ‖xn1 − xn2‖ →n1,n2→∞ 0
whih means that the sequene fn of (ontinuous) funtions tends uniformly (on
S1) to f . Thus f is ontinuous and therefore f ∈ L2(S1).
Let
f(λ) =
∞∑
k=−∞
αkλ
k
where the righthand part is the Fourier series of f . Sine fn → f (in L2(S1)) it
follows that
α
(n)
k → αk for every k (2.34)
where α
(n)
k are those dened by (2.32).
Now note that property (∗) implies
‖a(n)k ‖ → ‖Nk(x)‖ for every k ≥ 0 (2.35)
and
‖a(n)
k¯
‖ → ‖Nk¯(x)‖ for every k ≥ 0 (2.36)
And also observe that ∣∣∣α(n)k
∣∣∣ ≤ ‖a(n)k ‖ for every k ≥ 0
and ∣∣∣α(n)
−k
∣∣∣ ≤ ‖a(n)
k¯
‖ for every k ≥ 0
whih together with (2.34), (2.35) and (2.36) means that
αk = 0 for every k ∈ Z. (2.37)
Now (2.37) and the ontinuity of f implies
f(λ) = 0 for every λ ∈ S1.
In partiular
f(1) =< xξ, η >= 0.
Thus (2.31) is true and the proof is nished.
3 Coeient algebra
For the onstrutions given in the previous setion it is important to have a
∗−algebra A satisfying the onditions (2.2) (or (2.6)), (2.3) and (2.4) that is a
oeient algebra. This setion is devoted to the investigation of the method of
onstruting the oeient algebra starting from a suitable initial algebra. The
prinipal result here is Theorem 3.10.
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Throughout the setion we x a
∗−subalgebra A0 ⊂ L(H), 1 ∈ A0 and an
operator U suh that δ : A0 → L(H) is a morphism (so U is a partial isometry).
Starting from this algebra we shall extend it by means of δ and δ∗ up to the
oeient algebra A.
3.1. Let X be a subset of L(H). We denote by {X} the ∗−subalgebra of L(H)
generated by X .
For every n = 0, 1, . . . we set
En(X) = {X, δ(X), . . . , δn(X)}; (3.1)
E∗n(X) = {X, δ∗(X), . . . , δn∗ (X)}. (3.2)
We also set
E(X) = {
∞⋃
n=0
δn(X) } (3.3)
and
E∗(X) = {
∞⋃
n=0
δn
∗
(X) } (3.4)
Proposition 3.2. i) The map δ : A0 → L(H) is a morphism i δ : E∗(A0)→
L(H) is a morphism.
ii) If δ : A0 → A0 is an endomorphism then δ : E∗(A0) → E∗(A0) is an
endomorphism as well.
Proof: i) Let us assume that δ : A0 → L(H) is a morphism. This implies
that U is a partial isometry. Now, if k > 1 or l > 1 we have
δ(δk∗ (a))δ(δ
l
∗(b)) = U(U
∗kaUk)U∗U(U∗lbU l)U∗ = (3.5)
= U(U∗kaUkU∗lbU l)U∗ = δ(δk∗ (a)δ
l
∗(b))
If k = l = 0 δ is a morphism by assumption. So, δ : E∗(A0) → L(H) is a
morphism.
On the other hand sine A0 is a subalgebra of E∗(A0) then if δ : E∗(A0)→
L(H) is a morphism δ : A0 → L(H) is a morphism as well.
ii) This follows from part i) and the observation that under the assumption
δ(A0) ⊂ A0 we have for any a ∈ A0
δ(δk∗ (a)) = UU
∗kaUkU∗ = δ(1)δk−1∗ (a)δ(1) ∈ E∗(A0).
Proposition 3.3. The following onditions
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i) U∗U is a projetion and U∗U ∈ A′0;
ii) U∗U is a projetion and U∗U ∈ E∗(A0)′;
iii) U and A0 have property (2.2);
iv) U and E∗(A0) have property (2.2)
are equivalent.
Proof: Equivalene i) ⇔ iii) and ii) ⇔ iv) follows from Proposition 2.2.
Clearly ii)⇒ i). Therefore it is enough to prove i) ⇒ ii). So let us assume
that U∗U ∈ A′0. Then for k > 0
U∗Uδk∗ (a) = U
∗UU∗kaUk = U∗kaUk = U∗kaUkU∗U = δk∗(a)U
∗U.
Thus U∗U ∈ E∗(A0)′.
Proposition 3.4. Let δ : A0 → L(H) be a morphism.
The following statements are equivalent:
(i) There exists a
∗−algebra A ⊃ A0 satisfying onditions (2.2) and (2.3).
(ii)
U∗U ∈
∞⋂
n=0
δn(A0)′. (3.6)
Proof: (i) ⇒ (ii). If (i) is true then as A ⊃ A0 and satises ondition
(2.3) we have that A ⊃ δn(A0), n = 0, 1, . . .. This and the assumption that
A satises (2.2) implies (3.6) in view of the equivalene (i) ⇔ (ii) from
Proposition 2.2.
(ii) ⇒ (i) Let us show that as an algebra A satisfying (2.2) and (2.3) one
an take E(A0).
From (3.6) one has for a, b ∈ A0
δ(δk(a)δl(b)) = Uδk(a)δl(b)U∗ = UU∗Uδk(a)δl(b)U∗ = Uδk(a)U∗Uδl(b)U∗ =
δ(δk(a))δ(δl(b)).
Thus δ : E(A0) → E(A0) (that is (2.3) is true) and δ : E(A0) → E(A0) is an
endomorphism.
The foregoing observation along with the note that (3.6)⇔ U∗U ∈ E(A0)′
and equivalene (i)⇔ (iii) from Proposition 2.2 imply the property (2.2) for
E(A0) and U .
In reality as the next proposition shows one an say muh more about the
algebras satisfying (2.2) and (2.3).
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Proposition 3.5. Let A and U satisfy onditions (2.2) and (2.3) then
(i) δ is an endomorphism of A.
(ii)
Uka = δk(a)Uk, k = 1, 2, ... (3.7)
for a ∈ A.
(iii) All the operators Uk, k = 1, 2, . . . are partial isometries and
U∗kUk ∈ A′, k = 1, 2, . . . (3.8)
(iv) The family U∗kUk, k = 1, 2, . . . is a ommutative dereasing family of
projetions.
(v) All the operators U∗k, k = 1, 2, . . . are partial isometries and the family
UkU∗k, k = 1, 2, . . . is a ommutative dereasing family of projetions.
(vi)
[U∗kUk, U lU∗l] = 0, k = 0, 1, . . . , l = 0, 1, . . . (3.9)
where [α, β] = αβ − βα is the ommutator of α and β.
(vii) For any 1 ≤ k ≤ l
U∗UkU∗l = Uk−1U∗l and UU∗kU l = U∗k−1U l
Proof: (i) Follows from (2.2), (2.2) and the equivalene (i)⇔(iii) in Propo-
sition 2.2.
(ii) Follows from (i) and (2.2).
(iii) Follows from (ii)and the equivalene (i)⇔(ii) in Proposition 2.2.
(iv) In view of (iii) we have that UkU∗kUk = Uk, k = 1, 2, ... by statement
5) of Remark 2.1. Therefore for any k ≥ l we have
U∗kUkU∗lU l = U∗kUk−lU lU∗lU l = U∗kUk−lU l = U∗kUk
and in the same way one an verify that
U∗lU lU∗kUk = U∗kUk.
Thus (iv) is true.
(v) Sine all the operators Uk, k = 1, 2, . . . are partial isometries we
onlude by statement 2) of Remark 2.1 that all the operators U∗k, k = 1, 2, . . .
are partial isometries as well. Now by the same argument as used in the proof
of (iv) we get (v).
(vi) Follows from (3.8) and observation that U lU∗l ∈ A, l = 1, 2, . . .
(vii) Let 1 ≤ k ≤ l then applying (3.9) we obtain
U∗UkU∗l = (U∗U)(Uk−1U∗k−1)U∗l−k+1 = (Uk−1U∗k−1)(U∗U)U∗l−k+1 =
(Uk−1U∗k−1)(U∗UU∗)U∗l−k = Uk−1U∗l
The seond equality in (vii) an be proved in the same way.
In fat Proposition 3.5 and the proof of Proposition 3.4 give us some addi-
tional information whih is stated in the next proposition.
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Proposition 3.6. Let δ : A0 → L(H) be a morphism and ondition (3.6) be
satised then E(A0) is the minimal ∗−algebra satisfying (2.2) and (2.3) and
ontaining A0 and δ is an endomorphism of E(A0).
Moreover in this ase all Uk, k = 1, 2, . . . are partial isometries and
U∗kUk ∈ E(A0)′. (3.10)
The families U∗kUk, k = 1, 2, . . . and UkU∗k, k = 1, 2, . . . are ommutative
dereasing families of projetions and
[U∗kUk, U lU∗l] = 0, k = 0, 1, . . . , l = 0, 1, . . . (3.11)
Proof: It has already been shown in the proof of Proposition 3.4 that E(A0)
satises (2.2) and (2.3) and that δ is an endomorphism of E(A0). The minimal-
ity of E(A0) is lear from the onstrution.
Finally as E(A0) satises (2.2) and (2.3) then all the rest statements of the
proposition follow from Proposition 3.5.
Proposition 3.7. Let A0 possess properties (2.2) and (2.3) then
(i) For any 0 ≤ l ≤ k
δk∗ (A0)δl∗(A0) ⊂ δk∗(A0) and δl∗(A0)δk∗ (A0) ⊂ δk∗ (A0) (3.12)
in partiular δn
∗
(A0) is an ideal in E∗n(A0) where E∗n(A0) is the algebra dened
in 3.4.
(ii) E∗n(A0) is the set of operators of the form
a0 + δ∗(a1) + . . .+ δ
N
∗ (an), ak ∈ A0, k = 0, 1, . . . , n
(iii) δ : E∗n(A0)→ E∗n−1(A0), n = 1, . . . is a morphism.
(iv) δ∗ : E∗n(A0)→ E∗n+1(A0), n = 0, 1, . . .
Proof: (i) By routine alulation for 0 ≤ l ≤ k and a, b ∈ A0 we have
δk
∗
(a)δl
∗
(b) = δk
∗
(aδk(1)δk−l(b)) ∈ δk
∗
(A0)
and
δl
∗
(b)δk
∗
(a) = δk
∗
(δk−l(b)δk(1)a) ∈ δk
∗
(A0).
These relations prove (i).
Clearly (ii) follows from (i).
(iii) Reall that δ(A0) ⊂ A0 by the assumption and for any k ≥ 1 we have
δ(δk
∗
(a)) = UU∗kaUkU∗ = δ(1)U∗k−1aUk−1δ(1) =
16
U∗k−1[δk(1)aδk(1)]Uk−1 ∈ δk−1
∗
(A0).
This along with (ii) implies δ(E∗n(A0)) ⊂ E∗n−1(A0), n = 1, 2, . . .. Note also
that sine A0 possesses property (2.2) it follows in view of equivalene iii) ⇔
iv) from Proposition 3.3 that E∗n(A0) being a subalgebra of E∗(A0) possesses
this property as well. Therefore δ : E∗n(A0)→ E∗n−1(A0) is an endomorphism
by equivalene (i) ⇔ (iii) from Proposition 2.2.
(iv) Evident.
Now we are ready to present the extensions of A0 that solve the problem
disussed in this setion : the extensions that are oeient algebras.
Proposition 3.8. Let A0 possess property (2.3).
The following statements are equivalent:
(i) There exists a oeient algebra A ⊃ A0 that is the algebra A possessing
properties (2.2), (2.3) and (2.4).
(ii) A0 possesses property (2.2).
Proof: (i) ⇒ (ii). Evident as A0 ⊂ A.
(ii) ⇒ (i) Let us show that E∗(A0) is a oeient algebra.
Sine A0 possesses property (2.2) it follows from the equivalene iii) ⇔ iv)
in Proposition 3.3 that E∗(A0) possesses property (2.2) as well.
Now note that in the situation under onsiderations all the onditions of
Proposition 3.7 are satised. Therefore δ : E∗(A0) → E∗(A0) is an endomor-
phism (in partiular (2.3) for E∗(A0) is satised) and (3.13) and (3.14) are true
as well. The statement (ii) of Proposition 3.7 implies the fulllment of (2.4) for
E∗(A0). The proof is omplete.
In fat Proposition 3.7 and the argument of the proof of Proposition 3.8 give
us some additional information whih is stated in the next proposition.
Proposition 3.9. If A0 possesses properties (2.2) and (2.3) then E∗(A0) is the
minimal oeient algebra ontaining A0 and δ is an endomorphism of E∗(A0).
Moreover in this situation we have :
(i) For any 0 ≤ l ≤ k
δk∗ (A0)δl∗(A0) ⊂ δk∗ (A0) and δl∗(A0)δk∗ (A0) ⊂ δk∗ (A0). (3.13)
(ii) Any element β ∈ E∗(A0) an be written in the form
β = a0 + δ∗(a1) + . . .+ δ
N
∗
(aN ) (3.14)
where ak ∈ A0, k = 0, . . . , N ; N ∈ N ∪ {0}.
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Proof: In the proof of Proposition 3.8 it has been established that if A0 pos-
sesses properties (2.2) and (2.3) then E∗(A0) is a oeient algebra and δ is
an endomorphism of E∗(A0). The minimality of the extension E∗(A0) ⊃ A0 is
lear from the onstrution.
Finally (3.13) and (3.14) follow from Proposition 3.7.
As a orollary of the foregoing Propositions 3.4, 3.6, 3.8, 3.9 we obtain the
following main result of this setion.
Theorem 3.10. Let δ : A0 → L(H) be a morphism.
I. The following statements are equivalent:
(i) There exists a oeient algebra A ⊃ A0 that is the algebra A possessing
properties (2.2), (2.3) and (2.4).
(ii) Condition (3.6) is satised.
II. If ondition (3.6) is satised then E∗(E(A0)) is the minimal oeient
algebra ontaining A0 and δ is an endomorphism of E∗(E(A0)).
Moreover we have
(i) For any 0 ≤ l ≤ k
δk
∗
(E(A0))δl∗(E(A0)) ⊂ δk∗ (E(A0)) and δl∗(E(A0))δk∗ (E(A0)) ⊂ δk∗ (E(A0)).
(ii) Any element β ∈ E∗(E(A0)) an be written in the form
β = α0 + δ∗(α1) + . . .+ δ
N
∗
(αN )
where αk ∈ E(A0), k = 0, . . . , N ; N ∈ N ∪ {0}.
(iii) All Uk, k = 1, 2, . . . are partial isometries and
U∗kUk ∈ E∗(E(A0))′. (3.15)
The families U∗kUk, k = 1, 2, . . . and UkU∗k, k = 1, 2, . . . are ommutative
dereasing families of projetions and
[U∗kUk, U lU∗l] = 0, k = 0, 1, . . . , l = 0, 1, . . . (3.16)
Summarizing the extension proedure A0 →֒ E∗(E(A0)) desribed above
we onlude that if we have a
∗−algebra A0 ⊂ L(H), 1 ∈ A0 suh that
δ : A0 → L(H) is a morphism then the C∗−algebra B = B(A0, U) generated by
A0 and U ould be equivalently given as B = B(E∗(E(A0)), U) whereE∗(E(A0))
is the minimal oeient algebra ontaining A0.
4 Commutative oeient algebra
Considering the extension proedures A0 →֒ E(A0), A0 →֒ E∗(A0) and
A0 →֒ E∗(E(A0)) presented in the previous setion one naturally arrives at the
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question: what properties of A0 are preserved under these proedures? It is
lear that to preserve a ertain property, for example, ommutativity one needs
to take into aount some additional interrelations between A0 and U . Preisely
this subjet is the theme of the present setion.
Throughout this setion we assume that A0 is a ommutative ∗−subalgebra
of L(H) and 1 ∈ A0.
Proposition 4.1. Let A0 be a ommutative ∗−subalgebra of L(H) satisfying
onditions (2.2) and (2.3) then E∗(A0) is a ommutative algebra and both the
mappings δ : E∗(A0)→ E∗(A0) and δ∗ : E∗(A0)→ E∗(A0) are endomorphisms.
Proof: In the situation under onsideration all the assumptions of Proposition
3.7 are satised. The argument in the proof of (i) of Proposition 3.7 along with
the ommutativity of A0 and the ondition δ(A0) ⊂ A0 implies the equality
δk
∗
(a)δl
∗
(b) = δl
∗
(b)δk
∗
(a), k, l ≥ 0, a, b,∈ A0.
Thus E∗(A0) is ommutative.
By Proposition 3.9 δ : E∗(A0)→ E∗(A0) is an endomorphism and δ∗(E∗(A0)) ⊂
E∗(A0) so to nish the proof it is enough to verify that δ∗ : E∗(A0)→ E∗(A0)
is an endomorphism.
Sine E∗(A0) is ommutative and δ(A0) ⊂ A0 we have that
UU∗ = δ(1) ∈ A0 ⊂ [E∗(A0)]′.
In view of this we an apply the equivalene (ii)⇔(iii) in Proposition 2.2 to
U∗, δ∗ and E∗(A0) and onlude that δ∗ : E∗(A0) → E∗(A0) is an endomor-
phism.
Theorem 4.2. Let A0 be a ommutative ∗−subalgebra of L(H) and δ : A0 →
L(H) be a morphism.
The following three statements are equivalent:
(i) There exists a ommutative
∗−algebra A ⊃ A0 satisfying onditions
(2.2) and (2.3).
(ii) There exists a ommutative oeient algebra A ⊃ A0.
(iii) The following two onditions
A0 ⊂
∞⋂
n=0
δn(A0)′ (4.1)
and
U∗U ∈
∞⋂
n=0
δn(A0)′. (4.2)
are satised.
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Proof: (i)⇒ (iii) Here (4.2) is true by Proposition 3.4. In addition sine
A0 ⊂ A and A is ommutative and satises (2.3) it follows that (4.1) is true.
(ii)⇒ (iii) Here (4.2) follows from Theorem 3.10. In addition sine A0 ⊂ A
and A is ommutative and satises (2.3) it follows that (4.1) is true.
(iii)⇒ (i) Let us take here A = E(A0). By Proposition 3.6 E(A0) satises
(2.2) and (2.3) so it is enough to verify the ommutativity of E(A0).
In view of (4.1) we have
[a, δn(b)] = 0, a, b ∈ A0, n = 0, 1, . . . (4.3)
In addition (4.2) and Proposition 3.6 imply that δ : E(A0) → E(A0) is a
morphism. This along with (4.3) gives
[δk+l(a), δl(b)] = δl([δk(a), b]) = 0.
Thus E(A0) is ommutative.
(iii)⇒ (ii) Let us take here A = E∗(E(A0)). By (4.2) and Theorem 3.10
E∗(E(A0)) is a oeient algebra so it is enough to prove that E∗(E(A0)) is
ommutative. But we have already proved that E(A0) is ommutative so by
Proposition 4.1 E∗(E(A0)) is ommutative as well.
In fat we an strengthen the foregoing result.
Proposition 4.3. Let A0 be a ommutative ∗−subalgebra of L(H) and δ :
A0 → L(H) be a morphism. If (4.1) and (4.2) are satised then E(A0) is the
minimal ommutative
∗−algebra ontaining A0 and satisfying (2.2) and (2.3),
and E∗(E(A0)) is the minimal ommutative oeient algebra ontaining A0.
Moreover δ : E∗(E(A0)) → E∗(E(A0)) and δ∗ : E∗(E(A0)) → E∗(E(A0)) are
endomorphisms and
E∗(E(A0)) = E(E∗(A0)) (4.4)
Proof: By the argument of the proof of Theorem 4.2 E(A0) satises (2.2)
and (2.3) and E∗(E(A0)) is a oeient algebra. The minimality of E(A0) and
E∗(E(A0)) follows from the onstrution.
Sine E(A0) satises (2.2) and (2.3) Proposition 4.1 tells us that δ : E∗(E(A0))→
E∗(E(A0)) and δ∗ : E∗(E(A0))→ E∗(E(A0)) are endomorphisms. So to nish
the proof we have to verify (4.4).
Observe that
δ∗ : A0 → E∗(E(A0)) is a morphism, (4.5)
UU∗ ∈ A0 ⊂ E∗(E(A0)) ⊂
∞⋂
n=0
δn∗ (A0)′, (4.6)
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and
A0 ⊂ E∗(E(A0)) ⊂
∞⋂
n=0
δn
∗
(A0)′. (4.7)
Note that(4.6) means that we have substituted U by U∗ and δ by δ∗ in (4.2). On
the other hand (4.7) means that we have substituted δ by δ∗ in (4.1). Thus by
the already proved part of the proposition both the mappings δ : E(E∗(A0))→
E(E∗(A0)) and δ∗ : E(E∗(A0))→ E(E∗(A0)) are endomorphisms. This implies
E∗(E(E∗(A0))) ⊂ E(E∗(A0)). (4.8)
But sine
E∗(E(E∗(A0))) ⊃ E∗(E(A0))
(4.8) means that
E∗(E(A0)) ⊂ E(E∗(A0)). (4.9)
By the same argument we have
E(E∗(A0)) ⊂ E∗(E(A0)). (4.10)
Thus (4.4) is true.
5 Coeient algebras generated by polar deom-
position
In this setion we shall present interesting examples of oeient algebras. As
we shall see these examples are important for many reasons in partiular for
appliation in the theory of quantum physial systems.
Example 1. Let a ∈ L(H) be a ertain operator and
a = U |a| (5.1)
be the standard polar deomposition of a. Here |a| = √a∗a and U is a partial
isometry dened by
U(|a|ξ) = aξ, ξ ∈ H. (5.2)
As the algebra A0 we take the ommutative C∗−algebra
A0 = {1, |a|}. (5.3)
Everywhere further in this example we shall assume the satisfation of the on-
dition
aa∗ ∈ A0, (5.4)
Remark. C∗−algebras dened by ondition (5.4) are natural generalizations
of the algebras satisfying the relation
aa∗ = γ(a∗a), (5.5)
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where γ is a ontinuous positive-valued funtion on the spetrum of the operator
a∗a.
Note that sine in the situation under onsideration U∗U is the orthogonal
projetion onto Im |a| = (Ker |a|)⊥ it follows that U∗U is the spetral projetion
of |a| orresponding to the set σ(|a|) \ {0} (where we denote by σ(α) the
spetrum of an operator α). Thus by the spetral theorem (see, for example,
[13℄, 17)
U∗U ∈ {1, |a|}′′ = A′′0 . (5.6)
where A′′0 denotes the biommutant of A0 (that is the Von Neumann algebra
generated by A0). In partiular we have
U∗U ∈ A′0. (5.7)
So aording to Proposition 2.2
δ : A0 → L(H) (5.8)
is a morphism and U and A0 satisfy ondition (2.2).
The next theorem desribes a number of properties of A0 and U that follow
from ondition (5.4).
Theorem 5.1. Let U be the partial isometry dened by polar deomposition
(5.1) of an operator a satisfying (5.4). Then:
(i)
δk({|a|}) ⊂ {1, |a| , UU∗, . . . , Uk−1U∗k−1}, k = 1, 2, ... (5.9)
(ii) δ is an endomorphism of the C∗ − algebra
{1, |a| , UU∗, . . . , UkU∗k, . . . ; k = 1, 2, . . .}
(iii)
UkU∗k = δk(1) ∈ A′′0 , k = 0, 1, . . . (5.10)
(iv) For 1 6 k 6 l
U∗UkU∗l = Uk−1U∗l and UU∗kU l = U∗k−1U l (5.11)
(v)
[U∗lU l, UkU∗k] = 0 (5.12)
for k, l ∈ N.
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Proof: (i) Observe that property (5.4) means that
δ(|a|2) = U |a|2 U∗ ∈ {1, |a|} (5.13)
Sine δ : A0 → L(H) is a morphism it follows that
[δ(|a|)]2 = δ(|a|2) ∈ {1, |a|}.
Therefore (5.13) implies
δ(|a|) ∈ {1, |a|}. (5.14)
By iteration of (5.14) we have (i).
(ii) Follows from (i) and the fat that δ : A0 → L(H) is a morphism.
(iii) Sine as it has been already observed U∗U is the spetral projetion
orresponding to the interval (0, |a|] it follows that there exists a sequene αn
of elements of {|a|} suh that
αn
strongly−→ U∗U (5.15)
Therefore we have
UαnU
∗ strongly−→ U(U∗U)U∗ = UU∗
Sine (by (i)) UαnU
∗ ⊂ {1, |a|} it follows that UU∗ ∈ {1, |a|}′′.
The further proof goes by indution.
Suppose that UkUk∗ ∈ {1, |a|}′′, k = 1, n− 1. Taking the sequene αn men-
tioned above we have
UnαnU
n∗ strongly−→ Un(U∗U)Un∗ = Un−1(UU∗U)Un∗ = UnUn∗ (5.16)
But due to (i) and the assumption of the indution we have
UnαnU
n∗ ⊂ {1, |a|, UU∗, ..., Un−1Un−1∗} ⊂ {1, |a|}′′
and therefore (5.16) implies UnUn∗ ∈ {1, |a|}′′. So (iii) is proved.
(iv), (v) By (iii) we have that
A := {1, |a| , UU∗, . . . , UkU∗k, k = 1, 2, . . .} ⊂ A′′0
and in partiular A is a ommutative algebra.
In view of (ii) δ : A → A is an endomorphism and it has already been
observed that
U∗U ∈ A′′0 ⊂ A
′
.
Bearing in mind the equivalene (i)⇔(ii) in Proposition 2.2 we onlude that
A and U satisfy all the assumptions of Proposition 3.5. This implies (iv) and
(v).
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Remark 5.2. Most of the properties listed in Theorem 5.1 are known (we have
presented them for the sake of ompleteness). In partiular one an nd some
generalizations of property (v) and also generalizations of partiular ases of (i)
in Propositions 28 and 29 in [6℄, Setion 2.1 that also ontains a lot of important
information related to the subjet onsidered.
As the orollary of the properties listed and the results obtained in the
previous setion we an get the following result.
Proposition 5.3. Let U be the partial isometry dened by polar deomposition
(5.1) of an operator a satisfying (5.4) and A0 = {1, |a|} then
(i)
E(A0) = {A0, UU∗, . . . , UkU∗k, . . .} (5.17)
and E(A0) is a ommutative ∗−algebra satisfying onditions (2.2) and (2.3) and
δ : E(A0)→ E(A0) is an endomorphism.
(ii) The algebra E∗(E(A0)) is a ommutative oeient subalgebra and both
the mappings δ : E∗(E(A0)) → E∗(E(A0)) and δ∗ : E∗(E(A0)) → E∗(E(A0))
are endomorphisms.
Proof: The statements (i), (iii) of Theorem 5.1 and (5.6) imply the satisfa-
tion of properties (4.1) and (4.2). Therefore Proposition 4.3 tells us that E(A0)
is a ommutative
∗−algebra satisfying (2.2) and (2.3) and δ : E(A0) → E(A0)
is an endomorphism; and E∗(E(A0)) is a ommutative oeient algebra and
the mappings δ : E∗(E(A0)) → E∗(E(A0)) and δ∗ : E∗(E(A0)) → E∗(E(A0))
are endomorphisms.
The equality (5.17) follows from statement (i) of Theorem 5.1.
Example 2. Let us onsider a partial isometry U ∈ L(H) and a positive
operator 0 ≤ Q ∈ L(H) satisfying the onditions
U∗U = δ∗(1) ∈ {Q}′′ ⊂ A′′0 (5.18)
and
δ(Q) = UQU∗ = qQ (5.19)
where A0 = {1, Q} and 0 < q < 1.
By Proposition 2.2 δ : A0 → L(H) is a morphism and in addition from (5.19)
it follows that
δ(f(Q)) = f(qQ) (5.20)
for any f ∈ C(σ) suh that f(0) = 0 (here C(σ) is the algebra of ontinuous
funtions on the spetrum σ of operator Q). From (5.20) we onlude that δ
maps the algebra {Q} on itself and therefore the ondition
U∗U ∈
∞⋂
n=0
δn(A0)′ (5.21)
is fullled i
[U∗U, δn(1)] = 0, n = 1, 2, . . . (5.22)
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Following the argument used in the proof of statement (iii) of Theorem 5.1 and
using (5.18) instead of (5.6) one an prove that
δn(1) ∈ A′′0 , n = 1, 2, . . . (5.23)
This along with (5.18) proves (5.22) and (5.21).
Similarly the ondition
A0 ⊂
∞⋂
n=0
δn(A0)′
an be redued to the ondition
[a, δn(1)] = 0, n = 1, 2, . . . ; a ∈ A0
whih is again satised in view of (5.23).
Therefore Proposition 4.3 tells us that E∗(E(A0)) is a oeient algebra.
Hene one an use the isomorphism Theorem 2.11 to investigate the struture
of the algebra B = B(A0, U).
Let us onsider the operator a ∈ B ⊂ L(H) given by the formula
a := Uρ(Q) (5.24)
where 0 ≤ ρ ∈ C(σ) and ρ(0) = 0, ρ(t) 6= 0, t 6= 0 and U∗Uρ(Q) = ρ(Q).
In view of (5.18) we have that (5.24) is the polar deomposition of a.
Proposition 5.4. Operators a, a∗ and Q satisfy the following relations:
a∗a = ρ2(Q), (5.25)
aa∗ = ρ2(qQ), (5.26)
aQ = qQa, (5.27)
Qa = qa∗Q, (5.28)
Proof: As by denition (5.24) is the polar deomposition then (5.25) is true.
Equality (5.26) follows from (5.20).
To verify (5.27) note that property (5.19) implies
Ub = δ(b)U, b ∈ A0. (5.29)
Substituting here b by Q and using (5.19) one obtains
UQ = qQU (5.30)
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that gives
Uρ(Q) = ρ(qQ)U. (5.31)
From (5.31) one has
aQ = Uρ(Q)Q = ρ(qQ)qQU = qQUρ(Q) = qQa.
Thus (5.27) is true.
Finally (5.28) follows from the previous formula by onjugation.
The C∗−algebra Bρ := B(1, a,Q) generated by the operators 1, a and Q
satisfying (5.25)-(5.28) is a C∗−subalgebra of B(A0, U).
In a speial ase when
ρ(Q) =
1−Q
1− q (5.32)
the algebra Bρ will be the q−deformation Heisenberg algebra (see [23℄). And in
the ase when
ρ2(Q) = − 1
(1− q)(1 − q2)
(
q
Q
+Q
)
1
(1− q)2 (5.33)
Bρ is the q−deformation Uq(Sl(2)) enveloping algebra of Sl(2) (see [24℄).
The general ase of Bρ was studied in [24℄ where an appliation of this objet
to the theory of basi hypergeometri series and integrable physial systems was
investigated.
The algebras Bρ also appear in a natural way in quantum optis, namely, by
the quantum redution of the multi-mode quantum optial system. Reduing
the degree of freedom of the quantum system onsidered one passes from the
multi freedom degree Heisenberg algebra to the one given by relations (5.25)-
(5.28). The operators a and a∗ have the interpretation of the luster annihilation
and reation operators. For an exhaustive desription of this important physial
appliation see [8℄.
Referenes
[1℄ K.R. Davidson, C∗−algebras by example, Fields Institute monograf, 1996.
[2℄ G.K. Pedersen, C∗−algebras and their automorphism groups, Aademi
Press, New York, 1989.
[3℄ A. Antonevih, A. Lebedev, Funtional dierential equations: I. C∗−theory.
Longman Sienti & Tehnial, Pitman Monographs and Surveys in Pure
and Applied Mathematis 70, 1994.
[4℄ A. Antonevih, M. Belousov, A. Lebedev, Funtional dierential equations:
II. C∗−appliations. Part 1 Equations with ontinuous oeients, Addison
Wesley Longman, Pitman Monographs and Surveys in Pure and Applied
Mathematis 94, 1998.
26
[5℄ A. Antonevih, M. Belousov, A. Lebedev, Funtional dierential equations:
II. C∗−appliations. Part 2 Equations with disontinuous oeients and
boundary value problems, Addison Wesley Longman, Pitman Monographs
and Surveys in Pure and Applied Mathematis 95, 1998.
[6℄ V. Ostrovskyi, Yu. Samoilenko, Introdution to the Theory of Representa-
tions of Finitely Presented
∗−Algebras. I. Representations by bounded oper-
ators, Gordon and Breah, 1999.
[7℄ A. Odzijewiz, M. Horowski, A. Tereszkiewiz, Integrable multi-boson sys-
tems and orthogonal polynomials, J. Phys. A: Math. Gen. 34, 2001, p. 4353-
4376.
[8℄ M. Horowski, A. Odzijewiz, A. Tereszkiewiz, Some integrable systems in
nonlinear quantum optis, arXiv:math-ph/0207031 v1 23 Jul 2002.
[9℄ S. Boyd, N. Keswani, I. Raeburn, Faithful representations of rossed produts
by endomorphisms, Proeedings of the Amer. Math. So. , 118, 1993, No 2,
p. 427-436.
[10℄ S. Adji, M. Laa, M. Nilsen, I. Raeburn, Crossed produts by semigroups
of endomorphisms and the Toeplitz algebras of ordered groups, Proeedings
of the Amer. Math. So. , 122, 1994, No 4, p. 1133-1141.
[11℄ A. Lebedev, A. Odzijewiz, On the struture of C∗−algebras generated by
the omponents of polar deomposition, arXiv:math.OA/0208200 v1 26 Aug
2002.
[12℄ P.R. Halmos, A Hilbert spae problem book. Van Nostrand, 1967.
[13℄ M.A. Naimark, Normed rings. Nauka, Mosow, 1968 (Russian).
[14℄ A.B. Antonevih, Linear funtional equations. Operator approah. Univer-
sitetskoe Publishers, Minsk, 1988 (Russian).
[15℄ D.P. O'Donovan, Weighted shifts and ovariane algebras, Trans. Amer.
Math. So. 208, 1975, p. 1-25.
[16℄ A.V. Lebedev, On ertain C∗−methods that are used while investigating
algebras assoiated with automorphisms and endomorphisms, Dep. VINITI,
1987, No 5351-B87 (Russian).
[17℄ V.V. Brenner, On the spetral radius of operators with loally independent
shifts, Izv. AN BSSR, 1981, No 3, p. 48-85. (Russian)
[18℄ V.V. Brenner, Operators with loally independent shifts, Ph.D. diss., Minsk,
1981 . (Russian).
[19℄ V.V. Brenner, On spetral properties of operators with a shift, Uspekhi Mat.
Nauk., 37, 1982, No 1, p. 139-140. (Russian). Izv. AN BSSR, 1981, No 3, p.
48-85. (Russian)
27
[20℄ V.V. Brenner, On symboli sequenes I, II , Dep. VINITI, 1983, N4399-83;
Dep. VINITI, 1983, N4400-83 . (Russian)
[21℄ A.B. Antonevih, On two methods of studying the invertibility of operators
in C∗−algebras indued by dynamial systems, Mat. Sborn., 124 (166),
1984, No 1, p. 3-23. (Russian).
[22℄ A. Beurling, Sur les integrales Fourier absolutment onvergentes et leur
appliation a une transformation funtionelle, IX Congres des Math. Sand.,
Helsingfors, 1938, p. 345-366.
[23℄ V. Maximov, A. Odzijewiz, The q−deformation of quantum mehanis of
one degree of freedom, J. Math. Phys. 36, 1995, No 4, p. 1681-1690.
[24℄ A. Odzijewiz, Quantum Algebras and q−Speial funtions Related to Co-
herent States Maps of the Dis, Commun. Math. Phys., 192, 1998, p. 183-
215.
28
