We apply multiple query optimization to batches of pull (on-demand) 
Introduction
Wireless devices such as cellular phones, personal digital assistants, and laptop computers are widely popular; currently there are an estimated 200 million users of some form of wireless network and it is anticipated that there will be 1 billion subscribers in the next five years [UC99]. Users of mobile devices communicate with other (larger and more powerful) systems in order to use remote data or services. Application areas include electronic mail, field audit, public safety, stock trading, airline activities, weather information, bill paying, warehouses, healthcare, and the transportation industry [MA00] .
Most of these applications access databases, digital libraries, online services, and location-dependent information provided by mobile databases.
Mobile databases provide information to a mobile user [IB93, B99] . The term "mobile database" does not necessarily mean that the database itself is mobile. Sistla and others [SWCD97] propose a centralized and distributed mobile database architecture where some data is present at the central server and other data is present at mobile nodes. In a distributed architecture there is a possibility of nodes being disconnected, and thus unavailable to answer a request at all times. In order to focus on query optimization issues, we assume a purely centralized architecture in our work.
In a centralized wireless architecture the whole geographical area is divided into cells where each cell mimics a circle. At the center of each cell is a Base Station (BS) that communicates with the Mobile Stations (MS) in its cell area through a wireless link. The BS is also referred to as a server and the MS as a mobile unit, device, or simply a mobile. BSs serving an area are connected by a wired network. When a MS moves from one cell to another the wireless link with the old BS is broken and a new link is established with another BS.
In a centralized mobile database the database resides in the central server (or BS). There are two ways the server can provide data for a mobile user: pull-based and push-based. In a pull-based method the user sends a request for data on an uplink channel and the server processes the request and sends the data to the client on a downlink channel. An uplink channel is a channel on which a mobile can send its query to the server. The downlink channel or pull channel is the channel on which an answer to a query is sent to an individual mobile. Other mobiles cannot access the downlink information. Uplink channel bandwidth is used to send queries and downlink channel bandwidth is required to send the answers to the queries. In a push-based method the server broadcasts the data on a broadcast channel and the mobiles tune to that particular channel to retrieve the information [AAFZ95] . In this approach the server continuously and repeatedly broadcasts data to the clients. The broadcast channel becomes a disk from which clients can retrieve data. The broadcast is created by assigning data items to different disks of varying sizes and speeds and then multiplexing the disks on the broadcast channel. In this mode there is a wait for the data but there is a reduction in the channel bandwidth that is used since the data need not be sent to each client separately. In a hybrid model, the push-only model is augmented with a pull-based approach by using an uplink channel to allow clients to send explicit requests for data to the server [AFZ97] .
This model accommodates queries whose answers cannot be obtained from the broadcast information.
Unlike the push architecture, in a pull model the answers for each query are sent separately. When the queries are processed in groups there may be many common expressions among the queries. We investigate the use of multiple query optimization to process a group of queries together and execute the common retrieval and broadcast operations once. This technique is useful for query workloads that contain identical queries (queries are repeated), subsumption queries (the answer for a query is a subset of the answer for another query), and overlapping queries (the two answers share some data). In the case of disjoint queries (all the queries are all distinct), this technique behaves as an ordinary query processor.
We apply a multiple query processing (MQP) technique for the queries sent as pull requests. We group queries that are sent to the server in a given time window. If the queries in a particular group have some commonalities, we construct a query graph for these queries and obtain a common answer for them, called a materialized view. Instead of using the pull channel, which is a downlink channel, we use a view channel, which is a broadcast channel for views that answer a group of pull requests. The individual mobiles are sent small packets stating when and for how long to tune to the channel and retrieve the answers. We study the savings in average wait time and bandwidth that are obtained using this approach.
Figure 1. Bandwidth usage for pull requests
To illustrate the problem addressed in this paper, consider a mobile database where data pages are continuously broadcast over a push channel; the channel bandwidth usage for broadcasting the disk once is equal to the sum of the sizes of all the pages. A time window occurs in which 5 mobiles cannot retrieve the answers to their queries (Q1-Q5) from the push data and thus they send pull requests to the server.
The server processes the queries and sends the answers on a downlink channel in the order the requests are sent. The channel bandwidth usage for the pull requests on a downlink channel is shown in Figure 1(a) . The answers to Q1 and Q5 are identical, the answer to Q2 overlaps that of Q1, the answer to Q2 subsumes that of Q3 (i.e., answers for Q3 can be obtained by doing a simple select operation on the result of Q2), and the answer to Q4 does not have any data in common with any other query answers.
Using MQP techniques, the resulting broadcast disk is shown in Figure 1(b) . Since Q1 and Q5 are identical, the results are broadcast just once. The overlapping portion of Q1 and Q2 is broadcast just once. The result of Q3 is obtained from the result of Q2 (note that the mobile need only tune to the data of interest, not all of Q2), and Q4 is broadcast. Channel bandwidth and wait time savings are expected to result from using MQP to form a broadcast program.
We adopt a hybrid push-pull architecture where mobile users are served by a central server that receives requests on an uplink channel, broadcasts query answers on a view channel, and sends tuning details on the downlink channel. In order to improve response time and reduce channel traffic, we propose a multiple query processing method for pull requests (called MQPR) to batch the queries and create views. We select a testbed and develop a software system for implementing MQP techniques to compute bandwidth and wait time for different query workloads. Note that query answers for pull requests are broadcast, so that privacy is not considered to be an issue here. If privacy is a concern, then a different hybrid approach [AFZ97] can be used; we compare performance of MQPR to this style.
In Section 2, we discuss multiple query processing for relational databases. In Section 3, we present the design of our performance study, results, and analysis. In Section 4, we discuss conclusions and future work.
Multiple Query Processing
Multiple Query Processing (MQP) optimizes a set of queries together by executing the common operations once in order to save query execution time and evaluation cost; MQP typically offers substantial improvement to the performance of a system [S88] . Exhaustive algorithms have been proposed for doing MQP [SG90] . These are impractical and explore an exponential search space. Heuristic algorithms are practical and provide significant benefits in the optimization of queries [RSSB00] . We adopt a heuristic approach here.
We illustrate MQP with an example based on the TPC-H Benchmark [TPC99] . Figure 2 contains two queries that retrieve information from an order processing database. The first query retrieves customer and order information for a particular quantity of items ordered. The second query retrieves customer and order information for a particular quantity of items ordered and whose order status is shipping. The answer for the second query is a subset of the results of the first query. The results of the first query enable fast computation of the second. These requests can be optimized using MQP by first finding the customers whose lineitem quantity is 24 and then using this to find the orders with the additional constraint that the orderstatus is shipping. 
Applying MQP in mobile databases
The major tasks in MQP are common operation/subexpression identification and global plan construction. When there are subsumptions between queries, i.e., when the answer for a query is to be obtained by doing a select operation on the answer being broadcast, we can sort the answer before it is broadcast so that the mobile does not have to do a selection operation. It can just tune at the time given in the packet and get its answer. This is referred as filtering of data [IVB94a] . This method reduces the bandwidth that would previously be wasted by transmitting almost the same information for different users separately.
The information flow between the mobile, the server, the data source, and the broadcast channel for MQPR is outlined here: (1) the mobile initially sends an uplink query, (2) the server collects all the requests it obtains in a given time window, applies an MQP technique, and evaluates the common expressions, (3) it sends the requests for data to the information source and obtains the results, (4) the mobile is sent a small packet containing information regarding when and for how long to tune to the channel to get the information, (5) these results are broadcast on a view channel, and (6) the mobile then tunes to the channel according to the information in the packet and obtains the information.
In the next section, relational MQP techniques are reviewed and one is selected for our work.
MQP techniques
The problem of identifying common subexpressions is NP-hard [RH80, J85, SKL89].
Multi-relation subexpressions can only be addressed heuristically since determining subexpressions has an exponential search space [J85] . There are two main heuristic approaches, one using AND/OR (operator) graphs [RC88, RSSB00] and the other using multigraphs. In an AND/OR graph, the AND nodes represent the relations and the OR nodes represent the operators. Since there may be many AND/OR graphs corresponding to a particular set of queries, the performance of an algorithm depends on the chosen representation.
AND/OR graphs are also procedural (i.e., they specify an evaluation order) so that some potential optimization choices are not considered. Both of these disadvantages do not occur in the multigraph approach.
We use a multigraph technique for processing subsumptions [CE94, CD98] . A multigraph is a unique, non-procedural representation of multiple queries. We choose a multigraph for MQP in our work for these reasons and because of the ease of detection of common subexpressions.
The detection of common subexpressions using a multigraph is the same as the detection of common edges, i.e., edges connecting to the same node(s) on the graph. The worst case complexity of finding common edges in a multigraph is proportional to the number of edges whereas in an operator graph the worst case complexity is proportional to the square of the number of nodes in the graph. Therefore the time and space complexities for processing common subexpressions using a multigraph are much lower than those that use an operator graph [CE94] . We describe the multigraph technique in the following sections.
Multigraph processing
A multigraph G(R, SE, JE) is defined as follows, where R is a relation, SE is a select edge, JE is a join edge, and QL is the query list [CE94]:
1. A node, r ∈ R, of the multigraph represents a relation or an intermediate result derived from relational operation(s).
2. A selection edge, se i ∈ SE, loops on a node and represents a select operation on the relation. A selection edge is labeled with a query ID and selection condition(s).
3. A join edge, je i ∈ JE, between two relations represents the join operation. A join edge is labeled with a query ID and a join condition(s).
A multigraph is constructed for a given set of queries. When a relational operation is evaluated, the node(s) and edge(s) related to the operation are contracted into a new node. At the end of a sequence of operations, the single remaining node represents the final result. The main idea of MQP is to execute the common operations only once. Two join/select conditions may have nothing in common, may be identical, may overlap, or one may subsume the other; we refer to these relationships as the commonality between two conditions. A group of edges and type of commonality among the edges in the multigraph are selected for processing based on heuristics [CE94] .
The algorithms process (1) identical selects, (2) subsumption selects, (3) overlap selects, (4) identical joins, (5) subsumption joins, and (6) overlap joins. In our work, algorithms (1), (2), (4) and (5) are implemented. Figure 3 gives the algorithm for processing identical select conditions. This algorithm is illustrative of other identical and subsumption processing algorithms. In the algorithm, all the select operations with identical common subexpressions are performed just once and a contracted node is created by removing these edges. Common subexpressions are processed until no further common conditions exist. The output is a multigraph (materialized view) that can answer all of the queries represented in the input multigraph.
In the following section we give an illustrative example of the multigraph MQP technique.
Illustrative example
Consider the example Queries A and B shown in Figure 2 . The base relations underlying these queries are specified in the TPC-H schema [TPC99] . The construction of the multigraph for these queries and the transformations are given here. First the base relations for these queries are identified as Orders (O), Customers (C), and Lineitem (L). The nodes are the relations, an edge joining two nodes is a join edge, and a dotted edge looping to a relation is a select condition. A multigraph of Figure 4 (a) is input to the MQPR algorithm. The algorithm uses heuristics to select a group of edges for processing.
The type of edge and commonality among the operations is identified, the common operations are performed, and a contracted node is obtained. The multigraph is modified (i.e., nodes are constructed and edges are eliminated) when an operation is carried out. This processing of common edges is done until no further common operations exist. In Figure 4 The size of the result to be broadcast for the given set of queries is computed from the final multigraph obtained after the transformations (Figure 4(d) ). This is used in determining the channel bandwidth and the wait time; the cost metrics for these calculations are discussed in the next section.
Performance Study
In this section the performance of algorithms to process pull requests are compared. Since the algorithms determine the content of a broadcast view channel, two relevant performance criteria are bandwidth usage and wait time. We design simulations with different query workloads to investigate the impact of the algorithms in different scenarios for these two metrics.
Overview of the system
There are two phases for the creation of a view broadcast program. One is to determine the content (answers to queries) and the other is to assign the broadcast elements to the available view channels.
In the pull-based (PR) method, the elements to be broadcast are the individual answers to all the queries that the server receives. In MQPR the queries are grouped based on subsumptions and the elements to be broadcast are the answers of each of these groups.
In PR the ordering of the elements is the order in which the server receives the queries. In MQPR we define two ways of ordering the elements: MQPR 1 and MQPR 2. In MQPR 1 , the elements are sorted in the order of their size and the smaller elements are given higher priority for broadcast than the larger elements. MQPR 2 is an improved broadcast method where the elements to be broadcast are sorted in increasing value of the ratio of the size of the element to the count of the number of users waiting for the element (S i /Sc i ). The element with smallest S i /Sc i value has the highest priority to be broadcast. In our study, significant lowering of the average wait time is obtained using this method. initialize the size of each channel to zero // channel size is the sum of elements to be broadcast for each of the elements in the array compute the channel with smallest size add this element to that particular channel, compute the new channel size add this element in the element list of that channel wait time for an element in a channel = (sum of sizes of elements before it in the element list* t/L) return waittime[] Our channel assignment algorithm gives the broadcast program for each of the channels. The heuristic we use here takes one element at a time from the ordered list and assigns it to the channel with the least sum of sizes of all the previously assigned elements. The results within a broadcast element are ordered so that some of the subsumed queries can avoid doing selects. Each mobile is sent a packet stating when to tune to get its answer. In the next section we give the channel assignment algorithm.
Performance model
This section introduces terms and variables used for describing our performance model, followed by an algorithm for calculating wait time. The broadcast is done in the form of buckets that are the smallest logical unit of broadcast. All buckets are the same size. Bucket size is given in bytes. The parameters we use and their explanations are as follows:
• C: channel bandwidth usage in bytes,
• N: number of requests,
• b: the size of the that needs to be broadcast for a query set in bytes,
• L: bucket length in bytes, The total channel bandwidth is the sum of the sizes of all the elements that are broadcast. Access time is the time a mobile spends determining where in the broadcast the answer for its query can be obtained. In our system, access time is not computed because the mobile is sent a packet detailing when the mobile can tune in to retrieve the desired information. Only tuning time is considered. Tuning time is measured in terms of the number of buckets. The wait time is the time elapsed between the time a request is sent to the time the mobile starts downloading the data. The algorithm for calculating the wait time is given in Figure 5 . It takes as input the number of elements to be broadcast, the element sizes in a given order, and the number of available channels. It gives as output the wait time for each mobile waiting on these elements. The algorithm combines our channel assignment heuristic with the computation of individual wait times. We ignore the cost of the header sent to each mobile since it is a small number of bytes and the cost of broadcasting the query answers in PR dominates it by several orders of magnitude for all queries in the testbed.
The next section gives the testbed for our experiments.
Testbed
We extend the TPC-H-SPJ query set [T99] to include additional queries with subsumption relationships. TPC-H-SPJ is a select-project-join (SPJ) set of queries derived from the TPC-H benchmark's query set [TPC99] . The TPC-H-SPJ query set modifies the TPC-H queries to discard aggregation, ORDERBY and GROUPBY functions, but retains the original schema. Queries A and B in Figure 2 are Q8 and Q9, respectively, in our query set. The TPC-H benchmark is a decision support benchmark that consists of a suite of business-oriented ad-hoc queries with broad industry-wide relevance. We choose this benchmark as our basis since it does not represent the activity of any particular business segment, but rather an industry that manages, sells, or distributes products worldwide. Our testbed extends the TPC-H-SPJ query set to a total of fifteen queries. The queries are either the same or modifications of queries in the TPC-H-SPJ query set. We introduce subsumption relationships in order to apply MQPR. A description of our query set appears in Table  1 . The first column denotes our queries, the second column shows which queries subsume which others, and the third column gives the size of the results in bytes (based on a scaling factor of 1 for the TPC-H database Proceedings of the 36th Hawaii International Conference on System Sciences (HICSS'03) and estimates of query result sizes [T99] ). The fourth column relates our queries to the TPC-H queries.
Design of experiments
We design simulations to study the bandwidth savings between PR and MQPR, and study the effect on wait time for the PR, MQPR 1 and MQPR 2 algorithms for different kinds of workloads at the server. Some examples of loads that a server may experience are light loads (small queries), heavy loads (large queries) and balanced loads (all types of queries). The lack of published workload studies for database applications is noted by several authors [HSY01] ; we model skewed access patterns based on other studies of mobile databases [AFZ97] and webbased access patterns [AACF98] .
For each experiment we vary the number of user requests from one to fifty in increments of size 1. For a given number of requests, we randomly select the queries from the testbed query set.
In the first experiment, we use a balanced load, i.e., all the queries have equal probability of being selected. In the second one, termed Skewed Load1, the first k queries have higher probability of occurring than the rest; this increases the probability of subsumption relationships between queries, so that we can study how this impacts bandwidth. The third load, termed Skewed Load2, k small queries (queries for which the results are small) have higher probability of occurring than other queries. This query set helps us to determine how performance characteristics vary with a light load. In the fourth one, termed Skewed Load3, k large queries (queries for which the results are large) have higher probability of occurring and this load depicts the system performance with a heavier load. In the fifth one, termed Skewed Load4, k randomly selected queries have higher probability than the rest. This query set is used to study the system behavior for a skewed load with no particular pattern. The sixth experiment is conducted with the Distinct Query Load that consists of queries with no subsumption relationships between them, although some queries are repeated according to random selection.
For our study, we double the likelihood of a query occurring in a workload if it has a higher probability according to a particular strategy for that workload. We let k=7 for our study since it represents approximately half of the queries in the testbed. The following parameters are constant for all the experiments: channel bandwidth (C=10Kbps), bucket length (L=128 bytes), and the time to broadcast a single bucket (t=0.1sec). These parameters are identical to those used in other performance studies in the literature [IVB94b] . For each query set we vary the number of channels available for broadcast: PR: 10, both MQPR 1 and MQPR 2 : 3 and 5. The value 10 is chosen for PR, but a smaller number of channels for MQPR is sufficient to give comparable or better performance.
Each experiment has a given number of requests (from 1 to 50), and we group the selected queries so that queries with subsumptions fall in a particular group. We construct a multigraph for each of these groups and use it as an input to our MQP algorithm. The MQP algorithm computes the size of elements that are broadcast. The elements are ordered for the different methods (PR, MQPR 1 , and MQPR 2 ), and passed to the channel assignment algorithm for computing broadcast plans. The bandwidth is computed for PR and MQPR methods. The bandwidth is same for MQPR 1 and MQPR 2 , since they only differ in the ordering of the elements in the broadcast. Average wait times are computed for PR, MQPR 1 and MQPR 2 techniques.
Results
For different numbers of user requests, for each of the channel number variations and view broadcasts, the bandwidth usage and the wait times are calculated. Thus 600 simulations are conducted for bandwidth and 1,500 simulations are conducted for wait time. We plot three graphs for each type of load. The first one is the bandwidth usage graph, the second graph gives the average wait time with 5 channels, and the third graph gives the average wait time with 3 channels. We introduce representative examples using a balanced load and analyze the results in the following subsections. Figure 6 shows the bandwidth usage graph for a balanced load. The queries are randomly selected for a given number of user requests (from 1 to 50). The x-axis is the number of user requests and the y-axis is the bandwidth usage in bytes. The bandwidth plot for MQPR levels out after a certain number (in this case 39) of user requests. The bandwidth plot for PR continues to increase. The bandwidth usage in MQPR is always less than or equal to that of PR. In some points the plot in PR increases but the plot of MQPR decreases (e.g., where x=18 and x=19). The reason for this is the savings due to identical queries (at x=19 there are more repetitions of certain queries than at x=18). Table 2 gives the percentage savings of MQPR compared to PR for all query loads in our study. We observe that significant savings result from MQPR for any type of load. The savings are lowest for queries with smaller sizes (Skewed Load2) and highest for the load with large queries (Skewed Load3). We Figure 7 the number of user requests is on the x-axis and the average wait time in seconds is on the y-axis. The wait times are reduced using MQPR 1 although just 5 channels are used for broadcast compared to 10 for PR. It is further observed that the wait times with MQPR 2 are slightly lower than MQPR 1 . The average wait times in PR and MQPR 1 are almost the same up to 17 user requests. After that the wait time calculated for MQPR 1 remains almost the same but the wait time calculated for PR increases rapidly. Figure 8 gives the plot of average wait time when 3 channels are used for broadcast in MQPR 1 and MQPR 2 . Even when using just 3 channels for broadcast the average wait times are either below PR or comparable. Wait times increase up to a certain maximum value (in this case 250 seconds) for 12 requests and after that they remain almost constant using either MQPR technique. Table 3 compares the average wait times for the mobiles for up to 30 requests (which we refer to as Case 1). We do the comparison for varying loads, broadcast methods, and broadcast channels.
The same comparisons for up to 50 requests (which we refer to as Case 2) are given in Table 4 . The wait times for PR are high even though it uses 10 channels. These wait times are comparable to the wait times in MQPR approaches with just 3 channels in Case 1, but they are much higher in Case 2. The wait times for MQPR 2 are uniformly lower than wait times calculated for MQPR 1. The large impact of a small increase in the number of channels using MQPR techniques is evident from the relatively lower wait times. The average wait times computed by MQPR approaches remain almost the same in Case 1 and Case 2, but the average wait times computed by PR are higher for large number of requests than smaller number of user requests. In Case 1 the wait times calculated for Balanced and Skewed Load2 using MQPR 1 are slightly higher than those calculated using PR, but this is still reasonable since we are using just 3 channels in MQPR 1 compared to 10 in PR. MQPR 2 overcomes this and the wait times in these cases are almost the same as those in PR. In other words, MQPR 2 always outperforms MQPR 1 and PR in our study for average wait time calculations. Table 5 gives the percentage reduction of the average wait time for MQPR 2 compared to PR. It can be seen that reasonably good reduction in wait time is obtained by using MQPR 2 .
Conclusions
The following contributions are made in this research.
(1) We use a multigraph MQP technique to propose an improved method for handling pull requests that creates multiquery materialized views to be broadcast. (2) We conduct a performance study for different types of query loads and investigate how the bandwidth and average wait time are affected by the type of method used and the nature of loads.
In our performance study, we observe that by grouping queries and creating materialized views to broadcast, we obtain reductions in bandwidth usage and also lowering of wait times. MQPR techniques outperform PR for both bandwidth and wait time calculations in our study; MQPR 2 performs better than MQPR 1 in all cases. More savings in bandwidth usage are obtained for a heavy load compared to a lighter load; the reason for this is that more bandwidth is used for large size queries and by eliminating repetitions and subsumptions more savings are obtained.
Our preliminary research suggests that continued investigation is worthwhile. Extensions to this work include expanding the parameters of the study as well as modifying the architecture of the system. The cost model could be extended to include additional metrics and scenarios; for example, incorporating overhead costs incurred by MQP (delays due to the time window and constructing the multigraph). The architecture could be extended to include more realistic wireless networks [CWKS97] . Our model is a simplistic one used to investigate the feasibility of using MQP in a mobile database environment, and we only investigate savings in bandwidth and wait time with respect to broadcast programs.
Additional studies can be done using other MQP techniques that expand the types of queries allowed to include other operators [ZDNS98] . Determining an optimal time window for which the server accepts queries for MQP application is an area for future investigation as well.
Algorithms to determine what to broadcast on push channels to reduce the number of pull requests can be incorporated into the system architecture and studied. Dynamic broadcasting techniques for broadcast disk reorganization can be explored [LHL99] .
The availability of auxiliary information such as indexes [HLL01] and cached queries [SR87] could be incorporated into our system. Performance of MQP in an actual real-world environment could also be explored. An application where users are interested in the same or overlapping data, e.g., stocks or airline flights, may benefit. 
