In this paper, we are concerned with the global existence and stability of a smooth supersonic flow with vacuum state at infinity in a 3-D infinitely long divergent nozzle. The flow is described by a 3-D steady potential equation, which is multi-dimensional quasilinear hyperbolic (but degenerate at infinity) with respect to the supersonic direction, and whose linearized part admits the form
§1. Introduction and main results
In this paper, we are concerned with the global existence and stability of a smooth supersonic polytropic gas with vacuum state at infinity in a 3-D infinitely long divergent nozzle. The divergent nozzle is described by the domain Ω = {x = (x 1 , x 2 , x 3 ) ∈ R 3 : x where ∂ i = ∂ x i (1 ≤ i ≤ 3), c(ρ) = P (ρ) is the local sound speed, P (ρ) is the pressure, ρ is the density, and state equation is given by P (ρ) = ρ γ with 1 < γ < 2 (for the air, γ ≈ 1.4). Moreover, the density ρ = ρ(∇ x Φ) can be determined by the Bernoulli's law:
where ∇ x = (∂ 1 , ∂ 2 , ∂ 3 ), and q 0 > c(ρ 0 ) (this means that the flow at the entrance is supersonic along the radial direction). Without loss of generality and for convenience, C 0 = 1 will be always assumed in the whole paper. 3 ≥ 1, x 3 > 0}, then Φ satisfies the following fixed boundary condition on Σ:
Due to the divergent geometric property of Ω, it is convenient to work in the spherical coordinates (r, θ, ϕ): (x 1 , x 2 , x 3 ) = (r cos θ sin ϕ, r sin θ sin ϕ, r cos ϕ), (1.4) where r = x In particular, if the solution Φ of (1.5) is axially symmetric, namely, Φ(r, θ, ϕ) ≡ Φ(r, ϕ) is independent of the variable θ, then (1.5) becomes
Here we point out that some coefficients in (1.5) or (1.6) admit strong singularities near ϕ = 0. Consequently, in order to overcome the difficulties arisen by the singularities near ϕ = 0, we require to rewrite (1.5) or (1.6) by introducing some smooth vector fields tangent to the sphere S 2 as in [15] .
(1.7)
Then it follows from a direct computation that (1.5) or (1.6) has such a new form
C ij (ω) r 3 ∂ r ΦZ i ΦZ j Φ + 3 i,j,k=1 8) where ω = x r , C ij (ω) = C ij ( x r ) and C ijk (ω) = C ijk ( x r ) are smooth functions on their arguments.
Meanwhile, the fixed boundary condition (1.3) can be changed as
Especially, for the axially symmetric solution Φ, the boundary condition on Σ is
(1.10)
In addition, we impose the following initial axially symmetric perturbations:
Φ(1, θ, ϕ) = εΦ 0 (ϕ), ∂ r Φ(1, θ, ϕ) = q 0 + εΦ 1 (ϕ), (1.11) where ε > 0 is a small parameter, and Φ i (ϕ) ∈ C ∞ 0 [0, ϕ 0 ) (i = 0, 1). In fact, such kinds of initial conditions (1.11) can be easily realized by small axially symmetric perturbations on the initial density and velocity of irrotational gas. is determined by the Bernoulli's law (1.2). The main result in our paper is: Theorem 1.1. There exists a constant ε 0 > 0 depending on q 0 , ρ 0 and γ such that problem (1.8) with (1.10)-(1.11) possesses a global C ∞ supersonic solution Φ(x) for ε < ε 0 and the mass of gas on any smooth cross surface Γ is conserved, namely, Γ ρ∇ x Φ · − → n dS ≡ m ε , where − → n stands for the unit outward normal direction of Γ. Moreover, ρ(x) > 0 and lim r→∞ ρ(x) = 0 hold in the whole Ω. Remark 1.1. From Theorem 1.1, one easily knows that there do not exist vacuum domains in any finite part of Ω for the problem (1.8) together with (1.10)-(1.11). Remark 1.2. For the small arbitrarily (not axially symmetric) perturbed supersonic flow in Ω, which is determined by the equation (1.8) together with (1.9) and the initial data (Φ(1, θ, ϕ), ∂ r Φ(1, θ, ϕ)) = (εΦ 0 (θ, ϕ), q 0 + εΦ 1 (θ, ϕ)) with Φ i (θ, ϕ) ∈ C ∞ 0 ([0, 2π] × [0, ϕ 0 )) (i = 0, 1), we can also solve the global stability problem as in Theorem 1.1 by analogous but much more complicated analysis. Nevertheless, due to the lengthy formulas and too heavy computations, we do not give out the related details of proof procedure here. For the de Laval nozzle, which is constructed by a converging "entry" section and a diverging "exhaust" section, when the supersonic flow is formed across the sonic curve in the slowly variable nozzle and the infinite long nozzle walls approach two symmetric lines (see the Figure 5 below), then our Theorem 1.1 illustrates that the smooth supersonic flow exists globally for the small perturbed state. On the other hand, if the de Laval nozzle is finitely long and an appropriately large exit pressure p e is given, as stated in Section 147 of [5] , at a certain place in the diverging part of the nozzle a shock front intervenes and the gas is compressed and slowed down to subsonic speed (see the Figure 6 below). This phenomenon has been extensively studied, especially the stability problem of a transonic shock is completely solved for a general class of 2-D de Laval nozzles whose divergent parts are small and arbitrary perturbations of divergent angular domains for the full steady compressible Euler system in [16] . 
On the other hand, if we consider the Cauchy initial data problem of (1.1) which is of a small perturbation with respect to the uniform constant density ρ 0 and velocity (0, 0, q 0 ) 12) where q 0 > c(ρ 0 ), and
, then by a direct verification, one sees that (1.12) does not fulfill the "null-condition" put forward in [4] and [14] . Therefore, in terms of the extensive results of [1] [2] , [9] , [21] , [28] and so on, the classical solution to (1.12) will blow up for finite x 3 . However, compared this blowup result with our Theorem 1.1, we obtain the global existence of a smooth solution to (1.12) together with the divergent nozzle wall condition due to the rarefactive property of supersonic gas. Remark 1.6. If the initial density contains vacuum, the local well-posedness results of compressible Euler system have been extensively studied in [3] , [6] [7] , [12] [13] , [18] , [20] , [25] [26] [27] and so on. In the general case, such local classical solution will blow up in finite time as shown in [3] , [25] and the references therein. With respect to the problem in our paper, the vacuum only appears at infinity and the smooth solution exists globally. Remark 1.7. If the initial velocity u 0 (x) of gas forces particles to spread out, roughly speaking, u 0 (x) is close to a linear field, which means lim |x|→∞ |u 0 (x)| = ∞, the authors in [11] and [22] have proved the global existence of smooth solutions to the Cauchy problem of compressible Euler system. Here we emphasize that our initial data (1.11) are not the cases posed in [11] or [22] (for example, one can see Theorem 1 of [11] ).
Let us comment on the proof of Theorem 1.1. Since the local solvability of problem (1.8) together with (1.10)-(1.11) has been known as long as the vacuum does not appear, we will use the continuous induction method to prove Theorem 1.1. To achieve this objective, we need to establish the global energy estimates with suitable anisotropic weights for (1.8) with (1.10)-(1.11), which is degenerate at infinity and admits a linear part as follows:
1 + r ∂ r . Based on such estimates, one then obtains the absence of vacuum for any finite x 3 > 0 in Ω, the global existence, stability, and the asymptotic behavior of the solution. The key ingredients in the analysis to obtain weighted energy estimates are to look for an appropriate multiplier and the suitable anisotropic weights, derive available boundary conditions of higher order derivatives of Φ on the boundary Σ and search for the required weighted Sobolev interpolations. Finding a suitable multiplier and anisotropic weights are not easy due to the following reasons: Firstly, to obtain the global existence with no vacuum state requires to establish the estimates independent of x 3 and ∇ α x Φ (0 ≤ |α| ≤ 4) on the boundaries as well as in the interior of the domain Ω. This leads to strict constraints on the multiplier and anisotropic weights, as well as makes the computations delicate and involved. Secondly, as our background solution tends to vacuum at infinity with different rates for the density and velocity and their derivatives respectively, one needs to take some measures to simplify the coefficients of the nonlinear equation (1.8) so that the procedure to find the multiplier and anisotropic weights and meanwhile avoid the appearance of vacuum for finite x 3 becomes manageable (one can see more detailed explanations in Remark 2.5 and §5 below). Thirdly, the Neumann-type boundary condition (1.10) fulfilled by Φ arises additional difficulties since there are no enough information on Φ itself and its higher order derivatives. Thanks to some delicate analysis on the radial derivatives and angular derivatives of Φ, which are closely accompanied by the weighted Sobolev interpolation inequalities in [17] , we finally overcome all these difficulties and obtain a uniform weighted estimate of Φ and its higher-order derivatives with no vacuum state for any finite x 3 > 0 in Ω. This eventually establishes Theorem 1.1. This paper is organized as follows. In §2, we derive some basic estimates on the background solution with vacuum at infinity, and show some preliminary results regarding the weighted Sobolev interpolation inequalities. In §3, we reformulate problem (1.8) together with (1.10)-(1.11) by decomposing its solution as a sum of the background solution and a small perturbatioṅ Φ so that its linearization can be studied in a convenient way. In §4, we will establish a uniform weighted energy estimate for the corresponding linear problem, where an appropriate multiplier is constructed. In §5, the uniform higher-order weighted estimates ofΦ are established by rather delicate analysis on the radial derivatives and angular derivatives ofΦ, where the domain composition techniques are applied in order to obtain the energy estimates ofΦ near ϕ = 0. In §6, based on the results in §5, we complete the proof of Theorem 1.1 by applying Sobolev's embedding theorem and continuous induction method. §2. Background solutions and some preliminaries
In this section, at first we analyze the background solution to (1.6) with (1.10)-(1.11) when the initial data (1.11) are replaced by
In this case, the density ρ(x) and velocity u(
Consequently, the problem (1.6) with (1.10) and (2.1) is equivalent to
With respect to problem (2.2), we have Lemma 2.1. For r ≥ 1, (2.2) has a global smooth solution in Ω which satisfieŝ
Correspondingly, the potential functionΦ(r) = r 1Û
(s)ds. Remark 2.1. Lemma 2.1 states an interesting physical phenomenon: along the direction of increasing area, a supersonic flow is expanded and accelerated, meanwhile becomes more and more rarefactive in the divergent nozzle. This and more physical phenomena on the supersonic or subsonic flows in divergent or convergent nozzles can be found in Chapter V of [5] .
Proof. It follows from the first equation and the initial data in (2.2) that
This, together with the second equation in (2.2), yields
On the other hand, if we set f 1 (ρ,Û , r) = r 2ρÛ −ρ 0 q 0 and f 2 (ρ,Û , r) = 1
Thus,ρ(r) andÛ (r) in (2.2) exist globally for r ≥ 1 by implicit function theorem. In addition, (2.3) can be directly obtained by (2.4) and the second equality in (2.2), and (2.5) respectively.
Next, we cite an important weighted Sobolev interpolation inequality in [17] , which will be applied to prove some crucial weighted inequalities listed in Lemma 2.6 below.
Lemma 2.2. (see [17] ) Suppose s, τ, p, α, β, q, a are real numbers, and j ≥ 0, m > 0 are integers, satisfying
There exists a positive constant C such that the following inequality holds for all v ∈ C ∞ 0 (R n ):
7)
if and only if the following conditions hold: 11) where T > 1 is a constant, then we have (i) (2.7) still holds under the restrictions (2.6)(2.8)-(2.10), moreover the constant C in the right hand side of (2.7) does not depend on T .
(ii) for m = 2, 1 < γ < 2, σ > 0 and 0 < δ < 4γ,
14) 15) where the generic positive constant C is independent of T . Proof. (i) The proof is completely parallel to that of Lemma 2.2 (one can check the details in [17] ), then we omit it here.
(ii) In (2.6)(2.8)-(2.10) of Lemma 2.2, set s = 4, p = 2, q = ∞, a = 1 2
and j = 1, m = 2, one then concludes that: (2.12) and (2.13) come from (2.7) and the choices of τ = 2γ + 2σ
(2.14) and (2.15) are derived from (2.7) by choosing τ = 8γ
, β = 2γ − 1 respectively. In order to apply Lemma 2.2 or Corollary 2.3 to derive some weighted Sobolev inequalities in Ω without the restriction (2.11), we require to establish an extension result as follows:
T ≡ 0 and
Proof. In terms of the geometric property of D T , it is convenient to use the spherical coordinate to work. Denote byũ(r, θ, ϕ) = u(rcosθsinϕ, rsinθsinϕ, rcosϕ). LetẼ be an extension operator defined as follows:
Noticing that
and
Analogously, we have for |α| ≤ 3
Choosing a C ∞ −smooth function η(s) with η(s) ≡ 1 for s ≤ 1 and η(s) ≡ 0 for s ≥ 9 8 and setting
Eu
then Eu satisfies (2.16) and the proof of Lemma 2.4 is completed. Remark 2.2. From Lemma 2.4, we easily know that Corollary 2.3 still holds when the assumption (2.11) is removed.
With respect to the Z−fileds introduced in (1.7), we have the following properties by direct verifications as in [15] .
Lemma 2.5.
1 smooth functions f and g.
(iv) |Zv| ≤ r|∇ x v| for any C 1 smooth function v, here and below Z ∈ {Z 1 , Z 2 , Z 3 }. + ... + |Z m u| r m . As direct applications of Remark 2.2 and Lemma 2.5, we have the following inequalities which will be used again and again in §5 below.
, then there exists a generic positive constant C independent of T such that
Proof. Let E be the extension operator given in Lemma 2.4, then we have (i)
(Applying (2.14) for E(∂ r Zu))
Therefore, we complete the proof of Lemma 2.6. Based on Lemma 2.6, we further have Lemma 2.7.
, and the following assumptions hold for some constant M > 0 
23)
where C(M ) > 0 is a constant depending on M . Remark 2.4. By 1 < γ < 2 and σ = min{1, 2(γ − 1)}, we can easily conclude σ ≥ γ − 1, which means that σ satisfies the requirement in Lemma 2.6.
Remark 2.5. (2.21) actually comes from the induction assumptions in Theorem 5.1 onΦ, whereΦ is the difference between the solution Φ of (1.8) and the background solutionΦ. By (2.21), we know that |∂ r u| ≤ M εr
, which implies that the decay rates of the radial derivatives and angular derivatives of u are different. Consequently, in order to obtain the anisotropic energy estimates ofΦ in §5, we have to pay much attentions on distinguishing the different roles of ∂ rΦ and ZΦ, and this leads to rather involved and delicate analysis.
Proof. In order to prove (2.22)-(2.23), we only verify |r
Z 2 u| L 4 to satisfy (2.22) since the terms in the left hand side of (2.23) can be analogously done.
It follows from Lemma 2.5, the assumptions on γ and δ, and a direct computation that
On the other hand, by (2.21) we have
Consequently, by Lemma 2.6 (i), we know that (2.22) holds for |r
Z 2 u| L 4 , and then the proof of (2.23) can be completed similarly. §3. Reformulation of the problem (1.8) with (1.10)-(1.11)
At first, we state a local solvability result on the problem (1.8) with (1.10)-(1.11). Lemma 3.1. There exists a T 0 > 1 such that the problem (1.8) with (1.10)-(1.11) possesses a local
whereΦ(r) is given in Lemma 2.1.
Proof. The quasilinear equation (1.8) is strictly hyperbolic with respect to the r−direction by ∂ r Φ > c(ρ). Thus, by the standard Picard iteration as in [19] , one can derive that Lemma 3.1 holds.
Next, we reformulate (1.8) with (1.10)-(1.11). LetΦ = Φ −Φ. Then it follows from a direct computation that (1.8) can be reduced to:
where
Here we point out that the terms
2 r 3 ) appeared in f 0 will be treated differently since only such kinds of estimates of |∂ rΦ | ≤ Cεr −2(γ−1) → 0 and |ZΦ| ≤ Cεr 1−σ → 0 as r → ∞ are derived in §5 (one can the details in Lemma 5.4 and Lemma 5.5 below). In fact, f 1 0 can be easily estimated since it admits better decay rate with respect to large r.
On the nozzle wall ϕ = ϕ 0 ,Φ satisfies
In addition, we have the following initial data ofΦ from (1.11)
By using Lemma 2.1 and direct computations, we can obtain the following estimates on the coefficients of LΦ in (3.1):
Lemma 3.1.
Remark 3.1. From Lemma 3.1, if we take r as the time t, then we know that the main part of L is like the seconder order operator
1 + t ∂ t , which is strictly hyperbolic but degenerate as t → ∞. Recently, with respect to the semilinear wave equations with the forms of ∂
, where µ > 0 and α > 0 are suitable constants, there have been extensive and interesting works on the global existence or blowup results for the different nonlinear function f (u), one can see [8] , [23] [24] and the references therein. §4. A first-order weighted energy estimate
In this section, we establish a weighted energy estimate of ∇ xΦ for the linear part of (3.1) together with (3.4)-(3.5), which will play a fundamental role in our subsequent analysis.
satisfy the boundary condition (3.4) and initial data condition (3.5). Then there exists a multiplier MΦ = r µ a(r)∂ rΦ such that for fixed constant µ = 4γ − 6 we have
(Z kΦ ) 2 , C > 0 is a generic positive constant, and δ > 0 is a fixed constant.
Remark 4.1. Here we emphasize that the choice of µ = 4γ − 6 in (4.1) is very necessary due to the following two reasons: First, to guarantee the positivity of (4.3) below, one should let µ ≤ 4γ − 6; Second, by the Bernoulli's law (1.2), we have c
Notice that only the estimate of |∇ xΦ | ≤ Cεr Remark 4.2. In Theorem 4.1, it suffices to choose the constant δ > 0. However, to derive the higher order energy estimates ofΦ, we require to give more restrictions on δ (one can see Theorem 5.1 in §5).
Proof. It follows from the integration by parts and (3.4)-(3.5) that
It is noted that In this case, one can arrive at
On the other hand, it follows from a direct computation and the assumption of 1 < γ < 2 that
Thus, substituting (4.5)-(4.6) into (4.2) yields Theorem 4.1. §5. Higher-order weighted energy estimates ofΦ
In this section, we will derive the higher-order energy estimates of solutionΦ to (3.1) with (3.4)-(3.5) so that the suitable decay properties of ∇ xΦ can be obtained and the density ρ(x) > 0 can be also derived in subsequent §6. Due to the Neumann boundary condition (3.4), the asymptotic degeneracy of some coefficients in (3.1), and the different decay rates of ∂ rΦ and ZΦ r , the related derivation procedure will become rather complicated and technical.
Theorem 5.1. LetΦ ∈ C 4 (D T ) be the solution to (3.1) with (3.4)-(3.5), and further assume
where M > 0 is a constant, and σ = min{1, 2(γ − 1)}. Then for sufficiently small ε > 0 and 0 ≤ k ≤ 3, we have
where µ = 4γ − 6, 0 < δ ≤ min{γ − 1, σ − (γ − 1)}, and the domains D T , B T , S T have been defined in the beginning of §4.
In order to prove Theorem 5.1, we will apply the induction method on k in (5.2) to establish the following estimates respectively:
(i) ∂ r S kΦ and ZS kΦ with S = r∂ r and 1 ≤ k ≤ 3 (in this case, all the radial derivatives of ∇ xΦ up to third order are treated);
(ii) ∂ r ZΦ and Z 2Φ (in this case, together with the case k = 1 in (i), all the second order derivatives ∇ 
where 0 < δ ≤ γ − 1. Especially, for m = 0, the following estimate holds
Remark 5.1. For the case of m = 0 in (5.4), we do not require any induction assumption. Remark 5.2. It is noted that the angular derivatives ofΦ are still included in the right hand side of (5.3), which implies that we have not obtained the complete estimates on the radial derivative estimates ofΦ. However, since the coefficients of angular derivatives ofΦ in (5.3) are small, then together with the subsequent angular derivative estimates, we can derive (5.2).
Proof.
This, together with Theorem 4.1 and (3.5), yields
Next, we derive an explicit representation of LS mΦ for the later uses. By a direct computation, we have
7)
where A 1 = −P 2 ∂ r is a first order operator. By induction, for 1 ≤ m ≤ 3, we further arrive at
where C lm are some suitable constants, A m stands for a lower order differential operator whose order is less than m. For examples,
here and below, [·, ·] denotes the usual commutator. For convenient treatments, for 1 ≤ m ≤ 3, we rewrite (5.8) as
where B 2mΦ contains the (m + 1)−th order (the highest order) derivatives ofΦ, but B 1mΦ only includes ∇ α xΦ with |α| ≤ m (the lower order derivatives ofΦ) and ∇ m+1 xΦ with small coefficients.
In addition, from the equation (3.1), for 0 ≤ m ≤ 3, we have
Based on the preparations above, we now treat D T LS mΦ · MS mΦ in the right hand side of (5.6). This procedure is divided into the following five parts.
Part 1. The estimate of D
Notice that we have for
In addition, a direct computation yields for m ≤ 3
On the other hand, by the expressions of f ij , f 0i and (5.5), a crucial observation yields on
Thus, by (5.13) together with (5.12) and (5.14), it follows from an integration by parts and simultaneously notices the expressions of f i and the assumption (5.1) that
here we have used some facts such as 
which derives that 
It is noted that the most troublesome terms in I 3 3 are the ones which include the products of third order derivatives ofΦ since there are no related weighted L ∞ estimates in (5.1). For the convenient treatments, we decompose I 3 3 into J 1 and J 2 by using S 2 = r∂ r + r 2 ∂ 2 r , where only J 2 contains the product terms of third order derivatives ofΦ. Namely,
By the assumption (5.1) and the expressions of f ij , f 0 , then a direct computation yields
Next, by the expressions of f ij we continue to decompose J 2 as J 2 = J 21 + J 22 so that only J 22 contains the product terms of third order derivatives ofΦ. More concretely, 
Finally we treat D T |J 22 · MS 3Φ |dx.
To overcome the difficulties induced by the lack of weighted L ∞ estimates of |∇ 3 xΦ | in J 22 , we will use the interpolation inequalities in Corollary 2.3 and Lemma 2.6. In fact, by (5.1) and the expression of J 22 , it is only enough to deal with the following typical terms in 
(5.27) This, together with (5.17) and (5.21), yields for m ≤ 3 
Substituting (5.29) into B 1mΦ and using the expression ofḟ , then we have by (5.1) and a direct computation 
It is noted that B 2mΦ contains the (m + 1)−th (the highest order) derivatives ofΦ and then B 2mΦ · MS m Φ will contain the term ∇ α xΦ ∇ β xΦ (|α| = |β| = m + 1) which will yield serious troubles in the general case. However, thanks to P 1 (r) P 1 (r) < 0 given in Lemma 3.1 and the good form of (3.1), the bad influence of ∇ α xΦ ∇ β xΦ with |α| = |β| = m + 1 can be eliminated in the related energy estimates. We now give the details.
Since
then it follows from (3.1) that
A direct computation yields
(By
On the other hand, we have
Therefore, inserting (5.36)-(5.37) into (5.35) yields Proof. Noting LZΦ = ZLΦ = Zḟ , then it follows from Theorem 4.1 that
In order to estimate the term D T Zḟ · MZΦdx in the right hand side of (5.40), we rewrite
where D 1 contains the third order derivatives ofΦ, and D 2 is composed by the lower order (up to second order) derivative terms ofΦ. In this case, a direct computation yields
On the other hand, as in (5.14), it follows from the expressions of f ij , f 0i and the boundary condition (3.4) that on Σ
Thus, by integration by parts together with the expressions of f i and (5.1), we have
(5.43)
In addition, a direct computation yields 
This, together with (5.46) and (5.3) in the case of m = 2 and Remark 2.3, yields (5.2) for k = 2 under the assumption that (5.2) holds for k ≤ 1.
Proof. At first, we establish an analogous inequality to (5.46) for (Z On the other hand, by a direct computation we have 
3 )ḟ and the expression ofḟ , we have
with
Next, we start to deal with each term 
3 )Φdx By the expressions of f ij and the assumption (5.1), it follows from a direct computation that
By the expressions of f ij and f 1 0 , we know that K 3 only contains such terms:
with suitably decayed coefficients. More concretely, by the assumption (5.1), we have
By the expression of f 2 0 , we have
(5.56)
Here we point out that
can be easily estimated since ZΦ r admits a good decay rate in assumption (5.1). In fact, we have
By Hölder inequality and Lemma 2.6-Lemma 2.7, we have for δ < 2σ − 2(γ − 1)
(5.58) Substituting (5.51), (5.52), (5.54)-(5.58) into (5.50) yields , by Lemma 2.5 a direct computation yields 
To obtain the estimates of Z 3Φ and ∂ r Z 2Φ on the domain {ϕ ≤ ϕ 0 3 }, we will take a domain decomposition technique. Namely, we choose a smooth cut-off function χ(ϕ) as follows
such that χ(ϕ)Φ is studied. Indeed, by Theorem 4.1 we have
here we point out that χ (ϕ) has a compact support away from ϕ = 0, which implies that the first term in the right hand side of (5.62) can be estimated as in (5.61).
On the other hand, by the compact support property of χ(ϕ) away from ϕ = 0, then completely similar to the treatment on D T L(Z This, together with (5.64) and (5.3) in the case of m = 3 and Remark 2.3, yields (5.2) for k = 3.
Proof. As in Lemma 5.4, at first we establish an analogous inequality to (5.53) for Z(Z Note that ∂ r Z(Z 
|Z i Z k (Z 
|Z iΦ | and 3 i,j,k=1
|∂ r Z k (Z 
