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Full 3+1 dimensional simulation of the relativistic Boltzmann equation
by William GRUNOW
Relativistic hydrodynamics has been the tool of choice to simulate the dy-
namics of the quark-gluon plasma produced in heavy-ion collisions. De-
spite the success of hydrodynamics, it has several shortcomings stemming
from the fact that it assumes a system close to equilibrium. An alternative
to hydrodynamics is solving the Boltzmann equation, which describes the
evolution of the full distribution function of the system without the close to
equilibrium requirement.Large scale simulations using the Boltzmann equa-
tion, however, has hitherto proved computationally intractable due to their
computational expense. By using a novel algorithm, and leveraging the com-
putational power of graphical processor units, we numerically integrate the
Boltzmann equation in the relaxation time approximation.
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1.1 The Strong Nuclear force and Heavy-ion colli-
sions
Our current understanding of nature is described by four fundamental forces,
gravity, electromagnetism, the weak nuclear force and strong nuclear force
all of which are described by two theoretical models, the Standard Model
and General Relativity. While these theories have proven very successful in
their respective domains, we know they must be incomplete as they are not
yet compatible with one another.
Our focus in this thesis will be to study the properties of the strong nuclear
force in particular. The strong force is described in the Standard Model by
Quantum Chromodynamics (QCD), which is a non-Abelian gauge theory of
SU(3).
The strong force is the force that binds neutrons and protons together to form
atomic nuclei. In order to do this it has to overcome the repulsive electro-
magnetic force that protons will generate between one another. Protons and
neutrons can be further subdivided into constituent particles called, quarks
and gluons. Quarks and gluons, quarks are massive Fermions, while gluons
are massless Bosons and mediate the interactions between quarks. Analo-
gously to how electromagnetism generates interactions between objects that
1
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are electromagnetically charged, the strong nuclear force generates interac-
tions between objects that have colour charge. There are three distinct colour
charges (red, green and blue). Two of the most important phenomena of the
strong force are colour confinement and asymptotic freedom. Colour confine-
ment is the phenomenon where colour charged particles (such as quarks and
gluons) cannot be isolated, and thus under normal conditions, we can only
observe colour neutral particles. Asymptotic freedom is the phenomenon
where the strong interaction becomes asymptotically weaker at higher en-
ergy and shorter length scales
The primary experimental efforts for studying the physics of the strong nu-
clear force comes from particle collider experiments. Currently, the Relativis-
tic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) run a
variety of collision experiments including proton-proton collisions, proton-
nucleus collision and heavy-ion collisions.
In heavy-ion collisions, which we will focus on in this thesis, the energy den-
sities generated are so large that colour neutral hadrons dissociate into their
constituent quarks and gluons creating a plasma of quarks and gluons, the
Quark-Gluon Plasma (QGP). This dissociation of quarks and gluons is due to
asymptotic freedom. The QGP being a deconfined state of quarks and glu-
ons provides an excellent opportunity to study the phenomenology of the
strong nuclear force and as a test-bed for the theoretical predictions of many-
body QCD. Experimentally, this has historically been challenging to do due
to colour confinement.
Furthermore, these high-energy collisions produce energy densities so large
that they have not occurred in nature since microseconds after the Big Bang.
Thus an understanding of the dynamics of matter at these densities provides
us with insight into the dynamics of the early universe beyond the veil of the
Cosmic Microwave Background.
A heavy ion collision event is often broken down into four distinct stages
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Figure 1.1: A spacetime illustration of the various stages if a heavy ion col-
lision. Source [1]
In chronological order, these stages, as depicted in Fig. (1.1), are
• Pre-collision dynamics: At the ultra-relativistic speeds, the nuclei are
strongly Lorentz contracted along the beam axis. The dynamics of this
pre-collision stage is described by the Color Glass Condensate (CGC)
model [2, 3] which predicts that at high collision energies the number
density of gluons in each nucleus becomes very large, up to some char-
acteristic momentum, Qs, known as the saturation scale. The dynamics
of these gluons can be approximated by the solutions to the transverse
classical Yang-Mills equations.
• Pre-equilibrium dynamics: In the initial phase of the heavy ion colli-
sion, the system enters an intermediate state between the CGC and the
QGP known as the Glasma. Similarly to the CGC, this stage is well de-
scribed by solutions to the classical Yang-Mills equations; however, the
dynamics are now predominantly longitudinal. Some of the strongest
electric and magnetic fields ever observed in nature occur during this
stage. There are various phenomenological Glasma models that are
currently used to provide the initial conditions for hydrodynamic evo-
lution which is the next stage in the collision process [4–6].
• Hydrodynamic evolution: From ∼ 1 fm/c the system is well described
by relativistic hydrodynamics. The use of a hydrodynamical model as-
sumes that the system is at least close to thermal equilibrium, and this
leads to one of the big open questions in the study of the QGP, how is it
4
possible that thermalises on such a short timescale? Previous theoreti-
cal attempts at solving this question have thus far been unsatisfactory.
Furthermore, hydrodynamic modelling has determined the shear vis-
cosity to entropy density ratio to be very small [8] (almost saturating
the universal lower bound predicted by AdS/CFT calculations [9, 10])
earning the QGP the moniker of a "near perfect fluid" [11]. There are
new experimental results, one recent development in the filed is the
observation of hydrodynamic flow in very central pA collisions at the
LHC; a system previously thought to be too small to undergo hydro-
dynamic flow [12]. Relativistic hydrodynamics is also continuing to
develop, with the sophistication of relativistic hydrodynamics codes
ever increasing by considering viscous corrections and considering lo-
cal momentum anisotropies [13].
• Freezeout and hadronisation: From∼ 10 fm/c the system has expanded
and cooled down sufficiently a QGP state can no longer be sustained,
and the constituent quarks and gluons recombine into colourless hadronic
particles. The usual procedure for determining the hadronic yields at
freezeout is the Cooper-Frye prescription [14]. At this stage, the sys-
tem is still a strongly interacting hot hadronic gas, but its constituent
particle ratios are now fixed. Modelling of the hadron interactions post
chemical freezeout is done by more kinetic theory oriented approaches,
such as hadronic afterburners [15, 16]. At some point at ∼ 20 fm/c the
system becomes so dilute that the hadrons no longer interact with one
another, and will free-stream towards the detectors.
Our goal in this thesis will be to develop tools for simulating, in particular,
the viscous-hydrodynamical stage of the QGP expansion. Our precise moti-
vation for doing so will be elaborated on in the next parts of this chapter. We
will begin with an exploration of how we describe the macroscopic proper-
ties of the QGP. In particular, we will focus on how to track the evolution of
the distribution function, which will require numerical simulation. We will
develop the numerical tools, including leveraging the computational power
of Graphical Processor Units (GPUs) in order to do so. We then compare to
some known analytical limits and see the effects of relaxing those assump-
tions.
5
1.2 Notation and conventions
Throughout this thesis, it will be assumed that we are working with natural
units, i.e. ~ = c = kB = 1.
It will also be assumed that we will always be using the mostly-minus con-
vention for the Minkowski metric,
gµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 . (1.1)
We define the shorthand for the usual momentum space component of the









where d is the degeneracy factor of the system we are integrating over, p0 =√
p2 +m2, where m is the mass of the particle, such that the normalisation
of pµ is pµpµ = m2. For massless particles the momentum p is equal to the
wavevector of the particle k. If we are assuming that particles are massless
(as will be the case for the majority of the thesis), we will explicitly use k
instead of p.
We will orient our coordinate system such that the coordinates x, y will al-
ways describe directions transverse to the beam axis, while the coordinate z
will be longitudinal to the beam axis.













d2x⊥ = dx dy. (1.4)
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1.3 Description of the gluon plasma system
We will model the gluon plasma system by simulating the evolution of the
one-particle distribution function f (just the distribution function henceforth).
The distribution function describes the number of particles in a particular






f is a Lorentz scalar (i.e. it is independent of reference frame) as the phase-
space volume element is a Lorentz invariant.
When referring to the distribution function f is always assumed to be a func-
tion of postition, momentum and time, but for notational economy, some, or
all of the arguments may be omitted (i.e. f(x,p, t) = f = f(p) etc.).
Relevant observables are obtained from taking various moments of the dis-
tribution function.




is knwon as the particle current four-vector.
From Jµ we can extract the number density n,
n = J0 (1.7)
If the local conservation equation,
∂µJ
u = 0, (1.8)
is satisfied then the total particle number of the system is conserved.
7




is also known as the energy-momentum tensor.
The local energy density ε is given by the T 00 component.
Conservation of energy and momentum can be easily expressed in terms of
the energy-momentum tensor in the following way,
∂µT
µν = 0. (1.10)
We introduce the relativistic generalization of entropy and its associated flow











where α specifies the type of particle we are considering, α = 1 for Fermions,
α = −1 for Bosons (α→ 0 for Maxwellian particles).
Since our goal is to study gluon dynamics, we will henceforth set α = −1.
The relativistic generalisation of the second law of thermodynamics reads,
∂µS
µ ≥ 0, (1.12)




will eventually be maximized.
The equilibrium distributions maximise the local entropy density of the sys-
tem under the particular local constraints of that system, and take the form
f eq(k; β, µ, uα) =
1
exp(β(kαuα − µ)) + α
(1.14)
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The parameters are, β the inverse temperature, µ the chemical potential, and
uα the relativistic fluid flow velocity. These parameters are Lagrange multi-
plier that ensure energy, momentum and particle number are conserved.
There are two competing definitions of the fluid flow velocity found in the
literature, the Eckart definition and the Landau definition.













This defines the flow velocity as the unique normalised timelike eigenvector
of the energy-momentum tensor. In both cases, the local rest frame (LRF) is
defined as the frame where the flow velocity is given by uµLRF = (1, 0, 0, 0).
As, in general, the particle number of gluons is not conserved we will hence-
forth exclusively use the Landau definition of flow velocity.
The energy-momentum tensor of an equilibrium distribution can be decom-
posed in the following way
T µνeq = (εLRF + P )u
µuν − Pgµν , (1.17)
where εLRF is the local energy density in the Landau rest frame, and uµ is the
local flow velocity of the system.




where nLRF is the local number density in the Landau rest frame.
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The local energy and particle densities of the Bose-Einstein distribution func-





















where Lin(x) is the polylogarithm of order n and dg is the degeneracy factor
associated with gluons (dg = 16).
When we consider physical scenarios that do not impose particle number
conservation we have that µ = 0, and we can write down an analytical ex-








It is evident from the definition the energy-momentum tensor is symmetric
under exchange of indices, and for massless particles, we have the condition
that T µµ = 0. This implies that there are 9 degrees of freedom associated with
the energy-momentum tensor.
If the distribution function is not an equilibrium distribution, then the energy-
momentum tensor can be decomposed into equilibrium (T µνeq ) and non-equilibrium
(T µνδf ) terms,
T µν = T µνeq + T
µν
δf = εu
µuν + P∆µν + πµν . (1.22)
P is the bulk viscosity of the system, ∆µν is the so called projection tensor
defined by,
∆µν = gµν − uµuν . (1.23)
As the name suggests, the projection tensor is a projector,
∆µα∆ να = ∆
µν . (1.24)
10
The projection tensor is transverse to the flow velocity,
uµ∆
µν = 0, (1.25)
and has a non-vanishing trace
∆µµ = 3. (1.26)
The shear stress tensor πµν is symmetric (πµν = πνµ), traceless (gµνπµν = 0)
and transverse to the flow velocity (uµπµν = 0)
Let us perform a quick sanity check on how we have defined the components













since the integrand is strictly non-zero we have that
uµuνT
µν ≥ 0. (1.28)






µ ≥ 0. (1.30)
This implies that positive eigenvalues are associated with timelike eigenvec-
tors and negative eigenvalues with spacelike eigenvectors.
Hence we are guaranteed that physically realistic energy densities (i.e. non-




In order to find the equilibrium distribution for some given energy and num-
ber density, one needs to find the equilibrium parameters that satisfy Eqs. (1.19,
1.20). While it is always true that a root to the system of equations exists, it
is not guaranteed that those solutions are consistent with the constraints im-
posed by physics, for instance, that the distribution is strictly non-negative.
This constraint would be violated if the solution for chemical potential µ
were non-negative.


























Since any strictly positive ξ is physically relevant, we should be able to ex-
tract physically appropriate solutions to the equilibrium parameters for any
positive value of ξ.
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Figure 1.2: Plot of how ξ = n
4
e3
varies with µT . (Using dg = 16)
In Fig. (1.2) we see that ξ is a monotonically increasing function of µ
T
, but
reaches a maximal permissible value (ξcrit) at µT = 0.
If ξ < ξcrit, the system is said to be underpopulated, and physically admissible
solutions to the Eqs. (1.19, 1.20) exist.
Conversely, if ξ > ξcrit, the system is said to be overpopulated, and no phys-
ically admissible solution to Eqs. (1.19, 1.20) can be found, as they would
predict a complex temperature.
Since overpopulated initial conditions are physically relevant as the number
densities in heavy-ion collisions are large, we need to modify the equilibrium
distribution in order to accommodate the additional particle number density;
this is achieved by the introduction of a condensate, a state of zero-momentum
but finite particle density, i.e




where nc is the particle number density present in the condensate.
Evidence of Bose-Einstein condensates has been measured in several low-
temperature systems [17–19].
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In the context of heavy-ion collisions, the Color Glass Condensate (CGC)
model predicts that in very high energy collisions, the number density of
gluons becomes large. Recent papers [20, 21] have shown that this initial
condition of gluons could form an overpopulated initial condition and that at
least in the early stages of the evolution of the quark-gluon plasma, number
changing processes are suppressed.
A Bose-Einstein condensate being part of the equilibrium distribution is only
possible if particle number is conserved. Gluon number, however, is not
conserved; thus, if a Bose-Einstein condensate were to form, it would be
transient. The presence of a Bose-Einstein condensate of gluons could sig-
nificantly affect the dynamics of the quark-gluon plasma, for example, it has
been shown that the presence of BEC of gluons would reduce the shear vis-
cosity of the quark-gluon plasma [22].
It is thus important to check whether or not the conditions suitable for the
formation of a Bose-Einstein condensate survive for long enough for a sig-
nificant Bose-Einstein condensate to form. There have been several previous
attempts to study the dynamical formation of a gluon BEC [23–26] these ap-
proaches have only considered the momentum-space dynamics to establish
the time-scale over which the Bose-Einstein condensate will form, however,
in order to get a complete picture one needs to consider the full phase-space
dynamics, including configuration space dynamics. Thus our goal will be
to implement a simulation package that implements configuration space dy-
namics that can be used in conjunction with different models of momentum-
space gluon dynamics. For proof of concept, we will assume the momentum-
space model to be the so-called relaxation time approximation, which we will
discuss in the next chapter.
Chapter 2
Kinetic theory of a gluon plasma
In the previous chapter, we have developed several tools for describing the
properties of the QGP; all of these tools require us to know the distribution
function. So we will dedicate this chapter to developing the techniques for
determining the evolution of the distribution.
In general, the evolution of the distribution function is given by an infinite
set of coupled differential equations known as the BBGKY hierarchy. This
hierarchy couples the evolution of the one-particle distribution function to
the evolution of higher-order distribution functions (a distribution function
of order n describes the position and momentum space correlations between
n particles).
The BBGKY hierarchy can be truncated under the assumption of Molecular
chaos (also known as the Stosszahlansatz). This is the assumption that the po-
sition and momenta of the particles are sufficiently decorrelated that the pair-
wise distribution function f2(x1,x2,k1,k2) can be decomposed as a product
of one particle distribution functions,
f2(x1,x2,k1,k2; t) ≈ f(x1,k1; t)f(x2,k2; t). (2.1)
This assumption is usually satisfied when the mean free path between colli-
sions λmfp is much larger than the thermal wavelength λth ∼ 1/T .
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Once this truncation is made, we are left with the Boltzmann equation. As
the Boltzmann equation explicitly does not depend on the pairwise (or higher-
order) distribution functions, the complexity of finding a solution is signifi-
cantly reduced compared to the BBGKY hierarchy.
2.1 The Boltzmann equation
The Boltzmann equation is a non-linear integro-differential equation that de-
scribes the evolution of the distribution function. The relativistically covari-
ant form is given by,
kµ∂µf(x,k, t) = C[f(x,k, t)] (2.2)
where there LHS corresponds to the so-called convective derivative which de-
scribes the free propagation of a given momentum through configuration
space. While the RHS corresponds to the so-called collision term which de-
scribes how the particles interact (e.g. exchange momenta).
The specific physics (e.g. QCD, QED, etc.) of the system is contained within
the collision term.
The general format of a collision term for interaction models that permit bi-
nary elastic collisions that correctly reproduces quantum statistical effects is
given by,



















δ4(k + k2 − k3 − k4).
(2.3)
Where we have introduced f̄ = (1 ± f), the sign depending on whether f
is a distribution of Bosons(+) or Fermions(−). This term implements either
Bose-enhancement or Fermi blocking.
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The Mkk2→k3k4 term is the transition amplitude of two particles with mo-
menta k and k2 respectively scattering into two outgoing particles with mo-
menta k3 and k4. This transition amplitude is supplied by the underlying
physical model.
If the output particles are identical ν = 2 to account for double counting, else
ν = 1.
The delta function enforces energy-momentum conservation.
A key feature of the Boltzmann equation is the fact that it will drive the dis-
tribution function into a higher entropy state in accordance with the Second
law of thermodynamics (this property is called the Boltzmann H-theorem).
We would expect that the Boltzmann equation eventually drives the system
to an equilibrium distribution, and once in equilibrium, the expectation is
that the distribution function would stop evolving i.e. C[f eq] = 0.
We can ensure C[f ] = 0 if we impose the condition,















This condition is met if each term is parameterised by terms that are con-










the expected Bose-Einstein/Fermi-Dirac distribution functions.
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2.1.1 The relaxation time approximation
The collision term is in general non-trivial to calculate. We, however, know,
by Boltzmann’s H-theorem, that regardless of the details of the collision term,
the system will be driven towards the equilibrium distribution. The relax-
ation time approximation takes advantage of this fact in order to drastically
simplify the collision term, replacing it with a term that just monotonically
drives the system towards its equilibrium distribution with a characteristic
timescale.
The relativistic version of the Boltzmann equation under the relaxation time
approximation was introduced by Anderson and Witting in [27] reads,
kα∂αf(t,x,k) = k
αuα
f eq(k,u; β, µ)− f(t,x,k)
τrel
. (2.8)
The type of physical system being modelled is characterised by choice of
the equilibrium distribution, f eq, used (typically Bose-Einstein distribution
for Bosons and Fermi-Dirac for Fermions), and the relaxation time τrel. The
relaxation time τrel is a free parameter in this model and controls the rate
at which the distribution function will evolve towards its local equilibrium
distribution.
The condition for energy-momentum conservation is
∂αT
αβ = 0, (2.9)
which implies ∫
dΓkαkβ∂αf = 0, (2.10)
using Eq. (2.8) we can rewrite the above as∫
dΓkαkβuα
f eq(k;T, µ,u)− f(t,x,k)
τrel
= 0, (2.11)
and by Eq. (1.9) this simplifies into,
uα
(






finally, using Eq. (1.22) we get an eigenvalue equation,
T β[f ] αu
α = εequ
β, (2.13)
where the local energy density and flow velocity are the eigenvalue and
eigenvector, respectively.
Ifwe choose to impose particle number conservation, the additional con-
straint is
∂µJ
µ = 0. (2.14)
Once more we substitute in Eq. (2.8) so that we get
uαJ
α
[f ] = neq. (2.15)
Since we have been able to extract the local energy density and particle num-
ber density from the energy-momentum tensor and particle-current four-
vector respectively, we need to invert Eqs. (1.19,1.20) in order to extract the
equilibrium parameters. In general, inverting these equations to extract the
equilibrium parameters is in general not analytically tractable, and we resort
to using a numerical root finding method to extract the parameters, once we
have the energy and number densities.
Henceforth, when referring to the temperature, chemical potential and flow
velocity of a system (including non-equilibrium systems), these values cor-
respond to the unique values of these parameters that solve Eqs. (1.19,1.20).
2.1.2 Running equilibrium
If we consider a entirely spatially homogeneous distribution function the
spatial derivatives in Eq. (2.2) vanish, and so there are only dynamics in
the momentum domain. Furthermore, since energy and momentum den-
sity are locally constant in this scenario, and the equilibrium distribution is
fully specified given the energy and momentum density, and so one is able
to apriori determine the equilibrium parameters.
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Naively, the solution to Eq. (2.8) seems to be trivial, the momentum distri-
bution approaches the equilibrium distribution exponentially in time. This
is only true if the flow velocity is zero. If there is a non-zero flow velocity u
then it is an empirical observation that it is a requirement that the "equilib-
rium" parameters used in the RHS of Eq. (2.8) are time-dependent (this is not
to say that the energy density is time-dependent; it is constant).
X







Figure 2.1: The evolution of the temperature and longitudinal flow veloc-
ity (blue dots) towards the asymptotic equilibrium (red cross) for a specific
initial condition. This is an illustrative example of how the equilibrium pa-
rameters evolve.
It is true that as t → ∞ the parameters that characterise f eq in Eq. (2.8) be-
come equal to those that we predicted apriori for the equilibrium distribution
(as must be the case for energy conservation). This has a rather significant
implication for us, in order to conserve energy in our model we require a
timestep smaller than the relaxation time in order to smoothly transition to
the final equilibrium temperature. Thus it is a strict requirement that we have
a non-zero relaxation time; which will prevent us from considering the strict
ideal hydrodynamic limit (τrel = 0).
Chapter 3
Solving the Boltzmann equation
In this chapter, we will develop the tools needed to solve the Boltzmann
equation under the relaxation time approximation. This will include a dis-
cussion on how we recast the Boltzmann equation in a form amenable to a
numerical solution in the specific case of strong longitudinal expansion as
relevant for heavy-ion collisions, as well as some of the details on the algo-
rithmic implementation of the numerical solver. The fact that the distribution
function we are solving for exists in a 6-dimensional phase space means that
the computational complexity of the problem grows rapidly with an increas-
ing system size, we will, therefore, emphasize techniques for reducing the
size of the system we need to simulate.
Apart from developing efficient numerical tools, we also leverage the com-
putational power of modern graphics processor units. Some detail of how
this this is done is discussed in Appendix(A)
3.1 Choice of coordinate system
An important consideration that we must make is the choice of coordinate
system we use. By choosing an appropriate coordinate system, as dictated
by the physical scenario we are considering, we can significantly reduce the
complexity of the problem.
20
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The use of hydrodynamical techniques in heavy ion collisions was initially
suggested by Landau [28]. In Landau’s model he imagined that in the colli-
sion, the two nuclei come to a complete stop and all energy is deposited at the
point of the collision, and further expansion is generated by hydrodynamical
evolution.
In high energy collisions, the assumption that the nuclei are completely stopped
breaks down as the majority of particles that in are produced high-flow ve-
locity cells are later and further away from the collision point. This sug-
gests it would be natural that the initial condition is not specified at a par-
ticular laboratory time (as it would be in the Landau model), but rather, as
suggested by Bjorken, at a particular proper time. Bjorken also makes the
assumption, that around the collision point, the system is invariant under
Lorentz boost (i.e. the system is boost-invariant).
As a matter of convenience, as flow velocities are, at least initially, longitu-




The Cartesian coordinate system is not convenient for specifying an initial
condition at a specified longitudinal proper time.
The system is rapidly expanding in the longitudinal direction; thus if we
were to use a Cartesian grid, we would require an ever larger grid to ac-
commodate the simulation at a given resolution. Ideally, we will find a co-
ordinate system that mitigates this effect so that we minimise the number of
sampled points.
Thus our goal will be to recast the Boltzmann equation in a more appropriate
coordinate system.
We first consider the transformation of the temporal and longitudinal space,
coordinates, in terms of the eigentime τ and space-time rapidity η.
This hyperbolic coordinate transformation is given by,
t = τ cosh η
z = τ sinh η.
(3.1)
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We want to recast the (RTA) Boltzmann equation in these coordinates; thus
we need to express the derivatives ∂t and ∂z in terms of ∂η and ∂τ .
























































f eq − f
τrel
(3.5)
















k0cosh η − kzsinh η
f eq − f
τrel
(3.6)
where we have defined the longitudinal velocity,
vη =
kzcosh η − k0sinh η






k0cosh η − kzsinh η
. (3.8)
Another consideration is that we will have a large variation in longitudinal
momentum scales with typical longitudinal momentum scale of the system
becoming exponentially larger as we consider points of increasing spacetime-
rapidity. Thus for an accurate simulation, we require an appropriate res-
olution across all the relevant momentum scales, while to be numerically
efficient, we need to minimise the number of points we need to sample to
achieve that resolution.
It will also be convenient to perform a similar procedure for the momentum








The inverse of this transformation is given by,
k0 = k⊥coshY (3.10)
kz = k⊥sinhY (3.11)


















f eq − f
τrel
(3.12)
where we have simplified Eq. (3.7) to,
vη = tanh(Y − η). (3.13)




= tanh(Y ). (3.14)
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3.1.1 Conserved quantities in hyperbolic coordinates
In Cartesian coordinates, energy-momentum conservation is expressed by
the following equation
∂µT
µν = 0 (3.15)




d3xT 0ν = 0. (3.16)
These equations specify that the total energy and momentum of the system
are constant between discrete equal time hypersurfaces. However, in hy-
perbolic coordinates, we generate solutions along discrete equal eigentime
hypersurfaces. Each eigentime hypersurface will cross multiple equal time
hypersurfaces rendering the integral in Eq. (3.16) impractical.
We nonetheless want to ensure that energy remains conserved, In order to get
the equivalent conserved quantities in hyperbolic coordinates, we replace the
Cartesian derivative in Eq. (3.15) with the hyperbolic equivalents Eqs. (3.3,
3.4).











































τcoshηT 0ν − τsinhηT 3ν
)
= 0 (3.19)
In the cylindrically symmetric case, the only relevant cases are where ν =






2k⊥ dY τ k
2
⊥ cosh (Y ) cosh (Y − η)f = 0, (3.20)





2k⊥ dY τ k
2
⊥ sinh(Y ) cosh(Y − η)f = 0, (3.21)
which corresponds to momentum conservation.
In a similar vein we can derive a conserved quantity that corresponds to






τ cosh ηJ0 − τ sinh ηJ3
)
= 0 (3.22)
These conserved quantities provide a valuable metric to test the accuracy of
our simulations.
3.2 Discretisation of the Boltzmann equation
In order to generate a numerical solution to the Boltzmann equation, it first
needs to be recast into a discrete form (both in time and space).
The first step is to separate the Boltzmann equation into two independent
components, the streaming(S) and relaxation(R) steps, each of which can be
solved separately.









we are able to write down a formal solution
f(t) = e(Ŝ+R̂)tf(t = 0), (3.24)
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f (t+ ∆t) = e(Ŝ+R̂)∆tf(t) (3.25)
using the Baker-Campbell-Hausdorff (BCH) formula.
Given
eX̂eŶ = eẐ , (3.26)
the BCH formula tell us how to calculate Ẑ























Using the BCH formula we can evaluate the truncation error of approxima-
tions to e(Ŝ+R̂)∆t.
Expanding the exponential via the Lie Splitting [30] approximation, given by
e(Ŝ+R̂)∆t ≈ eŜ∆teR̂∆t (3.28)
shows a truncation error O(∆t2).







shows a truncation error O(∆t3).
Our next step will be to decompose the Boltzmann equation into these linear
operators and solve equations generated by these operators.
3.3 The Streaming Operator
The first linear operator in the Strang splittling expansion we will consider
is the streaming operator.
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f = 0 (3.30)











This equation describes the propagation of particles in straight lines (in Carte-
sian coordinates) with some constant velocity. We subdivided the problem
further into independent propagation along each axis, turning the partial dif-
ferential equation in 3 spatial dimensions into 3 1-dimensional differential
equations.
In the hyperbolic form of the equation, the 2 transverse directions have the
same solution while the longitudinal direction needs to be solved indepen-
dently.
Since the homogeneous Boltzmann equation admits an analytic solution by
the method of characteristics,
The method of characteristics is a method for solving first-order hyperbolic
partial differential equations by reducing the PDE into a set of ordinary dif-
ferential equations which can be integrated given some initial condition.







for which we can make a simple ansatz solves the equation,
f(τ,x⊥) = f0(x⊥ − v⊥(τ − τ0)) (3.33)
for some initial condition f0 specified at some τ0.
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This is once again a first-order linear differential equation, and so, admits a
solution by the method of characteristics, if given some initial condition f0(η)
at an initial τ = τ0.
This case is less straightforward than the transverse components, as the ve-
locity term has both an η and a τ dependence.












The solution of these equations generate lines along which the function is
constant. The solutions of the above equations are given by,
η(τ) = Y − sinh−1
(




inverting this expression to extract η0, we get solution to Eq. (3.34) as,
f(τ, η,k⊥, Y ) = f0(Y − sinh−1
(
τ sinh(Y − η)
τ0
)
,k⊥, Y ). (3.37)
Visualising how the advection equation evolves a typical initial condition in
these coordinates makes it clear as to why this hyperbolic transformation is
useful in contrast to a Cartesian description. By comparing how an initial
condition Fig. (3.1) to Fig. (3.2) we see, that instead of an increase in the re-
quired size of the spatial grid as the system expands that we see in Cartesian,
the spatial rapidity domain required to represent the distirbution function
does not increase in size.
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Figure 3.1: Region of support(i.e where the distribution function is non-
zero) of a typical boost-invariant initial condition in rapidity space.






Figure 3.2: Region of support (i.e where the distribution function is non-
zero) of a typical boost-invariant initial condition after free-streaming.
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3.3.1 Transverse discretisation
If we knew the solution of the equation on a hypersurface of constant eigen-
time, we could evolve the solution in time because we know the exact solu-
tion via the method of characteristics. When we do numerical simulations,
we do not, in general, have access to the solution across the entire equal-
eigentime hypersurface but rather just points sampled at discrete intervals.
There are various methods of sampling and updating these discrete points.
As the solutions to the transverse and longitudinal streaming components
are different, the discretisation schemes employed we choose for each case
will be different.
3.3.1.1 Finite volume methods
The particular method we will employ to discretise the transverse plane be-
longs to a class of methods called finite volume methods [32], the general
idea behind these methods is to, instead of storing and evolving discrete val-
ues of the function value, store the average value of the function within some
cell and evolve that average.
When numerically solving the advection equation, pointwise methods fre-
quently suffer significant problems with numerical stability, with solutions
experiencing exponential growth or decay when the solution is known to be
conserved. With finite-volume methods, we will calculate fluxes between
adjacent cells so that if the function value in a particular cell increases/de-
creases, there was precisely the same decrease/increase in the adjacent cells,
this implies that the numerical solution generated is guaranteed to be con-
served.
Now that we have introduced the concept of a finite-volume method, let us
delve into the details of how they work and are implemented.
Starting with the advection equation,
d
dt
f(x, η, τ) + v
d
dx
f(x, t) = 0 (3.38)






dx f(x, t) = −v
(
f(xi+1/2, t)− f(xi−1/2, t)
)
, (3.39)
where we have discretised our spatial dimension intoN cells Ii = [xi−1/2, xi+1/2]
with width ∆x = |xi+1/2 − xi−1/2|with i = 1, .., N indexing the cells.
Additionally, performing a temporal integration from tn to tn+1 (where n in-
dexes discrete times with timestep tn+1 − tn = ∆t) we get,
∫ xi+1/2
xi−1/2














Eq. (3.40) is an expression that states that the change of particle number
within one cell in a given time is equal to the time-integrated flux of par-
ticles through the boundaries of the cell.
Using the solution given by the method of characteristics in Sec. (3.3) we can
write
f(xj, t) = f(xj − v(t− tn), tn) (3.41)
upon substituting this result into Eq. (3.40) we get,
∫ xi+1/2
xi−1/2







dt f(xi+1/2 − v(t− tn), tn)−
∫ tn+1
tn
dt f(xi−1/2 − v(t− tn), tn)
)
(3.42)
Performing the change of variables x = xi+1/2 − v∆t and x = xi−1/2 − v∆t on






















dx f(x, tn) (3.44)






dx f(x, tn) (3.45)
which represent the particle flux through the two faces of the cell.
Combing Eqs. (3.43, 3.44, 3.45) we are left with an update equation,
fn+1i = f
n
i + ∆x (Φ
−
i − Φ+i ). (3.46)
This is still formally an exact equation; however, since we only store the val-
ues fni , we have to approximate the flux integrals Φ
±
i . To approximate these
integrals, we perform an interpolation of f given the fni values and integrate
the interpolation which is covered in the next section.
In this streaming algorithm we choose a set of transverse coordinates that
will be convenient to work with (e.g. for numerical integration), these set of
coordinates remain fixed and the cell-aveaged function values are updated.
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3.3.1.2 Positive and flux conservative interpolation
The interpolation required by Eq. (3.45) should satisfy several constraints,
firstly f is strictly non-negative, and hence the interpolation should also be
strictly non-negative.
Secondly, in order to maintain particle number, the average needs to be con-
served ∫ xi+1/2
xi−1/2
fh(x, tn) = ∆xf
n
i . (3.47)
In order to ensure numerical stability it should also satisfy the maximum
principle, in particular ∀x ∈ (xmin, xmax)
fh(x) ≤ f∞, (3.48)
with f∞ = max
j∈I
fnj .







2(x− xi)(x− xi−3/2) + (x− xi−1/2)(x− xi+1/2)
]
















i±1 − fni )
)
if fi±1 − fni > 0
min
(
1;−2(f∞ − fni )/(fni±1 − fni ))
)
if fni±1 − fni < 0
(3.50)
which are non-linear functions of fni introduced in order satisfy the maxi-
mum principle. This interpolation scheme satisfies the above constraints.

















(α2 − 1)(fi − fi−m)
) (3.51)




The longitudinal streaming solution Eq. (3.37) is not amenable to calculating
the flux between cells.To get around this limitation we recognise that in the
streaming case any function value at a given position and (eigen)time can be
obtained directly from the initial condition as follows,
f(τ, η,k⊥, Y ) = f0(Y − sinh−1
(
τ sinh(Y − η)
τ0
)
,k⊥, Y ). (3.52)
If we require access to the function values at some fixed set of points (e.g.
for integration) it is highly unlikely that these points will map back to points
we sampled in our initial condition. Thus once we’ve mapped those point
back we use an inverse distance weighted interpolation to estimate the initial













<j> |x− xnj |
|x− xni |
, (3.54)
is the weight applied to the neighbouring sample point.
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In our algorithm, we use 9 points to calculated this weighted average. First
we find the nearest grid point to our candidate point and then the 4 nearest
neighbours and the 4 near-to-nearest neighbours to that grid point.
3.4 The Relaxation Operator
The second linear operator in the Strang splitting expansion is the "relax-






f eq − f
τrel
. (3.55)







f eq − f
τrel
. (3.56)
If we know f eq (and hence uµ as well) we can use a numerical differential
update algorithm (such as an Euler update) to advance the distribution,






(f eq − f(τ)). (3.57)
In this step it is necessary to determine f eq. In order to do so, we need to
extract the local energy and number density and solve Eqs. (1.19,1.20). This
requires us to calculate the energy-momentum tensor and particle-current
four-vector, which requires us to calculate various integrals of the distribu-
tion function. We can efficiently numerically evaluate these integrals using a
Gauss-Legendre integration procedure outlined in Appendix(C).
Once we have the energy-momentum tensor we need to determine its eigen-
values and eigenvectors, to do this we use the GNU Scientific Library(GSL)
[34]. The root finding to extract the temperature and chemical potential is
also handled by GSL.
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3.4.1 The numerics of eigenvalue extraction
One feature of the system that became apparent when attempting to im-
plement this system is that, at large spacetime-rapidities, the extraction of
the energy eigenvalue becomes numerically inaccurate. This inaccuracy is
present even if one increases the order of integration. To see why this is the
case, we first investigate a cylindrically symmetric distribution function.
In the case of a tranversely homogenous and isotropic system the energy-
momentum tensor simplifies dramatically (the number of degrees of free-
dom are reduced down to three).
T µν =

T 00 0 0 −T 03
0 −T⊥⊥ 0 0
0 0 −T⊥⊥ 0
T 03 0 0 2T⊥⊥ + T 00
 (3.58)
The simple structure of the energy-momentum tensor under this symmetry
allows us to analytically extract the eigenvalues, and in particular the posi-
tive eigenvalue which corresponds to the local energy density
ε = T⊥⊥ +
√
(T 00 − T⊥⊥)2 − (T 03)2. (3.59)
At large rapidities the components T 00 and T 03 become very large relative to
the perpendicular component T⊥⊥, and it is this property that leads to the
numerical inaccuracies. So our goal will be to recast such that we avoid the
subtraction of numbers that vary greatly in scale.







































With this decomposition in hand, we can rewrite the components of the
















The behaviour of these integrals at large spacetime-rapidities is apparent.
For large (positive) spacetime-rapidities the quantity A is exponentially en-
hanced while the quantity B is exponentially suppressed (and vice-versa for
large negative rapidities). The quantity C has no explicit spacetime-rapidity
dependence.
The components of the energy-momentum tensor rewritten in terms of these

















The benefit of this exercise becomes clear once we rewrite the energy eigen-








As the two relatively large and small values no longer but add or subtract
from one another, but instead multiply, the result is numerically stable.
The flow velocity in the longitudinal direction (the only non-trivial compo-







This solves the problem of numerical stability in the cylindrically symmetric
case, but not yet in the general case.
To expand this procedure to the general case we can consider boosting the
energy-momentum tensor into a new frame with a relative velocity of −uz,
since the eigenvalues of the energy-momentum tensor are invariant under
boosts.
The resulting energy-momentum tensor has no net flow in the longitudinal
direction; hence the problematic large values generated by a large flow ve-
locity are no longer present.
The resulting matrix, unfortunately, does not permit a simple expression for
the energy eigenvalue as in the transversely isotropic case; empirically, how-
ever, numerical eigenvalue solvers can reliably extract the corresponding
eigenvectors and eigenvalues once this boost procedure has been performed.
Chapter 4
The transversely homogenous and
isotropic case
By assuming that nuclei are large (effectively infinite) and homegenous in the
transverse plane, we eliminate any possibility of transverse plane dynamics,
reducing the problem to 2 spatial dimensions.This assumption is a handy test
case, as we can easily compare to known analytical and numerical results to
establish the validity of our results.
4.1 Existing solutions
4.1.1 Bjorken longitudinal hydrodynamic model
The Bjorken hydrodynamic model [35] assumes that the distribution func-
tion is invariant under Lorentz boosts along the beam axis. While a fully
boost invariant distribution function would have infinite energy, it is plau-
sible, given the experimentally observed distribution of charged particles
dNch/dη around mid-rapidity, that the assumption of boost-invariance is at





















ALICE (PRL 106 (2011) 032301)
ATLAS (PLB 710 (2012) 363-382)







Figure 4.1: The number of charged particles per pseudorapidity bin
dNch/dη for various centralities measured by experiments at the LHC taken
at energy
√
sNN = 2.76 TeV. The relatively flat peaks in the mid-rapidity
region are indicative of approximate boost invariance [36].







k0cosh η − kzsinh η
f eq − f
τrel
. (4.1)
Under the assumption of full boost-invariance, solving for the distribution
function at mid-rapidity is equivalent to solving for the distribution function
at all rapidities, and at mid-rapidity we have that ∂ηf = −∂Y f , vη = kz/k0







f eq − f
τrel
. (4.2)




(ε+ T 33) = 0, (4.3)
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the RHS side vanishing by the condition set by Eq. (2.12).
Under the hydrodynamic assumption of τrel = 0 the distribution function is
always in local equilibrium, since the distribution function is isotropic and

















If the system does not conserve particle number, we can explicitly write










where T0 is the initial temperature of the system.
4.1.2 Non-boost invariant longitudinal ideal hydrodynamics
Another model we will compare against is a non-boost invariant longitudinal
ideal hydrodynamic model.
As the name suggests, it assumes ideal hydrodynamics (i.e. τrel = 0), but
without making the assumption made by Bjorken and Baym models of boost-
invariance.
The set of coupled ordinary differential equations generated by the model





tanh (η − Y )∂ηe+ (e+ p)
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tanh (η − Y )∂ηY + (e+ p)−1
[






which can be numerically integrated.
If particle number is conserved then the evolution of the particle number




tanh (η − Y )∂ηn+ n
[






We can extract the time evolution of the equilibrium paramters via Eqs. (1.19,1.20).
4.1.3 Baym model of the boost-invariant RTA
We now consider a semi-analytic solution to the Boltzmann equation under
the relaxation time approximation first introduced by Baym [38].
It is similar to the Bjorken hydrodynamical solution in that it assumes full
boost-invariance, but it also assumes that the initial momentum distribution
at mid-rapidity is entirely transverse. Furthermore, it only provides the evo-
lution of the energy-density rather than the full distribution function. The
significant advantage provided by this model is that one has a free choice of
relaxation times.
An outline of the solution is provided in Appendix(C).
We can consider the free-streaming limit of the assumed initial condition.













If the system does not conserve particle number, we can explicitly write










where T0 is the initial temperature of the system.
4.2 Initial conditions
While several models [4–6] provide initial conditions for the energy-momentum
tensor which is required for relativistic hydrodynamics simulations heavy-
ion collisions, the full initial distribution function for heavy-ion collisions is
not known.
Our choice of initial distribution function should satisfy several criteria,
• We should be able to control the total amount of energy present in the
system to match the energy provided by the experiment.
• The distribution function should be approximately boost invariant at
mid-rapidities, but break boost-invariance at large rapidities, as parti-
cle colliders have a finite rapidity range.
• We should be able to control whether or not the system is under or
overpopulated.
• It should be able to replicate the assumptions made by the Baym model,
but not be restricted to those assumptions.
Our proposal of distribution function that satisfies the above criteria is the
following,
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f(Y, η, |k⊥|) = ε0
√








2/(2σ2Y ) term controls the longitudinal momentum distribution.
The (Y − η) dependence ensures that this term is explicitly boost-invariant.
σY is a parameter that controls the whether the momentum distribution at
mid-rapidity is longitudinally or transversely biased
The e−|k⊥|
2/(2σ2⊥) term controls the transverse momentum distribution, with
σ⊥ setting the transverse momentum scale, and since the transverse momen-
tum scale also sets the longitudinal momentum scale, it is the only momen-
tum scale that we set. Since we will we will measure all momenta according
this scale so we set σT = 1.
We will consider three different choices for σY , such that we get initial con-
ditions that are anisotropic biased transversely (σY = 0.1), approximately
isotropic (σY = 0.58) and anisotropic biased longitudinally (σY = 1).
The assumption made of made in the Baym model [38] is satisfied in the limit
σY → 0, thus for small values of σY we expect to reproduce the behaviour
predicted by the Baym model.
Hydrodynamic models assume that the system is close to local thermal equi-
librium which would imply an isotropic local momentum distribution. Thus
we would expect σY = 0.58 combined with a small relaxation time would
most closely reproduce the hydrodynamic results.
The (exp (|η| − ηwidth) + 1)−1 term breaks boost invariance by damping out
contributions at rapidities greater than ηwidth, whilst maintaining approxi-
mate boost invariance at mid-rapidities. The steepness as which rapidities
aboce ηwidth are damped out is controlled by the parameter s.
The distribution function is normalised so that the energy density at mid-
rapidity is dg ε0 for all choices of σ (formally, only in the limit s→∞).

























The specific combination of ε0, σY and σ⊥ allow us to control whether or not
the initial distribution is under or over-populated.
We set our rapidity width to align with the maximum rapidity achieved by
the LHC of ∼ 8.
Visualising the initial temperature profile when we do not enforce particle
number conservation in Fig. (4.2) we have a simple relation between temper-
ature and energy density T ∝ ε1/4LRF, with T0 being the local temperature at
mid-rapidity.







Figure 4.2: Initial temperature profile of a system without particle number
conservation
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In contrast, when particle number is conserved, we have both an initial tem-
perature profile Fig. (4.3) and chemical potential profile Fig. (4.4) determined
by Eqs. (1.19,1.20)







Figure 4.3: Initial temperature profile of a system with particle number con-
servation







Figure 4.4: Initial chemical potential profile of a system with particle num-
ber conservation
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We make an interesting observation in models where particle current is con-
served. At large rapidities, the initial condition has a vanishingly small en-
ergy density, which is accounted for by having a large negative chemical
potential (i.e. the system being very dilute). At these extreme rapidities,
the system is too dilute for a quark-gluon plasma to realistically form, yet a
naive freezeout condition(i.e when to the quark-gluon plasma rehadronizes),
(Teq < Tfreeze) would predict a quark-gluon plasma does form. Thus we need
an alternative condition. We will henceforth adopt a critical energy density
as our freezeout criterion in the case where particle number is conserved.
We choose this energy density to be the same as the energy density of the






For a purely gluonic system, the freezeout temperature is on the order of
Tfreeze ≈ 260 MeV [39], compared to a system that includes quarks which
Tfreeze ≈ 150 MeV [8].
4.3 Verification of numerics by conservation laws
We want to ensure that that our scheme is at least self-consistent for the var-
ious initial conditions and relaxation times we will consider. To this end we
will make sure that our scheme conserves energy according to the conserva-
tion law Eq. (3.20)





which measures the fraction of deviation of the energy from the initial con-
dition.
We will investigate this relative error for various relaxation times, as well as
both assumptions about the conservation of particle number.Since the mo-
mentum grid is asymmetric in the longitudinal and transverse directions,
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we want to evaluate whether or not this causes a significant variation in ac-
curacy depending on the momentum distribution of the initial condition as
well.
The grid size and spacing in both momentum an position space was opti-
mized by trial and error to strike a balance between simulation accuracy and
size (smaller grid spacing increase accuracy but decrease the maximum size
of the simulation).
The following grid parameters were used in the following experiments
The transverse momentum grid was constructed out of 676 points generated
by the Gauss-Legendre method. Similarly, the longitudinal momentum grid
was had 44 points generated by the Gauss-Legendre method.
In position space we had 13 points sampled along the transverse radius, and
in the longitudinal direction in which the flow is more rapid, 260 points.
The boundary conditions set were sharp cutoffs (i.e all values clamped to
zero past the edge of the grid) thus the grid needs to be large enough so that
by the end of the evolution no significant flow has reached the edge of the
grid.
The intial eigientime at which we will start these experiments will be a con-
stant τ0 = 1fm and as such provides a temporal scale.
Hydrodynamic codes typically run till τ ≈ 12fm so we will halt our code
there as a benchmark.
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4.3.1 µ = 0










Figure 4.5: Relative error in the hyperbolic energy for a variety of relax-
ation times, particle number not conserved, with anisotropic initial condi-
tion (σY = 0.1)










Figure 4.6: Relative error in the hyperbolic energy for a variety of relax-
ation times, particle number not conserved, with an isotropic initial condi-
tion (σY ≈ 0.5)
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Figure 4.7: Relative error in the hyperbolic energy for a variety of relax-
ation times, particle number not conserved, with anisotropic initial condi-
tion (σY = 1)
In Figs. (4.5, 4.6, 4.7) we see that the variation in the conserved quantity is, at
worst, on the order of ∼ 1%. As we see larger variations in the error varying
the the momentum distribution of the initial condition, the most significant
source of error when there is no particle number conservation, likely stems
from the streaming steps (in particular longitudinal streaming) rather than
the relaxation steps.
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4.3.2 µ 6= 0










Figure 4.8: Relative error in the hyperbolic energy for a variety of relax-
ation times, particle number conserved, with a transversely-biased initial
condition (σY = 0.1)










Figure 4.9: Relative error in the hyperbolic energy for a variety of relaxation
times, particle number conserved, with an isotropic initial condition (σY ≈
0.5)
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Figure 4.10: Relative error in the hyperbolic energy for a variety of relax-
ation times, particle number conserved, with a longitudinally-biased initial
condition (σY = 1)
From Figs. (4.8, 4.9 4.10) it seems that turning on particle number conser-
vation increases the sensitivity to relaxation time when the system becomes
more isotropic, possibly requiring smaller timesteps for smaller relaxation
times. Nevertheless, even in the worst case, the error seems to be bounded
to be on the order of ∼ 3%.
It is clear that the the relative errors are significantly larger when there is
particle number conservation, this is due to the fact that one needs to numer-
ically root find the equilibrium parameters; whilst in the case where we do
not require particle number conservation, we have analytic expressions for
the equilibrium parameters.
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4.4 Comparison to existing solutions
4.4.1 Effect of relaxation time on evolution at mid rapidity
Our first comparison will be the energy density at mid-rapidity, we will com-
pare our simulations against those predicted by the Baym model (Sec. (4.1.3))
and these Bjorken hydrodynamic model (Sec. (4.1.3)).
4.4.1.1 µ = 0
We first consider the comparison when in our simulations, we are not enforc-
ing particle number conservation.





Figure 4.11: Mid-rapidity energy density evolution for a transversely-
biased initial condition (σY = 0.1) for a variety of relaxation times, particle
number not conserved. The discrete data points represent results from our
simulations while solid lines represent the Baym model solutions.
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In Fig. (4.11) we see, as expected, when σY << 1 our solution coincides with
the Baym solutions across a variety of relaxation times including the free-
streaming limit (τrel →∞). We can also observe that starting from the trans-
versely biased anisotropic momentum distribution the effect of a smaller re-
laxation time will tend to isotropise the momentum distribution, so a trans-
verse bias decreases the rate at which the energy density decreases.





Figure 4.12: Mid-rapidity energy density evolution for an isotropic initial
condition (σY ≈ 0.58) for a variety of relaxation times, particle number not
conserved. The discrete data points represent results from our simulations
while solid lines represent the Baym model solutions.
In Fig. (4.12) we consider the isotropic initial condition and observe that at
small eigentimes the energy density decreases at the same rate as in the hy-
drodynamic limit irrespective of relaxation time. Over time, however, the
larger relaxation times are unable to maintain an isotropic momentum distri-
bution as streaming will tend to increase the transverse bias in the momen-
tum distribution, which slows down the decrease in energy density.
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Figure 4.13: Mid-rapidity energy density evolution for a longitudinally-
biased initial condition (σY = 1.0) for a variety of relaxation times, particle
number not conserved. The discrete data points represent results from our
simulations while solid lines represent the Baym model solutions.
We see in Fig. (4.13) that the initial condition being longitudinally biased
increases the rate at which the energy density decreases. By the end of the
evolution, each simulation, irrespective of relaxation time, tends to the ideal
hydrodynamic energy density.
4.4.1.2 µ 6= 0
We repeat our simulations but for a physical system with particle number
conservation. Comparing Figs. (4.11, 4.12, 4.13) to Figs. (4.14, 4.15, 4.16) re-
spectively, we see that particle number conservation has no effect on the evo-
lution of the energy density.
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Figure 4.14: Mid-rapidity energy density evolution for an isotropic initial
condition (σY ≈ 0.58) for a variety of relaxation times, particle number
conserved. The discrete data points represent results from our simulations
while solid lines represent the Baym model solutions.





Figure 4.15: Mid-rapidity energy density evolution for an isotropic initial
condition (σY ≈ 0.58) for a variety of relaxation times, particle number
conserved. The discrete data points represent results from our simulations
while solid lines represent the Baym model solutions.
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Figure 4.16: Mid-rapidity energy density evolution for a longitudinally-
biased initial condition (σY = 1.0) for a variety of relaxation times, parti-
cle number conserved. The discrete data points represent results from our
simulations while solid lines represent the Baym model solutions.
4.4.2 Evolution of temperature and chemical potential
We will now examine how both the temperature and chemical potential evolve
in time, and across spacetime rapidity.
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4.4.2.1 µ = 0







Figure 4.17: Temperature evolution of a transversely-biased initial condi-
tion (σY = 0.1) for a variety of relaxation times, particle number not con-
served.





Figure 4.18: Temperature evolution at midrapidity with a transversely-
biased initial condition with σY = 0.1 for a variety of relaxation times, par-
ticle number not conserved.
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In Fig. (4.17) we see that smaller relaxation times produce more rapid cool-
ing along the central plateau; the broadening of the high-rapidity shoulder
indicates this is due to matter flowing into higher rapidity regions as the sys-
tem isotropises. Consistent with our expectations, smaller relaxation times
produced solutions approach the ideal hydrodynamic limit.







Figure 4.19: Temperature evolution of an isotropic initial condition (σY ≈
0.58) for a variety of relaxation times, particle number not conserved.
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Figure 4.20: Temperature evolution at midrapidity with an isotropic initial
condition (σY ≈ 0.58) for a variety of relaxation times, particle number not
conserved.
Moving from the transversely-biased anisotropy to an isotropic initial condi-
tion in Fig. (4.19), we get the same qualitative results, albeit with a smaller
effect size due to relaxation time.
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Figure 4.21: Temperature evolution of a longitudinally-biased initial con-
dition with σY = 1 for a variety of relaxation times, particle number not
conserved.





Figure 4.22: Temperature evolution at midrapidity with a longitudinally-
biased initial condition with σY = 1 for a variety of relaxation times, particle
number not conserved.
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Once we transition over to a longitudinally-biased anisotropy in Fig. (4.21),
we lose our ability to differentiate between various relaxation times based on
the final temperature of the evolution, and the variation in the intermediate
temperatures Fig. (4.22) is small.
In the particle conserving case we see that if there is no relaxation (i.e τrel =∞
we see that the drop in energy density is entirely captured by changes in the
chemical potential, and the temperature remains constant.
4.4.2.2 µ 6= 0
When we consider a system with particle number conservation, we can track
both temperature and chemical potential.







Figure 4.23: Temperature evolution of a transversely-biased initial condi-
tion (σY = 0.1) for a variety of relaxation times, particle number conserved.
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Figure 4.24: Temperature evolution at midrapidity of a transversely-biased
initial condition (σY = 0.1) for a variety of relaxation times, particle number
conserved.







Figure 4.25: Chemical potential evolution of a transversely-biased initial
condition (σY = 0.1) for a variety of relaxation times.
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Figure 4.26: Chemical potential evolution at midrapidity of a transversely-
biased initial condition (σY = 0.1) for a variety of relaxation times.
In Figs. (4.23, 4.25) we now see a much stronger dependence on the relax-
ation time; the evolution when the relaxation time is large is dominated by
a change in the chemical potential, and a much smaller relative variation in
temperature. Conversely, when the relaxation time is small, the variation
in the temperature dominates. We also see a qualitative difference in the
evolution of the chemical potential with larger relaxation times driving the
chemical potential to become more negative, and smaller relaxation times
less negative, compared to the initial chemical potential. In both the tem-
perature and chemical potential, decreasing the relaxation time brings the
solution brings the solution closer to the ideal hydrodynamic limit, which is
consistent with our expectations.
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Figure 4.27: Temperature evolution of an isotropic initial condition (σY ≈
0.58) for a variety of relaxation times, particle number conserved.







Figure 4.28: Temperature evolution of an isotropic initial condition (σY ≈
0.58) for a variety of relaxation times, particle number conserved.
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Figure 4.29: Chemical potential evolution of an isotropic initial condition
(σY ≈ 0.58) for a variety of relaxation times.






Figure 4.30: Chemical potential evolution at midrapidity of an isotropic ini-
tial condition (σY ≈ 0.58) for a variety of relaxation times.
In the isotropic case, we once again see the same qualitative behaviour be-
tween the various relaxation time, but the magnitude of the effect of relax-
ation time is smaller.
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Figure 4.31: Temperature evolution of a longitudinally-biased initial con-
dition (σY = 1) for a variety of relaxation times, particle number not con-
served.





Figure 4.32: Temperature evolution at midrapidity of an longitudinally-
biased initial condition (σY = 1) for a variety of relaxation times, particle
number not conserved.
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Figure 4.33: Chemical potential evolutionof a longitudinally-biased initial
condition (σY = 1) for a variety of relaxation times.





Figure 4.34: Chemical potential evolution at midrapidity of a
longitudinally-biased initial condition (σY = 1) for a variety of relax-
ation times.
The effect of the longitudinal-bias is once again to almost completely miti-
gate any effect of the relaxation time on the final state of the system, but a
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signficant effect on the intermediate stages.
4.4.3 Effect of relaxation time on longitudinal flow accelera-
tion
One manifestation of the boost invariance of the initial condition is the lon-
gitudinal fluid momentum rapidity is initially equal to the spacetime rapid-
ity. Previous hydrodynamical models have shown that during the evolu-
tion, there is an acceleration of the fluid flow, in a manner that depends on
the equation of state and viscosity [40, 41]. As the Baym model explicitly
enforces boost-invariance for all time, no such acceleration will be present
in the model. We will thus make a comparison to the ideal hydrodynamic
model with various relaxation times and initial momentum anisotropies.
4.4.3.1 µ = 0






Figure 4.35: Difference between longitudinal fluid flow rapidity and
spacetime-rapidity for σY = 0.1 for various relaxation times, without parti-
cle number conservation.
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Figure 4.36: Difference between longitudinal fluid flow rapidity and
spacetime-rapidity for σY = 0.5 for various relaxation times, without parti-
cle number conservation.






Figure 4.37: Difference between longitudinal fluid flow rapidity and
spacetime-rapidity for σY = 1.0 for various relaxation times, without parti-
cle number conservation
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Smaller relaxation times drive a stronger acceleration at the high rapidities.
The fact that we see this acceleration with an infinite relaxation time in the
isotropic and longitudinally-biased scenarios, but not in the transversely-
biased case indicates that this acceleration is due high longitudinal rapidity
particles flowing to higher rapidities.
4.4.3.2 µ 6= 0
Comparing Figs. (4.35, 4.36, 4.37) to Figs. (4.38,4.39, 4.40) respectively, we see
that particle number conservation does not affect the acceleration of the flow
velocity.






Figure 4.38: Difference between longitudinal fluid flow rapidity and
spacetime-rapidity for σY = 0.1 for various relaxation times, with particle
number conservation.
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Figure 4.39: Difference between longitudinal fluid flow rapidity and
spacetime-rapidity for σY ≈ 0.58 for various relaxation times, with parti-
cle number conservation.






Figure 4.40: Difference between longitudinal fluid flow rapidity and




In the previous section, we have shown that our simulation can replicate
analytical results that make different assumptions in the case of tranverse
isotropy and homogeniety. As proof of concept, we will now extend our
simulations not to require to be homogenous and isotropic in the transverse
plane.
We use the same initial as in Eq. (4.13), but we add a Gaussian term that
suppresses the distribution function in the transverse plane.
For proof of concept we consider a collision of nuclei with radius 4fm, we
would expect the finite nucleus size will cause more rapid cooling of the
system.
5.1 µ = 0
We first consider the temperature evolution for a number of relaxation time
without particle number conservation.
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Figure 5.1: Temperature evolution at midrapidity , and centrally in the
transverse plane, with a transversely-biased initial condition (σY = 0.3) for
a variety of relaxation times, particle number not conserved.
As expected, more rapid cooling takes place as compared to the cylindrically
symmetric case.
5.2 µ 6= 0
Now, if we consider the case where we do impose particle number conserva-
tion.
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Figure 5.2: Temperature evolution at midrapidity , and centrally in the
transverse plane, with a transversely-biased initial condition with σY = 0.3
for a variety of relaxation times, with particle number conservation
76





Figure 5.3: Chemical potential evolution at midrapidity, and centrally in the
transverse plane, with a transversely-biased initial condition with σY = 0.3
for a variety of relaxation times, with particle number conservation
Again we see more rapid cooling; however, the dynamics of the chemical
potential are particularly interesting, with a strong effect as the finite size of
the nucleus becoming apparent to the system.
These results highlight show the potential of this simulation software, having




In this thesis, we have developed an algorithm that efficiently simulates the
Boltzmann equation under physically relevant conditions, and implemented
this on GPUs. The coupling of this efficient algorithm and the computational
horsepower granted by the modern GPUs allows us to numerically solve
the Boltzmann equation for physically relevant initial conditions in full 3D
space.
We have shown that our implementation shows agreement with analytical
results, under the relevant limits in the case of homogeniety and isotropy in
the transverse plane; and how these results begin to deviate once those limits
are relaxed.
We then demonstrated that we can drop the requirement of cylindrical sym-
metry and simulate the full 3D case.
As of yet, we have not implemented a freezeout procedure for the QGP to
hadron gas transition. Developing, or using an existing freezeout implemen-
tation, is a prerequisite for making direct comparisons with experimental
data.
Work needs to be done on how to implement the initial conditions used in
hydrodynamical simulations to make more direct comparisons.
Work has been done to build a collision term that incorporates more aspects
of QCD physics, as of yet simulations that implement these new collision
terms have no included streaming. The modularity of the simulation tool
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we have developed means that only the relaxation needs to be modified to
incorporate the new collision term. Implementing This will allow the pos-
sibility for us to determine if a Bose-Einstein condensate might form under
experimental conditions and may shed light on the mystery of the rapid ther-
malization of the QGP.
All simulations were run on a laptop with an NVIDIA GeForce 960M with
4GB of VRAM. This VRAM limitation limited the size of systems we could
simulate (especially relevant in the 3D case). At the time of writing, there ex-
ist single high-performance GPUs with up to 16GB of VRAM. It is also possi-
ble to run on multiple GPUs simultaneously, although this would likely be a
non-trivial exercise. We suggest that future optimization work should focus
on minimizing VRAM use by finding the optimal parameters to minimize
the number of required gridpoints without sacrificing accuracy.
Appendix A
The CUDA programming model
The demand placed on hardware to render increasingly complex 3-dimensional
games in real-time at ever higher resolutions has driven the development of
specialised graphics processing Units (GPUs) to complement the computa-
tional resources of the central processing unit (CPU). The rendering opera-
tions that need to be performed are typically numerically intensive, and at
relatively long intervals of 10−2s compared to the time scale of a single CPU
clock cycle 10−9s.
The solution GPU manufacturers have developed is a parallel, many-core
processor with high memory bandwidth that prioritises total computational
throughput over latency and is optimised for simple numerically intense
schemes (as opposed to algorithms that have complex decision trees). The
benefit is scalability, increases in CPU performance is primarily driven by
increases in the clock speed. Increases in clock speeds however exponen-
tially increase heat production. The architechture of modern GPUs however
is to link hundreds or even thousands of reduced instruction set processors
together on a single board which produces a linear increase in heat produc-
tion. This allows a more progressive scaling of computational power.
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FIGURE A.1: Comparison of Floating-point operations per second theoreti-
cally possible on the CPU and GPU. Image from [42].
There is no free lunch, however, and in order to effectively harness the power
of modern GPUs, it is necessary to understand the programming model and
its limitations. If, however, the computational horsepower of modern GPUs
can be harnessed, one gets supercomputer scale performance on a consumer
grade desktop.
With the development of novel algorithms, this increase in possible compu-
tational power has recently been leveraged by many fields to accelerate their
scientific computation, perhaps the most ubiquitous contemporary applica-
tion is the use of GPU computation to train neural network models [43]. We
however have also simulations of biological systems [44], astrophysical sim-
ulations [45, 46], hydrodynamic simulations of the quark-gluon plasma [47]
as some further examples.
We discuss various considerations that go into determining if one can expect
a significant performance benefit from implementing an algorithm on the
GPU.
The algorithm design needs to be inherently parallel, where preferably many
threads simultaneously perform completely independent calculations, as the
possibly high latencies can cause threads to wait idly for a significant time if
they depend on the output of another thread.
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The algorithm should be numerically intensive as the reduced instruction set
available on the GPU is optimised for numerical computation with many ba-
sic floating point operations implemented in hardware such that they require
far fewer clock cycles to evaluate compared to the standard x86_64 architec-
ture. Large linear algebra operations have in particular been significantly
optimised.
The most significant computational burdens in our problem are numerical
integration in order to determine the energy-momentum tensor and particle-
current vector, and calculating the updates to the distribution function given
a set of equilibrium parameters; which are inherently numerical, so this con-
dition is met.
Memory access is expensive; each thread only requires access to a few of
memory, there is less of a performance penalty of the memory access is co-
alesced (i.e. the memory read/writes required by a single are adjacent in
memory). The fact that the Boltzmann equation is local ensures this prop-
erty is met.
GPUs operate on a SIMD (single instruction, multiple data) execution model,
which can suffer significant performance penalties if there is a large amount
of control flow present in the algorithm. Our algorithm does not have signif-
icant control flow present.
Appendix B
Gauss-Legendre integration
Our goal is to accurately integrate distribution function at each space-time
coordinate using as few momentum points as possible. We can achieve this
minimisation by picking an appropriate integration procedure. The integra-
tion procedure we use is Gauss-Legendre integration.
We approximate the integral by evaluating the function at xi (called the ab-






The procedure for determining these abscissae and weights is not unique,
the Gauss-Legendre method is one such procedure. The benefit of using the
Gauss-Legendre method for determining the abscissa and weights is that one
is that the order of integration is 2n− 1 (i.e. one can integrate polynomials of
order up to 2n − 1 exactly) whereas naive choices of abscissae and weights
are typically to order n. Another benefit of the Gauss-Legendre procedure is
that the weights generated vary only gradually instead of rapidly oscillating,
which can lead to numerical instability.
The n abscissa are chosen to be the zeroes of the Legendre polynomial of
order n. The zeroes of all Legendre polynomials lie in the interval (−1, 1).
The Gauss-Legendre scheme is only able to integrate over the interval (−1, 1)
however the distribution functions that we would want to integrate (although
we have an expectation of exponential fall off at sufficiently large momenta).
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We need to introduce a change of variables that will map from the interval
(−∞,∞) → (−1, 1). With some foresight we can anticipate Bose-Einstein
distribution which is singular at zero; therefore our mapping function needs
to exclude zero for the sake of numerical stability.
So far we have described how to perform numerical integration along a sin-
gle dimension. The integrals that we need to do in practice, however, are
multidimensional. Fortunately, this technique is readily extended to multi-
ple dimensions, one first performs the Gauss-Legendre procedure for each
coordinate axis independently, then the function being integrated is evalu-
ated at every possible combination independent abscissa weighted by the
product of the Gauss-Legendre weights of those points, and then summed.
∫










i , ..., x
D
k ) (B.2)
The choice of mapping function will influence the accuracy of the integration
technique. A good mapping function should be able to map typical distribu-
tion functions we expect to a function smoothly interpolated by a polynomial
in the domain (−1, 1).
As discussed previously, our mapping function may not map to zero. To this


























associated with it, where Λ is a free parameter that sets the overall momen-
tum scale.One trivially gets the
∫ 0
−∞ dki points by just mapping ki → −ki .
The momentum scale should be proportional to the momentum scale over
which the function (i.e the initial condition) being integrated varies, as the
choice of Λ will generically affect the accuracy of the numerical integration.
The number of points to used will depend on the details on of the system be-
ing studied and the accuracy desired. There is, as always a tradeoff between
accuracy and system size. Since there is an anistoropy between transverse
and longitudinal drections, the number of number of points sampled trans-
versely and longitudinally need not be the same.
Appendix C
Outline of the Baym solution
We provide an outline of the solution.




k′z = (kz − ku)γ (C.2)
is the boosted momentum, with boost velocity u = z/t and γ = 1/
√
1− u2.
The assumption of boost-invariance implies that it is sufficient to solve the
Boltzmann equation at mid-rapidity, and then boost the solution to solutions
at non-zero spacetime rapidities.






+ f = feq(τ) (C.3)
for a constant τrel, this can be integrated to give



























for a given initial condition f0(k⊥, kz) evaluated at eigentime τ0.
Taking the second moment of the above, we get the following expression for










































The assumption that the longitudinal momentum is sharply peaked about
zero (i.e f ∝ δ(kz)) . We get the simplification cos2(θk) ≈ 0, which allows us







































where x = τ
τrel
and x0 = τ0τrel .
If we able to solve this integro-differential equation, we can extract the evo-
lution of the energy density at mid-rapidity for arbitrary relaxation times.
We approximate the solution to this differential equation by using an itera-
tive numerical solver which was developed in. [48]
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