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Abstract
Optimization problem with quadratic equality constraints are prevalent in machine learning. In-
deed, two important examples are Canonical Correlation Analysis (CCA) and Linear Discriminant
Analysis (LDA). Unfortunately, methods for solving such problems typically involve computing
matrix inverses and decomposition. For the aforementioned problems, these matrices are actually
Gram matrices of input data matrices, and as such the computations are too expensive for large
scale datasets. In this paper, we propose a sketching based approach for solving CCA and LDA
that reduces the cost dependence on the input size. The proposed algorithms feature randomized
preconditioning combined with Riemannian optimization.
Keywords: Riemannian Optimization, Sketching, Numerical Linear Algebra, CCA, LDA
1. Introduction
Large scale machine learning often requires some form of dimensionality reduction in order to ac-
celerate the solution of computations that are otherwise too costly, and matrix sketching has recently
emerged as a powerful technique for such dimensionality reduction. There are generally, two ap-
proaches for leveraging sketching: sketch-and-solve and sketch preconditioning (see Section 2.3).
Sketch-and-solve is more prevalent in the literature, but is unable to deliver high accuracy approxi-
mations. In contrast, sketch preconditioning (also called randomized preconditioning), when viable,
is able to deliver highly accurate results, close to the quality of the exact solution1. Unfortunately,
developing algorithms based on randomized preconditioning is more challenging due to the need
for an underlying preconditioned iterative method, and so far randomized preconditioning has es-
sentially been limited to regression problems.
In this paper, we consider using randomized preconditioning in the context of optimization
problems with quadratic equality constraints. That is, we consider problems of the form
min f(x1, . . . ,xk) s.t. x
T
i Bixi = 1 (i = 1, . . . , k) (1)
where B1, . . . ,Bk are fixed symmetric positive definite matrices (SPD), given in an implicit form
as the Gram matrix of input datasets. Such problems naturally arise in quite a few applications:
1. Finding the eigenvector corresponding to the smallest eigenvalue of a symmetric positive
definite matrixA corresponds to solvingmaxxTx s.t. xTAx = 1. One possible application
1. That said, there are other metrics in which the sketch-and-solve is potentially superior to the sketch preconditioning
approach; a complete comparison between the two approaches is outside the scope of this paper.
c© B. Shustin & H. Avron.
RANDOMIZED RIEMANNIAN PRECONDITIONING
is low rank approximation of the inverse of a covariance matrix, i.e. the precision matrix, in
which case A is the Gram matrix of the input data.
2. Suppose A and B are two symmetric positive definite matrices. The eigenvector correspond-
ing to the largest generalized eigenvalue is the solution of maxxTAx s.t. xTBx = 1. One
example application is Linear Discriminant Analysis (LDA), in which B is the Gram matrix
of a shifted version of the input data.
3. Let X ∈ Rn×dx and Y ∈ Rn×dy be two data matrices, and let λx, λy ≥ 0 be two reg-
ularization parameters. In Canonical Correlations Analysis (CCA) we seek to find a u ∈
R
dx and a v ∈ Rdy that maximize uTXTYv subject to uT(XTX + λxIdx)u = 1 and
vT(YTY + λyIdy)v = 1.
Sketch-and-solve approaches have been applied to the aforementioned problems, or close vari-
ants of them. For example, Avron et al. (2014a) developed a sketch-and-solve approach for CCA. In
this paper, we aim to develop randomized preconditioners for optimization problems with quadratic
equality constraints. For concreteness, we focus only on the CCA and LDA problem, although we
expect our technique to be more generally applicable. Let us now summarize our contributions:
• The constraints in Eq. (1) form a smooth manifold, so Riemannian optimization (Smith,
1994), is naturally suited for such problems. Metric selection (for the manifold) can be used
to incorporate preconditioning. To facilitate this, we develop the necessary geometrical com-
ponents required to optimize on manifolds corresponding to the quadratic equality constraints
using non-standard metric selection. These developments are reported in Section 3.
• We use the tools developed in Section 3 to propose preconditioned iterative methods for CCA
and LDA. We theoretically analyze the effect of the preconditioner on the asymptotic conver-
gence rate, and identify the optimal preconditioner. These results are reported in Section 5.
• We show how sketching can be used to form effective preconditioners in context of the generic
algorithms developed in Section 5. We then develop end-to-end sketching based algorithms
for CCA and LDA. We report numerical experiments supporting the viability of randomized
preconditioning for CCA and LDA. These results are reported in Section 6 and in Appendix D.
Due to space constraint, discussion of related work is deferred to the appendix.
2. Preliminaries
2.1. Notation and Basic Definitions
We denote scalars using lower case Greek letters or using x, y, . . . . Vectors are denoted by x,y, . . .
and matrices by A,B, . . . or upper case Greek letters. Tangent vectors (of a manifold) are denoted
using lower case Greek letters with a subscript for the point of the mainfold for which they cor-
respond (e.g. ηx). The s × s identity matrix is denoted Is. We use the convention that vectors
are column-vectors. nnz (A) denotes the number of non-zeros in A. We denote by (·, ·)M the
inner-product with respect to a matrix M: (u,v)M := u
TMv.
Let A be a symmetric d × d matrix. We use λ1(A) ≥ λ2(A) ≥ · · · ≥ λd(A) to denote the
eigenvalues of A, and use κ(A) to denote the condition number of A, which is the ratio between
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the largest and smallest eigenvalues in absolute value. LetB ∈ Rd×d be another symmetric positive
semidefinite matrix, and assume that ker(B) ⊆ ker(A). If for λ ∈ R and v /∈ ker(B) it holds
that Av = λBv then λ is a generalized eigenvalue and v is a generalized eigenvector of the
matrix pencil (A,B). We use the notation λ1(A,B) ≥ λ2(A,B) ≥ · · · ≥ λrank(B)(A,B) to
denote the generalized eigenvalues of (A,B). The (generalized) condition number κ(A,B) of the
pencil (A,B) is the ratio the largest and smallest generalized eigenvalues in absolute value. If
B is also non-singular, that is B is a symmetric positive definite (SPD) matrix, then it holds that
κ(A,B) = κ(B−1/2AB−1/2) = κ(B−1A).
For a SPD matrix B ∈ Rd×d we denote by SB the d− 1 dimensional ellipsoid defined by
S
B :=
{
x ∈ Rd : xTBx = 1
}
.
S
B is a d − 1 dimensional submanifold of Rd. Given a function or vector field defined on SB , we
use a bar decorator to denote a smooth extension of that object to the entire Rd, either by committing
to a specific extension, or making sure that the following statements hold for any smooth extension.
For example, given a smooth objective f : SB → R, we use f¯ : Rd → R to denote a smooth
real-valued function defined on Rd whose restriction to SB is f .
2.2. Riemannian Optimization
Riemannian optimization provides a principled approach for adapting unconstrained optimization
algorithms, to solve constrained optimization problems in which the constrains form a smooth man-
ifold (e.g., nonlinear differentiable equality constraints). A detailed introduction can be found in
Absil et al. (2009). Here we recall some basic definitions, and establish corresponding notations.
A Riemannian manifold (M, g) is a real differentiable manifold M with a smoothly varying
inner product gx on tangent spaces TxM (where x ∈ M). The inner product is referred to as the
Riemannian metric. Crucially, the inner product can depend on x ∈ M. We say that a Riemannian
manifold (M, g) is a Riemannian submanifold of another Riemannian manifold (M¯, g¯), ifM is a
submanifold of M¯ and it inherits the metric in a natural way: gx(ηx, ξx) = g¯x(ηx, ξx) for ηx, ξx ∈
TxM where in the right-side ηx and ξx are viewed as elements in TxM¯ (this is possible sinceM
is a submanifold of M¯).
The notion of retraction (Section 4.1 in Absil et al. (2009)) allows us to take step at point x ∈
M in a direction ξx ∈ TxM: a map Rx : TxM → M is a retraction if it upholds a local
rigidity condition. The notion of vector transport (Section 8.1 in Absil et al. (2009)) is useful for
manipulating tangent vectors from two different tangent spaces. In particular, Tηx(ξx) for ηx, ξx ∈
TxM transports ξx from TxM to TRx(ηx)M.
The notions of Riemannian gradient and Riemannian Hessian (Sections 3.6 and 5.5 in Absil et al.
(2009)) generalize the corresponding concepts from the Euclidean setting. For a function f :M→
R, we denote the Riemannian gradient and Riemannian Hessian at x ∈ M by gradf(x) ∈ TxM
and Hessf(x) : TxM → TxM respectively. Roughly speaking, the Levi-Civita or Riemannian
connection ∇ of (M, g) allows us to generalize the notion of directional derivative of vector fields.
We use X(M) to denote the set of vector fields onM.
With these components, various optimization algorithms naturally generalize. For example, one
possible Riemannian gradient method is given by the formula
xk+1 = Rxk(τkgradf(xk)) (2)
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where τk is the step size (possibly chosen by the Armijo’s backtracking procedure). In our experi-
ments, we use Riemannian Conjugate Gradient (Absil et al., 2009, Algorithm 13) and Riemannian
Trust Region (Absil et al., 2009, Algorithm 10). MANOPT is a MATLAB library that implements
these, and other, Riemannian optimization algorithms (Boumal et al., 2014).
2.3. Sketching and Randomized Preconditioning
Matrix sketching is a dimensionality reduction technique for accelerating and improving matrix
computations which naturally arise in statistical learning such as linear regression, low rank ap-
proximation, and principal component analysis (see surveys by Woodruff et al. (2014), Yang et al.
(2016)). Roughly speaking, the core idea is to embed a high dimensional space in a lower dimension
space, while preserving some properties of the high dimensional space (Drineas et al., 2011).
There are two dominant approaches for utilizing matrix sketching. The first, often referred to
as “sketch-and-solve”, attempts to find a good approximate solution by sketching the input data
such that with high probability the exact solution of the sketched problem is a good approximate
solution to the original problem. In the context of this paper, worth mentioning is a recent paper that
suggested a sketch-and-solve based algorithm for CCA (Avron et al., 2014a). The second approach
is “sketch preconditioning” (also called “randomized preconditioning”), where the main idea is to
use a sketched matrix of the input data to form a preconditioner, for example by some factorization,
then the preconditioner is used in an iterative method. For example, it is possible to accelerate the
solution of least squares problems of the form minx ‖Ax− b‖2 by sketching the matrixA to form
SA, and use SA to form a precoditioner for an iterative Krylov method (e.g., LSQR) (Avron et al.,
2010; Meng et al., 2014; Clarkson and Woodruff, 2017; Gonen et al., 2016).
Although there are quite a few works that employ the sketch preconditioning approach, the use
of the sketch-and-solve approach is more prevalent in the literature. Possibly, since the sketch pre-
conditioning approach requires an iterative method that can be preconditioned, and such a method
is not always known for the various problems addressed by sketching. Indeed, most of the pre-
vious work on sketch preconditioning focused on regression and solving linear systems; these are
cases where the use of preconditioning is straightforward. In this paper, we propose a randomized
preconditioning strategy for problems involving quadratic equality constraints, such as CCA and
LDA.
2.4. Preconditioning and Riemannian Preconditioning
In the context of solving a linear equation Ax = b, preconditioning is usually viewed as a ma-
nipulation of the linear system. For example, it is well known that when A is SPD, the number of
iterations until convergence of classical iterative methods (CG, MINRES, Richardson,...) depend
on the condition number κ(A) of the matrix. Thus, by multiplying by the equation by M−1, we
get a new system M−1Ax = M−1b which has a different condition number κ(M−1A). Thus, if
that condition number is small (i.e. M ≈ A), while M is easy to factorize, then we can potentially
achieve a computational advantage.
It is hard to leverage the aforementioned view of preconditioning if we want to go beyond solv-
ing linear equations, since it is not always clear how to manipulate the problem while changing the
relevant condition number. Luckily, classical iterative methods are often an instance of Riemannian
optimization, and preconditioning of classical iterative methods can be interpreted as a Riemannian
4
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metric selection. As such, preconditioning of classical iterative methods is an instance of so-called
Riemannian preconditioning (Mishra and Sepulchre, 2016).
To illustrate this, lets consider a concrete example. The solution of Ax = b when A is SPD is
equivalent the solution ofminx∈Rd b
Tx− 12xTAx. The use of gradient descent to solve this problem
leads to the iteration xk+1 = xk + τk (b−Axk), which is well known as the Richardson Iteration.
Now, if instead of using the dot product as the inner product on Rd, we use the inner product (·, ·)M
(which we view as a Riemannian metric on the manifold Rd), the Riemannian gradient descent
iteration becomes xk+1 = xk+ τkM
−1 (b−Axk). This new iteration is known as Preconditioned
Richardson Iteration, and is classically derived as Richardson Iteration on M−1Ax = M−1b.
More generally, Riemannian preconditioning refers to the pardigm of preconditioning Rieman-
nian optimization algorithms by judiciously selecting the metric endowed on the constraint manifold
(Mishra and Sepulchre, 2016). Indeed, Mishra and Sepulchre (2016) show cases where one metric
selection results in very slow convergence, while others lead to faster convergence. In this paper,
we consider the manifold SB, and precondition it using the inner product (·, ·)M. For the problems
we consider, the best convergence bounds are achieved when M = B, but that results in expensive
algorithms due to the need to factorize B. Thus, as is done when preconditioning linear solvers,
there is a need to balance between goodness-of-approximation M ≈ B, and cost of factorization of
M.
3. Geometry of the Ellipsoid
Our goal is to solve problems of the form minx∈SB f(x) using Riemannian optimization. In this
section we describe the necessary components required for Riemannian optimization on SB, where
we treat SB as an embedded submanifold of Rd. In the following, we refer to Rd as the ambient
space. It is important to stress that all our formulas are given in ambient space coordinates, and not
in some in some local coordinates of the manifold SB.
3.1. Metric Independent Notions
The following lemma gives formulas (in ambient coordinates) for the metric independent notions:
tangent spaces, retraction and vector transport. The proof of Lemma 1, and all other proofs, are
deferred to Appendix E.
Lemma 1 The tangent space at x ∈ SB, TxSB, viewed as a subspace of TxRd ≃ Rd, is
TxS
B =
{
z ∈ Rd : zTBx = 0
}
. (3)
The following defines a retraction on SB (x ∈ SB, ξx ∈ TxSB):
Rx(ξx) :=
x+ ξx
‖x+ ξ‖B (4)
Finally, the following defines a vector transport on SB (x ∈ SB, ηx, ξx ∈ TxSB):
Tηx(ξx) :=
1
‖x+ ηx‖B
[
I− (x+ ηx) (x+ ηx)
T
B
‖x+ ηx‖2B
]
ξx. (5)
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3.2. Metric Related Notions
A crucial component for Riemannian optimization is the imposition of a Riemannian metric on the
constraint manifold. The metric allows us to measure lengths of tangent vectors, and thus facilitate
the definition of Riemannian gradient and related notions. The metric selection can have a substan-
tial effect on the convergence properties of the optimization, and on the cost of each iteration, as we
shall see in Sections 4 and 5. Thus, our preconditioning strategy relies on selecting an appropriate
metric, hopefully balancing between fast convergence and cheap iterations.
Specifically, we define a Riemannian metric on the ambient space Rd, and this uniquely defines
a metric on SB that makes it a Riemannian submanifold. Similar to preconditioned methods in
Euclidean space, the metric we define on Rd is g¯x(ξ¯x, η¯x) := (ξ¯x, η¯x)M = ξ¯
T
xMη¯x where M is
some constant SPD matrix (which later takes the role of the preconditioner). In particular, for any
x ∈ SB, ξx, ηx ∈ TxSB, given in the coordinates of the ambient space, the metric on SB is given
by gx(ξx, ηx) = ξ
T
xMηx .
Remark 2 The ellipsoid SB is a special case of the generalized Stiefel manifold. Classically, the
metric employed for the generalized Stiefel manifold corresponds toM = B (Edelman et al., 1998).
However, as we shall see, various operations require products with M−1, and in our intended
applications this results in algorithms that are too expensive.
Riemannian Gradient. We find the gradient using Eq. (3.37) from (Absil et al., 2009). Let
f : SB → R be smooth function, and let f¯ be a smooth extension (typically, f is given in ambient
coordinates, thereby making the extension f¯ natural). The Riemannian gradient can then be found
by computing the Riemannian gradient in Rd of f¯ , and orthogonally projecting it with respect to
the Riemannnian metric to the tangent space of SB. In short, gradf(x) = Pxgradf¯(x) where Px
is the orthogonal projection on TxS
B with respect to (·, ·)M. The following lemma gives a formula
for Px:
Lemma 3 The orthogonal projection with respect to (·, ·)M on TxSB (viewed as a subspace of Rd)
is:
Px := (In − (xTBM−1Bx)−1M−1BxxTB) . (6)
Next, we consider the gradf¯(x). Note that it is not the Euclidean gradient∇f¯(x), even though f¯ is
defined on Rd. The reason is that f¯ is defined on a Rd endowed with a non-standard inner product.
According to Eq. (3.31) from (Absil et al., 2009), we have
gradf¯(x)TMξx = Df¯(x)[ξx] = ∇f¯(x)T ξ¯x
for every ξ¯x ∈ Rd (Df(x) denotes the differential of f at x), so gradf¯(x) = M−1∇f¯(x). Thus,
we have
gradf(x) = PxM
−1∇f¯(x) . (7)
Riemannian Hessian. The Riemannian Hessian of a given function f can be computed in ambient
coordinates via the formula:
Hessf(x)[ηx] = PxM
−1∇2f¯(x)ηx −Px((xTMP⊥xM−1∇f¯(x))M−1B)ηx
= PxM
−1
[∇2f¯(x)− (xT∇f¯(x)− gx(x,gradf(x)))B] ηx. (8)
The derivation is rather elaborate, so due to space constraints we defer it to Appendix B.
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4. Metric Selection Matters
Our proposed algorithms for CCA and LDA are based on using a preconditioner to define the Rie-
mannian metric. Before proceeding, in order to motivate our strategy, we give two simple examples
that illustrate that in the context of Riemannian optimization with quadratic equality constraints, the
metric selection can have a substantial effect on the convergence speed of the optimization.
Example 1 (Linear Objective) Let us consider the following problem
max
x∈Rd
bTx s.t. xTBx = 1 (9)
for some vector b ∈ Rd. The solution is x⋆ = B−1b/‖B−1b‖B.
The Euclidean gradient is simply b, independent of x. Plugging it to Eq. (7), using Eq. (4), and
plugging both to Eq. (2) leads us to the iteration
yk+1 = xk + τk
(
M−1b− x
T
kBM
−1b
xTkBM
−1Bxk
M−1Bxk
)
xk+1 =
yk+1
‖yk+1‖B
.
We see, as expected, that the iterations depend on the choice of the Riemannian metric defined
by the matrix M. If we use the metric M = B, and take τ0 = 1/x
T
kb, the iteration reduces to
x1 = B
−1b/‖B−1b‖B , i.e. the problem is solved in a single iteration.
Example 2 (Inverse Power Iteration) Consider maximizing xTx subject to xTAx = 1, where A
is a SPD matrix. The solution is equal the eigenvector corresponding the smallest eigenvalue of
A (which is also the eigenvector corresponding to the maximum eigenvalue of A−1). If we use
gradient ascent on SA with metric selection gx(ξx, ηx) = ξ
T
xAηx (in ambient coordinates), and
chose step sizes τk = (x
T
kxk)
−1, then the iteration reduces to xk+1 = A
−1xk/‖A−1xk‖2, i.e.
inverse power method, which is well known for it good convergence properties.
5. Iterative Methods for CCA and LDA
In this section we present novel preconditioned algorithms for CCA and LDA. At the core, the algo-
rithms use Riemannian optimization, where the constraints, which are quadratic equality constraints,
are treated as a Riemanian manifold, according to the geometry defined in Section 3. Precondition-
ing is incorporated by choosing the Riemannian metric.
To understand the effect of the preconditioner, we analyze the condition number of the Rieman-
nian Hessian at the optimum, when viewed as a linear operator on the tangent space. The analysis is
well motivated by the literature, see (Absil et al., 2009, Theorem 4.5.6, Theorem 7.4.11 and Equa-
tion 7.5), though the results are, unfortunately, only asymptotic.
Additionally, we use the bounds to derive a notion of optimal preconditioner. As expected,
the optimal preconditioner is too expensive to compute, but identifying it serves as a guideline for
designing preconditioners (and our results allow us to reason about their quality).
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5.1. Canonical Correlation Analysis
CCA, originally introduced by Hotelling (1936), is a well-established method in statistical learning
with numerous applications (e.g. (Sun et al., 2010; Chaudhuri et al., 2009; Dhillon et al., 2011,
2012; Su et al., 2012; Kim et al., 2007)). In CCA the relation between a pair of datasets in matrix
form is analyzed, where the goal is to find the directions of maximal correlation between a pair of
observed variables. In the language of linear algebra, CCA measures the similarities between two
subspaces spanned by the columns of of the two matrices.
In this paper, we consider a regularized version of CCA defined below2:
Definition 4 Let X ∈ Rn×dx and Y ∈ Rn×dy be two data matrices, and λx, λy ≥ 0 be two
regularization parameter. Let q = max
(
rank
(
XTX+ λxIdx
)
, rank
(
YTY + λyIdy
))
. The
(λx, λy) canonical correlations σ1 ≥ · · · ≥ σq and the (λx, λy) canonical weights u1, . . . ,uq,v1, . . . ,vq
are the ones that maximize
Tr
(
UTXTYV
)
subject to
UT(XTX+ λxIdx)U = Idx , V
T(YTY + λyIdy)V = Idy
where UTXTYV = diag (σ1, . . . , σq), U =
[
u1 . . . uq
]
and V =
[
v1 . . . vq
]
.
In his paper, we focus on finding the top correlation, i.e. finding σ1,u1 and v1. Trailing corre-
lations and weights can be obtained by deflating the original problem.
It is useful to introduce the following notation:
Σxx = X
TX+ λxIdx ,Σyy = Y
TY + λyIdy ,Σxy = X
TY .
With these notations, the problem of finding u1 and v1 can be succinctly formulated as the solution
of the following optimization problem:
maxuTΣxyv s.t. u ∈ SΣxx ,v ∈ SΣyy
The optimal solution is (Bjorck and Golub, 1973)
u1 = Σ
− 1
2
xx u˜1 v1 = Σ
− 1
2
yy v˜1 (10)
where u˜1 and v˜1 are the left and right unit-length singular vector corresponding to the largest sin-
gular value σ1 of the matrix
R = Σ
− 1
2
xx ΣxyΣ
− 1
2
yy . (11)
5.1.1. PRECONDITIONED CCA ALGORITHM
Finding the leading correlation is a case of minimization on a Riemannian manifold: the constraint
set is the product manifold Sxy := S
Σxx × SΣyy , and the objective is f(u,v) = −uTΣxyv.
Thus, we consider the use of Riemannian optimization to solve this problem, while exploiting the
geometry developed in Section 3 (however, since we have two manifold constraints, we need to
use a product manifold as described in Appendix C). We use some SPD matrices Mxx and Myy to
2. The definition is formulated as a linear algebra problem. While the problem can be motivated, and described, in the
language of statistics, the linear algebraic formulation is more convenient for our purposes.
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define Riemannian metrics on SΣxx and SΣyy (respectively), and these, in turn, define a Riemannian
metric on Sxy.
Denote d = dx+dy and z =
[ u
v
] ∈ Rd where u ∈ Rdx and v ∈ Rdy . We will abuse notation
and view Sxy as a subset of R
d given by this coordinate split. With this convention, the objective
function to be minimized can be rewritten as
f(z) = −1
2
zT
[
0 Σxy
ΣTxy 0
]
z . (12)
As usual, let f¯ denote the extension of f to Rd, given by the same formula. For u ∈ SΣxx , let Pu
denote the projection on TuS
Σxx (Eq. (6)), and similarly for Pv where v ∈ SΣyy . For z ∈ Sxy
let Pz = diag (Pu,Pv). The Riemannian metric on S
Σxx × SΣyy is defined by the SPD matrix
M = diag (Mxx,Myy). The following are analytical expressions for the Riemannian gradient
and the Riemannian Hessian in ambient coordinates:
gradf(z) = PzM
−1∇f¯(z) = −
[
PuM
−1
xxΣxyv
PvM
−1
yyΣ
T
xyu
]
(13)
Hessf(z)[ηz] = PzM
−1
[
(uTMxxP
⊥
uM
−1
xxΣxyv) · Σxx −Σxy
−ΣTxy
(
v
T
MyyP
⊥
v M
−1
yyΣ
T
xyu
) · Σyy
]
ηz (14)
Along with formulas for the retraction and vector transport, these can be used in any Riemannain
optimization algorithm.
5.1.2. COMPLEXITY AND CONDITION NUMBER
The following is our main theoretical result regarding our preconditioned CCA algorithm. It shows
that, as expected for a preconditioned iterative method, if we have a factorization of the precondi-
tioner then each iteration is cheap. Furthermore, it bounds the relevant condition based on how well
the preconditioner approximates a specific matrix (Σ := diag (Σxx,Σyy)).
Theorem 5 Assume n ≥ max(dx, dy), and that both nnz (X) and nnz (Y) are at least n. Con-
sider using Riemannian optimization to minimize −uTΣxyv subject to u ∈ SΣxx and v ∈ SΣyy ,
where we use the Riemannian metric defined by M = diag (Mxx,Myy) where Mxx ∈ Rdx×dx
and Myy ∈ Rdy×dy are given preconditioners matrices. Denote by TM and TM−1 the cost (num-
ber of operations) of computing the product of M and M−1 (respectively) with a vector (poten-
tially, after preprocessing M). Then, assuming all computations are done in ambient Rd coordi-
nates: function evaluation, vector transport and retraction costs O(nnz (X) +nnz (Y)), gradient
computation costs O(nnz (X) + nnz (Y) + TM−1), and applying the Hessian to a vector takes
O(nnz (X) + nnz (Y) + TM−1 + TM). Furthermore, assuming σ1 − σ2 > 0 and that Σ is a SPD
matrix, the condition number of the Riemannian Hessian at the optimum is at most 2σ1σ1−σ2
·κ (Σ,M)
where Σ = diag (Σxx,Σyy).
The condition number bound decomposes to two components: the first is the relative eigengap
(2σ1/(σ1 − σ2)), which forms a natural condition number for the problem (if the first and second
correlations are very close, it is very hard to distinguish between them) that almost always appears
in problems of this form, and a second component which measures how close the preconditioner-
defined metric approximates the natural metric for the constraints. The optimal preconditioner,
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according to the bound, is M = Σ. Howevever, using this preconditioner, requires explicitly com-
puting it in O(nd2) time. This is too expensive, since the exact correlations can be computed
analytically in O(nd2) time as well (Bjorck and Golub, 1973).
5.2. Linear Discriminant Analysis
LDA, introduced by Fisher (1936), is a well-known method for classification (Mika et al., 1999),
and more commonly for dimension reduction before classification (Chen et al., 2012). The latter is
achieved by finding an embedding such that the between-class scatter is maximized and the within-
class scatter is minimized simultaneously.
In this paper, we consider a regularized version of LDA as defined below:
Definition 6 (Section 4.3.3 in Friedman et al. (2001)). Letχ1 =
{
x11, ...,x
1
n1
}
, ..., χm =
{
xl1, ...,x
l
nm
} ⊆
R
d be samples from l different classes, and denote χ = χ1∪...∪χm = {x1, ...,xn}. Let {y1, ..., yn}
be the corresponding labels. Let mk, for k = 1, . . . , l, denote the sample mean of class k (i.e.,
mk =
1
nk
∑nk
i=1 x
k
i ∈ Rd), andm denote the dataset sample mean. Let SB and Sw be the between-
class and within-class covariance matrices:
SB :=
l∑
k=1
nk(mk −m)(mk −m)T Sw :=
n∑
i=1
(xi −myi)(xi −myi)T
Let λ ≥ 0 be a regularization parameter. The jth discriminant variable wj is a maximizer of the
generalized Rayleigh quotient
J(w) =
wTSBw
wT(Sw + λId)w
, (15)
subject to wj ⊥ w1, . . . ,wj ⊥ wj−1. Note that these are the eigenvectors of (SB,Sw + λI).
In his paper, we focus on finding the leading discriminant variable. This vector is the solution
of the optimization problem of maximizing wTSBw subject to w
T(Sw + λId)w = 1. Trailing
discriminant variables can be obtained by deflating the original problem.
Denote the optimal solutionw⋆ = w1 and denote the eigenvalues of the matrix pencil (SB,Sw + λId)
by ρ1 ≥ ρ2 ≥ ... ≥ ρd ≥ 0. For purpose of describing and analyzing our algorithm, it is useful to
write,
Sw = Xˆ
T
Xˆ, Xˆ := X−Y, SB = YˆTYˆ ,
where Xˆ ∈ Rn×d is a matrix such that each i-th row of Xˆ is (xi −myi)T, X ∈ Rn×d is a matrix
such that each i-th row of X is xTi , Y ∈ Rn×d is a matrix such that each i-th row is of the form
myi , and Yˆ ∈ Rl×d is a matrix such that each k-th row of Yˆ is
√
nk(mk −m)T.
5.2.1. PRECONDITIONED LDA ALGORITHM
Finding the leading leading discriminant variable is a case of of minimization on a Riemannian
manifold: the constraint set is SSw+λId , and the objective is f(w) = −12wTSBw. Thus, like in the
previous subsection, we consider the use of Riemannian optimization to solve this problem, while
exploiting the geometry developed in Section 3. As before, we use some SPD matrixM ∈ Rd×d to
define Riemannian metric on SSw+λId .
The Riemannian optimization components are computed as in Section 3. Let f¯ be the exten-
sion of f to Rd given by the same formula. For w ∈ SSw+λId , let Pw denote the projection on
10
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TwS
Sw+λId (Eq. (6)). The following are analytical expressions for the Riemannian gradient and
the Riemannian Hessian in ambient coordinates:
gradf(w) = −PwM−1SBw , (16)
Hessf(w) [ηw] = PwM
−1
[−SB + (wTSBw − gw(w,gradf(w))) (Sw + λId)] ηw . (17)
Along with formulas for the retraction and vector transport, these can be used in any Riemannain
optimization algorithm.
5.2.2. COMPLEXITY AND CONDITION NUMBER
Similarly to the CCA, the following is our main theoretical result regarding our preconditioned
LDA algorithm. It shows that, as expected for a preconditioned iterative method, if we have a
factorization of the preconditioner then each iteration is cheap. Furthermore, it bounds the relevant
condition based on how well the preconditioner approximates a specific matrix (Sw + λId).
Theorem 7 Assume n ≥ d, and that nnz (X) ≥ ld. Consider using Riemannian optimization
to minimize −wTSBw subject to w ∈ SSw+λId , where we use the Riemannian metric defined by
M ∈ Rd×d, which is a given preconditioner matrix. Denote by TM and TM−1 the cost (number of
operations) of computing the product ofM and M−1 (respectively) with a vector (potentially, after
preprocessing M). Then, assuming all computations are done in ambient Rd coordinates: function
evaluation costs O(ld), vector transport and retraction costs O(nnz (X)), gradient computation
costs O(nnz (X)+TM−1), and applying the Hessian to a vector takes O(nnz (X)+TM−1 +TM).
Furthermore, assuming ρ1 − ρ2 > 0, ρd = 03 and that Sw + λId is non-singular, the condition
number of the Riemannian Hessian at the optimum is at most
ρ1
ρ1−ρ2
· κ (Sw + λId,M).
The condition number bound decomposes to two components: the first is the relative eigengap
(ρ1/(ρ1− ρ2)), which form a natural condition number for the problem (if the first and second gen-
eralized eigenvalues are very close, it is very hard to distinguish between invariant subspaces cor-
responding to them) that almost always appears in problems of this form, and a second component
which measures how close the preconditioner-defined metric approximates the natural metric for the
constraints. The optimal preconditioner, according to the bound, isM = Sw+λId. However, using
this preconditioner, requires explicitly computing it inO(nd2) time. This is too expensive, since the
exact discriminant variables can be computed analytically in O(nd2) time as well (exact solution
requires finding the inverse of Sw + λId and then finding the first eigenvalue and corresponding
eigenvector of (Sw + λId)
−1SB).
6. Randomized Riemannian Preconditioning
In the previous section we described generic preconditioned methods. In this section we show how
to use sketching to form an effective preconditioner. Our sketching-based preconditioning strategy
is well developed in the literature, and we merely explain how it is applicable for our case.
For CCA and LDA the preconditioner needs to approximate regularized Gram matrices. For
CCA, the preconditioners Mx and My should approximate Σxx = X
TX + λxI and Σyy =
YTY+λyI (respectively). For LDA, the preconditioner M should approximate Sw+λId = Xˆ
T
Xˆ.
3. This usually the case since the number of labels is much smaller than the number of samples.
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Since computing various components required for Riemannian optimization (e.g., Riemannain gra-
dient) requires the application of the inverse of the preconditioner, an implicit representation of the
preconditioner is not sufficient, and a factorization (or some other representation that allows efficient
inverse application) is needed. Obviously, for both CCA and LDA the relevant Gram matrices can
be computed in O(nd2) time where d is the data dimension (max(dx, dy) for CCA). However, this
is as expensive as solving the problem exactly. Thus, our goal is to describe strategies that compute
provably good approximations to Gram matrices in o(nd2) time.
Let Z be a generic data matrix of size n×d, and let λ ≥ 0 be a generic regularization parameter.
Our strategy for approximating ZTZ+λI is to compute the product ZTSTSZ+λIwhere S ∈ Rs×n.
Once SZ is computed, it is possible to compute ZTSTSZ + λI in O(sd2)4, so our goal is to de-
sign sketching matrices S such that SZ is cheap to compute, and κ(ZTZ + λI,ZTSTSZ + λI)
is bounded by a constant. There are quite a few distributions developed in the literature from
which S can be sampled. For concreteness, we describe the use of the COUNTSKETCH trans-
formation (Charikar et al., 2004; Clarkson and Woodruff, 2017), although Subsampled Random-
ized Hadamard Transform is also a good choice, in particular for dense datasets. COUNTSKETCH
is specified by a random hash function h : {1, . . . , d} → {1, . . . , s} and random sign func-
tion g : {1, . . . , d} → {−1,+1}. Applying S to a vector x is given by the formula (Sx)i =∑
j|h(j)=i g(j)xj . It is easy to see that S is a random matrix in which the jth column contains a
single nonzero entry g(j) in the h(j)th row. Clearly, SZ can be computed in nnz (Z) = O(nd)
time. Thus, it only remains to bound the condition number. The following lemma shows that if
the sketch size is large enough, then with high probability the condition number is bounded by a
constant.
Lemma 8 Assume that λ > 0 or thatZ ∈ Rn×d has full column rank. Let sλ(Z) := Tr
(
(ZTZ+ λI)−1ZTZ
)
.
Suppose that S is a COUNTSKETCH matrix with s ≥ 20sλ(Z)2/δ for some δ ∈ (0, 1). Then with
probability of at least 1− δ we have κ(ZTZ+ λI,ZTSTSZ+ λI) ≤ 3.
The last lemma justifies the use of COUNTSKETCH to form the preconditioner. Furthermore,
our sketching-based preconditioner construction naturally allows for a warm-start. While this is
not captured by our theory, heuristically (and empirically) the Riemannian optimization part of our
proposed algorithm converges faster if the starting vectors are close to the optimum. Our sketch-
ing approach lets us quickly compute good starting vectors. For CCA, after computing SX and
SY, we can compute the leading canonical weights u˜ and v˜ of (SX,SY), normalize them (i.e.,
compute u˜/‖u˜‖Σxx and v˜/‖v˜‖Σyy ), and use these as starting vectors. For LDA, after computing
M = Xˆ
T
STSXˆ we can compute the leading eigenvector w˜ of (SB,M), normalize it (i.e., compute
w˜/‖w˜‖Sw+λI), and use it as a starting vector.
A pseudo code description appears in the Appendix in Algorithms 1 and 2. The following two
corollaries summarize our theoretical results regarding the proposed algorithms. These corollaries
follow almost immediately from the previous theorems, so we omit the proof. We remark that
COUNTSKETCH can possibly be replaced with other sketching transforms (such as Subsampled
Randomized Hadamard Transform), and Riemannian CG can be replaced with other Riemannian
optimization methods.
4. We remark that for numerical stability, it might be better actually use a QR factorization of
[ SZ√
λI
]
instead.
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Corollary 9 Consider Algorithm 1. Let δ ∈ (0, 1) and denote d = max(dx, dy) and sλ =
max(sλx(X), sλx(Y)). If s =
⌈
40s2λ/δ
⌉
, the with probability of at least 1 − δ, for Riemannian
CG, the condition number of the Riemannian Hessian at the optimum is bounded by 6σ1/(σ1 − σ2)
regardless of the condition number of Σxx and Σyy. Furthermore, assuming nnz (X) ≥ n and
nnz (Y) ≥ n, the preprocessing steps takes o(nnz (X) + nnz (Y) + poly (d)), and each itera-
tion takes O(nnz (X) + nnz (Y) + d2).
Corollary 10 Consider Algorithm 2. Let δ ∈ (0, 1). If s =
⌈
20sλ(Xˆ)
2/δ
⌉
, the with probability of
at least 1− δ, for Riemannian CG, the condition number of the Hessian at the optimum is bounded
by 3ρ1/(ρ1 − ρ2) regardless of the condition number of Sw + λI. Furthermore, the preprocessing
steps takes O(nnz (X) + ld+ poly (d)), and each iteration takes O(nnz (X) + (l + d)d).
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Algorithm 1 Sketched Iterative CCA.
1: Input: X ∈ Rn×dx ,Y ∈ Rn×dy , s ≥ max(dx, dy), λx, λy ≥ 0
2: Generate random h : {1, . . . , d} → {1, . . . , s} and g : {1, . . . , d} → {−1,+1}. Let S
denote the corresponding COUNTSKETCH matrix.
3: XS ← SX,YS ← SY
4: u˜, v˜ ← exact − cca(XS,YS)
5: Mxx ← XTSXS + λxIdx ,Myy ← YTSYS + λyIdy
6: Notation: Σxx = X
TX+λxI,Σyy = Y
TY+λyI. Do not compute these matrices (algorithms
only require taking products with them).
7: Using Riemannian CG, solve maxuTXTYv s.t. u ∈ SΣxx , v ∈ SΣyy . UseMxx and Myy for
the metric. Start the iteration from u˜/‖u˜‖Σxx and v˜/‖v˜‖Σyy .
Algorithm 2 Sketched Iterative LDA.
1: Input: X ∈ Rn×d, y ∈ Nn, s ≥ d, λ ≥ 0
2: Compute matrices SB and Xˆ
3: Generate random h : {1, . . . , d} → {1, . . . , s} and g : {1, . . . , d} → {−1,+1}. Let S denote
the corresponding COUNTSKETCH matrix.
4: XS ← SXˆ
5: M← XTSXS + λId
6: Compute leading generalized eigenvector w˜ of (SB,M).
7: Notation: Sw = Xˆ
T
Xˆ. Do not compute this matrix (algorithms only require taking products
with it).
8: Using Riemannian CG, solve maxwTSBw s.t. w ∈ SSw+λId . UseM for the metric. Start the
iteration from w˜/‖w˜‖Sw+λI.
Appendix A. Related Work
Our work combines Riemannian preconditioning and sketching, and applies them to the problems
of CCA and LDA (although, we believe our technique is potentially applicable to other cases of
optimization with quadratic equality constraints). Here, we briefly summarize the most relevant
prior work on each of these subjects.
Riemannian Preconditioning. Riemannain preconditioning was formally introduced recently byMishra and Sepulchre
(2016), who observed the importance of carefully selecting the metric used in Riemannian opti-
mization. However, the practice of adjusting the metric based on the cost predates Mishra and
Sepulchre’s work, see e.g. (Ngo and Saad, 2012; Mishra and Sepulchre, 2014; Shi et al., 2016;
Zhou et al., 2016). It is well-known that the condition number of the Riemannain Hessian at the
optimum is highly indicative of the convergence rate of Riemannian optimization. Thus, it is de-
sirable to select a metric that minimizes this condition number. Most of the aforementioned work
attempt to do so by approximating the Euclidean Hessian of the cost function. However, it is possi-
ble for the Riemannian Hessian and the Euclidean Hessian to be very far from each other even for
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simple examples (see Section 4). Indeed, our metric selection is not based on approximating the
Euclidean Hessian. Mishra and Sepulchre (2016) considered the use of a metric that is both cost
and constraint related. Unlike their work, when we consider concrete applications (CCA and LDA),
we give simple bounds for the condition number of the Riemannian Hessian at the optimum, iden-
tify the optimal preconditioner based on the bound, and show how to efficiently approximate (using
sketching) the optimal preconditioner to sufficient quality (again, measured based on the condition
number of the Riemannain Hessian at the optimum).
Iterative Methods for CCA. Golub and Zha (1995) proposed an iterative method for CCA based
on alternating least squares. Each iteration requires the solution of two least squares problems. The
authors suggest using LSQR for this task. Wang et al. (2016) proposed to replace LSQR with either
accelerated gradient descent, stochastic variance reduce gradient (SVRG) or accelerated SVRG.
They also propose a different approach based on shift-and-invert preconditioning. Ma et al. (2015)
developed an algorithm for CCA based on augmented approximate gradients. Ge et al. (2016) pro-
vide and iterative algorithm for the generalized eigenvalue problem, and use a standard reduction of
CCA to generalized eigenvalue problems to derive an algorithm for CCA. They assume a fast black
box access to an approximate linear system solver. Convergence bound of all the aforementioned
algorithms depend on the condition number of the input matrices, which might be large. In contrast,
the condition number bounds for our proposed sketching based algorithms are independent of the
conditioning of the input matrices. Finally, we mention recent work by Yger et al. (2012), which
uses Riemannian optimization in the context of CCA, but their setting is different from the one we
consider (they consider an adaptive scenario, in which data changes over time).
Sketching. Sketching has recently emerged as a powerful technique for accelerating and scal-
ing many important statistical learning techniques. Most of the work on sketching focused on
the sketch-and-solve approach. Of particular relevance for this paper, for CCA a sketch-and-solve
based approach was developed by Avron et al. (2014a). So far, sketch preconditioning was predom-
inantely applied to linear least-squares regression problems (e.g., (Avron et al., 2010; Meng et al.,
2014)), and also to non-least squares variants (e.g. ℓ1 -regression (Meng and Mahoney, 2013)). To
the best of our knowledge, sketch preconditioning has neither been applied to CCA and LDA before,
nor has it been used in the context of Riemannian optimization.
Appendix B. Riemannian Hessian on the Ellipsoid
Here we detail the derivation of the Riemannian Hessian that led to the formula stated in Section 3.
We use Definition 5.5.1 from (Absil et al., 2009) of the Riemannian Hessian: For a real-valued
function f on SB, at a point x ∈ SB the Riemannian Hessian Hessf(x) is a linear mapping of
TxS
B into itself such that Hessf(x)[ηx] = ∇ηxgradf(x), for all ηx ∈ TxSB. In the previous
equation, ∇ is the Riemannian connection, and should not be confused with the Euclidean gradient.
First, we find the Riemannian connection on SB. We can find the Riemannian connection in
a similar manner to the gradient computation performed in Section 3 by using (Absil et al., 2009,
Proposition 5.3.2), i.e. composing the connection in the ambient space with the projection on the
tangent space. Let ∇¯ be the Levi-Civita connection on Rd endowed with the metric g¯. Since
the metric on the ambient space Rd does not depend on x, ∇¯ is simply the classical directional
derivative, and if we use the standard canonical basis e1, ..., ed to represent η¯x ∈ TxRd and v¯ ∈
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X(Rd) we have:
∇¯η¯xv = Jv¯(x)η¯x.
where Jv¯(x) denotes the Jacobian matrix of v¯ at x. Now that we have the connection on the ambient
space Rd, which is a Riemannian manifold, we can compute the connection on the submanifold SB.
Given ηx ∈ TxSB and a vector field v on SB, the Riemannian connection is (written, as usual, in
terms of ambient coordinates)
∇ηxv = Px∇¯ηx v¯ = PxJv¯(x)ηx (18)
where v¯(x) is any smooth local extension of v in a neighborhood of x ∈ SB in Rd.
Next, we can find the Riemannian Hessian using Eq. (18), the product rule for derivation and
according to (Absil et al., 2013):
Hessf(x)[ηx] = PxJh(x)ηx
= PxM
−1∇2f¯(x)ηx +Px(DP)(x)[ηx]M−1∇f¯(x) , (19)
where ∇f¯(x) and ∇2f¯(x) are the Euclidean graident and Hessian (respectively) of f¯ and
h : Rd → Rd, h(x) := PxM−1∇f¯(x).
Note that for x ∈ SB we have h(x) = gradf(x) so h is a smooth local extension of the vector
field gradf to Rd, and its Jacobian is calculated as follows
Jh(x)ηx = (DP)(x)[ηx]M
−1∇f¯(x) +PxM−1∇2f¯(x)ηx ,
where (DP)(x)[ηx] (here and in Eq. (19)) is the derivative at x along ηx of the function that maps
x to Px. Note that once an orthonormal basis is chosen for the ambient space, Px is represented
as a matrix. Hence, P can be viewed as a matrix-valued function on SB. Therefore, (DP)(x)[ηx]
(i.e., the directional derivative) is also a matrix. Moreover, the expression (DP)(x)[ηx]M
−1∇f¯(x)
is linear in ηx.
The main challenge in computing the Riemannian Hessian from Eq. (19) is in computing
(DP)(x)[ηx]. In order to circumvent this issue, we use a simple modification of a result due to
Absil et al. (2013) to the case in which the Riemannian metric induced from Rd on any Riemannian
submanifold of Rd is of the form gx(ξx, ηx) = ξ
T
xMηx where M ∈ Rd×d is any constan, SPD
matrix. In order to so, first we introduce the notion of theWeingarten map (also known as the shape
operator).
Definition 11 (Weingarten map. Expansion of (Gray et al., 2006, Definition 13.1) and (Absil et al.,
2013, Definition 1) from R3 to Rd) Given a Riemannian manifold M, a point x ∈ M on the
manifold, a tangent vector ηx ∈ TxM at x, and a normal vector u ∈ (TxM)⊥, we define the
Weingarten map by
Wx(ηx,u) := −∇ηxU . (20)
where U is a smooth normal vector field on M which is a local extension of u. Naturally, the
Weingarten map is linear in ηx.
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For the manifold SB, viewed as an embedded submanifold ofRd, Eq. (20) reduces toWx(ηx,u) =
−PxJU¯(x)ηx where U¯ is an smooth extension of U to Rd. Now, recall that any normal vector u on
S
B at x is of the form u = αM−1Bx where α ∈ R. We can find α by left multiplying by xTM.
Indeed, after left multiplying by xTM we get xTMu = αxTMM−1Bx = α. Now we can define
the normal field U by U(x) = αM−1Bx. Obviously, it is normal field, and U(x) = u, so it is a
local extension of u . Next, we calculate Jacobian of U(x):
JU¯(x) = αM
−1B .
Thus, the Weingarten map for SB is
Wx(ηx,u) = −Px(αM−1B)ηx . (21)
The following Lemma is a simple modification of (Absil et al., 2013, Theorem 1). Although the
proof is almost identical, we include it here for completeness.
Lemma 12 For the Riemannian submanifold SB of Rd endowed with g¯x(ξ¯x, η¯x) = ξ¯
T
xMη¯x we
have
Wx(ηx,P
⊥
xM
−1u) = Px(DP)(x)[ηx]M
−1u
= Px(DP)(x)[ηx]P
⊥
xM
−1u ,
for all x ∈ SB, ηx ∈ TxSB and u ∈ Rd.
Proof First, in the proof presented in (Absil et al., 2013) they show that
Px(DP)(x)[ηx] = Px(DP)(x)[ηx]P
⊥
x (22)
holds. Then applying both sided on M−1u gives us the equality
Px(DP)(x)[ηx]M
−1u = Px(DP)(x)[ηx]P
⊥
xM
−1u.
To conclude the proof we show that Wx(ηx,P
⊥
xM
−1u) = Px(DP)(x)[ηx]M
−1u. Note that for
embedding submanifolds of Rd with a metric derived from M, the Weingarten map reduces to
Wx(ηx,u) = −PxJU¯(x)ηx. Using Definition 11 along this observation, we have
Wx(ηx,P
⊥
xM
−1u) = −PxJP⊥xM−1U¯(x)ηx (23)
= −Px(DP⊥)(x)[ηx]M−1u−PxP⊥xJM−1U¯(x)ηx (24)
= Px(DP)(x)[ηx]M
−1u, (25)
where in the last equality we used PxP
⊥
x = 0 and P
⊥ = I−P.
As a consequence of Lemma 12, we can replacePx(DP)(x)[ηx]M
−1∇f¯(x) byWx(ηx,P⊥xM−1∇f¯(x))
in Eq. (19). Therefore the expression for the Riemannian Hessian becomes
Hessf(x)[ηx] = PxM
−1∇2f¯(x)ηx +Wx(ηx,P⊥xM−1∇f¯(x)). (26)
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In particular, the Riemannian Hessian on SB is
Hessf(x)[ηx] = PxM
−1∇2f¯(x)ηx −Px((xTMP⊥xM−1∇f¯(x))M−1B)ηx
= PxM
−1
[∇2f¯(x)− (xT∇f¯(x) − xTMPxM−1∇f¯(x))B] ηx
= PxM
−1
[∇2f¯(x)− (xT∇f¯(x) − gx(x,gradf(x)))B] ηx.
In the case M = B the formula simplifies to
Hessf(x)[ηx] = PxB
−1
[∇2f¯(x) − xT∇f¯(x)B] ηx .
Appendix C. Product Manifold of Ellipsoids
In some cases, it is desirable to solve optimization problems with several variables, in which each is
constrained to a different ellipsoid. For example, in Section 5 the CCA problem is formulated as an
optimization problem with two quadratic equality constraints. Such cases are easily addressed by
using the notion of product manifold (see also Section 3.1.6 in Absil et al. (2009)). Here, we briefly
summarize how it applies to our settings.
LetB1, . . . ,Bk be SPDmatrices, where the dimension ofBi is di×di, and denote d = d1+· · ·+
dk. Suppose we wish to minimize f(x1, . . . ,xk) where we constraint xi ∈ SBi for i = 1, . . . , k .
We can solve this problem using Riemannian optimization on the product manifold SB1 × SB2 ×
· · · × SBk . Indeed, for the product manifold, there is a natural way to define the differentiable
structure so that manifold topology of SB1 × SB2 × · · · × SBk is the product topology. However, to
employ Riemannian optimization we also need to define a metric on the product manifold.
Suppose that on each SBi be use the metric defined by a SPD matrix Mi (i.e., the metric g
(i)
on SBi is defined in ambient coordinates by g
(i)
x (ηx, ξx) = η
T
xMiξx). The product manifold S
B1 ×
S
B2 × · · · × SBk is a Riemannian submanifold of Rd1 ×Rd2 × · · · ×Rdk endowed with the product
metric (sum of the metric values on each product component). Since Rd1 × Rd2 × · · · × Rdk is
naturally isomorphic to Rd by stacking the different components, then we can view SB1 × SB2 ×
· · · × SBk as a Riemannian embedded submanifold of Rd endowed by the metric defined by the
d× d matrix
M =


M1
M2
. . .
Mk


The various notions introduced in previous subsections now extend to the product manifold in a
straight forward way. Indeed, the tangent space of SB1×...×SBk is the product of tangent spaces of
each of the ellipsoids. The retraction and vector transport is the column-stack of the retractions and
vector transports on each of the ellipsoids. The Riemannian gradient is computed using the orthog-
onal projection to the tangent space after premultiplying byM−1, i.e. gradf(x) = PxM
−1∇f¯(x)
for x ∈ SB1 × ... × SBk , where Px = diag (Px1 , ...,Pxk), and Pxi is the orthogonal projection
to TxiS
Bi . The normal space is the product of the normal spaces of the ellipsoid, and therefore the
Weingarten map is of the form
Wx(ηx,u) = −Px
(
diag (α1 · Id1 , ..., αk · Idk)M−1B
)
ηx , (27)
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where B = diag (B1, ...,Bk), u ∈
(
TxS
B1 × ...× SBk)⊥ is a column stack of normal compo-
nents and αi = x
T
i Miui. Note that diag (α1 · Id1 , ..., αk · Idk) and M−1 commute. The Rieman-
nian Hessian can be computed using Eq. (26) since Lemma 12 holds for the product manifold as
well.
Appendix D. Numerical Experiments
We report preliminary experiments with our proposed CCA and LDA algorithms. Our experiments
are not designed to be exhaustive; we use a prototype MATLAB implementation. Our goal is to exem-
plify the use of preconditioning in the context of CCA and LDA. In particular, we aim to show that
these problems can be solved using Riemannian optimization, that the optimization algorithm can
be preconditioned, that the convergence depends on how well the preconditioner approximates the
best preconditioner, and finally that sketching provides an effective way to form the preconditioner.
We experiment with two different preconditioning strategies. The first is the preconditioning
strategy describe in Section 6, which we term in the graphs as “Subspace Embedding Precondi-
tioning”. The second is the preconditioning strategy described by Gonen et al. (2016), which we
term as “Dominant Subspace Preconditioning”. Suppose A ∈ Rd×d be some SPD matrix, and let
A = UΛUT be an eigendecomposition, with the diagonal entries in Λ sorted in descending order.
Given k, let use denote by Uk the first k columns of U, Λk denote the leading k × k minor of
Λ, and λk the k largest eigenvalue of A. The k-dominant subspace preconditioner of A + λId is
U(Λ−λkI)UT+(λk +λ)Id. The dominant subspace can be found using a sparse SVD solver (we
use MATLAB’s svds). We use this method to precondition Σxx and Σyy for CCA, and Sw + λId
for LDA.
We use MATLAB for our implementations, relying on the MANOPT library for Riemannian op-
timization. We tested the use of both Riemannian CG and Riemannian Trust Region Method. We
did not optimize the implementation, so as a performance metric we use passes over the input data
(which is the dominant cost in our algorithms). For CG, this directly corresponds to number of
iterations, since each iteration does a fixed amount of passes over the data, so we simply report this
metric. For the Trust Region Method, different iterations do a variable amount of passes, so we
measure passes directly. Against the iteration/passes count we plot the suboptimality of the current
iterate: |σ1 − uTkΣxyvk|/σ1 for CCA and |ρ1 −wTkSBwk|/ρ1 for LDA.
We use three datasets: MNIST, MEDIAMILL and COVTYPE5. MNIST is used for testing CCA
and LDA, where for CCA we try to correlate the left side of the image to the right side of the
image. MEDIAMILL is a multilabel dataset, so we use it to test CCA. COVTYPE is a large (581,012
examples) labeled dataset, and we use it to test LDA.
Results for MNIST appear in Figure 1 (for CCA) and Figure 2 (for LDA). Consider Figure 1
(CCA). As a reference, for CCA the number of iterations required for CG with the best precondi-
tioner (M = Σ) is 47 and the number of iterations required for the worst preconditioner (identity)
is 200. We clearly see the direct correspondence between sketch quality (as measured by sketch
size) and number of passes over the data. Furthermore, the number of iterations is close to optimal
after sketching to only 2000 examples (there are 60,000 examples in the original dataset) or using
only 40 singular vectors (there are 784 features in the dataset)6. Next, consider Figure 2 (LDA).
5. Datasets were downloaded for LIBSVM’Swebsite: https://www.csie.ntu.edu.tw/˜cjlin/libsvmtools/datasets/
6. Interestingly, with s ≥ 500 the subspsace embedding preconditioner uses less iterations than the optimal precondi-
tioner. This is because of the use of sketching based warm-start.
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Figure 1: Results for CCA on MNIST.
As a reference, for LDA the number of iterations required for CG with the best preconditioner
(M = Sw + λId) is 35 and the number of iterations required for the worst preconditioner (identity)
is 833, so again we see that the sketching is effective for this problem.
Results for MEDIAMILL appear in Figure 3 (results are for CCA). As a reference, the number of
iterations required for CG with the best preconditioner (M = Σ) is 17 and the number of iterations
required for the worst preconditioner (identity) is 72. The dataset has 30,993 examples and 221
features, so again we see that we can sketch to relatively small size (s = 2000 or k = 40) and get
an effective preconditioner.
23
RANDOMIZED RIEMANNIAN PRECONDITIONING
0 50 100 150
Iteration
10-15
10-10
10-5
100
Su
bo
pt
im
al
ity
Subspace Embedding Preconditioning
Riemannian CG for LDA
s = 500
s = 1000
s = 1500
s = 2000
0 100 200 300 400
Iteration
10-10
10-5
100
Su
bo
pt
im
al
ity
Dominant Subspace Preconditioning
Riemannian CG for LDA
k = 10
k = 20
k = 30
k = 40
0 200 400 600 800
Products w/ swhalf
T
10-10
100
Su
bo
pt
im
al
ity
Subspace Embedding Preconditioning
Riemannian Trust-Region for LDA
s = 500
s = 1000
s = 1500
s = 2000
0 500 1000 1500 2000
Products w/ swhalf
T
10-10
100
Su
bo
pt
im
al
ity
Dominant Subspace Preconditioning
Riemannian Trust-Region for LDA
k = 10
k = 20
k = 30
k = 40
Figure 2: Results for LDA on MNIST.
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Figure 4: Results for LDA on COVTYPE.
24
RANDOMIZED RIEMANNIAN PRECONDITIONING
0 5 10 15 20 25
Iteration
10-15
10-10
10-5
100
Su
bo
pt
im
al
ity
Subspace Embedding Preconditioning
Riemannian CG for CCA
s = 500
s = 1000
s = 1500
s = 2000
0 10 20 30
Iteration
10-15
10-10
10-5
100
Su
bo
pt
im
al
ity
Dominant Subspace Preconditioning
Riemannian CG for CCA
k = 10
k = 20
k = 30
k = 40
0 100 200 300
Products w/ X and Y
10-15
10-10
10-5
100
Su
bo
pt
im
al
ity
Subspace Embedding Preconditioning
Riemannian Trust-Region for CCA
s = 500
s = 1000
s = 1500
s = 2000
0 100 200 300
Products w/ X and Y
10-15
10-10
10-5
100
Su
bo
pt
im
al
ity
Dominant Subspace Preconditioning
Riemannian Trust-Region for CCA
k = 10
k = 20
k = 30
k = 40
Figure 3: Results for CCA on MEDIAMILL.
Results for COVTYPE appear in Figure 4 (results are for LDA). As a reference, the number
of iterations required for CG with the best preconditioner (M = Σ) is 292 and the number of
iterations required for the worst preconditioner (identity) is 72. Considering that the dataset has
over half a million examples, subspace embedding preconditioning is highly effective, as it sketches
the data to a comparatively very small size. The dataset has only 50 features, so dominant subspace
preconditioning is less effective for this dataset.
Appendix E. Omitted Proofs
E.1. Proof of Lemma 1
Tangent Space. The tangent space at x ∈ SB, TxSB, viewed as a subspace of TxRd ≃ Rd, is
TxS
B =
{
z ∈ Rd : zTBx = 0
}
.
To see this, note that SB is the level set of F (x) = xTBx − 1, so TxSB = ker(DF (x)), with
DF (x)[z] = 2zTBx. In the previous line, DF (x) denotes the differential of F at x, i.e. the linear
mapping that maps a direction v to the derivative of F in direction v at x.
Retraction. To derive a retraction on SB, we use (Absil et al., 2009, Proposition 4.1.2). Define
the diffeomorphism
φ : SB × (0,∞)→ (Rd − {0}), φ(x, r) := xr
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Obviously, φ−1(z) = (z/‖z‖B, ‖z‖B), so according to the aforementioned proposition
Rx(ξ) := π1(φ
−1(x+ ξ)) =
x+ ξ
‖x+ ξ‖B
defines a retraction for SB, where x ∈ SB and ξ ∈ TxSB. In the above, π1 is the projection on the
first component of the pair, i.e π1(x, r) = x.
Vector Transport. A vector transport can be derived by differentiating the retraction defined by
Eq. (4) (Absil et al., 2009, Section 8.1.2):
Tηx(ξx) := DRx(ηx)[ξx] =
d
dt
Rx(ηx + tξx)
∣∣∣∣
t=0
=
1
‖x+ ηx‖B
[
I− (x+ ηx) (x+ ηx)
T
B
‖x+ ηx‖2B
]
ξx.
E.2. Proof of Lemma 3
First, we recall that if a projection matrix P defines an orthogonal projection with respect to (·, ·)M
then it must be self-adjoint with respect to that inner product, that is (Px,y)M = (x,Py)M for
all x,y ∈ Rd. This leads to PT = MPM−1. P must also be a projection matrix, so P2 = P.
Let now z ∈ Rd be an arbitrary vector, and let us figure out the orthogonal projection matrix with
respect to (·, ·)M on the span of z. From the previous two observations, it is not hard to see that it is
P(z) := (zTMz)−1zzTM. Now, since the normal space is a one-dimensional space, we can write
(TxS
B)⊥ = {αy : α ∈ R} for some y, and so P(y) is the orthogonal projection with respect to
(·, ·)M on (TxSB)⊥. We then have Px := I −P(y) as the desired projection on TxSB. It remains
to find an analytic expression for y. Recall that for every ξx ∈ TxSB we have ξTxBx = 0, so
ξTxM(M
−1Bx) = 0 and y = (M−1Bx). Thus, the orthogonal projection matrix on (TxS
B)⊥ is
P⊥x := P
(M−1Bx) = (xTBM−1Bx)−1M−1BxxTB .
Consequently, the projection matrix on the tangent space is
Px := (In − (xTBM−1Bx)−1M−1BxxTB) .
E.3. Proof of Theorem 5
The costs are evident from the various formulas once we observe that none of the operations require
forming Σxx,Σyy or Σxy, but instead require taking product of these matrices with vectors. These
products can be computed in cost proportional to the number of non-zeros inX and/orY by iterated
products. For example, computing Σxyw can be done by first computing Yw and then multiplying
X by this vector (so the cost is O(nnz (X) + nnz (Y)). Recall, that that projections require
normalization, but this again can be computed using iterated products.
The rest of the proof is devoted to proving the condition number bound. At the optimum,
z⋆ =
[ u1
v1
] ∈ Rd we have f(z⋆) = −uT1Σxyv1 = −vT1ΣTxyu1 = −σ1. The formula for the
Riemannian Hessian is
Hessf(z)[ηz] = PzM
−1∇2f¯(z)ηz +Wz(ηz,P⊥zM−1∇f¯(z))
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Noticing that for any z ∈ Rd, P⊥zM−1∇f¯(z) = M−1∇f¯(z) − gradf(z), and that at z⋆ the
Riemannian gradient gradf(z⋆) vanishes (since it is a critical point), Hessf(z⋆)[ηz] is reduced to
Pz⋆M
−1∇2f¯(z⋆)ηz⋆ +Wz(ηz⋆ ,M−1∇f¯(z⋆)). Plugging (27) we get
Hessf(z⋆)[ηz⋆ ] = Pz⋆M
−1∇2f¯(z⋆)ηz⋆ +Wz(ηz⋆ ,M−1∇f¯(z⋆))
= Pz⋆M
−1
(
∇2f¯(z⋆) +
[ (
uT1Σxyv1
) · Σxx 0dx×dy
0dy×dx
(
vT1Σ
T
xyu1
) · Σyy
])
ηz⋆
= Pz⋆M
−1
(∇2f¯(z⋆) + σ1 · Σ) ηz⋆
= Pz⋆M
−1
[
σ1 · Σxx −Σxy
−ΣTxy σ1 · Σyy
]
ηz⋆
The Riemannian Hessian is self-adjoint with respect to the Riemannian metric (see Absil et al.
(2009), Proposition 5.5.3), so for every z ∈ Sxy we have gx(Hessf(z)[ηz], ξz) = gx(ηz,Hessf(z)[ξz])
for any ηz, ξz ∈ TzSxy. So, due to the Courant-Fishcer Theorem we have
λmax(Hessf(z
⋆)) = max
06=ηz⋆∈Tz⋆Sxy
gz⋆(ηz⋆ ,Hessf(z
⋆)[ηz⋆ ])
gz⋆(ηz⋆ , ηz⋆)
λmin(Hessf(z
⋆)) = min
06=ηz⋆∈Tz⋆Sxy
gz⋆(ηz⋆ ,Hessf(z
⋆)[ηz⋆ ])
gz⋆(ηz⋆ , ηz⋆)
The above is stated in a coordinate-free manner. In ambient coordinates, viewing Tz⋆Sxy as a
subspace of Rd (see Eq. (3)):
λmax(Hessf(z
⋆)) = max
06=ηz⋆∈Tz⋆Sxy
(ηz⋆ ,Hessf(z
⋆)[ηz⋆ ])M
(ηz⋆ , ηz⋆)M
λmin(Hessf(z
⋆)) = min
06=ηz⋆∈Tz⋆Sxy
(ηz⋆ ,Hessf(z
⋆)[η])M
(ηz⋆ , ηz⋆)M
Plugging in the ambient coordinates formula for the Hessian, the quotient in the above reduces to
ηTz⋆MPz⋆M
−1
(∇2f¯(z⋆) + σ1 · Σ) ηz⋆
ηTz⋆Mηz⋆
.
Now using MPz⋆M
−1 = PTz⋆ and the fact that Pz⋆ is a projection on Tz⋆Sxy so Pz⋆ηz⋆ = ηz⋆
(since ηz⋆ ∈ Tz⋆Sxy), we further see that
ηTz⋆MPz⋆M
−1
(∇2f¯(z⋆) + σ1 · Σ) ηz⋆
ηTz⋆Mηz⋆
=
ηTz⋆
(∇2f¯(z⋆) + σ1 · Σ) ηz⋆
ηTz⋆Mηz⋆
=
ηTz⋆
(∇2f¯(z⋆) + σ1 · Σ) ηz⋆
ηTz⋆Σηz⋆
· η
T
z⋆Σηz⋆
ηTz⋆Mηz⋆
.
(where we use the fact that Σ is not singular).
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Now,
λmin (Hessf(z
⋆)) ≥ min
06=ηz⋆∈Tz⋆Sxy
ηTz⋆
(∇2f¯(z⋆) + σ1 · Σ) ηz⋆
ηTz⋆Σηz⋆
· min
ηz⋆ 6=0
ηTz⋆Σηz⋆
ηTz⋆Mηz⋆
= λmin(Σ,M) · min
06=ηz⋆∈Tz⋆Sxy
ηTz⋆
(∇2f¯(z⋆) + σ1 · Σ) ηz⋆
ηTz⋆Σηz⋆
= λmin(Σ,M) · min
06=Σ−
1
2 ξz⋆∈Tz⋆Sxy
ξTz⋆Σ
− 1
2
(∇2f¯(z⋆) + σ1 · Σ)Σ− 12 ξz⋆
ξTz⋆ξz⋆
= λmin(Σ,M) · min
06=Σ−
1
2 ξz⋆∈Tz⋆Sxy
ξTz⋆
(
Σ−
1
2∇2f¯(z⋆)Σ− 12 + σ1 · Id
)
ξz⋆
ξTz⋆ξz⋆
To bound the rightmost term, we first note that the eigenvalues of Σ−
1
2∇2f¯(z⋆)Σ− 12 are −σ1 <
−σ2 ≤ ... ≤ −σq ≤ 0 ≤ ... ≤ 0 ≤ σq ≤ ... ≤ σ2 ≤ σ1 (see (Golub and Zha, 1995)). So, the
eigenvalue of Σ−
1
2∇2f¯(z⋆)Σ− 12 +σ1 ·Id are 0 < σ1−σ2 ≤ · · · ≤ σ1−σq ≤ σ1 ≤ ... ≤ σq+σ1 ≤
... ≤ σ2+σ1 ≤ 2σ1. Furthermore, the null space of Σ− 12∇2f¯(z⋆)Σ− 12 +σ1 ·Id is exactly the space
orthogonal to Σ
1
2Tz⋆Sxy, and this space is exactly the one dimensional subspace spanned by Σ
1
2z⋆.
Indeed, since
Σ−
1
2∇2f¯(z⋆)Σ− 12 =
[ −R
−RT
]
and Σ
1
2z⋆ =
[
u˜1
v˜1
]
(recall the definition of u˜1, v˜1, and R in Eqs. (10) and (11)) we have
(Σ−
1
2∇2f¯(z⋆)Σ− 12 + σ1 · Id)Σ
1
2 z⋆ =
([ −R
−RT
]
+ σ1I
)[
u˜1
v˜1
]
= 0
where the last equality follows from the fact that
[ R
RT
]
is the augmented matrix associated
withR, so
[ u˜1
v˜1
]
, which has the dominant left and right singular vectors stacked, is the eigenvalue
corresponding to the largest eignevalue σ1. Noticing that Σ
− 1
2∇2f¯(z⋆)Σ− 12 +σ1 ·Id is a symmetric
matrix, and applying the Courant-Fisher theorem again, we find that
min
06=Σ−
1
2 ξz⋆∈Tz⋆Sxy
ξTz⋆
(
Σ−
1
2∇2f¯(z⋆)Σ− 12 + σ1 · Id
)
ξz⋆
ξTz⋆ξz⋆
= λd−1(Σ
− 1
2∇2f¯(z⋆)Σ− 12+σ1·Id) = σ1−σ2
so
λmin (Hessf(z
⋆)) ≥ (σ1 − σ2) · λmin(Σ,M).
Using similar arguments, we find that
λmax(Hessf(z
⋆)) ≤ 2σ1 · λmax(Σ,M).
We conclude by observing that
κ(Hessf(z⋆)) =
λmax(Hessf(z
⋆))
λmin(Hessf(z⋆))
≤ 2σ1
σ1 − σ2κ(Σ,M)
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E.4. Proof of Theorem 7
The costs are evident from the various formulas once we observe that none of the operations require
forming SB or Sw, but instead require taking product of these matrices with vectors. These products
can be computed in cost proportional to the iterated products of the matrices Xˆ and/or Yˆ with
vectors. Computing a product of the matrix Xˆ with a vector is equivalent to computing the product
of the same vector with the matrices X andY and subtracting the result. Computing the cost of the
product ofX with a vector is proportional number of non-zeros inX, and the cost of the product of
Y with a vector is O(ld) since Y has exactly l distinct rows (so we can compute only the product
of the vector with each of these possible rows). Computing a product of the matrix Yˆ with a vector
costs O(ld) since the matrix is l × d. Recall, that projections require normalization, but this again
can be computed using iterated products with Xˆ.
The rest of the proof is devoted to proving the condition number bound, in a similar manner to
the proof of Theorem 5. At the optimum w⋆, we have −w⋆TSBw⋆ = −ρ1, and the Riemannian
gradient vanishes (since it is a critical point), i.e. gradf(w⋆) = 0. So, the Riemannian Hessian at
w⋆ reduces to
Hessf(w⋆) [ηw⋆ ] = Pw⋆M
−1 (−SB + ρ1 · (Sw + λId)) ηw⋆ .
The Riemannian Hessian is self-adjoint with respect to the Riemannian metric (see Absil et al.
(2009), Proposition 5.5.3), so for everyw ∈ SSw+λId we have gx(Hessf(w)[η], ξ) = gx(η,Hessf(w)[ξ])
for any η, ξ ∈ TwSSw+λId . So, due to the Courant-Fishcer Theorem we have
λmax(Hessf(w
⋆)) = max
06=ηw⋆∈Tw⋆S
Sw+λId
gw⋆(ηw⋆ ,Hessf(w
⋆)[ηw⋆ ])
gw⋆(ηw⋆ , ηw⋆)
λmin(Hessf(w
⋆)) = min
06=ηw⋆∈Tw⋆S
Sw+λId
gw⋆(ηw⋆ ,Hessf(w
⋆)[ηw⋆ ])
gw⋆(ηw⋆ , ηw⋆)
The above is stated in a coordinate-free manner. In ambient coordinates, viewing Tz⋆S
Sw+λId as a
subspace of Rd (see Eq. (3)):
λmax(Hessf(w
⋆)) = max
06=ηw⋆∈Tw⋆S
Sw+λId
(ηw⋆ ,Hessf(w
⋆)[ηw⋆ ])M
(ηw⋆ , ηw⋆)M
λmin(Hessf(z
⋆)) = min
06=ηw⋆∈Tw⋆S
Sw+λId
(ηw⋆ ,Hessf(w
⋆)[ηw⋆ ])M
(ηw⋆ , ηw⋆)M
Plugging in the ambient coordinates formula for the Hessian, the quotient in the above reduces to
ηTw⋆MPw⋆M
−1 (−SB + ρ1 · (Sw + λId)) ηw⋆
ηTw⋆Mηw⋆
.
Now usingMPw⋆M
−1 = PTw⋆ and the fact thatPw⋆ is a projection on Tw⋆S
Sw+λId soPw⋆ηw⋆ =
ηw⋆ (since ηw⋆ ∈ Tw⋆SSw+λId), we further see that
ηTw⋆MPw⋆M
−1 (−SB + ρ1 · (Sw + λId)) ηw⋆
ηTw⋆Mηw⋆
=
ηTw⋆ (−SB + ρ1 · (Sw + λId)) ηw⋆
ηTw⋆Mηw⋆
=
ηTw⋆ (−SB + ρ1 · (Sw + λId)) ηw⋆
ηTw⋆(Sw + λId)ηw⋆
· η
T
w⋆(Sw + λId)ηw⋆
ηTw⋆Mηw⋆
.
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(where we use the fact that Sw + λId is not singular).
Denote λ˜min = λmin(Sw+λId,M) and T˜w⋆S
Sw+λId = (Sw+λId)
1
2Tw⋆S
Sw+λId .We have,
λmin (Hessf(w
⋆)) ≥ min
06=ηw⋆∈Tw⋆ S
Sw+λId
ηTw⋆ (−SB + ρ1 · (Sw + λId)) ηw⋆
ηTw⋆ (Sw + λId)ηw⋆
· min
ηw⋆ 6=0
ηTw⋆ (Sw + λId)ηw⋆
ηTw⋆Mηw⋆
= λ˜min · min
06=ηw⋆∈Tw⋆S
Sw+λId
ηTw⋆ (−SB + ρ1 · (Sw + λId)) ηw⋆
ηTw⋆(Sw + λId)ηw⋆
= λ˜min · min
06=ξw⋆∈T˜w⋆ S
Sw+λId
ξTw⋆(Sw + λId)
− 1
2 (−SB + ρ1 · (Sw + λId)) (Sw + λId)− 12 ξw⋆
ξTw⋆ξw⋆
= λ˜min · min
06=ξw⋆∈T˜w⋆ S
Sw+λId
ξTw⋆
(
−(Sw + λId)−
1
2SB(Sw + λId)
− 1
2 + ρ1 · Id
)
ξw⋆
ξTw⋆ξw⋆
To bound the rightmost term, we first note that the eigenvalues of (Sw + λId)
− 1
2SB(Sw + λId)
− 1
2
are the generalized eigenvalues of the matrix pencil (SB,Sw + λI) , i.e., ρ1 > ρ2 ≥ ... ≥ ρd = 0.
So, the eigenvalue of −(Sw + λId)−
1
2SB(Sw + λId)
− 1
2 + ρ1 · Id are 0 < ρ1 − ρ2 ≤ · · · < ρ1.
Furthermore, the null space of −(Sw + λId)−
1
2SB(Sw + λId)
− 1
2 + ρ1 · Id is exactly the space
orthogonal to T˜w⋆S
Sw+λId , and this space is exactly the one dimensional subspace spanned by
(Sw+λId)
1
2w⋆. Indeed, sincew⋆ is the generalized eigenvector of the matrix pencil (SB,Sw + λI)
corresponding to the generalized eigenvalue ρ1, then since Sw + λId is not singular, w
⋆ is also the
eigenvector of the matrix (Sw + λId)
−1SB corresponding to the eigenvalue ρ1:
(−(Sw + λId)−
1
2SB(Sw + λId)
− 1
2 + ρ1 · Id)(Sw + λId)
1
2w⋆ =
−(Sw + λId)
1
2 (Sw + λId)
−1SBw
⋆ + ρ1 · (Sw + λId)
1
2w⋆ = 0 .
Noticing that −(Sw + λId)−
1
2SB(Sw + λId)
− 1
2 + ρ1 · Id is a symmetric matrix, and applying the
Courant-Fisher theorem again, we find that
min
06=ξw⋆∈T˜w⋆S
Sw+λId
ξTw⋆
(
−(Sw + λId)−
1
2SB(Sw + λId)
− 1
2 + ρ1 · Id
)
ξw⋆
ξTw⋆ξw⋆
=
λd−1(−(Sw + λId)−
1
2SB(Sw + λId)
− 1
2 + ρ1 · Id) = ρ1 − ρ2
so
λmin (Hessf(w
⋆)) ≥ (ρ1 − ρ2) · λmin(Sw + λId,M).
Using similar arguments, we find that
λmax(Hessf(w
⋆)) ≤ ρ1 · λmax(Sw + λId,M).
We conclude by observing that
κ(Hessf(w⋆)) =
λmax(Hessf(w
⋆))
λmin(Hessf(w⋆))
≤ ρ1
ρ1 − ρ2 · κ (Sw + λId,M),
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E.5. Proof of Lemma 8
The argument is rather standard and appeared in similar forms in the literature. For κ(ZTZ +
λI,ZTSTSZ+ λI) ≤ 3 to hold, it is enough to show that
1
2
(ZTZ+ λI)  ZTSTSZ+ λI  3
2
(ZTZ+ λI) .
Let Z = QR be a λ-QR factorization of Z (see Avron et al. (2017) for a definition). Multiplying
by R−1 on both sizes, we find it suffices to show that with probability of at least 1− δ we have
1
2
Id  QTSTSQ+ λR−TR−1  3
2
Id
or, equivalently,
‖QTSTSQ+ λR−TR−1 − Id‖2 ≤ 1
2
.
SinceQTSTSQ+λR−TR−1− Id = QTSTSQ−QTQ (Avron et al., 2017) and the spectral norm
dominates the Frobinieus norm, it is enough to show that
‖QTSTSQ−QTQ‖F ≤ 1
2
.
It is known (Avron et al., 2014b) that for any two fixed matrices A and B, and a COUNTSKETCH
matrix S0 withm ≥ 5/(ǫ2δ) rows, we have that with probability of at least 1− δ,
‖ATST0S0B−ATB‖F ≤ ǫ · ‖A‖F · ‖B‖F .
Since ‖Q‖2F = sλ(Z) (Avron et al., 2017), then with s ≥ 20sλ(Z)2/δ we have
‖QTSTSQ−QTQ‖F ≤ 1
2
with probability of at least 1− δ.
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