Some existence theorems are obtained for periodic solutions of the subquadratic second order systems by the minimax methods in critical point theory.
Introduction and main results

Consider the second order systems ü(t) = ∇F (t, u(t)) a.e. t ∈ [0, T ],
where T > 0 and F : [0, T ] × R N → R satisfies the following assumption:
(A) F (t, x) is measurable in t for each x ∈ R N and continuously differentiable in x for a.e. t ∈ [0, T ], and there exist a ∈ C(R + , R + ), b ∈ L 1 (0, T ; R + ) such that
F (t, x) + ∇F (t, x) a |x| b(t)
for all x ∈ R N and a.e. t ∈ [0, T ].
It has been proved that problem (1) has at least one solution by the least action principle (see [1] [2] [3] [4] [5] [6] [7] [8] [9] ). Many solvability conditions are given, such as the coercivity condition (see [1] ); the periodicity condition (see [2] ); the convexity condition (see [3] ); the boundedness condition (see [4] ); the subadditive condition (see [5] ) and the sublinear condition (see [6] ). Specially, under the condition that F (t, x) → +∞ as |x| → ∞ uniformly for a.e. t ∈ [0, T ], Berger and Schechter [1] proved the existence of solutions for problem (1) (see Theorem 4.9 in [1] ). A natural question is whether problem
is also solvable under the same conditions. In this case, the corresponding functional ϕ on
is neither bounded from below nor from above, one cannot use the least action principle, where
is a Hilbert space with the norm defined by
for u ∈ H 1 T . In general, we do not know whether the question is positive answer, but when F (t, x) is subquadratic in Rabinowitz's sense, that is, there exists 0 < µ < 2, M > 0 such that
for all |x| M and a.e. Remark 1. Rabinowitz [10] proved Theorem 1 replacing condition (3) by a stronger condition that there exists 0 < µ < 2, M > 0 such that
for all |x| M and all t ∈ [0, T ], and replacing condition (4) by a stronger one that there are constants a 1 , a 2 > 0 and µ 0 > 1 such that
for all x ∈ R N and a.e. t ∈ [0, T ]. Mawhin and Willem [11] and Long [12] consider problem (2) with convex and even potentials respectively under the condition that F (t, x) is subquadratic in general sense, that is, there exist a 3 < (2π/T ) 2 and a 4 such that
for all x ∈ R N and a.e. t ∈ [0, T ], and Mawhin and Willem [4] consider problem (2) with bounded nonlinearity. There are functions F (t, x) satisfying our Theorem 1 and not satisfying the results in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . For example,
Recently Tang [5] proved the existence of solutions for problem (1) (see Corollary 1 in [5] ) under the condition that F (t, x) is γ -subadditive with γ 1 for a.e. t ∈ [0, T ], that is,
F (t, x + y) γ F (t, x) + F (t, y)
for all x, y ∈ R N and
We consider the same question as in Theorem 1, and obtain the following theorem.
Theorem 2. Suppose that F satisfies assumptions (A), (3) and (5). Assume that F (t, ·) is γ -subadditive with
γ > 0 for a.e. t ∈ [0, T ]. Then problem (2) has at least one solution in H 1 T .
Remark 2.
As the same as in Remark 1 there are functions F (t, x) satisfying our Theorem 1 and not satisfying the results in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . For example,
is not convex in x, not even in x, not periodic in x, not satisfying condition (4 ), ∇F is not bounded in x, where e ∈ L ∞ (0, T ; R N ).
We shall prove more general results than Theorems 1 and 2.
Theorem 3. Suppose that F satisfies assumptions (A) and (3). Assume that there exists
for all x ∈ R N and a.e. t ∈ [0, T ]. Assume that there exists a subset E of [0, T ] with meas(E) > 0 such that
for a.e. t ∈ E. Then problem (2) has at least one solution in H 1 T .
Remark 3.
Under conditions (A), (6) and (7), Tang and Wu [7] proved the existence of solutions for problem (1) by the least action principle; we do not know whether problem (2) has a solution under those conditions.
Theorem 4. Suppose that F satisfies assumptions (A), (3) and (5). Assume that F (t, ·) is
for all x, y ∈ R N . Then problem (2) has at least one solution in H 1 T .
Remark 4. Under conditions (A)
, (5) and (8) 
Proofs of theorems
and some C > 0 (see Proposition 1.3 in [4] ). It follows from assumption (A) that the functional ϕ is continuously differentiable on H 1 T . Moreover, one has
It is well-known that the solutions of problem (1) correspond to the critical points of ϕ (see [4] ).
For convenience to quote we state an analogies of Egorov's theorem (see Lemma 2 in [7] ) and the relation (see Lemma 3 in [7] ) between the uniformly coercive functions and the subadditive functions.
Lemma 1 [7] . Suppose that F satisfies assumption (A) and E is a measurable subset of [0, T ]. Assume that F (t, x) → +∞ as |x| → ∞ for a.e. t ∈ E. Then for every δ > 0 there exists subset E δ of E with meas(E \ E δ ) < δ such that
Lemma 2 [7] . Suppose that F satisfies assumption (A) and E is a measurable subset of [0, T ]. Assume that
F (t, x) → +∞ as |x| → ∞ uniformly for all t ∈ E. Then there exist a real function g 1 ∈ L 1 (E), and G ∈ C(R N , R) which is subadditive, that is,
for all x, y ∈ R N , and coercive, that is,
as |x| → ∞, and satisfies
for all x ∈ R N , such that
for all x ∈ R N and a.e. t ∈ E. (6) and (7), the functional ϕ satisfies condition (C), that is, (u n ) has a convergent subsequence in H 1 T whenever {ϕ(u n )} is bounded and ϕ (u n ) (1 + u n ) → 0 as n → ∞.
Lemma 3. Under conditions (A), (3),
Proof. Let (u n ) be a sequence in H 1
T such that {ϕ(u n )} is bounded and ϕ (u n ) × (1 + u n ) → 0 as n → ∞. Then there exists a constant C 1 such that
for all n ∈ N . In a way similar to the proof of Proposition 4.1 in [4] , we only need to prove that (u n ) is bounded. By assumption (A) and (3) we have
for all x ∈ R N and a.e.
It follows from (13) and (14) that
for all n ∈ N , which implies that
for all n ∈ N and some constant C 2 . By (15) and (13), one has
for all n ∈ N . Hence we have
for all n ∈ N and some constant C 3 . It follows from Sobolev's inequality that
for all n ∈ N and some constant C 4 . By (15), (6), (7) (hence Lemmas 1 and 2 hold),
- (12) and (16), we have
for all n ∈ N , which implies that {ū n } is bounded. Thus (u n ) is bounded. Hence ϕ satisfies condition (C). ✷ Now we give the proofs of the main results.
Proof of Theorem 3. Let E = H 1 T and H 1 T = {u ∈ H 1 T |ū = 0}. Then E = H 1 T + R N and R N = {0} and is finite-dimensional. From Lemma 3 we obtain that ϕ ∈ C 1 (E, R) satisfies condition (C). As shown in [13] , a deformation lemma can be proved with the weaker condition (C) replacing the usual (PS) condition, and it turns out that the Saddle Point Theorem holds true under condition (C). By the Saddle Point Theorem (see Theorem 4.6 in [14] ), we only need to prove
We first prove (ϕ 1 ). For every |x| M and a.e. t ∈ [0, T ], let
Then by (3) we have
for all s M/|x|. It follows from (17) that y(s) = F (t, sx) is a solution of the first order linear ordinary differential equation
which implies that
for s M/|x|. Moreover, by assumption (A) and (18), we have
for all |x| M, a.e. t ∈ [0, T ] and some constant a 0 = max |x| M a(|x|), which implies that
for all x ∈ R N and a.e. t ∈ [0, T ]. Hence we obtain
for all u ∈ H 1 T by Wirtinger's inequality and Sobolev's inequality, which implies (ϕ 1 ). Now we prove (ϕ 2 ). By (6), (7), (12) and (10), we have
which implies (ϕ 2 ). It follows from the Saddle Point Theorem that Theorem 3 holds. ✷
Proof of Theorem 4. Let
and is finite-dimensional. We first prove the functional ϕ satisfies condition (C). Let (u n ) be a sequence in H 1 T such that {ϕ(u n )} is bounded and ϕ (u n ) (1 + u n ) → 0 as n → ∞. In a way similar to (15) and (16) in the proof of Lemma 3, we have 
for all n ∈ N and some constant C 5 , and
for all n ∈ N and some constant C 6 . By (19), (8) , (20) and (5) we have 
