Current high-sensitivity cancer screening methods, largely utilizing correlative biomarkers, suffer from false positive rates that lead to unnecessary medical procedures and debatable public health benefit overall. Detection of circulating tumor DNA (ctDNA), a causal biomarker, has the potential to revolutionize cancer screening. Thus far, the majority of ctDNA studies have focused on detection of tumor-specific point mutations after cancer diagnosis for the purpose of post-treatment surveillance. However, ctDNA point mutation detection methods developed to date likely lack either the scope or analytical sensitivity necessary to be useful for cancer screening, due to the low (<1%) ctDNA fraction derived from early stage tumors. On the other hand, tumor-derived copy number variant (CNV) detection is hypothetically a superior means of ctDNA-based cancer screening for many tumor types, given that, relative to point mutations, each individual tumor CNV contributes a much larger number of ctDNA fragments to the overall pool of circulating free DNA (cfDNA). A small number of studies have demonstrated the potential of ctDNA CNV-based screening in select cancer types. Here we perform an in silico assessment of the potential for ctDNA CNVbased cancer screening across many common cancers, and suggest ctDNA CNV detection shows promise as a broad cancer screening methodology.
Introduction
According to the National Cancer Institute, 5-year survival rates of cancer patients are the highest when cancer is detected and treated at an early, localized, stage. Currently, there are a number of different cancer-type specific biomarkers used to indirectly detect cancer at an early stage; however most of them are associated with alarmingly high false positive rates (FPRs). For example, ovarian cancer screening using the CA-125 biomarker [1] along with transvaginal ultrasonography has a sensitivity of~90% but a FPR of 57% [2] . Mammography for breast cancer screening has a FPR of 40-60% over 10 years of screening [3] , Cologuard 1 for colorectal cancer screen has a FPR of 13.4% [4] , and PSA for prostate cancer screening has a FPR of 20-30% when the test aims to detect >80% of cancers [5] . False positive results, and a1111111111 a1111111111 a1111111111 a1111111111 a1111111111
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Citation: Molparia B, Nichani E, Torkamani A (2017) Assessment of circulating copy number variant detection for cancer screening. PLoS ONE 12(7): e0180647. https://doi.org/10.1371/journal. pone.0180647 sometimes screening methods themselves, tend to lead to invasive and uncomfortable procedures that are associated with risk to otherwise healthy individuals; e.g. radiation exposure during mammography and surgery or biopsy in the case of other tumor types. These unnecessary procedures, unfortunately, lead to adverse events in approximately 15% of cases [6] . High false positive rates along with high adverse event rates for follow-up procedures place a significant proportion of the healthy population at unnecessary risk. Thus, an alternative and highly accurate non-invasive method for early cancer detection would both reduce the rate and impact of false positive results on otherwise healthy individuals, and could lead to substantial improvements in survival and quality of life of cancer patients. One possible approach is to utilize circulating tumor DNA (ctDNA) as a causal, rather than correlative, biomarker for the detection of cancer.
A series of studies have demonstrated the ability to detect tumor derived genetic aberrations in circulating free DNA (cfDNA) [7] [8] [9] [10] . Point mutation detection methodologies are either unbiased but have modest sensitivity or are high sensitivity but must be customized to a cancer patient based on their known tumor mutation profile-which is not possible for screening purposes. Nevertheless, these methods are extremely useful for cancer treatment monitoring. The major obstacle to the extension of cfDNA tests to cancer screening is the low fraction of ctDNA within cfDNA at early stages. The fraction of ctDNA in the bloodstream varies depending on the cancer burden and the type of cancer but is usually <10% even at late stages, and is generally below 1% ctDNA fraction at early stages when cancer screening offers the most clinical benefit [8, [11] [12] [13] . For example, at 0.1% ctDNA fraction of total cfDNA, one can expect only 1-5 ctDNA copies per point mutation per mL of blood [8] -a mutation fraction that is below the error rate of modern next generation sequencing (NGS).
Copy number variations (CNVs), like point mutations, are common and causal for a large proportion of cancer types [14, 15] . Unlike SNVs, tumor derived CNVs contribute to the total cfDNA a much larger number of ctDNA fragments per CNV event (proportional to the size of the CNV), and their detection is not bounded by the error rate of available sequencing instruments but rather the throughput and biases of those instruments. Thus, detection of large circulating tumor-derived CNVs via cfDNA sequencing is potentially a more viable approach to cancer screening. Moreover, recent studies have found that CNV signatures are more likely to be useful for determining the tissue of origin of a tumor, a characteristic that is important for clinical follow-up in a broad cancer screening setting [16] [17] [18] , primarily due to the fact that somatic point mutations occur recurrently across disparate tumor types.
A few proof-of-concept studies have explored the possibility of tumor derived CNV detection in cfDNA, but these studies have focused on detection of CNVs from a known cancer type and/or were performed on subjects with relatively high tumor loads [12, 13, 19, 20] . A broad assessment of the utility of tumor derived CNV detection in cfDNA as a cancer screening tool has not yet been performed. In this light, we explore the potential for ctDNA CNV detection for cancer screening by evaluating the ability to detect cancer and identify cancer type via large tumor CNV events. We demonstrate that, for many tumor types, including those not necessarily enriched with CNV events, it is theoretically possible to both accurately detect and classify tumor types via large ctDNA detectable tumor-derived CNVs.
Results

Theoretical power for detecting ctDNA CNVs
Relatively recent findings of cancer in asymptomatic pregnant women undergoing non-invasive prenatal testing (NIPT) highlight the potential of cfDNA sequencing for cancer screening [21, 22] . NIPT tests are generally powered to detect large chromosomal aberrations, though it has been shown that smaller size CNV events,~7 Mb in size, can be detected via NIPT testing with greater than 95% sensitivity and specificity [23] . However, NIPT tests utilize low genomic coverage (<1X) and are performed in a context where on average~10% [24, 25] of the cfDNA in a pregnant woman's bloodstream is derived from the fetus. In contrast, ctDNA fractions can be 1% or lower for early stage tumors [9] . Moreover, pathogenic cancer CNVs can range anywhere from 1 Mb, to 5 Mb, to 100+ Mb. Therefore, we first determined the theoretical sequencing depth requirements necessary to detect cancer derived CNV events in cfDNA at relevant ctDNA fractions and cancer CNV event sizes.
To determine the relevant statistical model for ctDNA CNV detection, we collected and sequenced cfDNA from 9 healthy donors. Sequence data was mapped to 10kb genomic bins (S1 (Fig 1A) . Visual inspection and goodness of fit analysis determined that the negative binomial distribution was the appropriate statistic for ctDNA CNV detection (Χ-squared, p-value = 0.40).
Next, we determined the theoretical sequencing depth required for ctDNA CNV detection. The relationship between CNV size, ctDNA fraction, and read depth was explored via the negative binomial statistical model. Variance and size parameters of the model were empirically determined from healthy donor cfDNA sequencing as mentioned above (see Methods). As can been seen in Fig 1B, assuming first that somatic CNVs are only a single copy gained or lost, at 10% ctDNA fraction, focal gene amplifications, i.e. CNVs as small as 1Mb, can be easily detected with just a 1X coverage of the genome. At 1% ctDNA fraction, large focal CNVs [26] , i.e. CNVs of~30Mb, are detectable at 3X genomic coverage. At 0.5% ctDNA fraction, chromosome arm level changes, i.e. CNVs of~100Mb, are detectable at 3X genomic coverage. And at 0.1% ctDNA fraction, approximately 131X genomic coverage is required to detect 100Mb single copy changes.
Cancer CNVs, especially amplifications, often exceed a single copy gained or lost [27] . The sensitivity of ctDNA CNV detection increases substantially for highly amplified (!4 copies gained) regions (Fig 1C) . For example, at 0.5% ctDNA fraction and 3X genomic coverage, the detection limit improves from~100Mb when a single copy is gained to~8Mb for gains of 4 copies. Similarly,~100 Mb events become detectable at 10X genomic coverage at 0.1% ctDNA fraction. Thus, the necessary depth to detect cancer CNVs in ctDNA can vary widely from 1X in the best case scenario (high ctDNA fraction + high copy number) where small gene level events are detectable, to >100X in the worst case scenario (low ctDNA fraction and single copy number changes), when only chromosome arm level events (~100 Mb) are detectable.
Simulation of ctDNA CNV data
Given that the limit of detection for ctDNA CNVs depends heavily on a variety of parameters, we evaluated the potential of ctDNA CNV based cancer screening under the assumption of best case (sensitivity to detect >5 Mb events) and worst case (sensitivity to detect only >100 Mb events) ctDNA CNV resolution scenarios. ctDNA detectable CNV profiles were simulated from The Cancer Genome Atlas (TCGA) data. The human genome was divided into 5 and 100 Mb segments, and for each sample, the average copy number was determined for each segment. For example, if the primary data for a 5 Mb segment of a particular tumor sample included just a 1 Mb subsection with 5 extra copies gained (i.e. 1 extra copy on average), that 5 Mb segment would be labeled as detectable in the best case scenario. Similarly, if the entirety of the 5 Mb bin was spanned by a CNV event of 1 copy number gain, it would also be labeled as detectable in the best case scenario. By the same token, in the worst case scenario, the average copy number of an entire 100 Mb segment must be equal to or exceed 3 copies (average of one copy gained throughout the entire 100 Mb segment) for it to be deemed a detectable event. While more complex event detection and change point detection methods are possible, this approach should represent a lower bound for performance under the given assumptions for ctDNA CNV event detectability.
The simulation was performed for 25 different cancer types (see Methods) but the results we present here are for 11 major pan-cancer [17] solid tumor types: breast adenocarcinoma (BRCA), lung adenocarcinoma (LUAD), lung squamous cell carcinoma (LUSC), uterine corpus endometrial carcinoma (UCEC), glioblastoma multiforme (GBM), head and neck squamous cell carcinoma (HNSC), colon and rectal carcinoma (COAD, READ), bladder urothelial carcinoma (BLCA), kidney renal clear cell carcinoma (KIRC), and ovarian serous carcinoma (OV), for simplicity of visualization; full results are presented in supplemental materials. The fraction of samples with at least one detectable event in the best (Fig 2A and 2B ) and worst ( Fig 2C and 2D ) case resolution scenarios is plotted in Fig 2. 
Classification of cancers based on ctDNA CNV profiles
We utilized the simulated ctDNA CNV profiles to answer two questions: 1) Can ctDNA CNV profiles be used to detect the presence of cancer in general (i.e. differentiate cancer samples from normal samples)? 2) If cancer is detected, can the ctDNA CNV profile be used to determine the tissue of origin for follow-up screening? In order to avoid over-stating the performance of this approach to cancer screening, we present results under best and worst case sensitivity scenarios utilizing both simple and sophisticated classification methods.
First, we explored whether simple clustering of cancer samples based on ctDNA detectable CNV events would be sufficient to discriminate cancer types from one another. Unsupervised clustering utilizing an unfiltered set of all detectable genomic segments did not effectively separate tumor types from one another (results not shown). Therefore, we performed clustering utilizing only genomic segments deemed relevant for distinguishing tumor types from one another in the random forest classification model described below. The resulting heat maps demonstrate some degree of separation of disparate tumor types from one another in both the 5 Mb and 100 Mb ctDNA CNV resolution scenarios (Fig 3) . Certain tumor types like GBM and KIRC form cohesive, though not complete, blocks of clustered samples, while most others demonstrated a tendency to form close but intermixed clusters with other tumor types. These results suggest that classification of tumor type by ctDNA CNV profile is feasible, but would require more sophisticated methodology to account for CNV profile heterogeneity within tumor types and similarity across tumor types [17] .
Therefore, we evaluated the performance of a simple k nearest neighbor classification approach (see Methods). This model was readily capable of identifying the presence of cancer with a true positive rate (TPR) of 0.80 and a positive predictive value (PPV) of 0.999 at the 100 Mb ctDNA CNV resolution; suggesting that, in theory, even a low resolution ctDNA CNV profile can be utilized to effectively detect the presence of cancer with a negligible false positive rate (Fig 4A) . At 5 Mb ctDNA CNV resolution, the performance remains unchanged (TPR 0.79, PPV 0.999), suggesting that low resolution ctDNA CNV profiling is sufficient if the goal is to simply detect the presence of cancer (S1 Table) .
When the nearest neighbor approach was utilized to determine cancer type, an overall accuracy of 0.69 was observed at 100 Mb resolution (Fig 4A) . Again, the overall accuracy did not improve with improved ctDNA CNV resolution (0.69 accuracy at 5 Mb resolution). Certain CNV poor cancer types, such as pancreatic adenocarcinomas, prostate adenocarcinomas and thyroid carcinomas formed a floor for accuracy that could not be improved with increased ctDNA CNV detection resolution (Table 1 and S1 Table) .
Finally, we utilized a random forest classification model to simulate the (near) optimal classification performance of ctDNA detectable CNVs [28] . The random forest was also readily capable of detecting the presence of cancer as expected: TPR of 0.854 and PPV of 0.997 at 100 Mb ctDNA The fraction of samples with at least one detectable CNV event (top panels) or two and more detectable CNV events (bottom panels) at 5 Mb (left panels) and 100 Mb (right panels) resolution are plotted per cancer type. All CNV events were considered (black) as well as only those deemed important for cancer type discrimination by our random forest model (grey).
CNV resolution and TPR of 0.895 and PPV of 0.995 at 5 Mb resolution (Fig 4B) . The genomic regions deemed important by the random forest for cancer classification are presented in S2 Table. When the random forest was utilized to determine cancer type, the model had an overall accuracy of 0.78 ± 0.0054 and 0.74 ± 0.0095 at ctDNA CNV resolution of 5Mb and 100Mb respectively (Fig 4B) . While there is an overall improvement in the performance of the model across most cancer types when ctDNA CNV resolution is improved from 100 Mb to 5 Mb, once again the improvement is not dramatic. ROC curves at 5Mb and 100Mb resolution are plotted in Fig 5 for the 11 major solid tumor types, and demonstrate significant differences in performance across tumor types. Certain cancer types, such as OV, BRCA, GBM and KIRC are consistently and accurately (~95%) assigned to the correct tumor type regardless of ctDNA CNV resolution. While others, apparently those of squamous histology, such as HNSC, LUSC, and BLCA show a considerable improvement (~5% increase in accuracy) in classification accuracy as ctDNA CNV detection resolution is improved. Thus, while cancer profiles can be readily distinguished from normal profiles, determination of the tissue of origin shows variability in performance across tumor types and ctDNA CNV resolution.
The optimal performance for the different cancer types, based on the point on the ROC curve nearest to 100% specificity and sensitivity is presented in Table 1 and S3 Table. Most cancer types demonstrate a PPV of >80% at even coarse grain resolution (100Mb) outpacing the PPV of diagnostic tests currently used in clinical practice. OV and GBM demonstrate the best performance (>90% TPR and PPV) suggesting they are excellent candidates for ctDNA CNV based screening applications. Many other tumor types, especially BRCA, UCEC, READ, KIRC, and LUSC also demonstrate good TPR and PPV rates (Table 1) .
Tumor misclassification
Finally, we investigated whether there were any underlying patterns to the tumor type misclassifications. The misclassification heat maps at 5Mb and 100 Mb ctDNA CNV resolution are displayed in Fig 6. Raw counts for misclassifications are presented in S4 Table. Many misclassifications were overt errors-cancer samples being classified as normal samples (23.4% of errors) or as breast invasive carcinomas (12.8% of errors). These errors are largely derived from cancer types such as thyroid carcinoma that have very poor performance overall and have flat CNV profiles that are difficult to distinguish from normal samples. Breast cancers tend to be diverse with respect to their cell type of origin and contain molecularly distinct subtypes [17] , and thus may mimic CNV profiles of other tumor types. While breast cancer samples themselves were classified accurately, many errors were derived from other tumor types being classified as breast cancer. Given that breast cancer was the largest sample set overall, the imbalance of tumor samples per type is potentially driving this misclassification bias.
For cancer types without flat CNV profiles, misclassification tended to cluster based on tissue of origin or molecular subtype. For example, squamous cell cancers like LUSC, HNSC, ESCA and CESC show similar misclassification patterns and are often misclassified for one 
Discussion
The promise of improved cancer outcomes via early detection has been hampered by the high false positive rates associated with modern cancer screening techniques. This is likely due to the fact that many current cancer screening techniques rely on correlative rather than causal biomarkers. On the other hand, ctDNA based cancer screening techniques have the potential to be highly accurate due to the fact that they directly interrogate the causal genomic drivers of tumorigenesis. However, the unbiased nature of ctDNA sequencing can create challenges for clinical follow-up given that individual cancer mutations, especially point mutations, are not quite as cancer type specific as serum tumor markers. Since there is a large degree of overlap in the recurrent point mutations that drive common cancer types [14, 15] , point mutations tend to be the least useful molecular determinant of tissue of origin [17] . When coupled with the challenges of mutation detection due to the low fraction of ctDNA amongst the total circulating DNA pool, point mutation detection likely has limited practical application for cancer screening. On the other hand, we have demonstrated that even coarse resolution ctDNA CNV detection can be used to, theoretically, both detect the presence of cancer and predict the tissue of origin. These ctDNA CNVs act as causal biomarkers for tumorigenesis. While the predictive segments described herein were selected via an unbiased methodology, about 80% of the 5 Mb segments deemed informative by the random forest model overlap with a recurrent pan-cancer or cancer-type specific amplification or deletion [26] . These segments contain known cancer genes including MYC, EGFR, ERBB2 CDKN2A, RB1 and STK11 (S5 Table) . Thus, ctDNA CNVs are a promising biomarker for cancer screening that reflect the underlying molecular pathogenesis of cancer. It should be noted that other structural variant types could potentially add to the predictive power of this approach, but would be more difficult to detect given the short fragment size of ctDNA.
Our analyses also suggest that the sequencing depth required to achieve good biomarker performance is not unreasonable. While the cost of sequencing has not dropped to the point where such screening tests could be performed routinely and universally, it is feasible that these tests could be performed in high risk populations. Moreover, we are likely to reach the tipping point for sequencing costs that make universal screening feasible in the relatively near future.
A combination of ctDNA CNV and point mutation detection is likely the optimal solution for true universal screening. Many of the tumor types that performed poorly in this analysis, for example melanoma and pancreatic adenocarcinoma, are characterized by highly recurrent point mutations (BRAF V600E for melanoma and KRAS activating mutations for pancreatic adenocarcinoma) that could be detected via high sensitivity targeted frequency is depicted by the darkness of each cell, with darker color reflected a higher misclassification frequency. Correct classifications are set to 0. White = 0% misclassification. Dark blue = 100% misclassification.
https://doi.org/10.1371/journal.pone.0180647.g006
Assessment of CNV detection for cancer screening assays. Thus, a combination of ctDNA CNV and targeted point mutation detection has the potential to be a very powerful cancer screening methodology. However, it is interesting to note that the tumor types that could be most effectively identified via their ctDNA CNV profile were not necessarily C-class (copy number variant driven) tumor types (as opposed to M-class (point mutation driven)) as described in another pan-cancer study [29] . For example, although KIRC is an M-class tumor, it was among the most effectively classified tumor types based on its CNV profile. While KIRC is not broadly copy number aberrant, loss of the short arm of chromosome 3 (3p) [30] containing genes like VHL, PBRM1, BAP1 and SETD2, is highly recurrent (90% of KIRC cases) and specific to KIRC. Thus, the promise of this approach is not necessarily limited to C-class tumor types.
Some potential challenges for the implementation of ctDNA CNV detection for early cancer screening are not fully addressed by this in silico analysis. For example, it will be necessary to understand and override the issue of sample variability in order to achieve the accurate identification of CNVs via ctDNA in practice. Moreover, it is presumed, but not known, whether CNVs predictive of cancer are actually present in early stage tumors. The battery of tumor profiles used in this analysis, derived from The Cancer Genome Atlas (http:// cancergenome.nih.gov/), contain many late stage tumors. Thus, the true power of this technique will not be known until prospective clinical trials are executed. The analyses presented herein stand as a proof of concept that further studies have promise and should be attempted in diverse and larger patient cohorts.
Methods
Theoretical power of ctDNA CNV detection
We collected blood from 9 healthy donors in Cell-Free DNA BCT Streck tubes. Study participants were enrolled and informed consent obtained under study IRB-15-6661 approved by the Scripps Institutional Review Board. Plasma from blood samples was isolated by centrifugation at 820g for 10 minutes, then a subsequent 10-minute centrifugation at 16000g to further reduce cellular contamination. 8-10 ng/mL of cfDNA was isolated from the plasma using Qiagen's Circulating Nucleic acid kit. cfDNA libraries were prepared and sequenced across 2 rapid mode flowcells of a HiSeq2500 to generate~100 million 100bp paired end reads per sample. Reads were processed to remove adapter contamination using Trimmomatic [31] , duplicates reads were removed using Picard (http://broadinstitute.github.io/picard/) and finally, reads were aligned to the human genome build hg38 using the BWA-mem algorithm [32] . The genome was divided into adjacent 10 Kb bins and calculated read counts per bin were determined using HTSeq-Count [33] .
To account for and remove genomic regions prone to mismapping and other biases, the distribution of read counts for well-behaved genomic bins was determined using a robust Minimum Covariance Determinant estimator to determine a robust location and scale estimate of the expected read counts per bin [34] . Briefly, the MCD method looks for the h (>n/2) observations (out of n) whose classical covariance matrix has the lowest possible determinant. The estimate of location is then the average of these h points, whereas the estimate of scatter is their covariance matrix, multiplied by a consistency factor. To identify outlier bins, we calculated the Mahalanobis distance for each genomic bin based on the raw estimate of the location and scatter and removed bins with a distance greater than 15 ( S2B Fig). Out of the 275,645 total bins 38,323 were marked as outliers using this approach.
Finally, to correct for GC bias, we modified the method proposed by Fan et. Al. [35] by fitting a LOESS curve to estimate the relationship between read count and GC content of the genomic bins. This relationship was utilized to normalize read counts for GC bias. The negative binomial and Poisson distribution was fit to these filtered and normalized read counts per bin.
To calculate the theoretical limit of detecting CNVs we used the following representation of the negative binomial probability mass function (pmf):
Where r is referred to as the "dispersion parameter" or the "shape parameter" and m is the mean of the distribution. The variance for this model is given by m þ m 2 r À Á . To determine the variance, we empirically determined the values of m and r at different read depths by subsampling the healthy donor cfDNA data. We then calculated the expected number of reads that would align to a bin assuming it was either affected by one copy or 4 copy change. This was done for ctDNA percentages representing a range of ctDNA burden observed in real samples. The p-value for detection of an affected bin was calculated as the right tail of the negative binomial pmf at the expected read count value calculated above. The p-value threshold for detection was set at 0.01.
Cancer ctDNA CNV simulation
We downloaded whole genome copy number variation data, generated by the Tumor Cancer Specifically, we downloaded the segmentation files which contain information about the copy number of segmented genomic data produced by various algorithms like GLAD and CBS [36, 37] . CNVs in each sample were run through the SG-ADVISER CNV annotation pipeline [38] and variants with an allele frequency of >1% in the 1000 Genomes [39] or the Wellderly [40, 41] cohorts were filtered out to remove germline variants.
To model whether tumor-derived CNVs would be detectable within cfDNA at the 5 and 100 Mb resolution thresholds described in Results, we divided the human genome into the 5 and 100 Mb segments and for each of the segment calculated the average segment duplication value. If the average segment duplication value exceeded 1 extra copy-that segment was considered detectable. For example, if a 5 Mb segment has 5 extra copies of a 1Mb subsection or 1 extra copy spanning the entire segment then the 5 Mb segment would be considered detectable. This continuous numerical representation was then transformed using a Symbolic Aggregate Approximation [42] to a discrete representation by mapping the average segment duplication values to categorical values a cardinality of 5. In other words, the average segment duplication value was simplified to represent segments with near normal copy number, 1 copy amplification, 2 or more copy amplification, 1 copy deletion, or 2 copy deletion.
Prediction methods
The transformed ctDNA CNV data was used to determine whether tumor profiles could be differentiated from normal sample profiles and whether tumor profiles could be distinguished from one another.
Simple clustering was done using a modified hamming distance metric where the distance between samples was calculated as the sum of the deviation between their copy number values at corresponding genomic segments. Segments with adjacent copy number values (i.e. normal and 1 extra copy, 1 extra copy and 2 extra copies, etc.) were assigned a distance value of 0.5 and larger divergence in copy number was set to a distance of 1. Hierarchical clustering was performed in R. Clustering was performed using the distance calculated for only the genomic segments deemed as important for differentiation by the random forest model described below.
The standard k-Nearest Neighbor algorithm was performed using custom R code. The modified hamming distance values described above where utilized to determined distances between samples. For each test sample, the k nearest other samples, where k was set as the square root of the total number of samples, were utilized to vote for the classification of the test sample. The test sample was assigned the majority class among the k nearest neighbor samples. All genomic segments were utilized for this prediction.
The discrete genomic segment values were utilized as predictors in a random forest model with 10 fold cross-validation. The random forest consisted of 100 trees, and the optimal number of variables randomly sampled as candidates at each split in the trees was determined heuristically. The 'caret' library in R was used to train the random forest models.
For the tumor misclassification heat maps, samples were clustered according to a custom similarity metric S. Let A and B be two tumor samples with A n and B n being the number of samples of tumor type A and B respectively. If α and β are the fraction of samples of A classified as B and the fraction of samples of B classified as A respectively, and N is the total number of samples, the similarity S(A,B) between A and B can be defined as -SðA; BÞ ¼ ða þ bÞ ðA n þB n Þ N Software Data filtration and symbolic aggregate approximation transformations were performed using custom scripts in python. All models and R calculations were performed using R v3.1.1. ROC curves denoting the performance of the models were plotted using the library 'pROC'. Heat maps were plotted using the 'gplots' library. 
Supporting information
Author Contributions
Conceptualization: AT.
Data curation: BM.
Formal analysis: BM EN.
Funding acquisition: AT.
Investigation: BM.
Methodology: AT BM.
Project administration: AT.
