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Abstract
A Bochner-integral formulation of Jensen’s inequality is presented for Hermitian matrix-valued functions
and measures.
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If (X,Σ,μ) is a measure space with μ(X) = 1, if α,β ∈ R satisfy α < β and if f :X → R is
an integrable function with f (X) ⊂ (α,β), then
ϑ
( ∫
X
f dμ
)

∫
X
ϑ ◦ f dμ (1)
for every convex function ϑ : (α,β) → R. Inequality (1) is widely known as Jensen’s inequality.
Various extensions of Jensen’s inequality to more general contexts have been considered for
a number of decades, most recently in [1,3–5]. Although there are formulations of Jensen’s in-
equality at the level of Hermitian matrices (the analogue of real numbers in noncommutative
analysis), using “operator convex” rather than convex functions, these formulations deal with
sums of matrices rather than integrals; for example, see [4, Theorem 2.1]. The first purpose of
the present note is to indicate how one can pass from the discrete case (sums) to the measurable
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920 D.R. Farenick, F. Zhou / J. Math. Anal. Appl. 327 (2007) 919–929case (integrals) and, in so doing, obtain an integral formulation of Jensen’s inequality. Our second
goal is to achieve this extension for both scalar-valued and matrix-valued probability measures.
Our results in some parts of the paper overlap with—or are implied by—certain abstract re-
sults in the literature (e.g., [1,3,4]); however, our methods are tailored to the case at hand and the
proofs are generally self-contained. A style of exposition is adopted with the aim that the results
of this note may be readily understood by both linear algebraists and analysts.
If n ∈ N, then Hn shall denote the real vector space of n×n Hermitian matrices over the field
C. The n×n identity matrix is denoted by 1. The space Hn is a partially ordered set via A B if
and only if 〈Aξ, ξ 〉 〈Bξ, ξ 〉 for all ξ ∈ Cn, where 〈ξ, η〉 denotes the inner product of ξ, η ∈ Cn.
The Euclidean norm on Cn—namely, ‖η‖ = 〈η,η〉1/2 for every η ∈ Cn—and the action of Hn
on Cn induce a norm on Hn (the usual operator norm):
‖A‖ = max
ξ∈Cn, ‖ξ‖=1
‖Aξ‖ ∀A ∈ Hn.
The set of (real) eigenvalues of A ∈ Hn is called the spectrum of A and is denoted by σ(A).
By the spectral theorem, ‖A‖ = max{|λ| | λ ∈ σ(A)} for every A ∈ Hn. If A ∈ Hn and if σ(G) ⊂
(0,∞), then A is said to be positive definite; if σ(A) ⊂ [0,∞) and 0 ∈ σ(A), then A is positive
semidefinite.
We will make frequent use of the following three equivalent statements in linear algebra for
0 < α < β in R and A ∈ Hn:
(i) A − α1 and β1 − A are positive definite;
(ii) σ(A) ⊂ (α,β); and
(iii) 〈Aξ, ξ 〉 ∈ (α,β) for every ξ ∈ Cn of norm ‖ξ‖ = 1.
1. Operator convexity and Jensen’s inequality (discrete case)
If J is an interval in R containing σ(A) and if ϑ :J → R is a continuous function, then
ϑ(A) ∈ Hn is defined via functional calculus and has spectrum {ϑ(λ) | λ ∈ σ(A)}. A (continu-
ous) function ϑ :J → R is said to be operator convex if, for arbitrary n ∈ N and A,B ∈ Hn with
σ(A) ∪ σ(B) ⊂ J , the inequality
ϑ
(
tA + (1 − t)B) tϑ(A) + (1 − t)ϑ(B), (2)
in the partial order of Hn, holds for all t ∈ [0,1].
The following version of Jensen’s inequality was formulated by Hansen and Pedersen [4] and
forms the basis of our formulation of the inequality herein with integrals. The statement below
of their theorem is a slightly less general than the statement in [4] in that the matrices Tj are
assumed to be positive semidefinite.
Theorem 1.1. [4, Theorem 2.1] If J ⊆ R is an interval, if ϑ :J → R is a operator convex function
and if A1, . . . ,Am ∈ Hn have spectra contained in J , then
ϑ
(
m∑
j=1
TjAjTj
)

m∑
j=1
Tjϑ(Aj )Tj (3)
for any positive semidefinite T1, . . . , Tm ∈ Hn that satisfy
n∑
T 2j = 1.
j=1
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equality (2): the matrices T1, . . . , Tm take the role of convex coefficients.
2. Measurable matrix-valued functions
Definition 2.1. If (X,Σ) is a measurable space, then a function f :X → Hn is said to be mea-
surable if, for each ξ ∈ Cn, the function ϕξ :X → R given by
ϕξ (x) =
〈
f (x)ξ, ξ
〉
, x ∈ X,
is measurable.
By the polarization identity, if f :X → Hn and φ,η ∈ Cn, then the function ψ :X → C given
by ψ(x) = 〈f (x)φ,η〉, x ∈ X, is a complex-linear combination of (at most four) real-valued
functions of the form ϕξ . Thus, if f is measurable, then so are such functions ψ . In particular, if
φ1, . . . , φn denote the canonical orthonormal basis vectors of Cn, the function fij :X → C that
maps x ∈ X to the (i, j)-coordinate of f (x) is precisely
fij (x) =
〈
f (x)φj ,φi
〉
, x ∈ X.
Hence, the coordinate functions fij of a measurable matrix-valued function f :X → Hn are mea-
surable. Conversely, if {fij }ni,j=1 are n2 measurable functions fij :X → C such that fji = fij ,
for all i, j , then the resulting function f :X → Hn (whose coordinate functions are fij ) is mea-
surable, since for each ξ ∈ Cn the function ϕξ :X → R is a complex-linear combination of the
measurable functions fij and because any sum of measurable functions is again measurable.
Conclusion: f :X → Hn is measurable if and only if each of its coordinate functions are mea-
surable. Corollary: If f,g :X → Hn are measurable, then fg and λf + υg are measurable for
all λ,υ ∈ R.
Let χE denote the characteristic function X → {0,1} of a subset E ⊆ X. A function f :X →
Hn is said to be a measurable simple function if f has the form
f (x) =
m∑
j=1
χEj (x)Gj ,
where E1, . . . ,Em ∈ Σ are pairwise disjoint and X =⋃j Ej and where G1, . . . ,Gm ∈ Hn.
Finally, the use of order intervals shall prove to be useful. Fix A ∈ Hn and define subsets
(−∞,A) and (A,∞) of Hn as follows:
(−∞,A) = {Q ∈ Hn | A − Q is positive definite},
(A,∞) = {Q ∈ Hn | Q − A is positive definite}.
Further, if A,B ∈ Hn and if B − A is positive definite, then let
(A,B) = {Q ∈ Hn | Q − A and B − Q are positive definite}= (A,∞) ∩ (−∞,B).
Proposition 2.2. If (X,Σ) is a measurable space and if f :X → Hn is a measurable function,
then
(1) f−1((A,∞)) ∈ Σ for every A ∈ Hn,
(2) f−1((−∞,A)) ∈ Σ for every A ∈ Hn,
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(4) there are measurable simple functions fk :X → Hn such that limk→∞ ‖f (x) − fk(x)‖ = 0
for every x ∈ X.
Proof. Fix A = [aij ]ni,j=1 ∈ Hn. Because f is measurable, so is each of its n2 coordinate func-
tions fij :X → C. For every 1 k  n, let dk :X → R be given by
dk(x) = det
⎡
⎢⎢⎣
f11(x) − a11 f12(x) − a12 . . . f1k(x) − a1k
f21(x) − a21 f22(x) − a22 . . . f2k(x) − a2k
. . . . . . . . . . . .
fk1(x) − ak1 fk2(x) − ak2 . . . fkk(x) − akk
⎤
⎥⎥⎦ .
Observe that dk is a measurable function, because every fij is measurable. Furthermore, by
Sylvester’s criterion, f (x) − A is positive definite if and only if dk(x) > 0 for each 1  k  n.
Hence,
f−1
(
(A,∞))= n⋂
k=1
d−1k
(
(0,∞)) ∈ Σ.
Similarly, f−1((−∞,A)) ∈ Σ and f−1((A,B)) ∈ Σ (if B − A is positive definite).
Consider pairs (i, j) for which j  i. Each such fij is measurable, and so there is a sequence
of measurable simple functions Φi,j,k :X → C such that
lim
k→∞Φi,j,k(x) = fij (x) ∀x ∈ X.
For pairs (i, j) in which i > j , let Φi,j,k(x) = Φj,i,k(x), x ∈ X. Thus, the function fk :X → Hn
defined by
fk(x) =
[
Φi,j,k(x)
]n
i,j=1, x ∈ X,
is a measurable simple function and limk→∞〈fk(x)φj ,φi〉 = 〈f (x)φj ,φi〉 for all x ∈ X and i, j .
Hence, limk→∞ ‖fk(x) − f (x)‖ = 0 for each x ∈ X. 
Corollary 2.3. Suppose that α,β ∈ R and α < β . If (X,Σ) is a measurable space and if f :X →
Hn is a measurable function, then the set{
x ∈ X | σ (f (x))⊂ [α,β]}
is a measurable set.
Proof. If, for each k ∈ N, Ak and Bk are scalar matrices with eigenvalues α − 1k and β + 1k ,
respectively, then{
x ∈ X | σ (f (x))⊂ [α,β]}= ( ⋂
k∈N
(Ak,∞)
)
∩
( ⋂
k∈N
(−∞,Bk)
)
∈ Σ,
since each set of the form (Ak,∞) or (−∞,Bk) is measurable. 
3. Jensen’s inequality in matrix-valued functions and scalar-valued measures
Definition 3.1. If (X,Σ,μ) is a probability space (that is, μ(X) = 1) and if f :X → Hn is a
measurable function, then f is integrable if, for every ξ ∈ Cn, the function ϕξ :X → R defined
by ϕξ (x) = 〈f (x)ξ, ξ 〉 is integrable.
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X
〈
f (x)ξ, ξ
〉
dμ(x).
Again by the polarization identity, a measurable function f :X → Hn is integrable if and only if
the functions X → C given by x → 〈f (x)ξ, η〉 are integrable for all ξ, η ∈ Cn. If this is the case,
then there is a unique Hermitian matrix A acting on Cn for which
〈Aξ,η〉 =
∫
X
〈
f (x)ξ, η
〉
dμ(x) ∀ξ, η ∈ Cn. (4)
This matrix A is denoted by
∫
X
f dμ, which is the Bochner integral of f . Therefore, if φ1, . . . , φn
denote the canonical orthonormal basis vectors of Cn, then identity (4) implies that∫
X
fij dμ =
〈( ∫
X
f dμ
)
φj ,φi
〉
,
where fij :X → C is the (i, j)th coordinate function of f :X → Hn.
Two important features of this integral are:
(i) ∫
X
(f + g)dμ = ∫
X
f dμ + ∫
X
g dμ, and
(ii) ∫
X
f dμ
∫
X
g dμ, if f (x) g(x) in Hn for all x ∈ X.
Theorem 3.2 (Jensen’s inequality for scalar measures). Let (X,Σ,μ) be a probability space
and suppose that J ⊆ R is an open interval that contains [α,β]. If f :X → Hn is a measurable
function for which σ(f (x)) ⊂ [α,β], for every x ∈ X, then
ϑ
( ∫
X
f dμ
)

∫
X
ϑ ◦ f dμ (5)
for every operator convex function ϑ :J → R.
The family of {f (x)}x∈X of Hermitian matrices is not assumed to be a family of commuting
matrices. If this were a commuting family, then the matrices would be simultaneously diagonal-
izable with a single unitary matrix and the conclusion would be a straightforward consequence
of the classical Jensen inequality (used n times, once for each ordered eigenvalue).
The proof of Theorem 3.2 is achieved by way of a set of lemmas.
Lemma 3.3. Suppose that J ⊆ R is an interval that contains [α,β] and suppose that {Am}m∈N ⊂
Hn is a sequence with norm-limit A and spectra σ(Am) ⊂ [α,β] for all m ∈ N. Then σ(A) ⊂
[α,β] and
lim
m→∞
∥∥ϑ(Am) − ϑ(A)∥∥= 0
for every operator convex function ϑ :J → R.
Proof. By upper semicontinuity of the spectrum, ‖Am −A‖ → 0 and σ(Am) ⊂ [α,β] imply that
A is Hermitian and σ(A) ⊂ [α,β]. Operator convex functions are continuous and continuous
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that ‖p(Am) − p(A)‖ → 0 if p is a polynomial. For p(t) = t2 there is a standard estimate:∥∥(A2m − A2)∥∥ ‖Am‖∥∥(Am − A)∥∥+ ∥∥(Am − A)∥∥‖A‖.
Because the matrices Am and A have norm bounded by max{|α|, |β|}, this estimate implies that
‖A2m − A2‖ → 0. Inductively, ‖Ajm − Aj‖ → 0 for every j ∈ N and so ‖p(Am) − p(A)‖ → 0
for every polynomial p. 
Lemma 3.4. If {fk}k∈N is a sequence of measurable functions fk :X → Hn such that σ(fk(x)) ⊂
[α,β] for all x ∈ X and k ∈ N, and if f :X → Hn satisfies limk ‖f (x) − fk(x)‖ = 0 for each
x ∈ X, then f is measurable, σ(f (x)) ⊂ [α,β] for all x ∈ X, and
lim
k→∞
∥∥∥∥∥
∫
X
fk dμ −
∫
X
f dμ
∥∥∥∥∥= 0.
Proof. For every ξ ∈ Cn and k ∈ N, the function X → R defined by x → 〈fk(x)ξ, ξ 〉 is measur-
able and bounded (above by β‖ξ‖2 and below by α‖ξ‖2). Because 〈f (x)ξ, ξ 〉 = limk〈fk(x)ξ, ξ 〉,
the function x → 〈f (x)ξ, ξ 〉 is measurable. Therefore, by the polarization identity, f is a mea-
surable function. Since 〈f (x)ξ, ξ 〉 ∈ [α,β] for every unit vector ξ ∈ Cn, σ(f (x)) ⊂ [α,β] for
each x ∈ X. Finally, the dominated convergence theorem yields∫
X
〈
f (x)ξ, ξ
〉
dμ(x) = lim
k→∞
∫
X
〈
fk(x)ξ, ξ
〉
dμ(x) ∀ξ ∈ Cn.
Hence,
lim
k→∞
∥∥∥∥∥
∫
X
fk dμ −
∫
X
f dμ
∥∥∥∥∥= 0,
since Hn has finite dimension. 
Lemma 3.5. If f :X → Hn is measurable and if σ(f (x)) ⊂ (α,β) for every x ∈ X, then there
is a sequence {fk}k∈N of measurable simple functions X → Hn such that
(1) σ(fk(x)) ⊂ (α,β) for all x ∈ X and k ∈ N, and
(2) limk→∞ ‖fk(x) − f (x)‖ = 0.
Proof. The hypothesis that σ(f (x)) ⊂ (α,β) for every x ∈ X implies, by Proposition 2.2, that
there are measurable simple functions f˜k :X → Hn such that limk→∞ ‖f˜k(x) − f (x)‖ = 0. We
now adjust each f˜k so that its spectra over all x ∈ X is contained in the open interval (α,β). For
each k ∈ N, let Ek = f˜−1k ((α1, β1)) ⊂ X. Proposition 2.2 shows that each Ek ∈ Σ . Now define
fk :X → Hn by
fk(x) = χEk (x)f˜k(x) + χEck (x)
(
α + β
2
)
1 ∀x ∈ X.
Since the sum and product of measurable functions X → Hn are measurable, fk is measurable
and the spectrum of fk(x) is contained in (α,β) for each x ∈ X. By the upper semicontinuity
of the spectrum, for each x ∈ X there is an open set Ωx ⊂ (α,β) and there is a positive integer
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Therefore, for every x ∈ X, limk→∞ ‖fk(x) − f (x)‖ = 0. 
Proof of Theorem 3.2. By the hypothesis σ(f (x)) ⊂ [α,β] for every x ∈ X, it follows that
α  〈f (x)ξ, ξ 〉 β for each x ∈ X and unit vector ξ ∈ Cn. Thus,
α 
∫
X
〈
f (x)ξ, ξ
〉
dμ(x) β
for every unit vector ξ ∈ Cn (because μ(X) = 1). That is,
σ
( ∫
X
f dμ
)
⊂ [α,β].
Because J is an open interval that contains the closed interval [α,β], there are α′ < α and
β ′ > β such that [α,β] ⊂ [α′, β ′] ⊂ J . By Lemma 3.5, there is a sequence of measurable simple
functions fk :X → Hn such that, for every x ∈ X, σ(fk(x)) ⊂ (α′, β ′) and ‖fk(x)−f (x)‖ → 0.
By Lemma 3.3,
lim
k→∞
∥∥ϑ ◦ fk(x) − ϑ ◦ f (x)∥∥= 0 ∀x ∈ X. (6)
Fix k ∈ N. Because fk is simple and μ(X) = 1, there are α[k]1 , . . . , α[k]mk ∈ [0,1] and G[k]1 , . . . ,
G
[k]
mk ∈ Hn such that
mk∑
j=1
α
[k]
j = 1 and
∫
X
fk dμ =
mk∑
j=1
α
[k]
j G
[k]
j .
The hypothesis that σ(fk(x)) ⊂ (α′, β ′) for all x ∈ X implies that σ(G[k]j ) ⊂ (α′, β ′) for each j ;
thus,
σ
( ∫
X
fk dμ
)
⊂ [α′, β ′] ⊂ J.
By the discrete version of Jensen’s inequality [4, Theorem 1.1],
ϑ
(
mk∑
j=1
α
[k]
j G
[k]
j
)

mk∑
j=1
α
[k]
j ϑ
(
G
[k]
j
);
that is,
ϑ
( ∫
X
fk dμ
)

∫
X
ϑ ◦ fk dμ ∀k ∈ N. (7)
By Lemma 3.4,
lim
k→∞
∫
fk dμ =
∫
f dμX X
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lim
k→∞ϑ
( ∫
X
fk dμ
)
= ϑ
( ∫
X
f dμ
)
. (8)
Further, Eq. (6) and Lemma 3.4 imply that
lim
k→∞
∫
X
ϑ ◦ fk dμ =
∫
X
ϑ ◦ f dμ. (9)
Inequality (7) and Eqs. (8) and (9) imply that
ϑ
( ∫
X
f dμ
)

∫
X
ϑ ◦ f dμ,
which completes the proof. 
4. Jensen’s inequality in matrix-valued functions and matrix-valued measures
Definition 4.1. If (X,Σ) is a measurable space, then a matrix-valued probability measure is
a function ν :Σ → Hn such that ν(∅) = 0, ν(E) is positive semidefinite for all E ∈ Σ , ν is
countably additive, and ν(X) = 1 (the identity matrix).
If ν is a matrix-valued probability measure on (X,Σ), then the function μ :Σ → [0,1] de-
fined by
μ(E) = 1
n
Trace
[
ν(E)
]
, E ∈ Σ,
is a probability measure. Because the trace is a faithful functional on Hn, ν is absolutely con-
tinuous with respect to μ. Thus, by the Radon–Nikodým theorem [6,7], there is a measurable
function κ :X → Hn such that
ν(E) =
∫
E
κ dμ ∀E ∈ Σ.
The function κ is the Radon–Nikodým derivative of ν with respect to μ and is denoted by dν
dμ
.
Because the values of the function dν
dμ
are positive semidefinite matrices, one may compute the
(unique) positive semidefinite square roots of these matrices, leading to the following definition
of integral of f :X → Hn with respect to the matrix-valued measure ν:∫
X
f dν =
∫
X
(
dν
dμ
)1/2
f
(
dν
dμ
)1/2
dμ. (10)
Theorem 4.2 (Jensen’s inequality for matrix measures). Let (X,Σ) be a measurable space and
suppose that ν is a matrix-valued probability measure on (X,Σ). If J is an open interval such
that [α,β] ⊂ J , and if f :X → Hn is a measurable function for which σ(f (x)) ⊂ [α,β] for
every x ∈ X, then
ϑ
( ∫
X
f dν
)

∫
X
ϑ ◦ f dν (11)
for every operator convex function ϑ :J → R.
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n
Trace ◦ν :Σ → [0,1] and g = ( dν
dμ
)1/2
. Thus,∫
X
g2 dμ = 1 ∈ Hn. To verify that the spectrum of ∫
X
f dν is a subset of [α,β], note that, for
each x ∈ X and unit vector ξ ∈ Cn such that g(x)ξ = 0,
α 
∥∥g(x)ξ∥∥2〈f (x) 1‖g(x)ξ‖g(x)ξ, 1‖g(x)ξ‖g(x)ξ
〉
.
Thus,
α =
∫
X
α dμ
∫
X
〈
g(x)f (x)g(x)ξ, ξ
〉
dμ(x)
∫
X
∥∥f (x)∥∥∥∥g(x)ξ∥∥2 dμ(x)

∫
X
β
∥∥g(x)ξ∥∥2 dμ(x) = β.
This proves that σ(
∫
X
f dν) ⊂ [α,β]. Therefore, by Theorem 3.2,
ϑ
[ ∫
X
(
dν
dμ
)1/2
f
(
dν
dμ
)1/2
dμ
]

∫
X
ϑ
[(
dν
dμ
)1/2
f
(
dν
dμ
)1/2]
dμ,
which in the notation of the Radon–Nikodým theorem is precisely
ϑ
( ∫
X
f dν
)

∫
X
ϑ(gfg)dμ. (12)
Because∫
X
ϑ ◦ f dν =
∫
X
g(ϑ ◦ f )g dμ,
Jensen’s inequality (11) will be a consequence of (12) if one can prove∫
X
ϑ(gfg)dμ
∫
X
g(ϑ ◦ f )g dμ. (13)
To establish inequality (13), first note that if ξ ∈ Cn is of norm ‖ξ‖ = 1, then the function
Σ → [0,1] defined by E → 〈ν(E)ξ, ξ 〉 is a probability measure which is absolutely continu-
ous with respect to μ, since
〈
ν(E)ξ, ξ
〉= ∫
X
〈
g(x)2ξ, ξ
〉
dμ(x).
Therefore, the function x → 〈g(x)2ξ, ξ 〉 has range in the interval [0,1].
Now fix x ∈ X and write g(x)f (x)g(x) as
g(x)f (x)g(x) + (1 − g(x)2)1/20(1 − g(x)2)1/2,
which is a noncommutative convex combination of f (x) and 0 in Hn. Since 0 ∈ J , the discrete
Jensen inequality [4, Theorem 1.1] yields
ϑ
(
g(x)f (x)g(x)
)
 g(x)ϑ
(
f (x)
)
g(x) + a(1 − g(x)2),
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then by the additivity and positivity of the Bochner integral we conclude that∫
X
ϑ(gfg)dμ
∫
X
g(ϑ ◦ f )g dμ + a
∫
X
(
1 − g2)dμ = ∫
X
g(ϑ ◦ f )g dμ,
which proves inequality (13) under the assumption that 0 ∈ J .
For the general case, choose δ ∈ R so that 0 ∈ J + δ. Let J ′ = J + δ, α′ = γ (α),
and β ′ = γ (β), where γ :J ′ → J is the linear bijection defined by γ (s) = s − δ, s ∈ J ′. By
linearity of γ , the composition ϑ ◦ γ :J ′ → R is a operator convex function. Moreover, the func-
tion γ−1 ◦ f :X → Hn has the property that σ(γ−1 ◦ f (x)) ⊂ (α′, β ′) for every x ∈ X. Hence,
ϑ ◦ γ
( ∫
X
γ−1 ◦ f dν
)

∫
X
ϑ ◦ γ ◦ γ−1 ◦ f dν,
which is precisely inequality (11). 
5. Tracial Jensen inequalities
Theorem 1.1 of Hansen and Pedersen [4] and Theorems 3.2 and 4.2 are operator inequalities—
that is, they are inequalities with respect to the natural partial order on Hn. In this context the
convex function ϑ must necessarily be operator convex. However, it was noted many years ago
by Brown and Kosaki [2] that Jensen-type inequalities between real numbers could be obtained
if one composed the trace function on matrices with a convex function on an interval of R. This
point of view was recently investigated in detail by Hansen and Pedersen [5] and by Antezana,
Massey, and Stojanoff [1].
To connect such results with the subject of the present paper, consider the unital C∗-algebra
C(X) ⊗ Mn(C), where C(X) denotes the Abelian C∗-algebra of complex-valued continuous
functions on a compact Hausdorff space X and where Mn(C) is the C∗-algebra of n×n complex
matrices. Because of the Bochner integral with respect to a matrix-valued probability measure on
the Borel sets of X can be viewed as a unital positive linear map C(X) ⊗ Mn(C) → Mn(C), the
main result of [1] in this particular case gives the following conclusion: if ν is a matrix-valued
probability measure on the Borel sets of X, if f :X → Hn is continuous, and if σ((f (x)) ⊂
(α,β) for all x ∈ X, then
Trace
[
ϑ
( ∫
X
f dν
)]
 Trace
[ ∫
X
ϑ ◦ f dν
]
(14)
for every convex function ϑ on an open interval J that contains [α,β]. Another version of in-
equality (14) above can be found in [5, Corollary 3.1].
Acknowledgments
We express our thanks to the referees and to Michael Kozdron and Pedro Massey for their very useful comments on
the first draft of this paper.
References
[1] J. Antezana, P. Massey, D. Stojanoff, Jensen’s inequality and majorization, preprint, arXiv: math.FA/0411442, 2004.
D.R. Farenick, F. Zhou / J. Math. Anal. Appl. 327 (2007) 919–929 929[2] L.G. Brown, H. Kosaki, Jensen’s inequality in semi-finite von Neumann algebras, J. Operator Theory 23 (1990) 3–19.
[3] J.I. Fujii, M. Fujii, Jensen’s inequalities on any interval for operators, in: Nonlinear Analysis and Convex Analysis,
Yokohama Publishing, Yokohama, 2004, pp. 29–39.
[4] F. Hansen, G.K. Pedersen, Jensen’s operator inequality, Bull. London Math. Soc. 35 (2003) 553–564.
[5] F. Hansen, G.K. Pedersen, Jensen’s trace inequality in several variables, Int. J. Math. 6 (2003) 667–681.
[6] M.A. Rieffel, The Radon–Nikodým theorem for the Bochner integral, Trans. Amer. Math. Soc. 131 (1968) 466–487.
[7] J.B. Robertson, M. Rosenberg, The decomposition of matrix-valued measures, Michigan Math. J. 15 (1968) 353–368.
