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ABSTRACT
We demonstrate the equivalence of Virasoro constraints imposed on con-
tinuum limit of partition function of Hermitean 1-matrix model and the Ward
identities of Kontsevich’s model. Since the first model describes ordinary
d = 2 quantum gravity, while the second one is supposed to coincide with
Witten’s topological gravity, the result provides a strong implication that the
two models are indeed the same.
1
1 Introduction
From the early days of matrix models there is a belief that partition functions of two a
priori different models of 2d gravity should coincide. The first is the (square root of)
partition function
√
Zqg{Tn} of ordinary Polyakov’s 2d quantum gravity, described by the
continuum limit of Hermitean 1-matrix model [1] (and is known to be a τ -function of
KdV hierarchy [2]). The second partition function Ztg of Witten’s topological gravity [3]
is a priori defined as a kind of generating functional of intersection indices of divisors on
module spaces of Riemann surfaces with punctures.
Later it was discovered [4,5] that
√
Zqg{Tn} satisfies a set of Virasoro constraints:
Ln
√
Zqg{T} = 0, n ≥ −1 (1)
Ln =
∑
k≥δn+1,0
(k +
1
2
)Tk
∂
∂Tk+n
+
∑
a+b=n−1
a,b≥0
∂2
∂Ta∂Tb
+ δn+1,0 · T
2
0
16
+ δn,0 · 1
16
Eq. (1) can be deduced [6] as a continuum limit of Ward identities in discrete matrix
model, associated with the shift of integration variables [7]
X → X + ǫXp+1 (2)
in the integral over N ×N Hermitean matrix
Z
(d)
N {t} =
∫
DX exp−trV {X} (3)
V {X} =
∞∑
k=0
tkX
k
However, it may be more reasonable to take these Virasoro constraints for a straightfor-
ward definition of Zqg{T}, which does not refer to a sophisticated change of variables
{t} → {T} [6] and to discrete model (3) at all.
As for Ztg it was recently represented by M.Kontsevich [8] in terms of another matrix
model
2
Ztg = lim
sizeX→∞
Z
(d)
tg (4)
where
Z
(d)
tg =
1
C[M ]
∫
DX exp−tr{MX2 +X3} (5)
with
C[M ] =
∫
DX exp−tr{MX2} = det(M ⊗ I + I ⊗M)− 12 (6)
and X,M being (anti)Hermitean matrices.
It is a simple combinatorial result, that as soon as the size of X goes to infinity Z
(d)
tg
becomes dependent only on the variables 1
Tm =
32m+1
m+ 1
2
tr M−2m−1 − 4
3
√
3
δm,1 (7)
The explicit formulation of the original suggestion in these terms would be
Ztg{Tm} =
√
Zqg{Tn} (8)
which in particular implies the what is known as Witten’s suggestion, i.e. that Ztg{T}
is like
√
Zqg{T} a τ -function of KdV-hierarchy. A necessary condition for (8) to hold is
that Ztg{T} defined by (4-6) satisfies the same Virasoro constraints (1).
This is the statement which we are going to prove in the paper. Moreover we shall
prove the relation involving Z
(d)
tg (see eq.(16) below), i.e. valid for finite dimensional
matrices X , which implies the entire set of Virasoro constraints only as the size goes to
infinity.
This statement is equivalent to (8) modulo:
1We shall see the origin of δm,1 term and the
1
m+ 1
2
factor below. In these both aspects (7) is different
from Kontsevich’s definition of times variables. Though his choice is more appropriate for the study of
generating functional for intersection indices, (7) is better to stablish the correspondence with 1-matrix
model. In the other words, the generating functional of intersection indices appears to be a τ−function
only after appropriate rescaling of ”time”-variables.
3
(i) the assertions which have been made by Kontsevich in the derivation of (4-6) from
Penner’s formalism of fat graphs, and
(ii) the so far subtle problem of uniqueness of solutions to Virasoro constraints (1).
We know at least about two recent attempts to develop some similar (i.e. exploiting
Virasoro constraints) approach to the study of suggestion (8). One is due to E.Witten [9]
2. Another one is due to Yu.Makeenko and G.Semenoff [10] who investigated the relation
between tree level approximation to
√
Zqg and Ztg. Explicit relation between [10] and our
reasoning below deserves further investigation.
2 Main results
Since the Ward identities are a little obscure in Kontsevich’s presentation (4-6), we begin
with a slight reformulation of his model.
After a shift of integration variable X → X − M
3
and the redefinition M2 = 3Λ, we
obtain
F{Λ} ≡
∫
DX exp(−trX3 + trΛX) = C[
√
Λ] exp(
2
3
√
3
trΛ3/2)Z
(d)
tg (9)
with
C[
√
Λ] = det(
√
Λ⊗ I + I ⊗
√
Λ)−
1
2 (10)
The functional F{Λ} can be considered as a kind of matrix-Fourier transform of
exponential cubic potential trX3. It satisfies obvious Ward identities, associated with a
shifts of integration variables
X → X + ǫp (11)
namely
tr(ǫp
∂2
∂Λ2tr
− 1
3
ǫpΛ)F{Λ} = 0 (12)
2We were informed about this talk by prof. I.Singer, but unfortunately we do not know what exactly
has been done.
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Here ǫp stands for any X-independent matrix, and Λtr denotes transponent matrix. There
is as many as N2 different choices of ǫp (N being the size of X matrix). Though the
concrete choice of ǫp should not be essential, we shall assume it to be a function of Λ,
e.g. ǫp = Λ
p (with integer or half integer p , again it is not essential). In principle,
there is nothing to forbid consideration of X-dependent ǫ′ps, for example ǫp = X
p+1 (as
implied by [7]). This case was investigated to some extent in [10], but it leads to much
more complicated Ward identities than (12) (because the integration measure is no longer
invariant, and, what is more important, the cubic form of potential is not preserved).
Clearly, the complete basis ǫp = X
p+1 is somehow related to the basis ǫp = Λ
p and after
all the Ward identities should be essentially the same (indeed, they were interpreted in
[10] as Virasoro constraints), but it is not so simple to prove 3.
Let us return to our Ward identities (12). Substitute in (12) the functional F in the
form, inspired by (9)
F{Λ} = C[
√
Λ] exp(
2
3
√
3
trΛ3/2)Z{Tm} (13)
with
Tm =
1
m+ 1
2
trΛ−m−
1
2 − 4
3
√
3
δm,1 (14)
Our main statement (to be proved in sect.3 below) is that after the substitution of (13)
into (12) it turns into
∑
n≥−1
tr(ǫpΛ
−n−2)LnZ = 0 (15)
The identity
1
F tr(ǫp
∂2
∂Λ2tr
− 1
3
ǫpΛ)F = 1
Z
∑
n≥−1
LnZ tr(ǫpΛ−n−2) (16)
is valid for any size of the matrix Λ, but only in the limit of infinitely large Λ :
3In fact, in actual derivating in ref.10 some other ”master equations” are used (but not derived)
instead of these Virasoro constraints. Master equation (eq.(3.1) in ref.10) is certainly nothing but our
Ward identity (12) with (ǫ)ij = δpiδpj (p = 1 . . .N) in the basis, where Λ is diagonal (comp. with (20)
below).
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(i) it is reasonable to substitute Z
(d)
tg in (9) by Ztg, which depends only on trΛ
−q with
half-integer q′s;
(ii) the Tm’s in (14) are really independent variables;
(iii) all the quantities
tr(ǫpΛ
−n−2) (17)
(e.g. trΛp−n−2) become algebraically independent, so that eq. (15) implies that
LnZtg{T} = 0, n ≥ −1 (18)
This concludes our derivation of Virasoro constraints for Ztg{T} defined as continuum
limit of Kontsevich’s partition function.
Note that the fact that operators Ln in (15) contain only second T -derivatives, is a
direct consequence of that only double Λ-derivatives arise in the l.h.s. and thus of the
cubic nature of potential trX3 in Kontsevich’s model. It is very interesting (in particular,
from the point of view of multimatrix and Potts models) to study the matrix-Fourier
transform of potentials like trXK+1 for any degree K + 1. Amusingly enough, the corre-
sponding Ward identities being transformed to the form of (15) contain operators similar
to the higher-spin operators of the WK-algebra instead of the Virasoro generators Ln.
This should be somehow related to the recent suggestion of E.Gava and K.Narain [11],
namely that the Ward identities in continuum limit of 2-matrix model acquire the form
of WK-algebra constraints if one of potentials is of degree K. For a more close relation
between [11] and the Ward identity (12) see [12].
3 The proof of the main result
3.1 An important relation
First, let us point out that F{Λ} defined by (13) which we have to differentiate to prove
(16) depends only upon the eigenvalues {λk} of the matrix Λ. Therefore, it is natural to
6
consider eq.(16) at the diagonal point Λij = 0, i 6= j. The only “non-diagonal” piece of
(16) which survives at this point is proportional to
∂2λk
∂Λij∂Λji
∣∣∣∣∣
Λmn=0, m6=n
=
δki − δkj
λi − λj for i 6= j. (19)
Eq.(19) is nothing but a familiar formula for the second order correction to Hamiltonian
eigenvalues in ordinary quantum-mechanical perturbation theory. It can be easily derived
from the variation of determinant formula:
δlog(det Λ) = tr
1
Λ
δΛ− 1
2
tr(
1
Λ
δΛ
1
Λ
δΛ) + . . . .
For diagonal Λij = λiδij , but, generically, non-diagonal δΛij, this equation gives
∑
k
δλk
λk
= −1
2
∑
i 6=j
δΛijδΛji
λiλj
=
1
2
∑
i 6=j
(
1
λi
− 1
λj
)
δΛijδΛji
λi − λj + . . . ,
which proves (19).
If applied to a function F{Λ} depending only on eigenvalues of Λ, eq.(19) implies that:
(
∂2
∂Λ2
)
ii
F {Λ}|Λmn=0, m6=n =
∑
j
∂2F{Λ}
∂Λij∂Λji
|Λmn=0, m6=n =
=
∑
j
∂F /∂λi − ∂F /∂λj
λi − λj (20)
(note that the item j = i is not omitted from the sum).
The general formula for matrix derivative of such functional at diagonal point is:
(
∂n+1
∂Λn+1
)
ii
F {Λ}|Λmn=0, m6=n =
=
∑
j1...jn
∑
over permutations
[i,j1...jn]
∂F /∂λi
(λ1 − λj1) . . . (λi − λjk)
. (21)
3.2 Simplified example
In order to illustrate the idea, we shall begin now with a simpler calculation which is (i)
much more transparent that actual derivation of (16), and (ii) can be also of interest from
7
the point of view of relation between discrete and continuum matrix models. Namely, let
us derive the formula for the action of tr{ǫp∂2/∂Λ2} on a function Z(d){tk}, tk = 1k tr 1Λk ,
t0 = −tr{logΛ} (in variance with (14) the integer powers of Λ are involved). Then (using
(19))
tr
(
ǫp
∂2
∂Λ2tr
)
Z(t) =
∑
k,l≥0
∂2Z
∂tk∂tl
tr
(
ǫpΛ
−k−l−2
)
+
∑
n≥0
∂Z
∂tn
tr
(
ǫp
∂2tn
∂Λ2tr
)
=
=
∑
n≥−1
LnZ tr
(
ǫpΛ
−n−2
)
(22)
with
Ln =
∑
k≥1
ktk
∂
∂tk+n
+
∑
a+b=n
a,b≥0
∂2
∂ta∂tb
. (23)
Remarkably enough, the operators (23) are exactly the Virasoro operators annihilating
partition function (3) of discrete matrix model. In these models also the t0-dependence
of Z(d) is fixed:
∂
∂t0
Z(d) = −NZ(d).
This corresponds to extracting the factor e−Nt0 = (detΛ)−N from Z(d). This factor should
be compared with
C(
√
Λ) = [det(
√
Λ⊗ I + I ⊗
√
Λ)]−1/2
in the continuum case. Note that while C(M) = [det(M⊗I+I⊗M)]−1/2 is a normalization
factor for Gaussian measure dX exp{−tr(MX2)}, in the discrete case we have
(detΛ)−N = det−1/2MN = det−1/2(
√
M ⊗
√
M). (24)
This represents a normalization factor for slightly different Gaussian measure , that is,
dX exp{−tr(√MX√MX)}.
The derivation in this subsection is not of immediate use, since (i) we did not find
anything like Ward identity
8
tr
(
ǫp
∂2
∂Λ2tr
)
Z(t) = 0, (25)
and (ii) in the case of finite size N of the matrices there is no way to distinguish particular
terms in the sum over n in (22) (the quantities tr{ǫpΛ−n−2} are algebraically dependent).
Still it is an amusing reformulation of discrete Virasoro constraints, especially because it
is somewhat generalizable:
trǫp
(
∂n
∂Λntr
)
Z(d){t} = ∑
n≥1−K
W˜ (K)n Z
(d){t} tr
(
ǫpΛ
−K−n
)
(26)
is similarly represented as a sum of harmonics of the (discrete-model) W˜ (K)-operators,
W˜ (K)n =
∑
k1,...,kK−1
k1tk1 ...kK−1tkK−1
∂
∂tk1+...+kK−1+n
+ . . .+
+
∑
a1+...+aK=N
∂K
∂ta1 ...∂taK
. (27)
Tilde over W˜ stands to emphisize that the relative coefficients in the sum (27) do not
coinside with the conventional definition of W (K)-operators of W -algebra. While (16) —
the continuum-model analogue of (22) — will be explicitely derived in s.3.3. below, the
analogue of (27), which hopefully exists as well, deserves more efforts to be worked out.
3.3 Derivation of eq.(16)
Now we shall turn directly to the proof of (16). Since ǫp is assumed to be a function of Λ,
it can be, in fact, treated as a function of eigenvalues λi. After that, (16) can be rewritten
in the following way:
e
− 2
3
√
3
trΛ3/2
C(
√
Λ)Z{T}
[
tr ǫp{ ∂
2
∂Λ2
− 1
3
Λ}
]
C(
√
Λ)e
2
3
√
3
trΛ3/2
Z{T} = (28)
=
1
Z
∑
a,b≥0
∂2Z
∂Ta∂Tb
∑
i
ǫp(λi)
∂Ta
∂λi
· ∂Tb
∂λi
+ (29)
+
1
Z
∑
n≥0
∂Z
∂Tn

∑
i,j
ǫp(λi)
∂2Tn
∂Λij∂Λji
+ 2
∑
i
ǫp(λi)
∂Tn
∂λi
∂logC
∂λi
+
9
+2
∑
i
ǫp(λi)
∂Tn
∂λi
(
2
3
√
3
)
∂
∂λi
trΛ3/2 ] + (30)
+

∑
i
ǫp(λi)
(
∂
∂λi
{
2
3
√
3
}
trΛ3/2
)2
− 1
3
∑
i
λiǫp(λi)+ (31)
+
∑
i,j
ǫp(λi)
(
∂2
∂Λij∂Λji
{
2
3
√
3
}
trΛ3/2
)
+ (32)
+ 2
∑
i
ǫp(λi)
{
2
3
√
3
}
∂trΛ3/2
∂λi
∂logC
∂λi
+ (33)
+
1
C
∑
i,j
ǫp(λi)
∂2C
∂Λij∂Λji
] (34)
with trΛ3/2 =
∑
k λ
3/2
k and
C =
∏
i,j
(
√
λi +
√
λj)
−1/2. (35)
First, since
∂Tn
∂λi
= −λ−n−3/2i (36)
it is easy to notice that the term with the second derivatives (29) can be immediately
written in the desired form:
(29) =
∑
n≥−1
∑
i
ǫp(λi)λ
−n−2
i
∑
a+b=n−1
∂2Z
∂Ta∂Tb
=
=
∑
n≥−1
tr{ǫp(λi)Λ−n−2}
∑
a+b=n−1
∂2Z
∂Ta∂Tb
. (37)
For the first-derivative terms with the help of (35),
∂logC
∂λi
= − 1
2
√
λi
∑
j
1√
λi +
√
λj
(38)
∂
∂λi
trΛ3/2 =
3
2
√
λi (39)
and
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∂2Tn
∂Λij∂Λji
=
∑
k
∂2λk
∂Λij∂Λji
∂Tn
∂λk
+
∂2Tn
∂λ2i
δij . (40)
Then we have
1
Z
∑
n≥0
∂Z
∂Tn

∑
i,j

ǫp(λi)λ
n−3/2
i λ
n−3/2
j√
λi +
√
λj
+
∑
a+b=2(n+1)
(
√
λi)
a(
√
λj)
b+
+λ−n−2i
1√
λi +
√
λj
} − 2√
3
∑
i
ǫp(λi)λ
−n−1
i ] =
=
1
Z
∑
n≥0
∂Z
∂Tn

∑
i,j
n−1∑
a=0
ǫp(λi)λ
−n−2+a
i λ
−a−1/2
j −
∑
i
2
2
√
3
ǫp(λi)λ
−n−1
i

 =
=
1
Z
∑
n≥−1
∑
i
ǫp(λi)λ
−n−2
i
∑
k≥δn+1,0

∑
j
λ
−k−1/2
j −
2√
3
δk,1

 ∂Z
∂Tn+k
] =
=
1
Z
∑
n≥−1
tr(ǫpΛ
−n−2)
∑
k≥δn+1,0
(k +
1
2
)Tk
∂Z
∂Tn+k
, (41)
where
Tk =
1
k + 1/2
trΛ−k−1/2 − 4
3
√
3
δk,1.
The remaining part contains terms proportional to Z itself which need a bit more care.
First, it is easy to notice that two items in (31) just cancell each other, so the (31) gives
no contribution to the final result. For (32) we have
2
3
√
3

∑
i
ǫp(λi)
∂2trΛ3/2
∂λ2i
+
∑
i,j
ǫp(λi)
∂trΛ3/2
∂λk
∂2λk
∂Λij∂Λji

 . (42)
Using (39) and (19) it can be transformed into
1√
3

1
2
∑
i
ǫp(λi)λ
−1/2
i +
∑
i 6=j
ǫp(λi)
√
λi −
√
λj
λi − λj

 =
=
1√
3
∑
i,j
ǫp(λi)
1√
λi +
√
λj
(43)
and this cancells (33) (using (38), (39)). Thus, the only contribution is (34), which gives
11
1C
∂2C
∂Λij∂Λji
=
∑
k
∂2λk
∂Λij∂Λji
∂logC
∂λk
+
1
C
∂2C
∂λ2i
δij =
=
∑
k
1
2(λi − λj)
[
1√
λj(
√
λj +
√
λk)
− 1√
λi(
√
λi +
√
λk)
]
(1− δij) +
+ δij

∂2logC
∂λ2i
+
(
∂logC
∂λi
)2 . (44)
Now, using (19′) and (38) we obtain for (34):
{
1
16
∑
i
ǫp(λi)λ
−2
i +
+
1
4
∑
i,j
ǫp(λi)λ
−1
i
(
1√
λi(
√
λi +
√
λj)
+
1
(
√
λi +
√
λj)2
)
+
+
1
4
∑
i,j,k
ǫp(λi)λ
−1
i
1 1
(
√
λi +
√
λj)(
√
λi +
√
λk)
+
+
1
2
∑
i 6=j,k
ǫp(λi)
λi − λj
[
1√
λj(
√
λj +
√
λk)
− 1√
λi(
√
λi +
√
λk)
]
} =
=
5
16
∑
i
ǫp(λi)λ
−2
i +
∑
i 6=j
(
1
4
ǫp(λi)λ
−1
i λ
−1
j +
1
2
ǫp(λi)λ
−3/2
i λ
−3/2
j
)
+
+
∑
i 6=j 6=k
ǫp(λi)
(
1
4λi(
√
λi +
√
λj)(
√
λi +
√
λk)
+
+
1
2(λi − λj)
[
1√
λj(
√
λj +
√
λk)
− 1√
λj(
√
λi +
√
λk)
])
=
=
5
16
∑
i
ǫp(λi)λ
−2
i +
∑
i 6=j
(
1
4
ǫp(λi)λ
−1
i λ
−1
j +
1
2
ǫp(λi)λ
−3/2
i λ
−3/2
j
)
+
+
1
4
∑
i 6=j 6=k
ǫ(λ)λ−1i λ
−1/2
j λ
−1/2
k . (45)
In the last equality we used the fact that
∑
j 6=k
1
(λi − λj)
[
1√
λj(
√
λj +
√
λk)
− 1√
λj(
√
λi +
√
λk)
]
= (46)
=
1
4
∑
j 6=k
{
1
(λi − λj)
[
1√
λj(
√
λj +
√
λk)
− 1√
λj(
√
λi +
√
λk)
]
+
+ (j ←→ k)} .
Finally, (45) can be rewritten as
12
116
∑
i
ǫp(λi)λ
−2
i +
1
4
∑
i
ǫp(λi)λ
−1
i
∑
j,k
λ
−1/2
j λ
−1/2
k =
=
∑
n
(∑
i
ǫp(λi)λ
−n−2
i
)

1
16
δn,−1

2∑
j
λ
−1/2
j


2
+
1
16
δn,0

 . (47)
Now taking together (37), (41) and (47) we obtain our main result:
e
− 2
3
√
3
trΛ3/2
C(
√
Λ)Z{T}
[
tr ǫp{ ∂
2
∂Λ2
− 1
3
Λ}
]
C(
√
Λ)e
2
3
√
3
trΛ3/2
Z{T} =
=
1
Z
∑
n≥−1
tr(ǫpΛ
−n−2)


∑
k≥δn+1,0
(k + 1/2)Tk
∂
∂Tk
+
∑
a+b=n−1
a≥0,b≥0
∂2
∂Ta∂Tb
+
+
1
16
δn,0 +
1
16
δn+1,0T
2
0 }Z(T ) = 0. (48)
This completes the derivation.
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