Abstract. For a homogeneous integral-functional equation containing a parameter, we show existence and uniqueness of a compactly supported solution with given value for its integral. The solution is infinitely often differentiable, symmetric with respect to the point , monotonous at both sides of , and satisfies further functional equations. The Fourier series of the periodic continuation is determined. We also investigate spectral properties of the integral equation and find surprising connections between the Laplace transform of the eigenfunction and the eigenfunctions of the adjoint equation, and also directly between different eigenfunctions both in the compact and in the non-compact case. 
Existence and uniqueness
We begin with the basic existence theorem.
Theorem 1.1. For each a > 1, equation (1) has a unique compactly supported solution q, which fulfills condition (2).
Proof. First , we assume that (1) has an integrable solution with a support contained in [0, 1] . By (finite) Laplace transform of (1) Remark. In the case of a = 3, G. Wirsching has shown in [8] that the operator L is contractive on the convex space of functions from L'[0, 1] satisfying (2) . The proof can be transferred to the case 2 < a, but not to the case 1 < a < 2. For the case a = 2, W. Volk has shown in [7] that the operator L is contractive on a certain subspace from C 1 [0, 1] equipped with the norm 11111 := a IIfII +/31IDfII, where 0< a </3.
Laplace transform and convolution
As a finite Laplace transform, 4 is in fact an entire function. The analytic continuation to the left half plane can also be seen from the formula D(p) = e" (-p) , (2.1) which follows from (1. with z = p/(ba') and (2.2). For a -1, representation (2.3) implies that 4)(p) -* which is the Laplace transform of the distribution 8(t -1/2).
From (2.3) with p = ix, we obtain 4)(ix) = e -12--P(x) , (2.4) where P(x) = sin(x) . E n=I For the next results in this section, it is useful to denote the solution of (1), (2) by (i, a), and its Laplace transform by 4)(p, a). (2.8) where o= 1+1/a, 9= l+a.
Proposition 2.1. The solution 0(t, a) has the convolution property
Proof. We separate the factors in (1.2) in those with only even k and those with only odd k, so that we obtain
In view of b = a/(a -1) and aa 2 /(a2 -1) = b, /3a2 /(a2 -1) = ab, the foregoing equation can be written as where a, = a v (1 -a")/(a-1)for ii = 1,...,ri and n EN.
Though we are actually only interested in the case a > 1, the power series (2.7) is also convergent in the case of 0 a 1 for II < 27r/(1 -a). From (2.7), we get where B n are the Bernoulli numbers (cf. (2.6)). Let us mention that (2.13), for a -' 0, turns over into a nonlinear recursion formula for the Bernoulli numbers.
For a > 1, the coefficients of the expansion (2.12) possess the representation (2.15) i.e. (-1)'p(a) are the n-th moments of the solution 0 of (1), (2) (cf. [1: p. 87]). In view of (2.14) and the original functions of (2.11) (t, 1) = S(t -1/2) as well as = 1 for 0 < t < 1 and (t,) = 0 elsewhere, the formula (2.15) is also true both for a = 1 and for a = oc.
Considering (t, a) as probability density, the corresponding random variable has the expected value 1/2 and the variance (a -1)/(12(a + 1)).
Without proof, we mention that for a > 1 the n-th moments (-1)p(a) satisfy the estimate (-l)p(a) 2 n+1 so that in case of a ? 1 the power series (2.12) converges in fact for all p E C.
Approximations
The solution of (1), (2), a > 1, carl also be obtained by means of iteration. 
i.e. the houndedness of the sequence. The inequality
shows the equicoiitinuity. Hence, we can select a subsequence fk(n) which is uniformly convergent to a non-negative function f. Remark. The condition fo ^! 0 is not necessary. Namely, if fo is an arbitrary L-integrable function on [0, 1] with fo(t) = 0 for t (0, 1), then we can introduce a sequence g by go = Ifol and g n = Lgn_ i , so that Ifn(t)I < g,(t), and the case is actually reduced to the foregoing one with some further modifications.
Symmetry and Monotony
We know that the solution c of (1), a > 1, is differentiable so that it also satisfies the functional-differential equation
Proposition 4.1. The solution qf of (1), (2) has the property 4(
is symmetric (with respect to 1/2).
Proof. It is easy to check that if a function f has the property f(t) = f(1 -t), then g = Lf has this property too. Thus, choosing fo symmetric, this property transfers to all iterates f, = Lf_ 1 and also to the limit function 0 I
Remark. Note that the symmetry of 0 is also a consequence of (2.1).
Proposition 4.2.
In case of 1 < a < 2, the solution 0 of (1), (2) is strongly increasing in (0, 1/2).
Proof. Let 1 <a <2. At first, we show that (t) is not decreasing for 0 < i < 1/2.
We choose Jo from Proposition 3.1 symmetric with respect to 1/2, continuous and strongly increasing in (0,1/2). Then the iterates f, (ri > 1) are also symmetric and differentiable, and we show by induction that they are also strongly increasing in (0,1/2).
By differentiation of f+i = L fn, we get
Since f is strongly increasing in (0,1/2) and fn(t) = 0 for t < 0, it follows
. Since ac > ac -a+ 1, it follows in view of fn(1 _t) fn(t) that 1-ac = ac -a+ 1 and therefore c = 1/2. This means that f, 1 (t) > 0 for t E (0, 1/2). As ri -, we obtain (t) ^! 0, so that c(t) is not decreasing for these t.
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Next, we show that (t) is strongly positive for t E (0, 1). Assume that (t) = 0 for 0 < t <e where E is maximal. From (1) it follows that also 0(t) = 0 for t ae and thus = 0 in view of a > 1. The monotony of 0 implies (t) > 0 for t e (0, 1/21, and the symmetry transfers this property to the whole interval (0,1). Now, we are able to show that 0 is strongly increasing in (0,1/2). In view of (4.1), we have cb'(t) = ab(at) > 0 for 0 < t < 1 -1/a, and in view of the symmetry, we have ' ( (1), (2) has the following properties:
Proof. Let a > 2. In case of t < 1/a, we have at -a + 1 0. Hence, (4.1) implies that 4Y(t) = abd(at) 2 0, and (t) is not decreasing for these t. Analogously to the foregoing proof it follows that (t) is strongly positive for 0 < t < 1. For 0 < t < 1/a, we have 0 < at < 1 and at -a + 1 < 0. hence, (4.1) implies (t) > 0 for these I.
On the other side, for 1/a < t < 1 -1/a, we have at -a + 1 < 0 and at 2 1, hence 4, = L4,, 4,(7) = 0 for r (0,1) and (2) imply for these t that 4,(t) = bf0' çb(T)dr = b and the assertion is proved I
Fourier expansions
For the Laplace transform 4 of the solution 4, of (1), (2), a > 1, we have in case of P = ix
Comparision with (2.4) and separation in real and imaginary part yields
f where P is given by (2.5). These formulas can be used to expand 0 in a Fourier series. For this reason, let f be the 1-periodic function with f(t) = (t) for 0 t 1. In view of Proposition 4.1, the function f is an even one and has the Fourier series f(t) = 1 + CO E a n cos (nt) where in view of (5.1)
i.e. a2_I = 0 and a2fl = 2(-1)P(2nir) for all n > 1. Hence,
f(t) = 1 +2(-1)P(2n)cos(2nt). (5.3)
The foregoing way to calculate the Fourier coefficients is simpler than the usual one via the theorem of residues (cf. The last results in this section are only valid in the case of a = 2, where the foregoing formula simplifies to 00 .
Consequently, P(4rm7r) = 0 and therefore also a4 = 0 (cf. (5.2) ). Hence, the Fourier series (5.3) simplifies to
Calculations by means of a computer yield for the following first coefficients: a2 = -1.10754255179 a6 = 0.09240459827 Since the sign from sin(irx) is equal to (_i)k for x E (k,k + 1), it follows from (5.5) that the sign E4n_2 of a40
Assume that 2n -1 has the dyadic representation 2n - 
which matches to the asymptotic considerations in Section 9.
Spectral properties
Generalizing (1) Proof. Assume that 0 is a solution of (6.2) with A 54 0. Then is differentiable.
From (6.2), we find by differentiation
i.e. ,/)l is a solution of (6.2) with eigenvalue parameter aA instead of A. It follows that n E N, is a solution of (6.2) with eigenvalue parameter a n A. 
from which we obtain by comparison of the coefficients of r' that A = , i.e; at most A = 1/(ba') can be an eigenvalue of (6.2). With this value for A, we obtain once more by comparison of coefficients recursively 
Writing n -= v and solving this equations with respect to r(a), we immediately obtain (6.4). Of course, all steps can be done in the opposite direction, so that A = 1/(ba) is in fact an cigenvalue of (6.2) with the eigenfunction (6.3), (6.4) . This eigenvalue is simple, since all coefficients of On are uniquely determined. The statement with respect to A = 0 is obvious, so that the proposition is proved I Since (6.1) is the adjoint equation of (6.2), the Fredhoim theory implies that equation (6.1) also possesses exactly the simple non-zero eigenvalues A = 1/(a'2 b), n e N0 , but A = 0 is riot an eigenvalue of (6.1). From (1), we find by differentiation 
Equation (6.2) has also in case of T E IR only the eigenvalues A = 1/(ab)
with ii E N0 , since the proof of Proposition 6.1 can be transferred to the case K = max on [-M, M] with an arbitrary M > 1. This implies that the assertion of Proposition 6.2 is also true for arbitrary real r, and the polynomials (6.3) as well as periodic functions with period 1 -1/a are also corresponding eigenfunctions of (6.2) in this case.
However, if we admit also solutions of (6.1) with non-compact support, then there appear further eigenvalues, which are unbounded, i.e. then the corresponding operator cannot be compact, and the Frcdholm alternative cannot be applied. In order to show this, it is useful to denote the polynomials (6.3) by (r, a) and to introduce functions n E No, defined by Oo = from (1), (2) and = I q5,, (7-) dT (6.7) for n * > 0. Proposition 
Equation (6.1) with a > 1 has besides 1/(a' 2 b) also the eigenvalues A.. fl _ 1 = a 1 /b,n E N0 , with corresponding cigenfunctions i,b(t, 1/a) and +1(t), if we admit that the solutions have non-compact support.
Proof. In the proof of Proposition 6.2, we never have used explicitely the assumption a > 1. Hence, the polynomials 0,(7, a) (ri e N0 ) are also solutions of (6.2) with A = 1/(ba") in case of 0 < a < 1, if r is not restricted to [0, 1] . This means with the substitution a = 1/a for a > 1 that Later on in Section 9 we shall see that equation (6.1) with t E R and a > 1 has even all non-negative numbers A as multiple eigenvalues. Analogously as in Proposition 6.4, we can conclude by means of the substitution a = 1/a that problem (1), (2) with T E [0, 11 is unsolvable for 0 < a < 1.
Connections between eigenfunctions
The next proposition shows a surprising connection between the eigenfurictions 0. of (6.2) and the Laplace transform of the solution 0 of (1), (2) 1 i.e. of the elgenfunction of (6.1) with A = 11b and a > 1. The result, however, is also valid for 0 < a < 1 and all z E C. Hence, in view of g(0) = 1, (1.2) and (2.1), we obtain the equation
n=O which implies also the convergence of (7. .12) and (7.1), we find in view of (2.10) and b(0, a) = r(a) the relation r(a) = p (i), (7.2) so that according to the first coefficients p(a) (cf. Section 2) we obtain for the eigenfunctions O n ( r ) = a) of (6.2) the representations
In particular, equation (7.1) implies in view of (2.11) that
where B n are the Bernoulli polynomials. Moreover, the special values (2.14) and also the recursion formula (2.13) can easily be transferred by means of (7.2).
The expansion (7.1) implies some properties of the eigenfunctions , resp. of the coefficients r(a) = (0), which are generalizations of well known properties of Bernoulli polynomials, resp. Bernoulli numbers. 
(iii) j(m)()(T)dT = ( _ 1) m m! m,n (m,n eN0).
Proof. Property (i) is a general one for Appell polynomials. According to (2.1), we have the equation g (1 -t, z) = g(t, -z) , which in view of (7.1) yields the symmetry property (ii). For m 54 n, the functions (m)(T) and ,b(r) are orthogonal, since they are eigenfunctioris of adjoint equations to different eigenvalues. Now, let be m = n. Obviously, (iii) is clear for n = 0 in view of (2) Remarks. 1. We can easily check directly that is also an eigenfunction of (6.2) with A = 11(a''b). Since we know that all eigenvalues are simple, it follows that = k,,Ji,_ 1 with a certain constant k. Now = n! implies Ic,, = n. 2. Since b,,(i -T) is also an eigenfunction of (6.2) with the simple eigenvalue A = 1/(a m b), it follows that n(i -r) = cn'cbn(r) with c,, = 1, and therefore c, = 1 or -1. 3. Note that the properties (i) and (ii) are also valid for the polynomials t,b(t, 1/a), a>1.
4. Of course, also the periodic eigenfunctions of (6.2) with respect to the eigenvalue 0 are orthogonal to the eigenfunctions of (6.1).
Formula (6.3) with T = 1 implies the relation
which can be used to check the already calculated r,,(a). The last relation means that the functions r,(a) are linearly dependent where more precisely n (n) (2-T2fl1(1) = 0 (n> 1). \v \. n, From (2.9), we can derive an addition theorem, namely n mn\ 
Polynomial relations
By means of certain relations between eigenfunctions, we can derive some polynomial relations for the solution 0 of the initial problem (1), (2). 2 (a -i) (a t,a) Proof. The first equation in (8.1) can easily be proved by induction, since it is an identity for n = 0, and the induction step can be performed by means of (6.6) and
The second equation follows from cb,, (t) = 0 for t > 1, so that çb for these t is a polynomial of degree at most n -1. This polynomial remains an eigenfunction of (6.1) to the eigenvalue a"/b also under the restriction t > 1, i.e. in view of (6.7)
On( t ) = knbn i (t, 1/a) since, as in the proof of Proposition 6.2, polynomials which are eigenfunctions of (6.1) are uniquely determined up to a constant factor. The factor is fixed by
The two representations of On in (8.1) imply the
Corollary. For a > 2, the solution of (1), (2) has the representation
with n E N.
For n = 1, we know this already from Proposition 4.31(u) in view of o(t) = 1. In case of a > 2 1 it can be shown by means of (8.2) and
that 0 is a polynomial of degree n in all 2" intervals which can be attained from (, 1-by n applications of the mappings in an arbitrary order, n E N0 . The union of these intervals is an open Cantor set of Lebesgue measure 1. For a = 3, the last results are well-known from [8] .
As generalization of the second representation in (8.1), we have (8.4) for all t e R.
Proof. First, we prove (8.4) for 0 < t < 1 by induction. For n = 1 the equation is true in view of (6.7) and the symmetry property (t) = (1 -t) as well as (2) and = 1. According to (6.8) and Proposition 7.2/(i), we find by integration of (8. Corollary. For a > 3/2, the solution 0 of (1), (2) has the property Corollary. For a > 1, the solution 0 of (1), (2) satisfies the polynomial relation
For n = 1, we find in view of io(t) = 1 that the solution 0 of (1), (2) with arbitrary a> 1 satisfies the equation (8.8) for all real t, which for 1/a < t 1 follows directly from (8.7). Equation (8.8) can be used to check the orthogonality property mentioned in Remark 4 of the previous section.
The last results in this section concern some special properties of the polynomials 0,(t, 1/a) with a> 1. (8.9) with the solution 0 of (1), (2 According to 1) (t -1/2)" and çti(T, 1) = (T -1/2), formula (8.9) is true also for a = 1, but not the assertion concerning the divergence for n -+00. For t = 0, formula (8.9) reduced to (2.15).
The truncated equation
It is useful to compare the solutions of the differentiated equation (6.1)
,\ '(t) = a((at) -ct(at -a + 1)) (9.1) with the solutions of the truncated equation
We look for solutions with supp C [0,00), which possess a Laplace transform G. Transformation of (9.2) yields ApG(p) = G() with the general solution
and where Q is an arbitrary 1-periodic function. It can easily be seen that C0 is a Laplace transform with the original function C+zOO = exp(pt -131n2 p)p°dp, (9.5) c> 0, g(t) = 0 for t .0, and that further solutions of (9.2) for t 0 are
with an arbitrary (and for simplicity) continuous function P(t) = P(t + 1).
Next, we want to study the asymptotic behaviour of go(t) for t -+0. we choose x = -(213/t) in t, so that In x '--In t for t -* +0 and therefore f"(x) t2 /(-20 In t). Hence, the condition and ',/7) t/-/-2J3 -In t, we obtain (9.6) after elementary calculations I It can directly be checked that the right-hand side of (9.6) satisfies equation (9.2) asymptotically for t -* +0.
The results about the solutions of (9.2) can be used to obtain new informations concerning the solutions of (9.1). It is clear that all solutions of (9.2) with g(t) = 0 for t 0 are C°°-functions, they satisfy g((0) = 0 for all n E No, and they satisfy also (9.1) for t 1 -1/a. Obviously, all these solutions of (9.2) can be continued to solutions of (9.1), defining (t) = g(t) for t < a -1 and (t) = (t -a + 1) + for t > a -1. Since all these solutions are also solutions of (6.1) and in -case of A 0 also all (a -1)-periodic integrable functions with average zero, we have proved the Finally, we return to equations (1), (2) and the Laplace transform (1.2) of the solution. This corresponds to the special case A = 11b in (9.1), so that a = 1/2 -(ln(a -1))/a in (9.4). Since G from (9:3) with A = 11b in (9.4) is the general solution of G(p) =. , G(ap), the general solution of (9.8) reads (9.7), if we do not specify Q. Hence, also (1.2) has the form (9.7) with a special 1-periodic function Q in (9.3) which can be represented as converge to (t) for every fixed t after finitely many steps.
For Rp -* co with I argp 9 < we find from (9.7) that c(p) G(p) with (93). Hence, we expect that 0 has an asymptotic behavior as go in (9.6) up to a factor which is both bounded and bounded away from zero.
