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Abstract. Compressible and near-incompressible solvers, together with particle update
techniques and chemistry packages are combined in order to compute complex multiphase
flows that include dropletization, vaporization and subsquent combustion.
1 INTRODUCTION
Consider the following situation: a high explosive charge is surrounded by a liquid in
gas. The explosive is detonated, expanding the liquid, which then breaks up into streaks
and blobs. Due to shear, these blobs then break up into droplets. The droplets also
vaporize in the surrounding gas. A secondary shock impacting this mass of droplets and
vapours may then lead to ignition and combustion. Some of the original liquid mass may
remain as a liquid (e.g. on the ground or walls), leading to pool fires once combustion
has started.
The simulation of multiphase flows combining gaseous and liquid states has received
considerable attention over the last 30 years [15, 34, 36, 33, 25, 35]. Multiphase flow
simulations of this type entail a number of complications as compared to single phase
flows:
- The equations of state for the liquid phase tend to be complex (e.g. caviation may
be present), leading to difficulties with exact or approximate Godunov solvers;
- The speed of sound in the liquid phase is much higher, requiring smaller timesteps
and lengthier runs.
- The liquid may break up into droplets that evaporate and mix with the gas phase.
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A number of methods have been developed in order to combine gas (compressible) and
liquid (near-incompressible) solvers in a single run. The ghost method [9, 8] is a typical
method. With the maturity of single phase flow codes, a pressing question has been
how to combine gas and liquid flow models in a single run. The approach taken here
was to use different flow models (and CFD codes), and to couple both via the immersed
body method. In the gas region the velocities of the liquid are imposed wherever liquid
is present. For the liquid region the pressures of the gas region are imposed wherever gas
is present. If the liquid region can no longer be discretized via a continuum method such
as the volume of fluid (VOF) or level set (LS) methods, the fluid region is converted to
particles, which are incorporated into the gas region.
2 IMMERSED BODY METHOD
Consider the possibility of running concurrently solvers for gases and liquids on the
same mesh. As the fluid moves through the domain, the elements and points of the grid
where each one of these models is valid changes continuously. For the gas flow/ solver/
region, the velocities of the liquid are imposed wherever liquid exists. For the liquid
flow/ solver/ region, the pressures of the gas are imposed wherever gas is present. In
principle, both flow codes could be running concurrently on different grids. Conceptually
(and implementationally) this is not different than traditional immersed body methods.
Instead of having a rigidly moving body immersed in a compressible flow field, the ‘body’
happens to be an near-incompressible liquid.
The regions covered by the ‘other fluid’ for each of the fluids may be treated in a variety of
ways. We have experimented with two of these, and at this point use both in production
runs.
The first method uses the classic immersed body approach [11, 14, 28, 2, 7, 13, 31, 6,
30, 10, 27, 5, 20] and is sketched in Figure 1. The velocity of the gas is simply set to
the velocity of the liquid wherever liquid is present. Instead of having a rigidly moving
body immersed in a compressible flow field [5, 20], the ‘body’ happens to be the liquid.
While this works well, one observes that shocks that originate in the gas phase and hit
the liquid phase tend to be damped. This is to be expected, as the density and energy are
still updated in the gas phase, while the velocity is artificially damped by imposing the
(slow) velocity of the liquid. Another disadvantage of this approach is that unnecessary
CPU is expended in the gas region covered by liquid.
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Figure 1 Immersed Body Method
The second option is to deactivate the points and edges in the gas phase covered by
liquid. This leads to considerable savings in CPU, but requires the imposition of values
for the end-points of edges crossing phases. At every timestep, the edges crossing phases
are identified, and the values from the gas phase are extrapolated with imposed mirroring
conditions to the points covered by liquids (see Figure 2). This approach is closer to the
embedded surface approach [26, 12, 29, 1, 16, 22]. Instead of having a rigidly moving
body surface embedded in a compressible flow field [1, 16, 21, 22], the ‘body’ happens to
be an near-incompressible liquid.
Gas Region Covered by Liquid
Gas
Interface
Figure 2 Extrapolation of Unknowns
3 DROPLETIZATION
The transition from liquid to blobs or large droplets uses an approach similar to large-
eddy simulation: once the near-incompressible VOF flow solver can no longer discretize
accurately the free surface, the badly resolved regions are transformed to blobs and trans-
mitted to the compressible flow solvers. There, they are allowed to break up further into
droplets. Several options are possible for this step. We have implemented the widely used
Reitz model [32].
The question then becomes how to identify the regions that have become too ‘thin’ to
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accurately describe the liquid via VOF or LS methods. The approach taken here is shown
in Figure 3. In a first pass over the edges, the points that are fully inside, on the border
of the interface or fully outside the liquid region are marked. In a second (or subsequent)
pass(es), a layer is added to the points that are completely inside the liquid region. In
this way, the points on the interfaces that are in the liquid but are in ‘thin’ regions are
exposed (see Figure 3). The liquid mass at these points is subsequently transformed into
droplets and passed to the code handling the gas phase, where the droplets are treated
as Lagrangian particles that can exchange mass, momentum and energy with the gas.
Figure 3 Dropletization of ‘Thin’ Regions (VOF to Particles)
4 SOFTWARE REALIZATION
The software realization of the procedure outlined above is shown in Figure 4. A master
code calls the gas (compressible) and liquid (near-incompressible (+VOF)) codes, as well
as the CSD code, as subroutines. The only arguments passed in and out are the (volume)
unknowns to be exchanged by the flow codes, as well as the (surface) unknowns to be
exchanged by the CSD code and the flow codes. The code computing the gas receives
the velocities and VOF mass fraction from the code computing the liquid, updates the
variables in time, and outputs the pressures. The code computing the liquid in turn
receives the pressures from the code computing the gas, updates the variables in time,
and outputs the velocities and VOF mass fraction. In principle, both codes could be
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different. In the present case, the original flow code could be run as either compressible or
near-incompressible (+VOF). Therefore, it is called twice with an ‘instantiation’ indicator
to differentiate the input and output files required and/or generated for each domain.
Positions/Velocities/Temperatures
Stresses, Heat Flux
Master Solid
FEFLO−1 (Gas)
FEFLO−2 (Liquid)
Pressure (Gas)
Velocity (Liquid)
Fluid
S
ASICSD
Figure 4 Concurrent Run of Same Code Via Multiple Instantiations
A coupling of codes of this kind opens the possibility of taking different timesteps in
either code. Indeed, this was pursued here, after it was realized that the solver employed
to advance the liquid could run with timesteps up to two orders of magnitude larger than
the solver for the gas. For the examples shown below, the timestep taken for the liquid
was limited to 2 times the size of the timestep taken by the gas. This implies that, as a
whole, the coupling of two codes as proposed here implies a very limited extra amount of
CPU (< 3) and memory (< 2) as compared to an optimal multiphase solver.
As stated before, several solvers were combined in order to model these complex multi-
physics phenomena. All of the solvers are based on unstructured grids, and use standard
edge-based data structures for speed [23]. The different solvers comprise:
- For the gas part: an explicit TVD or FCT solver for chemically reacting, compress-
ible flow [3];
- For the liquid part: a semi-explicit TVD solver for the advective-diffusive terms and
a Poisson solver for the pressure terms of the near-incompressible flow [3];
- A volume of fluid approach for the free surface of the liquid [17, 18, 19, 21];
- The Chemkin [4] package for chemistry; and
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- A particle update technique that allows for droplet breakup and vaporization [24].
5 RESULTS
Figure 5 shows the result of current runs. A spherical charge of TNT is detonated
inside a cylinder of liquid. In order to save CPU resources without compromising the
results a section of 30 degrees is considered. The mesh size is approximately 120 Mels.
The evolution of the blast waves and the free surface, as well as the droplets and free
surface at a late time are shown in Figure 5.
Figure 5 Evolution of Blast Wave (Velocities) And Gas/Liquid Interface
6 CONCLUSIONS AND FUTURE WORK
An approach to compute complex liquid-gas interface evolution problems has been
developed. The transition from liquid to blobs uses an approach similar to large-eddy
simulation: once the near-incompressible VOF flow solver can no longer discretize accu-
rately the free surface, the badly resolved regions are transformed to blobs and transmitted
to the compressible flow solvers as particles. There, they are allowed to break up further
into droplets.
Future work includes extensive verification and validation, as well as porting the combi-
nation of physics modules used to massively parallel machines.
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