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1. Introduction 
Given two compact Hausdorff topologi~al spaces X and y 
and the nor.med rings (Banach algebras) Rx and Ry of continuous 
real-valued functions on X andY, respectively, this paper 
considers relationships between the function space yX ot 
continuous mappings of X into Y and a certain subset of the 
function space R~ of continuous homomorphisms of Ry into 
Rx· 
In section 2, we review those known results which are 
needed in the remainder of this paper. Given an element t 
of yX, it is shown in section 3 that the adjoint mapping f*, 
defined in the usual manner, is a continuous homomorphism of 
Ry onto an analytic subring of Rx• Conversely, given a 
continuous homomorphism f* of Ry onto an analytic subring of 
Rx, a mapping f of X into Y is obtained in section ?. Sec-
tions 4 - 6 contain preliminary results which are needed 
in section?. In section 8, topologies are introduced into 
yX and the subset (R~Y)* whose elements consist of the f* 
which map Ry onto analytic subrings of Rx· It is shown that 
under these topologies yX and (RiRY)* are homeomorphic: and, 
moreover, that these topologies are admissible. In section 
9, it is shovm that the topologies introduced are the compact-
open topologies. As the main result of this paper we state 
that yX and (RXRY)* are homeomorphic under the compact-open 
topologies. As a consequence of the main result, it is 
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shown in section 10 that a necessary and sufficient condi-
tion for two mappings f and g of X into Y to be homotopic is 
t hat f* and g* be homotopic. As a corollary to this result 
we have: a necessary and sufficient condition that a space X 
be contractible is that the identity isomorphism of Rx onto 
Rx be homotopic to a homomophism of Rx onto the constant 
functions of Rx• 
The result on homotopy thus leads to the possibility 
that homotopic mappings of X into Y may be investigated 
through the study of homotopic mappings of Ry into Rx• In 
particular, we have the possibility of investigating homo-
topy groups of a space Y through the study of homotopic map-
pings of Ry into R8n, where sn is the corresponding n-sphere. 
However there is some question on just how useful this 
translation would be. 
The topological and algebraic terms used in this paper, 
unless othe~~ise stated, will be those of Lefschetz (XI) 1 
and Vander Waerden (XIV), respectively. 
1 Roman numerals contained in parentheses refer to 
the bibliography. 
2 
2. Review of Known Results 
In this section we present a review of those lmown 
results concerning -rings of real-valued continuous functions 
and function spaces which are needed in the development of 
this paper. 
Definition 2.1: Let X be a compact Hausdorff space and 
R the space of real numbers. Then we denote by Rx the set 
of all real-valued continuous functions with domain X. Ele-
ments of Rx will be denoted by Greek letters such as ¢ and e. 
Note that Rx coincides with the set of all real-valued 
bounded continuous functions on X since a continuous func-
tion on a compact space is bounded, (XII, p. 46). 
Theorem 2.1: Rx is a Banach algebra, (IX, p. 12), 
over R, where 
( 1) (¢ + e)x ~ ¢(x) t e(x) 
( 2) (¢e)x = ¢(x)e(x) 
( 3) (k¢)x ':. k(¢(x)) 
for all x in X, and k in R. 
( 4) = supj¢(x)l. 
X 
Proof: (VIII, pp. 46-48). 
Remark: RX is the nor~ed ring of Gelfand (V, p. 3) 
and the topological ring of Stone (XIII, p. 455). 
Following Gelfand and Kolmogoroff (VI, p. 11), we 
define a maximal ideal of Rx as follows: 
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Definition 2.2: An ideal of Rx is said to be maximal 
if it does not coincide with Rx and is contained in no ideal 
other than Rx itself. 
Gelfand and Kolmogoroff (VI, p. 11) have introduced a 
topology into the set of maximal ideals, which turns the set 
into a T1-space, as follows: 
Definition 2.3: The maximal ideal m is called a point 
of contact of the subset M of maximal ideals if it contains 
the intersection of all maximal ideals of the subset M. 
A proof that the so defined topology yields a T1-space 
is given in (VII, p. 25). 
In their paper, Gelfand and Kolmogoroff require that 
the space X be completely regular. That is, (XIII, p. 454) 
X is a T0 -space such that for any closed set F in X and any 
x0 not in F there exists a real-valued continuous function ¢ 
such that ¢(x0 ) = 0, ¢(x) = 1 for x in F, and 0 ~ ¢(x) ~ 1 
for all x in X. It is well knovvn that if X is compact 
Hausdorff then X is completely regular. For by definition 
(XI, p. 24) Hausdorff implies To and by (XI, p. 2?) compact 
Hausdorff implies normality and by (XI, p. 29) nor.mal 
Hausdorff implies the existence of the required characteristic 
function. Thus the results of (VI) are valid for our restric-
tion on X. With this we restate two theorems of (VI, p. 12}. 
Theorem 2.2: For any ideal m of Rx, properly contained 
in Rx, there exists a point x in X at which all functions 
belonging to m vanish. 
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Theorem 2.3: If X is compact it is homeomorphic to the 
set of maximal ideals of Rx· 
In the proof of Theorem 2.3 the following statement 
which will be called Theorem 2.4 is proved. 
Theorem 2.4: A maximal ideal of Rx consists of all 
functions in Rx which vanish on some fixed point x of x. 
The one-one correspondence of Theorem 2.3 is the correspon-
dence between a point x of X and the set of all functions of 
Rx which assume the value zero on the point x. 
In view of the above three theorems we make the follow-
ing definition which will be used throughout the remainder 
of the paper. 
Definition 2.4: Given x in X, m(x) will denote the 
maximal ideal of Rx consisting of all functions of Rx which 
assume the value zero on x. The space of maximal ideals 
with topology that of Definition 2.3 will be denoted by M(X). 
As a main result of (VI, p. 13) we have 
Theorem 2. 5: Two compact Hausdorff spaces X and Y are 
homeomorphic if and only if Rx i"s isomorphic to Ry. · 
This last theorem has also been proved by Hewitt (VIII, 
p. 56) and Stone (XIII, p. 475) by other methods. Further-
more Stone has proved (XIII, p. 475) that a compact Hausdorff 
space X is a continuous image of a compact Hausdorff spaceY, 
if and only if, Rx is analytically isomorphic to an analytic 
subring of' Ry• Where "analytic subring" and "analytical 
isomorphism" are defined (XIII, p. 456) as follows: 
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Definition 2.5: A closed subring Rx of Rx is called an 
analytic subring if it contains the real-valued constant 
functions. An isomorphism of two subrings is called an 
analytical isomorphism if ¢ ~ ¢* implies r ¢1 ~ 1 ¢* 1 and 
II ¢ II = II ¢* 11. 
We do not use this result of Stone completely, but 
rather give a similar and somewhat shorter proof of this 
result. To do this we need the Stone theorem (III, p. 54) 
which will be called Theorem 2.6. 
Definition 2.6: Let A be a subset of a set E and H a 
set of transformations of E into a set F. If for every pair 
of distinct points x,x' in A there exists a transformation f 
in H such that f(x) , f(x'), then His said to separate the 
points of A. 
Theorem 2.6: Let X be a compact space and H a vector 
subspace of Rx such that: 
(1) the constant functions belong to H 
( 2) ¢ e H implies I ¢ I ~ H 
(3) H separates the points of X. 
Then every element of Rx can be uniformly approximated by 
elements of H. 
vve turn now to a consideration of function spaces. 
Definition 2.?: Given X, Y, Rx and Ry. Then yX de-
notes the set of continuous mappings of X into Y and R~ 
denotes the set of continuous homomorphisms of Ry into Rx· 
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The definitions and theorems of the remainder of this 
section apply to both yX and R~, but for convenience we 
will only use yX in the statements. · The compact-open top-
ology for yX has been defined by Fox (IV, p. 429) as follows: 
Definition 2.8: Given A c X, W c Y, let M(A,W) denote 
the set of continuous mappings f ~ yX for which f(A} c W. 
The compact-open topology for yX is defined by selecting as a 
subbasis for the open sets of yX the sets M(A,W) where A 
ranges over the compact subsets of X and W over the open 
subsets of Y. 'rhe compact-open topology will be denoted by 
c-o. 
Definition 2.9: Given two topologies t and t* on the 
same class of elements, if the open sets of t are also open 
in t* we shall say that t is stronger than t*. 
The topology of Definition 2.8 is the same as the 
k-topology of Arens (I, p. 481). From this paper by Arens 
we will make use of the following definition and theorem. 
Definition 2.10: A topology for yX will be called 
admissible if f(x) where f E. yX, x e. X, and f(x) t Y considered 
as a function of x and f jointly is continuous in both x and 
f. 
Theorem 2.7: The c-o topology is admissible for yX if 
X is a locally compact Hausdorff space and is furthermore 
the strongest of all admissible topologies. 
In the proof of this theorem it is shown that the c-o 
topology is stronger than any admissible topology whether 
7 
X is locally compact or not. 
We state the following as a definition of the concept 
of homotopy. 
Definition 2.11: Two mappings f and g of yX are said 
to be homotopic if there exists a continuous mapping 
h: rxx ~ Y, where I is the unit interval 0 ~ t ~ 1, and 
such that h(O,x) = f(x) and h(l,x) = g(x). h*(t) = h(t,x) 
is called the path in yX. 
In (IV), Fox has shown that if X is regular and locally 
compact, Y an arbitrary space, and yX has the c-o topology, 
then continuity of h is equivalent to the continuity of h*. 
Also, if X satisfies the First Countability Axiom, Y arbi-
trary, and yX has the c-o topology, then continuity of h is 
equivalent to the continuity of h* . 
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3. f* induced. by f 
Throughout the remainder of this paper X and Y will 
denote compact Hausdorff spaces. Given X, Y, and an ele-
ment f E:. YX we define the adjoint mapping f* of Ry into Rx 
in the usual manner and derive a few elementary properties 
of f and its adjoint f*. 
Definition 3.1: Given X, Y and f E. Yx. Then the ad-
joint mapping f* of Ry into Rx is defined by: 
( f*¢) X : ¢ ( f (X ) ) ~>There ¢ f: Ry• 
Note that if ¢ and e agree on f(X) then f*¢ : f*9. 
Theorem 3.1: Given f e. 0, then f* is a continuous 
homomorphism. 
Proof: That f* is a homomorphism follows from the 
relations 
f*(¢ + e)(x) = (¢ + e)f(x) = ¢(f(x)) + e(f(x)) 
: - (r*¢)(x) + (f*Q)(x) 
f*(¢e)(x) = -(¢e)f(x) = (¢r(x))(e(f(x)) 
= ((f*¢)(x))((f*9)(x)) =(f*¢)(f*9)x. 
Since Rx and Ry are metric spaces "'e can apply the 
(€, o )-method of" clas s ical analysi·s to prove continuity, 
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(XI, p. 35 ). Let e be an arbitrary fixed point of Ry, then 
11-r*¢ - f*ell • sup I (f*¢ - :r·n·e)x I • sup I (¢ - e):r(x)l X X 
~ supl(¢- e)yl = ·II¢- ell. y 
Thus given € > o, llr*¢ - f*ell < E provided II¢ - ell ( E:. 
Hence f* is continuous ate and since e was arbitrary f"* is 
continuous. 
Theorem 3.2: Given fE:.Yx. Then the image of Ry under 
f* i s an analytic subring. 
Proof: f*(Ry) is a ring since a homomorphic image of a 
ring is a ring. 
f*(Ry) contains the constant functions since Ry con-
tains the constant functions. Let k(y) be the constant 
function on Y such that k(y) • k for all y in Y. Then since 
(f*k)(x) = k(f(x)) = k for all x t. X 
we have that f*k is the constant k function on X. 
To shO"if that f*(Ry) is closed we ;Consider first the 
special case that f is onto Y. Let e belong to the closure 
of f*(Ry). Then we can pick a sequence (f*¢n) which con-
verges to e. But 
E :> II f*¢n - f*¢m II • sup I X (f*¢n - f*¢m>xl 
= ·sup I 
X (¢n - ¢m)f(x) I 
= sup I y (¢ -n ¢m>YI =- II ¢n - ¢mil 
provided n,m > N, implies (¢n) is a convergent sequence in Ry• 
Let ¢be the limit of the sequence <.0n>• Then by the eon-
tinuity of f* we have 
f*¢ = lim f*¢ = e n~oo n 
Thus e G f*(Ry) and hence f*(Ry) is closed • . 
Now cons ider the case that f(X) : Y' C Y. Since Y' is 
closed it is compact Hausdorff. Thus Ry• has meaning. Let 
g be the mapping f considered as a mapping of X onto Y' • . 
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Then by the above case g*(Ryr) is closed. But the images 
under g* and f* are identical, since, by the remark following 
Definition 3.1, f* = g*Tr, (where 1f:Ry --? Ry, defined by 
In¢) • ¢1Y'; i.e., ¢1Y' is the restriction of¢ toY'), and 
by (XI, p • . 28) any real-valued continuous function on Y' can 
be extended over Y. Thus the image under f* is closed. 
Hence the theorem is proved. 
Some elementary properties of f* are stated in the 
following theorem. 
Theorem 3. 3: Given f ~ yX and the corresponding f*, then 
the follo'\'ring statements are valid~ . 
(a) • . If f maps X onto Y, then f* is an isomor-
phism into • . 
(b). If f(X) = Yo then f* maps Ry onto the con-
stant functions of Rx. 
(c). If f(x0 ) = y0 then f*(m(y~i)s m(x0 ) • . 
(d). If f*(m(y0 )) c m(x0 ) then f(x 0 ) = Yo• 
(e). f*(m(y0 )) S m(x0 ) if, and only if f(x0 ) = y0 • 
(f). Given an arbitrary m(x) then .there exists 
one and only one m(y) such that f*(m(y))C m(x). 
(g) • . If y0 ' is not an image point under f then 
f*(m(y0 )) is not contained in a maximal ideal. 
Proof: 
(a) • . Let¢ belong to the kernel off* • . That is, 
(f*¢)x = ¢(f(x)) = 0 for all x ~X. 
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Since f is onto, ¢ must be zero for all y' Y. Thus ~ is the 
zero function on Y • . Hence f* is an isomorphism into, (XIV, p. 
53). 
(b). Let ¢ ~ Ry be arbitrary and let ¢(y0 ) = k. -
Then 
(f*¢)(x) = ¢(r(x)) = ¢(y0 ) = k for all x ~X 
implies f*¢ is a constant function. That f* is onto the 
constant functions follo"rs from the fact that each cons tant 
function of Ry is .carried into the corresponding constant 
function of Rx. 
(c). Let¢ be an arbitrary element of m(y0 ). 
Then 
(f*¢)x0 = ¢(f(x0))= ¢(y0 ) = o. 
Thus ( f*¢) E: m(x0 ). 
(d). Assume f(x0 ) = y ~ y0 • By complete reg-
ularity there exists a¢ such that ¢(y0 ) = 0 and ¢(y) ~ 0 • . 
That is, ¢ t m ( y 0 ) , ¢ ~ m ( y) • Then 
(f*¢)x0 = ¢(:r(x0 )) = ¢(y) '1 o. 
~{hlch contradicts the hypothesis. Hence y = y0 • 
(e). This is .simply a restatement of (c) and (d) •. 
(f). A restatement of (c) using the single-
valuednes s of f. 
(g). Follows from (e). 
Corollary 3.1: Let f be the identity mapping of X onto 
x. Then f* is the identity isomorphism of Rx onto Rx• 
Proor: By (a) f* is an isomorphism into. That f* is 
onto follows from the fact that each ¢ t: Rx is carried into 
itself, since 
(f*¢)x = ¢(f(x)) = ¢(x) • . 
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4. Preliminary Theorems 
We state and prove t wo theorems which are needed in the 
following sections. The first theorem is given as an exer-
cise in (III, p. 61). 
Theorem 4.1: To a closed ideal I of Rx corresponds a 
closed set F of X on which all ¢ E: I are zero. Furthermore 
I consists of all functions of Rx which are zero on F. 
Proof: Let 
F a I\ ¢-1 ( 0) • 
F is closed and all ¢ ~ I are zero on F. 
Let x, x' be two distinct points of the complement of F. 
By complete regularity there exists a 9 ~ Rx such that 
9(x) • 1 and 9(x') = 0. By definition ofF there exists a 
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¢0 e: I such that ¢0 (x) 1 o. Then ¢ = e¢0 t I, with ¢(x) 1 o, 
and ¢(x') = 0. Thus by an extension of the Stone-Weierstrass 
theorem (III, p. 56), every function¢'~ Rx which vanishes on 
F can be uniformly approximated by functions in I. Since I 
is closed, ¢'~I. 
Theorem 4.2: Given an analytic subring Rf of Rx, let 
S be the relation: x, x' belong to the same class if and 
only if ¢( x) = ¢(x') for all ¢ E: Rf • . Set Z = X/S and let n be 
the mapping of X onto ·z, where 'TT(x) = x = the equivalence 
class of x. Then Rx is isomorphic to Rz• 
Proof: Let 
F¢ is closed in xxx. Then 
S =fl.R' F¢ 
is closed. Hence by (II, p. 97t Z is compact Hausdorff. 
Thus Rz has meaning. 
Define a homomorphism 
by 
n*¢ = ¢, 
where 
¢trr(x)) 11 ¢(x). 
By (II, p .• 75) we haven*¢~ Rz• (I.e., continuity of 
¢olT implies continuity or ¢.) 
TI* is one-one into, for if ¢ ~ ¢' there exists an x eX 
such that 
¢(x) 'f ¢' (x). 
Hence 
¢(n(x)) 'f ¢' (TT(x)). 
Since Tf* is norm preserving, we have that n* is contin-
uous and thusn*(Rf) is closed. Since Rf contains the con-
stant functions and absolute values, so also does n*(Rf). 
From the manner in which Z was defined, TT*(R]:) separates the 
points of z. Thus by Theorem 2.6, the closure otn*(Rf) is 
isomorphic to R2 , and sincen*(Rf) is closed we have the 
desired result. 
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5. Maximal Ideals of Analytic Sub rings 
Vile consider the maximal ideals of analytic subrings of 
Rx and show that these maximal ideals are simply the inter-
sections of the maximal ideals of Rx with the given analytic 
subring. 
To the notations already used the following are added: 
Rf: an analytic subring of Rx 
m 1 ( X) : m 1 ( X) '= m ( X) () Rf 
Theorem 5.1: Given Rf s Rx and m(:x:) E: Rx then m' (:x:) 
is an ideal. 
Proof: If ¢ and e belong to m' (:x:) then (¢ - e)~ Rf 
since Rx is a subring. Thus 
(¢ - e)x = ¢(x) - 9(:x:) = 0 - 0 = 0 
implies(¢- e)(; m'(x). 
If ¢ ~ m' (x) and e is any element of Rx then ¢e f R:X: since 
Rx is a subring, while 
(¢e):x: = ¢(x)e(:x:) = o·e(:x:} = o 
i mplies ¢e (; m' {x) for all e ~ R:X: and ¢ ~ m' (x). 
Theorem 5.2: If I is a proper ideal of R± then there 
exists at least one :x: (;;. X such that ¢ ( :x:) = 0 for all ¢ ~ I. 
Proof: Let I be a: proper ideal of Rf. By Theorem 4.2 
n*(I) is an ideal of Rz· Since by Theorem 2.2, TI*(I) is zero 
for some point of z, say x = TT(x), we have that all elements 
of I are zero on all x in the equivalence class X. In case 
I is a maximal ideal of Rf then by complete regularity of Rz, 
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x is unique. That is, I consists of those and only those 
¢ e Rf which are zero on F = n-1( x). 
Remark: By Theorem 5.2: every proper ideal of R± is 
contained in an m'(x) for some x. Hence only ideals of the 
type m'(x} can be maximal. The following theorem shows that 
ideals of this type actually are maximal. 
Theorem 5.3: If m' (x) 5 m' (x') then m' (x) : m' (x'). 
Proof: Assume there exists a ¢ t: m' (x') such that 
cj(x) = k 1 0. Denote by k the constant function k(x) = k 
for all x ~X. By definition of RX' k ~ R:X:· Then 
(¢ - k)x = ¢(x) - k(x) = 0 
and 
(¢- k)x' = ¢(x') - k(x') = -k 10 
imply (¢ - k) em' (x) f!.nd (¢ - k) (; m' (x'), which contradicts 
the hypothesis that m' (x) s m' (x'). Hence 
m'(x) : m'(x'). 
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6. Properties of f* 
In this section '"e obtain some properties of f* which 
will be needed in the next section in order to define a 
mapping f of -X into Y arising from such an f*. We assume 
that f* is a continuous homomorphism of Ry onto an analytic 
subring Ri of Rx• 
Lemma 6.1: Given f* mapping Ry onto Rk• Rk an ana-
lytic subring of Rx• Let A= [¢1 f*(¢) = o] and 
Y' = [y I ¢(y) = 0 for all ¢ t: A]. Then Y' is closed 
Proof: Y' =~A ¢-1 (o), and, since ¢-1 (o) is closed, so 
is the intersection. Hence Y' is closed. 
Theorem 6.1: f*, Ry, A, and Y1 as in Lemma 6.1. Then 
Ry/A is isomorphic to Ry•• 
Proof: Since Y' is closed it is compact Hausdorff. 
Thus Ry• has meaning. Consider the transformation of Ry/A 
into Ry• defined by 
(¢+A)~(¢+ A)IY', 
where (¢ + A)IY' is the set of elements obtained by restric-
ting each element of (¢+A) toY'. Since all elements of 
A are zero on Y', we have that 
(¢ + A)IY' = ¢fY' 
and thus the transformation is single-valued • . 
The transformation is a homomorphism since 
(¢ ~ A)IY' + (e ~ A)IY' = ¢IY' +elY' = {¢ + ~>IY' 
= (¢ + e + A)IY' 
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and 
( ¢e + A) l Y ' = ( ¢e ) I Y' = ( ¢ I Y ' )( e I Y' ) 
= ((¢ + A)IY')((e + A)IY'). 
The transformation is onto since (XI, p. 28) by normal-
ity every real-valued continuous function on Y' is extenda-
ble over Y. 
The transformation is an isomorphism since 
(¢ + A)jy• = ¢IY' = 0 
implies that¢£ A for, by Theorem 4.1, A consists of all 
functions of Ry which vanish on Y'. 
The proof of this theorem is essentially that of Stone, 
(XIII, P• 473). 
Remark: In view of the isomorphism of Ry/A with Ry 1 
and, by (XIV, p. 53), the isomorphism of Ry/A with Ri we 
have that Ry• and Rx are isomorphic. Furthermore Ry• is an 
homomorphic image of Ry• Note that if ¢' ~ Ry•, then the 
corresponding coset of Ry/A consists of all extensions of 
¢' over Y. Thus under the isomorphism of Ry• and Rx, if 
9 ~ R)c is the image of ¢ ~ Ry•, then f* ... l consists of all 
extensions of ¢' over Y. Rewording this last statement we 
have: if f*¢ = 9 then f*-l(e) consists of all functions on 
Ry which agree with¢ on Y'. 
Lemma 6. 2: If TT denotes the homomorphism of Ry onto 
Ryt and m(y) is an arbitrary maximal ideal of Ry; : then 
rr(m(y)) is a maximal ideal of Ry• if and only if y t Y'. 
Proof: If y c Y' then n(m(y)) is the set of all 
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~unctions on Y1 which vanish on y and hence is a maximal 
ideal of Ry•. 
If y [ Y', then by complete regularity there exists a 
¢ e m(y) such that ¢(y) = 0 and ¢(Y 1 ) = 1. Hence rt(m(y)) 
contains a function which differs from zero for every point 
of Y'. Thus n(m(y)) is contained in no proper ideal and 
hence cannot be a maximal ideal. 
Under the isomorphism of Ryt and Rx the above lemma 
gives: 
Theorem 6.2: Given m(y)~ Ry then f*(m(y)) = m'(x) 
~or some m 1 (x) ~ Rx if and only if y E Y'. vlhere Y' is the 
closed set as.sociated with the kernel of f*. 
20 
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1. The Mapping f Induced by f* 
Let f* be a continuous homomorphism of Ry in Rx, sub-
ject to the restriction that the image under f* be an analy-
tic subring. Note that if f* is onto, this condition is sat- -
isfied.. Given such an f*, a mapping f of X in Y is defined 
for the special case where f* is an isomorphism into. Then 
using this special mapping along with the properties obtain-
ed in the preceding section, a mapping f of X in Y is defined 
for an arbitrary f*. 
Let f* be an isomorphism of Ry into Rx• By the restric-
tion on f*, we have that f* is an isomorphism of Ry onto an 
analytic subring, say Rx, of Rx• Under the isomorphism f*, 
the image of a maximal ideal m(y) of Ry is a maximal ideal 
of RJc whi.ch, by the remark preceding Theorem 5.3, ia of the 
form m'(x) • . Furthermore, by definition, m'(x) is contained 
in at least one maximal ideal of Rx• Symbolically we have 
that for each y e. Y there exists an x t. X such that 
f'*(m(y)) = m' (x) c m(x). 
On the other hand, for each x E. X there exists one and o.nly 
one y E. Y satisfying the above equation. This follows from 
the fact that m(x)n Rx • m' (x) is a maximal ideal of Rx and 
is the image of a unique maximal ideal of Ry under f*. With 
these considerations in mind, a mapping f of X onto Y is 
defined as follows: 
Definition 7.1: Given f* mapping Ry isomorphically 
onto an analytic subring Rx of Rx, define f mapping M(X) 
onto M(Y) by 
f(m(x)) = m(y) if and only if f*(m(y)) = m' (x) c m(x), 
or equivalently, f mapping X onto Y by 
f(x) = y if and only if f*(m(y)) = m'(x)~ m(x). 
The equivalence in the definition follows from the fact · 
that M(X) is homeomorphic to x, and M(Y) is homomorphic to Y 
by Theorem 2.3. 
Theorem 7.1: Given f* and f as in Definition 7.1. 
Then f is a continuous mapping of X onto Y. 
Proof: That f is onto follows from the considerations 
preceding the above definition. 
To prove that f is continuous we use the topology on 
the set of maximal ideals as given in Definition 2.3 • . 
·Let F be an arbitrary closed set of Y. 
Let N = [m(y) I y ~ F]. That is, N is the closed set of 
maximal ideals of Ry corresponding to F under the homeomor-
phism of Theorem 2.3. 
Let M' = [m' (x) I f*(m(y)) = m' (x) for some m(y) inN]. 
Let M : [m(x) I m(x) n ~ = m' (x) for some m' (x) in M'] • . 
Let m(x') be a point of contact of M. That is, 
m(x' )~ nM m(x) • . 
Let y' be the element of Y such that 
f*(m(y')) : m'(x') = m(x') f"'l R:_kS m(x'). 
Thus by definition of f we have 
f(m(x~)) = m(y') 
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or 
:r(x') = y'. 
To show continuity of :r .we need only show tha. t y ;· E: F, 
or equivalently m(y') ~ N. 
Since 
and 
we have 
m(x') ':) ()M, m'(x). 
Since the right side o:r the last expression is con-
tained in Ri, we have 
m 1 (X 1 ) : m (X 1 ) (') RjC2 nM t m 1 (X ) • 
Using the fact that f* is an isomorphism, we obtain 
m ( y ' ) = f*-1 ( m ' ( x ' ) ) 2 :r*-1 <(\ , m ' ( x ) ) 
• nM' :f'*-l(m' (x)) : nN m(y) •. 
But this implies that m(y') is a contact point of N, and 
since N is closed, m(y') E-N. Hence f is continuous. 
Remark: The above theorem can also be proved by using 
Theorem 4.2. We give a brief outline of the method. From 
the isomorphism o:r Ry and Rz undern*f'* we obtain a homeo-
morphism of Z and Y by 
h(x) = y i:r and only if (n*f'*) (m(y)) = m(x). 
By Theorem 4.2 it can be shown that 
:r(x) = y if' and only if' TT(x) = x 
and thus obtain 
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f(x) = y = hmx) 
and continuity of f follows from the continuity of brr. 
Definition 7.2: Let f * be an arbitrary continuous 
homomorphism of Ry in Rx· Let the analytic subring Rx be 
the i mage of Ry under f * . Then define the mapping f of X 
into Y by 
f(x) = y if and only if f * (m(y)) = m1 (x) £ m(x). 
Theor em 7.2: Given f * and f a s in Definition 7.2. 
Then f is a continuous mapping of X into Y. 
Proof: Let A = [¢·1 f*¢ = o] and 
Y 1 = [y I ¢(y) = 0 all ¢ t A]. That is, A is the closed 
ideal of Ry which is the kernel of f*, and Y1 is the corre-
s ponding clos ed set of Theorem 4.1. 
Let nbe the homomorphism of Ry onto Ry 1 given by 
Lemma 6.2. Then by Lemma 6.2 and Theorem 6.2, 
f* ( m ( y) ) = m 1 ( x) C:: m ( x) 
if and only if TT(m(y)) is a maximal ideal of Y 1 • And TT(m(y)) 
is a maximal ideal of Y' if and only if y e Y'. 
Let g* be the isomorphism of Ry 1 and Rx given by the 
remark preceding Lemma 6.2. Then 
f * ( m ( y) ) = m ' ( x ) C m ( x ) 
if and only if 
and 
g* (rr( m ( y ) ) ) = m 1 ( x ) c m ( x) , 
f(x) = y if and only if g (x) = y, y ~ Y1 • 
Thus f = i• g where i is the identity mapping of Y 1 
24 
into Y. Hence f is continuous, since it is the composite 
of two continuous mappings, (II, p. 29). 
25 
8. Function Spaces 
We turn now to a consideration of the function space yX 
and a certain subset of the function space RxRY. 
Definition 8.1: Denote by (RxRY)* the set of elements 
f* of RxRy such that the image under f* is an analytic sub-
ring of Rx· 
Definition 8.2: To each element f* of (RxRY)* there 
corresponds, by Definition 7.2, an element f of yX. Denote 
this correspondence by F', F'(f*) =f. 
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Definition 8.3: To each element fE: yX there corresponds, 
by Definition 3.1, an element f* of (RxRY)*. Denote this 
correspondence by F, F( f) = f-lt-. 
Lemma 8.1: f~(m(y)) S m(x) if and only if f*(m(y)) £ 
m(x) for all m(y) in Ry implies f~ E f*. 
Proof: 
such that 
Assume f~'" 'i f*. 0 Then there exists a ¢ E:. Ry 
f~¢ f. f*¢. 
Whi·ch implies, there exists an x t. X such that 
(f~¢)(x) ~ (f*¢)(x). 
¢ is not a constant function since ¢ = k, ,.,here 
k(y) = k for all y ~ Y, implies 
f*k = k = f*k 0 
where the middle term is the constant k function on X. 
Associated with x we have m(x). Let m(y) be such that 
f*(m(y)) • m'(x) c m(x). 
Let 
( f*¢ ){X) : k • . (k may be zero) 
Then 
f* ( ¢ - k) = f*¢ - k 6 m' ( x) f; m ( x) 
Thus (¢ - k) e. m(y) since under f * 
f*-l(m(x) r'\ ay> = f*-l(m'(x)): m(y) • . 
But 
f~ ( ¢ - k ){X) : ( f~¢ ){X) k (X) : ( f~¢ ){X) - k f. 0 • 
Hence 
f~ ( m ( y) ) .C m ( x) , 
which contradicts the hypothesis. 
Therefore 
f* = f* 0 -
Theorem 8.1: FF' : I*, where I* is the identity mapping 
of (RxRy)* onto itself. 
Proof: Given an arbitrary rg, let 
f 0 : F' ( f~). 
That is, 
f (x) = y if and only if f*(m{y)) S m(x). 0 0 
Then under F, let f* be such that 
F(f ) : f*. 0 
By (e) of Theorem 3.3, we have 
f*(m(y)) c m(x) if and only if f 0 (x) : y. 
Thus 
f*(m(y)) c m(x) if and only if f~(m{ y)) c: m(x). 
vfhich, by Lemma 8.1, implies 
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Therefore 
f* = f* 
0 
FF' = -I* • . 
Theorem 8.2: F'F = I, where I is the identity mapping 
of ix on-to · 1taeif. 
Proof: Given an arbitrary f, let 
F(f) = f*. 
By (e) of Theorem 3.3, we have 
f(x) = y if and only if f * (1m(y)) £; m(x) •. 
Under F', let f 0 be such that 
F' (f*) : f 0 • 
That is 
f 0 (x) • y if and only if f*(m(y)) c m(x). 
Hence · 
f : f'o• -
Theorem 8.3: F is a one-one correspondence of yX with 
(RxRy)~ and has F' as its inverse. 
Proof: Follows from Theorem 8.1 and 8.2. 
We now define topologies in the function spaces yX and 
(RxRy)* i-Thich make the correspondence F an homeomorphism. 
The topologies are defined by stating which subsets will be 
taken as a subbase (XI, P• 6). 
Definition 8.4: A topology is defined in the function 
space yX by taking as a subbase, sets of the form 
N(f0 ,¢0 ,E.) = [fl s~PI .C¢0f0 )(x)- (¢0 f)(x)l -< E.], 
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where f 0 ranges over 0, ¢0 over Ry, and € over the positive 
real numbers • . 
Definition 8.5: A topology is defined in the set 
(RxRy)* by taking as a subbase, sets of the form 
N( f~,¢o, ~) : [ f*l II f*¢o - - f~¢oll < E.], 
'"here 
llf~¢0 - f~¢oll = sup I ( f*¢0 )(x) - f~¢0 )(x) I , X 
and f~ ranges over <Rx~)*, ¢0 over Ry and ~ over the 
po si ti ve real numbers· •. 
Lemma 8.2: Given N(f0 ,¢0 ,~) and N(fg,¢0 ,e) where f 0 
and f~ correspond under F. Then a necessary and sufficient 
condition that an element f belong to N(f0 ,¢0 ,£) is that f* 
belong to N(f~,¢0 ,~), where f and f* ·correspond under F • . 
Proof: Given f ~ N(f0 ,¢0 ,E.). Then 
llf*¢0 - f~¢0 11 = sup I (f*¢0 )(x) - (f~¢0 )(x) I X 
: s~p I (¢of)x - (¢oro )xI < E. • 
Thus f* e: N( f~,¢0 , ~) • · 
Conversely, let f* ~ N(f~,¢0 ,E.). · That is 
e > llr*¢0 - rg¢0 11 • sup I (f*¢0 )x - (f8¢0 )xl • . X 
But since f and T* correspond under F, we have 
sup I (f*¢0 )x - (·r~¢0 )x I = supl (¢0 f)(x) - (¢0 f 0 )(x)l. X X 
Thus 
supl (¢ f)x - (¢ f )xI< ~. 
X 0 0 0 
which implies f ~ N(f0 ,¢0 ,.E.). 
Theorem 8. 4: yX and (Rx Ry)* are homeomorphic under F. 
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Proof: Follo,.,s from Theorem 8.~ and Lemma 8.2,, since 
a one-one mapping which carries subbase elements onto sub-
base elements is an homeomorphism •. 
We now show that these topologies are admissible •. 
Theorem 8.5: The topology introduced in (RXRy)* is 
admissible •. 
Proof: 
I If~¢ 0 - f*¢11 ' II f~¢ 0 - f*¢ cJI + ll f*¢ 0 - ·· :r.*¢11 
= s~pl (f~¢0 )x - {f*¢~)xl t s~pl (f*¢0 )x - (f'*¢)x I 
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- " + s~p I ¢0 ( f ( x) ) - ¢ ( f ( x) ) I 
~ " + s~pj <¢o - ¢)yl 
= 
Thus given €. > 0 
provided 
and 
Theorem 8.6: 
admissible~ 
Proof: Let 
tt 
f* E N(f*,¢ , tj2). 
0 0 
+ ·ll¢o - ¢II. 
X The topology introduced in Y is 
and let N(y0 ) be an arbitrary neighborhood of ·y0 • By the 
complete regularity of Y there exists a ¢0 in Ry such that 
¢o<Yo) = ¢o(fo(xo)) = 0 
and 
.¢ 
0 
( CN( y 
0
)) : 1 
Where CN(y0 ) means the complement of N(y0 ). 
Let S(O,~/~ be an e/2-sphere about zero in R, where 
0 < ~ < 1 • . 
Let 
N~(y0 ) = .¢~l[s(o, t:/2)]. 
N'(y0 ) contains y0 and is an open set in Y since .¢0 is 
continuous. 
Let 
U(x0 ) = f~1[N'(y0 )]. 
U(x0 ) contains x0 and ia open in X since f is continuous. 
Note that if x ~ U(x0 ), then r 0 (x) ~ N' (y0 ) and 
.¢0 (f0 (x)) E: S(o, 1'/2). That is 
that 
or 
l<¢ofo)xl < f:,/2 • . 
By definition of ¢0 , if f is an arbitrary element such 
Then 
l¢ofo(xo) - ¢of(x)l ~l¢ofo(xo) - ¢ofo(x)l + 
+l¢ofo(x)- .¢or(x)l, 
l¢of(x)j ~ l¢ofo(x)l +I ¢ofo(x)- ¢of(x)l 
~ I ¢0 f 0 (x)l + supl ¢0 f 0 (x) - ¢0 f(x)l X 
~ ~ /2 + €: /2 = €:; < 1 
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provided x' U(x0 ) and f ~ N(•:r0 ,¢0 , ~ /2). Tb.a t is, given 
:r0 (x0 ) • y 0 and an arbitrary N(y0 ), there exists U(x0 ) and 
N(f0 ,¢0 , t/2) such that f(x) e N(y0 ) for all f i N(f0 ,¢0 , €/2) 
and x e U(x0 ). Which implies admissibility • . 
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9. Compact-Open Topologies 
In this section we show that the topologies of the 
previous section are identical with the compact-open top-
ologies • . With this we are able to state the main result of 
this paper in Theorem 9.3. 
In the previous section it was shown that these top-
ologies are admissible. Thus by Theorem 2.7, in order to 
.show that they are the compact-open topologies, we need only 
show that they are stronger than the compact-open topologies. 
Theorem 9.1: The topology introduced in yX by Defini- -
tion 8.4 is stronger than the compact-open topology in yX• 
Proof: To prove the theorem we need only show, (I, p. 
48), that if N(f0 ,~0 ,E) is a subbase element and f an 
arbitrary element in N(f0 ,¢0 ,E), then there exists an open 
set 0 in the c-o topology such that 
fe;Q~ N(f0 ,¢0 ,~). 
Let f be an arbitrary element of N(f0 ,~0 ,E). Then by 
definition 
( E - 0) > O • . 
Since a. continuous image of a compact space is compact, 
(XI, p. 18), ~0 (Y) is a compact subset of R. Let 
Nj(E.- 5) .1 - l, ••• ,n -
be a finite covering of ¢o(Y) by open sets in R of length 
les s than ( ~ - S ) • Then 
W : ~-l[N (E. - ¢)] j 0 j .1 - l, ••• ,n 
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is a finite covering of Y. Each Wj is open since ¢0 is 
continuous. Note that if y,y'~ Wj for some j, then ¢0 (y) 
and ¢0 (y 1 ) are in Nj(~- 5), and hence 
I ¢o ( Y) - ¢o ( Y 1 ) I < E. - S • 
\'Te also have 
j = l, ••• ,n 
as a finite covering of X. Note that if x,x'~ Uj, then 
f(x) and f(x 1 ) are in Wj• Hence 
I ¢0 (f(x)) - ¢0 (f(x 1 )) I <.. ~ - S. 
Since X is normal and has the finite open covering (Uj)' 
we can apply (33.3) and (33.4) of (XI, p. 26) to obtain an 
open covering of X by 
where 
- c v_,-u_,. 
.1 = l, .•• ,n 
Hence in particular, (Vj) forms a closed covering of X, and 
by (23.1) of (XI, P• .18) each Vj is compact. 
Consider the subbase elements 
M(Vj, W" j) 
in the c-o topology. Then 
nj M(Vj,Wj) 
j- l, ••• ,n 
j =l, ... ,n 
is an open set in the c-o topology. Furthermore 
f ~ llj M(V j, \'l j), 
since v_, £ uj, and f(Uj) • w_, implies f(V3) £ wj for each j. 
j • l, ••• ,n. 
Nm-r let f 1 be an ar'bi trary element of 
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.1 = l, •.• ,n 
Then given V .1 and an arbitrary x e. V .1 , we have that f' ( x) e. vr .1 
and f ( x ) ~ '" .1" Thus 
l¢0 f'(x)- ¢ 0 f(x)l <. ~ -S. 
Since this is true for each _:_V j and any x e. V j, and since (V j) 
is a covering of x, ~·re have 
Thus 
Then 
for all x Ex. 
s~pl¢0f0 (x) - ¢ 0 f' (x)l ~ s~pl ¢0 f 0 (x) - ·¢0 f(x)l + 
+ s~pl ¢0 f(x) - ¢0 f' (x)j 
<S+f-o=E.. 
But this implies that f'e. N(f0 ,¢0 ,£). Since f' was an 
arbitrary element in 
we obtain 
fen.1 M(v.1, w.1) c N(f0 ,¢0 ,E.). 
Thus the theorem is proved. 
Corol1ary 9.1: The topology of Definition 8.4 is the 
compact-open topology. 
Theorem 9.2·: The topology introduced in (RxRy)* by 
Definition 8.5 is stronger than the compact-open topology • . 
Proof: Given N(f*,¢ ,c), let f~ be an arbitrary ele-
o 0 ~ 
ment of N(f~,-~,£). Consider the open €-sphere in Rx given 
by 
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and the open set M(¢0 ,S(f~¢0 ,c)) in the c-o topology • . 
f* ~ M(¢0 , S( f~¢0 , t)) 
implies 
which implies 
Thus 
M < ¢ o , s < f~¢ o , e. " s . .w r f~, ¢ o , E.' . . 
Furthermore by choice of ff, we have 
II fi¢o - f~¢ oil < t: 
1r1h1ch implies 
Thus 
ficM(¢0,S(f~0 ,£)) ~ N(f~,¢0 ,E). 
Hence the theorem is proved. 
Corollary 9.2: The topology of Definition 8.5 is the 
compact-open topology. 
We now state the main result of this paper. 
Theorem 9.3: yx and (Rx Ry)* are homeomorphic under the 
compact-open topologies. 
Proof: Follows from Theorem 8.4 and Corollaries 9.1 and 
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10. Homotopy 
In this section we state several consequences of our 
main result relating to homotopy. 
We first consider the relationship between h and h*, 
where hand h* are as in Definition 2.11 • . Since X compact 
Hausdorff implies normality, {XI, p. 27), and normality 
implies regularity, (X, p. 26): X satisfies the condition of 
the statement following Definition 2.11. Thus we can state 
the following: 
Theorem 10.1: X and Y compact Hausdorff, yX topologized 
as in Definition 8.4. Then continuity of his e~uivalent to 
the continuity of h*. 
In considering a homotopy of Ry in Rx, we will let H 
denote a homotopy and H* a path in the function space. 
Since Ry is a metric space it satisfies the First Counta-
bility Axiom, (XI, p. 34). Hence the condition of the second 
statement following Definition 2.11 is satisfied, and we 
can state the following theorem. 
Theorem 10.2: Given Ry and Rx, and (RxRy)* topologized 
as in Definition 8.5, then continuity of H is equivalent to 
the continuity of H*. 
Lemma 10.1: Let f 0 and f1 be t'''o homotopic mappings 
and let f~ and f! be the corresponding homomorphisms under F, 
respectively. Then f~ and f! are homotopic. 
Proof: Let the homotopy of f
0 
and f 1 be represented by 
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h: IxX~Y. 
'\fuere 
and 
h(l,x) = f 1 (x). 
By Theorem 10.1, h*(t) defined by 
h*(t) : h(t,x) 
is a continuous path in yx. 
Define a path in (RxRy)* by 
H*( t) = Fh*( t). 
Continuity of H* follo~~ from the continuity of F and h*. 
Then by Theorem 10.2, we have that 
H: Ix.Ry ~ Rx. 
is a homotop~ of f~ and f!• 
Lemma 10.2: Let f~ and fl be t"ro homotopic elements of 
(RxRy)* and let r 0 and r1 be the corresponding mappings 
under F', resp~ctively. Then f 0 and f 1 are homotopic. 
Proof: Similar to the proof of Lemma 10.1. 
With these two lemmas we have proved the following 
theorem • . 
Theorem 10.3: A necessary and sufficient condition for 
two mappings f 0 and f 1 of X into Y to be homotopic is that 
the mappings f~ and fl of Ry into Rx be homotopic. \{here f 0 
and f 1 correspond respectively to f~ and f! under F, and for 
each 0 = t = 1, f~ t:. (RXRy)*. 
From Theorem 10.3, we obtain a necessary and sufficient 
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condition that a compact Hausdorff space X be contractible, 
(X, p. 85). That is, the identity mapping of X onto X is 
homotopic to a constant mapping. 
Theorem 10.4: A necessary and sufficient condition for 
a compact Hausdorff space X to be contractible is that f~ and 
f! be homotopic. \'fuere f~ is the identity isomorphism of Rx 
onto Rx, and f! is a homomorphism of Rx onto the constant 
functions of ~· and for each 0 ~ · t ~ 1, f~ ~ (RXRy)*. 
Proof: Let f 0 and f 1 be homotopic, where f 0 is the 
identity mapping of X onto X and r1 is a constant mapping. 
By Theorem 10.3 we need only show the following •. 
(1) • . F(f0 ) is the identity of Rx onto Rx• 
(2). F(f1 ) maps Rx onto the constant functions. 
(3). 
( 4). 
F'(f~) is the identity of X onto x. 
F'(f*) is a constant mapping. 
1 
(1) and (2) follow from Corollary 3.1 and (b) of Theorem 
3.3, respectively. (3) and (4) follow from (1) and (2) plus 
the fact that F and F' are inverses of each other • . 
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Abstract 
Given two compact Hausdorff topological spaces X and Y 
and the corresponding normed rings Rx and Ry of continuous 
real-valued functions on X and Y, respectively, we consider 
relationships bet,•reen the function space yX of continuous 
mappings of X into Y and a certain subset of the function 
space RxRy of continuous homomorphisms of Ry into Rx• The 
eo concerned subset is the set of all elements of RxRy which 
map Ry onto analytic subrings of Rx• An analytic subring 
is a closed subring which contains the constant functions. 
This subset is denoted by (RXRy)*. 
For a given element f of yX, it is shown that the 
adjoint mapping f* defined, in the usual manner, by 
(f*¢)x = ¢(f(x) 
is a continuous homomorphism of Ry onto an analytic subring 
of Rx• It is a well known result that under conditions 
which are satisfied by a compact Hausdorff space X, a maximal 
ideal of Rx consists of all functions of Rx which assume the 
value zero on some fixed point of X; and conversely, each 
point of X defines a maximal idea~. Denoting a maximal ideal 
by m(x), we obtain 
f* ( m ( y) ) ~ m ( x) if and only if f ( x ) = y. 
Conversely, given an f* in (RxRY)*, a continuous map-
ping f of X into Y is defined by 
f(x) = y if and only if f*(m(y)) S m(x). 
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To prove that the mapping f, so defined is continuous, we 
consider the special case "there f* is an isomorphism onto an 
analytic subring and make use of a known topology in the 
space of maximal ideals M(X) which turns the correspondence 
between maximal ideals of Rx and points of X into a homeo-
morphism. The case of an arbitrary f* is reduced to the 
special case. 
Let F(f) = f* denote the correspondence between a given 
f and its adjo~nt • . Let F 1 (f*) : f denote the correspondence 
between a given f* and the resulting f. It is proved that 
F is a one-one correspondence between ~ and (RxRy)* which 
has F' as its inverse. 
A topology is introduced into yX by taking as a subbase, 
sets of the f'orm 
N ( f 0 , ¢0 , f: ) = [ f I s~p I ¢0 ( f 0 ( x) ) - ¢0 ( f ( x)) I < E:] , 
where f 0 ranges over iX, ¢0 over Ry, and e over the positive 
real numbers. Similarly, a topology is introduced into 
(RxRy)* by taking as a subbase, sets of the form 
N < r~, ¢0 , € > = [ f* I llr*¢ 0 - - f*¢ 0 II < t:] , 
where ¢0 and ~ are as before, and f~ ranges over (RxRy)*. 
In proving that under the correspondence F, N(f
0
,¢
0
,E) and 
N(f~, ¢0 ,~) correspond, we obtain an homeomorphism of yX and 
(RXRy)*. Both of these topologies are proved admissible. 
That is, f(x) is continuous in both f and x, while f*(¢) .'. ts 
continuous in both f* and ¢. We are then able to state that 
these topologies are the compact-open topologies by proving 
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that they are stronger than the compact-open topologies. 
For it is a known result that under conditions satisfi.ed by 
our spaces, the compact-open topologies are stronger than 
any admissible topologies. To say our topology is stronger 
than the compact-open topology, we mean, each open get in the 
topology is also an open set in the compact-open topology • . 
As the main re~ult of this paper we have: YX and 
(RxRy)* are homeomorphic under the compact-open topologies. 
As a consequence of the main result we obtain: a nee-
essary and sufficient condition for two mappings f and g of 
X into Y to be homotopic is that f* and g* be homotopic. 
Where f and g correspond to f* and g*, respectively, under F. 
From this we obtain as a corollary: a necessary and suffi-
cient condition that a compact Hausdorff space x ·· be contrac-
tible is that the identity isomorphism of Rx onto Rx be homo-
topic to an homomorphism of Rx onto the constant functions. 
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