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Abstract
We study distributions which generalize the concept of spectral shift function, for pseudo-
differential operators on Rd : We call such distributions spectral distributions. Relations
between relative scattering determinants and spectral distributions are established; they lead to
the deﬁnition of regularized scattering phase. These relations are analogous to the usual one
for the standard spectral shift function. We give several asymptotic properties in the high
energy and semiclassical limits where both nontrapping and trapping cases are considered.
In particular, we prove Breit–Wigner formulae for the regularized scattering phases, for
semiclassical Schro¨dinger operators with long-range potentials.
r 2003 Elsevier Inc. All rights reserved.
0. Introduction
0.1. Statement of the problem
The spectral shift function (SSF in the sequel) of the pair of self-adjoint operators
ðH0; H1Þ is deﬁned, under some conditions on V ¼ H1  H0 which we discuss below,
as the locally integrable function s1 such that
Trð f ðH1Þ  f ðH0ÞÞ ¼ 
Z
R
f 0ðlÞs1ðlÞ dl; fACN0 ðRÞ: ð0:1Þ
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If the operators are semibounded from below, which we shall always assume, s1 is
uniquely deﬁned by the condition s1ðlÞ ¼ 0 for l50: The SSF was ﬁrst studied by
Krein [27] from the mathematical point of view. It is a fundamental object in
scattering theory with several physical meanings (time delay, scattering phase) and
various mathematical applications (including geometry, see [15,21]). For a rather
complete survey on these applications, we refer to [3,35] (see also [18] and the
book [38]).
The SSF can be considered as a scattering phase for the following two reasons:
Det1 SðlÞ ¼ e2ips1ðlÞ; a:e: on sacðH0Þ; ð0:2Þ
s1ðlÞ ¼ 1p limerþ0 arg Det1ð1þ VR0ðlþ ieÞÞ; a:e: on R: ð0:3Þ
The ﬁrst one, which justiﬁes historically the terminology, is known as Krein’s
formula and was proved by Birman–Krein [2]. Here SðlÞ is the scattering matrix of
ðH0; H1Þ deﬁned almost everywhere on sacðH0Þ; the absolutely continuous spectrum
of H0 (see [38]). In the second formula R0ðzÞ ¼ ðH0  zÞ1 is the free resolvent and
Det1 is the Fredholm determinant deﬁned for trace class perturbations of identity (see
Section 1 for the determinants). These results hold if VAS1; the Schatten ideal of
order 1 of trace class operators. Actually (0.1) and (0.2) are still valid provided
ðH1 þ EÞN  ðH0 þ EÞNAS1 for some E and N large enough, since one can use
the Birman–Kato invariance principle. This principle allows to replace Hj by H˜j ¼
ðHj þ EÞN in the sense that s1ðlÞ ¼ s˜1ððlþ EÞNÞ is the SSF of ðH0; H1Þ if s˜1 is
the SSF of ðH˜0; H˜1Þ:
If H0 ¼ D and H1 ¼ Dþ V are Schro¨dinger operators on Rd ; the SSF can only
be deﬁned for V with sufﬁciently fast decay at inﬁnity. A natural condition which
ensures the existence of the SSF, is that for all a
@aVðxÞ ¼ Oð/xSrÞ; r4d; ð0:4Þ
with the usual notation /xS ¼ ð1þ jxj2Þ1=2: Weaker conditions on the smoothness
of V can be considered (see for example [32]), but the integrability of V at inﬁnity is
always needed.
The goal of this article is to relax the decay assumption on the perturbation, and
thus to be able to consider long-range potentials, i.e. potentials satisfying (0.4) for
some r40: In that case, one can always ﬁnd an integer p such that pr4d and for
such a p; it is easy to prove that, for some N and E
ðH1 þ EÞN  ðH0 þ EÞNASp; ð0:5Þ
where Sp is the Schatten class of order p (see Section 1). Thus it is natural to deal
with Sp-perturbations or relatively-Sp-perturbations (i.e. such that (0.5) holds). Under
ARTICLE IN PRESS
J.-M. Bouclet / Journal of Functional Analysis 212 (2004) 431–471432
such more general conditions, the SSF s1 cannot be deﬁned since S1iSp if p41; and
some regularization has to be done.
The regularization that we shall use is based on Taylor’s formula. If H0 is a general
self-adjoint operator, and VASp (self-adjoint too), Koplienko [25] has proposed a
way of regularizing formula (0.1) by considering a functional up deﬁned as follows:
/up; fS ¼ Tr f ðH0 þ VÞ 
Xp1
j¼0
1
j!
dj
dej
f ðH0 þ eVÞje¼0
 !
: ð0:6Þ
In Koplienko’s work, the functions f are rational fractions vanishing at inﬁnity
without poles on the spectra of the operators. It is clear that the operator considered
on the right-hand side of (0.6) is trace class, since the ideal Spp ¼ S1: Indeed, if
fzðlÞ ¼ ðl zÞ1; we get
/up; fzS ¼ ð1Þp TrððH0 þ V  zÞ1ðVðH0  zÞ1ÞpÞ: ð0:7Þ
However, as mentioned in [25], one cannot use the invariance principle any longer in
(0.6) for pX2: this means that, if we only assume that (0.5) holds, we cannot deﬁne a
distribution up by replacing the operators by some power of their resolvents. In
particular, Koplienko’s result cannot be applied to differential operators (except for
the special case p ¼ 2; see [25,26], see also [35]). This problem has been considered by
the author in [4,7], where the following result is proved:
Theorem 0.1. Let H0 ¼ pðx; DÞ and H0 þ V ¼ H0 þ vðx; DÞ be self-adjoint differ-
ential operators on Rd with smooth bounded coefficients (as well as their derivatives)
and uniformly elliptic (i.e. their principal symbols are lower bounded on Rd  Sd1 by
some c40). Moreover, we suppose
j@bvaðxÞjpC/xSrkjaj; r4d=p; ð0:8Þ
with kA½0; 1
; and vðx; DÞ ¼Pjajp2m vaðxÞDa:
Then for all fASðRÞ; formula (0.6) makes sense and it defines a temperate
distribution up; called spectral distribution of order p:
Remark that up  0 below the spectra of the operators, which is obvious by
formula (0.6).
We emphasize that H0 might have variable coefﬁcients and that V might be of the
same order as H0: This theorem is actually proved for a wider class of pseudo-
differential operators in [4,7]; we quote it in this less technical setting, which is
sufﬁcient for stating our main results in the next subsection.
Several natural questions arise about the distributions up associated with pseudo-
differential operators. If one looks at formula (0.3), it is natural to study relations
between up and some scattering determinants. Moreover, for general r40; it is
known that the scattering matrix SðlÞ may not be a compact perturbation of
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identity, and its spectrum can be the whole unit circle (see [39]). Thus, one cannot
hope to compute any determinant of SðlÞ in the general long-range situation, and we
may ask what should play the role of a scattering phase in this case. In order to
address these questions, it seems rather natural to consider the relative scattering
determinants deﬁned for Sp-perturbations of identity (see Section 1):
DpðzÞ ¼ Detpð1þ VR0ðzÞÞ: ð0:9Þ
Determinants like (0.9) are of special interest since they do not induce any distinction
between the short-range, r41; and long-range conditions, r40: However, recall
that the perturbations V that we consider are in general H0-bounded and not H0-
compact, thus the meaning of DpðzÞ is not clear. The deﬁnition of (0.9) uses the
meromorphic continuation of a so-called regularized zeta function as it can be done
for the SSF. This is a rather usual process and we refer to the nice paper of Mu¨ller
[29] on this subject (see also [8,12]).
Finally we mention that another kind of regularization based on Taylor’s formula
too, has been considered by Melin in [28]. Recent results associated to the related
regularized scattering phase, in connection with some heat invariants, have been
announced by Hitrik–Polterovich [23].
0.2. Main results of this article
We are going to prove results partially announced in [6]. In all what follows, r40
is a ﬁxed positive real number and pX1 an integer such that
r4d=p:
In the following theorem, we deﬁne the determinants DpðzÞ and the associated
scattering phase sp for H0-bounded perturbations V : We consider the same
differential operators H0 and H0 þ V as in Theorem 0.1 with k ¼ 0: We shall use
the so-called regularized Zeta function deﬁned by
zsðzÞ ¼ /up; ð: zÞsS
where ð: zÞs is the function l/ðl zÞs:
Theorem 0.2. (i) zsðzÞ is well defined for Re sb1 and zAC\½inf supp up;NÞ: It has a
meromorphic continuation, with respect to s; to the complex plane. This continuation is
regular at s ¼ 0:
(ii) The function DpðzÞ :¼ expð@szsðzÞjs¼0Þ is holomorphic on C\½inf supp up;NÞ
and the following limit holds:
lim
dr0
d
dl
arg Dpðlþ idÞ ¼ pupðlÞ; in D0ðRÞ; ð0:10Þ
where up is defined by (0.6).
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Notice that H0 can have variable coefﬁcients.
Remark. Our deﬁnition of DpðzÞ coincides with the usual one if VðH0  zÞ1ASp
(see Section 1).
Note moreover that the convergence in (0.10) is not pointwise in general, since it
was proved in [4,7] that u2 ¼ Z00 (in the distributions sense) for some locally
integrable function Z; called Koplienko’s function (see also [25]). Formula (0.10) can
be viewed as a generalization of (0.3), and it motivates the following deﬁnition:
Deﬁnition 0.3. The regularized scattering phase spAS0ðRÞ is the unique primitive of
up which vanishes near N:
This deﬁnition makes sense since up vanishes below the spectra of the operators,.
Moreover, if p ¼ 1; we get the usual scattering phase i.e. Birman–Krein’s SSF.
Now we state results in Euclidean scattering, in the high energy and semiclassical
limits.
Theorem 0.4. Assume that H0 ¼ p0ðDÞ; with p0ðxÞ ¼
P
jaj¼2m pax
a constant coeffi-
cients elliptic positive polynomial, and consider V as in Theorem 0.1 with k ¼ 1: Then
(i) sp is C
N on ð0;NÞ\sppðH0 þ VÞ; where sppðH0 þ VÞ is the point spectrum of
H0 þ V :
(ii) If the classical flow is nontrapping, then the following complete high energy
expansion holds:
s0pðlÞBl
d
2m
1 X
kX0
akl
k=m; lsþN:
Moreover this expansion can be differentiated at any order.
Recall that the classical ﬂow is nontrapping if jPðftðx; xÞÞj-N; as jtj-N;
uniformly on each compact subset of T%Rd \0; where ft is the Hamiltonian ﬂow of
the principal symbol of H0 þ V ; and P : T%Rd-Rd is the projection. Here the
principal symbol is the classical one, that is the leading part of degree 2m of the full
symbol of H0 þ V :
This theorem is well known for p ¼ 1 [11,13,20,30,33,34] and was proved
by the author for p ¼ 2 [4,5,7], but the result is completely new for pX3: A similar
result has been announced by Hitrik–Polterovich in [23] with Melin’s regularization
[28] for a potential perturbation for which the nontrapping condition is always
fulﬁlled.
Now we quote our results for the semiclassical Schro¨dinger operator with a long-
range potential. Assume that H0 ¼ h2D and that V ¼ VðxÞ is a potential such that
@aVðxÞ ¼ Oð/xSrjajÞ; aANd ; ð0:11Þ
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and let ICð0;NÞ be an interval. This interval is said to be nontrapping if
jPðftðx; xÞÞj-N; as jtj-N; uniformly on each compact subset of p1ðIÞ; where
pðx; xÞ ¼ x2 þ VðxÞ is the semiclassical principal symbol of H0 þ V :
Theorem 0.5. Assume that I is noncritical for V :
(i) If I is nontrapping, we have the following complete asymptotic expansion in
CNðIÞ:
s0pðl; hÞBhd
X
kX0
hkaVk;pðlÞ; hr0; aVk;pACNðIÞ; kAN;
where, if we set cd ¼ ð2pÞdvolðSd1Þ=2; the leading coefficient is
aV0;pðlÞ ¼ cd
Z
ðl VðxÞÞ
d2
2þ 
Xp1
j¼0
ð1Þjðd=2 1Þ?
 ðd=2 jÞld21jVðxÞj=j! dx; ð0:12Þ
with the convention that ðd=2 1Þ?ðd=2 jÞ ¼ 1 if j ¼ 0: Moreover ðtÞþ ¼ maxðt; 0Þ
and if d ¼ 2 then ðtÞd=21þ ¼ 1 if t40; and 0 otherwise.
(ii) Assume that the following estimates holds for some nX1 and s40; locally
uniformly on I ;
/xSsðH0 þ V  l7i0Þ1/xSs ¼ OðexpðhnÞÞ; lAI : ð0:13Þ
Then, for all nX0; the Riesz mean of order n has the following expansion, locally
uniform on I
Z l
N
s0pðm; hÞðl mÞn dm ¼ hd
X½n
þ
k¼0
Cnk;V ðlÞhk þ Oðh1þndÞ; ð0:14Þ
where ½n
þ is the smallest integer Xn: In particular, if n ¼ 0; we get the Weyl formula
spðl; hÞ ¼ hdC00;V ðlÞ þ Oðh1dÞ:
Note that the Riesz mean, deﬁned as the left-hand side of (0.14), must be
understood as
/fup; ðl :ÞnSþ
Z l
N
ð1 f ÞðmÞupðm; hÞðl mÞn dm;
where CN0 ðRÞ{f  1 near ½inf sðH0 þ VÞ; 0
: The above integral makes sense
because s0pð:; hÞ ¼ upð:; hÞ is smooth on ð0;NÞ since sppðH0 þ VÞ-ð0;NÞ is empty
by Arai and Uchiyama [1] and Robert [34].
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We emphasize that if d is even, all the terms corresponding to jXd=2 vanish in
(0.12) (if ever d=2pp  1). In particular, if d ¼ 2; the leading term is the same as for
the usual SSF, and more generally aV0;p ¼ aV0;d=2 for all pXd=2:
Finally let us remark that sufﬁcient conditions leading to the estimates (0.13) can
be found in the work of Burq [10], combined with the one of Bruneau–Petkov [9].
In the next theorem, we prove that the phase shift71=2 which occurs for the SSF
s1 close to a resonance, holds for all sp: This phenomenon is known as Breit–Wigner
formula (see the book [37] for its physical interpretation) and has already been
considered by several authors. Let us quote the papers of Combes–Duclos–Klein–
Seiler [14], Petkov–Zworski [31], and especially the ones of Ge´rard–Martinez–Robert
[17] and Robert [34], which we have followed.
We consider an energy level l0AI (which can be critical for V ) and the set of
resonances GðhÞ close to l0 deﬁned by Helffer–Sjo¨strand in [22]. We use suppose, as
in [17], that:
* there exists a connected open subset OˆCRd and a compact connected set U ! Oˆ
such that V4l0 in Oˆ\U ; and Vol0 in U,Rd\Oˆ:
* V is holomorphic in fx˜ACd j j Im x˜jpe0jRe x˜j; Re x˜ in a neighborhood
of Rd\Oˆg;
* limjtjsNjPðftðx; xÞÞj ¼N; for all ðx; xÞARd\Oˆ  Rd such that pðx; xÞ ¼
x2 þ VðxÞ ¼ l0: ft is the Hamiltonian ﬂow of p and P : T%Rd-Rd the
projection.
* There exists a family of open sets OðhÞAC; such that Th40 OðhÞ ¼ fl0g; IðhÞ :¼
OðhÞ-Ra|; and such that OðhÞ-GðhÞ contains only one resonance that we
note rðhÞ: Moreover we assume that there exist e40 and c40 such that
distðGðhÞ; @OðhÞÞXcee=h:
Under these assumptions and (0.11), we have the following result:
Theorem 0.6 (Breit–Wigner formula). Let dðhÞ a family of positive real numbers
such that, limhr0 h
ddðhÞ ¼ 0; limhr0 jIm rðhÞj1dðhÞ ¼ þN; and satisfying
Re rðhÞ7dðhÞAIðhÞ; for all h small enough. Then
lim
hr0
spðRe rðhÞ7dðhÞ; hÞ  spðRe rðhÞ; hÞ ¼712:
1. Fredholm determinants and spectral distributions
We are going to use the Schatten ideals Sp (on L
2ðRdÞ) thus we recall some basic
deﬁnitions and properties. For more details see [19,37,38]. An operator A belongs to
Sp if jAj ¼ ðA%AÞ1=2 is compact with a spectrum in lpðNÞ: If this holds true, then A is
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compact too and its spectrum ðljÞjANAlpðNÞ; thus we can deﬁne
Detp ð1þ AÞ ¼
YN
j¼0
ð1þ ljÞ exp
Xp1
k¼1
ð1Þk
k
lkj
 !
:
If p ¼ 1; S1 is the set trace-class operators. An important property of Schatten
classes that we shall use is the following: if A1;y; ApASp; then A1A2?ApAS1: Let
us ﬁnally recall that the pseudo-differential operator /xSR/DSR belongs to Sp if
R4d=p: This justiﬁes the relation between r and the class Sp used in the introduction
and our results.
1.1. The Stieltjes transform
For any uAe0ðRÞ; the space of compactly supported distributions, one can deﬁne
the so-called Stieltjes transform of u as the following holomorphic function on
C\suppðuÞ
UðzÞ ¼ /u; ð: zÞ1S;
and one can recover u from U thanks to the inversion formula:
lim
erþ0
Uðlþ ieÞ  Uðl ieÞ ¼ 2ipuðlÞ; in D0ðRÞ:
This is essentially equivalent to the fact that 2ipd0ðlÞ ¼ ðl i0Þ1  ðlþ i0Þ1 and
very elementary. If one considers temperate distributions in S0ðRÞ; one cannot
deﬁne the Stieltjes transform in general. However we describe below some sufﬁcient
conditions (at inﬁnity) on uAS0ðRÞ ensuring the existence of the Stieltjes transform
for temperate distributions.
If u is temperate, the following formula makes sense:
UsðzÞ ¼ /u; ð: zÞsS ð1:1Þ
for Re s4x0b1 and zeR (or zAC\½inf suppðuÞ;NÞ if the inf is ﬁnite). Since we have
ðl zÞ1 ¼ @zð@sðl zÞsÞjs¼0 ð1:2Þ
with ze½l;NÞ; it is natural to consider the existence of a meromorphic continuation
at s ¼ 0 for UsðzÞ: Note that the complex powers are deﬁned on C\½0;NÞ with the
principal determination of the log:
We give now sufﬁcient conditions to get such a continuation. Assume that
uAS0ðRÞ; with inf ðsupp ðuÞÞ4N; and that its Laplace transform, deﬁned as
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LuðtÞ ¼ /u; ftS (with ftðlÞ ¼ etl) has the following ﬁnite expansion
LuðtÞ ¼
Xn
j¼0
Xkð jÞ
k¼0
ajkt
aj logkt þ OðtbnÞ; tr0þ; ð1:3Þ
where the ajk are complex numbers, a0oa1o?oan are real numbers and bn40:
Moreover we assume as in [29] that
ajAN) ajk ¼ 0 8k40: ð1:4Þ
Notice that these conditions hold if uAE0ðRÞ since, in that case, Lu is an entire
function of t: Under the assumptions (1.3) and (1.4) we have
Proposition 1.1. (i) The map s/UsðzÞ has a meromorphic continuation to the half
plane Re s4 bn: This continuation is regular at 0 and is holomorphic with respect to
zAC\½inf suppðuÞ;NÞ:
(ii) If we set UðzÞ :¼ @z@sUsðzÞjs¼0 ; the following inversion formula holds:
lim
er0
Uðlþ ieÞ  Uðl ieÞ ¼ 2ipuðlÞ; in D0ðRÞ:
We shall call the function U ; deﬁned in this proposition, the Stieltjes trans-
form of u: Formula (1.2) shows that it extends obviously the deﬁnition valid
on E0ðRÞ:
Proof. (i) The result is local with respect to z so we ﬁx r40 and assume that Re zor:
If wACN0 is identically 1 near ðr  1; r þ 1Þ; the proposition is true for wu; therefore
we may assume that u is supported in ½r þ 1;NÞ; since replacing u by ð1 wÞu
does not change the assumptions. Then we use the fact that ðl zÞs ¼
GðsÞ1 RN0 etðlzÞts1 dt when Re s40 and l4r to write
UsðzÞ ¼ 1GðsÞ
Z N
0
LuðtÞetzts1 dt; Re s4x0
since LuðtÞ ¼ Oðeðr0þ1ÞtÞ when t-N; for any r0or: Using R 10 tn logk t dt ¼
ð1Þkk!=ðnþ 1Þkþ1 combined with (1.3), we get
Z 1
0
LuðtÞetzts1 dt ¼
Xn
j¼0
Xkð jÞ
k¼0
XN
l¼0
ajk
zl
l!
ð1Þkk!
ðs þ aj þ lÞkþ1
þ Rnðz; sÞ
with Rnðz; sÞ holomorphic with respect to s when Re s4 bn; and holomorphic with
respect to z: This proves the existence of the meromorphic continuation. The other
integral,
RN
1
does not cause any problem since it is entire with respect to s: Then,
using condition (1.4) and the fact that GðsÞ1 vanishes at 0 we get the regularity at
s ¼ 0:
ARTICLE IN PRESS
J.-M. Bouclet / Journal of Functional Analysis 212 (2004) 431–471 439
(ii) By the same reduction as for (i), we may assume that Re zor and that u is
supported in ½r þ 1;þNÞ; in that case we know, thanks to the proof of (i), that UsðzÞ
is holomorphic on Vð0Þ  fRe zorg; where sAVð0Þ a neighborhood of 0: Hence
@z@sUð0; zÞ  @z@sUð0; %zÞ-0 when ImðzÞr0; locally uniformly with respect to Re z;
and this completes the proof. &
Remark that, if we replace assumption (1.3) by the following:
LuðtÞB
XN
j¼0
Xkð jÞ
k¼0
ajkt
aj logkt; tr0þ; ð1:5Þ
with ajoajþ1 and aj-N; we get a meromorphic continuation on C and the poles are
the points
sj;l ¼ aj  l; aj þ leN;
where j; lAN: Moreover, if for all j and l; aj þ leN; then the meromorphic
continuation of UsðzÞ vanishes at any s such that sAN:
Now we turn to an example of computation of Stieltjes transform. Consider a
family of self-adjoint operators He ¼ H0 þ eV ; depending on eA½0; 1
: Assume
moreover that H0 is semibounded from below and that V is H0 compact; more
precisely, we assume that, for one zesðH0Þ (and hence for all) we have
VðH0  zÞnASp; for some nA½0; 1Þ:
Then the domain of He is independent of e; HeXmin ðinf sðH0Þ; inf sðH0 þ VÞÞ and
one can consider the functional
/u; fS ¼ Trð f ðH0 þ VÞ 
Xp1
j¼0
1
j!
dj
dej
f ðHeÞje¼0Þ: ð1:6Þ
In order to show that (1.6) makes sense for any test function f we proceed as follows.
The right-hand side of (1.6) vanishes if f is supported in ðN;minðinf sðH0Þ;
inf sðH0 þ VÞÞÞ and is well deﬁned if f ¼ fz with fzðlÞ ¼ ðl zÞ1: In that case,
we have
/u; fz4 ¼ ð1Þp TrððH0 þ V  zÞ1ðVðH0  zÞ1ÞpÞ;
since @jeReðzÞ ¼ j!ð1ÞjReðzÞðVReðzÞÞj : Using the Cauchy formula, we can deﬁne
/u; fS for f ðlÞ ¼ ðl EÞs; Re s41 and E real, below the spectra. Then, by the
Mellin transform, we can extend u to the class of Schwartz functions supported in
ðE;NÞ: Thus u deﬁnes a temperate distribution. Using these considerations, we can
deﬁne UsðzÞ as in (1.1) and we get the following result.
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Proposition 1.2. For all complex number ze½minðinf sðH0Þ; inf sðH0 þ VÞÞ;NÞ;
s/UsðzÞ is holomorphic in the region Re s4 pð1 nÞ and we have
@sUsðzÞjs¼0 ¼ log Detpð1þ VR0ðzÞÞ;
where the condition log Detpð1þ VR0ðzÞÞ-0 as Re z  jIm zj-N determines the
branch of the logarithm.
Proof. Assume that zAK ; with K compact. Thus we can consider a contour CK ;
surrounding ½minðinf sðH0Þ; inf sðH0 þ VÞÞ;NÞ; such that k  zeðN; 0
; for all
kACK and zAK (roughly speaking, the spectrum lies inside the contour and K lies
outside). By the Cauchy formula, we have
ðHe  zÞs ¼ i
2p
Z
CK
ðk  zÞsReðkÞ dk: ð1:7Þ
Notice that we can choose CK such that, outside a compact set, it coincides with the
union of the two half lines e7ip=4½1;NÞ so that ReðkÞ ¼ Oðjkj1Þ at inﬁnity. Then we
get easily that
UsðzÞ ¼ ð1Þp Tr i
2p
Z
CK
ðk  zÞsRðkÞðVR0ðkÞÞp dk
	 

: ð1:8Þ
Since the trace norm of RðkÞðVR0ðkÞÞp is Oðjkj1pð1nÞÞ; the right-hand side is
holomorphic with respect to s when Re s4 pð1 nÞ; thus it is regular at s ¼ 0:
Then if we differentiate with respect to z; we get, thanks to formula (1.2)
@z@sUsðzÞjs¼0 ¼ ð1Þ
p Tr ðRðzÞðVR0ðzÞÞpÞ
whose right-hand side is exactly the logarithmic derivative of Detpð1þ VR0ðzÞÞ; up
to the sign (see for example [38]). Therefore, we just have to show that @sUsðzÞjs¼0-0
when z-N: If z is real and z-N; we can let the contour be Cz ¼S
7 e
7ip=4½z þ 1;NÞ; by change of variable we get
@sUsðzÞjs¼0 ¼ ð1Þ
p Tr
i
2p
Z
C1=2
log ðk  cÞRðk þ z  cÞðVR0ðk þ z  cÞÞp dk
 !
;
where c ¼ minðinf sðH0Þ; inf sðH0 þ VÞÞ þ 1=2: The limit of the right-hand side
is 0 since the trace norm of Rðk þ z  cÞðVR0ðk þ z  cÞÞp is still Oðjkj1pð1nÞÞ
uniformly with respect to z: The proof is complete. &
Proposition 1.2 was proved by Koplienko in [25] under the condition VASp; and is
essentially well known. We have given the proof in the more general case VðH0 
zÞnASp for the sake of completeness, and to justify the remark after the proof
theorem (0.2) (see the next subsection).
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1.2. Proof of Theorem 0.2
Consider H0 ¼ pðx; DÞ and H0 þ V ¼ pðx; DÞ þ vðx; DÞ two uniformly elliptic
differential operators, where pðx; xÞ¼Pjajp2m paðxÞxa; and vðx; xÞ¼Pjajp2m vaðxÞxa;
with pa and va smooth functions such that for all jajp2m and bANd
j@bpaðxÞjpCb; j@bvaðxÞjpCb/xSr; xARd :
Their order is the integer 2m which is even since we do the following ellipticity
assumption
X
jaj¼2m
paðxÞxaXCjxj2m;
X
jaj¼2m
ðpa þ vaÞðxÞxaXCjxj2m; x; xARd
for some constant C40: We also assume that these operators are symmetric on L2;
which allows us to consider their self-adjoint realization with domain H2mðRdÞ; the
usual Sobolev space. These operators are clearly semibounded from below.
Now, if r4d=p and up is the spectral distribution associated to ðH0; H0 þ VÞ; we
know by Bouclet [4,7] that
/up; etð:ÞSBtd=2m
X
kX0
akt
k=m; tr0;
therefore we can apply Proposition 1.1 and we get the theorem.
Remark 1.3. If V is of order m0o2m; it is H0-compact and if 2m  m04d=p; VðH0 þ
iÞ1ASp: Furthermore, for some nA½0; 1Þ we still have n2m  m04d=p and thus
VðH0 þ iÞnASp which allows us to use Proposition 1.2; this proves that DpðzÞ
coincides, in this case, with the usual determinant Detpð1þ VðH0  zÞ1Þ:
2. The asymptotic representation formula
In this section we prove an asymptotic formula for upðl; hÞ for positive and
noncritical energies of the free Hamiltonian H0: For this technical result, up is
associated to the same kind of pseudo-differential operators, H0; H0 þ V ; as the one
considered in [7,34]. This means that
H0 ¼ oðhDÞ;
with oðxÞ-þN as x-N; and oX0; with o is smooth and temperate, in the sense
that, for some C and M positive numbers, oðxÞpCð1þ oðZÞÞ/x ZSM ; for all x; Z:
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Then we consider a perturbation
V ¼ q0ðx; hDÞ þ?þ hdqdðx; hDÞ þ hdþ1q˜ðx; hD; hÞ;
¼ qðx; hD; hÞ þ hdþ1q˜ðx; hD; hÞ:
We shall explain further on why we split V into these two pieces. Recall that if a is a
symbol, awðx; hDÞ is the operator deﬁned by
awðx; hDÞuðxÞ ¼ ð2phÞd
Z Z
ei/xy;xSa
x þ y
2
; x
 
uðyÞ dy dx; uASðRdÞ:
We assume that hdþ1q˜dB
P
kXdþ1 h
kqk; which means as usual that h
dþ1q˜d P
dþ1pkoN h
kqk ¼ Oðhdþ1þNÞ in S1ðo;NÞ: We also assume that for all kAN
qkAS1ðo;kÞ-S1ðo;rÞ; r40;
with r40 ﬁxed. This is the long-range condition on the perturbation V : The symbol
class S1ðo; mÞ is the space of symbols a such that the semi-norms
sup
R2d
max
jaþbjpN
j/xSmþkð1þ oðxÞÞ1@ax@bxaðx; xÞj
are ﬁnite for all N: We shall sometimes need the class S1ðon; mÞ which the same as
above except that o has to be replaced by on: We will also use S1ðN; mÞ ¼T
n40 S1ðOn; mÞ where OðxÞ ¼ /xS1:
Finally we assume that q and q˜ are real valued and that, for some constant C40
C þ wðxÞ þ q0ðx; xÞ4C1ð1þ oðxÞÞ; 8x; xARd : ð2:1Þ
These conditions entail the essential self-adjointness of H0 þ eV for all eA½0; 1
 and
hAð0; h0
 (h0 small enough); the domain of the self-adjoint realization is independent
of e (see [7]).
Let ICð0;NÞ be a noncritical interval for o: Our main result is the following:
Theorem 2.1. Let pAN be such that r4d=p: There exists wACN0 ðRdÞ; and a family of
functions ureg;pð:; hÞACNðIÞ; such that for all J! I one can find sequences of operators
U7j ðl; hÞ; jX0; such that for all N40
upðl; hÞ ¼ Tr w @E
@l
ðl; hÞw
	 

þ ureg;pðl; hÞ þ hkðNÞRNðl; hÞ; hr0 ð2:2Þ
RNðl; hÞ ¼ TrðU þNðl; hÞRðlþ i0; hÞÞ þ TrðU Nðl; hÞRðl i0; hÞÞ; ð2:3Þ
where kðNÞmþN as NmN: Eðl; hÞ is the spectral resolution of H0 þ V and Rðz; hÞ
its resolvent. The function ureg;pð:; hÞ has a full asymptotic expansion in CNðJÞ; this
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means that there exists a sequence of functions ujreg;pAC
NðJÞ such that for all N
ureg;pð:; hÞ  hd
XN
j¼0
hj ujreg;p ¼ OðhNdÞ in the CNðJÞ topology:
The operators U7N ðl; hÞ are such that
/xSkðNÞU7N ð:; hÞ/xSkðNÞ is bounded in CkðNÞðJ;S1Þ; as hr0:
By the same arguments as those of [4,7,34], Theorems 0.4, 0.5 and 0.6 are simple
corollaries of Theorem 2.1 and the rest of this section is devoted to its proof.
Remark that our assumptions on the operators are satisﬁed by the long-range
Schro¨dinger operator (oðxÞ ¼ x2; q˜ðx; x; hÞ ¼ 0; qðx; x; hÞ ¼ q0ðx; xÞ ¼ VðxÞ)
H0 ¼ h2D; V ¼ VðxÞ
and by the rescaled elliptic operators of Section 1.2
H0 ¼ h2mp0ðDÞ; V ¼ h2m
X
jajp2m
vaðxÞDa:
This is useful to prove high-energy asymptotics by considering these operators near
the rescaled energy level l0 ¼ 1 and by choosing h2m ¼ l1; with lsN; since one
sees easily that
h2mupðl0; hÞ ¼ upðl0=h2mÞ
if upð:; hÞ is associated with the above pair H0; H0 þ V and upð:Þ ¼ upð:; 1Þ:
The main tool of the proof is the Isozaki–Kitada parametrix (see [16,24,34]) for
the operators He ¼ H0 þ eV ; eA½0; 1
 and especially the study of the differentiability
of this parametrix with respect to e: For the sake of completeness as well as to be able
to state precise results we have chosen to write Section 3 on this subject.
In the proof of Theorem 2.1, we are going to approximate the symbol of V by a
fast decaying one (w.r.t. x) in order to use the SSF. To that end we choose a subset
BCS1ðo;mÞ; m4d
in which all the symbols are real valued and satisfy (2.1). We can assume that B is
bounded in S1ðo;rÞ and that it contains a sequence converging to q in S1ðo;r1Þ
for any r1or: Since we only assume that r4d=p; there is no loss of generality if we
assume that r ¼ r1 and that r1eN (this purely technical condition turns up in
Appendix A).
Finally let us mention that in our constructions, q ¼ qðx; x; hÞ will play the role of
the principal symbol. It is more convenient, for technical reasons, to do so since q˜ðhÞ
is integrable with respect to x which is useful when one wants to use trace class
operators.
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2.1. Two technical lemmas
Let wACN0 ðRdÞ be a cutoff function such that w  1 on the ball of radius R40:
Lemma 2.2. One can choose R40 large enough such that, for all functions
f1; f2ACN0 ðRÞ satisfying f1  1 near supp f2; we have the following estimates in S1:
/xSNð1 wÞð1 f1ðH0ÞÞf2ðH0 þ eVÞ/xSN ¼ OðhNÞ; 8N:
These estimates are uniform with respect to eA½0; 1
 and to the principal symbol of V in
B: Moreover, for all jX0; the following operator is pseudo-differential
dj
dej
ðð1 wÞð1 f1ðH0ÞÞ f2ðH0 þ eVÞÞje¼0 :
Its symbol is OðhNÞ in S1ð1;NÞ and depends continuously on q in B:
Proof. The ﬁrst statement is a simple consequence of the fact that, for all N large
enough
f2ðH0 þ eVÞ ¼ aN;eðx; hD; hÞ þ hNRN;eðhÞ
with jjj/xSN=4RN;e/xSN=4jjj1 ¼ OðhN=4Þ uniformly with respect to e and qAB: The
symbol aN;eðx; x; hÞ is a linear combination of anðx; xÞf ðnÞ2 ðoðxÞ þ eqðx; xÞÞ with
anAS1ðokðnÞ;nÞ; for some kðnÞX0: If x is large enough, and oðxÞ þ eqðx; xÞ lies in
supp f2; then oðxÞf 11 ð1Þ; and then, the composition formula of pseudo-differential
operators yields
ð1 wÞð1 f ðH0ÞÞaN;f ;eðx; hD; hÞAhNOpðSÞ;
where S is the Schwartz class. The second Part is a direct consequence of the fact
that @je f ðH0 þ eVÞje¼0 is purely pseudo-differential. &
In all what follows, I is an open interval and we use the notation UeðtÞ ¼
expðitHe=hÞ: Consider a family of bounded operators Be which is Cp with respect to
eA½0; 1
 and such that Be/xS %d is still Cp in the class of bounded operators for some
%d4d: Then we have
Lemma 2.3. The family of operators Be f ðHeÞUeðtÞ is smooth in the trace class (w.r.t.
eA½0; 1
) for any fACN0 ðIÞ: Moreover for all jX1
dj
dej
TrðBe f ðHeÞUeðtÞÞje¼0
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can be written as a linear combination of the traces of the following operators with
0pnpj:
@jne Be
hn

e¼0
Z t
0
Z tt1
0
?
Z tt1?tn1
0
a0ðx; hD; hÞ

Yn
k¼0
U0ðtk  tkþ1Þakþ1ðx; hD; hÞ dtn?dt2 dt1:
Here the product is the composition from the left to the right (with the term k ¼ 0 on
the left). Moreover we have used the following conventions:
t0 ¼ t; tnþ1 ¼ 0
and if n ¼ 0 there is no integral sign. The symbols al belong to S1ðN;rÞ if 1plpn;
whereas a0 and anþ1 are in S1ðN; 0Þ: They all have an expansion with respect to h and
are compactly supported with respect to x in a small neighborhood of o1ðsupp f Þ: As
in the previous lemma, everything depends continuously on qAB:
Proof. This lemma is a simple consequence of
d
de
UeðtÞ ¼  i
h
Z t
0
Ueðt  t1ÞVUeðt1Þ dt1; ð2:4Þ
together with the fact that for all n; ðd=deÞnf ðHeÞje¼0 is pseudo-differential operator
with symbol in S1ð1;nrÞ (see [7]). Moreover, using the fact that ðd=deÞð f ðHeÞUeðtÞÞ
can always be written as
d
de
f ðHeÞ
	 

UeðtÞ f1ðHeÞ þ f ðHeÞ d
de
UeðtÞ
	 

f1ðHeÞ þ f ðHeÞUeðtÞ d
de
f1ðHeÞ
	 

with f1 f ¼ f ; we see easily that the symbols an are supported in any arbitrary small
neighborhood of o1ðsupp f Þ: &
2.2. A nonstationary phase lemma
In the proof of Theorem 2.1 we shall need to deal with Fourier transforms of
traces of operators similar to the ones of Lemma 2.3. We want to show that these
traces are smooth with respect to the spectral parameter hence we need to prove that
the Fourier transforms decay fast with respect to the time parameter. This will be
achieved by mean of the lemma which we prove in this subsection.
Let us consider the set of all complex-valued functions f such that, for all
a2;y; akANd ; b1;y; bk1AN
d ; bkAN
d ; jbkjpN
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one can ﬁnd a constant C such that
j@a2?akx2?xk@
b1?bk1
x1?xk1
@
bk
xk
f ðx0; x1;y; xk; x1;y; xk; hÞjpChjbk j/x0; x1Sjbk j
/x0SN/x0;1Sd1?/x0;nSd1/x1SNd/x2Sdja2j?/xkSdjak j ð2:5Þ
with d141; d ¼ dd1; and where the variables are such that
x0 ¼ ðx0;1;y; x0;nÞARn; x1;y; xk; x1;y; xkARd ; hAð0; 1
:
One also assume that the function f are supported in ðo1ðIÞÞk with respect to
x1;y; xk: The best constants C in (2.5) are semi-norms and deﬁne the topology on
the set.
Remark. 1. The set of variables x0 can be empty, and that will be actually the case in
the applications. However, it is more convenient for the proof of the lemma below to
consider such functions.
2. The functions f introduced above look very much like the symbols of the
oscillatory integrals given by the kernels of the operators involved in Lemma 2.3.
Our nonstationary phase result is the following:
Lemma 2.4. There exists a constant C40 which depends on a finite number of semi-
norms of f such that
Z
ðRd ÞkðRd Þk
e
i
h
fk fdx1?dxk dx1?dxk

pC/x0;1Sd1?/xd10;n S ht
	 
N
ð2:6Þ
for all ta0 and hAð0; 1
:
Proof. We proceed by induction on kX2: We shall do integrations by parts using the
following differential operators, which all leave expðifk=hÞ invariant,
Pl ¼  h
i
Pl
j¼1 tjroðxjÞ
jPlj¼1 tjroðxjÞj2
Xl
j¼1
rxj
 !
 ðxlþ1  x1Þ
Pl
j¼1 tjroðxjÞ
jPlj¼1 tjroðxjÞj2; 1plpk;
where one should notice that if l ¼ k then x1  xlþ1 ¼ 0: We shall use as well
Ql ¼ h
i
xl  xl1
jxl  xl1j2
rxl :
Let us start with k ¼ 2: We choose wACN0 ðRdÞ; w  1 near 0; and we write f ¼
f1 þ f2; with f1 ¼ wðx1  x2Þ f : By choosing the support of w small enough, and using
the fact that jroðxÞjXe40 on o1ðIÞ; we get
jt1roðx1Þ þ t2roðx2ÞjX
e
2
t
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on the support of f1; and we do N integrations by parts with P2 (which is
independent of x1; x2 since l ¼ k). This proves that the estimate (2.6) holds for f1:
To estimate the same integral with f2; we ﬁrst do N integrations by parts with Q2
which gives a gain of hN/x2SN (and also a lost of /x1; x2SN). Then:
* either t1Xt=2; and we do N integrations by parts with P1; which gives a gain of
tN1 ¼ tN ;
* or t2Xt=2; and we do N integrations by part with P˜1; which is the same operator
as P1 but where we swap x1 and x2; and x1 and x2: We get a gain of tN2 ¼ tN :
Thus the result is proved when k ¼ 2:
Now assume that kX3 and that the result holds to all orders pk  1: We deﬁne,
for 1plpk  1 the function wl ¼ wðxl  xlþ1Þ and then write
f ¼ w1?wk1 f þ ð1 w1Þf þ
Xk1
l¼2
w1?wl1ð1 wlÞf :
By choosing the support of w small enough (and w  1 near 0), we get
jPkj¼1 tjroðxjÞjXct on the support of w1?wk1 for some c40; then doing N
integrations by parts with Pk shows thatZ
e
i
h
fkw1?wk1 f dx1?dxk dx1?dxk

pC/x0;1Sd1?/x0;nSd1 ht
	 
N
:
Now we consider the integral with ð1 w1Þf in which we can do N integrations by
parts with Q2; from which we get a gain of h
N/x2SN : There are again two cases:
* either t1Xt=2; and we do exactly as for k ¼ 2;
* or t2 þ?þ tkXt=2; and we use the induction assumption. Precisely, the function
that we integrate has the following form:
e
i
h
*fk1 f˜ðx˜0; x˜2;?; x˜k; *x2; *xkÞ;
where the new variables are x˜0 ¼ ðx0; x1; x1Þ; ðx˜j ; *xjÞ ¼ ðxj; xjÞ; when 2pjpk and
the new phase function is
*fk1 ¼
Xk
j¼2
/x˜j  x˜jþ1; xjS tjoðxjÞ; x˜kþ1 ¼ x˜2:
Note that fk  *fk1 ¼ /x1  x2; x1  xkS t1oðx1Þ so (2.5) holds for f˜ and we getZ
ðRd Þk1ðRd Þk1
e
i
h
*fk1 f˜ dx2?dxkdx2?dxk

pC/x˜0;1Sd1?/x˜0;nþ2dSd1 ht
	 
N
from which we get the result after integration with respect to x1; x1:
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Finally we have to consider the integrals involving w1?wl1ð1 wlÞf with
2plpk  1: Thanks to ð1 wlÞ; we can integrate by parts N times with Qlþ1 from
which we have a gain of hN/xlSN and there are again two possibilities:
* either t1 þ?þ tlXt=2; and choosing the support of w small enough we can
integrate by parts N times with Pl1: Then we get
Z
e
i
h
fkw1?wl1ð1 wlÞfdx1?dxldx1?dxl

pC ht
	 
N Yn
j¼1
/x0;jSd1
Yk
j¼lþ1
/xjSd
from which the result is obvious,
* or tlþ1 þ?þ tkXt=2: We use again the induction assumption, considering
ðx0; x1; x1Þ as a new variable x˜0 and x2; x2;y; xl1; xl1 as parameters. We
introduce the phase function
*fklþ1 ¼
Xk1
j¼l
/xj  xjþ1; xjS tjoðxjÞ þ/xk  xl ; xkS tkoðxkÞ;
and we remark that fk  *fklþ1 /xl  x1; xkSþ/xl ; xlS depends only on x˜0
and the parameters, then we get the result as before. The proof is now
complete. &
2.3. The regular terms
In this subsection we will study the distributions deﬁned, for *wAS1ð1;NÞ and
jX0; by
/uðhÞ; fS ¼ Tr *wðx; hDÞ d
j
dej
f ðHeÞje¼0
	 

; fACN0 ðIÞ:
It is already known that these distributions have a full asymptotic expansion in h in
the weak sense (see [4,7]); this means that there exists a sequence ðukÞkAN of elements
of D0ðIÞ; independent of h; such that for all NX0
uðhÞ ¼ hd
XN
k¼0
hkuk þ hNþ1d u˜NðhÞ; hr0; ð2:7Þ
where u˜NðhÞ is a bounded family in D0ðIÞ (i.e. /u˜NðhÞ; fS is bounded for all
fACN0 ðIÞ). Our goal is to prove that the asymptotic (2.7) holds in the strong sense,
that is in the CN sense. This is the purpose of the following proposition. Recall that
I ! ð0;NÞ is an open and noncritical interval for o:
Proposition 2.5. The distributions uk are C
N on I and u˜NðhÞ is a bounded family in
CNðIÞ:
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Proof. By uniqueness of the asymptotic expansion, it is sufﬁcient to show that uðhÞ
has a full asymptotic expansion in CNðJÞ for all J! I : By choosing a cutoff function
gACN0 ðIÞ; g  1 near J; we only have to study guðhÞ; and we can consider its
semiclassical Fourier transform which is
wðh; tÞ ¼ Tr *wðx; hDÞ d
j
dej
ðgðHeÞUeðtÞÞ
	 

je¼0
:
By Lemma 2.3, wðh; tÞ is a linear combination (with coefﬁcients independent on h
and t) of the following type of functions, with 0pkpj:
hk
Z t
0
Z t1
0
?
Z tk1
0
TrðKkðt  t1; t1  t2;y; tk1  tk; tk; hÞÞ dtk?dt2 dt1; ð2:8Þ
where, by convention, there is no
R
sign if k ¼ 0; and only R t0?dt1 if k ¼ 1:
Moreover we have
Kkðt1; t2;y; tkþ1; hÞ
¼ a1ðx; hD; hÞU0ðt1Þa2ðx; hD; hÞU0ðt2Þ?akþ1ðx; hD; hÞU0ðtkþ1Þ; ð2:9Þ
with symbols a1;y; akþ1 all supported in a small neighborhood of o1ðsupp ðgÞÞ
with respect to the x variable, having an asymptotic expansion with respect to h; and
in the following classes:
a1ASðR2dÞ; ajAS1ðN;rÞ; 2pjpk þ 1:
The Schwartz kernel Kkðx1; xkþ2Þ of Kkðt1;y; tkþ1Þ is given by the oscillatory
integralZ
e
i
h
fkþ1 a1ðx1; x1Þa2ðx2; x2Þ?akþ1ðxkþ1; xkþ1Þdx2?dxkþ1dx1?dxkþ1; ð2:10Þ
where the phase function fkþ1 ¼ fkþ1ðx1;y; xkþ2; x1;y; xkþ1Þ is given by
fkþ1 ¼
Xkþ1
j¼1
/xj  xjþ1; xjS tjoðxjÞ:
First we rewrite (2.10) as a convergent integral: using the decay of Kkðx1; xkþ1Þ with
respect to x1; one can do kd integrations by parts in (2.10) with the operator hjx1 
x2j2ðx1  x2Þ:rx1 ; if x2ax1 (if x1  x2 is small the fast decay w.r.t. x1 entails the
fast decay w.r.t. x2). Thus, by loosing Oðtkd1 Þ; we get a decay of /x2Skdr: By
repeating this operation with the other xj variables, we can assume that the symbol is
integrable with respect to each xj since it decays like /xjSðkþ2jÞdr with respect to
each xj: Notice that this generates a factor Oðtkðkþ1Þd=2Þ which is armless since are
now in position to use Lemma 2.4. It shows that wðt; hÞ ¼ Oððh=tÞNÞ; if jtjXc and
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hAð0; h0
; thus, if jACN0 ð2c; 2cÞ is such that j  1 on ðc; cÞ; we have
l/ð2phÞ1
Z
e
i
h
tlð1 jÞðtÞwðt; hÞdt ¼ OðhNÞ in CN:
Now we consider the region jtjp2c: The operator Kk in (2.8) is the product of
a0ðx; hD; hÞU0ðtÞ and of the operators U0ðtjÞajðx; hD; hÞU0ðtjÞ; 1pjpk; with
jtj jpjtj; which are, by the Egorov’s theorem, pseudo-differential operators. Their
product can be written a˜kðx; hD; t; kÞ; with a˜k depending smoothly on t: HenceR
expðitl=hÞwðt; hÞjðtÞ dt can be written as a linear combination of the
hk
Z
e
i
h
tlTrða0ðx; hD; hÞU0ðtÞa˜kðx; hD; t; hÞÞjðtÞ dt
which all have a full expansion in CNðJÞ (in increasing integer powers of h) thanks to
the stationary phase theorem, and this completes the proof. &
2.4. Proof of Theorem 2.1
We have to investigate, for lAJ! I ; the following distribution:
upðl; hÞ ¼ u1;1ðl; hÞ 
Xp1
j¼0
1
j!
@jeu1;eðl; hÞje¼0;
where, in the weak sense, we have
u1;eðl; hÞ ¼ Tr f0ðHeÞ @Ee
@l
 f0ðH0Þ @E0
@l
	 

;
with f0ACN0 ðIÞ and f0  1 near J: Actually, u1;e is well deﬁned, if the coefﬁcients of
the perturbation V decay as /xSde: This is why we approximate the symbol of V
by a sequence of B: Hence, let us assume that qAB:
Let wACN0 be a cutoff function such that w  1 on the ball of radius R: Thanks to
the result of the previous subsection, we only have to consider
Tr f0ðHeÞ @Ee
@l
ð1 w2Þ  f0ðH0Þ @E0
@l
ð1 w2Þ
	 

; ð2:11Þ
since the others terms are Trðw f0ðH1ÞE01ðl; hÞwÞ plus p smooth terms with asymptotic
expansion in h (Proposition 2.5).
We split (2.11) into two terms that we are going to study independently
Tr
@Ee
@l
 @E0
@l
	 

ð1 w2Þ f0ðH0Þ
	 

; ð2:12Þ
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Tr
@Ee
@l
ð1 w2Þð f0ðHeÞ  f0ðH0ÞÞ
	 

: ð2:13Þ
Recall that these traces makes sense as distributions which means that they must be
tested against a Schwartz function of l: They are well deﬁned since qAB:
2.4.1. Analysis of (2.12)
We use a microlocal partition of unit
ð1 wÞ2f0ðH0Þ ¼ wþðx; hDÞ þ wðx; hDÞ ð2:14Þ
where supp w7CG7ðR; J; s7Þ (see the next section for the notations). Then after a
semiclassical Fourier transform and by a usual trick of Robert [33,34], we are left
with the study of
TrðUeðtÞw7ðx; hDÞ  U0ðtÞw7ðx; hDÞÞ; tX0: ð2:15Þ
From now on we only consider the case þ (the other one is analogous). By (3.2) we
can write (2.15) as the sum
TrðAþNðh; eÞU0ðtÞBþNðh; eÞ%  AþNðh; 0ÞU0ðtÞBþNðh; 0Þ%Þ
þ hN TrðRþNðh; e; tÞÞ; tX0: ð2:16Þ
From Theorem 3.5 and Lemma 2.4 we can see easily that for any jX1; the inverse
Fourier transform of @je TrðRþNðh; e; tÞÞ1tX0 is OðhkðNÞÞ in CkðNÞðJÞ with kðNÞmN: If
j ¼ 0; this term can be written TrðU þN;1Rðlþ i0; hÞÞ where U þN;1 has the same
properties as U þN in Theorem 2.1. This remainder is the same as for the usual SSF in
[34].
The ﬁrst term of (2.16) can be written
TrððBþNðh; eÞ%AþNðh; eÞ  BþNðh; 0Þ%AþNðh; 0ÞÞU0ðtÞÞ
using Robert’s cyclicity trick (see [7,34]). Then (3.14) shows that this term is still
OðhkðNÞÞ in CkðNÞðJÞ:
2.4.2. Analysis of (2.13)
First of all we remark that, up to terms which can be studied as above, we can
insert an operator f1ðH0Þ between ð1 w2Þ and f0ðHeÞ  f0ðH0Þ; provided f1ACN0 ðIÞ
and f1  1 near supp f0: This is an easy consequence of Lemma 2.2. Thus we get
ð1 w2Þf1ðH0Þ which we split into two terms *w7ðx; hDÞ; using the same kind of
partition of unit as in (2.14). Then semiclassical Fourier transform of (2.13) is the
sum of
TrðU0ðtÞB˜7N ðh; eÞ%ð f0ðHeÞ  f0ðH0ÞÞA˜7N ðh; eÞÞ; 7tX0 ð2:17Þ
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and some remainder terms which can be analyzed as (2.12). Now we use the
pseudodifferential expansion of f ðHeÞB
P
k h
kckðx; hD; eÞ; with @gx;x@jeckðx; x; eÞ ¼
Oð/xSjrÞ (see [7] for the details). Up to other remainders similar to those of (2.12)
we obtain an expansion in powers of h with terms TrðU0ðtÞA7N;kðh; eÞÞ where
A7N;kðh; eÞ ¼ B˜7N ðh; eÞ%ckðx; hD; eÞA˜7N ðh; eÞ:
Then we can calculate the Taylor expansion using (3.12), (3.13) and Proposition 3.4.
This shows that
A7N;kðh; eÞ 
Xp1
j¼0
1
j!
@jeA
7
N;kðh; eÞje¼0 ¼ a˜N;kðx; hD; hÞ;
where a˜N;kAS1ðN; prÞ (compactly supported in o1ðIÞ w.r.t. x) with a full
expansion in powers of h: By inverse Fourier transform and the stationary phase
theorem, we obtain an expansion in CNðJÞ using the same method as in [34].
2.5. Conclusion
We have proved the theorem provided qAB: All the terms that we obtain in the
ﬁnal expansion depend continuously on qAS1ðo;rÞ: Note moreover that all the
symbols and phases of Isozaki–Kitada’s parametrix depend continuously on qAB
(see the next section). Therefore an easy density argument yields the result in the
general case and completes the proof of Theorem 2.1.
3. Isozaki–Kitada’s parametrix with parameters
3.1. A review of the construction
Let I be an open interval in ð0;NÞ; noncritical for o; i.e. oðxÞAI ) roðxÞa0:
For any R40; any J open interval such that J! I and 1oso1; one deﬁnes the
outgoing area GþðR; J;sÞ (resp. incoming G) by
G7ðR; J; sÞ ¼ fðx; xÞAR2d j jxj4R; oðxÞAJ; 7cosðx; vðxÞÞ4sg; ð3:1Þ
where vðxÞ ¼ roðxÞ and cosðx; yÞ ¼ /xˆ; yˆS with zˆ ¼ z=jzj:
The Isozaki–Kitada parametrix (see [24]) is a microlocal approximation of UeðtÞ ¼
expðitHe=hÞ of the following form
UeðtÞw7ðx; hDÞ ¼ A7N ðh; eÞU0ðtÞB7N ðh; eÞ% þ hNR7N ðh; e; tÞ; 7tX0: ð3:2Þ
Here wþ (resp. w) is supported in the outgoing (resp. incoming) area G
þðR; J; sþÞ
(resp. GðR; J; sÞ), R7N ðh; e; tÞ are remainders that we will describe further on, and
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A7N ðh; eÞ; B7N ðh; eÞ are Fourier Integral operators (FIO in the sequel) with phase
functions independent of t: Namely we have A7N ðh; eÞ ¼
P
kpN h
kJj7ða7k Þ where
Jj7ða7ÞuðxÞ ¼ ð2phÞd
Z Z
eiðj
7ðx;x;e;hÞ/y;xSÞ=ha7ðx; x; e; hÞuðyÞ dy dx; uASðRdÞ;
and the same with b instead of a for B:
Usually, the phase functions j7 and the symbols a7k ; b
7
k are independent of h;
here we allow a h-dependence, for some minor technical reasons, and the reader may
forget it in the beginning. Moreover, for He ¼ h2Dþ eV ; the phases does not
depend on h:
The main point of this section is to study the behavior of Isozaki–Kitada’s
parametrix with respect to e; especially when one differentiates with respect to this
parameter. The usual estimates on j7 are j@axðj7ðx; xÞ /x; xSÞj ¼ Oð/xS1rjajÞ:
In this section, our goal is to show that j7 depends smoothly on e and that we get a
power /xSr at each differentiation with respect to e: We also need to control the
constructions with respect to the principal symbol of the perturbation, qAB (see the
previous section).
We only treat the outgoing case, since the incoming is similar and we drop the
subscript þ on the phases and the symbols.
Let s0Að1; 1Þ; and J0 an open interval such that J0! I : We note
Hcle ðx; x; e; hÞ ¼ oðxÞ þ eqðx; x; hÞ:
The next proposition solves the Hamilton–Jacobi equation (3.3) and gives the
properties of the phase.
Proposition 3.1. There exists R040 such that for all qAB; one can find a function
jACNðR2d  ½0; 1
  ½0; h0
;RÞ satisfying
Hcle ðx; @xjðx; x; e; hÞ; hÞ ¼ oðxÞ; ð3:3Þ
for all ðx; xÞAGþðR0; J0; s0Þ; eA½0; 1
 and hA½0; h0
: j satisfies the additional
conditions:
jðx; x; 0; hÞ ¼ /x; xS; ð3:4Þ
jrtxrxjðx; x; e; hÞ  1d jp1=2; ð3:5Þ
j@ax@bx@ne @lhðjðx; x; e; hÞ /x; xSÞjpCða; b; n; lÞ/xS1jajrnþ ; ð3:6Þ
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for all ðx; x; e; hÞAR2d  ½0; 1
  ½0; h0
 and a; b; n; l; with the notation nþ ¼ maxð1; nÞ:
Moreover we can choose the function j depending continuously on q; that is
j@ax@bx@ne @lhðj1ðx; x; e; hÞ  j2ðx; x; e; hÞÞjpC0ða;b; n; lÞNðq1  q2Þ/xS1jajrnþ ð3:7Þ
for some semi-norm N on S1ðo;rÞ; when jj is associated to qj; j ¼ 1; 2:
This proposition will be proved in the next subsection. In the present subsection,
we are only interested in the construction of the parametrix and we quote the results
that we are going to use.
Once the phase function is deﬁned, we have to consider X ¼ X ðt; x; x; e; hÞ; the
solution of the following differential equation:
’X ¼VðX ; x; e; hÞ;
Xjt¼0 ¼ x;
(
where ’X ¼ @tX and V is the vector ﬁeld deﬁned by
Vðx; x; e; hÞrx ¼ ðrxHcle Þðx; @xjðx; x; e; hÞ; hÞrx:
Let J1 be an open interval such that J1! J0; and let s1 be such that 1os1os0:
Proposition 3.2. There exists R140 and e140 such that, for all ðx; xÞAGþðR1; J1; s1Þ;
ðe; hÞA½0; 1
  ½0; h0
; and qAB; the solution X ðt; x; x; e; hÞ is defined for tX0; and
satisfies
jXðt; x; x; e; hÞjXe1ðt þ jxjÞ; ð3:8Þ
ðX ðt; x; x; e; hÞ; xÞAGþðR0; J0; s0Þ: ð3:9Þ
Moreover, for all a; b; n; l there exists C40 such that
j@ax@bx@ne @lhðXðt; x; x; e; hÞ  x  tvðxÞÞjpC/tS/xSjajrnþ ; ð3:10Þ
for all ðx; xÞAGþðR1; J1; s1Þ; ðe; hÞA½0; 1
  ½0; h0
; tX0 and qAB:
More generally, if the subscripts j refer to functions associated to qj; j ¼ 1; 2; then,
for all a; b; n; l; there exists a constant C and a semi-norm N in S1ðo;rÞ such that
j@ax@bx@ne @lhðX1  X2Þðt; x; x; e; hÞjpCNðq1  q2Þ/tS/xSjajrnþ ð3:11Þ
with respect to the same variables as in (3.10).
Proof. We use Proposition A.5 to prove (3.8) and (3.9), and Proposition A.1, applied
to y ¼ X  x  tvðxÞ and Z ¼ 0 to prove (3.10). The details are essentially the same
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as for the previous proposition (proved in the next subsection) and we do not repeat
the details. &
Now we are in position to deﬁne the symbols a0; a1;y; aN in GþðR1; J1; sÞ: For
j ¼ 0
a0ðx; x; e; hÞ ¼ exp
Z þN
0
p0ðXðt; x; x; e; hÞ; x; e; hÞ dt
	 

;
and for jX1 we have
ajðx; x; e; hÞ ¼
Z þN
0
pjðX ðt; x; x; e; hÞ; x; e; hÞ exp
Z t
0
p0ðX ðs; x; x; e; hÞ; x; e; hÞ ds
	 

dt:
The symbols p0; p1;y are deﬁned inductively by
p0ðx; x; e; hÞ ¼ 1
2
trðð@2x;xHcle Þðx; @xjðx; x; e; hÞ; hÞð@2x;xjÞðx; x; e; hÞÞ;
pj ¼
X
j0þj1þj2¼jþ1; j1oj
ðH˜clj0#aj1Þj2 ; jX1;
where H˜clj0 ¼ qj0 if j04d; H˜cl0 ¼ Hcle ; H˜clj0 ¼ 0 for 1pj0od; and ðH#aÞj is the jth term
of the symbol of Hðx; hDÞJjðaÞ: It is not hard to see that we have the following
estimates for ðx; xÞAGþðR1; J1; sÞ; eA½0; 1
; hA½0; h0
 and qAB:
j@ax@bx@ne @lhða0ðx; x; e; hÞ  1ÞjpC/xSjajrn; ð3:12Þ
j@ax@bx@ne @lhakðx; x; e; hÞjpC/xSkjajrn; kX1: ð3:13Þ
Note that all these symbols depend continuously on qAB thanks to (3.7) and (3.11).
The estimate (3.12) shows that, by choosing R1 large enough, one can assume that
a0X1=2 in the outgoing area that we consider (ANðe; hÞ is then said to be elliptic in
this area). Then, after multiplication by a cutoff function in S1ðN; 0Þ supported in
GþðR1; J1; sÞ and which is  1 near GþðR2; J2;s2Þ; for arbitrary R24R1; J2! J1 and
1os2os1; the symbols a0;y; aN are globally deﬁned.
Then we are able to construct the symbols b0; b1;y; bN ; they are deﬁned
inductively by requiring that
ANðh; eÞBNðh; eÞ% ¼ wþðx; hDÞ þ hNþ1rNðx; hD; h; eÞ ð3:14Þ
with rNAS1ðN;NÞ (see (3.19)). This is, of course, a well-known consequence of
the Egorov’s theorem. However, since our result is based on a careful control of the
constructions with respect to e; we give a quite detailed proof. The kernel of
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ANðh; eÞBNðh; eÞ% is the sum, for k1; k2pN of
hk1þk2
ð2phÞd
Z
eiðjðx;x;e;hÞjðy;x;e;hÞÞ=hak1ðx; x; e; hÞbk2ðy; x; e; hÞ dx: ð3:15Þ
Then, by Taylor’s formula, we write
jðx; x; e; hÞ  jðy; x; e; hÞ ¼ /x  y; *Zðx; y; x; e; hÞS
where *Zðx; y; x; e; hÞ ¼ R 10 rxjðy þ uðx  yÞ; x; e; hÞ du satisﬁes properties which we
sum up in the following lemma.
Lemma 3.3. (i) The map x/*Zðx; y; x; e; hÞ is a global diffeomorphism from Rd onto
itself.
(ii) If we call *xðx; y; :; e; hÞ its inverse, we have the following estimates:
C10 /ZSp/*xðx; y; Z; e; hÞSpC0/ZS; for some C040; ð3:16Þ
j@ax@a
0
y @
b
Z@
n
e @
n
hð*xðx; y; Z; e; hÞ  ZÞj
pCa;a0;b;n;l/xSm/ySm
0rnþ/x  ySmþm0þrnþ ð3:17Þ
for all x; y; ZARd ; eA½0; 1
; hA½0; h0
; and m; m0 such that mpjaj; m0pja0j: Moreover
all these estimates are uniform with respect to qAB and we have continuity estimates
for *x analogous to (3.7).
Proof. The fact that we get a global diffeomorphism is a simple consequence (3.5)
and to a global inversion theorem of [36]. Then the estimates follows from
Proposition 3.1. &
After the change of variable x ¼ *xðx; y; Z; e; hÞ; (3.15) can be written as the sum, for
k1; k2pN; of the kernels of ð2phÞdhk1þk2ck1;k2ðx; hD; e; hÞ; where
ck1;k2ðx; Z; e; hÞB
X
a
hjaj
1
a!
@ayD
a
Z ak1ðx; *x; e; hÞbk2ðy; *x; e; hÞ
@ *x
@Z


 !
jy¼x
ð3:18Þ
in which one must keep in mind that *x ¼ *xðx; y; Z; e; hÞ: This allows us to compute
explicitly b0;y; bN : This yields
b0ðx; x; e; hÞ ¼ wþðx; *Zðx; x; x; e; hÞÞ a0ðx; x; e; hÞ
@ *x
@Z
ðx; x; *Zðx; x; x; e; hÞ; e; hÞ


 !1
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which is well deﬁned since the term in ð?Þ1 cannot vanish on the support of
wþð:; *Zð:; :; :; e; hÞÞ: The other terms are obtained by induction. We do not go any
further into details and summarize the results on the symbols b0;?; bN in the
following proposition.
Let J3! J2 and 1os3os2:
Proposition 3.4. If wþ is supported in G
þðR3; J3; s3Þ with R3 large enough, one can find
symbols b0;y; bN supported in GþðR2; J2; s2Þ; depending smoothly on e; h such that:
j@ax@bx@ne @lhbkðx; x; e; hÞjpC/xSkjajrn; 0pkpN;
and bk depends continuously, in S1ðN;kÞ; on qAB: Moreover (3.14) holds with
rNð:; :; e; hÞ in a bounded subset of S1ðN;NÞ; depending continuously on q and such
that
j@ax@bx@ne rNðx; x; e; hÞjpC/xSNjajrn: ð3:19Þ
All these results lead to the following theorem.
Theorem 3.5. For all J! I ; and 1osþo1; there exists R40; such that, if
supp wþCG
þðR; J; sþÞ; then UeðtÞwþðx; hDÞ  ANðe; hÞU0ðtÞBNðe; hÞ% is equal
to
hN
Z t
0
Ueðt  sÞKNðh; e; sÞ ds þ hNþ1UeðtÞrNðx; hD; e; hÞ; ð3:20Þ
for all tX0; hAð0; h0
; eA½0; 1
 and qAB: rNð:; :; e; hÞ is a symbol in S1ðN;NÞ
which depends smoothly on e; and is bounded with respect to h: The kernel
KNðx; y; h; e; sÞ of KNðh; e; sÞ satisfies the following estimates:
@ax@
b
y@
n
eKNðx; y; h; e; sÞ ¼ Oð/xS½N=4
jaj/yS½N=4
jbj/sS½N=4
Þ;
for all sX0; x; yARd ; hAð0; h0
; eA½0; 1
 and uniformly with respect to qAB:
3.2. Proof of Proposition 3.1
Following [16,24,34], we ﬁrst recall the formula which deﬁnes j in some suitable
outgoing area
jðx; x; e; hÞ ¼ /x; xSþ
Z þN
0
@F
@t
ðt; x; x; e; hÞ dt; ð3:21Þ
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where we have, for some R40 large enough (whose existence will be proved below)
@F
@t
ðt; x; x; e; hÞ ¼ Hcle ðz˜ðt; x; x; e; hÞ; x; hÞ  Hcle ðz˜ðt; RvðxÞ; x; e; hÞ; x; hÞ; ð3:22Þ
z˜ðt; x; x; e; hÞ ¼ %xðt; x; %Zðt; x; x; e; hÞ; e; hÞ ð3:23Þ
with %Zðt; x; :; e; hÞ the inverse of the diffeomorphism
Gþx ðR0; J 0; s0Þ{Z/%xðt; x; Z; e; hÞ ð3:24Þ
which is well deﬁned on
Gþx ðR0; J 0; s0Þ ¼ fZARd jðx; ZÞAGþðR0; J 0; s0Þg ð3:25Þ
for a suitable outgoing area GþðR0; J 0; s0Þ (see Lemma 3.7 below). Everywhere,
ð %xðt; :Þ; %xðt; :ÞÞ denotes the classical ﬂow, that is the solution to
@t %x ¼ @xHcle ð %x; %x; hÞ; %xð0; x; x; e; hÞ ¼ x;
@t %x ¼ @xHcle ð %x; %x; hÞ; %xð0; x; x; e; hÞ ¼ x:
(
The proof only consists in a technical review of proofs of [16,34] showing that all the
objects can be constructed and estimated uniformly with respect to the parameters
e; h and q:
Let J! I ; and sAð1; 1Þ: The ﬁrst step is to estimate the classical ﬂow; this is the
goal of the next lemma where ð %x1; %x1Þ and ð %x2; %x2Þ denote the respective Hamiltonian
ﬂows of oþ eq1 and oþ eq2 with q1; q2AB:
Lemma 3.6. There exists R40 such that, for all g defined by @g ¼ @ax@bx@ne @lh; one can
find C40 and N semi-norm in S1ðo;rÞ such that
j@gð %x1  %x2Þðt; x; x; e; hÞjpCNðq1  q2Þ/tS/xSjajrnþ ;
j@gð%x1  %x2Þðt; x; x; e; hÞjpCNðq1  q2Þ/xSjajrnþ ;
for all ðx; xÞAGþðR; J; sÞ; ðe; hÞA½0; 1
  ½0; h0
; tX0 and q1; q2AB:
Proof. By reviewing the proof of Lemma 2.2 of [16] (see also Proposition A.5 of this
paper), one get easily the existence of R40 and c40 such that
j %xðt; x; x; e; hÞ  x  tvðxÞjpc/tS/xSr; ð3:26Þ
j%xðt; x; x; e; hÞ  xjpc/xSr; ð3:27Þ
j %xðt; x; x; e; hÞjXc1ðjxj þ tÞ ð3:28Þ
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for all tX0; qAB; eA½0; 1
; hA½0; h0
 and ðx; xÞAGþðR; J; sÞ: This shows that our
lemma is true if q2  0: More precisely, we see that y ¼ @e %x and Z ¼ @e %x are solutions
of system (A.1) with y0 ¼ @xqð %x; %xÞ; Z0 ¼ @xqð %x; %xÞ and
A ¼ e@2x;xqð %x; %xÞ; B ¼ @2x;xoð%xÞ þ e@2x;xqð %x; %xÞ;
C ¼ e@2x;xqð %x; %xÞ; D ¼ e@2x;xqð %x; %xÞ;
which satisﬁes (A.2), (A.3) since qAB and thanks to the estimates (3.26), (3.27) and
(3.28). More generally, by induction on jgjX0; we get the estimates on @g@e %x; @g@e %x
by means of Proposition A.1. This proves the result if q2  0: Then we get the
general result by considering system (A.1) with y ¼ %x2  %x1; Z ¼ %x2  %x1 and
A ¼
Z 1
0
e@2x;xq2ð %x1 þ uð %x2  %x1Þ; %x1Þ du;
B ¼
Z 1
0
@2x;xoð%x1 þ uð%x2  %x1ÞÞ þ e@2x;xq2ð %x2; %x1 þ uð%x2  %x1ÞÞ du;
C ¼ 
Z 1
0
e@2x;xq2ð %x1 þ uð %x2  %x1Þ; %x2Þ du;
D ¼ 
Z 1
0
e@2x;xq2ð %x1; %x1 þ uð%x2  %x1ÞÞ du;
and with the second terms y0 and Z0 given by
y0 ¼ eð@xq2ð %x1; %x1Þ  @xq1ð %x1; %x1ÞÞ;
Z0 ¼ eð@xq1ð %x1; %x1Þ  @xq2ð %x1; %x1ÞÞ:
By increasing R if necessary (uniformly with respect to e; h; q) so that
j %x1 þ uð %x2  %x1ÞjXc0ðjxj þ tÞ; 8uA½0; 1
;
for some c040; we see that A; B; C; D; y0 and Z0 satisfy (A.2)–(A.4). This allows us to
use again Proposition A.1 from which we get the result by applying @g to this new
system, arguing by induction on jgjX0: &
Lemma 3.7. There exists R˜XR such that, for all jxj4R˜; tX0; ðe; hÞA½0; 1
  ½0; h0

and qAB
Gþx ðR˜; J; sÞ{Z/%xðt; x; Z; e; hÞ
is a diffeomorphism onto its range. We call %Zðt; x; :; e; hÞ its inverse.
Proof. We use the same method as Ge´rard–Martinez in [16]: thanks to Lemma 3.6,
@Z %x is invertible when jxjXR˜b1; so we have a local diffeomorphism. Thus it is
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sufﬁcient to show that %x is injective. This is a consequence of the fact that, if
Z; Z0AGþx ðR˜; J; sÞ
j%xðt; x; Z; e; hÞ  %xðt; x; Z0; e; hÞjX1
2
jZ Z0j; 8jxjXR˜; tX0; eA½0; 1
; hA½0; h0
; qAB
if R˜ is large enough, by application of the Taylor formula to the second order, and
using again the previous lemma. The proof is complete. &
The following proposition controls the range of ðx; ZÞ/ðx; %xðt; x; Z; e; hÞÞ will
be useful to deﬁne (3.23) (and hence (3.21) in an outgoing area independent of e; h
and q:
Proposition 3.8. For all open interval J 0; with J 0! J and all 1os0os; there exists
R040 such that
GþðR0; J 0; s0ÞCFt;e;h;qðGþðR; J; sÞÞ ð3:29Þ
for all tX0; ðe; hÞA½0; 1
  ½0; h0
 and qAB; where Ft;e;h;q denotes the map
GþðR; J; sÞ{ðx; ZÞ/ðx; %xðt; x; Z; e; hÞÞ
which is a diffeomorphism onto its (open) range.
Moreover, we can choose R0 such that, for all g there exists CX0 and N semi-norm
in S1ðo;rÞ such that, for all ðx; xÞAGþðR0; J 0; s0Þ; eA½0; 1
; hA½0; h0
 and qjAB we
have
j@gð%Z1  %Z2Þðt; x; x; e; hÞjpCNðq1  q2Þ/xSjajrnþ ; ð3:30Þ
where %Zj is associated to qj; j ¼ 1; 2:
Proof. (3.29) is based on the following basic topological fact (see [33]): if A; BCRn
with A connected, and if f : %B-Rn is an homeomorphism onto its range, then
A-f ðBÞa| and A-f ð@BÞ ¼ |) ACf ðBÞ:
To use this property, we write o1ðJ 0Þ ¼ ‘l Ol ; where the Ol ’s are the open
connected components of o1ðJ 0Þ: It is a simple exercise to show that, for all R0;
Gþl ðR0Þ ¼ fðx; xÞ j xj4R0; xAOl ; cosðx; vðxÞÞ4 s0g is connected, thus it is sufﬁ-
cient to prove that:
8R0XR; 8l; 8t; e; h; q; Gþl ðR0Þ-Ft;e;h;qðGþðR; J; sÞÞa|; ð3:31Þ
(R0XR; 8l; 8t; e; h; q; Gþl ðR0Þ-Ft;e;h;qð@GþðR; J; sÞÞ ¼ |: ð3:32Þ
(3.31) is a simple consequence of the fact that %xðt; x; x; e; hÞ-x as jxj-N; since
this implies that Ft;e;h;qðx; xÞAGþl ðR0Þ if ðx; xÞAGþl ðR0ÞðCGþðR; J; sÞÞ and jxj
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large enough. In order to prove (3.32), we remark that, if
ðx; xÞAGþl ðR0Þ-Ft;e;h;qð@GþðR; J; sÞÞ; with R04R then there exists x0 such that
x ¼ %xðt; x; x0; e; hÞ and ðoðx0ÞA@J or cosðx; vðx0ÞÞ ¼ sÞ: ð3:33Þ
By Lemma 3.6, it is clear that, for any d40; we have jx x0jod if R0b1 (uniformly
with respect to t; e; h; q). Since J is a neighborhood of %J 0 and sas0; (3.33) cannot
hold true if R0 is large enough. This completes the proof of the ﬁrst point.
In order to prove estimate (3.30), we use the trivial relation
0 ¼ ð%x1ðt; x; %Z1; e; hÞ  %x1ðt; x; %Z2; e; hÞÞ þ ð%x1ðt; x; %Z2; e; hÞ  %x2ðt; x; %Z2; e; hÞÞ: ð3:34Þ
Since, for any d40; we can choose R040 big enough, such that j%Zj  xjpd; ð j ¼ 1; 2Þ
and j@x %x1ðt; x; u%Z1 þ ð1 uÞ%Z2; e; hÞ  1d jpd; for all uA½0; 1
; ðx; xÞAGþðR0; J 0; s0ÞÞ;
eA½0; 1
; hA½0; h0
 and qjAB; we get, by Taylor formula:
Z 1
0
@x %x1ðt; x; u%Z1 þ ð1 uÞ%Z2; e; hÞ duð%Z2  %Z1Þ ¼ OðNðq1  q2Þ/xSrÞ
which proves the result for jgj ¼ 0; by Lemma 3.6. Then we get the general result by
induction on jgj by differentiating the relation (3.34). We do not go further into
details. &
Proof of the proposition. First we mention the fact that j; given by (3.21), satisﬁes
the Hamilton–Jacobi equation (3.3). This is standard (see again [16,34]) and we only
insist on the proof of the estimates.
Let J0 and s0 be ﬁxed and let us choose open intervals J; J 0 and real numbers s; s0
such that J0! J
0! J! I and 1os0os0oso1:
According to formula (3.21) and following [16], the estimate (3.6) will be a
consequence of the fact that
j@gð@xz˜ðt; x; x; e; hÞ  1dÞjpcg/xSjajrnþ ð3:35Þ
where @g ¼ @ax@bx@ne @lh and cg is a constant independent on tX0; ðx; xÞAGþðR0; J 0; R0Þ;
and e; h; q: To prove this estimate, we study, when 0pspt;
%xðs; %ZÞ ¼ %xðs; %ZðtÞÞ ¼ %xðs; x; %Zðt; x; x; e; hÞ; e; hÞ;
%xðs; %ZÞ ¼ %xðs; %ZðtÞÞ ¼ %xðs; x; %Zðt; x; x; e; hÞ; e; hÞ
which are solutions of the following equations:
%xðs; %ZðtÞÞ ¼ x þ
Z s
0
@xoð%xðu; %ZÞÞ þ e@xqð %xðu; %ZÞ; %xðu; %ZÞ; hÞ du; ð3:36Þ
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%xðs; %ZðtÞÞ ¼ xþ
Z t
s
e@xqð %xðu; %ZÞ; %xðu; %ZÞ; hÞ du: ð3:37Þ
We remark that the following three estimates hold, for ðx; xÞAGþðR0; J 0; s0Þ; eA½0; 1
;
hA½0; h0
; qAB and tX0; if we choose R040 large enough
j %xðs; %ZðtÞÞjXe0ðs þ jxjÞ; ð3:38Þ
j@gð %xðs; %ZðtÞÞ  x  svðxÞÞjpcg/sS/xSrnþjaj; ð3:39Þ
j@gð%xðs; %ZðtÞÞ  xÞjpcg/xSrnþjaj: ð3:40Þ
(3.38) is a consequence of (3.39) which, as (3.40), is a consequence of (3.30) and
Lemma 3.6. Now we can prove (3.35) for jgj ¼ 0 since, by applying @x to (3.36) and
(3.37), we ﬁnd that ðy; ZÞ deﬁned as
y ¼ @xð %xðs; %ZðtÞÞ  xÞ; ð3:41Þ
Z ¼ @xð%xðs; %ZðtÞÞÞ; ð3:42Þ
is the solution of a system similar to (A.10) (notice that the fact that y and Z are
matrices and not vectors is irrelevant). Hence Proposition A.3 shows that, uniformly
with respect to the parameters, we have
jyjpcjxjr; jZjpcðs þ jxjÞ1r0 jxjr0r
(see Proposition A.3 for the deﬁnition of r0). Then we get, by induction on jgjX0;
that
j@gyjpcgjxjjajrnþ ; ð3:43Þ
j@gZjpcgðs þ jxjÞ1r
0 jxjr0jajrnþ ; ð3:44Þ
again by application of Proposition A.3 and using the fact that, when aAS1ðo;mÞ
with mX0;
@gðað %xðs; %ZðtÞÞ; %xðs; %ZðtÞÞÞÞ ¼ Oððs þ jxjÞmjxjjajrnÞ;
so the estimate (3.35) is proved. In the same way, (3.7) is essentially a consequence of
the fact that
j@gð@xz˜1ðt; x; x; e; hÞ  @xz˜2ðt; x; x; e; hÞÞjpcgNðq1  q2Þ/xSjajrnþ
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with z˜j associated to qj: The proof of this new estimate is the same as above by mean
of Proposition A.3 (with C1 ¼ OðNðq1  q2ÞÞÞ to y ¼ y1  y2 and Z ¼ Z1  Z2; if yj
and Zj are deﬁned by (3.41) and (3.42) with %xj and %Zj; instead of %x and %Z: We can
apply Proposition A.3, once we have chosen R0 large enough so that
j %x1 þ uð %x2  %x1ÞjXc0ðjxj þ tÞ; 8uA½0; 1

with c040; which allows to get the right estimates for the matrices involved in the
system.
Finally, choosing R04R0; and multiplying @F=@t by a cutoff function in
S1ðN; 0Þ supported in GþðR0; J 0; s0Þ and identically 1 in a neighborhood of
GþðR0; J0; s0Þ; we get the result. &
Appendix A. Estimates on solutions of some ODE
In this appendix, we are going to show estimates on y ¼ yðt; xÞ and Z ¼ Zðt; xÞ
which are solutions of some ordinary differential equations, or integral equations.
The ﬁrst proposition deals with the solutions of the following linear differential
system (where ’z ¼ @tz)
’y ¼ Ay þ BZþ y0;
’Z ¼ Cy þ DZþ Z0;

ðA:1Þ
where A; B; C; D are d  d matrices and y0; Z0 are vectors of Rd all depending
continuously on ðt; xÞA½0;NÞ  EðRÞ; with EðRÞCBð0; RÞc; and satisfying the
following estimates for some C0X0; C1X0 and mX0
jAðt; xÞjpC0ðt þ jxjÞr1; jBðt; xÞjpC0; ðA:2Þ
jCðt; xÞjpC0ðt þ jxjÞr2; jDðt; xÞjpC0ðt þ jxjÞr1; ðA:3Þ
jy0ðt; xÞjpC1jxjmr; jZ0ðt; xÞjpC1jxjmðt þ jxjÞ1r ðA:4Þ
for all tX0 and xAEðRÞ (the matrix norm, also denoted by j:j is such that
jEzjpjEj:jzj).
Proposition A.1. There exists RX1 large enough, and C240; both depending only on
C0 and r; such that for all xAEðRÞ; the solution ðy; ZÞ vanishing at t ¼ 0 satisfies
jyðt; xÞjpC2C1/tSjxjmr; ðA:5Þ
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jZðt; xÞjpC2C1jxjmr: ðA:6Þ
The proof is a consequence of the following lemma.
Lemma A.2. Assume that C1 ¼ 1: Then for all 0oep1 there exists R ¼
RðC0; r; eÞX1; such that for all jxjXR and tX0
jyðt; xÞjpe/tSjxj
r
2
mr; jZðt; xÞjpejxj
r
2
mr:
Proof. Let us choose R such that
2e2C0R
r
2pe; ðA:7Þ
2C0
Z N
0
ðjxj þ sÞr1 ds þ jxjr
r
2
Z N
0
ðjxj þ sÞ1r dspe
4
jxj
r
4; 8 xAEðRÞ;
ðA:8Þ
C0
Z N
0
ðR þ sÞr1 ds þ C0R
r
4 þ R
r
2pe
2
: ðA:9Þ
We shall prove that for all xAEðRÞ; we have IðxÞ ¼ ½0;NÞ where
IðxÞ ¼ fTX0 j jyðt; xÞjpe/tSjxj
r
2
mr and jZðt; xÞjpejxj
r
2
mr; 8tA½0; T 
g:
For tA½0; 1
 we have easily
jyðt; xÞj þ jZðt; xÞjp2C0
Z t
0
jyðs; xÞj þ jZðs; xÞj ds þ 2jxjmr;
so by the Gronwall’s lemma we get
jyðt; xÞj þ jZðt; xÞjp2jxjmre2C0 ; 8tA½0; 1

and the right-hand side is lower than ejxj
r
2
mr if (A.7) is satisﬁed, hence IðxÞ
is not empty. Moreover IðxÞ is clearly an interval so we only have to prove
that TðxÞ :¼ supIðxÞ ¼ þN: We argue by contradiction so we assume that
TðxÞoN: Then for all tA½0; TðxÞ
; integration of the second equation of (A.1)
between 0 and t yields
jyðt; xÞjp 2C0
Z t
0
ðjxj þ sÞr1ejxj
r
2
mr
ds þ jxjm
Z t
0
ðs þ jxjÞ1r ds
p e
4
jxj
r
4þ
r
2mr
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if (A.8) is satisﬁed; then using this new estimate and by integrating the ﬁrst equation
of (A.1) between 0 and t we get
jyðt; xÞjp/tSjxj
r
2
mr eC0
Z t
0
ðs þ jxjÞ1r ds þ eC0jxj
r
4 þ jxj
r
2
	 

p e
2
/tSjxj
r
2
mr
if (A.9) is satisﬁed. This shows that the estimates on y and Z are valid on ½0; T 0
 for
some T 04TðxÞ which is a contradiction. &
Proof of the proposition. If C1 ¼ 0; y ¼ Z ¼ 0 and the result is trivial. If C140; then
y=C1; Z=C1 is solution of the same system with y0; Z0 replaced by y0=C1; Z0=C1 which
satisﬁes jy0=C1jpjxjmr and jZ0=C1jpjxjmðt þ jxjÞ1r; so we may use Lemma
A.2. We choose e ¼ 1; then for some RX1 depending only on C0 and r; we have
jyðt; xÞ=C1jp/tSjxj
r
2mr; and jZðt; xÞ=C1jpjxj
r
2mr; 8tX0; jxjXR:
Then by integrating the second line of (A.1) we get
jZðt; xÞ=C1jpC0
Z N
0
ðs þ jxjÞ2rð1þ sÞjxj
r
2
mr
ds
þ C0
Z N
0
ðs þ jxjÞ1rjxj
r
2
mr
ds þ jxjm
Z N
0
ðs þ jxjÞ1r ds
pC2jxjmr
with C2 depending only on C0 and r: In the same way we get the expected estimate
on y=C1 (by using the ﬁnal estimate on Z=C1). The proof is complete. &
Our second proposition gives estimates on the solutions of the following system of
integral equations
yðsÞ ¼ y0ðsÞ þ
R s
0 AðuÞyðuÞ du þ
R s
0 BðuÞZðuÞdu;
ZðsÞ ¼ Z0ðsÞ þ
R t
s
CðuÞyðuÞ du þ R t
s
DðuÞZðuÞ du;
(
ðA:10Þ
where 0pspt; and y ¼ yðsÞ ¼ yðs; xÞ (as well as Z; y0; Z0; A; B; C and D). Here again
A; B; C; D are d  d matrices satisfying (A.2), (A.3) and y0; Z0 vectors satisfying
(A.4). We assume moreover that the solution y; Z of the system satisﬁes the following
a priori estimates:
jyjpC1/sSjxjrm1; ðA:11Þ
jZjpC1jxjrm1: ðA:12Þ
Precisely we have
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Proposition A.3. Assume that r1eN: There exists C2 which depends only on r and
C0; such that
jyjpC2C1jxjrm; ðA:13Þ
jZjpC2C1ðs þ jxjÞ1r
0 jxjr0rm; ðA:14Þ
where r040 is defined by 1þ r0 ¼ ðk þ 1Þr; if kX0 is the lowest integer such that
ðk þ 1Þr41:
This proposition gives a LN estimate for y with respect to s; and a L1 one for Z;
which is crucial in the proof of Proposition 3.1.
Proof. Putting the a priori estimates (A.11) and (A.12) in the second equation of the
system (A.10) yields
ZðsÞ ¼ OðC1ðs þ jxjÞrjxjm1Þ
which means that jZðsÞjpcC1ðs þ jxjÞrjxjm1 for some c depending only on r and
C0: Then using this new estimate together with (A.11) in the ﬁrst equation of (A.10)
we get
yðsÞ ¼ OðC1jxjrmÞ þ O C1
Z s
0
ðu þ jxjÞrjxjm1 du
	 

and there are two cases: either r41: then we get the result or ro1; and we have the
estimate
yðsÞ ¼ OðC1jxjrmÞ þ OðC1ðs þ jxjÞ1rjxjm1Þ
so we are in position to apply the following lemma from which the proof of the
proposition is a trivial consequence by a ﬁnite induction. &
Lemma A.4. Assume that for some nX1; we have
ZðsÞ ¼ OðC1ðs þ jxjÞr1jxjmÞ þ OðC1ðs þ jxjÞnrjxj1mÞ; ðA:15Þ
yðsÞ ¼ OðC1jxjrmÞ þ OðC1ðs þ jxjÞ1nrjxj1mÞ; ðA:16Þ
then we have
ZðsÞ ¼ OðC1ðs þ jxjÞr1jxjmÞ þ OðC1ðs þ jxjÞðnþ1Þrjxj1mÞ; ðA:17Þ
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and
yðsÞ ¼ OðC1jxj
rmÞ þ OðC1ðs þ jxjÞ1ðnþ1Þrjxj1mÞ; if 1 ðn þ 1Þr40
OðC1jxjrmÞ; if 1 ðn þ 1Þro0:
(
Proof. Putting the estimates (A.16) and (A.15) into the second equation of the
system (A.10) leads directly to the estimate (A.17). Then by putting (A.17) and
(A.16) into the ﬁrst equation of the system, one proves that
yðsÞ ¼ OðC1jxjrmÞ þ O C1
Z s
0
ðu þ jxjÞðnþ1Þrjxjm1 du
	 

from which we deduce the estimates on yðsÞ in each case, and this completes the
proof. &
Our ﬁnal result gives estimates on y ¼ yðtÞ ¼ yðt; x; xÞ; the solution of
’y ¼ vðxÞ þ wðy; xÞ;
yjt¼0 ¼ x;
(
ðA:18Þ
for ðx; xÞAGþðR0; J0; s0Þ: We assume that wAS1ðo;rÞ (with values in Rd), that is,
for all a; b
j@ax@bxwðx; xÞjpCabð1þ oðxÞÞ/xSrjaj:
Then we have
Proposition A.5. There exists R˜0XR0 and c0 (both depending only on J0; s0 and a
finite number of semi-norms of w in S1ðo;rÞ) such that, for all ðx; xÞAGþðR˜0; J0; s0Þ;
yðt; x; xÞ is defined for all tX0 and
jyðt; x; xÞ  x  tvðxÞjpc0/tS/xSr; 8tX0:
Proof. By differentiating the expression / ’y; yS with respect to t; we get easily
@2
@t2
jyj2X2j ’yj2  C/ySr ðA:19Þ
where C depends only on J0 and some semi-norms of w: Independently, let us remark
that we can choose d0; e040 small enough and R˜0 large enough (all depending only
on J0; s0 and some semi-norms of w) such that
ð1 d0Þt2jvðxÞj2 þ 2t/x; vðxÞ þ wðx; xÞSþ jxj2Xe0ðjxj þ tÞ2 ðA:20Þ
for all tX0 and ðx; xÞAGþðR˜0; J0; s0Þ:
ARTICLE IN PRESS
J.-M. Bouclet / Journal of Functional Analysis 212 (2004) 431–471468
Now we introduce the set
Iðx; xÞ ¼ ftX0 j 2j ’yðsÞj2  C/yðsÞSrX2ð1 d0ÞjvðxÞj2; 8sA½0; t
g
and we shall prove that Tðx; xÞ :¼ sup Iðx; xÞ is þN; for ðx; xÞAGþðR˜0; J0; s0Þ;
possibly after increasing R˜0: First, we remark that, for t ¼ 0; 2j ’yj2 
C/ySrX2ð1 d0=2ÞjvðxÞj2 by choosing R˜0 large enough, which proves that
Tðx; xÞ40: Thus, for all tA½0; Tðx; xÞÞ we get, integrating two times (A.19) on ½0; t

yields
jyðt; x; xÞj2Xe0ðjxj þ tÞ2 ðA:21Þ
using (A.20) and the deﬁnition of Iðx; xÞ: This proves that j ’yðtÞj2 ¼ vðxÞ þ
Oð/xSrÞ; and then by increasing R˜0 (in a way depending only on J0; C and a
ﬁnite number of semi-norms of w) we get for all tA½0; Tðx; xÞÞ
j ’yðtÞj2  C/yðtÞSrX2ð1 d0=2ÞjvðxÞj2
which proves that j ’yj2  C/ySrXð1 d0ÞjvðxÞj2 on ½0; T 0ðx; xÞÞ for some
T 0ðx; xÞ4Tðx; xÞ: This shows that Tðx; xÞ ¼ þN and that (A.21) holds on Rþ:
The result follows easily by integrating (A.18) on ½0; t
; taking (A.21) into
account. &
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