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Prethermalization refers to the remarkable relaxation behavior which an integrable many-body
system in the presence of a weak integrability-breaking perturbation may exhibit: After initial
transients have died out, it stays for a long time close to some non-thermal steady state, but on
even much larger time scales it ultimately switches over to the proper thermal equilibrium behavior.
By extending Deutsch’s conceptual framework from Phys. Rev. A 43, 2046 (1991), we analytically
predict that prethermalization is a typical feature for a very general class of such weakly perturbed
systems.
Isolated many-body quantum systems are known to
equilibrate, i.e., expectation values exhibit an initial re-
laxation and then spend most of their time close to a
constant value, provided some rather weak preconditions
are fulfilled. Furthermore, thermalization is expected for
so-called non-integrable systems, i.e., the long-time be-
havior is well approximated by a microcanonical ensem-
ble. (Possible exceptions, e.g., due to many-body local-
ization, are tacitly ignored here.) In contrast, integrable
systems usually exhibit quite significant deviations from
such a thermal long-time behavior. All these issues have
been extensively explored in the literature, as reviewed,
among others, in Refs. [1–4]. They are not the subject of
our present work but rather will be taken for granted.
Our main issue is the question of how the temporal
relaxation of an integrable system changes in response to
a weak integrability-breaking perturbation. More specif-
ically, we will derive a rigorous bound for the difference
between unperturbed and perturbed expectation values,
implying that those changes remain over a long period of
time negligibly small for a very large class of weak pertur-
bations. Our approach is conceptually akin to Deutsch’s
seminal work on thermalization, treating the perturba-
tions along the lines of random matrix theory [5]. In
particular, we will exploit Deutsch’s result concerning the
ultimate thermalization of the perturbed systems. With
respect to the unperturbed (integrable) system, we will
moreover take for granted that its initial relaxation is not
extremely slow, and that it exhibits clearly observable de-
viations from a thermal long-time behavior. Altogether,
we are thus left with a very large class of perturbations
with the following quite remarkable property, henceforth
named prethermalization: Initially, the perturbed sys-
tem closely follows the unperturbed relaxation towards a
non-thermal steady state, but on even much larger time
scales, there must be a clearly visible transition to the
ultimate thermal behavior.
Originally, the term prethermalization was introduced
by Berges, Borsa´nyi, and Wetterich [6] for matter under
extreme conditions in a quasi-steady state far from equi-
librium, which nevertheless exhibits some genuine ther-
mal properties, however without any reference to the con-
cept of integrability. Our present, somewhat different
notion of prethermalization has been independently es-
tablished by Moeckel and Kehrein in Ref. [7]. During
recent years, these and further slightly differing guises of
prethermalization have been explored in numerous theo-
retical [8–11] as well as experimental [12] investigations,
see also the recent reviews [4, 13] and further references
therein.
Incidentally, the particular examples in Moeckel and
Kehrein’s original work [7] and also in some subsequent
studies [9] are beyond the above mentioned realm of our
present approach: If the unperturbed system is initially
at thermal equilibrium or in the energy ground state, as
it is the case in [7, 9], then the unperturbed dynamics
is trivial, and also the signatures of prethermalization
after adding a weak perturbation remain too small for
our purposes.
Against our treating the perturbations as random ma-
trices (in the unperturbed energy basis), one might ob-
ject that the “true” perturbation in any concrete physical
model is not a random matrix. In particular, the true ma-
trix is often banded [5, 14–16], i.e., the typical magnitude
of its entries decreases with increasing distance from the
matrix diagonal. Furthermore, for non-interacting sys-
tems perturbed by few-body interactions, the matrix will
be very sparse, i.e., only a small fraction of its entries is
non-zero [3, 16–18].
To overcome these concerns, we will consider ensembles
of random matrices which can be tailored to emulate the
basic features of many concrete models, such as sparsity,
bandedness, and other statistical characteristics [3, 5, 14–
18]. The true perturbation is thus expected to be con-
tained as one specific matrix in such a properly tailored
ensemble as well. (For simplicity, one may imagine ma-
trices of large but finite dimension, whose entries can as-
sume only a finite number of different possible values, as
it is the case in any numerical investigation. If each possi-
ble value has non-zero probability, there is a finite chance
to sample the true matrix from the ensemble.) Hence, if
one could prove that some property applies to all mem-
bers of the ensemble, the property would also apply to
the true model. Our main result consists in a slightly
weaker statement, namely that the property “prether-
malization” at least applies with overwhelming probabil-
ity when randomly sampling perturbations from the en-
semble (“typicality of prethermalization”). It is therefore
still very reasonable to expect that the true model is not
one of the extremely unlikely exceptions. An illustrative
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2example (spin chain model) is provided in the Supple-
mental Material [19]. Analogous arguments are routinely
adopted in random matrix theory, which is well known to
be extremely successful in practice [3, 18], though its ap-
plicability has to our knowledge not been rigorously jus-
tified in any concrete physical example. Similar consid-
erations also apply to many other “non-systematic” but
practically very well established approximations, such as
density functional theory or Boltzmann equations beyond
the validity limits of their derivation.
We will demonstrate typicality of prethermalization for
a great variety of different ensembles. The resulting total
set of all admitted perturbations is therefore extremely
large. This seems to us a quite noteworthy finding in it-
self, independent of the question whether some particular
model is covered or not. Moreover, to actually exclude
some particular model, it would have to be untypical with
respect to every one of those various ensembles. We fi-
nally remark that most applications of random matrix
theory focus on the ensemble-averaged behavior and take
for granted that most individual matrices behave very
similarly to the average [3, 18]. In our present approach,
no such extra assumption will be needed.
The unperturbed system is described by a Hamilto-
nian H0 with eigenvalues E
0
n and eigenvectors |n〉0. The
unperturbed evolution of an arbitrary initial state ρ(0)
can thus be written as ρ0(t) = e
−iH0t/~ρ(0)eiH0t/~ and
the expectation value of any given observable A as
A0(t) := Tr{ρ0(t)A} =
∑
mn
ρ0mn(0)A
0
nm e
i
E0n−E0m
~ t , (1)
ρ0mn(t) := 0〈m|ρ0(t)|n〉0 , A0nm := 0〈n|A|m〉0 , (2)
where, depending on the specific system under consider-
ation, the indices m and n run from 1 to infinity or to
some finite upper limit.
Likewise, the perturbed system
H = H0 + V (3)
exhibits eigenvalues En and eigenvectors |n〉. Focusing
on the same initial state ρ(0) as before, the expectation
value A(t) under the perturbed dynamics is then given
by the same formulas as in (1) and (2), except that all
indices “0” must be omitted. In terms of the unitary
basis transformation matrix
Umn := 〈m|n〉0 , (4)
this expectation value can be further rewritten as
A(t) =
∑
mn
∑
µνστ
UmµU
∗
nνUnσU
∗
mτρ
0
µν(0)A
0
στe
iEn−Em~ t . (5)
The quantity of foremost interest is the difference
∆(t) := A(t)−A0(t) (6)
between the perturbed and the unperturbed expecta-
tion values. Taking into account ρ0mn(0)e
i(E0n−E0m)t/~ =
ρ0mn(t) (see above (1)), it follows with (1) and (5) that
∆(t) =
∑
µνστ
ρ0µν(t)A
0
στ [γτµ(t)γ
∗
σν(t)− δτµδσν ] , (7)
γτµ(t) :=
∑
m
U∗mτUmµ e
i(E0µ−Em)t/~ , (8)
where δmn is the Kronecker delta.
Finally, instead of one particular perturbation V in (3),
we consider a statistical ensemble of different V ’s, and we
indicate averages over the ensemble by an overline. This
randomization of V is inherited by the Hamiltonian H
in (3) and thus by the eigenvalues En, the eigenvectors
|n〉, the Umn in (4), and the γτµ(t) in (8). On the other
hand, H0, ρ(0), and A are considered as arbitrary but
fixed (non-random), hence the same must apply to E0n,
|n〉0, ρ0(t), and to the matrix elements in (2).
The first main result of our Letter consists in the gen-
eral rigorous bound
|∆(t)| ≤ ∆A
2
f(t) , (9)
f(t) := 3
√
1− Y (t) +
√
1− Y (t) +W (t) , (10)
Y (t) :=
∑
µνσ
ρ0µν(t) γσµ(t)
[
γσν(t)
]∗
, (11)
W (t) := 4Y (t)− [Z(t) + Z∗(t)]2 , (12)
Z(t) :=
∑
µν
ρ0µν(t) γνµ(t) , (13)
where ∆A is the measurement range of A (largest minus
smallest eigenvalue). The quite tedious derivation has
been relegated to the Supplemental Material [19].
Applying Markov’s inequality to (9), it follows for any
 > 0 that
Prob
( |∆(t)| ≤ ∆A) ≥ 1− f(t)/2 , (14)
where the left hand side denotes the probability that
|∆(t)| ≤ ∆A when randomly sampling perturbations V .
For sufficiently small f(t), the difference ∆(t) in (6) will
thus be negligible for the vast majority of all V ’s.
Our first assumption regarding the so far arbitrary en-
semble of V ’s is as follows: Multiplying the unperturbed
energy eigenvectors |n〉0 by arbitrary factors σn ∈ {±1}
leaves the V ensemble invariant. Hence also the statisti-
cal properties of γµν in (18) remain unchanged if all the
matrix elements Umn in (4) are multiplied by arbitrary
factors σn ∈ {±1}. As a consequence (see also [19]), the
ensemble average of (8) must vanish unless τ = µ,
γτµ(t) = δτµ gµ(t) , (15)
gµ(t) :=
∑
m
|Umµ|2 ei(E0µ−Em)t/~ . (16)
To justify this assumption we note that randomly flip-
ping the signs of the |n〉0 leaves all physical properties
3unchanged but randomizes the signs of the true pertur-
bation matrix elements V 0mn. Hence, it is appropriate to
adopt a random matrix model with the above invariance
property.
As stated in the introduction, the unperturbed sys-
tem is assumed to exhibit equilibration but not ther-
malization. Implicitly, this requires a macroscopically
well defined system energy; i.e., there must exist a mi-
crocanonical energy interval Imc := [E − δE,E] so that
only energies E0n ∈ Imc exhibit non-negligible level pop-
ulations ρ0nn(0). The number of energies E
0
n contained
in Imc is denoted by N and, without loss of generality,
we assume that n ∈ {1, ..., N} for all those E0n’s. Fur-
thermore, whenever E0n 6∈ Imc, we adopt the idealization
that ρ0nn(0) is strictly zero [21]. The Cauchy-Schwarz in-
equality |ρ0mn(0)|2 ≤ ρ0mm(0)ρ0nn(0) then implies that in
(1) only summands with m,n ∈ {1, ..., N} actually con-
tribute. As usual, we take for granted that N is huge (ex-
ponentially large in the system’s degrees of freedom [22]),
while the local level density remains close to D := δE/N
throughout the interval Imc.
Given that only indices m,n ∈ {1, ..., N} actually mat-
ter in (1), we can and will assume that their range is
extended to arbitrary integer values and that the ener-
gies E0n and the matrix elements V
0
mn := 0〈m|V |n〉0 are
(re-)defined for arbitrary integers m,n 6∈ {1, ..., N} by
way of “extrapolating” in a physically natural way their
properties for m,n ∈ {1, ..., N}.
As a first example, we consider the particularly simple
case that E0n+1−E0n = D for all n, and that the statistical
properties of the matrix elements V 0mn do not depend
separately on m and n, but only on the difference m−n.
As a consequence (see also [19]), the statistical properties
of (16) remain invariant when simultaneously adding an
arbitrary integer ν to all indices on the right hand side
(but not on the left hand side). Upon averaging, one can
thus infer that gµ(t) = gµ+ν(t), hence
g(t) := gµ(t) (17)
is a well-defined (µ-independent) function.
Under the additional assumption that all statistical
properties of the diagonal matrix elements V 0nn are iden-
tical to those of −V 0nn, one can finally show [19] that
g(t) = [g(t)]∗ . (18)
To justify this assumption we note that the diagonal el-
ements of the true V in (3) can always be re-adjusted to
vanish on the average. A symmetrization procedure for
the remaining distribution will be provided later.
Introducing (15)-(18) into (11)-(13), and taking into
account that
∑
ν ρ
0
νν = 1 yields Y (t) = [g(t)]
2, Z(t) =
g(t), and W (t) = 0, hence (10) takes the form
f(t) = 4
√
1− [g(t)]2 . (19)
One readily infers from (4), (16), and (17) that g(0) =
1 and that |g(t)| ≤ 1 for all t. Furthermore, it is conve-
nient to rewrite (16) as
gµ(t) =
∫
dE hµ(E) e
−iEt/~ , (20)
hµ(E) :=
∑
m
|Umµ|2 δ(E − Em + E0µ) . (21)
The quantity Fµ(E) := hµ(E − E0µ) plays a key role in
random matrix theory under the name strength function
or local spectral density of states [3, 16]. Specifically,
one finds that the ensemble average hµ(E) is very well
approximated by the Breit-Wigner distribution
hBW(E) :=
1
2pi
Γ
E2 + Γ2/4
(22)
under conditions which, together with the concomitant
definition of Γ, will be discussed in more detail shortly.
Introducing this result into (20) yields gµ(t) = e
−Γ |t|/2~,
and with (17), (19) we obtain
f(t) = 4
√
1− e−Γ|t|/~ ≤ 4
√
Γ|t|/~ . (23)
Eqs. (14) and (23) represent our main results. In the
remainder of the Letter we focus – as usual in random
matrix theory [3, 16, 18] – on the case that all V 0mn with
m ≥ n are statistically independent of each other (those
with m < n follow from V 0nm = [V
0
mn]
∗), that the statis-
tics only depends on m − n (see above (17)), and that
V 0mn and −V 0mn are equally likely (see above Eqs. (15),
(18) and [19]).
If all V 0mn are furthermore real and Gaussian dis-
tributed with variance σ2v , the result (22) with
Γ := 2piσ2v /D (24)
was obtained by Deutsch [5].e been worked out by Fyo-
dorov et al. in Refs. [16], including distributions with a
pronounced delta peak at zero, corresponding to sparse
random matrices V 0mn. In addition, they also admitted
the possibility of banded matrices [23]. We have further
extended their analytical supersymmetry approach, and
moreover performed extensive numerical explorations,
showing that the key results (22)-(24) remain valid also
for complex V 0mn’s and under still considerably weaker
assumptions regarding their statistics. A few illustrative
examples are provided in the Supplemental Material [19].
Multiplying V in (3) by an extra factor λ (coupling
strength) entails a factor λ2 in (24), hence the charac-
teristic time scale in (23) decreases as λ−2, in agreement
with previous findings for the persistence of the prether-
malized state [4, 11] . However, we note that our inequal-
ity (9) admits strictly speaking no conclusions regarding
the actual appearance of non-small differences in (6).
In order to abandon the requirement of equally spaced
energies E0n (see above Eq. (17)), let us consider an
unperturbed Hamiltonian H˜0 with the same eigenvec-
tors |n〉0 as the original H0, but with modified energies
E˜0n = E
0
n+n. In view of (1) one anticipates that the cor-
responding expectation value A˜0(t) still remains close to
4A0(t) for sufficiently small n and not too large t. Indeed,
it can be rigorously shown [19] that
|A˜0(t)−A0(t)| ≤ ∆A |t| max
1≤n≤N
|n|/~ . (25)
Taking for granted that the unperturbed Hamiltonian
H˜0 exhibits equilibration but not thermalization (see be-
ginning of the Letter), we denote by trel its relaxation
time; i.e., A˜0(t) remains very close to some (non-thermal)
equilibrium value Aeq for (almost) all t ≥ trel. It fol-
lows with (25) that also A0(t) exhibits practically the
same initial relaxation behavior and then remains close
to Aeq for quite some time, provided |n|  ~/trel for all
n = 1, ..., N . Recalling that the energy level density is
exponentially large in the degrees of freedom [22], these
conclusions must actually apply to rather general non-
equidistant energies E˜0n.
Returning to our perturbed systems of the form (3),
where the considered ensemble of V ’s satisfies the rather
weak assumptions mentioned above, we can thus con-
clude from (6), (14), (23), and (24) that also the per-
turbed expectation values A(t) exhibit an initial relax-
ation and then remain close to Aeq for quite some time
[24], at least for the vast majority of perturbations V ,
and provided they are sufficiently weak so that
σ2v 
1
32pi
~D
trel
. (26)
On the other hand, ultimate thermalization for most such
H’s in (3) has been established in Refs. [5, 26]. Recalling
the considerations at the beginning of our paper, all those
“typical” H’s thus exhibit prethermalization.
Finally, upon defining modified perturbations V˜ via
V˜ 0mn := V
0
mn − δmnn, we can conclude with Eq. (3) that
H˜0 + V˜ = H. Hence, the vast majority of those pertur-
bations V˜ of H˜0 must, again, entail prethermalization.
In doing so, the n’s are often expected to be so small
that the resulting ensemble of V˜ ’s is almost identical to
the original ensemble of V ’s (see below). More gener-
ally, since the modified energies E˜0n need no longer be
ordered by magnitude, even substantially more general
ensembles of V˜ ’s than of V ’s are actually admitted, see
also [19]. Along similar lines, also a possible asymmetry
of the V 0nn distribution can be removed, as announced
below (18).
Next we turn to the question of how far perturba-
tions which satisfy (26) are “weak” in some physically
meaningful sense. Quite obviously, such considerations
are only possible in terms of non-rigorous arguments and
rough estimates.
First of all, typicality of thermalization, as invoked be-
low (26), trivially fails for vanishing perturbations and
hence may possibly still fail for extremely weak per-
turbations [2, 27]. Yet, a closer inspection of the non-
perturbative approach from Refs. [5, 26] suggests [28]
that typicality of thermalization generally does apply
provided Γ D (cf. Eq. (24)) and thus
σv  D . (27)
In particular, the diagonal matrix elements V 0nn are then
typically much larger than the level spacing D, thus cor-
roborating the claim below (26) that the ensembles of
V˜ ’s and of V ’s are often quite similar.
Second, while the unperturbed system H˜0 is assumed
not to thermalize for the given initial condition ρ(0), one
still expects that it exhibits the usual thermodynamic
properties when the system state happens to be the mi-
crocanonical ensemble ρ0mc := N
−1∑N
n=1 |n〉0 0〈n| corre-
sponding to the energy window Imc := [E− δE,E] intro-
duced below Eq. (16). Denoting by Ω(E) the number of
energy levels E˜0n below E, by kB Boltzmann’s constant,
and by S(E) := kB ln[Ω(E)] the entropy, the temperature
is thus given by T (E) := 1/S′(E). Moreover, δE must
not exceed kBT (E), otherwise the level density would no
longer be (approximately) constant throughout Imc (as
assumed below Eq. (16)). It now seems reasonable to say
that a perturbation is weak if it does not notably change
the thermal equilibrium properties (S(E), T (E), heat ca-
pacity, state of matter, etc.) of the unperturbed system.
Closer inspection of the approach from Refs. [5, 26] im-
plies that the perturbations are weak in this sense as long
as Γ  kBT (E) (otherwise, regions with different level
densities start to “interact” via the perturbation). Ac-
cording to (24) this amounts to σ2v  kBT (E)D. Focus-
ing on the special (largest possible) choice δE = kBT (E)
and exploiting D := δE/N , we arrive at σv 
√
ND and
σ2v  δE D. The first relation complements the lower
bound from (27). Since N is exponentially large in the
degrees of freedom, the range of admitted σv values is
thus still very large. The second relation agrees with (26)
if trel is comparable to ~/δE. As shown in Ref. [29], this
is indeed the case for a quite large class of Hamiltonians
H˜0, observables A, and initial conditions ρ(0).
Alternatively, a perturbation may be considered as
weak if the perturbed expectation value A(t) remains for
(almost) all sufficiently large times t close to the expec-
tation value Tr{ρ0mcA}, which the unperturbed system
would assume in thermal equilibrium. By similar argu-
ments as above, one can see that this alternative weak
perturbation criterion is essentially equivalent to the one
from the previous paragraph and the condition (27).
Altogether, Eq. (26) thus seems to be a physically very
natural weak perturbation condition, and it appears rea-
sonable to conjecture that prethermalization will in gen-
eral be ruled out if (26) is violated. We plan to further
pursue this issue in our future work.
In summary, prethermalization has been established
for a very large class of integrable (non-thermalizing)
Hamiltonians H˜0 and weak perturbations V˜ , which
closely imitate the essential features of many particular
examples of interest in this context. Adopting the com-
mon lore of random matrix theory [3, 5, 16, 18], the same
conclusion is thus expected to apply “typically” or “with
overwhelming likelihood” also to any given such exam-
ple, unless there is some a priori reason (inappropriate
choice of the ensemble, another non-thermalizing system
very near-by etc.) why the specific example at hand must
5be one of the very rare exceptions with respect to every
admitted V˜ ensemble [22, 25, 26, 29, 30]. Remarkably,
the same predictions also apply to any other H˜0 which ex-
hibits equilibration but not thermalization, for instance
due to many-body localization effects [1, 31, 32].
Acknowledgments
This work was supported by the Deutsche Forschungs-
gemeinschaft (DFG) under Grant No. RE 1344/10-1 and
within the Research Unit FOR 2692 under Grant No.
397303734.
[1] C. Gogolin and J. Eisert, Equilibration, thermalisation,
and the emergence of statistical mechanics in closed quan-
tum systems, Rep. Prog. Phys. 79, 056001 (2016).
[2] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol,
From quantum chaos and eigenstate thermalization to
statistical mechanics and thermodynamics, Adv. Phys.
65, 239 (2016).
[3] F. Borgonovi, F. M. Izrailev, L. F. Santos, and
V. G. Zelevinsky, Quantum chaos and thermalization in
isolated systems of interacting particles, Phys. Rep. 626,
1 (2016).
[4] T. Mori, T. N. Ikeda, E. Kaminishi, and M. Ueda, Ther-
malization and prethermalization in isolated quantum
systems: a theoretical overview, J. Phys. B 51, 112001
(2018).
[5] J. M. Deutsch, Quantum statistical mechanics in
a closed system, Phys. Rev. A 43, 2046 (1991);
J. M. Deutsch, Thermodynamic entropy of a many-
body energy eigenstate, New J. Phys. 12, 075021 (2010);
J. M. Deutsch, A closed quantum system giving ergodic-
ity, deutsch.physics.ucsc.edu/pdf/quantumstat.pdf (un-
published).
[6] J. Berges, Sz. Borsa´nyi, and C. Wetterich, Prethermal-
ization, Phys. Rev. Lett. 93, 142002 (2004).
[7] M. Moeckel and S. Kehrein, Interaction quench in the
Hubbard model, Phys. Rev. Lett. 100, 175702 (2008);
M. Moeckel and S. Kehrein, Real-time evolution for weak
interaction quenches in quantum systems, Ann. Phys.
324, 2146 (2009); M. Moeckel and S. Kehrein, Crossover
from adiabatic to sudden interaction quenches in the Hub-
bard model: prethermalization and non-equilibrium dy-
namics, New J. Phys. 12, 055016 (2010).
[8] A. Arrizabalaga, J. Smit, and A. Tranberg, Equilibra-
tion in φ4 theory in 3+1 dimensions, Phys. Rev. D 72,
025014 (2005); D. Podolsky, G. N. Felder, L. Kofman,
and M. Peloso, Equation of state and beginning of ther-
malization after preheating, Phys. Rev. D. 73, 023501
(2006); B. Nowak, D. Sexty, and T. Gasenzer, Superfluid
turbulence: nonthermal fixed point in an ultracold Bose
gas, Phys. Rev B 84, 020506 (2011); B. Nowak, J. Sc-
hole, and T. Gasenzer, Universal dynamics on the way
to thermalization, New J. Phys. 16, 093052 (2014).
[9] M. Eckstein, M. Kollar, and P. Werner, Thermalization
after an interaction quench in the Hubbard model, Phys.
Rev. Lett. 103, 056403 (2009); M. Eckstein, A. Hackl,
S. Kehrein, M. Kollar, M. Moeckel, P. Werner, and
F. A. Wolf, New theoretical approaches for correlated
systems in nonequilibrium, Eur. Phys. J. Special Top-
ics 180, 217 (2010); M. Schiro´ and M. Fabrizio, Time-
dependent mean field theory for quench dynamics in cor-
related electron systems, Phys. Rev. Lett. 105, 076401
(2010); M. Kollar, A. F. Wolf, and M. Eckstein, Gen-
eralized Gibbs ensemble prediction of prethermalization
plateaus and their relation to nonthermal steady states
in integrable systems, Phys. Rev. B 84, 054304 (2011);
S. A. Hamerla and G. S. Uhrig, Dynamical transition
in interaction quenches of the one-dimensional Hubbard
model, Phys. Rev. B 87, 064304 (2013); S. A. Hamerla
and G. S. Uhrig, Interaction quenches in the two-
dimensional fermionic Hubbard model, Phys. Rev. B
89, 104301 (2014); N. Tsuji, P. Barmettler, H. Aoki,
and P. Werner, Nonequilibrium dynamical cluster theory,
Phys. Rev B 90, 075117 (2014).
[10] C. Kollath, A. M. La¨uchli, and E. Altman, Quench dy-
namics and nonequilibrium phase diagram of the Bose-
Hubbard model, Phys. Rev. Lett. 98, 180601 (2007);
G. Biroli, C. Kollath, and A. M. La¨uchli, Effect of rare
fluctuations on the thermalization of isolated quantum
systems, Phys. Rev. Lett. 105, 250401 (2010); L. Mathey
and A. Polkovnikov, Light cone dynamics and reverse
Kibble-Zurek mechanism in two-dimensional superfluids
following a quantum quench, Phys. Rev. A 81, 033605
(2010); R. Barnett, A. Polkovnikov, and M. Vengalat-
tore, Prethermalization in quenched spinor condensates,
Phys. Rev. A 84, 023606 (2011); M. Kastner, Diverg-
ing equilibration times in long-range quantum spin mod-
els, Phys. Rev. Lett. 106, 130601 (2011); J. Marino and
A. Silva, Relaxation, prethermalization, and diffusion in
a noisy Ising chain, Phys. Rev B 86, 060408 (2012);
M. van den Worm, B. C. Sawyer. J. J. Bollinger, and
M. Kastner, Relaxation timescales and decay of corre-
lations in a long-range interacting quantum simulator,
New. J. Phys. 15, 083007 (2013); A. Mitra, Correlation
functions in the prethermalized regime after a quantum
quench of a spin chain Phys. Rev. B 87 205109 (2013);
N. Tsuji, M. Eckstein, and P. Werner, Nonthermal anti-
ferromagnetic order and nonequilibrium criticality in the
Hubbard model, Phys. Rev. Lett. 110, 136404 (2013);
M. Marcuzzi, J. Marino, A. Gambassi, and A. Silva,
Prethermalization in a nonintegrable quantum spin chain
after a quench, Phys. Rev. Lett. 111, 197203 (2013);
M. Tavora, A. Rosch, and A. Mitra, Quench dynam-
ics of one-dimensional interacting Bosons in a disor-
dered potential: Elastic dephasing and critical speeding-
6up of thermalization, Phys. Rev. Lett. 113 010601 (2014);
F. H. L. Essler, S. Kehrein, S. R. Manmana, and
N. J. Robinson, Quench dynamics in a model with tune-
able integrability breaking, Phys. Rev. B 89, 165104
(2014); M. Fagotti, On conservation laws, relaxation and
pre-relaxation after a quantum quench, J. Stat. Mech.
P03016 (2014); N. Nessi, A. Iucci, and M. A. Cazalilla,
Quantum quench and prethermalization dynamics in a
two-dimensional Fermi gas with long-range interactions,
Phys. Rev. Lett. 113, 210402 (2014); E. Kaminishi,
T. Mori, T. N. Ikeda, and M. Ueda, Entanglement pre-
thermalization in a one-dimensional Bose gas, Nat. Phys.
11, 1050 (2015); M. Babadi, E. Demler, and M. Knap,
Far-from-equilibrium field theory of many-body quantum
spin systems: prethermalization and relaxation of spin
spiral states in three dimensions, Phys. Rev. X 5, 041005
(2015); P. Smacchia, M. Knap, E. Demler, and A. Silva,
Exploring dynamical phase transitions and prethermal-
ization with quantum noise of excitations, Phys. Rev. B
91, 205136 (2015); A. Chiocchetta, M. Tavora, A. Gam-
bassi, and A. Mitra, Short-time universal scaling in an
isolated quantum system after a quench, Phys. Rev. B 91,
220302 (2015); J. Bauer, M. Babadi, and E. Demler, Dy-
namical instabilities and transient short-range order in
the fermionic Hubbard model, Phys. Rev. B 92, 024305
(2015); A. Chiocchetta, M. Tavora, A. Gambassi, and
A. Mitra, Short-time universal scaling and light-cone dy-
namics after a quench in an isolated quantum system in
d spatial dimensions, Phys. Rev. B 94, 134311 (2016);
V. Alba and M. Fagotti, Prethermalization at low tem-
perature: the scent of long-range order, Phys. Rev. Lett.
119, 010601 (2017); T. Lausch, A. Widera, and M. Fleis-
chhauer, Prethermalization in the cooling dynamics of an
impurity in a BEC, Phys. Rev. A 97, 023621 (2018)
[11] B. Bertini, F. H. L. Essler, S. Groha, and N. J. Robin-
son, Prethermalization and thermalization in models with
weak integrability breaking, Phys. Rev. Lett. 115, 180601
(2015); B. Bertini, F. H. L. Essler, S. Groha, and
N. J. Robinson, Thermalization and light cones in a
model with weak integrability breaking, Phys. Rev. B 94,
245117 (2016); K. Mallayya, M. Rigol, and W. De Roeck,
Prethermalization and thermalization in generic isolated
quantum systems, arXiv:1810.12320
[12] T. Kinoshita, T. Wenger, and D. S. Weiss, A quan-
tum Newton’s cradle, Nature 440, 900 (2006); M. Gring
M. Kuhnert, T. Langen, T. Kitagawa, B. Rauer,
M. Schreitl, I. Mazets, D. Adu Smith, E. Demler, and
J. Schmiedmayer, Relaxation and prethermalization in
an isolated quantum system, Science 337, 1318 (2012);
M. Kuhnert, R. Geiger, T. Langen, M. Gring, B. Rauer,
T. Kitagawa, E. Demler, D. Adu Smith, and J. Schmied-
mayer, Multimode dynamics and emergence of a charac-
teristic length scale in a one-dimensional quantum sys-
tem, Phys. Rev. Lett. 110, 090405 (2013); T. Langen,
S. Erne, R. Geiger, B. Rauer, T. Schweigler, M. Kuh-
nert, W. Rohringer, I. E. Mazets, T. Gasenzer, and
J. Schmiedmayer, Experimental observation of a general-
ized Gibbs ensemble, Science 348, 207 (2015); B. Neyen-
huis, J. Zhang, P. W. Hess, J. Smith, A. C. Lee,
P. Richerme, Z.-X. Gong, A. V. Gorshkov, and C. Mon-
roe, Observation of prethermalization in long-range in-
teracting spin chains, Sci. Adv. 3, e1700672 (2017);
Y. Tang, W. Kao, K.-Y. Li, S. Seo, K. Mallayya,
M. Rigol, S. Gopalakrishnan, and B. L. Lev, Thermal-
ization near integrability in a dipolar quantum Newton’s
cradle, Phys. Rev. X 8, 021030 (2018); C. Li, T. Zhou,
I. Mazets, H.-P. Stimming, Z. Zhu, Y. Zhai, W. Xiong,
X. Zhou, X. Chen, and J. Schmiedmayer, Dephasing and
relaxation of bosons in 1d: Newton’s cradle revisited,
arXiv:1804.01969
[13] T. Langen, T. Gasenzer, and J. Schmiedmayer, Prether-
malization and universal dynamics in near-integrable
quantum systems, J. Stat. Mech. 064009 (2016).
[14] M. Feingold, D. M. Leitner, and O. Piro, Semiclassical
structure of Hamiltonians, Phys. Rev. A 39 6507 (1989).
[15] S. Genway, A. F. Ho, and D. K. K. Lee, Thermalization
of local observables in small Hubbard lattices, Phys. Rev.
A 86 023609 (2012).
[16] Y. V. Fyodorov, O. A. Chubykalo, F. M. Izrailev, and
G. Casati, Wigner random banded matrices with sparse
structure: local spectral density of states, Phys. Rev. Lett.
76, 1603 (1996); Y. V. Fyodorov and A. D. Mirlin, Statis-
tical properties of random banded matrices with strongly
fluctuating diagonal elements, Phys. Rev. B 52, R11580
(1995).
[17] V. V. Flambaum and F. M. Izrailev, Statistical theory
of finite Fermi systems based on the structure of chaotic
eigenstates, Phys. Rev. E 56 5144 (1997).
[18] T. A. Brody, J. Flores, J. B. French, P. A. Mello,
A. Pandey, and S. S. M. Wong, Random-matrix physics:
spectrum and strength fluctuations, Rev. Mod. Phys. 53,
385 (1981).
[19] See Supplemental Material for the derivation of Eqs. (9)-
(13), of Eqs. (15)-(18) (using the expansion from [20]), of
Eq. (25), and for additional details regarding the present
random matrix approach.
[20] K. Kumar, Expansion of a function of noncommuting op-
erators, J. Math. Phys. 6, 1923 (1965).
[21] Denoting by J an arbitrary subset of indices n, the error
when omitting in (1) all summands with m ∈ J and/or
n ∈ J can be upper bounded (in modulus) by ∆A√p,
where p :=
∑
n∈J ρ
0
nn(0); see P. Reimann and M. Kast-
ner, Equilibration of macroscopic quantum systems, New
J. Phys. 14, 043020 (2012).
[22] S. Goldstein, J. L. Lebowitz, R. Tumulka, and N. Zhang`ı,
Long-Time Behavior of Macroscopic Quantum Systems:
Commentary Accompanying the English Translation of
John von Neumann’s 1929 Article on the Quantum Er-
godic Theorem, Eur. Phys. J. H 35, 173 (2010).
[23] The variance σ2v then refers to the band center.
[24] While t in (14) is strictly speaking considered as arbitrary
but fixed, one can show analogously as in Refs. [25] that
a similar bound also applies simultaneously for the vast
majority of all t’s within any preset time interval.
[25] P. Reimann, Generalization of von Neumann’s approach
to thermalization, Phys. Rev. Lett. 115, 010403 (2015);
P. Reimann, Typical fast thermalization processes in
closed many-body systems, Nat. Commun. 7, 10821
(2016).
[26] P. Reimann, Eigenstate thermalization: Deutsch’s ap-
proach and beyond, New J. Phys. 17, 055025 (2015);
C. Nation and D. Porras, Off-diagonal observable ele-
ments from random matrix theory: distributions, fluctu-
ations, and eigenstate thermalization, New. J. Phys. 20,
103003 (2018).
[27] G. P. Brandino, J.-S. Caux, and R. M. Konik, Glim-
mers of a quantum KAM theorem: insights from quan-
7tum quenches in one-dimensional Bose gases, Phys. Rev.
X 5, 041043 (2015).
[28] In principle, for certain combinations of ρ(0) and A the
condition (27) may not be sufficient to guarantee ther-
malization within the framework of Refs. [5, 26]. In prac-
tice, such cases have never been encountered and hence
we tacitly ignore them.
[29] B. N. Balz and P. Reimann, Typical relaxation of isolated
many-body systems which do not thermalize, Phys. Rev.
Lett. 118, 190601 (2017).
[30] S. Goldstein, J. L. Lebowitz, C. Mastrodonato, R. Tu-
mulka, and N. Zhang`ı, Approach to thermal equilib-
rium of macroscopic quantum systems, Phys. Rev. E 81,
011109 (2010); S. Goldstein, J. L. Lebowitz, C. Mas-
trodonato, R. Tumulka, and N. Zhang`ı, Normal typicality
and von Neumann’s quantum ergodic theorem, Proc. R.
Soc. A 466, 3203 (2010).
[31] R. Nandkishore and D. A. Huse, Many-body localiza-
tion and thermalization in quantum statistical mechanics,
Annu. Rev. Condens. Matter Phys. 6, 15 (2015).
[32] S. Goldstein, D. A. Huse, J. L. Lebowitz, and R. Tu-
mulka, Thermal equilibrium of a macroscopic quantum
system in a pure state, Phys. Rev. Lett. 115, 100402
(2015); S. Goldstein, D. A. Huse, J. L. Lebowitz, and R.
Tumulka, Macroscopic and microscopic thermal equilib-
rium, Ann. Phys. (Berlin) 529, 1600301 (2017).
8SUPPLEMENTAL MATERIAL
Throughout this Supplemental Material, equations
from the main paper are indicated by an extra letter
“m”. For example, “Eq. (m1)” refers to Equation (1)
in the main paper.
Sec. I provides the derivation of Eqs. (m9)-(m13).
Sec. II illustrates how a concrete physical model sys-
tem fits into our present random matrix approach.
Sec. III numerically exemplifies that the analytical re-
sults adopted in the main paper remain valid under con-
siderably more general conditions.
Sec. IV deduces Eqs. (m15)-(m18) from the three as-
sumptions above Eqs. (m15), (m17), and (m18).
Sec. V provides a more detailed discussion of the sta-
tistical properties of the random matrix elements V 0mn.
Sec. VI provides the derivation of Eq. (m25).
I. DERIVATION OF EQS. (m9)-(m13)
In this section, Eqs. (m9)-(m13) will be derived. More-
over, it will be shown that Y (t) ∈ [0, 1] and 1 − Y (t) +
W (t) ≥ 0, hence both roots on the right hand side of
(m10) are non-negative real numbers.
To begin with, we recall the definitions in Eqs. (m1)-
(m8). We also recall that the average over the random
perturbations V in Eq. (m3) is indicated by an overline.
Accordingly, H0, ρ(0), and A are considered as arbitrary
but fixed (non-random), hence the same follows for E0n,
|n〉0, ρ0(t), ρ0mn(t), and A0nm. In contrast, H, En, |n〉,
Umn, and γτµ(t) are random quantities.
Next, we rewrite (m7) as
∆ = α+ β , (1)
α :=
∑
µνστ
ρµνAστ [γτµγ
∗
σν − γ¯τµγ¯∗σν ] , (2)
β :=
∑
µνστ
ρµνAστ [γ¯τµγ¯
∗
σν − δτµδσν ] , (3)
where, for notational convenience, all arguments “t” and
indices “0” are temporarily omitted. Note that all factors
on the right hand side of (3) and hence β on the left hand
side are non-random quantities. In contrast, α in (2) is a
random quantity due to the random γ’s on the right hand
side. Moreover, its average α¯ gives rise to a correlation-
type quantity on the right hand side of (2). Roughly
speaking, the main idea behind (1) is to later split things
into such a correlation-type part and a “rest”.
Denoting by amax and amin the largest and smallest
eigenvalues of A, and considering that the possible out-
comes of a measurement are the eigenvalues of the ob-
servable A, it follows that
∆A := amax − amin (4)
represents the measurement range of A. Since all possible
outcomes of any realistic measurement must be finite, we
can take for granted that amax, amin, and ∆A are finite.
Our next observation is that we can add an arbitrary
constant to A without changing the main quantity of
interest, namely the difference ∆(t) in (m6). Without
loss of generality we thus can and will assume that amin =
−amax, and hence
‖A‖ = ∆A/2 , (5)
where ‖A‖ denotes the operator norm of A (largest eigen-
value in modulus). While ∆ on the left hand side of (1)
thus remains unchanged when adding some constant to
A, the same does not apply separately to the two terms
on the right hand side, as can be seen by closer inspec-
tion of (2) and (3). Hence, while our special choice in
(5) is irrelevant with respect to ∆, it does matter (and
actually is optimized) with respect to the splitting of ∆
into α and β.
We recall that the ρµν in (2) are – according to
Eq. (m2) – the matrix elements of ρ0(0) = ρ(0) in the
unperturbed basis |n〉0, and likewise for Aστ . In the same
vein, γτµ in (m8) may be viewed as the matrix elements
0〈τ |γ|µ〉0 of an operator γ (put differently, γ is uniquely
defined via those matrix elements). Note that – in view of
(m8) – this operator γ may in general be non-Hermitian.
Likewise, the Kronecker delta δτµ in (3) may be viewed
as the matrix elements of the identity operator. As a
consequence, one can rewrite (2) and (3) as
α = Tr{ργ†Aγ} − Tr{ργ¯†Aγ¯} , (6)
β = Tr{ργ¯†Aγ¯} − Tr{ρA} . (7)
A. Evaluation of α
In order to further evaluate α in (6), we define the
auxiliary (non-Hermitian, random) operator
η := γ − γ¯ . (8)
Replacing γ in (6) by η+ γ¯, a straightforward calculation
yields
α = α1 + α2 + α
∗
2 , (9)
α1 := Tr{ρη†Aη} , (10)
α2 := Tr{ργ¯†Aη} . (11)
By rewriting the right hand side of (10) as
Tr{A(ηρη†)}, observing that ηρη† is a non-negative Her-
mitian operator, and evaluating the trace by means of
the eigenbasis of A, one finds that |α1| ≤ ‖A‖Tr{ηρη†}.
With (5) we thus arrive at
|α1| ≤ (∆A/2)X , (12)
where
X := Tr{ηρη†} (13)
9is a real-valued, non-negative random variable.
Turning to α2 in (11), we note that ρ is a non-negative
Hermitian operator, hence there exists a Hermitian op-
erator, which we denote as
√
ρ, with the property that
(
√
ρ)2 = ρ. Exploiting the cyclic invariance of the trace,
the right hand side of (11) can thus be rewritten as
Tr{(√ργ¯†A)(η√ρ)}. Considering Tr{B†C} as a scalar
product between two (not necessarily Hermitian) oper-
ators B and C, the Cauchy-Schwarz inequality takes
the form |Tr{B†C}|2 ≤ Tr{B†B}Tr{C†C}. Choosing
B = Aγ¯
√
ρ and C = η
√
ρ we can thus infer from (11)
that
|α2|2 ≤ Tr{√ργ¯†AAγ¯√ρ}Tr{√ρη†η√ρ} . (14)
Exploiting the cyclic invariance of the trace once more,
the second trace in (14) can be identified with X in
(13). Likewise, the first trace can be identified with
Tr{A2γ¯ργ¯†}. Similarly as above (12), the latter trace
can be upper bounded by ‖A‖2Y , where
Y := Tr{γ¯ργ¯†} . (15)
Together with (5), we thus can conclude that
|α2|2 ≤ (∆A/2)2X Y . (16)
Next, we introduce η from (8) into (13) to obtain
X = X1 − Tr{γργ¯†} − Tr{γ¯ργ†}+ Tr{γ¯ργ¯†} ,(17)
X1 := Tr{γργ†} = Tr{ργ†γ} =
∑
µνσ
ρµνγ
∗
σνγσµ . (18)
The last step follows along similar lines as above (6). It
follows that
X1 =
∑
µν
ρµνQµν , (19)
Qµν :=
∑
σ
γσµγ
∗
σν . (20)
From (m8), we can infer that
γσµγ
∗
σν =
∑
m
U∗mσUmµ e
i(E0µ−Em)t/~
×
∑
n
UnσU
∗
nν e
−i(E0ν−En)t/~ , (21)
hence (20) can be rewritten as
Qµν =
∑
mn
ei(E
0
µ−Em−E0ν+En)t/~UmµU∗nνθmn , (22)
θmn :=
∑
σ
U∗mσUnσ . (23)
Taking into account the definition (m4), it follows that
θmn = δmn, hence (22) takes the form
Qµν = e
i(E0µ−E0ν)t/~
∑
n
UnµU
∗
nν . (24)
Again, (m4) implies that the last sum equals δµν , hence
Qµν = δµν , and (19) yields
X1 =
∑
ν
ρνν = Tr{ρ} = 1 . (25)
Technically speaking, the possibility to exactly evalu-
ate the products of four U -matrix elements appearing in
(19) via (21) is one of the key points of our present ap-
proach. In particular, this is the only place where such
products (without averaging over the V ensemble) actu-
ally appear.
Introducing (25) into (17) and averaging on both sides
implies
X¯ = 1− Tr{γ¯ργ¯†} . (26)
Upon comparison with (15), we can conclude that
Y = 1− X¯ (27)
Since both X in (13) and Y in (15) must be non-negative
real numbers, it follows that
X¯, Y ∈ [0, 1] . (28)
Observing that (9) implies |α| ≤ |α1|+ 2|α2|, we thus
can infer from (12), (16), and (28) that
|α| ≤ (∆A/2) (X + 2
√
X) . (29)
B. Evaluation of β
By means of the definition
R := Tr{ργ¯†Aγ¯}+ Tr{ρAγ¯} − Tr{ργ¯†A} − Tr{ρA}(30)
one readily verifies that
R∗ = Tr{ργ¯†Aγ¯}+ Tr{ργ¯†A} − Tr{ρAγ¯} − Tr{ρA}(31)
and with (7) that
β = (R+R∗)/2 . (32)
Rewriting (30) as
R = Tr{ρ(γ¯† + 1)A(γ¯ − 1)} (33)
it follows, similarly as above (14), that
R = Tr{[√ρ(γ¯† + 1)A] [(γ¯ − 1)√ρ]} (34)
and hence
|R|2 ≤ Tr{√ρ(γ¯† + 1)A2(γ¯ + 1)√ρ}S− , (35)
S± := Tr{√ρ(γ¯† ± 1)(γ¯ ± 1)√ρ}
= Tr{(γ¯ ± 1)ρ(γ¯† ± 1)} . (36)
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Similarly as above (15), the first factor on the right hand
side of (35) can be upper bounded by ‖A‖2S+, yielding
with (5) the result
|R|2 ≤ (∆A/2)2S+S− . (37)
From (32) we can conclude that |β| ≤ |R| and hence
|β| ≤ (∆A/2)
√
S+S− . (38)
Next, we rewrite (36) as
S± = Tr{γ¯ργ¯†} ± Tr{ργ¯†} ± Tr{γ¯ρ}+ Tr{ρ}
= Y ± (Z∗ + Z) + 1 , (39)
Z := Tr{γ¯ρ} . (40)
In the second step in (39), we exploited Z∗ = Tr{ργ¯†},
Tr{ρ} = 1, and Eq. (15). It follows that S+S− = (1 +
Y )2 − (Z + Z∗)2 = (1− Y )2 +W , where
W := 4Y − (Z + Z∗)2 , (41)
and hence with (27) and (38) that
|β| ≤ (∆A/2)
√
X¯2 +W . (42)
We finally remark that S+S− = X¯2+W is a real and non-
negative number according to (36). Due to (28) it follows
that also W is a real number and satisfies X¯2 +W ≥ 0.
C. Evaluation of |∆|
Eq. (1) implies |∆| ≤ |α|+|β| and hence |∆| ≤ |α|+|β|.
Recalling that β is a non-random quantity (see below (3))
yields |β| = |β|. With (29) and (42) it then follows that
|∆| ≤ ∆A
2
(
X¯ + 2
√
X +
√
X¯2 +W
)
. (43)
Note that since X is a real-valued, non-negative ran-
dom variable (see below (13)), the same applies to
√
X.
Observing that F (x) :=
√
x is a concave function for
all x > 0, we can exploit Jensen’s inequality to obtain√
X ≤
√
X¯. Moreover, we can conclude from (28) that
X¯ ≤
√
X¯. Altogether, (43) thus implies
|∆| ≤ ∆A
2
(
3
√
X¯ +
√
X¯ +W
)
. (44)
Finally, we can recast Y from (15) by means of similar
arguments as above (6) into the form
Y = Tr{ργ¯†γ¯} =
∑
µνσ
ρµν γ¯
∗
σν γ¯σµ . (45)
Likewise, Z from (40) takes the form
Z = Tr{ργ¯} =
∑
µν
ρµν γ¯νµ . (46)
Reintroducing the omitted indices “0” and arguments
“t” (see below (3)), we recover from (27), (40), (44)-(46)
our final result
|∆(t)| ≤ ∆A
2
f(t) , (47)
f(t) := 3
√
1− Y (t) +
√
1− Y (t) +W (t) , (48)
Y (t) :=
∑
µνσ
ρ0µν(t) γσµ(t)
[
γσν(t)
]∗
, (49)
W (t) := 4Y (t)− [Z(t) + Z∗(t)]2 , (50)
Z(t) :=
∑
µν
ρ0µν(t) γνµ(t) . (51)
These results are identical to Eqs. (m9)-(m13). We also
recall that Y (t) and W (t) are known to be real numbers
with Y (t) ∈ [0, 1] (see (28)) and 1−Y (t) +W (t) ≥ 0 (see
below (42) and above (44)). Altogether, we thus recover
the findings announced at the beginning of this section.
II. RANDOM MATRIX DESCRIPTION OF A
SPIN CHAIN MODEL
In this section, we illustrate the approximation of a
concrete physical model system by the random matrix
approach from the main paper. As a particularly simple
and common example we consider an (integrable) Heisen-
berg spin-1/2 chain in the presence of a weak integrability
breaking perturbation.
Similarly as in the main paper, the perturbed Hamil-
tonian is written in two alternative forms,
H = H0 + V = H˜0 + V˜ , (52)
where H˜0 and V˜ are the “bare” operators, while H0 and
V are their “dressed” counterparts. The detailed defini-
tion of those operators will be provided below, and the
essential idea behind those definitions will be discussed
in Sec. II C.
A. The model
As announced, we focus on a perturbed Heisenberg
spin-1/2 chain with “bare” operators (cf. Eq. (52))
H˜0 := −J
L−1∑
l=1
~σl · ~σl+1 , (53)
V˜ := −λ
L−2∑
l=1
σzl σ
z
l+2 , (54)
where σαl (with α = x, y, z and l = 1, ..., L) are Pauli
matrices acting on site l and ~σl := (σ
x
l , σ
y
l , σ
z
l ). The
unperturbed Hamiltonian (53) amounts to L spins with
nearest neighbor interactions and is well known to be
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FIG. 1: Illustration of the eigenvalues E˜0n and the matrix elements V˜
0
mn for the Heisenberg spin-1/2 chain from Eqs. (53)
and (54) with L = 13 and λ = 0.2. Panels (b), (d), and (f) are close-up views of a central segment of Panels (a), (c), and
(e), respectively. In (a) and (b), we show the matrix elements V˜ 0mn with their magnitude color-coded as indicated. In (a), one
pixel corresponds to an average over blocks of 64 × 64 states. In (b), one pixel corresponds to one matrix element. The scale
is chosen to contrast off-diagonal matrix elements. Since the diagonal matrix elements are on the average about two orders of
magnitude larger than the off-diagonal ones, many of them lie outside of the plotting range and are shown as black squares.
In (c) and (d), we show the diagonal elements V˜ 0nn as a function of the index n. In (e) and (f), the level counting function Ω(E)
from Eq. (56) is plotted, illustrating the distribution of energy levels E˜0n. In the middle of the spectrum shown in (f), the level
spacing is approximately constant, so that Ω(E) is a nearly straight line with slope 1/D, where D ' 0.002 is the mean level
spacing.
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integrable, while the perturbation (54) consists of inte-
grability breaking next-to-nearest neighbor interactions.
The units are chosen so that
J = ~ = 1 , (55)
and the (in these units) dimensionless parameter λ quan-
tifies the perturbation strength.
Following the main paper, the eigenvalues and eigen-
vectors of H˜0 in (53) are denoted as E˜
0
n and |n〉0, and
the matrix elements of the perturbation (54) are abbre-
viated as V˜ 0mn := 0〈m|V˜ |n〉0. For a spin chain of length
L = 13 and perturbation strength λ = 0.2, the unper-
turbed eigenvalues E˜0n and the perturbation matrix V˜
0
mn
are illustrated in Fig. 1. In this example, the indices have
been chosen so that the E˜0n’s are ordered by magnitude,
where n = 1, ..., 2L and 2L is the Hilbert space dimension
of the model (52). Closer inspections shows that it is al-
ways possible to choose the eigenvectors |n〉0 so that all
matrix elements V˜ 0mn are real numbers. Without loss of
generality, the eigenvectors have been chosen in this way
in all numerical results of this section.
Fig. 1 depicts the so obtained matrix V˜ 0mn, the diagonal
matrix elements V˜ 0nn, and the energy levels E˜
0
n in the
first, second, and third rows, respectively. In each case,
we show a view of the full Hilbert space in the left panels
and a close-up of the middle of the spectrum in the right
panels.
The coarse structure in Fig. 1(a) already appears to be
qualitatively “random”. Looking at the individual ma-
trix elements in detail in Fig. 1(b), however, reveals corre-
lations that manifest themselves very roughly speaking as
blocks of vanishing and non-vanishing entries. Compar-
ing off-diagonal and diagonal matrix elements, we observe
that the former are typically one to two orders of magni-
tude smaller than the latter. For the rest, at least in the
middle of the spectrum shown in Fig. 1(d), the diagonal
matrix elements essentially look like random numbers.
In Fig. 1(e) and (f), we display the distribution of en-
ergy levels E˜0n by means of the function Ω(E) from the
main paper, which counts the number of E˜0n’s with the
property E˜0n ≤ E. Put differently,
Ω(E) :=
2L∑
n=1
Θ(E − E˜0n) , (56)
where Θ(x) :=
∫ x
−∞ δ(y) dy is the Heaviside step func-
tion. The example in Fig. 1(e) nicely illustrates a prop-
erty, which is generic for many-body systems, and which
is taken for granted in the main paper, namely that the
energy spectrum gives rise to a well-defined local level
density, which may change notably only on scales much
larger than the corresponding mean level spacing. (Oth-
erwise, the Boltzmann entropy S(E) := kB ln Ω(E) would
not lead to reasonable thermodynamic properties of the
system, see end of the main paper.) Here and in the fol-
lowing, we focus on the middle of the spectrum, where the
level density is almost constant over a particularly large
energy interval, but similar results would be obtained for
any other energy interval which is not too large and not
too close to the upper and lower ends of the spectrum.
(With increasing L, those restrictions are expected to
become weaker and weaker).
We numerically explored the above model along the
same lines as for the dressed model in Sec. II B and
found that it can not be satisfactorily approximated by
our present random matrix approach. The main reason
seems to be (see also Sec. III A below) that the diagonal
matrix elements V˜ 0nn in Fig. 1(c) exhibit rather large fluc-
tuations (upon variation of n), which are not reflected in
the considered random matrix model [16].
B. Dressed operators
The main purpose of the “dressed” operators H0 and V
in (52) is to overcome the above mentioned mismatch be-
tween the bare operators and our present random matrix
approach. To this end, we first combine the unperturbed
levels E˜0n with the diagonal matrix elements V˜
0
nn, defining
qn := E˜
0
n + V˜
0
nn . (57)
Very roughly speaking, the idea behind this definition
and the following considerations is to effectively absorb
into the unperturbed Hamiltonian those parts of the per-
turbation V˜ that do not break integrability, thus isolating
the integrability-breaking non-diagonal contributions.
Given that the fluctuations of the V˜ 0nn’s are still much
smaller than the energy scale over which the level density
exhibits notable variations, and that those fluctuations
are essentially unbiased random numbers (see above),
one expects that also the qn’s in (57) exhibit some well-
defined local density, which is moreover practically equal
to the local density of the E˜0n’s. On the other hand,
since the fluctuations of the V˜ 0nn are significantly larger
than the mean level spacing D, the so-defined qn’s are no
longer ordered by magnitude. To restore this order, we
relabel the eigenvectors |n〉0 so that qn ≤ qn+1 for all n.
In all that follows, this modified ordering of the labels n
is implicitly understood. (Obviously, the physical prop-
erties of the problem at hand do not depend on how we
order the n’s.)
As in the main paper, we finally require that H0 in (52)
should exhibit the same eigenvectors |n〉0 as H˜0, whereas
the eigenvalues E0n must be equally spaced, with a level
spacing D which reproduces the mean level spacing of the
E˜0n’s (or, equivalently, the qn’s) within the microcanoni-
cal energy window Imc := [E − δE,E] of actual interest.
Recalling that N denotes the (large but finite) number
of energies E˜0n within Imc, it follows that D = δE/N .
Accordingly, we set
E0n := nD + c (58)
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FIG. 2: Illustration of the dressed perturbation matrix elements V 0mn for the Heisenberg spin-1/2 chain from Eqs. (53) and (54)
with L = 13 and λ = 0.2. Panels (b) and (d) are close-up views of a central segment of Panels (a) and (c), respectively. While
the coarse structure of the off-diagonal elements in (a) looks very similar to the bare case from Fig. 1(a), the fine structure in (c)
now looks much more “random” than in Fig. 1(b). The dressed diagonal elements V 0nn are plotted in (c) and (d). Compared
to the bare diagonal elements from Fig. 1(d), the dressed ones in (d) now exhibit much smaller fluctuations. In fact, the
fluctuations of the diagonal elements are now comparable to those of the off-diagonal matrix elements.
with a still arbitrary constant c. In order to satisfy the
second identity in Eq. (52), the diagonal matrix elements
of the dressed perturbation must thus be defined as
V 0nn := qn − E0n , (59)
while the off-diagonal matrix elements must remain un-
changed, V 0mn := V˜
0
mn, apart from the above mentioned
reordering of the labels n.
By way of their above construction, we expect that the
dressed operators H0 and V now meet the characteristics
of generic random matrix ensembles such as those from
Ref. [16]. This is verified numerically in Fig. 2 for the
same model and data as in Fig. 1, but presented in terms
of the dressed matrix V instead of the bare V˜ . (The
distribution of energies E0n as defined in Eq. (58) is rather
boring to look at and therefore not plotted.) As the
microcanonical energy window, we selected the central
20% of states, and the constant c in Eq. (58) was chosen
such that the average of the V 0nn’s vanishes within this
window.
While the coarse view in Fig. 2(a) looks similar to the
one from Fig. 1(a), the close-up in Fig. 2(b) shows that
also the fine structure of the perturbation now indeed
looks very much like a “true” (possibly sparse) random
matrix. The diagonal elements V 0nn are separately repro-
duced in Fig. 2(c) and (d). In particular, Fig. 2(d) con-
firms that the local fluctuations are now much smaller
than those of V˜ 0nn in Fig. 1(e).
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FIG. 3: Numerical local density of states (64) for the spin-1/2 Heisenberg model from Eqs. (53) and (54) with L = 13 for (a)
λ = 0.1, (b) λ = 0.2, and (c) λ = 0.3. The histograms show the binned numerical data as described in the text. The solid lines
correspond to the theoretical prediction (62)–(63) with σ2v and D extracted from the selected energy shell, i.e., the central 20%
of states. The width of the pre-delta function in (65) is  = 0.05.
Similarly as when comparing “true” random numbers
with numerically generated pseudo-random numbers, it
is in general very difficult to quantitatively determine
how closely the V 0mn’s in Fig. 2 emulate a “true” random
matrix. We therefore focus on the specific quantity which
is at the heart of our present work, namely the (shifted)
local density of states (see also (m21))
hn(E) :=
∑
m
|Umn|2 δ(E − Em + E0n) , (60)
Umn := 〈m|n〉0 , (61)
where Em and |m〉 denote (as in the main paper) the
eigenvalues and eigenvectors of the perturbed system H
in (52).
As detailed in the main paper, the ensemble average
of hn(E) is theoretically predicted to be given by
hBW(E) :=
1
2pi
Γ
E2 + Γ2/4
, (62)
Γ := 2piσ2v /D , (63)
where σ2v is the ensemble averaged variance of the V
0
mn’s
(with m 6= n and |m−n| not too large). In our numerics,
this prediction is compared with
hˆ(E) :=
1
N
∑
n∈IN
hn(E) , (64)
where IN represents the set of indices with E
0
n ∈ Imc and
N is their number. Furthermore, σ2v in (64) is now the
numerically determined variance of the V 0mn’s. Finally,
the delta function appearing in (62) is replaced by a pre-
delta function
δ(x) :=
{
1/ if |x| ≤ /2
0 otherwise
, (65)
essentially amounting to a binning of the numerical data
with bin width .
Estimating the ensemble average of hn(E) from (60) by
the column average hˆ(E) of a single realization in Eq. (64)
is common practice in random matrix theory (sometimes
referred to as self-averaging or ergodicity property), and
is justified by the large number of states N within the
microcanonical energy window and the translational in-
variance of the ensemble of perturbations, meaning that
V 0mn and V
0
m+k,n+k exhibit similar statistical properties
for all k and thus may be viewed as different samples of
the random matrix ensemble. In particular, the column
average in Eq. (64) is thus expected to converge for large
N towards the ensemble average of hn(E).
While the theoretical predictions strictly speaking ap-
ply to infinitely large matrices, the numerically consid-
ered matrices are of large but finite dimension 2L = 8192.
In order to minimize finite size artifacts, which are known
to be particularly pronounced near the borders of the ma-
trices, we choose the interval IN to comprise the central
20% of states as before, such that N = 1638.
In Fig. 3, we compare the so obtained numerical re-
sults for the function hˆ(E) with the theory from Eqs. (62)
and (63) for three different perturbation strengths λ in
(54). We emphasize that there are no fit parameters:
The width Γ of the Breit-Wigner distribution (62) is ob-
tained from the values of σ2v (see figure) and D = 0.002
computed from the actual matrix elements V 0mn and en-
ergy levels E˜0n. The plots reveal good agreement between
numerics and theory, even for the moderate perturbation
strength λ = 0.3, where Γ/δE ≈ 0.14.
C. Concluding remarks
Finally, it may be worthwhile to recall the following
key ideas from the main paper regarding the connection
of the above considerations with the main objectives of
the paper: In general, the two alternative unperturbed
Hamiltonians H0 and H˜0 in (52) give rise to different
time-dependent expectation values. However, the differ-
ence of those expectation values can be bounded with
the help of our inequality (m25). Closer inspection of
how the right hand sides of (m24) and of (m25) numer-
ically scale with the number of spins L in (53) indicates
that for sufficiently large L the left hand side of (m25) in
fact becomes arbitrarily small (compared to ∆A) for all
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times t with |t| ≤ 1/Γ. Since we are mainly interested
in large L and |t| ≤ 1/Γ in our present work, the two
unperturbed Hamiltonians H0 and H˜0 thus give rise to
expectation values which can be considered as practically
indistinguishable. Therefore it is justified to work with
the dressed perturbation V in (52) instead of the bare V˜
in our above considerations.
Besides those times with |t| ≤ 1/Γ, also the long-time
limit plays an essential role. Specifically, the long-time
average of (m1) takes the form
〈A0(t)〉t =
∑
n
ρ0nn(0)A
0
nn (66)
where 〈A0(t)〉t indicates the long-time average of A0(t),
and where we exploited that the spectrum of H0 is non-
degenerate (see (58)). In particular, this long-time av-
erage refers to the dynamics governed by H0. But since
the eigenvectors of H˜0 and H0 are identical, the above
result must also be equal to the long-time average when
the dynamics is governed by H˜0. (In contrast to H0, the
spectrum of H˜0 may exhibit degeneracies; in such a case,
the eigenvectors |n〉0 are tacitly chosen so that ρ(0) is
diagonal within every energy eigenspace.) One thus can
conclude that also with respect to the long-time proper-
ties it is justified to work with the dressed perturbation
V in (52) instead of the bare V˜ .
III. NUMERICAL ILLUSTRATION OF
GENERALIZED RANDOM MATRIX
ENSEMBLES
In this section we provide three illustrative numeri-
cal examples, indicating that the analytical predictions
from Ref. [16] remain valid for considerably more general
random matrix ensembles than those actually admitted
therein (see also main paper below (m24)). In particular,
while in random matrix theory it is usually assumed that
all matrix elements of some given ensemble are statisti-
cally independent of each other, we will demonstrate that
many results, e.g. Eqs. (62) and (63), are still applica-
ble in the presence of various, quite notable correlations.
Since such correlations naturally arise in real systems (see
also Sec. II), this is an important observation with regard
to their modeling by random matrices.
The general framework and the notation is as in the
previous section (and in the main paper). In particular,
we again compare the analytical prediction (62) with the
numerically obtained counterpart (64), i.e., we will nu-
merically estimate the ensemble average of hn(E) from
(60) by the column average hˆ(E) of a single realization
in Eq. (64). While the theory strictly speaking applies to
infinitely large matrices, our numerical examples will be
of large but finite dimension M . In order to minimize the
corresponding finite size artifacts, which are known to be
particularly pronounced near the borders of the matrices,
the interval IN in (64) is chosen so that it remains suffi-
ciently far away from the lower and upper limits at n = 1
and n = M , respectively. As before, the delta function,
which enters into (64) via (60), is approximated by the
pre-delta function (65), effectively amounting to a bin-
ning of the numerical data.
A. First example
As our first example, we again start out from the spin
model (53)–(54) with L = 13, hence M = 2L = 8192.
But now, we modify the actual perturbation V˜ by man-
ually setting all diagonal elements V˜ 0nn equal to zero,
or equivalently, we consider dressed operators which no
longer satisfy (52) but rather are defined via
H0 := H˜0 , V
0
mn := V˜
0
mn − δmnV˜ 0nn . (67)
While the resulting Hamiltonian H0 + V is no longer ex-
pected to faithfully model some “natural” physical sys-
tem, it still amounts to an instructive “artificial” exam-
ple: On the one hand, the large fluctuations of the di-
agonal elements V˜ 0nn (see Fig. 1(c)) are eliminated. On
the other hand, the remaining off-diagonal elements still
exhibit a considerable amount of “structures” or “cor-
relations” (see Figs. 1(b) and 4(a)). Such a perturba-
tion matrix V 0mn may thus be considered either as an ex-
tremely “unlikely/exceptional/untypical” member of one
of the random matrix ensembles admitted in the analyt-
ical explorations from [16], or as a “typical” member of
an ensemble which is not admitted in those analytical
explorations.
Focusing, as in the previous section, on a microcanoni-
cal energy window consisting of the central 20% of states,
we numerically evaluated hˆ(E) from (64), the local den-
sity of states 1/D, as well as the sample variance of per-
turbation elements to estimate σ2v . Hence there are again
no free parameters in the theory. Comparing hˆ(E) to the
Breit-Wigner formula (62) with width (63) in Fig. 5, we
observe that the theory still describes the numerical es-
timate quite well. In particular, this substantiates the
assertion at the end of Sec. II A.
B. Further examples
In the following two examples, the total Hilbert space
dimension is M = 212 = 4096 and the unperturbed sys-
tem is chosen to exhibit Poissonian level statistics with
a mean spacing D = 1/512 ≈ 0.002, reflecting the distri-
bution of gaps of typical integrable systems. (Equally
spaced levels as in (60) or Wigner-Dyson distributed
spacings would lead to practically the same results.) As
before, the considered perturbations are quite artificial
and are not meant to reflect actual physical systems.
Rather, their purpose is to illustrate the generality of
the result (62), (63).
In our first artificial ensemble of perturbations, only
every rth entry starting from the first minor diagonal is
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FIG. 4: Exemplary submatrix view of the three types of perturbations considered in Sec. III: (a) the spin model from Sec. II for
λ = 0.2, but with the diagonal entries set to zero, cf. Fig. 1(a,b); (b) a matrix with regular sparsity (r = 4) and nonvanishing
entries randomly sampled from {−λ,+λ}; (c) a matrix with random sparsity and regular radial patterns (see (68), (69)) for
islands of nonvanishing entries with sisl = 15. For further details see text.
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FIG. 5: Numerical local density of states (64) (histograms with bin width  = 0.05) and theoretical prediction (62)–(63) (red)
for the modified spin model (see also main text and Fig. 4(a)) with L = 13 and (a) λ = 0.2, (b) λ = 0.3.
nonvanishing. Hence the resulting matrices are sparse
with a very regular entry pattern. Moreover, the non-
vanishing entries can only take values +λ and −λ, each
with probability 12 . An example of such a perturbation
matrix is shown in Fig. 4(b). The resulting numerical es-
timate hˆ(E) along with the theory prediction is shown in
Fig. 6 for r = 4 and two different choices of λ. As before,
there are no fit parameters involved, since D was fixed a
priori and σ2v = λ
2/r by construction. Even though the
dimension of the considered matrices is rather small, at
least vastly smaller than the size of the Hilbert space for
typical many-body systems, theory and numerics agree
very well.
For our second artificial example, we uniformly scatter
Misl circular islands of diameter sisl across the pertur-
bation matrix. Within each island, we alternate entries
+λ and −λ in the radial direction. More precisely, if
(mˆk, nˆk) denotes the (randomly sampled) center of the
kth island and r
(k)
mn :=
√
(m− mˆk)2 + (n− nˆk)2 is the
distance of entry (m,n) from that center, then we define
the contribution to V 0mn from the kth island as
v(k)mn := λ (−1)k
(
2br(k)mn mod 2c − 1
)
Θ(sisl/2− r(k)mn) ,
(68)
where ‘mod’ denotes the modulo operation and bxc = q is
the greatest integer q such that q ≤ x (“floor function”).
Islands may overlap, in which case the contributions are
simply added, i.e.,
V 0mn = V
0
nm :=
Misl∑
k=1
v(k)mn . (69)
Hence in this ensemble, the sparsity is irregular (ran-
dom), but the distribution of nonvanishing entries shows
a regular pattern. For a visualization of a single realiza-
tion of this ensemble, see Fig. 4(c).
In Fig. 7, we display the numerical estimate (64)
of the local density of states for a perturbation with
Misl = 2
14 = 16384 islands of size sisl = 15 and for two
different perturbation strengths λ = 0.007 and λ = 0.01.
The resulting average sparsity r¯ = 4.1 is similar as in the
first artificial example, i.e., approximately every fourth
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FIG. 6: Numerical local density of states (64) (histograms) and theoretical prediction ((62),(63)) (red) for H0 with Poissonian
level statistics and a perturbation matrix with regular sparsity r = 4 and random entries ±λ with (a) λ = 0.01 and (b) λ = 0.02.
The solid lines correspond to the theory curve from Eqs. (62) and (63). The bin width is  = 0.02.
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FIG. 7: Numerical local density of states (64) for H0 with Poissonian level statistics and a perturbation matrix with Misl = 16384
randomly scattered islands of diameter sisl = 15 with entries given by Eqs. (68), (69) for (a) λ = 0.007 and (b) λ = 0.01. The
solid lines correspond to the theory curve from Eqs. (62) and (63). The bin width is  = 0.02.
matrix element V 0mn is nonvanishing. The parameter σ
2
v
is computed as the sample variance of all perturbation
matrix elements, so that as before there is no free pa-
rameter in the theory (62). Again, numerics and theory
show good agreement.
We also explored several further examples of artificially
“structured” or “correlated” perturbations V along the
same lines as for those depicted in Fig. 4; for instance,
patterns generated by cellular automata or by concentric
rings (“corner arcs”) around the upper left corner of the
matrix, etc. We also investigated separately the impact
of various “patterns” along the matrix diagonal. Usu-
ally, the results were similar to those in Figs. 5-7 and
are therefore not reproduced here. Notably different re-
sults were only obtained for examples with extremely “lit-
tle” randomness or extremely strong correlations, for in-
stance, when choosing deterministically alternating signs
along the off-diagonals in Fig. 4(b). (In this case, the
only random ingredient is the Poissonian level statistics
of the unperturbed spectrum.)
IV. DERIVATION OF EQS. (m15)-(m18)
In this section, we deduce Eqs. (m15)-(m18) from the
three assumptions above Eqs. (m15), (m17), and (m18).
In doing so, our principal tool is the Taylor expansion
formula for functions of noncommuting operators derived
in Ref. [20]. It states that for two arbitrary linear (but
not necessarily Hermitian) operators A,B and any com-
plex analytic function φ(z),
φ(A+B) =
∞∑
n=0
1
n!
Cn(A,B)φ
(n)(A) , (70)
where φ(A) is defined via the power series representation
of φ(z), and where φ(n)(z) denotes the nth derivative of
φ(z). Moreover, the operators Cn(A,B) are given by the
recurrence relation
C0 := 1 , Cn := [A,Cn−1] +BCn−1 (71)
with the square brackets denoting the commutator.
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A second key point is the observation that γτµ(t) from
(m8) can be rewritten in terms of the function φ(z) :=
e−izt/~ as
γτµ(t) = e
iE0µt/~
0〈τ |φ(H0 + V ) |µ〉0 , (72)
where t is considered as arbitrary but fixed. Using the
Taylor expansion formula (70) with A := H0 and B := V ,
and noting that the above defined φ(z) is an analytical
function with φ(n)(z) = (−it/~)nφ(z), we obtain
γτµ(t) =
∞∑
n=0
(−it/~)n
n!
0〈τ |Cn|µ〉0 . (73)
Furthermore, (71) now takes the form
C0 := 1 , Cn := [H0, Cn−1] + V Cn−1 . (74)
More explicitly, the first few Cn’s are
C0 = 1,
C1 = V,
C2 = [H0, V ] + V
2,
C3 = [H0, [H0, V ]] + [H0, V
2] + V [H0, V ] + V
3 . (75)
As exemplified by C2 and C3, the operators Cn are thus
not necessarily Hermitian. Finally, the definitions (m8)
and (m16) imply that gµ(t) = γµµ(t), and with (73) we
thus obtain
gµ(t) =
∞∑
n=0
(−it/~)n
n!
0〈µ|Cn|µ〉0 . (76)
A. Derivation of Eqs. (m15) and (m16)
The goal of this subsection is to show that the assump-
tion above Eq. (m15) implies
γτµ(t) = 0 (77)
whenever µ 6= τ . From this result and Eq. (m8), one
readily recovers Eqs. (m15) and (m16).
In order to verify (77), it is according to (73) sufficient
to show that
0〈τ |Cn|µ〉0 = 0 (78)
for all τ 6= µ and any given n ∈ N0. To this end, we take
for granted the assumption above Eq. (m15). In particu-
lar, the two unperturbed basis vectors |τ〉0, |µ〉0 appearing
in the average 0〈τ |Cn|µ〉0 may thus be multiplied by ar-
bitrary factors στ , σµ ∈ {±1} without changing the value
of that average.
Due to the trivial fact that the operators Cn in (74),
(75) are independent of the basis vectors |τ〉0, |µ〉0 and
thus of the factors στ , σµ, it follows that
0〈τ |Cn|µ〉0 = στσµ 0〈τ |Cn|µ〉0 (79)
for arbitrary στ , σµ ∈ {±1}. If τ = µ, then στσµ = σ2τ =
1, hence (79) is always fulfilled. If τ 6= µ, the factor στσµ
may assume both values ±1, hence (79) implies (78).
B. Justification of Eq. (m17)
The objective of this subsection is to show that the
function gµ(t) is independent of µ and hence g(t) from
Eq. (m17) is well-defined, provided the assumption above
Eq. (m17) is fulfilled.
The assumption above Eq. (m17) consist of two parts:
The first part requires that E0n+1−E0n = D for all n and
thus
E0m − E0n = (m− n)D (80)
for all E0m, E
0
n. The second part requires that all statisti-
cal properties of the matrix elements V 0mn do not depend
separately on m and n, but only on the difference m−n.
In particular, this implies that
Vν0ν1Vν1ν2 · · ·Vνk−1νk = vk
({νi − νi−1}ki=1) (81)
for arbitrary indices ν0, ..., νk and any k ∈ N, where the
right hand side indicates that the left hand side is given
by some function vk which only depends on the differ-
ences ν1 − ν0, ν2 − ν1, ..., νk − νk−1.
In view of Eq. (76), the objective from the beginning
of this subsection will be achieved if we can infer from
(80) and (81) that 0〈µ|Cn|µ〉0 is independent of µ for all
n. The latter will be shown in what follows.
From (74) or (75) it can be seen that the Cn are com-
posed of powers of V and commutators of these powers
with H0. Working in the eigenbasis of H0 and inserting
complete sets of states between factors of V , we find that
any diagonal matrix element 0〈µ|Cn|µ〉0 can be written
as a sum of terms of the general form
F (µ, k, s1, . . . , sk)
=
∑
ν1,...,νk−1
V 0µν1(E
0
ν1 − E0µ)s1V 0ν1ν2(E0ν2 − E0ν1)s2
· · ·V 0νk−1µ(E0µ − E0νk−1)sk (82)
with si ∈ N0 and with the property that
k +
k∑
i=1
si = n . (83)
The explicit expression of 0〈µ|Cn|µ〉0 in terms of the func-
tions (82) which satisfy (83) is given in Ref. [20], but does
not matter for the following arguments.
From Eqs. (81) and (82) we can conclude that
F (µ, k, s1, . . . , sk)
=
∑
ν1,...,νk−1
(E0ν1 − E0µ)s1(E0ν2 − E0ν1)s2 · · · (E0µ − E0νk−1)sk
×vk(ν1 − µ, {νi − νi−1}k−1i=2 , µ− νk−1) . (84)
As usual, the value of the sum on the right hand side does
not change when a summation index νi is shifted by an
arbitrary integer. In particular, we thus may substitute
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each index νi by νi + µ (i = 1, ..., k− 1). Exploiting (80)
it follows that
F (µ, k, s1, . . . , sk)
=
∑
ν1,...,νk−1
(E0ν1)
s1(E0ν2 − E0ν1)s2 · · · (−E0νk−1)sk
×vk(ν1, {νi − νi−1}k−1i=2 ,−νk−1) , (85)
where the right hand side is manifestly independent of µ.
Since all 0〈µ|Cn|µ〉0 are sums of such terms (see above),
it follows that they must be independent of µ.
C. Derivation of Eq. (m18)
The goal of this subsection is to show that the assump-
tions above Eqs. (m15), (m17), and (m18) imply
gµ(t) = [gµ(t)]∗ . (86)
Since also (m17) is known to apply under those assump-
tions, Eq. (m18) then readily follows.
In passing we note that (m16) implies gµ(−t) =
[gµ(t)]
∗, and with Eq. (m17) it follows that g(−t) =
[g(t)]∗. Together with (86), we thus obtain
g(t) = g(−t) , (87)
which is a quite interesting result in itself.
In order to verify (86), it is according to (76) suffi-
cient to show that the averaged diagonal matrix elements
0〈µ|Cn|µ〉0 are purely real for even n and purely imagi-
nary for odd n. To this end, we recall that 0〈µ|Cn|µ〉0
is given by a sum of terms of the form (82). Hence, in
order to verify (86), it is sufficient to show that
F (µ, k, s1, . . . , sk) = (−1)n
(
F (µ, k, s1, . . . , sk)
)∗
, (88)
where n is determined by k and s1, . . . , sk according to
(83).
Taking for granted the assumption above (m17), it fol-
lows, as in the previous subsection, that Eqs. (80), (81),
and (85) apply.
Without loss of generality we can and will choose the
energy scale so that E00 = 0 and hence E
0
−m = −E0m ac-
cording to (80). Together with (83) we thus can conclude
that
(E0−ν1)
s1(E0−ν2 − E0−ν1)s2 · · · (−E0−νk−1)sk
= (−1)n−k (E0ν1)s1(E0ν2 − E0ν1)s2 · · · (−E0νk−1)sk . (89)
Furthermore, the assumptions above (m15) and (m18)
guarantee that the statistical properties of −V 0mn are
identical to those of V 0mn for all m,n, implying that the
functions vk from (81) satisfy
vk({νi − νi−1}ki=1) = (−1)k vk({νi − νi−1}ki=1) . (90)
Since V is Hermitian, V 0mn = (V
0
nm)
∗, it follows from (81)
that
vk({νi − νi−1}ki=1)∗ = vk({νi−1 − νi}ki=1) (91)
and with (90) that
vk({νi − νi−1}ki=1) = (−1)k vk({νi−1 − νi}ki=1)∗ . (92)
Similarly as below (84) one sees that all summation
indices νi on the right hand side of Eq. (85) may be re-
placed by −νi, yielding
F (µ, k, s1, . . . , sk)
=
∑
ν1,...,νk−1
(E0−ν1)
s1(E0−ν2 − E0−ν1)s2 · · · (−E0−νk−1)sk
×vk(−ν1, {νi−1 − νi}k−1i=2 , νk−1) . (93)
Upon introducing (89) and exploiting (92) with ν0 =
νk = 0, it follows that
F (µ, k, s1, . . . , sk)
= (−1)n
∑
ν1,...,νk−1
(E0ν1)
s1(E0ν2 − E0ν1)s2 · · · (−E0νk−1)sk
×vk(ν1, {νi − νi−1}k−1i=2 ,−νk−1)∗ . (94)
Together with (85) we thus recover Eq. (88).
V. STATISTICS OF THE RANDOM MATRIX
ELEMENTS V 0mn
In this section, the statistical properties of the the ran-
dom matrix elements V 0mn := 0〈m|V |n〉0 are discussed in
more detail, especially those mentioned in the main text
below Eq. (m23).
To begin with, we observe that the random distribu-
tion of any given matrix element V 0mn is captured by the
probability density
p(v,m, n) := δ(V 0mn − v) . (95)
Here, it is understood that for random matrix ensembles
with purely real elements V 0mn, only real arguments v are
admitted in (95). On the other hand, for ensembles with
complex V 0mn (which is only possible for m 6= n), the
arguments v in (95) are understood to be complex for
m 6= n and real for m = n. We also recall that
δ(z) := δ(Re(z)) δ(Im(z)) (96)
for complex arguments z := V 0mn − v on the right hand
side of (95). It follows that
δ(−z) = δ(z) (97)
both for real and complex arguments z.
Next, the following two conditions
p(−v,m, n) = p(v,m, n) , (98)
p(v,m, n) = p(v,m− n, 0) , (99)
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will be deduced from the three conditions above
Eqs. (m15), (m17), and (m18). These results (98), (99)
readily imply the statements below (m23), namely that
the statistics of any given matrix element V 0mn only de-
pends on m − n, and that V 0mn and −V 0mn are equally
likely.
The assumption above Eq. (m15) (see also Sec. IV A)
together with the remarks below (95) readily imply
δ(σmσnV 0mn − v) = δ(V 0mn − v) (100)
for arbitrary σm, σn ∈ {±1}. If m = n, then σmσn =
σ2m = 1, hence (100) is always fulfilled. If m 6= n, the
factor σmσn in (100) may assume both values ±1. With
(95) and (97) it thus follows that (100) is equivalent to
p(−v,m, n) = p(v,m, n) (101)
for all m > n. (Unlike in (98), the case m = n is still
missing.)
Similarly, from the condition above Eq. (m17) (see also
Sec. IV B) one can readily deduce (99) for all m 6= n.
Finally, the condition above Eq. (m18) (see also Sec.
IV C) in combination with (95) and (97) implies
p(−v, n, n) = p(v, n, n) (102)
for all n. Hence, (102) together with (101) yields (98).
In conclusion, the three conditions on V 0mn above Eqs.
(m15), (m17), and (m18) imply the two conditions (98)
and (99) on p(v,m, n).
From now on we focus, as in the main text, on the sim-
plest and most common case that all V 0mn with m ≥ n are
statistically independent of each other. More precisely,
since V 0nm = (V
0
mn)
∗, we tacitly assume that m ≥ n in
the above and the following statements.
As a consequence, all statistical properties of the ran-
dom matrix are (by definition) fully captured by the dis-
tributions of the single elements V 0mn in (95). If those
distributions satisfy (98) and (99), it is straightforward
to invert the above line of reasoning with the final con-
clusion that the two conditions (98) and (99) imply the
three conditions above Eqs. (m15), (m17), and (m18).
In other words, under the additional assumption that
the matrix elements V 0mn are statistically independent
for all m ≥ n, the conditions (98) and (99) are actu-
ally equivalent to the three conditions above Eqs. (m15),
(m17), and (m18).
VI. DERIVATION OF EQ. (m25)
Throughout this section, we adopt the same notation
as in the main paper, except that all indices “0” are omit-
ted for notational convenience.
Accordingly, we consider two arbitrary density opera-
tors ρ(t) and ρ˜(t) with identical initial conditions,
ρ(0) = ρ˜(0) , (103)
but whose time evolution is governed by two different
Hamiltonians, namely
H :=
∑
n
En |n〉〈n| , (104)
H˜ :=
∑
n
E˜n |n〉〈n| . (105)
In other words, the eigenvectors |n〉 of H and H˜ must
be identical, while the eigenvalues En and E˜n may be
different.
In case the dynamics is governed by H, the expectation
value of any given observable A at time t can be written,
similarly as in Eq. (m1), in the form
A(t) = Tr{ρ(t)A} , (106)
ρ(t) = Utρ(0)U†t , (107)
Ut := e−iHt/~ . (108)
The right hand side of (108) is understood as usual:
e−iHt/~ :=
∑
n
e−iEnt/~ |n〉〈n| . (109)
Likewise, if H˜ governs the dynamics, the expectation
value of A at time t can be written as
A˜(t) = Tr{ρ˜(t)A} , (110)
ρ˜(t) = U˜tρ(0) U˜†t , (111)
U˜t := e−iH˜t/~ = U ′t Ut , (112)
U ′t := ei(H−H˜)t/~ . (113)
The last identity in (112) relies on the fact that H from
(104) and H˜ from (105) commute. Together with (106)-
(109) it follows that ρ˜(t) = U ′tρ(t)(U ′t)† and due to the
cyclic invariance of the trace that
δ := A(t)− A˜(t) = Tr{ρ(t)Bt} , (114)
Bt := A− (U ′t)†AU ′t , (115)
where the dependence of δ on t has been omitted for the
sake of simplicity.
The main goal of this section is to show that
|δ| ≤ ∆A |t| max
n
|E˜n − En|/~ (116)
for arbitrary t and A, where ∆A is the difference between
the largest and smallest eigenvalues of A. Eq. (m25)
then follows upon taking into account: (i) As mentioned
at the beginning of this section, all missing indices “0”
have to be restored. (ii) As said below Eq. (m16), only
n ∈ {1, ..., N} actually count in (116).
In order to verify (116), we first evaluate the trace in
(114) by means of the eigenbasis of ρ(t), yielding
|δ| ≤ max
‖ψ‖=1
|δψ| , (117)
δψ := 〈ψ|Bt|ψ〉 , (118)
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where the maximization in (117) is over all normalized
vectors |ψ〉.
For an arbitrary but fixed vector |ψ〉 of unit norm we
can rewrite (118) with (115) as
δψ = 〈ψ|A|ψ〉 − 〈ψ′|A|ψ′〉 , (119)
|ψ′〉 := U ′t|ψ〉 . (120)
With the definition
|χ〉 := |ψ′〉 − |ψ〉 (121)
we can conclude that
〈ψ′|A|ψ′〉 = 〈ψ′|A|ψ〉+ d1 , (122)
d1 := 〈ψ′|A|χ〉 , (123)
〈ψ′|A|ψ〉 = 〈ψ|A|ψ〉+ d2 , (124)
d2 := 〈χ|A|ψ〉 . (125)
Eqs. (119), (122), and (124) imply
|δψ| ≤ |d1|+ |d2| . (126)
From the definition (123) and the Cauchy-Schwarz in-
equality it follows that
|d1|2 = |〈χ|(A|ψ′〉)|2 ≤ 〈χ|χ〉〈ψ′|A2|ψ′〉 . (127)
Since we assumed that |ψ〉 is normalized, also |ψ′〉 in
(120) will be normalized and the last factor in (127) can
be upper bounded by ‖A2‖ = ‖A‖2, where ‖A‖ is the
operator norm of A (largest eigenvalue in modulus). Ex-
actly the same upper bound can be obtained for d2 in
(125). With (126) we thus arrive at
|δψ| ≤ 2‖A‖
√
〈χ|χ〉 . (128)
Obviously, δ in (114) remains unchanged when adding
an arbitrary real constant c to A. Hence, the inequality
(128) with ‖A+ c‖ instead of ‖A‖ on the right hand side
remains valid for arbitrary c. The minimum over all c
is assumed when the largest and smallest eigenvalues of
A+ c are of opposite sign and equal modulus, yielding
|δψ| ≤ ∆A
√
〈χ|χ〉 , (129)
where ∆A is the difference between the largest and small-
est eigenvalues of A.
Rewriting |ψ〉 as ∑n cn |n〉 with cn := 〈n|ψ〉, the nor-
malization of |ψ〉 takes the form ∑n |cn|2 = 1. Further-
more, we can infer from (104), (105), (113), and (120)
that
|ψ′〉 =
∑
n
eiancn|n〉 , (130)
an := (En − E˜n)t/~ (131)
and from (121) that
〈χ|χ〉 =
∑
n
|cn − eiancn|2 =
∑
n
|cn|2 |1− eian |2 . (132)
One readily verifies that |1− eia| = 2| sin(a/2)| ≤ |a| for
arbitrary a ∈ R, yielding
〈χ|χ〉 ≤
∑
|cn|2 |an|2 ≤ max
n
|an|2 . (133)
By introducing (133) into (129) we can conclude
|δψ| ≤ ∆A max
n
|an| . (134)
Observing that this bound is independent of |ψ〉, and
taking into account Eqs. (117) and (131), the announced
final result (116) is recovered.
