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Introduction
Nowadays geographic information is stored in a wide variety of media and types of documents. In recent decades, the technology used to access such information has focused on the combination of digital maps and databases, which is characteristic of most Geographic Information Systems (GIS). In fact, while in GIS users are interested in the extraction of information from a precise, structured, map-based representation, in Geographic Information Retrieval (GIR) users are interested in extracting information from unstructured textual information, by exploiting geographic references in queries and document collection to improve retrieval effectiveness. Only in recent years a lot of attention has been paid to the development of automatic systems that specifically deal with the retrieval of geographic information, available in the vast amount of unstructured documents in the Web. Therefore, GIR can be considered an active and growing research field concerned with improving the quality of geographically-specific Information Retrieval (IR), focusing on access to unstructured documents [11, 15] . In a GIR system, both queries and search documents are usually based on natural language, in contrast to the more formal approach common in GIS, where specific geo-referenced objects are retrieved from a structured database.
Another interesting research field related to IR is automatic Text Summarization (TS), whose aim is to keep the essential information of text documents by discarding the unnecessary details contained in them [30] . TS has been shown to be useful for other applications, such as IR, Question Answering (QA), or Text Classification (TC). Specifically, TS has never been applied to GIR before, which can be considered an extension of the IR field.
Therefore, the main research objective of this work is to analyze in detail the impact of the use of automatic summaries in the context of GIR systems. We hypothesize that a good summary or abstract should keep the main idea provided by the original document, and consequently, it could be integrated into GIR systems by acting as an intermediate stage. We focus on summarizing text documents that contain different locations or geographic places. In this way, the document size and their indexing time would be reduced and possible non-relevant passages could be discarded.
The remainder of this paper is structured as follows: in Section 2, the most important literature related to GIR and TS are expounded; in Section 3, we describe the GIR and TS systems used for the experiments carried out; in Section 4 and Section 5, the evaluation framework is briefly described and the experiments and results are presented, respectively; in Section 6, an analysis and discussion of the results is carried out. Finally in Section 7, the relevant conclusions are drawn and the future work is outlined.
Background
In this section some of the most important works related to both fields covered in this study are expounded: Geographic Information Retrieval (GIR) and Text Summarization (TS). Within the TS subsection, we briefly review different approaches that combine TS with IR.
Geographic Information Retrieval
According to Jones and Purves [11] , GIR should provide facilities to retrieve and rank documents with respect to their relevance, among others, from an unstructured or partially structured collection on the basis of queries specifying both the theme and geographic scope. As a demonstration of the interest in GIR, some workshops and evaluation campaigns have been taking place since 2004. Last GIR'10 workshop 1 was held in cooperation with ACM SIGSPATIAL and it collects the latest research in the GIR field. Geo-CLEF 2 [8] took place between 2005 and 2008 under the umbrella of the Cross Language Evaluation Forum (CLEF) providing a competitive framework in order to evaluate GIR systems. One of the main conclusions of GeoCLEF was that the addition of more geographic knowledge in GIR systems had a little effect on their performance. Finally, NTCIR GeoTime 3 is a recent track within NTCIR conferences that is focused on QA, taking into account both geographic and temporal constraints.
The architecture of a GIR system can be considered similar to that of the IR process. It is consists basically of two phases: indexing and searching. During both phases it is necessary to carry out text operations such as toponym detection and resolution. Toponym detection is usually performed by means of a Named Entity Recognizer (NER) module, while toponym disambiguation is a more complex task that has to take into account the context of the entity detected in order to establish its geographic scope. Both processes are usually supported by a Geographical Knowledge Base (GKB). GKB is a database that determines the connection from a name to a geographical entity and how two entities are connected between them. Gazetteers or geographical ontologies are examples of GKBs.
Regarding the indexing phase, two main indexes are generated: the spatial and text indexes. Spatial index includes all the geographic entities detected in each document and the text index incorporates the preprocessed terms obtained after applying the stemming process and removing the stopwords from each document. Both indexes will be used later during the search and reranking phases in order to retrieve the most relevant documents. Then, the preprocessed query is run against the search engine obtaining a list of relevant documents. Finally, the reranking process ranks again the documents retrieved according to a geographic relevance, representing one of the most important challenges for GIR systems.
The weighting scheme used is an important issue to consider in any IR system in general and in a GIR system in particular. The search engines used in GIR do not differ significantly from those used in standard IR. Gey et al. [8] noted that most GeoCLEF participants based their systems on the vector space model with TF·IDF weighting scheme. According to Perea-Ortega et al. [25] , Terrier 4 , Lemur 5 and Lucene 6 were the most used search engines by the GIR systems presented in GeoCLEF. These tools implement different weighting models by default, such as TF·IDF, BM25 or DFR.
In this study, we take into account only the indexing and searching phases of a GIR system, analyzing how the use of text summaries affects the system performance. For this reason the reranking process, which is the next step after document retrieval, is not addressed in this work. Therefore this analysis can be accomplished from the IR point of view exclusively, i.e., taking into account the indexing time and the average precision of the documents retrieved.
Text Summarization
The process of automatic TS mainly comprises three phases [10] : i) topic identification; ii) interpretation or topic fusion; and iii) summary generation.
The first phase (topic identification) consists of determining the particular subject of a document. It is usually approached by assigning a score to each unit (words, sentences, phrases, etc.), which is indicative of its importance. This is commonly done by means of machine learning algorithms [19, 32] , statistical techniques [20, 23] , discoursed-based approaches [4, 9] , different types of linguistic knowledge, such as semantic [33] , or by means of specialized resources, as for instance, Wikipedia [14] . In the end, the top score units up to a desired length are extracted.
The next phase is the interpretation or topic fusion. During this stage the topics identified as important are fused, represented in new terms, and expressed using a new formulation, which includes concepts or words not found in the original text. This stage is what distinguishes extractive [21] from abstractive summarization [7] . Finally, the summary generation only makes sense if abstractive summaries are generated; otherwise, the summary is a selection of sentences. In former cases, natural language generation techniques are needed to produce the final text of the summary.
Although research in TS has posed great interest for the community, the generated summaries are still far from ideal from a human point of view, partly due to the challenges associated to the generation of abstracts. However, it has been shown that automatic summaries, although imperfect in their nature, can be extremely useful for other applications, such as IR [12] , QA [22] , or TC [13] . In this manner, summaries can be integrated into these systems in order to reduce the size of the documents to be processed, keeping the essential information and removing the noisy one.
Focusing on IR, which is the scope of this paper, we can find previous approaches that combine IR and TS. The most common manner to combine both tasks is by taking the input for TS, the output of the IR system. In other words, the important documents are first retrieved, and then, a summary is generated, taking into account these documents. Therefore, IR helps to gather only relevant documents to a query, while TS selects the most important information from them. In light of this idea, Lin et al. [16] proposed an approach to identify and retrieve the most important concepts of a document that could be later exploit to generate a summary. Similarly, SWEeT [31] relies on a search engine to retrieve relevant documents to a query from the Web, and then summarization techniques based on Latent Semantic Analysis (LSA) are used to identify and extract the most important sentences from the retrieved documents using, at the same time, cosine similarity to avoid redundancy in the final summaries. The QCS system [5] also integrates an IR module but, instead of retrieving documents directly from the Internet, it does so from a static document collection. Once the relevant documents have been retrieved, the system clusters them according to their main topic, and finally a summary is produced for each cluster.
On the contrary, less research has been carried out to analyze how text summaries can be beneficial for the IR process. Sakai and Spärck Jones [28] proved that generic summaries with a compression rate ranging from 10% to 30% were the most appropriate ones for the indexing stage in IR, concluding that a summary index was as effective as the full text index, for precision-oriented search. Furthermore, to the best of our knowledge, it has not been studied to what extent automatic summaries would be useful for more specific types of IR, such as GIR, taking them as part of the IR process, instead of using them for providing the output information in a more concise manner. Related to GIR, only in [1] and [2] , TS was used for generating summaries about specific locations in order to provide users with more information when searching for a place. Again, summarization is applied once the retrieval has been performed. Therefore, in this research a detailed analysis of the capabilities of automatic summaries for the particular task of GIR is carried out. In this manner, TS techniques will be integrated as an intermediate stage in the whole process, to reduce the amount of text to be processed by GIR systems, thus shortening the indexing time as well.
System overview
The goal of this Section is to explain the individual systems involved in this study and how they have been used in combination. In this study, we analyze the performance of the SINAI-GIR system [27] after applying the TS techniques provided by compendium summarizer [17] , a modular tool to automatically generate text summaries. Two types of summaries are generated to be indexed by the GIR system. The first one is based on generic summaries, where we are more focused on extracting general but relevant information, whereas the second one is based on geographic summaries, which takes also into account the geographic entities that appear in the document. Moreover, several experiments regarding various summary lengths have been carried out. Then, the summaries were indexed and different geographic queries were run against the GIR system in order to evaluate the proposed approach. To this end, we have taken as a basis GeoCLEF, as it is the most important evaluation framework in the GIR context. The SINAI-GIR system has been used as a GIR system for the experiments carried out in this study. This system is composed of several modules as can be seen in Figure 1 .
SINAI-GIR: a modular GIR system
As regards document collection processing, it is based on detecting all the geographical entities in each document. With "geographical entities" or geographic information we refer exclusively to the place names contained in each document. We have incorporated the new module called compendium responsible for generating the summaries from the original document collection. Then a spatial index is generated incorporating the place names detected for each document. During this preprocessing phase, the stopwords are also removed and the stems of each word are taken into account. We have used our own NER tool called GeoNER [26] to detect spatial entities. It is based on external knowledge resources such as GeoNames and Wikipedia.
Regarding query processing, each query is preprocessed and analyzed, identifying the geographical scope and the spatial relationship. To this end, we have used a Part Of Speech (POS) tagger like TreeTagger 7 along with some lexical and syntactic rules. Moreover, the stopwords are removed and the Snowball stemmer 8 is applied to each word of the query, except for the geographical entities.
During the text retrieval process we obtain 1,000 documents for each query. Due to the fact that SINAI-GIR is a modular system, it allows us to use different search engines applying therefore different weighting models. Specifically, we have used Terrier and Lemur in order to compare the behavior from different search engines. The weighting models used are inL2 for Terrier and BM25 for Lemur. As a final step, each preprocessed query (including their geographical entities) is run against the search engine.
It is important to note that, although GIR systems usually apply a georeranking process after the IR module, it is not particularly necessary in this study because we are interested in evaluating the Precision and Recall of the documents retrieved by the search engine using summaries instead of the original document collection.
COMPENDIUM: a modular tool to generate text summaries
compendium is a modular text summarization tool that allows to produce a single-document summary 9 by means of different stages, as can be seen in Figure 2 .
First of all, a basic linguistic analysis is applied to the input document, thus preparing it for further processing. To this end, external NLP stateof-the-art tools and resources are used. Specifically, this stage comprises sentence segmentation 10 , tokenization 11 , stemming 12 , and stopword identification 13 . Then, for generating a summary, compendium takes into con- sideration two main issues: avoiding redundancy and identifying important content. For the former, the system detects repeated information by means of the redundancy detection stage, which employs textual entailment techniques [6] for determining when a given sentence has been already mentioned in the document. For the latter, compendium rewards a sentence if it contains a larger number of noun-phrases where the elements have a high frequency within the document (without taking into account the stopwords). This is done is two steps: first the frequency of each term in the document is computed (we have called it topic identification), and then we compute the final relevance of a sentence based on the number and structure of its noun-phrases 14 (relevance detection). Combining both techniques, the weight of each word (i.e., its frequency computed in the topic identification stage) within a noun-phrase is counted, and then the score of the sentence is divided by the number of noun-phrases the sentence contains, as follows:
where: r s i = is the relevance of sentence i, #NP i = number of noun-phrases contained in sentence i, tf w = frequency of word w that belongs to the sentence's noun-phrase.
After applying these two intermediate stages, the last one is to produce the summary, guaranteeing that it has the desired length. Thus, compendium produces generic informative summaries following an extractive paradigm and preserving the same order as the sentences had in the original document. In this manner it would not be too detrimental to the coherence of the generated summary.
The adaptation of compendium for producing a new type of summary would be very easy, due to the modularity of its architecture. Concerning this, besides producing generic summaries, we adapt the summarizer in order to generate geographic summaries, so we can also quantify the impact of this kind of summaries for GIR, since they may contain not only the most relevant information of a document, but also the specific one related to a geographic entity. To this end, we introduce a new intermediate stage within the identification of important content, where the knowledge of the SINAI-GIR system about the geographical entities is also taken into account by compendium for assigning more relevance to those sentences containing such spatial entities. Specifically, compendium used the geographical entities recognized by the SINAI-GIR system during the document collection processing.
Evaluation framework
In order to evaluate the proposed approach we have used the GeoCLEF framework as it was already mentioned. GeoCLEF provides a document collection that consists of 169,477 documents composed of stories and newswires from the British newspaper Glasgow Herald (1995) and the American newspaper Los Angeles Times (1994), representing a wide variety of geographical regions and places. GeoCLEF also provides a total of 100 textual queries (25 per year). These are composed of three main fields: title (T), description (D) and narrative (N). Figure 3 shows an example of a query from GeoCLEF. For the experiments carried out in this study, we have employed the 100 queries provided by the GeoCLEF organizers during the four editions (from 2005 to 2008). Specifically, we have only taken into account the title field of them because it represents in a similar way how a user would launch a geographic query to a search engine. Some examples of the title field used in GeoCLEF queries are: "vegetable exporters of Europe", "forest fires in north of Portugal ", "airplane crashes close to Russian cities" or "natural disasters in the Western USA". <top> <num>10.2452/58-GC</num> <title>Travel problems at major airports near to London</title> <desc>To be relevant, documents must describe travel problems at one of the major airports close to London.</desc> <narr>Major airports to be listed include Heathrow, Gatwick, Luton, Stanstead and London City airport.</narr> </top> A classification of the GeoCLEF queries depending on their geographic constraint was presented by Overell [24] . This classification is shown in Table 1 .
Regarding the evaluation measures employed, results have been evaluated using the relevance judgements provided by the GeoCLEF organizers and the TREC evaluation method. The evaluation has been accomplished by using the Mean Average Precision (MAP) and Recall (R). The MAP measure computes the average precision over all queries. The average precision is defined as the mean of the precision scores obtained after each relevant document is retrieved, using zero as the precision for relevant documents that are not retrieved. Recall is a measure of the extent to which relevant documents are found or retrieved. Recall is 1.0 when every relevant document is retrieved.
Experiments and results
Different experiments have been carried out in order to evaluate the performance of the use of text summaries instead of the original documents of the GeoCLEF collection. Moreover, two different search tools (Terrier and Lemur) were used within the SINAI-GIR system applying distinct weighting models. As mentioned above, no spatial reranking is applied after the searching so we use the default ranking provided by the search engine for each query. Two types of summaries were generated using the compendium tool:
• Generic summaries. The aim of these summaries is to provide a general overview of the main contents of a document. In this case, we are interested in checking whether this information would be enough to answer a complex query.
• Geographic summaries. These summaries take into account and assign more relevance to those sentences containing geographic entities. In this case, we first obtain all the entities recognized by the SINAI-GIR system during the document collection processing. Then we discard those sentences that not contain any spatial entity and for the remaining sentences we generate the summary of the document.
When generating a summary, it is important to take into consideration an appropriate size. This issue depends on different factors, such as the purpose of the summary, its informativeness, or the interests of the user. When the ideal length for a summary is not known a priori, different compression rates should be analyzed in order to determine which would be the best. The compression rate can be defined as the how much shorter the summary is with respect to the original document (see Formula 2):
where S is the summary and D is the original document.
Compression rate can be computed according to different granularities, e.g., the number of words or the number of sentences. In our case, it indicates the proportion of sentences that are kept in the summary with respect to the total number of document sentences. Therefore, a compression rate of 40% means that the summary would contain only 40% of the sentences (e.g., if the document has 150 sentences, the summary would have only 60). Figure 4 illustrates how different compression rates would be obtained for an automatic summary, taking into account the number of sentences. Specifically for the experiments carried out in this study we generated summaries for compression rates ranging from 20% to 90%, with an increment of 20%. We observed that the proposed compression rates were enough to carry out a deep analysis of the impact of automatic summaries for the GIR task.
Below we show the results obtained from an IR perspective (using the MAP and Recall metrics) and from the point of view of the time employed during the indexing phase. Tables 2, 3 Analyzing these results from an IR perspective, we can observe that the summaries generated do not improve the baseline results using the 2005 and 2006 queries. Only using 2005 queries and Terrier as search engine, the generic summaries with a compression rate of 90% get the same Recall as the base case (0.8803). However, when the 2007 and 2008 queries are employed we obtain better results using the summaries rather than the original document collection in some cases. For example if we make use of the geographic summaries with a compression rate of 60% and Lemur as search engine, we obtain an improvement of 7.78% of MAP score regarding the base case using the 2007 queries. Moreover, the MAP scores obtained using the geographic summaries with compression rates of 80% and 90% and the generic summaries with a compression rate of 80% for the same set of queries and search engine also outperform the base case with an improvement of 2.19%, 0.45% and 5.54%, respectively. Finally, the geographic summaries with compression rates of 60% and 80% improve the MAP score of the base case, as well, when Lemur is used as search engine for the 2008 queries. These improvements are 2.33% and 1.40%, respectively. Using the same set of queries but the other search tool (Terrier), the generic summaries with a compression rate of 90% also outperform the baseline MAP score with an improvement of 2.21%.
Evaluation from an IR perspective

Evaluation of the indexing time vs. average MAP score
The usefulness of automatic TS in the GIR task can be also studied from the point of view of the indexing time. When the search collection is composed of a huge number of documents, reducing the indexing time would improve significantly the overall system performance. For this reason we have also measured the time taken by the search engine in order to index each type of summary generated, comparing it with the indexing time obtained using the original document collection. Concerning this time, we only took into account the indexing time once the summaries were already generated. The reason why not considering the whole process together is due to the fact that in this research we want to analyze whether automatic summaries could have a positive impact in GIR systems. Figure 5 shows the comparison between the indexing time and the average MAP scores for each type of summary and each search engine. We can observe in Figure 5 that Lemur is faster than Terrier for all the compression rates tested. However for the base case this difference is not significant, since the indexing time achieved by Terrier is 14 seconds faster than that obtained by Lemur. It is curious the behavior of Terrier for the generic summaries with a compression rate of 80% and 90% because these outperform the indexing time for the base case (18 and 63 seconds, respectively). For these cases, geographic summaries usually spent more indexing time than generic summaries. On the other hand, as expected, there is a general increase of the indexing time when the compression rate grows.
Considering these results in conjunction with those regarding the evaluation from an IR perspective, geographic summaries of a 60% compression rate seemed the most appropriate ones, specially for geographic summaries.
However, it is important to stress the good performance of the geographic summaries with 20% and 40% of compression rate because their average MAP scores are slightly worse than the best ones but their indexing times are quite lower than those obtained by the best summaries regarding the average MAP score.
Analysis and discussion
From the results obtained, it can be noticed that we are facing a nontrivial task, and its difficulty has increased along the years. As can be seen, the results for the latest GeoCLEF editions (e. In order to verify if the improvements obtained using summaries were statistically significant, a significance test was also carried out. We applied the Fisher's randomization test [3] only on those experiments in which improvements were obtained regarding the base case. According to Smucker et al. [29] , who evaluated different tests of statistical significance for a large collection of TREC ad-hoc retrieval system pairs, the randomization test is recommended to evaluate IR systems. Therefore, we applied this test using the MAP scores obtained for each of the 100 queries only for the best experiments. Table 6 shows these results. As can be seen in Table 6 , only for the experiment "Terrier-90%-generic" we obtained a p-value less than 0.05, so the improvement achieved with that experiment can be considered statistically significant.
Contrary to our expectations, the results obtained when integrating TS into a GIR system were lower than expected. The reason why these cannot generally outperform the base case may be due to the fact that the GeoCLEF queries require some general information that cannot be addressed with the summarization techniques proposed. Despite the fact that extractive statistical single-document summarization techniques have been shown to be useful for more specific and focused tasks, such as QA [18] , the type of queries we are dealing with involve much more information. Analysing in depth the type of questions and the documents in the collection, we found that along the different GeoCLEF editions, the questions became more and more complex. For instance, for the following GeoCLEF query "Golf tournaments in Europe. About golf tournaments held in European locations", require broader information with a deeper semantic analysis of the text. For instance, if a document contains the entity "Scotland", the sytem would have to infere that this place is in Europe, and therefore, sentences containing "Scotland" would be also rewarded more relevance. In contrast, this would be difficult to capture the whole information for the query by using extractive statistical single-document summaries, as in our case, since the generated summary will limit to the information contained in the document, using the same vocabulary.
Focusing on the two types of summaries generated, geographic summaries have a better performance than generic ones, as expected. It is noteworthy that in almost all cases (for different compression rates) the MAP score obtained using geographic summaries outperforms that obtained using generic summaries because GeoCLEF is an IR task in which geographic information plays a key role. Additionally, we would like to stress the fact that especially for higher compression rates (e.g., 20%) the increase of performance for geographic summaries compared to the generic ones is remarkable (e.g., 0.5449 vs. 0.7698 for generic and geographic summaries of 20% compression rate, according to the Recall value for the GeoCLEF 2006 queries using Terrier as search engine). The main reason for this behavior is that geographic summaries take into consideration the spatial entities found in the original documents so it is more likely that GIR system finds relevant document in this type of summary when geographic queries are used.
Regarding the different compression rates employed in order to generate the summaries, it is clear that the summaries with compression rates between 20% and 40% should not be used in this framework. This poor performance is due to the fact that these levels of compression are very restrictive, and as a consequence, other relevant sentences as well may be discarded. However, when using summaries with compression rates of 60% and 80% we can obtain better results than base cases, as has been mentioned above. Therefore the use of this type of summaries can be an interesting strategy to apply in the GIR task.
The experimental set-up analyzed in this study has laid the foundations for further investigations, so the next step would be to analyzed and employed other techniques for producing summaries in order to improve the search time and precision of the retrieved documents. We strongly believe that the addtion of semantic knowledge, as well as the use of abstractive techniques would be more appropriate, since this manner the information could be generalized and the summaries could be tailored and adapted to each query.
Conclusions and future work
In this paper we analyzed the appropriateness of automatic summaries in the context of Geographical Information Retrieval (GIR). In particular, we proposed the generation of extractive statistical single-document summaries to act as an intermediate stage for the GIR task. Using this approach, the size of the document collection is reduced by keeping the essential information of the search documents.
Two types of summaries have been generated in this work: generic summaries, whose aim is to provide a general overview of the main contents of a document, and geographic summaries, that assign more relevance to those sentences containing geographic entities. Moreover, different compression rates have been tested during the experiments, ranging from 20% to 90%, with an increment of 20%. We have studied the performance of this approach from two points of view: evaluating the effectiveness of the IR process without considering the reranking phase commonly used in GIR systems, and evaluating the indexing time for two different search engines employed in the GIR system. To carry out this evaluation we have used GeoCLEF as framework, showing that the use of both types of summaries might improve the effectiveness of the IR process in some cases.
As main conclusion, the novelty of integrating automatic summarization techniques into the GIR process has been proven to obtain slight improvements for some types of the proposed summaries, particularly for those based on geographical information which took into account the geographic entities detected in the document collection. This issue may be of great interest for the GIR research community, and the experimental framework developed can serve as a basis for further comparisons and analysis. Despite of this, the proposed approach based on the use of extractive statistical single-document summarization is not sufficient, stressing the need for experimenting with other types of summaries.
As future work, we will address several issues in two directions. On the one hand, we will analyze more thoroughly for what type of geographic queries the use of summaries achieves better performance. Moreover, we will apply the next step in our GIR architecture after the IR process, the georeranking process, in order to determine what retrieved documents should be set in the first positions according to the summaries indexed. On the other hand, we will analyze whether the addition of semantic knowledge and the use of abstractive summarization techniques lead to better results when integrating summaries within GIR systems. We will also propose other TS techniques in order not to be so restrictive when producing geographic summaries. From our experiments, we have found that by discarding all sentences that do not contain any geographic information may lead to a loss of information, since there may exist links between sentences. Therefore, we will analyse this issue in detail, by studying graph based algorithms that capture the relationship between sentences.
