A new consistent formulation coupling kinematics, thermodynamics, and kinetics with damage using an extended multiplicative decomposition of the deformation gradient that accounts for corrosion effects is proposed. The corrosion model, based upon internal state variable (ISV) theory, captures the effects of general corrosion, pit nucleation, pit growth, pit coalescence, and intergranular corrosion. The different geometrically-affected rate equations are given for each mechanism after the ISV formalism and have a thermodynamic force pair that acts as an internal stress. Pit nucleation is defined as the number density that changes as a function of time driven by the local galvanic electrochemical potential between base matrix material and second phase material. Pit growth is defined as pit surface area growth. Pit coalescence is the interaction of the pits as they grow together and is often characterized by transgranular corrosion and is mathematically constructed from Coulomb's Law and the Maxwell stress. General corrosion is signified by thickness loss of the material and is characterized by a modified Faraday's Law. The intergranular corrosion rate is related to the grain boundary effects so that it is characterized by the misorientation between grains. The total damage (void volume or area fraction) is the addition of the general, pitting, and intergranular corrosion. The ability of the model to predict aspects of the corrosion mechanisms and aging history effects of an engineering material are then illustrated by comparison with experimental data of an extruded AZ31 magnesium alloy.
Introduction
In many automotive and aerospace structural component applications, ductile polycrystalline materials undergo a combination of mechanical and environmental loading. Magnesium alloys are currently being investigated for use within these industries because of its low density, excellent castability, easy machinability, and high mechanical stiffness (Froes et al., 1998; Jambor and Beyer, 1997) . When exposed to saltwater, magnesium has a high corrosion rate, relegating its current use to unexposed locations within the vehicle (Makar and Kruger, 1993; Shaw, 2003; Song and Atrens, 2003) . By altering the microstructure with the addition of various elements, including aluminum, zinc, manganese, and rare earth elements, the corrosion rate of magnesium alloys can be reduced (Ambat et al., 2000; Lunder et al., 1985; Song and Atrens, 1999) . In addition to the alteration of the microstructure, the method of processing magnesium alloys can also affect the corrosion rate. The presence of an as-cast skin often found on castings, which consists of very small grains formed during alloy cooling, decreases the corrosion resistance of the magnesium alloy (Feliu Jr. et al., 2011; Song and Xu, 2010) . While castings are commonly used for parts of a vehicle, such as control arms or engine cradles, extruded metal is also used for bumpers and doors. Therefore, a detailed understanding of magnesium's response to various corrosion conditions from different processing and product environments, through the modeling of general, pitting, and intergranular corrosion is needed.
Over the past few decades, significant research has been published to formulate constitutive model for ductile materials using multiplicative decomposition of the deformation gradient (e.g. Rice, 1971; Murakami, 1988 Murakami, , 1990 Bammann and Aifantis, 1989; Marin and McDowell, 1996; Steinmann and Carol, 1998; Voyiadjis and Park, 1999; Brünig, 2002; Regueiro et al., 2002; Solanki, 2008) . The idea of utilizing multiplicative decomposition of the deformation gradient to describe the finite deformation elastic-plastic response was introduced by Bilby et al. (1957) and independently by Kröner (n.d.) . For this model, a kinematic approach where the deformation due to internal defects appears naturally and capable of describing the isotropic behavior will be used. Previous researchers (Bammann, 2001; Bammann et al., 1996 Bammann et al., , 1993 Clayton et al., 2005; Davison, 1995; Francis et al., n.d.; Horstemeyer et al., 2000; Solanki, 2008) have taken the same approach of kinematic decomposition. Coleman and Gurtin (1967) were the first lay out a framework for internal state variable (ISV) theory. Horstemeyer and Bammann (2010) recently presented a history review of ISV theory but did not mention any application to corrosion. In the context of the present article, Horstemeyer et al. (2000) modified the Bammann ISV Plasticity model (Bammann et al., 1993) to capture the stress state dependent damage evolution and to include the heterogeneities of microstructure for damage progression and failure analysis. This model will be used as the basis for our study and requires additional modifications to account for corrosionbased stress state dependent damage evolution. The rate equations are generally written as objective rates with indifference to the continuum frame of reference assuming a Jaumann rate in which the continuum spin equals the elastic spin (Horstemeyer, 2012) . The ISV equations are functions of the observable variables: temperature, stress, and strain. In general, the rate equations of generalized displacements, or thermodynamics fluxes, describing the rate of change may be written as independent equations for each ISV or as derivatives of a suitably chosen potential function arising from the hypothesis of generalized normality (Rice, 1971) . The selection of the ISVs may, in principle, be somewhat arbitrary, but the kinematic hardening, isotropic hardening, and damage rate equations are physically motivated and strongly influence the history of the material and can be garnered from lower length scale arguments (Horstemeyer, 2012 ). The ISV model accounts for deviatoric inelastic deformation resulting from the presence of dislocations in crystallographic material, dilatational deformation, and ensuing failure from damage progression (Horstemeyer, 2012) . Damage will reduce the material strength, enhance the inelastic flow, and soften the elastic moduli.
To capture the corrosion behavior in a macroscale continuum model, the kinematics, thermodynamics, and kinetics of the ISVs must be coupled together to have a consistent theory that captures the entire process. The proposed model will capture the degradation effects as a scalar variable. A scalar damage variable which represents a strength decrease was first introduced by Kachanov (1958) . Kachanov postulated that the loss of stiffness and integrity attributed to microcracks can be measured by a deterministic, macroscopic damage parameter and its change may be defined by the evolution of an ISV that depends on the expected value of the micro-defect density (Bammann and Solanki, 2010; Kachanov, 1958) . Essentially, the damage state can be thought of as the void volume fraction (or void area fraction).
Although the complex interactions of pit nucleation, pit growth, and pit coalescence as related to surface effects are recognized, no hydrogen bulk effects are addressed. For example, in a deleterious corrosive environment, hydrogen ions can diffuse into the magnesium lattice and induce what is often called hydrogen embrittlement (HE) (Kappes et al., 2013; Toh and Baldwin, 1956) . By reviewing prior work (Song et al., 1997) , the overall reaction for the corrosion of pure magnesium is shown as
This shows the production of hydrogen gas from the system which, in its ionic state, in-turn can absorb, and desorb, into the matrix of the magnesium (Kappes et al., 2013) . General corrosion under stress is quite different from stress-free conditions (Walton et al., 2013) . The combined action of corrosion and stress can cause premature failure compared to the failure rate of the two loading cases separately. The conceptual interrelationship of corrosion, stress effects, and HE play a huge role in the understanding all of the key mechanisms. The most serious practical situation is when all three phenomena interact. The prominent damage mechanism explaining the interaction of Mg alloys under simultaneous corrosion and stress environments is called stress corrosion cracking (SCC) (Toh and Baldwin, 1956) . SCC is broken down into two main forms: intergranular stress corrosion cracking (IGSCC) and transgranular stress corrosion cracking (TGSCC) (Atrens et al., 2011; Winzer et al., 2008) . IGSCC is typically caused by a continuous second phase along grain boundaries where TGSCC is caused by an interaction of hydrogen with the microstructure (Atrens et al., 2011) . The transformation in physicalmechanical properties and microstructure of a solid under the influence of chemical reactions which proceed on specimen surfaces causing additional dislocation flux is called the chemomechanical effect (Unigovski et al., 2007) . Hence, the influence of active and aggressive environment on mechanically induced stress manifests itself through the influence on the dislocation evolution observed in the form of chemomechanical effect (Unigovski et al., 2007) . The kinetics behind this phenomenon will not be addressed in this study.
The research presented here is the first of its kind in creating a physically-based macroscale ISV inelasticity model for corrosion. The corrosion ISVs are essentially added to the thermomechanical plasticity-damage model of Bammann (2001), Bammann et al. (1996 Bammann et al. ( , 1993 , Horstemeyer (2012) and Horstemeyer et al. (2000) but includes electrochemical environments using conservation laws and empirical relationships. The kinematics, thermodynamics, and kinetics of the surface corrosion progression are introduced in a self-consistent manner. In Horstemeyer and Bammann (2010) a history of the development of internal state variable models are described and the key is the interconnectivity between the thermodynamics, kinematics, and kinetics. Although many researchers focus on the kinetics without considering the kinematics and thermodynamics, they miss the constraints that the kinematics and energy provide on the constitutive equations. As such, they might appear to be physical but in reality they might violate conservation laws. Hence, this paper starts with the kinematics and thermodynamics. Quantification work on mass loss, pit nucleation, pit growth, pit nearest neighbor distance (NND), and intergranular corrosion effects similar to prior work (e.g. Alvarez et al., 2010; Martin et al., 2010a Martin et al., ,b, 2011 Martin et al., , 2012 Walton et al., 2012) are available to validate such a model. The ability of the model to predict aspects of the corrosion process (general, pitting, and intergranular corrosion) as a history effect are then illustrated by comparison with experimental data of an extruded AZ31 magnesium alloy (Walton et al., 2012) .
Notation
Standard notation will be followed in this formulation. In this text, tensors are denoted by boldface font while scalar value will have the standard weight. All tensor components are written with respect to a fixed Cartesian coordinate system. Special care is given to specify configurations throughout the derivation by using accent marks where the tilde ( e B 
Kinematics for a elastically damage material with corrosion
From standard continuum mechanics, all equations are written in the current configuration. Any motion, x, maps a particle from its initial position, X, in the reference configuration to its position in the current configuration can be represented by the deformation gradient, F.
The deformation gradient assumes a sufficient continuity, where the local deformation at X is characterized as the gradient of the motion, which is a second order, two-point tensor. From here the Green elastic strain tensor, E, or Lagrangian strain tensor, is defined with respect to the reference coordinates as
where I is the identity matrix. The Almansi strain tensor, B, or Eulerian strain tensor, can also be expressed with respect to current coordinates as
For small strains, E ¼ B but will differ once the rotational degrees of freedom start to influence the strain response. The two strain tensors give a measure of how the lengths of line elements and angles between line elements change between configurations. When adding inelasticity into the kinematics for large strains, one can follow closely the original works of Davison et al. (1977) , Bammann and Aifantis (1989) and Horstemeyer et al. (2000) . The kinematics of motion combine elastic straining, inelastic flow, and formation and growth of damage, which is captured by the multiplicative decomposition of the deformation gradient. The deformation can be decomposed into the elastic, F e , damage, F / , and plastic, F p , deformation gradients given as the following,
Eq. (5) assumes that the motion of the body is described by a smooth displacement function. This precludes the initiation of discrete failure surfaces but still allows a continuum description of damage. The elastic deformation gradient, F e , represents lattice displacements from equilibrium. The volumetric inelastic deformation gradient, F / ; represents a continuous distribution of corrosion and mechanical damage throughout the specimen. By this notion, the damage deformation gradient then can be decomposed by the chemical, F / c , and mechanical, F / m , deformation gradients as shown in the following:
The finite strain deformation gradient (Eq. (5)) can then be rewritten as
Fig . 1 shows the modified finite strain deformation gradient described in Eq. (7). The elastic deformation gradient is written first because we want our material to unload elastically through F À1 e to an inelastically damaged material state. The Jacobian, J, of the deformation gradient can be written as
The Jacobian of the volumetric damage deformation gradient is related to the change in volume or change in density for constant mass (Horstemeyer et al., 2000) as
and must be positive. The change in volume from the reference configuration (B 0 ) to the intermediate configurations (B andB) or the current configuration (B) isV
The volume in the reference configuration is given by V 0 . In transforming the configuration from B 0 to B, an added volume from the corrosion effects, V c , is introduced to the total volume. Damage can be defined as the ratio of the change in volume of an element in the elastically unloaded state e B from its volume in the initial reference state to its volume in the elastically unloaded state; here we assume that elastic volumetric deformation is minimal compared to the corrosion and thus assume that the volume does not change from the intermediate configuration and current configuration,
From this definition, we get
where now the determinant is determined by the damage parameter as
Consequently, the restriction that damage is assumed to produce isotropic dilatation gives the volumetric part of the deformation gradient as
The total strain can be obtained by pulling the intermediate configurations all back to the configuration x
The corresponding Lagrangian strain tensors may be written as
where the stretch tensors, C, are defined as
Each Cauchy-Green deformation tensors in Eq. (16) can undergo a spectral decomposition of the form
where k i is each positive eigenvalue which corresponds to each orthonormal eigenvector, n i . The positive eigenvalues represent the principle stretches. Each deformation gradient has a polar decomposition of the form
where R is the rotation tensor, U is the right stretch tensor, and () can be any of the configuration (e, / c , / m , p). The relationship between C and U is 
The velocity gradient associated with the deformation gradient in the current configuration separated into the elastic, corrosion, mechanical, and plastic parts is given by
where
This leaves
With the relationship described in Eq. (20), this means
As with the strain tensor, similar additive equation holds for the velocity gradient with respect to every configuration. By pulling back the above equation through the inverse of the elastic deformation gradient, the velocity gradient in the intermediate configuration results,
The velocity gradient then can be decomposed into skew, w, and symmetric, d, parts in any configuration
The volumetric part of the velocity gradient is then given by
which defines the volumetric rate of deformation as
The trace of the volumetric part, Eq. (27), is given as
so that the damage parameter directly relates to the volumetric rate of deformation. The elastic rate of deformation relates to the volumetric rate of deformation by the additive decomposition of the deformation rates,
Similarly, the rotation rates of deformation would be
Considering that corrosion will only induce inelastic volumetric changes not deviatoric inelastic changes, we will assume that no plasticity is occurring. As a result, we can assume for small strains, the anti-symmetric component of the velocity gradient is zero, therefore, the strain rate tensors can be written as:
where _ e e , _ e p , and _ e / are the elastic, plastic and damage-induced volumetric strain, respectively. Based on (Davison et al., 1977; Horstemeyer et al., 2000) , we assume that damage-induced deformation is isotropic, and damage-induced strain may be written as
3. Thermodynamics for an elastically damage material with corrosion
The First Law of Thermodynamic in the local form is given by Malvern (1969) ,
where u is the internal energy per unit mass, S is the Kirchhoff stress tensor, r is the specific heat generation rate, q is the heat flux vector, and q is the density. The First Law can be defined in the intermediate configuration by pushing forward the symmetric part of the velocity gradient to the tilde configuration.
For the isothermal deformation being considered, the First Law can be simplified to the following:
Also, using a small strain assumption 
By employing the ISV formulation of Coleman and Gurtin (1967) , we can assume an isothermal Helmholtz free energy per unit mass, e w, as the following
By rearranging and substituting Eqs. (36) and (39) into Eq. (38), we obtain a modified Clausius-Duhem inequality:
The free energy, e w, may be defined as a function of a local state that may be characterized by observable variables such elastic strain, e E e , a set of i number of strain-like variables, e A i , with ISVs such as thermodynamic displacement caused by damage, /. The power, n, describes the strength of damage, or how fast the moduli will degrade. e w ¼ê w e E e e C 
The constitutive law for e S is obtained as
Thus, the dissipation can be simplified as: 
The first term is the external work from deviatoric plastic deformation; the second term represents external work from damageinduced volumetric expansion, and the third term is the dissipation from internal work from the dislocations. The third term is related to ISVs.
Kinetics

Moduli degradation
The development of the continuum damage mechanics began with the introduction of a scalar damage variable (Kachanov, 1958) that represents the degradation of strength in a one-dimensional tensile bar due to creep. Bammann et al. (1993) extended the idea to the so-called Unified Creep-Plasticity (UCP) framework. Similar to Bammann and Solanki (2010) , we can consider a uniform bar subjected to a uniaxial tensile stress, r, as shown in Fig. 2 . The uniaxial case can easily be expressed using the formula
where P is the applied load and A is the cross sectional area. In order to use the principles of continuum damage mechanics, the following expression for the effective uniaxial stress (Kachanov, 1958; Rabotnov, 1969 ) is derived such that:
where damage is defined as the loss of cross-sectional area or a decrease of load carrying capacity. For our case, the total damage is based off an additive decomposition of mechanical, / m , and corrosion, / c , interactions and is defined as the following:
The effective stress tensor, r D , and the nominal stress tensor, r, for the isotropic damage case can then be rewritten as follows:
For Hookean elasticity, we get where damage tends to degrade the elastic moduli. A detailed three dimensional approximation was derived by Budiansky and O'Connell (1976) using self-consistent techniques. They found the elastic moduli were degraded according to
where the bulk modulus coefficient
in Bammann and Solanki (2010) .
Damage evolution
The damage due to the mechanical loading effects follows the Horstemeyer and Gokhale (1999) and Horstemeyer et al. (2000) model where
In an effort to create a consistent, physically-based model describing the corrosion of a material, we have employed conservation laws and empirical relationships for the following proposed model. The total corrosion damage is as follows:
where / gc is the damage from general corrosion, / pc is the damage from pitting corrosion, and / ic is the damage from intergranular corrosion. Fig. 3 shows macroscopic observation examples of the general (Fig. 3a) , pitting (Fig. 3b) , and intergranular ( Fig. 3c ) damage mechanisms on specimen surfaces (Alvarez et al., 2010) . To calculate the corrosion due to pitting, a similar model to Horstemeyer et al. (2000) mechanically induced defects was developed and can be expressed as the following:
where g p is the pit number density related to nucleation of pits (number per unit area), v p is the area of pit growth related to growth of the pits, and c p is a function of the NND related to the coalescence of the pits. The generalized rate form for the total damage then can be written as the following:
The assumption here is that the corrosion damage rate at any given time due to these mechanisms is only a surface effect.
General corrosion rate
General corrosion will be referred to corrosion dominated by uniform thinning that proceeds without appreciable localized attack (Davis et al., 1987) . For the general corrosion rate, _ / gc , a modified Faraday's Law of Electrolysis to summarize mass loss based on the total electric charge of the substance is presented. Faraday's Law (Ehl and Ihde, 1954 ) is expressed as the following:
where m is the mass of the substance liberated at an electrode in grams, Q is the total electric charge that passed through the substance, F is the Faraday constant = 96; 485 C=mol, M is the molar mass of the substance, and z is the valence number of ions of the substance. For mass loss, a linear relationship with respect to time was assumed, m ¼ C 1 t. Rearranging Eq. (58), we arrive at the following relationship for general corrosion
where C 1 is a material constant. The relationship ensures that in combination with the chemical balance equations that conservation of mass is realized.
Pitting corrosion rate
In the magnesium literature ''localized corrosion'' is commonly used as pitting (Song and Atrens, 2003) . Since we are using a magnesium alloy for our application at the end of this paper, we relate localized corrosion to pitting. Also, pitting corrosion can occur in either a passive or a nonpassive manner (Davis et al., 1987) . The generalized pitting corrosion rate can be expressed as the following:
The damage evolution of the pit nucleation mechanism follows a piecewise power and exponential trend. The relationship can be expressed as the following,
where t y is the transition time between nucleation and coalescence dominated damage; g sat is the saturation level of the number density; and C 2 , C 3 , C 4 , and C 5 are material constants. The transition occurs when pits begin to coalescence at a faster rate than they nucleate across the surface. This causes the relationship to initially increase when pit nucleation is dominant, and then decrease towards the saturation level when coalescence is dominant.
The pit growth rate, _ v p , can be described by the following power
where C 6 and C 7 are material constants. This signifies the area fraction at which pits are growing across the surface. Physical measurements of the nucleation density are a number count per unit area, so the void growth area must be used. One could employ a void volume measurement instead of the void area measurement, but then the number density in Eq. (61) would need to be per unit volume and not per unit area. Either choice can work; they just have to be consistent. The coalescence rate, _ c, is assumed to relate to Coulomb's Law (Amis, 1951 ) and Maxwell's stress. Both represent an electrostatic interaction between two charged particles with respect to the force on the body. In our study, we focus on the electrochemical interaction between two pits (with some electric charge) on the surface, so we assume an averaged charged value in the region as a continuum point; hence, for coalescence we assume two continuum points. The scalar form of Coulomb's Law is the following,
where r is the separation distance, k e is the proportionality constant = 8:987 Â 10 9 Nm 2 =C 2 , q 1 and q 2 are point charges, and F is the force interaction between the points. For a foundation to this model, the point charges will be equivalent to the elementary charge (e = 1:602 Â 10 À19 C) of an electron (Hull and Williams, 1925; Roberge, 2008) . The separation distance, r, will be defined as the nearest neighbor distance. As the NND approaches zero, the force of interaction reaches its maximum potential. In combination with Maxwell's stress, if we take the relationship and rearrange to get a rate form of the coalescence, we arrive at the following rate equation,
where e 0 is the electric constant = 8:854 Â 10 À12 F=m and
if t < t y C 10 t C 11 if t P t y with material constants of C 8 , C 9 , C 10 , and C 11 .
Intergranular corrosion rate
The definition of intergranular corrosion is localized corrosion that occurs at the grain boundaries caused by precipitates and segregation leading to the formation of microgalvanic cells (Davis et al., 1987) . For the intergranular corrosion rate, _ / ic , we postulate the following equation,
and t c is the transition time at which intergranular corrosion reaches its maximum rate. C 12 , C 13 , C 14 , and C 15 are material constants. ðMO=MO 0 Þ z ic is a misorientation factor that represents galvanic cells formed. A fundamental aspect of the corrosion of magnesium alloys is the role of second phase particles. The particles cause the galvanic cells (Song and Atrens, 2003) that induce a faster corrosion rate at the grain boundary than within the matrix material, and Eq. (65) accounts for that phenomenon.
Corrosion cases
The following section describes different corrosion scenarios in which each mechanism presented above is the dominant mechanism. Fig. 4 illustrates five cases in comparison with a baseline reference (dotted line) to help visualize the differences. 
Case 1: general corrosion is dominant
When general corrosion is dominant (Fig. 4a) , the rate of general corrosion, _ / gc , will be greater than the other rates ( _ / pc and _ / ic ). In this case, the thickness reduces faster than pit nucleation, pit growth, pit coalescence, and intergranular corrosion rates. Since general corrosion removes material that otherwise would account for the pit nucleation, growth, and coalescence, one might not experimentally see many pits. This does not mean that pitting corrosion would not occur, but only that the general corrosion occurs so much faster that that pitting is minimized.
Case 2: pit nucleation is dominant
When pit nucleation is dominant, the pit nucleation rate, _ g p , is greater so more pits will be prevalent as opposed to more pits growing. Also, the thickness reduction will be lesser allowing more pits to form, and the pits will nucleate around particles faster than between the grain boundaries. Again, this does not mean that pit growth, pit coalescence, general corrosion, or intergranular corrosion are not occurring, but just that they are occurring at a lesser rate than the pit nucleation rate.
Case 3: pit growth is dominant
When pit growth is dominant (Fig. 4c) , the in-plane or depth pit growth rate, _ v p , is prevalent than general corrosion, pit nucleation, and pit coalescence. Pit growth can occur by growing deep into the material, by spreading across the surface, or both. If this were to occur, then one would expect to observe the greatest pit growth over time compared to the other cases. Because the general corrosion rate would be lesser than the pit growth rate, not much thickness loss would occur comparatively. When comparing Cases 2 to 3, one would expect that the alloying elements are less diffusely distributed for Case 3 to admit greater pit growth. Alternatively, the alloying elements would be more involved in the intermetallics or second phase particles for Case 2 to be more prevalent (pit nucleation being more dominant than pit growth).
Case 4: pit coalescence is dominant
When pit coalescence is dominant (Fig. 4d) , the pit coalescence rate, _ c p , between pits is more prevalent than general corrosion, pit nucleation, and pit growth. Pit coalescence occurs as pits join together (decrease in NND) and is characterized many times by transgranular corrosion. If this were to occur, then one would expect to see the highest values over time compared to the other cases.
Case 5: intergranular corrosion is dominant
When intergranular corrosion is dominant (Fig. 4e) , the rate of intergranular corrosion, _ / ic , is greater than the other rates ( _ / pc and _ / gc ). As such, the corrosion along grain boundaries occurs at a faster rate than pit nucleation, pit growth, pit coalescence, and general corrosion. With a rapid deterioration of the grain boundaries, one might also expect to see an influence on general corrosion as well.
Application of model to a structural magnesium alloy
In order to show the practical engineering use of the aforementioned ISV corrosion model kinetics (Eqs. (55)- (65)), we now apply the model to an extruded AZ31 (Mg-3Al-1Zn) alloy exposed to a 3.5 wt% NaCl immersion environment from a previous study (Walton et al., 2012) . In this case, the environment dependent parameters were determined (shown in the Appendix A) and then the material constants were calibrated to the experimental data, and a comparison of the model with the experimental data is shown in Figs. 5-9 and the associated material constant values listed in the Appendix A. Fig. 5 shows a comparison of the model to mass loss data from the immersion tests. This curve reflects the general corrosion mechanism and was calibrated by optimizing the C 1 parameter given in the Appendix A. The environmental dependence is due almost entirely to the specimen contact with the aggressive environment. This effect is fully detailed by Walton et al. (2012) . To summarize, the continuous presence of water in the immersion environment allowed the corrosion by-products to dissolve, as Mg(OH) 2 is water soluble, and also kept the salt suspended. The inability of the pit debris and salt residuals to remain on the surface meant that material was removed from the Mg surfaces, leading to a decrease in weight (Walton et al., 2012) . In addition to the Mg(OH) 2 species, magnesium carbonate in the corrosion layer can influence the corrosion rate (Feliu Jr. et al., 2009; Liu et al., 2012; Wang et al., 2010) .
For pitting corrosion, the proposed model is multiplicatively decomposed into the nucleation, growth, and coalescence mechanisms which have been correlated to quantifiable data presented in the literature. Here, the nucleation term was defined as the pit number density. Fig. 6 shows a comparison of the model to the pit number density data. Pit growth has been defined as pit surface area growth. For comparison, the pit area fraction data not presented by Walton et al. (2012) has been used for model calibration. Fig. 7 shows a comparison of the model to the pit area fraction data. The pit coalescence term is a function of the NND. Backing out the NND from the model, we are able to compare the model to the data (Fig. 8) . These three pitting mechanisms have been predicted and agree well with the experimental data. An important aforementioned aspect of the pitting corrosion behavior is shown in the pit number density and NND plots. After four hours of exposure time in the immersion environment, the AZ31 magnesium alloy shows the nucleation (Case 2) to coalescence (Case 4) transition dominated behaviors as describe above and illustrated in Fig. 4 . Fig. 9 illustrates the intergranular corrosion area fraction prediction for the immersion environment. The trend shows that intergranular corrosion takes place at an increasing rate, but at some time the rate begins to decrease towards saturation.
With the five damage mechanisms previously described, the total damage with respect to time was found. Fig. 10 shows the total corrosion damage, / c , described in Eq. (55). Notice for this case, the corrosion rate (slope at any point on the curve) continues to increase with time.
Conclusion
In this paper, we present a corrosion constitutive model that is internally consistent with the thermodynamics, kinematics, and kinetics based upon the original works of Coleman and Gurtin (1967) , Bammann and Aifantis (1989) , Bammann (2001) , Bammann et al. (1996 Bammann et al. ( , 1993 and Horstemeyer et al. (2000) who created a model in a thermomechanical damage framework. This will enable the prediction of coupled mechanical and corrosion history effects often called stress corrosion cracking. The model distinguishes between the functional and rate forms of each mechanism and is physically motivated by empirically observed and quantified relationships. This theoretical framework presented here is easily extendable to the addition of other damage mechanisms (not shown here), and can be generalized to the development of consistent coupled equations.
A tensor ISV is introduced into the model that will affect the evolution of geometrically necessary dislocations and statistically stored dislocations due to the chemomechanical fundamental mechanism. Finally, the model has been validated with the quantification work of an extruded AZ31 magnesium alloy. The model shows good agreement with the mass loss, pit nucleation, pit growth, pit NND, and intergranular corrosion data (Walton et al., 2012) . Although the application was to only one magnesium alloy, the model is expected to general in nature so is expected to apply to other metal alloys as well. port does not constitute an endorsement by the Department of Energy nor the Department of Defense of the work or the views expressed herein.
Appendix A.
Material constants used for the extruded AZ31 magnesium alloy corrosion damage model.
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