Fault detection and diagnosis is a critical approach to ensure safe and efficient operation of manufacturing and chemical processing plants. Although multivariate statistical process monitoring has received considerable attention, investigation into the diagnosis of the source or cause of the detected process fault has been relatively limited. This is partially due to the difficulty in isolating multiple variables, which jointly contribute to the occurrence of fault, through conventional contribution analysis. In this work, a method based on probabilistic principal component analysis is proposed for fault isolation. Furthermore, a branch and bound method is developed to handle the combinatorial nature of problem involving finding the contributing variables, which are most likely to be responsible for the occurrence of fault. The efficiency of the method proposed is shown through benchmark examples, such as Tennessee Eastman process, and randomly generated cases.
the idea of missing variables [15, 17] . The original idea is that each process variable is treated as if it were missing and the monitoring statistic is re-calculated. This procedure is carried out for all variables and the variable giving the largest reduction of the monitoring statistic is considered to contribute the most to the fault. The missing variable approach opens up the opportunity to analyze the joint effect of a group of variables by treating them as missing. However, the major difficulty is the vast number of possible variable combinations that are required to be evaluated. For example, if 5 out of total 50 variables are suspected to be the contributing source, then the total number of combinations is 2, 118, 760. Therefore, Yue and Qin [15] made a restrictive assumption that the combinations of faulty variables are specified a priori according to known faulty modes, and thus contribution analysis only needs to be conducted on these combinations. This paper extends the missing-variable based contribution analysis to consider the joint effect of multiple variables, namely multivariate contribution analysis. In this study, we choose the probabilistic PCA (PPCA) [18, 19] for modelling normal operating data and on-line process monitoring.
The probabilistic framework of PPCA provides a single monitoring statistic, which avoids possible conflict in fault isolation stage if multiple statistics need to be analyzed. If needed, the PPCA can be extended to a mixture model to suit non-Gaussian distributed process data [20] .
Based on the PPCA under NOC, we derive a statistical criterion to quantify the contribution of multiple missing variables. Using the criterion, when the occurrence of fault is identified through on-line process monitoring, the fault diagnosis can then be conducted by solving a series of subset selection problems. The combinatorial difficulty of the subset selection problem is tackled by a numerically efficient branch and bound (BAB) algorithm developed to isolate the set of faulty variables based on the criterion derived. The efficiency of the proposed method is demonstrated using a linear benchmark example [15] , the Tennessee Eastman (TE) process [21] and randomly generated cases.
It is worth to point out that although the proposed algorithm is developed based on the PPCA, the methodology is readily extendable to other MSPM methods.
The rest of this paper is organised as follows: after introducing the general principle of the PPCA, the methodology of missing variable analysis for fault isolation is presented in Section 2. Section 3 proposes the BAB algorithm for missing variable selection. The efficiency and effectiveness of the developed algorithms are demonstrated through various numerical examples in Section 4. Finally, the work is concluded in Section 5.
3
Principal component analysis (PCA) [22] is a general multivariate statistical projection technique for dimension reduction. The central idea of PCA is to project the original r-dimensional data, x, onto a space where the variance is maximized:
where W refers to the eigenvectors of the sample covariance matrix corresponding to the q (q ≤ r) largest eigenvalues, t is the q-dimensional scores,x is the mean of the data, and e is the noise term.
Recently, Tipping and Bishop [18] proposed a probabilistic formulation of PCA (PPCA) from the perspective of a Gaussian latent variable model. Specifically the noise is assumed to be Gaussian:
Furthermore, by adopting a Gaussian distribution for the scores, t ∼ G(0, I), the marginal distribution of the data is also Gaussian: x ∼ G(x, C), where the covariance matrix is C = WW T + σ 2 I. In contrast to the sample covariance S, the PPCA model defines C in terms of the auxiliary parameters W and σ 2 . Note the number of free parameters in C is rq + 1 − q(q − 1)/2, which is smaller than the r(r + 1)/2 parameters in S if q < r [18] . Therefore the PPCA provides a way to constrain the model complexity via the selection of q. The model parameters, {x, W, σ 2 }, can be estimated using the maximum likelihood algorithm; see [18] for details. Later, the PPCA was applied for process monitoring with improved fault detection capability [19] .
The probabilistic framework of PPCA provides a single statistic for fault detection, as opposed to the T 2 and SPE in the traditional PCA. It was shown by Chen and Sun [17] that the data point x should be considered as out-of-control when
where χ 2 r (β) is the β-fractile of the chi-square distribution with r degrees of freedom.
For the purpose of contribution analysis, Chen and Sun [17] suggested a missing variable approach in the PPCA framework. In particular, consider that the measurement vector x is partitioned into
where the subscripts o and m refer to observed and missing variables, respectively. Similarly, let the mean (x) and covariance matrix (C) be partitioned as
The conditional mean (x m|o ) and covariance matrix (C m|o ) of x m given x o arē
Then, the conditional mean (x |o ) and covariance matrix (C |o ) of whole x given x o arē
Therefore, the re-calculated monitoring statistic with missing values is given by
where E[·] denotes the expectation operator. Now, the variable can be considered to be out-of-control if E[M 2 ] in (9) exceeds χ 2 r (β). This criterion is applicable to any number of missing variables. In the original method of Chen and Sun [17] , each individual variable of x is regarded as missing, and the monitoring statistic in (9) is re-calculated.
If a variable contributes significantly to the data being detected as faulty, then the re-calculated statistic will be dramatically reduced. Furthermore, if E[M 2 ] is smaller than the confidence bound, then we can say that by removing the corresponding variable and replacing it by its conditional mean, the process would return to the normal operating region. However, this approach is not capable of studying the joint contribution of multiple variables.
From the fault diagnosis point of view, the original source of a fault should correspond to a small set of measurements. Therefore, the objective becomes to select a minimum number of missing variables, whose re-calculated monitoring statistic is below the confidence bound. The flow of the method is given by the following algorithm: 3 Branch and bound method 3.1 General principle Let X r = {x i |i = 1, 2, · · · , r}, be an r-element set. A subset selection problem with the selection criterion φ involves finding the optimal solution, X * n , such that
For this problem, the number of alternatives is C n r = r! (r−n)!n! , which grows very quickly with r and n rendering exhaustive search unviable. A BAB approach can provide globally optimal solution for the subset selection problem in (10) without exhaustive search. In this approach, the original problem (node) is divided (branched) into several non-overlapping subproblems (sub-nodes). If any of the n-element solution of a sub-problem cannot lead to the optimal solution, the sub-problem is not evaluated further (pruned), else it is branched again. The pruning of sub-problems allows the BAB approach to gain efficiency in comparison with exhaustive search.
The available BAB methods for subset selection can be classified as downwards [23] [24] [25] [26] [27] and upwards [28] [29] [30] BAB methods. The distinguishing feature of these approaches is the search direction.
While the subset size is gradually decreased from r to n in a downwards BAB approach, it is gradually increased from 0 to n in the upwards BAB approach. The use of downwards (upwards) BAB approach is appropriate, when the lower bound on the selection criteria holds for subset sizes larger (smaller) than the target subset size n [28] . As shown in Section 3.2, the lower bound on the monitoring statistic in (9) holds in the upwards direction and thus the upwards BAB approach is used in this paper. In the subsequent discussion, we provide a brief overview of the upwards BAB approach; see [28] for details. In an upwards BAB approach, each node has a fixed set F f and a candidate set C c , which have f and c elements, respectively. The relationship between the fixed and candidate sets of a node and its i th sub-node (branching rule) is given as follows:
where F i f +1 and C i c−i denote the fixed and candidate sets of the i th sub-node and i = 1, 2, · · · , f + c − n + 1. Based on (11), it can be noted that F f is gradually expanded using the elements of C c , until the dimension of F f reaches the target subset size n. An example of the solution tree obtained by recursively applying the branching rule in (11) is shown in Figure 1 . For the root node in this solution tree, we have F f = ∅ and C c = X r . The label of the nodes denote the element being moved from C c to F f . The solution tree has C r n terminal nodes, which represent different n-element subsets of X r .
To describe the pruning principle, let X denote the ensemble of all n-element subsets, which can be obtained by expanding F f using (11), i.e.,
and φ(F f ) be the lower bound on φ computed over all elements of X , i.e.
Assume that B is an upper bound of the globally optimal criterion, i.e. B ≥ φ(X * n ). Then,
Hence, any X n ∈ X cannot be optimal and can be pruned without further evaluation, if
Although pruning of nodes using (14) results in an efficient BAB algorithm, further efficiency can be gained by performing pruning on the sub-nodes directly. This happens as the lower bounds for different sub-nodes are related and can be computed together from φ(F f ) resulting in computational efficiency. For x i ∈ C c , the i th sub-node can be pruned if
The pruning of i th sub-node is conducted by discarding x i from C c , such that x i is not included in the fixed sets of any subsequent sub-nodes. If (15) is satisfied for multiple sub-nodes simultaneously, all these elements can be discarded from C c together.
For a BAB method involving pruning of sub-nodes, branching needs to be carried on sub-node level as well, which requires choosing a decision element to branch upon. Here, the decision element is selected as the element with smallest φ(F f ∪ x i ) among all x i ∈ C c (best-first search). The branching operation can be conducted by moving x i from C c to F f such that x i is included in the fixed sets of any subsequent sub-nodes.
Application to fault isolation problem
To apply the BAB approach for fault isolation purposes, we first express the monitoring statistic in (9) in a form that is more amenable to the application of BAB method. We have
Using (8),
, where [C −1 ] 22 denotes the (2,2) block of C −1 having same dimensions as C |o . Based on formula for inverse of partitioned matrices [31] , For the second term of (16) , note that we can writē
denotes the first n = r − d rows of C, as C oo is symmetric and C om = C T mo . Thus,
Finally, the simplified criterion is given as
During the application of Algorithm 1, d = r − n is constant during every iteration. Thus, variable selection can be carried out by minimizing the first term in (17) . Furthermore,x o can be subtracted in a preprocessing stage to simplify calculations. By defining y = x −x, the n observed variables can be selected (equivalent to selecting d missing variables) by solving the following problem:
where X r = {1, 2, · · · , r}, y Xn denotes the elements of y with indices in X n and C Xn,Xn represents the principal submatrix of C with rows and columns indexed by X n .
The use of BAB for solving the optimization problem in (18) requires a lower bound on the selection criteria, calculated over all X in (12) . This lower bound is derived in the next proposition.
Proposition 1 Consider a node with fixed set F f and candidate set C c . For X in (12),
Proof : Let R andR be the Cholesky factors of C Xn,Xn for some X n ∈ X and C F f ,F f , respectively,
Similarly, (19) follows.
Proposition 1 implies that the non-optimal nodes can be pruned based on φ(F f ). To gain further efficiency by pruning the sub-nodes directly, we relate the selection criteria of a node with its subnodes in the next proposition.
Proposition 2 Consider a node with fixed set F f and candidate set C c . For
where
Proof : Let Q be the Cholesky factor of
. Through simple algebraic manipulations, it can be shown that
where R is the Cholesky factor of
Using the formula for inversion of partitioned matrices [32] , we get
Now, the result follows by noting that φ(F f ) = y T F f R −1 R −T y F f and substituting for p i and δ i .
The evaluation of (22) requires inversion of only one matrix C F f ,F f , which is the same for all i ∈ C c .
Thus, the use of (22) to obtain the selection criteria for all sub-nodes together is computationally more efficient than directly evaluating the selection criteria for every node. In summary, the following BAB algorithm can be used as Step 1 of Algorithm 1 for fault isolation purposes. 
Examples
In this section, the fault isolation approach (Algorithm 1) is applied to a linear benchmark example and the Tennessee Eastman benchmark problem. In addition, the computational efficiency of the proposed BAB algorithm (Algorithm 2) is further evaluated using randomly generated cases. All computations are carried out on a notebook with Intel Core TM Duo Processor T2400 (1.83 GHz, 2MB RAM) using MATLAB 2007b.
Linear benchmark example
To illustrate the principle of missing variable analysis for fault isolation and algorithms proposed in this work, the linear benchmark example presented in [15] is studied. The system has 5 sensor variables and 2 internal states, represented as follows:
where 
The internal state, t is distributed normally with zero mean and unit variance. Under NOC, the sensor error, e is normally distributed with zero mean and 0.01 variance. Firstly, 1000 samples representing NOC were produced through simulation. The covariance matrix, C of the PPCA model is as follows: 
The upper control limit of the M 2 statistic for a 95% confidence level is χ as indicated by Yue and Qin [15] , the fault in the fourth sensor causes large contributions from both second and fourth sensors. Hence, the conventional contribution analysis will not be able to correctly isolate this single sensor fault.
To apply the missing variable analysis, according to Algorithm 1, the values of E[M 2 ] for 5 cases, where one of the variables are considered to be missing are shown in Table 1 . Table 1 clearly indicates that E[M 2 ] is less than the upper control limit, only when x 4 is considered to be missing. Thus, the fourth sensor is correctly identified as the source of the fault by the PPCA. Next, a multi-sensor fault with fault magnitude being 1.5 in both the third and fourth sensors is To apply Algorithm 1, first all cases with one of the variables missing are analysed. The minimum E[M 2 ] for these cases is 145.38, which is larger than the upper control limit, indicating that the fault is not a single sensor fault. Further, all cases with two of the variables missing are evaluated and shown in Table 2 . These results clearly and correctly indicate that sensors 3 and 4 are faulty. Finally, to evaluate the effect of fault to noise ratio on the proposed algorithm, the case of multisensor fault is considered again with fault magnitude being 0. Table 2 . Although
] is lower than the control limit for multiple cases, the lowest value of E[M 2 ] is still seen, when 3rd and 4th variables are considered to be missing.
This simple example illustrates how the missing variable analysis can be applied to isolate faulty variables and its advantages over traditional contribution plot based approach. Due to the strong correlation between sensors 2 and 4, both single sensor and multi-sensor faults were not correctly isolated by the contribution analysis. Nevertheless, the missing variable analysis successfully isolated all the faults.
Tennessee Eastman process
To demonstrate the effectiveness and efficiency, Algorithm 1 for missing variable analysis is applied for fault isolation of the Tennessee Eastman (TE) process [21] . This process has 5 main units, which are the reactor, condenser, separator, stripper and compressor. Streams of the plant consists of 8 components; A, B, C, D, E, F, G and H. Components A, B and C are gaseous reactants which are fed to the reactor to form products G and H. The flowsheet of the TE process is shown in Figure 4 .
For fault isolation, the TE process is considered under closed-loop control as described by Downs and
Vogel [21] . Data for the 41 available measurements and 11 out of 12 manipulated variables (MVs)
are collected for 21 operational modes, which correspond to the normal and 20 faulty operation modes. These 52 measured variables are listed in Table 3 . The root cause for five of these 20 faults are unknown according the original description of the plant [21] . Hence, it is not possible to validate the isolation results for these faults by analysing the process flowsheet. Furthermore, there are four faults, which are difficult to be detected by the PCA based approaches due to dynamic and nonlinear nature of these faults [7, 8] . Therefore, these 9 faults are excluded and the remaining 11 faults, listed in Table 4 , are adopted for the case study. The identified variables for these eleven faults studied are listed in Table 5 . Note that for some of the faults, Algorithm 1 identifies more than 1 set of variables, among which the variable set with smallest values of E[M 2 ] is shown in Table 5 .
As indicated in Table 5 , most of the faults result in only one and two responsible variables. An exception is Fault 7, for which the BAB method indicates that there are up to seven measured variables responsive to this fault. To select 7 out of 52 measured variables, there are C 7 52 = 133, 784, 560 alternatives. If one had to evaluate all alternatives to find the subset with minimum value of monitoring statistic, it would take more than a day to get the conclusion even if each evaluation takes only one millisecond. However, it only takes about 3.37 seconds for the BAB algorithm to find the contributing subset. This indicates that the proposed algorithm is suitable for on-line FDD to isolate contributing variables of a fault under investigation in a short time so that more sophisticated rootcause analysis can be carried out based on the isolated contributing variables and the consequent loss due to the fault can be minimised.
To better appreciate the proposed fault diagnosis algorithm, the relationship of the minimum criterion value E[M 2 ] against the number of variables to be observed n is shown in Figure 5 . The horizontal line in Figure 5 is the upper control limit calculated as χ 2 r (β) with r = 52 and β = 0.99. It is shown that for n ≤ 45 (left to the dashed line), the minimum criterion value is less than the upper control limit, whilst for n ≥ 46, (right to the dotted line) the criterion is above the upper control limit. Therefore, the maximum number of non-responsive variables is 45 and the number of Temperature (x 22 ). From the above explanation, it can be concluded that the results obtained through the BAB algorithm is also supported by the analysis through a physical understanding of the plant. Therefore, this proposed approach will be practically useful for fault isolation associating with condition monitoring.
It is worth to note that there are two pairs of faults, i.e. Faults 4 and 14, and Faults 8 and 13, which have the same faulty variable set isolated by the missing variable analysis. That the same faulty variable set is identified for Faults 4 and 14 is understandable as both of these faults are associated with the reactor cooling water although one is a step change in the cooling water temperature whilst another is due to a sticking cooling water control valve. The identification of same faulty variable set for Faults 8 and 13, however, is difficult to explain without the knowledge of the reaction kinetics, which was hidden for the benchmark problem [21] . Note that Algorithm 2 identifies several singlevariables sets for these two faults in addition to the common set corresponding to the minimum 
Random tests
To further evaluate the computational efficiency of the BAB in Algorithm 2, random cases are considered. The test involves retaining n out of 40 variables. For each n, a vector y of dimension 40 and a positive definite matrix C of dimension 40 × 40 are randomly generated. To ensure positivedefiniteness of C, a matrixC is randomly generated, where C =CC T . The elements of y and C are normally distributed with zero means and unit variance. For each problem, 1000 cases are tested and the average computation time and number of nodes evaluated are shown in Figure 6 . For comparison, the computational time of a brute force search is estimated by multiplying C n 40 with the time required for evaluating the criterion given in (17) of n variables. Figure 6 indicates that the worst efficiency of the BAB algorithm occurs for n = 28 instead of n = 20 as expected for the brute force search. This efficiency shift towards a higher number of variables is due to the upwards nature of the BAB algorithm. Further explanation of the efficiency shift for different types of BAB algorithms can be found in Cao and Kariwala [28] . For most fault isolation applications, the number of missing variables to be detected is relatively small, i.e. the number of retained variables is relatively large. Thus, the efficiency shift indicated in Figure 6 is not favourable for fault isolation applications. Nevertheless, even for the worst case of n = 28, the average number of nodes evaluated and average solution time required by the BAB approach are still 5 orders of magnitude lower than that required by the brute-force search showing the advantages of the proposed approach. This random test together with the TE case study indicates that the proposed the BAB algorithm is capable of efficiently solving multivariate problems with up to 50 variables. In future, a bidirectional BAB algorithm [28] [29] [30] will be developed for handling fault isolation applications with more variables.
Conclusions
In contrast to considerable attention paid to multivariate statistical process monitoring (MSPM), research in fault diagnosis has been relatively limited due to the difficulty in dealing with the multivariate contribution analysis. It is the first time that a multivariate missing-variable approach and an efficient branch and bound algorithm are proposed to efficiently solve this problem. Although the focus of this paper is on using the probabilistic principal component analysis (PPCA), the framework developed in this work can be easily extended to adopt other criteria for fault diagnosis. The numerical case studies using a linear example and the Tennessee Eastman process show that the proposed method is able to find the minimum set of variables, which are affected by the fault, in a short time. This computational efficiency, which is examined through a random test, can give operators more time to identify and further deal with the fault in order to minimize the consequent loss due to the occurrence of the fault. However, the random tests also indicate that the largest size of variable set solvable by the BAB algorithm is limited. Future work will focus on improving the computational efficiency of the BAB algorithm to make it applicable to dynamic data with a large number of variables.
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