This paper is devoted to the study of the ergodic capacity of frequency selective MIMO systems equipped with a MMSE receiver when the channel state information is available at the receiver side and when the second order statistics of the channel taps are known at the transmitter side. As the expression of this capacity is rather complicated and difficult to analyse, it is studied in the case where the number of transmit and receive antennas converge to +∞ at the same rate. In this asymptotic regime, the main results of the paper are related to the design of an optimal precoder in the case where the transmit antennas are correlated. It is shown that the left singular eigenvectors of the optimum precoder coincide with the eigenvectors of the mean of the channel taps transmit covariance matrices, and its singular values are solution of a certain maximization problem.
INTRODUCTION
It is now well established that using multiple transmit and receive antennas potentially allows to increase the Shannon capacity of digital communications systems. Since the seminal work of Teletar ( [9] ), the ergodic Shannon capacity of block fading MIMO systems has been studied extensively. If the channel state information is available at the receiver side while the transmitter is only aware of its second order statistical properties, important questions such as the impact of channel correlations on the capacity or the design of optimal precoding schemes have been addressed by several authors (see e.g. [6] for the case of non frequency selective channel case, and [7] in the context of multipath channels).
The ergodic Shannon capacity is certainly a valuable figure of merit if the MIMO system under consideration is equipped with a maximum likelihood decoder. As this receiver may be difficult to use in practice, in particular if the MIMO channel is frequency selective, it is also quite relevant to study the potential performance of MIMO systems equipped with suboptimum linear interfaces. In this paper, we consider the MMSE receiver, and study the corresponding ergodic capacity denoted C mmse in the following. It is defined as the sum over the transmit antennas of the terms E(log(1 + SINR j )), where SINR j represents the output MMSE SINR associated to the stream sent by antenna j ( [3] ). C mmse has been studied extensively in the past if the channel is static and available at the transmitter; in this context, the design of an optimum precoder has been addressed in a number of papers (see e.g. [8] ). However, assuming that the transmitter is aware of the channel state information is often not realistic in the context of mobile wireless systems. In this paper, we assume that the MIMO channel is frequency selective, known at the receiver side, but that its second order statistics are available at the transmitter side. As in [4] , the channel taps are modelled as independent Gaussian random matrices with possible transmit correlations.
As the expression of C mmse is a rather complicated, we evaluate its behaviour in the case where the number of transmit and receive antennas converge to +∞ at the same rate. In this asymptotic regime, C mmse has the same behaviour that a simpler term C mmse . As observed in a number of situations, C mmse is a reliable aprroximation of C mmse , even for a realistic number of transmit and receive antennas. We address the optimization of C mmse w.r.t. linear precoders, and show that the left singular vectors of the optimum precoder(s) coincide with the eigenvectors of a covariance matrix depending on the second order statistics of the channel taps. The singular values are moreover solution of a certain optimization problem. To our best knowledge, the large system analysis of C mmse has not been studied in the past, see e.g. the recent tutorials [10] , [2] in which the behaviour of C mmse is not addressed.
where p represents the total received power per receive antenna and where H l is a zero mean complex Gaussian matrix with unit variance independent identically distributed (i.i.d.) entries. Matrix C l is a positive matrix modelling the impact of transmit antennas correlation on the l − th path. p
l=0 C l , we assume that C > 0 and that 1 t TrC = 1. The normalizations ensure that the total received power is independent of L and t and thus allow to compare in a fair fashion situations in which the number of paths and the number of transmit antennas differ. Model (1) implies that H(e 2iπf ) can be written as
where matrixH(e 2iπf ) is a zero mean Gaussian r × t random matrix with variance 1 t i.i.d. entries. This is based on the observation that the covariance matrix of vec(H(e 2iπf )) coincides with p/t C ⊗ I r (see [4] for more details). This means that for each f , H(e 2iπf ) can be interpreted as the channel matrix of a semi-correlated flat fading MIMO channel whose transmit correlation matrix is independent of the frequency f .
The transmitter sends t streams of symbols ((s j (n)) n∈Z ) j=1,...,t (one stream per transmit antenna). In this section, we assume that the (s j ) j=1,...,t are unit variance mutually independent i.i.d. sequences. The corresponding r-variate discrete-time received signal (y(n)) n∈Z is given by
T and where v is a white Gaussian noise with covariance matrix E(v(n)v(n) H ) = σ 2 I r . Each symbol sequence s j is estimated by the non causal Wiener filter whose transfer function is
where h j (e 2iπf ) is the j − th column of H(e 2iπf ). It is standard that the SINR β j provided by this linear receiver is given by
1 [4] addresses uplink transmissions so that the receive antennas are correlated. Here, we rather focus on downlink transmissions and the transmit antennas are correlated where matrix Q(e 2iπf ) is defined by
The ergodic capacity C mmse of the MIMO system under consideration is thus equal to
(4) where the mathematical expectation is over the joint probability distribution of random matrices H 0 , . . . , H L−1 . It is clear that the expression of C mmse is complicated and difficult to exploit.
When r and t converge to +∞ at the same rate, the entries of Q(e 2iπf ) converge towards deterministic terms which only depend on the statistical properties of H(e 2iπf ). By (2), the second order statistical properties of H(e 2iπf ) are independent of the frequency f . Therefore, the large system approximation of the entries Q(e 2iπf ) are independent of f . Using the results of [5] , it is possible to prove the following theorem. 
Theorem 1 For each f , when t and r converge to +∞ in such a way that
Using Theorem 1, we get immediately that C mmse has the same asymptotic behaviour that C mmse defined by
In other words, the relative error |Cmmse−Cmmse| Cmmse converges towards 0 in the above asymptotic regime.
We now present some simulation experiments which show that the number of antennas r and t for which the approximation C mmse C mmse is relevant depends on the number of paths L. In Figure 1 , we represent the average of the relative error between C mmse and C mmse when L = 1, 4, 7, 10 for r = t = 4, p σ 2 = 10 dB, and C = I. The average of the relative error is evaluated on 200 independent realizations of the matrices (H(l)) l=0,. ..,L−1 . It is clear that if L = 1, then the large system approximant is rather far from C mmse , but that for L = 4, 7, 10, the error becomes reasonable. We however mention that the limit of C mmse when L → +∞ does not coincide with C mmse .
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978-1-4244-2324-8/08/$25.00 © 2008 IEEE. The above discussion shows that in rich scattering environments, our large system approximation of C mmse is reliable for realistic numbers of transmit and receive antennas. Therefore, it is relevant to study C mmse in place of C mmse . In the rest of the paper, we study the effect of C on C mmse , and discuss on the design of linear precoders that optimize C mmse .
DESIGN OF OPTIMAL PRECODERS.
3.1. Influence of the transmit correlation matrix C on C mmse .
In order to motivate the use of linear precoders, we first establish in this paragraph that diagonal correlation matrices provide higher values of C mmse . In the remainder of this paragraph, we mention explicitely that C mmse depends on C = 1 L L−1 l=0 C l and use the notation C mmse (C). We have the following result.
Proposition 1 Let C = UDU H be the eigenvalues/ eigenvectors decomposition of matrix C, where the diagonal entries
Proof. We first note that parameter δ(C) defined by (5) depends on matrix C, but through its eigenvalues. Therefore, δ(C) coincides with δ(D). C mmse (C) can thus be written as
j,j is given by 
Summing over j, and using that t k=1 |u k,j | 2 = 1, we get that
This result implies that the maximum of C mmse (C) over the set of all possible correlation matrices for which 1 t Tr(C) = 1 is reached for a diagonal correlation matrix.
Structure of linear precoders.
Proposition 1 suggests that the use of a linear precoder at the transmitter side may be fruitfull. Let K be a t × t matrix satisfying 1 t Tr(KK H ) = 1, and assume that vector Ks n is transmitted instead of vector s n at each time n. The capacity C mmse of this precoded system equiped with the MMSE receiver is of course obtained by replacing covariance matrix C by matrix K H CK. More precisely, C mmse is given by (4), but in which matrix Q(e 2iπf ) is now defined by
whereH(e 2iπf ) is a zero mean i.i.d. Gaussian random matrix with 1 t variance entries. In order to design the precoder K, it is quite natural to optimize C mmse over the set of all precoding matrices K for which 1 t Tr(KK H ) = 1. As the expression of C mmse is quite complicated, we propose to study the maximization of the large system approximation C mmse versus K. We thus denote C mmse by C mmse (K) in the following. C mmse (K) is given by
is the unique positive solution of the equation (5) in which matrix C is replaced by matrix K H CK. The main result of this paper is the following theorem.
Theorem 2 Let C = UDU
H be the eigenvalues/eigenvectors decomposition of matrix C. Let K opt be the precoding matrix K opt defined by
where Γ opt = Diag (γ 1,opt , . .
. , γ t,opt ) is a positive diagonal matrix solution of the optimization problem
Problem 1 Maximize
where δ(Γ) is the unique positive solution of the equation (5) in which C is replaced by Γ.
Proof. In order to prove Theorem 2, we consider a precoding matrix K such that in order to get rid of the constraint γ j ≥ 0, and to use a standard gradient algorithm with projection on the con-
Note that the convergence of this algorithm torwards a global maximum of t j=1 log 2 (1 + γ j δ(Λ)) is not guaranteed because, as explained above, this last function is in general not concave. However, we have checked if D = I, then the gradient algorithm always converges towards one of the above mentioned global maximum.
Numerical illustration of the precoder optimization.
In order to illustrate the impact of the precoder optimization on C mmse and C mmse in a realistic context, we follow the propagation model introduced in [4] in which each path corresponds to a scatterer cluster characterized by a mean angle of departure and an angle spread. We refer the reader to [4] for more details on the corresponding correlation matrix.
In the following numerical experiment, r = t = 4, the number of paths is L = 5, they share the same power, and their mean departure angles and angle spreads, expressed in Radians, are equal to 0.72, 1.3, 0.93, 2.1, 2.9 and 0.1, 0.17, 0.03, 0.05, 0.08 respectively. In Figure 2 , we have represented C mmse (I) (without precoding) as well as C mmse (K opt ) where K opt is the optimal precoder. We have also represented the true ergodic capacities C mmse (I) and C mmse (K opt ) evaluated by Monte Carlo simulations. Figure 2 confirms that C mmse and C mmse are quite close one from each other in both cases. In particular, optimizing C mmse over the precoder also allows to improve a lot the true capacity C mmse . 
CONCLUDING REMARKS.
We summarize the advantages of our asymptotic analysis of C mmse . It first allows to prove the relevance of precoders
, where Γ is a positive diagonal matrix. Second, the entries of the optimum matrix Γ are solution of an optimization problem that can be solved by a computationally attractive gradient algorithm. If in contrast, matrix Γ was designed to maximize the true ergodic capacity C mmse (UD −1/2 Γ), the corresponding gradient algorithm would have a high computational cost. This is because this function of Γ, as well as its derivatives w.r.t. the entries of Γ, cannot be expressed in closed form. They have to be evaluated by Monte Carlo simulations, thus complicating a lot the maximization algorithm.
APPENDIX
We prove that there exist diagonal matrices which are solutions of Problem 2. For this, we introduce a simplification of Problem 2 based on the observation that there exists a one-to-one correspondence between the set of matrices R satisfying the constraints (12) and the set of positive matrices S verifying
In effect, if R satisfies (12), then S = δ(R)R verifies 
Problem 2 is eventually equivalent to

Problem 3 Maximize log det (I + S) under the constraints (13).
and we have to establish that there exist diagonal matrices that are solutions of Problem 3. Let S be a matrix verifying the constraints (13), and let S = VΛV H be the eigenvalues/ eigenvectors decomposition of matrix S, where the eigenvalues (λ j ) j=1,...,t (the diagonal entries of diagonal matrix Λ) are arranged in decreasing order. Then, we claim that it exists µ d ≥ 1 such that µ d Λ verifies the constraints (13), and log 2 det (I + S) = log 2 det (I + Λ) ≤ log 2 det (I + µ d Λ) 
which is extensively used in [6] (see the Appendix of [6] (14) implies that for each matrix S satisfying (13), then the diagonal matrix S d verifies (13) and log 2 det(I + S) ≤ log 2 det(I + S d ). This, in turn, establishes that there exists diagonal matrices which are solutions of Problem 3, and therefore of Problem 2.
