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Analysis of the recording field and magnetization of 
recording write heads is surveyed as part of a series of 
articles entitled “Applications of Micromagnetics to 
Magnetic Recording.” The present article discusses the 
speed-up of Landau-Lifshitz-Gilbert (LLG) 
micromagnetic calculations. In particular, 
parallelization of the analysis code, introduction of 
three-dimensional fast-Fourier-transform (FFT), FFT  
reduction procedures, and storage of the data in binary 
form are described. Reducing the calculation memory in 
FFT is important as well as computing speed. The 
necessity of introducing the FFT is also discussed with 
regard to the calculation speed for practical applications. 
Finally, methods to generate the finite-difference cells 
and to derive the coil field are described. 
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1. はじめに 
 
 第４回目の講座は前回 1)に続き，マイクロマグネティク
スの記録ヘッドへの適用について，計算の高速化（後半）
とモデリング（形状データ作成およびコイル電流による磁
界の与え方）を述べる．  
なお，前回の繰り返しになるが，計算結果と計算速度の
評価には Fig. 1 に示すモデルを，単磁極（single-pole- 
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Fig. 1  SPT head model used for the calculations. 
Table 1 Hardware, compiler, and library used for the 
calculations. 
Cluster system SMP system
CPU Pentium4 Xeon (E5420)
Clock 3.0 GHZ 2.5 GHz
RAM 4 GB (× 8) 16 GB
Compiler Intel Fortran 9.1 Intel Fortran 10.1
Library Intel MKL 8.1 Intel MKL 10.0
Notes
8 nodes
Gigabit ethernet
MPICH ver.1.0
Quad core × 2
 
 
-type: SPT）ヘッド領域および媒体裏打層（soft underlayer: 
SUL） を一辺が 5 nm の立方体 10,690,560 個 (ヘッド領
域: 8,537,600 個，媒体領域: 2,152,960 個) に分割して用
いた．また，計算環境は table１に示す通りである．表中の
Intel Fortran，MKL (math kernel library) およびMPICH
はそれぞれ文献 2),3),4)を参照されたい．なお，table1 には比
較対照としてのクラスタシステム 5) , 6)を併記した． 
 
2. 高速化への指針 
 
2.1 解析プログラムの並列化 7) ,8) 
ここでは，逐次実行型の初期プログラムに並列化を施す．
ただし，比較対象とした初期プログラムとは PC クラスタ
システムに用いた並列計算プログラムから並列化ライブラ
リ MPI を削除し，逐次実行型としたプログラムである． 
2.1.1 最適化と効果 
まず，並列化の効果を十分に引き出すために初期プログ
ラムの最適化を行う．なお，最適化と並列化は計算時間の
89%を占めるヘッド領域の静磁界計算に対して適用する． 
初期プログラムでは，計算領域を x-y 平面を層とする z
方向に分割し，1 層ごとに x-y 方向の FFT 法と z 方向の直
接法により各層への静磁界計算を行っていた(Fig. 2(a))．並
列化を行う場合メモリ配置の関係から直接法となる 2 つの
z 方向ループを最も内側とすることが望ましいが，このま
まではループの入れ替えができないため，FFT 部分と直接
法部分を分離した．その後，直接法となる 2 つの z 方向ル
ープを最も内側とし，配列格納順もこれに合わせ変更した
(Fig. 2(b))．ただし，図中の Nx，Ny および Nz は，それぞ
れ計算領域 x, y および z 方向の要素数（セル数），temp[][][]
は 3 次元のテンポラリ配列であり，この中のデータを逆
FFT 処理すれば静磁界が求まる． 
Table 2 に最適化前後の計算時間およびメモリ使用量の 
  
do z=0, Nz
[2D-FFT]
end do
do x=0, 2*Nx
do y=0, 2*Ny  
do z=0, Nz
do zz=0, Nz
temp[z][y][x] = temp[z][y][x] + …
:
end do
end do
end do
end do
do z=0, Nz
[inverse 2D-FFT]
end do  
(a) Initial program 
 
do z=0, Nz
[2D-FFT]
do x=0, 2*Nx
do y=0, 2*Ny
do zz=0, Nz
temp[y][x][z] = temp[y][x][z] + …
:
end do
end do
end do
end do
do z=0, Nz
[inverse 2D-FFT]
end do
 
(b) Optimized program 
Fig. 2 Initial and optimized programs. 
 
 
Table 2  Calculation time per step and memory used 
before and after optimization. 
 
Memory
used
Static field One step [GB]
Before 277.7 307.0 8.5
After 113.7 135.4 9.1
Calculation time per
step [sec]
 
 
変化を示す．この最適化により静磁界(static field)および 1
ステップあたり(one step)の計算速度がそれぞれ2.4倍およ
び 2.3 倍になった．なお，ここで行った最適化は並列化の
効果を引き出すことが目的であり，逐次実行での計算速度
向上はメモリアクセスの効率化による 2 次的なものである．
また，FFT 部分と直接法部分の分離により各層の FFT 結
果を保持しなければならなくなり，初期プログラムに比べ
メモリ使用量が 7.1%増加する． 
2.1.2 並列化と効果 
並列化実行領域を静磁界計算全体，ワークシェアリング
を FFT 部分では z 方向（垂直方向），直接法部分では x 方
向（ダウントラック方向）のループに対して指定した(Fig. 
3)．並列化による計算時間の変化と 1 スレッドに対する加
速率を Fig. 4 に示す．この結果より，並列化を施した静磁
界計算部分はスレッド数の増加に対して単調に加速率が増 
!$USE OMP_LIB
:
!$OMP PARALLEL
!$OMP DO
do z=0, Nz
[2D-FFT]
end do
!$OMP END DO
!$OMP DO
do x=0, (2*Nx)/2
do y=0, 2*Ny
:
end do
end do
!$OMP END DO
!$OMP DO
do z=0, Nz
[inverse 2D-FFT]
end do
!$OMP END DO
!$OMP END PARALLEL  
 
Fig. 3  Parallelized program. 
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(a) Calculation time for static field 
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(b) Calculation time of one time-step 
Fig. 4  Comparison of calculation times and 
acceleration factors vs. number of threads. 
 
加している (Fig. 4(a))． 1 時刻の計算ステップ全体では未
並列化部分を含むため加速率はそれほど大きくないが， 8
スレッドで 1 スレッドの約 3.5 倍の処理速度（初期プログ
ラムと比較して約 8.0 倍）の処理速度を得た(Fig. 4(b))． 
2.1.3 自動並列化とその効果 
  
内蔵コア数が 8 以上となるような計算機では，並列化を施
していない部分の影響で高速化の効果が減ずる．これを回
避するためには該当箇所の並列化を行わなければならない
が，第３回目の講座 1) の 4.3.1 節で述べたコスト（計算時
間の増加）が効果（計算時間の短縮）よりも大きな場合も
ある．そこで，Fig. 5 に示すように，コンパイルオプショ
ンに下線で示した“-parallel”を追加することで OpenMPに
より並列化した以外の部分を自動で並列化できる． 
OpenMP での並列化プログラムに自動並列化を行った
結果，8 スレッドで 1 スレッドの 4.6 倍（初期プログラム
と比較して 11.0 倍）の計算速度を得た(Fig. 6)．なお，自
動並列化の判断はコンパイラが行うため，常に効果がある
とは限らない． 
 
 
 
Fig. 5  Compile option to activate automatic 
parallelization. 
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Fig. 6  Acceleration factor vs. number of threads for 
OpenMP with and without automatic parallelization.  
 
 
2.2. 3次元 FFTを用いた静磁界計算の高速化 
媒体領域の静磁界計算に FFT処理を用いる場合，ｚ方向の
厚さはｘおよびｙ方向に比べ薄いこと，層間に空隙を設けやす
いこと 9)，さらにび使用メモリが少ない，などの理由で３次元
FFT 処理よりも２次元 FFT 処理の方が便利かつ効率的である
7)．しかし，SPT ヘッドのような z 方向にもｘおよびｙ方向と同等
の厚みがあるモデルを計算する場合，z 方向にも FFT 処理を
用いた方が高速に計算可能である．本節では， 2 次元 FFT
（2D-FFT）プログラムから 3 次元 FFT（3D-FFT）プログラムへ
の変更と，変更に伴って生じた問題点を説明し，次節以降でそ
の解決方法を述べる． 
Fig. 2(b)の 2D-FFT プログラムを，3D-FFT プログラム
へ書き換えると Fig. 7 となる．このプログラムでは FFT
処理が 2D-FFT から 3D-FFT に変更され，z 方向のループ
は畳み込みの 2 重ループから単なる 1 重ループに変更され
ている． 
 FFT法は直接法に比べメモリ使用量が多くなることは避
けられない 7) ．ここで行った 2D-FFT プログラムから 
 
[3D-FFT]
do x=0, (2*Nx)/2
do y=0, 2*Ny  
do z=0, 2*Nz
temp[z][y][x] = …
:
end do
end do
end do
[inverse 3D-FFT]  
 
Fig. 7  Procedure for 3D-FFT. 
 
3D-FFT プログラムへの変更においても，z 方向に FFT 法
を適用したことにより反磁界テンソルのデータサイズが 2
倍に増えた．これを解決するには，反磁界テンソルの格納
方法を工夫しメモリ使用量を削減する必要がある． 
2.3. 反磁界テンソルと離散フーリエ変換の性質を利用し
た省メモリ化 
本節では，反磁界テンソルの性質を利用した省メモリ化
について説明し，3 次元 FFT と合わせた効果を示す． 
2.3.1 偶・奇関数の離散フーリエ変換の性質 
まず，反磁界テンソルのデータ量の削減を説明する上で
必要な，偶関数および奇関数の離散フーリエ変換の性質を
説明する．偶関数の離散データを離散フーリエ変換すると，
その変換結果は元のデータが実数列なら実数領域，虚数領
域なら虚数領域に収まる（離散コサイン変換)．奇関数の離
散データを離散フーリエ変換すると，その変換結果は元の
データが実数列なら虚数領域，虚数領域なら実数領域に収
まる（離散サイン変換）．これらをまとめると table 3 のよ
うになる．これから分かるように，偶関数データ列のフー
リエ成分は元のデータ列と同じ領域，奇関数データ列のフ
ーリエ成分はもとのデータ列と反対の領域に収まる． 
次に，2 次元離散フーリエ変換の例として x 方向に偶関
数，y 方向に奇関数的な対称性を持つ場合の離散フーリエ
変換過程を考える．2 次元フーリエ変換では x 方向に 1 次
元フーリエ変換を行った後，y 方向に 1 次元フーリエ変換
を行うことになる．まず，x 方向に離散フーリエ変換を行
うと，前述の性質より，そのフーリエ成分はすべて実数領
域になる．ここで，x 方向のフーリエ変換後でも y 方向の
奇関数的な対称性は崩れない．したがって，残る y 方向の
離散フーリエ変換を行うと，奇関数データ列の性質より，
そのフーリエ成分は虚数領域になる． 
このように各軸方向に偶・奇関数的対称性がある場合も，
その多次元離散フーリエ変換データは実数領域と虚数領域
のどちらか一方に収まる．さらに，各軸方向の偶・奇関数
的対称性の組み合わせにより，フーリエ成分が実数領域と
虚数領域のどちらになるか予想可能である． 
2.3.2 反磁界テンソルの性質と省メモリ化 
A.  反磁界テンソルの性質 
反磁界テンソルは x，y および z 軸方向それぞれに偶関数
的または奇関数的な対称性を示す．例として，Fig. 8 に反
磁界テンソル Kxz(l,m,n)を各軸方向にプロットしたものを
示す．これより反磁界テンソル Kxzは x と z 軸方向に奇関
数的，y 軸方向に偶関数的対称性を示すことが分かる． 
 
 
 
 
$ ifort llg_b2.06_2.f90 -lmkl_em64t -lguide -lpthread -lm 
-lmkl -i-dynamic -O3 -axO -xO -ip -mcmodel=large 
-openmp -parallel -no-prec-div 
  
Table 3  Real and imaginary numbers in even and odd 
functions after FFT (R: real, I: imaginary) 
 
Real number Imaginary number
Even function Real Imaginary
Odd function Imaginary Real  
-50 -30 -10 10 30 50
x
Kxz(x,5,5)
 
(a) x-direction 
-50 -30 -10 10 30 50
y
Kxz(5,y,5)
 
(b) y-direction  
-50 -30 -10 10 30 50
z
Kxz(5,5,z)
 
(c) z-direction 
Fig. 8  Even- and odd-function nature for 
demagnetization tensor. 
 
 
Table 4  Nature of demagnetization tensor for even and 
odd functions. (E: even, O: odd) 
 
K xx K xy K xz K yx K yy K yz K zx K zy K zz
x-direction E O O O E E O E E
y-direction E O E O E O E O E
z-direction E E O E E O O O E  
  
Table 4 に反磁界テンソル全 9 種について，この対称性
をまとめた．前節で示した，偶・奇関数のフーリエ変換の
性質より反磁界テンソルを 3 次元離散フーリエ変換すると，  
Table 5  Comparison of calculation time and memory 
used for 2D and 3D FFT programs. 
 
Serial
process
Parallelized
Process
2D-FFT
program
116.5 25.5 9.3
3D-FFT
program
55.6 18.4 11.6
Calculation time per step
[sec] Memory
used [GB]
 
 
そのフーリエ成分は全て実数領域に収まることになる．し
たがって，反磁界テンソルのフーリエ変換データは実部の
み保持すればよいため，複素数のまま保持した場合と比較
してデータ量を半分にすることができる．また，静磁界計
算において磁化のフーリエ成分との乗算を行うときには，  
複素数と実数の乗算となるため，複素数どうしの乗算と比
較して，計算量を半分にすることができる．ただし，周期
境界条件を適用している場合には，この省メモリ化を適用
できない．奇関数は点対称であり，必ず原点を通らなけれ
ばならないが，周期境界条件を適用した場合には反磁界テ
ンソルは原点を通らず，奇関数的対称性が失われるためで
ある．  
B. 省メモリ化の効果と計算速度 
ここでは，2D-FFT プログラムと省メモリ化を施した
3D-FFT プログラムの比較を行う．なお，計算速度は逐次
実行(serial process)と 8 スレッドの並列実行(parallelized 
process)の両方で比較した． 
Table 5 に 2D-FFT プログラムと省メモリ化を施した
3D-FFT プログラムの比較を示す．まず，メモリ使用量は
3D-FFT プログラムは 2D-FFT プログラムに対し 25%増加
している．本来，3D-FFT の適用により 3D-FFT プログラ
ムは 2D-FFT プログラムの 2 倍のメモリ使用量が予想され
るが，増加が抑えられており，省メモリ化の効果が現れて
いる． 
計算速度について， 3D-FFT プログラムは 2D-FFT プ
ログラムと比べ逐時実行で 52%，並列実行で 28％速くなっ
た．並列実行で比較したときに計算時間の変化が少ない理
由は，並列化箇所（すなわち計算量が多かった箇所）の計
算量が減ったためである． 
 
2.4. FFT回数の削減による高速化 
FFT 法による静磁界計算では磁化の 3 次元 FFT，磁化と
反磁界テンソルの積の 3 次元逆 FFT を行うが，これには冗
長な 1 次元 FFT が含まれている．この章では，1 次元 FFT
回数を削減することによる高速化について扱う．また，こ
の高速化を行う前提条件である FFT データの対称性を利
用した省メモリ化についても説明する． 
2.4.1 FFT データの対称性を利用した省メモリ化 
FFT 回数の削減を説明する前に，その前提となる FFT
データの対称性を利用した省メモリ化について説明する． 
まず，Fig. 9 のような１次元 FFT を考える．N 個の実数
データに対し１次元 FFT を行うと，その結果は N/2 を中
心に複素共役な対称性を示す．したがって，フーリエ変換
結果は前半の0からN/2のデータだけあれば，後半のN/2+1
から N-1 までのデータは簡単な数式により復元できる．2
次元以上の FFT の場合も同様に全データのうち半分のデ
  
ータで残りの半分のデータを表すことができる．これを反
磁界テンソルのフーリエ成分に適用することにより，その
データサイズを半分にすることができる． 
また，計算量の面でもこの省メモリ化は利点がある．FFT
法による静磁界計算は，磁化の FFT，反磁界テンソルと磁
化のフーリエ成分の乗算，積の逆 FFT，という順番に行わ
れる．フーリエ成分同士の乗算を行う場合，磁化と反磁界
テンソルの要素数を一致させなければならないが，領域を
削減された反磁界テンソルを復元し磁化のフーリエ成分と
サイズを合わせるのではなく，磁化のフーリエ成分を反磁
界テンソルと同様に領域を削減し要素数を合わせ，その積
に対し復元を行う．これにより，フーリエ成分同士の乗算
が半分に削減できる．ただし，3D-FFT プログラムでは直
接法部分が存在しないため FFT 部分の計算量が支配的で
あり，フーリエ成分同士の乗算が削減されたことによる高
速化への寄与は少ない．  
 
Ai
10 ・・・ N-1N/2 ・・・
Ai = A(N-i)
 
Fig. 9  Symmetrical nature of FFT data. 
 
2.4.2 フーリエ変換回数の削減と効果 
A. FFT回数の削減 
2 次元以上の FFT は各軸方向に 1 次元 FFT を行う．前
述のデータ量削減を行う場合，1 次元 FFT の回数を削減で
きる．ここでは， 3 次元離散フーリエ変換の例を用いて 1
次元 FFT 回数の削減方法を説明する． 
まず，Fig. 10(a)に通常の 3 次元 FFT からデータ削減ま
での過程を示す．最初に各軸方向に 1次元FFTを行った後，
データを x 方向について削減している．ここで，y，z 方向
の離散フーリエ変換のうち，x 方向の中心より半分はフー
リエ変換を行わなくともデータ削減後の結果に影響しない
点に着目されたい．従って,同図(a’)に示すように，x 方向に
離散フーリエ変換を行った直後に領域の削減を行えば，1
次元離散フーリエ変換の回数を削減することができる． 
また，反磁界テンソルと磁化のフーリエ成分の乗算後に
行う逆 FFT の際も 1 次元 FFT の回数を削減することが可
能である．同図(b)に通常の 3 次元逆 FFT の過程を示す．
ここで重要なのは，最終的に必要とする静磁界のデータサ
イズはフーリエ成分のデータサイズより小さいということ
である．第１回目の講座 9)の 3.2.1 節で説明されたように，
反磁界テンソルのデータサイズに合わせるため，磁化は 1
つの軸方向あたり 2 倍の領域をとっている．同様に，得ら
れる静磁界データも本来必用とするデータサイズより１つ
の軸方向あたり 2 倍になっている．これらの余分な領域は
逆変換後に削除されることになるが，順方向変換の場合と
同様に削除のタイミングを入れ替えることで 1 次元変換の
回数を減らすことができる．また，逆変換前に行うデータ
復元のタイミングを入れ替えることでも変換回数を削減で
きる．手順数をみると，同図(b’)は削除を複数回行うため手
順が増えたように思える．しかしプログラム実装時には，
データを削除するのではなく，計算領域から除外するだけ
であるためコストはかからない． 
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Fig. 10  Usual and region-reduced FFT and inverse 
FFT procedures. 
この図は左右の段にまたがるよう，拡大してください． 
 
B. FFT回数削減の効果 
2.4.1 で述べた省メモリ化を施した 3D-FFT プログラム
に対し，FFT 回数の削減を行う前後の計算時間の比較を
table 6 に示す．計算速度は，逐次実行と 8 スレッドの並列
実行の両方で比較した．FFT 回数削減によって，逐次実行
では 35%，並列実行では 24%高速化された．  
 
Table 6  Comparisons of calculation times for original 
FFT and reduced FFT region. 
 
Serial process
Parallelized
process
Original 3D-FFT
program
(a) and (b) 55.6 18.4
Reduced 3D-FFT
program
(a') and (b') 36.2 14.0
Calculation time per iteration [sec]
Procedure in
Fig. 10
 
 
2.5 記録ヘッド計算における FFT 処理の導入と必要性 
 講座の最初に述べるべきであったが，ここで記録ヘッドの静
磁界計算に FFT 処理を導入するための基本的な説明と FFT
処理の必要性を簡単に説明する．なお，文献 9), 10)に詳しく説
明されているので，併せて参照されたい．  
 まず，FFT 処理では，反磁界が反磁界テンソルと磁化の畳み
込み演算で表わせることから，畳み込み定理により「反磁界の
FFT 処理済みデータは，反磁界テンソルの FFT 処理済みデ
ータと磁化の FFT 処理済みデータの要素同士の積となる」が
成り立つことを利用している． FFT 処理により静磁界を求める
具体的な手順は次のようになる． 
1） 反磁界テンソルを FFT処理する． 
2) 磁化データを FFT処理する． 
3) 手順 1)および 2)の結果を要素ごとにかけ合わせる． 
4) 3)の結果を逆 FFT処理して反磁界ベクトルを求める． 
これを図示すれば Fig. 11のようになる．  
 文献 1)に述べた通り，我々は媒体部分の静磁界を FFT 処理，
ヘッド部分の静磁界を直接法により求めていた．しかし，この手
順ではヘッド部分の計算時間が支配的になり，かつ十分に細
かい格子を用いると現実的な計算時間では結果を得られなか 
  
K
KFFT
M
MFFT
FFT FFT
HDFFT
Inverse FFT
HD
Multiply corresponding KFFT and MFFT
 
 
Fig. 11 Derivation of static field vector using FFT 
procedure, where K: demagnetization tensor, M: 
magnetization, HD: demagnetization field, KFFT: FFTed 
K KFFT: FFTed K, MFFT: FFTed M, HDFFT: FFTed HD. 
 
った．言い換えれば，ヘッド部分に対しては周期繰り返し条件
を適用できないため FFT 処理は適用できないと考えていた．
高速化に困っていたところ，Dr. Olle G. Heinonenからゼロ詰
め(zero-padding)を用いてヘッド部分にも FFT 法（DFT ルー
チン）を適用した高速化が可能である 11)ことを教えていただい
た．さらに，Intel社 MKL3)を用いれば要素数を 2nにするため
のゼロ詰めも必要がないこと 12)も教えていただき，この点は本
講座の 3 回目でも詳しく述べた．すなわち，記録ヘッドのマイク
ロマグネティクス計算では 
１） 記録ヘッド部分は（コイルを除く）全体を取り囲む直方体領
域に 3次元 FFT処理（DFTルーチン）を適用して静磁界
計算を行う.この際，Intel 社 MKL3)を用いれば要素数を
2nとするためのゼロ詰めは必要ない．（ゼロを詰めること
により，要素数を反磁界テンソルと一致するようにし
なければならないが．） 
２） 媒体部分は周期繰り返し条件を適用して2次元FFT処理
（DFTルーチン）により静磁界計算を行う． 
３） 中間層部分は 2次元 FFT処理により静磁界計算を行う． 
ことになる．詳しくは第 3回目の講座 1)を参照いただきたい． 
なお，ヘッド，媒体の全体を一括して取り扱い 3次元 FFT処
理（DFT ルーチン）により静磁界を求めることも可能だが，取り
扱う領域が巨大になり，現実的な時間内に計算することが困難
になる．また，中間層を考えないと，前回の講座で述べたように，
ヘッド－媒体間のスペーシングの自由度がなくなるなど，いろ
いろな不都合が生ずる． 
計算時間については文献 5), 6)に述べた通り，媒体部分の静
磁界をFFT処理，ヘッド部分の静磁界を直接法により求めるシ
ステムと比較して数万倍の速度であるが，十分とは言い難い．
したがって，現実的な時間内に解を得るために，FFT 処理
（DFT ルーチン）は必須である．なお，媒体粒子形状の不規則
性を考慮する場合 13)などは例外として考えるべきであろう． 
なお，ゼロ詰めについては文献 10), 14)に詳しく説明されて
いるので，より深い理解のために参照されたい．  
2.6. ディスクへの書き出し 
2.6.1 テキスト形式保存とバイナリ形式保存 
これまでは計算の高速化について取り扱ってきた．しか
し，実際には計算処理以外にも，データの入出力処理もプ
ログラムの実行速度に影響を与える．これまで説明してき
た LLG シミュレーションプログラムでは，磁化状態の確認
とプログラムが予期せず停止したときのためのバックアッ
プとして，磁化データを 100 ステップ毎に HDD に保存し
ている．磁化データはファイルにテキスト形式で保存され
るが，大規模なモデルの計算ではファイルサイズとともに
HDD にデータ保存する時間が増加する．本節では，磁化デ
ータを，テキスト形式ではなく，バイナリ形式で保存すれ
ば実行時間を削減可能であることを示す． 
テキスト形式での保存は，数値データから文字列への変
換処理を行わなければならないため，数値データを直接出
力するバイナリ形式での保存よりも低速である．さらに，
数字 1 文字が 1 バイトとなるため，バイナリ形式とくらべ
ファイルサイズが大きくなる．一方，バイナリ形式での保
存は，数値データを直接出力するため，変換を伴うテキス
ト形式での保存に比べ高速であり，ファイルサイズも小さ
くなる．ただし，内容を人間が見て確認することが困難で
あること，環境によっては異なるバイナリ表現となる場合
があることに注意しなければならない． 
Fortran ではファイルへの出力は，OPEN 文と WRITE 
文を用いてテキスト形式で行われる（Fig. 12(a)）．バイナ
リ形式で保存する場合は，OPEN 文でバイナリ形式を指定
してファイルを開く（Fig. 12(b)）．データの出力はテキス
ト形式と同様に WRITE 文を用いる． 
 
 open( unit=10, file=‘Restart.dat‘)
do x=0, Nx
do y=0, Ny
do z=0, Nz
write(10,*) mag(z,y,x)
end do
end do
end do
close( unit=10 )  
 
(a) Text format 
 
 
 
(b) Binary format 
Fig. 12  Storing data in text and binary formats. 
 
Table 7  Comparison of file size and writing time on 
disk for storage in text and binary formats. 
  
File size [MB]
Time for writing
on disk [sec]
Text format 1,066 107
Binary format 349 40
 
open( unit=10, file=‘Restart.dat‘, form=‘binary‘ )
do x=0, Nx
do y=0, Ny
do z=0, Nz
write(10) mag(z,y,x)
end do
end do
end do
close( unit=10 )
  
2.6.2 バイナリ形式保存の効果  
FFT 処理回数を削減した 3D-FFT プログラムを用いて，磁
化データのテキスト形式とバイナリ形式のファイルサイズおよび
ファイル出力に要した時間を table 7に示す．  
 ファイルサイズについてはテキスト形式からバイナリ形式に変
更することで 67%削減された．また，ファイル出力に要した時間
は，テキスト形式からバイナリ形式への変更により，62%削減さ
れた．出力に要する時間の減少量がファイルサイズの減少量と
ほぼ等しいことから，ファイル出力に要する時間はデータのテキ
スト変換処理よりもディスクアクセス量に大きく影響されるといえ
る． 
 用いたプログラムでは 100ステップ毎に磁化データファイルを
保存しており，FFT回数削減型 3D-FFTプログラムの 1 ステッ
プの計算時間が 14 秒であることを考えると，バイナリ形式の保
存により実行速度は 4.7%（1507秒から 1440秒）向上した．磁
化状態の時間変化を確認する場合，細かいステップ間隔で保
存を行うため，バイナリ形式で保存する効果はより大きい．蛇足
ながら,当研究室では解析計算を行う計算機とポスト処理を行う
計算機が違い,データ移動は外付けディスク（USB2.0）で行っ
ている．そのため,数 GB のデータを移動する時間も大幅に短
縮される． 
 
3．データ作成について 
―プリおよびポストプロセッサとコイル磁界の計算― 
 
 実用上は記録ヘッドの複雑な形状を入力し、パラメータ
を変えて多くの計算を実行するための工夫が重要となる． 
 我々は構造データ作成および材料定義のために以下の手
段を使っている． 
１）FEM 計算ソフトウェア JMAG-Studio15)が有するプリ
プロセッサで差分格子を作成する． 
２）差分時間領域（finite difference time domain: FDTD）
法の自作プリプロセッサ 16)を LLG 計算用に改造し，差分
格子を作成する． 
蛇足ながら，１）の方法を用いるとコイル磁界を求める
手間の大部分を省ける．また，階段状近似したモデルを
Maxwell 方程式を解く FEM(JMAG-Studio)で計算するこ
とも容易であり，滑らかな曲線で構成したモデルとの比較
も可能である． 
また，マイクロマグネティクス計算ではコイル電流による磁
界は外部磁界として取り扱われるが，我々は以下の 2 種の
手順を使っている． 
１）FEM ソフト(JMAG-Studio)でコイル磁界を計算し
LLG 計算に引き渡す． 
２）ビオサバールの法則により求めたコイル磁界を LLG 計
算に引き渡す 17)． 
直線状コイルの場合には２）でも十分であるが，複雑な
形状のコイルの場合は１）が有利であろう．なお，コイル
電流による磁界はあらかじめ 1 回だけ計算し，ディスクに
記憶しておき，あとは第 1 回目の講座 7)で紹介された手順
に従うのが効果的である． 
計算結果を表示するポストプロセッサも実用上は欠くこ
とができない．ポストプロセッサはマイクロマグネティクス計
算専用でなくとも，十分に使用可能であると思われる．事実，
我々は市販ポストプロセッサを使用している． 
 
4. まとめ 
 
第4回目の今回はマイクロマグネティクスの記録ヘッドへの適
用（２）について述べた．記録ヘッドシミュレーションにおける計
算の高速化およびデータ作成手法について解説し, FFT 処理
の導入と必要性について簡単に触れた．  
本講座では紹介できなかったが，ウェブ上で公開されて
いる有限要素法および境界要素法により空間を離散化して
計算するマイクロマグネティクスのフリーソフトウェア
（MAGPAR）18)や，計算の高速化を目的としたグラフィッ
クボード（GPU）19)の利用に関しては次の機会に譲りたい. 
また，近年は FFT処理に代わる高速化手法 20)も研究されてお
り，今後の進展が期待される． 
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