Abstract. The recently introduced proximal average of two convex functions is a convex function with many useful properties. In this paper, we introduce and systematically study the proximal average for finitely many convex functions. The basic properties of the proximal average with respect to the standard convex-analytical notions (domain, Fenchel conjugate, subdifferential, proximal mapping, epi-continuity, and others) are provided and illustrated by several examples.
1. Overview. Let f 1 and f 2 be two functions that are convex, lower semicontinuous, and proper, and let λ 1 and λ 2 be strictly positive real numbers adding up to 1. How can we average the two functions f 1 and f 2 with respect to the weights λ 1 and λ 2 in a useful way? Perhaps the first approach is to consider the arithmetic average λ 1 f 1 + λ 2 f 2 . However, functions in convex analysis are allowed to take on the value +∞, for example, to model constraints in optimization problems. Thus, the arithmetic average can turn out to be +∞ everywhere and then carries little information about f 1 and f 2 ; this happens whenever f 1 and f 2 are nowhere both finite. How could we possibly average such functions? A second thought may suggest to construct the epigraphical average λ 1 ✫f 1 ✙ λ 2 ✫f 2 obtained by forming a convex combination of the epigraphs of f 1 and f 2 . Unfortunately, if the functions f 1 and f 2 lack coercivity, then the epigraphical average fails to be helpful: For instance, if f 1 and f 2 are two distinct linear functions, then their epigraphical average is identically equal to −∞, and hence of little use. The proximal average, first introduced in [5] in the context of fixed point theory and recently studied in [3, 4, 6, 8, 13 ] from various viewpoints, avoids the mentioned difficulties and possesses numerous properties that are attractive to convex analysts.
The aim of this paper is to provide the basic theory of the proximal average. In addition, we extend it to more than two functions, and we allow for an additional positive parameter. For the reader's convenience and the sake of completeness, the
Standing assumptions and notation. Throughout this paper, (1)
X is a real Hilbert space with inner product ·, · and corresponding norm · .
Due to its repeated use, we abbreviate the quadratic energy function by
We set and that (7) μ is a strictly positive real number.
The Fenchel conjugate of a function f is denoted by f * . It will be convenient to set (8) f = (f 1 , . . . , f n ), f * = (f 3. Auxiliary results. We start by reviewing the key notions of epi-multiplication and epi-addition, following the viewpoint taken in [19, section 1.H] . Let α ≥ 0, f ∈ Γ(X), g ∈ Γ(X), and h ∈ Γ(X). Then (9) α ✫f = αf (·/α) if α > 0, ι {0} if α = 0.
The term "epi-multiplication" stems from the fact that epi(α ✫f ) = α epi(f ) when α > 0. Epi-addition, or infimal convolution, is defined by
and the term "epi-addition" stems from the fact that the strict epigraph of f ✙ g is the Minkowski sum of the strict epigraphs of f and g, i.e., (x, r) ∈ X × R | (f ✙ g)(x) < r = (y, s) ∈ X × R | f (y) < s + (z, t) ∈ X × R | g(z) < t . The epi-sum of finitely many functions is defined analogously.
To avoid excessive usage of parentheses, epi-multiplication and regular multiplication are given precedence over epi-and regular addition, i.e., α ✫f + g = (α ✫f ) + g, α ✫f ✙ g = (α ✫f ) ✙ g, αf + g = (αf ) + g, and αf ✙ g = (αf ) ✙ g. It will also be convenient to give epi-addition a higher precedence than regular addition or subtraction, i.e., f ✙ g + h = (f ✙ g) + h and
The next three propositions are elementary. Proofs for the finite-dimensional case are in [19] ; they extend without difficulty to the present Hilbert space setting.
Proposition 3.1. Let f ∈ Γ(X), let α ≥ 0, and let β ≥ 0. Then the following hold.
(
The conclusions all follow readily from the definitions; see also [19, 
n and the epi-sum is exact, i.e., the infimum in the definition of the epi-sum is attained.
Proof. This is a consequence of [20, Theorem 2.8.7] . The following result on the conjugate of the difference will be useful. Fact 3.5. Let g ∈ Γ(X), and let h ∈ Γ(X) such that both h and h * have full domain. Then
Proof. This is a consequence of [9, Theorem 2.2]. Corollary 3.6. Let g ∈ Γ(X). Then
Proof. Set h = μ ✫ q. Then h * = μ q by Proposition 3.3(iii), and hence both h and h * have full domain. Using Fact 3.5, we deduce that for every
The proof is complete.
Lemma 3.7.
Proof. Using Proposition 3.2(iii), Proposition 3.2(ii), Fact 3.4(i), and Proposition 3.3(iii), we compute that
Proof. See [20, Corollary 2.4.7] . Proposition 3.9. Let f ∈ Γ(X), and let α > 0. Then ∂(0 ✫f ) = N {0} and 4. Definition, reformulations, domain, and exactness. In section 1, we have seen that the idea of computing the averaged Minkowski sum is doomed in general, due to the potential lack of coercivity properties of the terms. The proximal average can be interpreted as a three-step remedy of this idea. First, each function is "coercified" by epi-adding μ ✫ q. Second, the epi-average of the coercified terms is computed. The third step removes μ ✫ q through subtraction. We are now ready to describe the proximal average. Definition 4.1 (proximal average). The λ-weighted proximal average of f with parameter μ is
We also 
The identities in items (iv) and (v) may be useful if one wishes to develop the theory of results for a general μ > 0 and a general n ≥ 2 from the simpler case μ = 1 and n = 2; however, the direct approach favored in this paper is not only self-contained, but it also yields proofs that we found much more readable. Nonetheless, (iv) and (v) may be convenient for the numerical computation of the proximal average-especially when the simpler case is already implemented [13] . 
This and Proposition 3.3(ii) yield (18) . In turn, Fact 3.4(i) and Proposition 3.3(iv) imply (19) . Changing variables, we see that (20) is equivalent to (16) .
Remark 4.4 (some history). In [5] , the proximal average was considered for n = 2 and μ = 1, and written equivalently as
see (18) . The function (22) was utilized in [5] to explicitly illustrate Moreau's observation [16] that the set of proximal mappings is convex. More recently, the proximal average was considered in [3] , again with n = 2 and μ = 1, though it was written as (see (19))
Example 4.5 (connection to means of numbers). Let α 1 , . . . , α n be strictly positive numbers and suppose that (∀i) f i = α i q. Using (19), we see that
and thus
Denote the coefficient of q in (25) by δ. Since δ is the difference of the weighted harmonic mean of α 1 + μ −1 , . . . , α n + μ −1 and μ −1 , the harmonic-arithmetic mean inequality implies that δ does not exceed the weighted arithmetic mean
As μ → +∞, we note that δ converges to the weighted harmonic mean
, while a calculus exercise shows that δ approaches, as μ → 0 + , the weighted arithmetic mean (26). In Remark 8.6, we revisit this example from a more general point of view.
The next result locates the domain of the proximal average exactly; moreover, it strengthens [3, Theorem 4.11], where equality was observed only for the closures and interiors.
Proof. Using Proposition 3.1(iv) and Proposition 3.1(ii), we obtain dom
Corollary 4.7. Suppose that at least one function f i has full domain and that
Example 4.8. Assume each λ i > 0 and each
Using (16), we obtain
which completes the proof.
Remark 4.9. Consider Example 4.8 with n = 2, μ = 1, λ 1 > 0, and λ 2 > 0. Then (28) simplifies to
which is a formula first observed in [5, Theorem 6.1].
Theorem 4.10 (exactness). For every
, and hence g * i = ι X has full domain. If λ i > 0, then using Proposition 3.2(i), Fact 3.4(i), and Proposition 3.3(iv), we see that
thus, g * i also has full domain. Therefore, by Fact 3.4(ii), the epi-sum
6, the existence of the y i is now clear.
Fenchel conjugate.
In this section, we compute the Fenchel conjugate of the proximal average. The explicit form obtained has several interesting consequences. We begin with a reformulation of Lemma 3.7:
We are now ready for a useful generalization of [5, Theorem 6 .1] where n = 2 and μ = 1.
By (33), we have
In view of (6), (35), Proposition 3.1(vi), Proposition 3.3(v), and Proposition 3.2(i), we obtain that
Consequently, using Fact 3.4(i), Proposition 3.2(i), Proposition 3.2(iii), Proposition 3.2(ii), Proposition 3.3(i), we see that
Now Proposition 3.1(vi), Proposition 3.1(ix), and Proposition 3.3(ii) imply that
Combining (34), Corollary 3.6, and (38), we conclude that 
(i).
Theorem 5.4 (inequalities).
The right inequality follows from (20) (by setting y i = x). Applying the right inequality to f * and μ −1 , we learn that
Taking the Fenchel conjugate of (40) and utilizing Theorem 5.1, we deduce that
Corollary 5.5 (infimum value).
(41)
Corollary 5.6 (common minimizers). Suppose that
Proof. Combine Theorem 5.4 and Corollary 5.5.
Moreau envelope and proximal mapping.
Observe that
Theorem 6.2 (Moreau envelope and its Fenchel conjugate).
Proof. Fix y ∈ X, and set I = i ∈ {1, . . . , n} | λ i > 0 . Using (16), we obtain
This implies (i), and (ii) follows by Fenchel conjugation. Alternatively, using Definition 6.1, Proposition 3.2(iii), Theorem 5.1, Proposition 3.3(iv), and Proposition 3.3(ii), one may prove (ii) via e μ p μ (f , λ)
The following result is well known.
Proof. Combine Proposition 6.3 and Theorem 6.2(i). Example 6.5 (least-squares solutions). Let C 1 , . . . , C n be nonempty closed convex subsets of X, and suppose that (∀i)
Proof. This is a consequence of Corollary 6.4, since (∀i
and that
We now show that the proximal mapping of the proximal average is simply the average of the individual proximal mappings. This result, which also explains how the proximal average got its name, was first proved in [5, Theorem 6.1] when n = 2 and μ = 1.
Theorem 6.7 (proximal mapping).
Proof. Theorem 5.1 and Theorem 6.2(i) (the latter applied to f * and μ −1 ) show that
in turn, taking gradients yields
Using (47), we see that this is equivalent to
The result follows.
Subdifferential. Theorem 7.1 (subdifferential). Let (∀i) x i ∈ dom f i , and set
. Theorem 4.6, Theorem 4.10, and Proposition 3.3(ii) imply that
, and (53) follow from Fact 3.8(i), Proposition 3.9, and (45), respectively. (ii): Use Fact 3.8(ii).
. Using Theorem 7.1(i), we deduce that
)(x).
For the following results, it will be convenient to write x = x 1 ⊕ · · · ⊕ x n if x = x 1 + · · · + x n and x i ⊥x j for i = j. We also write
Corollary 7.3. Let K 1 , . . . , K n be nonempty closed convex cones, and set (∀i) P i = P Ki , the orthogonal projector onto K i . Suppose that
and that (∀i) f i = ι Ki and λ i > 0. Then
Proof.
Using (57), we obtain that
By (56), we have (∀i)
. Therefore, by (60) and Theorem 7.1(ii),
The conclusion thus follows from (59).
The following two examples are special cases of Corollary 7.3. Example 7.4. Let K 1 , . . . , K n be closed subspaces that are pairwise orthogonal and such that K 1 ⊕ · · · ⊕ K n = X, and suppose that 
where K is the polar cone of K.
Remark 7.6. We are now in a position to show that the inequalities in Theorem 5.4 can be strict. Suppose that n = 2, that f 1 = ι K , and that f 2 = ι K where K is a nonempty closed convex cone in X, and that λ 2 = λ ∈ ]0, 1[. Using Example 7.5, we see that Theorem 5.4 becomes
The inequalities are strict for every x ∈ X {0}. Let f ∈ Γ(X). Following [2, section 5], we say that f is essentially smooth if ∂f is at most single valued and int dom f is nonempty, that f is essentially strictly convex if f * is essentially smooth, and that f is Legendre if f is both essentially smooth and essentially strictly convex. These notions coincide in our (reflexive) Hilbert space setting with the well-known notions of the same name in Euclidean space (see [18, section 26] Proof. Since f i is essentially smooth, the set dom f i has a nonempty interior. Thus λ i dom f i and dom p μ (f , λ) = λ 1 dom f 1 + · · · + λ n dom f n (see Theorem 4.6) both have nonempty interiors as well. Now take x ∈ dom p μ (f , λ), and let y 1 , . . . , y n be as in Theorem 4.10, say, (∀i) Proof. Combine Corollary 7.7 and Corollary 7.8. Before we formulate and prove the last result in this section, we briefly return to the Moreau envelope and the proximal mapping. Let f ∈ Γ(X). Applying Proposition 3.3(v) to μf , we readily deduce that (see also [19, Example 11.26 
Taking gradients and recalling (47) yields Id
The following result generalizes [4, Theorem 4 .22] where n = 2, λ 1 = λ 2 = 1 2 , and μ = 1. 
Let z be as in the conclusion, and set y = z − a. Fix i ∈ I. Now a * ∈ ∂f i (a) and λ
Using (66), we thus have a
Now (68), (69), and Theorem 6.7 imply that
. This verifies (67). Denote the intersection of the n normal cones by N . On a + int N , the mapping z → a
Pointwise limits of the proximal average.
Proof. For every x * ∈ X, we obtain that
The following alternative expression of the proximal average was discovered by Hare for the case when n = 2 and μ = 1. Theorem 8.3 (see [7] ).
Taking the Fenchel conjugate on both sides of (33) leads to
Using (74), Proposition 3.3(ii), Proposition 8.2, and Proposition 8.1 we deduce that
This verifies the result.
The μ-proximal hull of a function g is defined by h μ g = −e μ (−e μ g); it satisfies e μ g ≤ h μ g ≤ g and e μ (h μ g) = e μ g (see [19, Example 1.44] ). Theorem 8.3 shows that p μ (f , λ) can be interpreted as some sort of weighted proximal hull of the functions f 1 , . . . , f n . We now turn to the proximal hull of p μ (f , λ). Let us now determine the pointwise behavior of p μ (f , λ). Theorem 8.5 (pointwise limits). Let x ∈ X. Then the function
Proof. The fact that μ → p μ (f , λ)(x) is decreasing follows from (20) ; consequently, the two limits exist and the supremum/infimum descriptions are clear. Now
It is well known that Moreau envelopes converge pointwise to the underlying function as the parameter approaches 0; see, e.g., [ 
where the indices in the sums range over all i such that λ i > 0. The following nice observation, which is based on the comments of an anonymous referee, builds a bridge to [15] .
Remark 8.6 (parallel sums). Suppose that X = R N , let A 1 , . . . , A n be positive definite N ×N matrices, and suppose that (∀i) f i (x) = 1 2 x, A i x , i.e., identify each A i with its quadratic form. As μ → 0 + , p μ (f , λ) converges pointwise to λ 1 f 1 +· · ·+λ n f n , and as μ → +∞, p μ (f , λ) converges pointwise to λ 1 ✫f 1 ✙ · · · ✙ λ n ✫f n . Using [15] (see also [10, Example IV.2.3.8], [12] , and [14] ), the matrices corresponding to the quadratic forms λ 1 f 1 +· · ·+λ n f n , λ 1 ✫f 1 ✙ · · · ✙ λ n ✫f n , and p μ (f , λ) are, respectively, the arithmetic average λ 1 A 1 + · · · + λ n A n ; the harmonic average (
, the parallel sum of the matrices λ
Id, i.e., a μ −1 -shifted version of the harmonic average (in accordance with the comment before Definition 4.1). Note that this provides another proof of Example 4.5, and that the theory for parallel sum extends to matrices that are only positive semidefinite.
9. Epi-continuity and epi-limits of the proximal average. We now discuss the convergence behavior of the proximal average with respect to the epi-topology. Analogously to [3, section 5], we assume throughout this section that (81) X is finite-dimensional. 
The epi-topology is the topology induced by epi-convergence. ( Let g 1 , . . . , g n , h be in Γ(X), and let (77) show that, as μ → 0 + , the pointwise and epigraphical limits of p μ (f , λ) coincide. When μ → +∞, the pointwise and epigraphical limits of p μ (f , λ) may differ as we illustrate next.
Example 9.7. Suppose that X = R 2 , that n = 2, that λ 1 > 0, that λ 2 > 0, that f 1 = ι C1 , and that f 2 = ι C2 where C 1 and C 2 are nonempty closed convex subsets of X such that λ 1 C 1 + λ 2 C 2 is not closed. Concretely, we may let C 1 and C 2 be the epigraphs of x → exp(x) and x → exp(−x), respectively. Then the pointwise limit (see (78)) (87) lim
is not lower semicontinuous, and hence different from the epigraphical limit (see Corollary 9.6) cl(λ 1 ✫f 1 ✙ λ 2 ✫f 2 ), which is the indicator function of the closure of λ 1 C 1 + λ 2 C 2 . We now show that the limiting behavior as μ → +∞ cannot be obtained by conjugation.
Example 9.8. Suppose that X = R 2 , that n = 2, that f 1 : (x, y) → −x + ι {0} (y), that f 2 : (x, y) → x + ι {0} (y), that λ 1 > 0, and that λ 2 > 0. Now fix (x, y) ∈ R 2 . Using (16) and some calculus, we calculate (88) p μ (f , λ)(x, y) = (λ 2 − λ 1 )x + ι {0} (y) − 2μλ 1 λ 2 = (λ 1 f 1 + λ 2 f 2 )(x, y) − 2μλ 1 λ 2 .
Letting μ → 0 + in (88) and in accordance with (77), we observe that p μ (f , λ) → λ 1 f 1 + λ 2 f 2 pointwise. Recalling (78) and letting μ → +∞ in (88), we see that 
