Convergence and stability of variable-stepsize variable-formula multistep multiderivative methods by Buls, Gary Dale
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1986
Convergence and stability of variable-stepsize
variable-formula multistep multiderivative methods
Gary Dale Buls
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Mathematics Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Buls, Gary Dale, "Convergence and stability of variable-stepsize variable-formula multistep multiderivative methods " (1986).
Retrospective Theses and Dissertations. 8145.
https://lib.dr.iastate.edu/rtd/8145
INFORMATION TO USERS 
While the most advanced technology has been used to 
photograph and reproduce this manuscript, the quality of 
the reproduction is heavily dependent upon the quality of 
the material submitted. For example: 
• Manuscript pages may have indistinct print. In such 
cases, the best available copy has been filmed. 
• Manuscripts may not always be complete. In such 
cases, a note will indicate that it is not possible to 
obtain missing pages. 
• Copyrighted material may have been removed from 
the manuscript. In such cases, a note will indicate the 
deletion. 
Oversize materials (e.g., maps, drawings, and charts) are 
photographed by sectioning the original, beginning at the 
upper left-hand comer and continuing from left to right in 
equal sections with small overlaps. Each oversize page is 
also filmed as one exposure and is available, for an 
additional charge, as a standard 35mm slide or as a 17"x 23" 
black and white photographic print. 
Most photographs reproduce acceptably on positive 
microfilm or microfiche but lack the clarity on xerographic 
copies made from the microfilm. For an additional charge, 
36mm slides of 6"x 9" black and white photographic prints 
are available for any photographs or illustrations that 
cannot be reproduced satisfactorily by xerography. 

8703692 
Buis, Gary Dale 
CONVERGENCE AND STABILITY OF VARIABLE-STEPSIZE VARIABLE-
FORMULA MULTISTEP MULTIDERIVATIVE METHODS 
Iowa State University PH.D. 1986 
University 
Microfilms 
Intornâtionsil 300 N. Zeeb Road, Ann Arbor, Ml48106 

PLEASE NOTE: 
in all cases this material has been filmed in the best possible way from the available copy. 
Problems encountered with this document have been Identified here with a cKieck mark V . 
1. Glossy photographs or pages 
2. Colored Illustrations, paper or print 
3. Photographs with dark background 
4. Illustrations are poor copy 
5. Pages with black marks, not original copy 
6. Print shows through as there is text on both sides of page 
7. Indistinct, broken or small print on several pages 
8. Print exceeds margin requirements 
9. Tightly bound copy with print lost in spine 
10. Computer printout pages with indistinct print 
11. Page(s) lacking when material received, and not available from school or 
author. 
12. Page(s) seem to be missing in numbering only as text follows. 
13. Two pages numbered . Text follows. 
14. Curling and wrinkled pages 
15. Dissertation contains pages with print at a slant, filmed as received 
16. Other 
University 
Microfilms 
International 

Convergence and stability of 
variable-stepsize variable-formula 
multistep multiderivative methods 
by 
Gary Dale Buls 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of the 
Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Department: Mathematics 
Major: Applied Mathematics 
Approved; 
In Charge/^f Maj or Work 
For the Major Department 
For the Gï^duate College 
Iowa State University 
Ames, Iowa 
1986 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
ii 
TABLE OF CONTENTS 
PAGE 
I. INTRODUCTION AND OVERVIEW 1 
A. The General Hultistep Method 2 
B. Background on the FSFFM[k] 3, 
C. Changes to the FSFFM[k] 6 
II. VARIABLE-STEPSIZE VARIABLE-FORMULA MULTISTEP 
MULTIDERIVATIVE METHODS 13 
A. The Method 18 
B. Stability of the VSVFM 20 
C. Consistency of the VSVFM 45 
D. Convergence of the VSVFM 49 
E. Reduction of the VSVFM to the FSFFM[k,in] 61 
III. CONVERGENT VSVFMS 66 
A. Convergence of AB-VSVFMs and AM-VSVFMs 73 
B. Convergence of a BD-VSVFM and a 2D-VSVFM 78 
C. Empirical Results for a BD-VSVFM and a 2D-VSVFM 85 
IV. CONCLUSIONS AND FUTURE WORK 88 
A. Conclusions 88 
B. Future Work 89 
V. REFERENCES 91 
VI. ACKNOWLEDGMENTS 93 
1 
I. INTRODUCTION AND OVERVIEW 
The general problem to be solved is the Initial Value 
Problem (IVP) in Ordinary Differential Equations (ODEs): 
y'(X) = f(x,y(x)) 
(1.1) 
y(a) = yo 
where x c [a,b], t, y, yg £ R® and f(x,y) satisfies the 
following conditions : 
(A) f(x,y) is defined and continuous on [a,b] x R®. 
(1.2). 
(B) f(x,y) is Lipshitz with respect to the second 
argument, i.e., for any vector norm ||*|I/ there 
exists a constant L such that for every x c [a,b] 
and any two vectors y and y* in R®, we have 
I|f(x,y) - f(x,y*)I ! < L||y - y*||. 
It is well-known that conditions (1.2) on f(x,y) ensure a 
unique solution y(x) on [a,b] to the IVP (1.1); for a proof, 
see Henrici (1962, p 112). 
To simplify the present discussion, only the case where 
the IVP (1.1) contains a single equation will be solved, i.e., 
s = 1. Generalizations to systems are straightforward but 
the notation becomes more complex. This reduces the IVP (1.1) 
to 
y' (X) = f(x,y) 
(1.3) 
y(a) = Yo 
where x e [a,b], f, y and yq are real numbers, and f(x,y) 
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satisfies the following conditions: 
(A) f(x,y) is defined and continuous on [a,b] x R. 
(1.4) 
(B) f(x,y) is Lipshitz with respect to the second 
argument, i.e., there exists a constant L such that for every 
X e [a,b] and any two real numbers y and y*, we have 
|f(x,y) - f(x,y*)l < Lly - y*|. 
A. The General Multistep Method 
There are several classes of methods to solve the IVP 
(1.1), but the present discussion will be limited to multistep 
methods. A basic understanding of multistep methods is 
assumed on the part of the reader. Henrici (1962) and Gear 
(1971) are good texts for the ideas being reviewed in this 
introduction. 
To find a numerical solution to the IVP (1.3), the exact 
solution is approximated at discrete grid points which 
partition the interval [a,b]. Let a = xq < x^ < ... < Xj^ = b 
be a finite partition of [a,b]. The classical derivation of 
multistep methods is based on a fixed-stepsize k-step formula 
(FSF[k]) of the form 
k 
Yn = Z^lz-iYn-i 
(1.5) 
k 
+ h T 6k-if(Xn-i,yn-i) » > k 
i=o' 
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where 
k is a fixed positive integer 
h = Xjjj — 1 f (in ~ 
(i.e., h = (b - a)/N is fixed) 
Ym = approximation for the true solution y(Xj^), 
(itl = 1/2..•! N) 
and otjn (m = 0,1,...,k-1) and ^jn (m = 0,1,...,k) are real 
constants of the formula not depending on n. Further, it is 
assumed that |i%o I + I fol > 0* 
Remark When = 0, the (FSF[k]) (1.5) is an 
explicit formula or a predictor formula. Otherwise, the 
FSF[k] (1.5) is an implicit formula or a corrector formula, 
and it is necessary to use an iterative technique to solve for 
y^. Although infinitely many iterations are usually needed to 
find y^, unless stated otherwise, it will be assumed that the 
corrector formula has been solved for exactly. 
The general fixed-stepsize fixed-formula k-step method 
(FSFFM[k]), which is based on the FSF[k] (1.5), consists of 
finding y^ (n = k,k+l,...,N) by repeated use of the FSF[k] 
(1.5), assuming that yofYif « « «Yk-l have been obtained by other 
means. 
B. Background on the FSFFM[k] 
Define the polynomials p(f) and <r(y) associated with the 
FSF[k] (1.5) by 
4 
X k-1 i k i 
/>cr) = f - and <nî) = j fa! (1.6) 
1=0 i=0' 
It will be assumed that /»(f) and o ' (J)  have no factors in 
common. 
To analyze the error committed by using the FSF[k] (1.5), 
define the difference operator L. associated with the FSF[k] 
(1.5) by 
k 
L[y(Xn); h] = y(Xn) - 1 '^k-iy(Xn " ih) 
1=1 
k (1-7) 
- Pk-iy'(Xn - ih) 
1=0 
L may be applied to any differentiable function y(x). By 
Taylor's Theorem, it follows that 
L[y(Xn) ; h] = Coy(Xn) + C^hy' (x^) + "" 
+ Cqh'^y^'^^xn) + ••• 
where 
(q = 2,3,....) 
provided y(x) is sufficiently differentiable. 
s 
Remark L measures the discrepancy between the two 
sides of the FSF[k] (1.5) when y^ is replaced by y(Xni), where 
y(x) is the solution of the IVP (1.3); i.e., L measures the 
amount by which the solution y(x) fails to satisfy the FSF[k] 
(1.5). 
Definition 1.1 The operator L (1.6) and the FSF[k] 
(1.5) are said to be of order p if Cq = = ••• = Cp = 0, and 
Cp+i t 0» 
Remark If a FSF[k] (1.5) is order p, then 
(i) The FSFFM[k] solves the IVP (1.3) exactly when y(x) is a • 
polynomial of degree p or less. This assumes that yofYi^ 
•••/Yk-l are exactly known and that infinite precision is 
used. 
(ii) L[y(Xn); h] = (x^) + 0{h^"^^) . 
Remark One can see the order of a formula is a crude 
measure of accuracy, and the higher order formulas would tend 
to promote less error, assuming h < l and the higher order 
derivatives of y(x) have comparable magnitude. 
Definition 1.2 The FSFFM[k] is said to be consistent 
if the associated FSF[k] (1.5) is at least order 1. 
Definition 1.3 The polynomial p(x) is said to satisfy 
the root condition if all the roots of p(x) are modulus less 
than or equal to 1, and all roots of modulus one are simple. 
Definition 1.4 The polynomial p(x) is said to satisfy 
the strong-root condition if all the roots of p(x) are inside 
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the complex unit circle except for the root x = 1. 
Definition 1.5 The FSFFM[k] is said to be stable if 
^(f) satisfies the root-condition. 
Remark Intuitively, stability means that for small 
enough h, small perturbations in the calculated values at x^ 
only cause small perturbations in later calculated values. 
To be worth using, a FSFFM[k] must be convergent in some 
sense. Intuitively, convergence means that the calculated 
solution approaches the true solution as the stepsize h 
approaches zero. More formally we have: 
Definition 1.6 A FSFFM[k] is convergent if for all 
functions f(x,y) satisfying conditions (1.4), the following 
holds: If y(x) denotes the solution to the IVP (1.3) then the 
calculated solution y^ converges to y(x) for any x g [a,b] as 
h -» 0, Xn X and the starting errors tend to zero. 
A proof of the following fundamental theorem may be found 
in Henrici (1962). 
Theorem 1.1 A FSFFM[k] is convergent if and only if 
it is consistent and stable. 
c. Changes to the FSFFM[k] 
As have been seen, the results for the FSFFM[k] depend on 
the use of only one multistep formula, the underlying FSF[k] 
(1.5), and on the use of à stepsize h which is kept constant 
throughout the integration. In any practical application of 
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the FSFFM[k], keeping the stepslze constant Is not sufficient. 
For most algorithms, the user usually supplies an error 
tolerance which represents the amount of error that is 
acceptable at each step of the Integration. During the 
Integration, one might find that in order to satisfy the 
user-supplied error tolerance, it is necessary to use a 
smaller stepslze. At the same time, for efficiency, one would 
like to perform the integration with as few steps as possible. 
Thus, it would be advantageous to keep the stepslze as large 
as possible while continuing to satisfy the error tolerance. 
So to use the FSFFM[k] as it has been defined, and still be 
both efficient and able to satisfy the error tolerance, this 
"optimal" stepslze must be known in advance, but this is not 
generally possible. Thus, some modifications to the FSFFM[k] 
need to be made. 
Instead of finding one "optimal" stepslze to use 
throughout the Integration on [a,b], the method can be 
modified so that an "optimal" stepslze is found before each 
step is taken, and thus, the resulting algorithm should be 
even more efficient. By changing the stepslze, the grid 
points are no longer equally spaced, and therefore, the FSF[k] 
(1.5) cannot be directly applied. 
There are two common techniques of handling variable 
stepsizes for multlstep methods. One technique is based on 
interpolation and consists of interpolating through the back 
8 
point information to obtain adjusted backpoint information at 
grid points which are then equally spaced with respect to the 
new stepsize, and thus, the FSF[Jc] (1.5) can again be applied. 
The second technique consists of deriving multistep formulas 
directly based on the spacing of the grid points. The 
coefficients for the k-step formula are calculated at each 
step according to the spacing of the grid points. These 
techniques will be called the interpolation and variable-
stepsize techniques, respectively. 
As was noted earlier, higher order formulas tend to 
promote less error, so a higher order formula tends to allow 
the use of larger stepsizes while still being able to meet the 
prescribed error tolerance. Thus, another modification that 
can increase the efficiency of the method is to allow for a 
choice of formulas that can be used at the next step. This 
allows for the choice of a formula which will use the largest 
stepsize and still meet the prescribed error tolerance. This 
technique is referred to as the variable-formula technique. 
Another advantage for using the variable-formula technique is 
that if the method allows for a choice of using a 1-step 
formula, then the method is self starting, i.e., only yg needs 
to be given initially. Whereas, when the FSFFM[k] is used 
with k > 1, the values yi;y2/•••/Yk-l must be found by other 
means before the associated FSF[k] (1.5) can be applied. 
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Remark In the varlable-stepslze technique, if a 
k-step formula is always being used and the method of 
determining the coefficients of the formula is the same 
regardless of the change in the stepsize, this is referred to 
as a fixed-formula technique. 
Two codes based on the interpolation technique together 
with the variable-formula technique are the GEAR package 
(Hindmarsh, 1974) and the ISU package (Buls, 1981). EPISODE 
(Byrne and Hindmarsh, 1975) is a code based on the variable-
stepsize and the variable-formula techniques. 
In developing a practical algorithm, it is almost a 
necessity to allow for the use of different stepsizes, but it 
must be decided whether to use the interpolation technique or 
the variable-stepsize technique to handle the changes in 
stepsize. Brayton, Gustavson and Hachtel (1972) and Gear 
(1971, pp. 144-146) have shown that the two techniques for 
changing stepsize are not equivalent. So when deciding which 
technique to use, three considerations that should be taken 
into account are theoretical results, empirical results and 
computational efficiency. 
For two important classes of formulas, the Adams formulas 
and the backward differentiation formulas (BDFs), theoretical 
and empirical results tend to favor the variable-stepsize 
technique as being more stable than the interpolation 
technique. With a method using the Adams formulas, Nordsieck 
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(1962) showed that using the Interpolation technique can cause 
instability if the stepsize is changed too often, but it was 
shown by Gear and Watanbe (1974) that the method based on the 
Nordsieck form remains stable if after switching to a k-step 
formula, the stepsize and order are fixed for k or k+1 steps, 
depending on how one interpolates the higher derivatives; for 
further results, see also Skeel and Jackson (1983). In 
addition, Jackson (1978) showed that the Adams formulas 
implemented in a variable-stepsize variable-formula method 
are stable if increases in stepsize are bounded. 
Remark It is important to note that the condition of 
taking k or k+1 steps without changing stepsize or order can 
not always be met if one also wants to satisfy the user-
supplied error tolerance. 
For methods based on the BDFs, Brayton, Gustavson and 
Hachtel (1972) give test examples which show that both 
stepsize changing techniques can lead to instability, but 
Byrne and Hindmarsh (1975) and Jackson and Sacks-Davis (1980) 
show empirically that the BDFs are more stable with variable-
stepsize technique than with interpolation technique. 
Computationally, there is a difference between the two 
techniques when applied to the IVP (1.1). For the variable-
stepsize technique, at each step it is generally necessary to 
calculate the coefficients of the k-step formula which is 
going to be used, but there is no need to adjust the 
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backpolnt information. Therefore, the computational effort 
needed for the variable-stepslze technique depends only on k. 
For the interpolation technique, sit each step it requires 
little effort, if any, to obtain the coefficients of the 
k-step formula which is going to be used, but if the stepsize 
is to be changed, then the backpolnt information must also be 
changed. Since there are s equations in the IVP (1.1), and 
the amount of backpolnt information needed to apply a k-step 
formula to each equation depends on k, the computational 
effort needed for the interpolation technique depends both on 
k and s. After finding the coefficients and/or adjusting the 
backpolnt information, the remaining computational effort 
necessary to solve the IVP (1.1) at the present grid point is 
the same for both stepsize changing techniques. Gear and Tu 
(1974), after a more thorough analysis, suggest that the 
variable-stepslze technique be used for large values of s, and 
that the interpolation technique be used for small values of 
s. It is also noted that if frequent changes in stepsize is 
expected, then the variable-stepslze technique should still be 
used. 
One last change to the FSFF[k] will be considered. As 
noted above, it is desirable to be able to use higher order 
formulas. One way of obtaining higher order formulas, without 
increasing the number of backpolnts, is to use higher 
derivative formulas. Higher derivative multlstep formulas 
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are of special interest for use in solving Stiff ODEs. In the 
fixed-stepsize fixed-fonnula use, the higher derivative 
formulas allow for higher order A-stable or nearly A-stable 
formulas, which is desirable in solving Stiff ODEs; see Genin 
(1974) and Brown (1977) for further discussion. Therefore, 
the option of using higher derivative formulas will also be 
included. 
The present discussion will now be restricted to 
variable-stepsize variable-formula multistep multiderivative 
methods which will be defined more formally in the next chapter. 
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II. VARIABLE-8TEPSIZE VARIABLE-FORMULA HULTI8TEP 
HULTIDERIVATIVE METHODS 
Let a = XQ < %! < • • • < Xjj = b be a finite partition of 
[a^b]. Since the use of different formulas and unevenly 
spaced partitions are now allowed, advancing to the next grid 
point can result in a change of stepsize, a change in the 
coefficients of the formula, a change in the amount of 
backpoint information needed and a change in the number of 
derivatives being used. As a result, the form of a variable-
stepsize k^-step mn^ ^-derivative formula (VSF[kn,mn]) used 
to find Yn is given by 
yn - .L<n,kn-iyn-i 
1=1 
(2.1) 
™n 4 2^n /-î\ fi-1) 
.Z (^n) % Pn,kn-i^ (^n-i/Yn-i) ^ "Of j—1 i—01 
where k^ and m^ are positive integers and n© is a nonnegative 
integer, 
hjn — Xjjj — Xg^_2f {® ~ 1,2...,N) 
yjji = approximation for the true solution y (x^^), 
(m ~ 1,2...,N) 
f^^ = the derivative of y(x) with respect to x 
and ®^n,m ~ 0/1/• • •/kj^~l) and ^n,m ~ 0/1» 3 ~ 
l,2,...,mn) are dependent on the relative spacing of the grid 
14 
points Xn/*n-l'•••fXn-kn* is further assumed that 
which guarantees that the VSF[kn,mn] (2.1) is in fact a k^ 
step mji^^-derivative formula. 
there would not be enough backpoint information available to 
use the formula. 
an explicit formula or a predictor formula, otherwise, the 
VSF[kn/mn] (2.1) is an implicit formula or a corrector 
formula. and it is usually necessary to use an iteration 
technique to solve for yj^. Although infinitely many 
iterations are generally necessary to find y^, unless stated 
otherwise, it will be assumed that the corrector formula has 
been solved for exactly. 
The class of first order ODEs that are integrable by 
higher derivative formulas is smaller than the class that can 
be solved by 1st derivative methods. The reason being, to use 
the VSF[kn,mn3 (2.1), it is necessary for y(x) to be m^ times 
differentiable. It will also be necessary to extend the 
conditions in (1.4) that f(x,y) must satisfy. If the 
VSF[k^,mn] (2.1) is to be applied to the IVP (1.3), it will be 
assumed that f(x,y) satisfies the following conditions: 
Remark Note that k^ < n is necessary, otherwise. 
Remark When k I = 0, the VSF[kn,mn] (2.1) is 
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(4-1) (A) f (x,y) is defined and continuous on [a,b] x R, 
(j = ( 2 . 2 )  
(4-1) (B) f (x,y) is Lipshitz with respect to the second 
argument, (j = 1,2,... ,ian), i.e., there exists a 
constant L such that for every x £ [a,b] and any 
two real numbers y and y*, we have 
|f^^"^^x,y) - f^^""^^x,y*) I < L^^^y - y*|, 
(] — 1 f 2 , . . . , TOjj) . 
Definition 2.1 If h^ = h^-i = ••• = , then the 
resulting VSPCk^/mn] is called the underlying fixed-stepsize 
k^-step m^t^-derivative formula or the underlying 
(FSF[kn,mn]). 
Define 
S 
Xn - Xn-m 
tn.m z (2.3) 
n 
(n — 1,2,... fNy m 0,1,...k^^) . 
It then follows that 
*n-m ~ ^ n " ^n^n,m (2•4) 
(n ~ 1,2,. #. ,N, m — 0,1, #. *kj^) • 
Lemma 2.1 ^n, m ( ^ ™ 1,2,... ,N, m — 0,1,... k^^ ) is 
independent of the actual stepsizes and depends only on the 
ratios of the stepsizes. 
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Proof 
(*n-in 2, ^n-i) ~ *n-in 
*n - Xn-m 1=0 
h^i hj^ 
m-1 
— X ^n-l/^n Q.E.D. 
1=0 
As In chapter one, to analyze the error committed by the 
VSF[knrmn] (2.1), define the difference operator associated 
with the VSFCkn/mn] (2.1) by 
kn 
Ln[y(Xn) ;hn] = y(Xn) " .E'^n^kn-lYCXn-l) 
1—1 
]—1 1—0' 
Using (2.4) gives 
ÏP 
Ln[y(Xn) ;hn] = Y i ^ n )  " ^I^'=^n,kn-iy 
(2.5) 
( 2 . 6 )  
J  ( j )  
(^n) " ^ n^n^l) 
Lji may be applied to any function y(x) which Is m^ times 
differentiable. Assuming y(x) Is sufficiently differentiable 
Taylor's Theorem gives 
(hn)V^'(Xn - l>ntn,m) - <hn) 'y'"(Xn) 
(2.7) 
j+1 (j+1) 
- (hn) (tn,m)y W 
17 
+ («n) + 
2 1  
+ (-l)''(hn)^"^^(tn.in)'V"'^'^' (Xn) + ••• 
qi 
Using (2.7) in (2.6) and combining like powers of gives 
Ln[y(Xn) ;hnl = Cn,oy(Xr) + Cn,ll>ny'(Xn) + 
+ Cn,q(hn)''y'^'(xn) + ••• 
Where 
ÏP 
Cn,0 = 1 " ^ l^n,kn-i 
kn (2.8) 
Cn,q = (-1)*^ (-^(^Z^(tn,i)^<*n,kn-i) 
(q — 1/2... ^nij^"!) 
Definition 2.2 The operator (2.5) and the 
VSF[kn/mn] (2.1) are said to be of order p if = ^n,l ~ 
••• = Cn,p = 0, and C^^p+i 0. 
Remark If the VSF[kn,mn] (2.1) is order p, then 
18 
(i) The VSF[kn,mn] will find exactly when y(x) is a 
polynomial of degree p or less and yn-kn'^n-kn+l'••*'^n-l 
are exactly known. This also assumes the use of infinite 
precision. 
p+1 (p+1) p+2 
(ii) Ln[y(xn);hn] = C„,p+i(hn)^ y'^ '(x^) + 0((hn)^ ). 
Define the polynomials / > n ( f )  and (j =1,2,..., 
Mn), associated with the VSF[kn,mn] (2.1) by 
kn ^n"^ i 
Pn(S) = f - .E®fn,i5 and 
1=0 
o'n^^ (f) ~ Z ^n^i? ' (j ~ 1,2, ...Mn) 
i=0' 
(2.9) 
It will be assumed that />n(J) anda^^^(|), (j = 1,2,...,mn), 
have no factors in common. 
A. The Method 
Ideally, one would like a general multistep method to 
consists of a set of multistep formulas which can be applied 
to solve the IVP (1.3) with as few restrictions as possible. 
The following definition is an attempt to determine such a 
method. 
Definition 2.3 A variable-stepsize variable-formula 
multistep multiderivative method fVSVFM) consists of a set 9 
of variable-stepsize formulas of the form (2.1), where 
(1) 3 contains at least one 1-step formula; 
19 
(2) there exist positive integers K and M such that K is 
the maximum number of backpoints and M is the highest 
order derivative that a formula in 9 can use; 
(3) the only restrictions on the order in which the 
formulas in 3 can be applied to solve the IVP (1.3) 
are as follows: In order to use a k^-step formula 
from 3 to find y^/ n > ng, it is necessary that 
(i) kn < n and 
(ii) the formula is appropriate for the spacing of 
the grid points Xn'*n-1'•••'^n-kn' i*®*/ the 
coefficients of the formula are determined for 
the spacing of the grid points; 
and (4) There exists a fixed constant A depending on S such 
that if a k^-step formula from 9 can be used to find 
y^, it then follows that 
max{hfj/hji_]_,... fhn_%^+i}/hn < A» 
Remark Notice that A > 1. 
Condition (4) of Definition 2.3 does not restrict how the 
stepsizes can be changed, it only restricts which formulas can 
be in 3. If k^ > 1 and 
max{hn,hn_i,...,hn_%^+i}/hn > A, 
then there is no k^-step formula in 9 that can be used, so 
kn must be reduced, k^ may have to be reduced to 1, but this 
creates no problem since (1) in the definition guarantees the 
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existence of a 1-step formula in ?. More restrictive 
conditions than in (4) have been imposed. For example, Gear 
and Tu (1974) and Gear and Watanbe (1974) require that 
max{hi,h2,... ,hN)/min{hi,h2,... ,hjj) < 
(A' a fixed constant). This severely restricts the partitions 
of [a,b] that can be considered, and thereby puts further 
limits on the formulas that are in 3. 
Another reason for a VSVFM being required to have at 
least one 1-step formula available is to allow the method to 
be self-starting, i.e., ng = 0. On the other hand, if yo,yi, 
...,ynQ for ng > 0 are already available, then, if desired, 
the VSVFM can be used just to find y^ for n > ng. 
Remark It should be noted that in order to have a 
convergent VSVFM, it may be necessary to put further 
restrictions on the formulas that can be contained in 9. 
Definition 2.4 The VSVFM is said to be of order p if 
all the formulas in 5 are at least order p. 
The discussion will now concentrate on the stability, 
consistency and convergence of the VSVFM. To help in the 
discussion, it will be assumed that 
h = max hn 
l<n<N 
for any partition of [a,b]. 
B. Stability of the VSVFM 
In finding a numerical solution to the IVP (1.3), it is 
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important that the solution should not be too sensitive to 
small errors in the computations, for example, round-off 
errors. Although the individual errors maybe small, their 
cumulative effect can grow very rapidly and completely 
invalidate the final result. So to be worth using, an 
algorithm should remain immune of the accumulation of these 
small errors, i.e., the algorithm should be (numerically) 
stable. The definition of stability will be similar to that 
of Gear and Tu (1974). Suppose that the VSVFM computes y^ 
from a VSF[kn,mn] (2.1) and suppose y^ is computed by 
for n > no, with = Yng, Yn^-l = Yng-l/ •••r Yo = Yo-
Thus, y^ is the solution to a problem which is perturbed at 
each step. 
Definition 2.5 A VSVFM is stable if for all functions 
f(x,y) satisfying conditions (2.2), there exists a constant 
h* > 0, and, for any £ > 0, a <f(e) > 0 such that on any 
partition P with 0 < h < h* it follows that 
max \Yn - Ynl < C 
l<n<N 
whenever 
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N JSn En ^n 
Most definitions only require stability against 
perturbations in the calculated values y^, i < n, whereas, 
this definition is more stringent in that it requires 
stability against perturbations in all the calculated values 
necessary to find y^. This condition is the same as that of 
Gear and Tu (1974) except that it also protects against 
perturbations due to calculating the derivatives of y at 
The main reason for considering such a stringent condition is 
that in the variable-stepsize methods, the coefficients are 
generally not fixed, and as a result, the coefficients can 
have a major effect on how a small perturbation in a 
calculated value effects the final result. 
Remark In this representation, y^ is assumed to be 
the exact solution to (2.10) and y^ is not perturbed until it 
is used in another calculation. 
Theorem 2.1 If a VSVFM is stable then the 
coefficients of the formulas in 3 are uniformly bounded. 
Proof Suppose the VSVFM is stable and let 
h < min{h*,l} be given. Let £ = (h/^)^ and suppose the 
coefficients in 3 are not uniformly bounded. Then for any 
(f > 0, there exists a k^-step formula F in 3 such that at 
least one of the coefficients of F is larger than l/£ in 
magnitude. Let P be a partition of [a,b] such that h = 
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max {hn,hn_i,...,hn_kn+l} the spacing of the grid points 
is appropriate to use F to find Yn* Using (2.1) and (2.10) 
give that 
k. 
Yn - Yn = ,l^n,kn-i[yn-i " Yn-i] i=l 
4. r" (0) 
+ ^L^**n,kn-i^n,n-i 
+ X"(hn)^ ZV^iSin-lf j=l 1—0 
Itln _£ ky 
If Yn-i = Yn-i' (i = 1,2,...,kn), it then follows that 
• l'v'lfiîU'Si,-. 
k 
A lU/ 
Yn ~ Yn ~ L**n,kn-i^n,n-i 
( 0 )  
(2.11) 
+ .1! (hn)^ I/pn^kn-ifn,n-i ]=1 1=0' 
J %(j) (J) 
If for some fixed ig, 1 < io < k^, l<*n,kn-io' ^ ' 
then by letting rn^n-ig = f and all other r^^n-i = 0, it then 
follows from (2.11) that 
A (0) 
lYn - Ynl = l«fn,kn-io^n,n-io' > 1 > €. 
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Similarly, if for some fixed ig and jq, 0 < ig < kj, and 
» ( jo)  ( jo)  f  
1 < jo  < ipn,kn-iol > Vf . then by letting rn/n-io = & 
( j ) 
and all other r^^n-i ~ Of it follows from (2.11) that 
in. ( jo)  (jo)  
lYn "" Ynl - I (^n) P"/kn-io^n#n-io' 
and thus, 
lYn - Ynl > (hn)^° > > (h/A)^ = 6 . 
Therefore, it is evident that if any of the coefficients 
of formulas in *3 are allowed to become arbitrarily large in 
magnitude, then one small perturbation by itself can cause 
|yn - ynl to become arbitrarily large which contradicts the 
stability of the VSVFM. Hence, the coefficients of the 
formulas in *3- must be uniformly bounded. Q.E.D. 
Before proceeding further, it will be convenient to 
introduce some notation to help simplify the discussion. 
Let ejn denoted the column vector in which all elements 
but the mth element are zero, and the mth element is 1, i.e., 
®ni ~ (0,...,0,1,0,..•,0)t 
To simplify the notation, the length of will depend on the 
context in which it is used. Let S be a KxK matrix given by 
0 0 
(2.12) 
0 0 10 
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and let S' be the K(M+l)xK(M+l) block diagonal matrix given by 
s' = diag(8,8,...,8) 
Associated with the VSF[kn,mn] (2.1) are the ixK vectors 
(j) 
and bn , 1 < j < mn, given by 
®n ~ (&n,K-lf&n,K-2'''''&n,o) 
and 
. (j)_ (j) . (j) . (j). 
®n ~ (^n,K-l'°n,K-2'•••'"n,o) 
where 
f *<n,kn-i 1 5 i < 
n,K-i = . 
kn < i < K 
and 
(2.13) 
kn 
.(j) 
bn,K-i = 
(j) 
^n,kn-i 1 < i < ^n and 1 < j < m^ 
0  k n < i < K  o r m n < j < M  
Also associated with the VSF[kn,mn] (2.1) are the KxK matrices 
Anf An and given by 
An = ei^n 
Ayj — Aji + S and (2.14) 
Remark An is a companion matrix to the polynomial 
K-kn 
During the computation, it is necessary to save some of 
the backpoint information, and since at most a K-step formula 
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using M derivatives can be used, let 
Yn ~ tyn»yn-l»•••»yn-K+l)^ 
and (2.15) 
*n ~ (yn'^n-l*•••'Yn-K+lIyn/Yn-l/•••/Yn-K+lI''' 
, (M) (M) (M) 
'"'lYn 'Vn-l'•••*yn-K+l) 
where Yn-l = ^N^n-i'^n-i) • If n < K - 1, then some of 
the Yi's and Yi^ ^'s are nonexistent and will be assumed to be 
A A 
zero. Similarly define and 
N 
Definition 2.6 If a finite sequence {Fi)is=nQ+i of 
formulas from 3 is such that there exists a partition of 
[a,b] on which Ff can be used to find x^, (i = no+l,no+2,..., 
N 
N), then {Fi}i=no+l said to be a legitimate sequence from 
Definition 2.7 An nxm matrix A = (a^j) is said to be 
bounded by a constant B if la^j.) < B for all i and j, (i =1, 
j ™ 1/2/. ..^m). 
N 
Associated with a legitimate sequence {Fi}i=no+l from 9 
are the products AnAn-l'''Aq, ("o < <3 < " < N), where Aj. is 
determined by (i = no+l,no+2,...,N), as given in (2.14). 
Products of this form play a major role in the stability of 
the VSVFM. 
Theorem 2.2 . If a VSVFM is stable then the products 
AnAn-l'''Aq are uniformly bounded for all no < q < n < N 
and all legitimate sequences {Pi}i=no+l ^. 
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Proof Consider the IVP y'(x) = 0 with y(0) = 0. 
On this problem, (2.1) gives 
kn 
Yn = X<<n,kn-iyn-i = "nYn-l (2-16) 
i=l 
To get YN from YN-I» it is necessary to shift the old data and 
store the new y^ value. This can be represented by 
Yn = SYn-l + Yn^l 
which, when used with (2.16}, gives 
Yn = SYn-i + (anYn-l)*! = (S + eiSniYh-i = AnYn-1 
Thus it follows that 
Yn = AnYn-1 = AnAn-lYn-2 = " ' = An^n-l' ' 
A A 
If the values yo»yi/•••/YK-I are given, and yo,yi,..., 
YK-L are obtained by perturbing Yo/Yi/•••/YK-I by ro,ri,..., 
^K-l' respectively, and if no further perturbations are 
involved in calculating the solution y^, then 
Yn = AnAn-1' " 'A^k-I 
Thus 
Yn - Yn = A^aA-I•••AK(yK-l " YK-l) (2.17) 
= AAAA-l***AKr 
Where 
r = (r]ç_]^,r]ç_2f rg)^. 
Suppose the products A^A^-i'^'Aq are not uniformly 
bounded for all ng < q < n < N and legitimate sequences 
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{Fi}i_no+i from S'. Let & = 1 and «f > 0 be given. Suppose 
An^n-l'''Ag is a product which is not bounded by 1/f . 
Without loss of generality, assume g = K, for if not, there 
are other legitimate sequences which use the formulas Fg,Fg+i, 
...,Fn to find yK^YK+l/•••/YK+n-q^ respectively. Since 
anan-l'''AK = (^ij) is not bounded by 1/$, there exist 
integers Iq and jo, 1 < io, io 3 such that lai^jgl > 1/S. 
Thus, if rjQ_i = S and the rest of the rj's are zero, then it 
follows from (2.17) that 
max |yg - Ygl > I lYn - Ynl loo 
l<q<N 
> 1 = €. 
Thus, if the products A^An-l'''Ag are not uniformly bounded, 
no matter how small f is, one perturbation of é by itself can 
cause an arbitrarily large change in later results. This 
contradicts the stability of the VSVFM, and therefore, the 
products anAn-l'"'Aq associated with legitimate sequences 
from 3 must be uniformly bounded. Q.E.D. 
To be able to discuss stability of a VSVFM on a general 
problem, let be the lx(M+l)K vector given by 
(1) 2 (2) M (M) 
^n ~ (an/hn^n /(^n) ,..., (hj^) bjj ) (2.18) 
Then the VSF[kn,mn] (2.1) and equation (2.10) can be rewritten 
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in terms of Yn-1 and Yn-i by 
Yn ~ %n*n-l H (^n) Pn,kn^ (Xn'Yn) (2.19) j=l '  
and 
J„(j) ^ (j-1) 
Yn = TnTn-1 + (^n/Yn) 
r" (0) 
^Z^®ln,kn-i^n,n-i (2.20) 
Therefore, (2.19) and (2.20) together give 
Yn - Yn = ^^(Yn-l - *n-l) 
J«(j) ..(j-l).,, - . .(j-1) 
+ 
+ 
.g^(hn)'pA:L[^ (^n.Yn) ' f" " (x^Yn)] 
(0) (2.21) P (0)  
j2/*n,kn-irn,n-i 
m. 
+ 
.I^(hn)^ rpnHn-i=^n'i-J 
]—1 X—0' 
since f(x,y) satisfies the conditions (2.2), it follows 
for all j, (j = 1,2,...,M), that there exists constants 
such that 
(j-1) (j-1) û(j) /\ 
f (Xn/Ynl - f (*n.yn) = ®n (Yn - Yn) (2-22) 
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where Thus, using (2.22) in (2.21) gives 
Yn - Yn = Tn(*n-1 " *n-l) 
+ i:Vn)^Pn?kn®"'fyn " 
i -
k. 
j 
or equivalently, 
fP (0) 
+ ^L^<*n,kn-i^n,n-i 
(1 - .E^(»n> pi .kjn UYn "  Yn) = Tn(ïn-1 " *n-l) 
(0) 
X^-<n,K„-ir„,n-l (,.23, 
J (j) (j) 
+ Z (^n) Z Pn,kn-i^n,n-i j=l i=0' 
So if 
"•P,. J „ ( i )  A (J)  (1 - E (hn) 0A,knôA ) / 0 , (2.24) 
1=1 j 
then letting be given by 
Jn(j) û(j) 
l/cn = (1 - %(hn) pn,kn% ) (2.25) 
j 
transforms (2.23) into 
57" 
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Yn - Yn = <=nTn(*n-l " *n-l) 
'n( (2.26) 
1=1 
+ Ct 
3=1 1=0' 
At each step, the stored data must be updated. To get 
from Yn-i, it is necessary to shift the old data and store the 
new data which includes and y^^^ = f^^ ^^(Xn,yn)f (j =1,2, 
This can be represented by 
*n = 8'Yn_i + ynfi + X (Xn,yn)ejK+l j=l 
Yn is similarly represented, giving 
Yn - Yn = 8'(Yn-i - Yn-i) + (y» " Yn)^1 
M (j-l) A (j-1) 
+ J[ [f (Xn.Yn) - f (%,yn)]»iK+l j=l 
= 8'(%n-l - *n-l) + (Yn " Yn)ei 
+ jZ^6n^^(Yn - yn)®jK+l 
A A M (j) 
= S'(Yn-l - %n-l) + (Yn " Yn) C®! + Z^Ôn ejK+i] 
Using (2.26) to replace y^ - y^ gives 
Yn - %n = S'Cïn-1 " *n-l) 
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+ [«1 + X ôn^^®jK+l](On^nCïn-l - *n-l) j=l 
°n( l/*n,kn-irn,n-i) 1=1 
+ °n( iTon)^ ZJ^kn-i'^n^i-i)! ]=1 1=0' 
So 
Yji " "" ^nf^n—1 ~ ^ n—l) (2.27) 
where 
Rn = s- + CnCei + ^ejK+i]Tn 
and (2.28) 
(0) 2,n A M\ 
= Cn(%^%n,kn-ifn,n-i + .Z (^n) L Pn,kn-i^n,n-i) 
1=1 3=1 1=0' 
* C®1 + X On^^ejK+l] 
3=1 
Thus 
~ "" 1 ~ ^ n—l) 
— Rn[Rfi—l(^n—2 ~ 2) ^n—l^ 
— R^Rn—i(Tn—2 ~ ^ n—2) Rn^n—1 
~ Rn^n-l' ' *®no+l"* ^ ^ n^n-l* *'Rno+2^no+l 
+ • • • + RnRn-1* "'Rgrq-i + + Rn^n-l + 
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By (2.10), Yrq = Yng, so for n > ng, 
%n - Yn = RnRn-l'''Rno+2rno+l + + Rn^n-l**'Rq^q-l 
+ + Rnfn-l + rn 
For (2.29) to be valid, it was necessary to assume that 
(1 - / 0 
]=1 
for no < q < n, see (2.24). The next lemma shows that this is 
the case, under the right circumstances. 
Lemma 2.1 For a VSVFM, if the coefficients of the 
formulas in 3 are uniformly bounded, then there exists a 
constant h* > 0 and a C > 0 such that |Cnl < C uniformly 
for no < n < N and 0 < h < h*, where is defined by 
(2.25). 
Proof By hypothesis, there exists a B > 0 such that 
iPn^icn' ^ ® and since f(x,y) satisfies (2.2), < L, 
where L = max L . Let h* = min{l/2, 1/(2MBL)} and assume 
l<j<M 
hn satisfies 0 < h^ < h < h* < 1/2. Now, 
j—l 3~1 
< h* J-BL j=l 
< (min{ 1/2,1/ (2MBL) } ) MBL 
< 1/2 
34 
Thus, 
VOn = 1 - X"(hn)^^"k„e"' j=l ' 
> 1 - > 1/2 
So let C = 2, then |Cn| < C uniformly for ng < n < N and 
0 < h < h*. Q.E.D. 
The following lemmas will be useful in proving that the 
products of the form RnRn-i'''Rj in (2.29) are uniformly 
bounded with the appropriate conditions put on the VSVFM. 
Lemma 2.2 For any constant B > 0, there exists a 
constant B' such that if A is a nxn matrix which is bounded by 
B, then I IA|11 < B'. 
Proof Let A = (a^j) be any nxn matrix bounded by B, 
then 
n n 
I|A| h = max ) laiil < max ) B = nB, so let B' = nB. 
l<j<n i=l ^ " l<j<n i=l 
Q.E.D. 
Lemma 2.3 If a nxn matrix A is such that ||A||i < B, 
then A is also bounded by B. 
Proof For any element a^gjg of A = (a^j), 
n n 
laiojol < Z laijol < max J] |aij| = ||A||i < B. Q.E.D. 
i=l • l<]<n 1=1 
Remark Lemmas 2.2 and 2.3 show that the concept of 
"uniform boundedness" of matrices can be determined by element 
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(Definition 2.7) or by norm, since they are equivalent. 
Lemma 2.4 If and are mxm matrices such that 
Di = Bi + Pi, (i = j,j+l,...,n), then 
DnDn-l'''Dj = BnEn-l'''Ej 
(2.30) 
n 
+ ,ILBn'''Ei+lFiDi_i'"Dj i=] 
where = I for i = n and = I for i = j. 
Proof The proof is by induction on n. (2.30) clearly 
holds for n = j. Suppose (2.30) holds for all n such that 
j < n < q, then for n = q + 1, 
Dq+lDg'-'Dj = (Eq+i + Pq+i)DqDq_i•••Dj 
= Eg+iDgDq_i'''Dj + Pq+iDqDg_i---Dj 
Using the inductive assumption gives 
& 
Dg+lDg'-'Dj = Eq+i(EqEq_i-"Ej + ^Eg* •-Ei+iPiDi»!'•-Dj ) 
+ Fg+lDgDg_i''.Dj 
I-= Eq+iEg**-Ej + ^^Eg+i* •-Ei+iPiDi-i* •-Dj 
+ Fq+lDgDg-i'-'Dj 
Combining the last two terms gives 
Dq+lDg'-'Dj = Eg+iEg*•'Ej + ^^Eq+i'•'Ei+iPiDi-i'•-Dj 
Q # E # D # 
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Except for some slight modifications, the statement of 
the following lemma is due to Gear and Tu (1974). A proof is 
included for completeness. 
Lemma 2.5 If Df, and are mxm matrices such that 
Di = Bi + hiPi, I|Pil11 < Do and ||EnEn-i**'Ej|li < Di, with 
Di >1, (1 = j,j+l,...,n), then 
DoDlHj,n 
llDnDn-l'-'Djlll < Die 
n 
where Hj,n = hi­
proof The proof is by induction on n. 
For n = i, IiDnlli = I|En + h^Pnlli 
< IiBnIli + hnl|Pnl11 
< Di + h^Do 
< Di(l + DoDihn) 
DoDlhn 
< Die 
DqDIHji n 
= Die 
Assume the conclusion holds for j < n < q. Using Lemma 2.4, 
I | D g + l D g ' ' ' D j | I l  
= I|Eq+iEq---Ej + V hiEg+i*•-Bi+iPiDi.!'•-Dj||l 
i=j 
< I|Eg+lEg---Bj|Il 
q+^1 
+ Xhil|Eg+i'''Ei+i|111iPil111|Di_i---Dj|Il 
i=j 
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< Di + DoDi^^'hi| |Di_i'''Dj||i 
i=d 
Using the inductive assumption gives 
I IDg+lDg"•'DjI I 1 < Dl + 
DoDlHj , i-1 
= Dl + Dl L hiDoDie 
i=j 
DflDihi _ DgDihi 
Now, 1 + DgDihi < e implies DoD^hi < (e - 1), 
giving 
DoDihi ^ DoDlHj,i-i 
I|Dq+lDq***Dj|Il < Di(l + ^ (e -l)e ' ) 
i=j 
. Did + 
i=j 
Cancellation of terms in the sum gives 
DoDiHj g+i 
l|Dg+iDq'"'Dj||i < Die ^ Q.E.D. 
Rj^ in (2.28) can be rewritten in the form 
Rn = [I + (cn - 1)D]RA = RA + (cn - l)DRA (2 
where 
I = the (M+l)Kx(M+l)K identity matrix 
D = the (M+l)Kx(M+l)K diagonal matrix 
— diag(i^0,.a.,0|l/0,a.»^0|***|l/0,>../0) 
and 
M ( j ) 
Rn = S + [ei + 8n ®jK+l]^n' 
]=l 
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Now, 
rA  
aA  
n 
C'AA 
+ h n 
So 
S 
S 
( 2 . 3 2 )  
B 
(1) 
n 
0 faj:" e'hn=r' 
Rn - Un + h^Un 
where Un and uA are the obvious choices, 
Also, 
( 2 . 3 3 )  
m 
Cn - 1 = 
i=i ' 
"1=1 ' 
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thus, 
°n ~ 1 ° ^n°n( .Z! (^n) Pn,kn®n ) (2.34) j=l " 
Using (2.33) and (2.34) in (2.31) gives 
Rn = % + hn(uA + cn(j^(hn) )DRA) 
So 
Rn = Un + hnVn (2.35) 
where 
'n = "A + '""A 
and as a result, using (2.35) with Lemma 2.4 gives 
RnRn-l'"Rj = UnOn-l'-'Uj 
(2.36) 
n 
+ J[uhi*n'''Oi+iViRi_i'''Rj i=j 
where Un'''Oi+i = I for i = n and Ri-i***Rj = I for i = j. 
The next lemma will show that the products UnUn-l'''Uj 
are uniformly bounded when the products ApAp-i'''Aj, (p = 
j,j+l,...,n), are uniformly bounded. 
Lemma 2.6 For a VSVFM, if the coefficients of the 
formulas in 3 are uniformly bounded and if the products 
AnAn-l*"Aq are uniformly bounded for all nO < q < n < N 
N 
and legitimate sequences {Fi}i=no+l fro™ 3, then the products 
UnUn-i***Uq are also uniformly bounded. 
Proof Un is given by (2.33) from which it follows 
that UnUn-i**'Ug is equal to 
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AnAn-1'*'Aq 
i=q q 
n-q+1 
l=q 
l=q 
where A].-i***Aq = I when i = q. Thus, 
ll"nDn-l"-"qlll 
< I laAaA-i'-Aql 11 + 
n-q+1 
+ 1 .E i i s "'^»i^*Ai»i-r--A4iii 
3=1 i=q 
I I I n-q+1 
< I |AnAn-i---Aq| Il + M| |S | li 
(2.37) 
Ail 111 |Ai-i---Aq| Il 
By hypothesis, the products ApAp_i***Aq are uniformly 
bounded for ng < p < q < N, so there exists a constant D > l 
such that I I AÎ_iAi_2* * *AqM 1 < D, (i = q,q+l,... ,n+l) . The 
requirement that D > 1 is made to take care of the case when 
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i = g, which results in Al-iAl-2'''Ag = I and I|I|li = 1. The 
coefficients of the formulas are uniformly bounded, so there 
exists a B > 0 such that | |aJ.| < B and by conditions (2.2) , 
f t  ( j )  
there exists a L > 0 such that |8n | < L. Therefore, from 
(2.37) it follows that 
l|OnOn-l'''Oqlll 
(2.38) 
<  D  +  M l +  L B D  f  §  I | s " " ^ | I l  
i=i i=q 
p p 
Now, I|S 111 < 1 for all p > 0, and in addition, S =0 for 
n n-i 
p > K, so T ||S 111 contains at most K nonzero terms, as 
i=q 
a result, (2.38) gives 
Il"nUn-l***"qlll < D + M + LBDMK = Di 
Thus, the products UnGn-l"''Ug are uniformly bounded since 
the bound Di is independent of the legitimate seguence of 
formulas which is used. Q.E.D. 
Lemma 2.7 For a VSVFM, if the coefficients of the 
formulas in 9 are uniformly bounded and if the products 
AnAn-i***Aq are uniformly bounded for all nO < g < n < N 
and legitimate seguences {Fi}i=no+l from 13, then there exists 
a h* < 1 such that for 0 < h < h*, the products Rn^n-l***®g 
are also uniformly bounded. 
Proof Let B > 0 be a uniform bound of the 
coefficients of the formulas in and let Di > 1 be a 
uniform bound of l|UnBn-l'''Uplll' (P = g,g+l,...,n), 
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guaranteed by Lemma 2.6. Lemma 2.1 guarantees the existence 
of constants h* < 1 and C > 0 such that if 0 < h < h* then 
I Op I < C, (p = g,g+l,...,n), where Cp is given by (2.25). 
Assume h satisfies 0 < h < h*. For Up defined in (2.32) 
and (2.33), 
IIUpMi < max l|B^])||i(hp)3"l (1 +f 
l<j<M i=l ^ 
< (1 + ML) max llBp^^lli (2.39) 
l<j<M 
where L = max By the form of bI^^ in (2.14), it 
l<j<M 
follows that llBp^^lli < B, so (2.39) gives 
I|Up||1 < B(1 + ML) (2.40) 
By (2.33), Rp — Up + hpUp f SO 
I |Rpl 11 < I jUplli + hp I |Up| Il < DI + B(1 + ML) (2.41) 
For Vp in (2.35), it follows that 
IIVplli < Ilu^l11 
+  I | D | 1 1 1 I R p l l l  
< B(1 + ML) + CMBL(DI + B(1 + ML)) = DQ 
From (2.35), Rp = Up + hpVp, and since |IUn^n-1'*'I 11 
< Di with Di > 1, and | jVp.j 11 < Dq / by Lemma 2.5, 
DoDiHg^n 
I|RnRn-l'''Rqlll < Dl® 
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n 
and since < (b-a), it follows that for all 
i=g 
no < 9 < n < N, 
Since D2 is independent of n, g and the sequence of formulas 
used, the products Rn®n-l'"^ q uniformly bounded. 
Q. E. D. 
With the use of the previous lemmas, the following 
theorem on stability can be proven guite easily. 
Theorem 2.3 For a VSVFM, if the coefficients of the 
formulas in 3 are uniformly bounded and if the products 
AnAn-l'''Ag are uniformly bounded for all ng < g < n < N 
N 
and legitimate seguences (Fi}i_no+i from 3, then the VSFVM is 
stable. 
Proof By Lemma 2.7 and Lemma 2.1, there exists a 
h* < 1 such that for h satisfying 0 < h < h*, constants 
D2 > 0 and C > 0 exist with | I Rn%-1 " ' ^g I li < D2 and 
|Cg| < c uniformly for all ng < g < n < N and legitimate 
seguence {Fi}i=no+l Using (2.29) gives 
I|BnRn-l'"'Rgl11 < Die 
DoDi(b-a) 
= D2 
(2.42) 
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(0) 
1=1 
< 0B(1 + MLX f |r^ %_il + ? f l4i'p-il) 
1=1 j=l 1=0 
Using this in (2.42) gives 
lYn - Ynl < CB(1 + ML)* 
(2.43) 
• S 
for no < n < N. 
Therefore, for every £ > 0, let J(e) = E/[CB(1 + ML)]. 
Then if 
it follows from (2.43) that max Jy^  - y^ l < £• Q.E.D. 
l<n<N 
Theorems 2.1, 2.2 and 2.3 together result in the 
following stability theorem which gives necessary and 
sufficient conditions for the stability of a VSVFM. 
Theorem 2.4 A VSVFM is stable if and only if the 
coefficients of the formulas in 9 are uniformly bounded and 
the products AnAn-l'''Ag are uniformly bounded for all ng < q 
<  n  <  N  a n d  l e g i t i m a t e  s e q u e n c e s  { F i } i = n o + l  f r o m  3 .  
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Proof Immediate from Theorems 2.1, 2.2 and 2.3. 
Q.E.D. 
Remark The advantage of these necessary and 
sufficient conditions over those in Definition 2.3 is that the 
stability of a VSVFM is entirely in terms of the coefficients 
of the formulas. Although, it should be noted that satisfying 
these conditions in general is no simple task. 
c. Consistency of the VSVFM 
Let yji be computed using the same formula that is used to-
find Yrx' but assume that all the information used is exact 
instead of using the computed approximations, i.e., 
& 
Yn - l/*n,kn-iy(Xn-i) i=l 
]=1 1=0' 
Let dn = y(Xn) " Yn/ which is the local truncation error at 
Xn« 
Definition 2.8 A VSVFM is consistent If for all 
functions f(x,y) satisfying conditions (2.2), 
• 
11m J] |dnl =0. 
h->0 n=no+l 
Remark It should be noted that d^  is just the 
difference operator Ln[y(Xn)'hn] from (2.5). 
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It Is well known that fixed-stepslze fixed-formula 
first derivative methods of order one are consistent. For 
VSVFMs, adding an additional condition that the coefficients 
of the formulas in 9 be uniformly bounded will be sufficient. 
Remark It should be noted that the fixed-stepsize 
fixed-formula first derivative methods automatically satisfy 
this additional condition. 
Theorem 2.5 If a VSVFM is order 1 and the 
coefficients of the formulas in  ^are uniformly bounded, then 
the VSVFM is consistent. 
Proof For E > 0, define 
Z(e) = max |y'(x*) -y'(x)| (2.45) 
where the maximum is over x*,x e [a,b] with |x* - x| < £. 
Then for any Tq such that x^ -g < Tq < since hntn,q = 
Xji - Xji-q, it follows that 
y'(fq) = y'(*n) Gn,qZ(hntn,q) (2.46) 
for some Gn,q satisfying |Gn,q| < 1. Furthermore, since 
y(Xn-q) = y(Xn) - hntn,qy'(Tq) 
for some fq satisfying Xn_q < ?q < Xji' (2.46) gives that 
y(%n-q) ~ y(%n) "" hntn,q[y'(%n) Gn,qZ(hntn,q)] (2.47) 
with |Gn,q| < l. Let d^  be given by 
dA = y(xn) - .f^ n,kn-iy(Xn_i) - hn -ly' (Xn_i) 
1=1 1=0' 
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Since (2,45) and (2.47) hold for ng < q < n < N, 
dn = y(Xn) 
- ^ Z^ ofn,kn-i(y(Xn) - l^ n^ n, iCY'(^ n) + Gn,iZ(hntn,i)]) 
- pr^ knY'fXn) 
(1) 
(%) + Gn,iZ(hntn,i)] 
= [1 - ^ -^^ n^ kn-iJy^ n^) 
Jn £p«(l) 
+ hn(.ZLtn,i*n,kn-i .Zi^ 'n,kn-i)y'(Xn) 
i—1 1—0 
+ io^ n^ kn-i^ n, i + |^ n,kn-i®n, i) Z (hn'^ n^, i) 
The VSVFM is assumed to be order 1, so by (2.8) it follows 
that 
I I 
n^ = ^ Z^ hntn,i*n,kn-iGn,iZ(hntn,i) 
(2.48) 
+ /frhnPn,kn-iGn,iZ(hntn,i) 
Let B > 0 be a uniform bound of the coefficients of the 
formulas in 3. Since h^  < hnt^,! < hntn,k , |Gn,il < 1, 
|Gn,il  ^^  and Z (hj^ tjj^  •]_) < Z (Kh) , (i = 1*2,...,kn), (2.48) 
gives 
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|dnl < hntn^ kn2KBZ(Kh) (2.49) 
Since dn = y(Xn) ~ Yn' (2.45) gives 
J kr 
so 
<in = <s; -
,  ^4-1 ^ n |dnl < |dnl + Z ^ Z BBi (2.50) 
]=2 i=0 
(M) 
Where = max {y''(x),y'••(x),...y (x)) over [a,b]. 
Since h •> 0, without loss of generality, assume h < 1, then 
(2.49) and (2.50) give 
|dnl < hntn,kn2KBZ(Kh) + hnhMKBBi (2.51) 
Now 
N N 
Y, hntn,kn ~ L (^n + ^n-1 + ••* + hn-kn+l) 
n=no+l n=no+l 
N 
< K( g hn) 
n=no+l 
< K(b - a) 
Thus (2.51) gives 
N 2 
Y |dnl < 2K (b - a)BZ(Kh) + h(b - a)MKBBi 
n=no+l 
and since Z(Kh) 4 0 as h -» 0, it follows that 
N 
lira Y |dnl = 0. Q.E.D. 
h-»0 n=nQ+l 
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D. Convergence of the VSVTH 
Intuitively, convergence of a VSVFM means that the 
calculated solution approaches the true solution as the 
partitions of [a,b] become finer. The following definition 
formalizes this concept. 
Definition 2.9 A VSVFM is convergent if for all 
functions f(x,y) satisfying conditions (2.2), the following 
holds: If y(x) denotes the solution to the IVP (1.3), then 
lim max |y(Xn) - ynl = 0 
no<n<N 
as h 4 0 and the starting errors tend to zero. 
The following theorem gives sufficient conditions on a 
VSVFM to guarantee convergence. It should be noted that these 
conditions do correspond to the classical ones. 
Theorem 2.6 If a VSVFM is consistent and stable then 
the it is convergent. 
Proof Let Y(x%^ ) be the lx(M +1)K column vector 
defined similar to in (2.15), except the entries are the 
exact values coming from the solution y(x) to the IVP (1.3). 
Now dn = y(Xn) ~ Yn so 
y(xn) - Yn = yn - Yn + ^ n 
Using (2.19) and (2.44) gives 
y(Xn) - Yn = Tn(Y(Xn-i) - Yn-l) _ 
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+ (Xn-ïn) 3 + d„ 
Since y (Xn) =" f (Xn'YfXn) ) and f(x,y) satisfies 
(j) 
conditions (2.2), there exist 6^  , (j = 1,2,...,M) such that 
(j-1) (j-i) 
f (Xn/y(Xn)) - f'' '(Xn,yn) 
(2.53) 
= (y(Xn) - Yn) 
Thus, using (2.53) in (2.52) gives 
y(Xn) - Yn = Tn(Y(Xn-l) " ^ n-l) 
+ X(Hn)^ pi^ kn®P'cy(='n) " ïn) + dn 
J=1 I 
Which reduces to 
(1 - ,ir(hn)^ piHn'n^ '"y<*n' " ^n' j=l I ' n (2.54) 
= Tn(Y(Xn_i) - Yn-i) + dn 
Since the method is stable, as a result of Theorem 2.4 and 
Lemma 2.1, there exists a h* > 0 such that if 0 < h < h*, 
defining c^  as in (2.25) is valid and there exists a C > 0 
such that |Cnl < C, (n = no+l,no+2,...,N). Thus, (2.54) 
can be rewritten as 
y(Xn) - Yn = CnTn(Y(Xn_i) - Y^ -i) + c^ dn (2".55) 
Now 
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*n = 8'Yn_i + Ynei + f (^ n/yn)OjK+1 
and 
Y(Xn) = S'Y(Xn-i) + y(Xn)@l + f (Xn)@jK+l 
j=l 
Thus, using (2.53) gives 
Y(Xn) - Yn = 8'(Y(Xn_i) - Y^ -i) 
M ( A )  
+ (y(Xn) - yn)[®l + .ï®n ®jK+l] 
3=1 
Replacing (y(Xn) - Yn) by (2.55) gives 
Y(Xn) - Yn = Rn(Y(Xn_i) - Yn-l) + 
where is defined as ih (2.28) and is given by 
M /j \ 
dn = OndnCei + ejx+l] (2.56) 
Therefore, 
Y(xn) - Yn = Rn(Y(Xn-i) - Y^ -i) + d^  
= Rn[Bn-l(Y(Xn-2) " Yn-2) + ^ n-l] n^ 
— Rn^ n—l(Y(Xn—2) ~ Y^ —2) Rn'^ n—1 *^ n 
(2.57) 
~ RnRn-l''"Rno+l(^ (*nQ) ~ YHQ) 
+ R^ Rn—1 ' * 'Rno+2^ no+l 
+ RnRn-l'''Rq*g-l + "' + Rn*n-1 + ^ n 
Since the method is stable, Theorem 2.4 and Lemma 2.7 give 
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that the products RnRn-l'""*]' (j = no+l,no+2,...,n), are 
uniformly bounded so there exists a D2 > 1 such that 
l|Rn*n-l'''Rjlll < ^ 2' (j = no+l,no+2,...,n), and since 
|y(Xn) - Ynl < I|Y(Xn) - Y^ l li; (2.57) leads to 
ly(Xn) - Ynl < D2l|Y(Xno) - YnoHl 
N (2.58) 
+ DZ, t lldilll 
i=rio+l 
Now 
M <4 ) 
lldilll < |oidi|(||ei + ejK+iI 11) < C(1 + ML)|di| 
Using this in (2.58) gives 
ly(Xn) - Ynl < DgllYfXno) -
N (2.59) 
+ D2C(1 + ML) £ |di| 
i=no+l 
since the starting errors tend to zero, | |Y(XnQ) - Y^ qI 11 -> 0 
N 
as h 4 0, and since the method is consistent, V jd^ l -> 0 
i=no+l 
as h -» 0. Therefore, since (2.59) holds for all n such that 
no < n < N, it is immediate that 
max |y(Xn) - Ynl "» 0 
no<n<N 
as h 0 and the starting errors tend to zero. Hence, the 
VSVFM is convergent. Q.E.D. 
The discussion will now show that the conditions of 
Theorem 2.6, in addition to being sufficient, are in fact 
necessary for a VSVFM to be convergent. 
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Lemma 2.8 A convergent VSVFM must be at least order 
zero. 
Proof Consider any formula from 9. since only one 
formula is going to be considered, for simplicity, the extra 
subscripts in (2.1) will be suppressed. Also, since this 
k-step formula will only be used to find yjç, it follows that 
k 
Yk = X«<k-iyk-i 
i=l 
(2.60) 
j=l 1=0' 
Consider the IVP y'(x) = 0 and y(0) = 1. When the formula is 
applied to this problem, (2.60) gives 
k 
Yk = Xo^ k-iYk-i (2.61) 
Suppose the value yg = 1 is given exactly and the values y^ , 
y2'**''yk-l are found by the VSVFM. For fixed j, Xj 4 0 as 
h -» 0, so it follows that if the VSVFM is to be convergent, 
then for 0<j <k, yj -+ y(0) = 1 as h 4 0. Therefore, 
(2.61) gives 
k k 
1 = lim yx  =  y y x - i )  =  T «Xk-i 
h-»0 1%. h-»0 i% 
k 
Thus, CQ = 1 - X^^ °<k-i ~ ® and the formula must be at least 
order 0. Since this is true for all k-step formulas, (k = 
1,2,...,K), the VSVFM must be at least order 0. Q.E.D. 
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Lemma 2.9 If a VSVFM is convergent, then all 1-step 
formulas in 3 are at least order 1. 
Proof Consider any 1-step formula from 3. Since 
only one formula will be used, the extra subscripts will be 
suppressed. Lemma 2.8 shows that a 1-step formula is at least 
order 0, so Consider the IVP y'(x) = 1 and y(0) = o 
on [0,1]. When applied to this problem, the 1-step formula 
gives 
Yn = Yn-l + hn(fo + fl) for 0 < n < N 
Then for any partition P of [a,b], and if YQ = 0, it follows 
that 
yi = Yo + hi(^ o + /^ l) = + Pi) 
72 ® yi + ^ 2(^0  + f ^ l )  = (^ 2 + J^ l) (Po  + P i )  
N 
YN = (  X  i^) ( f ^O + fl) = fo +fl 
i—1 
Since y(x) = x is the solution to the IVP, it follows that 
lira yjj = y(l) = 1 must hold, but 1 = lim y^ = lim (Ôq + Pi) 
h40 h-»0 h-40 ' ' 
= (fo + ^ l) so Po + Pi = 1. By (2.8), it follows that C^  = 
1 - (^ 0 + Pi) =0* Thus, with Lemma 2.8, all 1-step formulas 
in 3 must be at least order 1. Q.E.D. 
Lemma 2.10 If a VSVFM is convergent, then it must be 
at least order 1. 
Proof Consider the IVP y'(x) = i and y(0) = 0 on 
[0,1]. The proof is by induction. By Lemma 2.9, all 1-step 
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formulas in 3 are at least order 1. Suppose all j-step 
formulas in ^  , (j = l,2,...,k-l), are at least order 1. 
Thus, a j-step formula from 9-, 1 < j < k, is exact on this 
IVP, if the backpoint information it uses is exact. Suppose 
Fjc is a k-step formula from 5. Use Fjç to find yjç and any 
formulas from  ^to find yi/y2/•••/Yk-l/ 
respectively. Clearly, Fi,F2,...,F%_i are at most (k-l)-step 
formulas, so it follows that yi/y2r•••/Yk-l are exact. Thus, 
after suppressing extra subscripts, it follows that 
k k 
Yk = :^^ k-i(Xk-i + Yo) + hk.I^ Pk-i 
Using Xk_i = x^  - h^ tk^ i gives 
k k 
Yk = %*fk-i(Xk - i + yo) + hk X Pk-i 
i^  i=0 
( 2 . 6 2 )  
Ic Ic 3c 
= (Xk + yo)(.£'*k-i) - l^ k(.£°'k-itk,i - .£ Pk-i) 
i^  i=l 1=0 
Using the definitions of CQ and from (2.8) and the fact 
that Lemma 2.8 guarantees a k-step formula from 3 must be at 
least order 0, (2.62) gives 
Yk = (Xk + Yo) - hkCi 
Let Xn be such that NXjj = 1. Integrate the problem by 
repeating the sequence {Fi,F2,...,F%} of formulas N times, 
i.e., use formula Fg to find Yq/Yk+q/•••/Y(N-i)k+q' (9 =1,2, 
...,k). Each time the sequence of formulas is repeated, it is 
like starting over with the new initial value, i.e., 
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Ynk = (Xk + y (n-l)k) " ^k^ i 
In particular, for n =» N, 
YNk - (*k + y(N-l)k) " hkCi 
= Xk + C(*k + y(N-2)k) - hkCi] - h^Ci 
= 2X]ç + y(N-2)k - 2hjçCi 
= Nxjç + Yo - Nh%Ci 
Using NX]^  = 1 and the fact that YQ = 0 gives 
YNk = 1 - Nh%Ci 
For the VSVFM to be convergent, it is necessary that lim yjj]^  = 
h-»0 
y(l) = 1. Therefore, it is necessary for lira Nh^ Ci to be 
h-»0 
zero, but since Nhj^  = h^ /X]^  is a nonzero constant, this is 
only possible if = 0. Hence, CQ = = 0 for all k-step 
formulas in 5 » 1 < k < K, giving the VSVFM must be at least 
order 1. Q.E.D. 
Theorem 2.7 If a VSVFM is convergent, then the 
coefficients of the formulas in 3 are uniformly bounded. 
Proof Consider the IVP y'(x) = 0 and y(0) = 0 to be 
solved on [0,1] and let k be a fixed integer such that 1 < k 
< K. Suppose the set of k-step formulas in 3 do not have 
uniformly bounded coefficients. Then there exists a sequence 
{Fq}q_i of k-step formulas in 5 such that for any q > 1, 
there is at least one coefficient of Fg of magnitude greater 
q 
than 2 . 
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For each q > 1, define a partition Pg of [0,1], denoted 
by 0 = Xq,o < Xq,l < < Xq,Nq= 1/ as follows: 
(1) the spacing of the grid points Xq^ q,Xq^ i,...,Xq,jc is 
appropriate for the use of formula Fg to find the 
approximation yg,k to y(Xq^ j^ ), 
(2) the maximum of the stepsizes hq^ i = Xq^i - Xq,i-i, (i = 
1,2,...,k) is l/(kg), and 
(3) the remaining stepsizes hq^ i, i > k, are less than or 
egual to 1/(kg). 
h = l/(kq) for the partition Pg, therefore, as q •>«», h -• o, 
and as a result, since k is fixed, Xg^ % -+ Xg^ g = 0. So if the 
VSVFM is to be convergent, it follows that as q 4oo, Yg^ k must 
approach y(Q) = 0, independent of the formulas which are used 
to integrate on the partitions Pg. Therefore, if Fg is used 
to find yg,kf it is necessary that yg^ % 4 0 as g -^ oo, provided 
the starting errors tend to zero. 
The only formulas of concern are the Fg's, so with 
straightforward changes in notation, formula Fg which is 
applied to partition Pg to find yg^ % can be given by 
yg,k = .I!®<q,k-iyq,k-i + (hq,k)\E Pq^ k-iYq^ k-i 
1=1 i=i 1=0' 
where yq]k-i is the approximation to y^ *^(Xg^ k_i), (i = 1,2, 
...,k, ] = 1,2,...,mg)« 
The solution to the IVP is y(x) =0, so the values yg,i 
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(i. ]c~l) and yg^ i (i ™ j ~ iRg) 
are the actual starting errors that Fg will be using. In the 
following, if more than one coefficient of Fg tie for having 
the largest magnitude, arbitrarily designate one of them as 
having the largest magnitude. 
if ^ 'q^ i is the coefficient of Fg 
with the largest magnitude 
otherwise 
< Bg, let 
if Pq,i is the coefficient of Fg 
with the largest magnitude 
otherwise 
1, there is only one nonzero 
starting error, and since h = l/(kq) and A is constant, it 
follows that the starting errors go to zero as q -t <». 
If one of the ot's of Fg has the largest magnitude, then 
for some i, 1 < i < k, 
<Xq,k-i 
~ gq ' 
and since |oiq,k"il > 2*^ , it follows that |yg^ %| > 1. Now if 
one of the |3's of Fg has the largest magnitude, then for some 
For 1 < i < k , let 
yg,i 
2' 
0 
For 0 < i < k and 1 < j 
yq/i 
Clearly, for each q > 
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i, 0 < i < k, and some j, 1 < j < mg, 
(hq,k) A ^ q,k-i (hg,kA)^ Pq^ k-i 
° ' h329 ' 
and since l^ q^ k-il  ^ and > h, it follows that 
|yq,kl > 1" Therefore, for all q > 1, |yg^ %| >1, and so as 
q -> oo, Yg k does not go to zero. This contradicts the method 
being convergent, thus the coefficients of the k-step formulas 
in 3^  must be uniformly bounded. 
Lastly, since this holds for all k such that 1 < k < K, 
the coefficients of the formulas in 3 are uniformly bounded. 
Q. E. D. 
Theorem 2.8 If a VSVFM is convergent then the 
products AnAn-l'''Am are uniformly bounded for all ng < m < n 
< N and all legitimate sequences {Fi)i-n +i from 5-. 
0 
Proof Suppose the products are not uniformly bounded. 
Then for every integer q > 0, there exists a product 
Aq,ngAq,ng-l*••Aq,K which is not bounded by q, where 
Aq,nqAq,ng-l*••Aq,K is associated with a legitimate sequence 
{Fq,i}i=K from 3. 
Consider the IVP y'(x) = 0 and y(0) = 0 on [0,1]. For 
each q > 0, let Pg be a partition of [0,1], denoted by 
0 = Xg,o < Xg,i < ••• < Xq,Ng ~ 1' such that the largest 
stepsize is at most 1/q and such that yq,K^ yq,K+lr•••/Yq,nq 
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can be found by using formulas Fq^ K,Fq^ K+l'•••'Fg,nqf 
nq 
respectively. This implies nq < Nq and that {Fq,i}i-K 
might only be a subsequence of the formulas used to integrate 
the problem on Pq. Now it follows that 
yq,n = Aq,nqAq,nq-l'''Aq,Kyq,K-l (2.63) 
where 
yq,m = (yq,m,yq,m-l,''',yq,m-K+l)t K-1 < m < nq 
In the following, if more than one element of 
Aq,nqAg,nq-l**"Aq/K tie for having largest magnitude, 
arbitrarily designate one of them as having the largest 
magnitude. For 0 < i < K - 1, let 
yg,i = 
if the ith column of Aq^ nqAq,nq-l'''Aq,K 
 ^ contains the element of largest magnitude 
otherwise 
Clearly, for each i, 0<i<K-l, yq,i 0 as q -» «», 
so the starting errors are going to zero as q Then, 
since Aq,nqAq,nq-l'''Aq,K is not bounded by q, it follows 
from (2.63) that for all q > 0, |lYq^ nlloo ^  which gives 
max |y(Xq n) - yq,nl = max |yq > ||yq,nlL* > 1 
K<n<Nq  ^  ^ K<n<Nq 
for all q > 0. But, since q -> oo implies h 0, this 
contradicts the method being convergent. 
Therefore, the products AnAn-l-''Am must be uniformly 
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bounded for ng < m < n < N and all legitimate sequences 
N at 
{Fi>i=no+l Q.E.D. 
Combining these results on convergence together with 
those on stability and consistency yield the following 
theorem. 
Theorem 2.9 A VSVFM is convergent if and only if it 
is stable and consistent. 
Proof Immediate from the following, 
(order ll fconsistent! f ?=> 1 f ~> {convergent} stable J (2) stable ) (3) 
where (1) is shown by Lemma 2.10 and Theorems 2.7 and 2.8 
(2) is shown by Theorem 2.5 
(3) is shown by Theorem 2.6. Q.E.D. 
Remark Theorem 2.9 can restated in the equivalent 
form: A VSVFM is convergent if and only if it is stable and at 
least order 1. In this form the theorem is more usable since 
the necessary and sufficient conditions are completely in 
terms of the coefficients of the formulas in 3. 
E. Reduction of the VSVFM to the FSFFM[k,m] 
In this section, it will be shown that if a VSVFM is 
restricted to the use of a single fixed-stepsize k-step 
mth-derivative formula (FSF[k,m]), then the stability of the 
VSVFM reduces to the condition of stability for a FSFFM[k,m]. 
Remark It is assumed that the stability of a 
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FSFFM[k,m] is defined as in Definition 1.5. 
It will be useful to introduce some notation which will 
be used here as well as in the next chapter. Let A be an nxn 
matrix and J its Jordan Normal Form. Then there exists a 
nonsingular matrix Q such that J = Q"^ AQ where 
Jl 0 
0 J2 
0 
(2.64) 
and each is an n^ xn^  matrix of the form 
1 0 
0 1 
0 
0 
1 
0 hi 
with 
i 
n^  = n, and the distinct eigenvalues of 
A. Now (2.64) gives 
m 
J 2 0 0 
for m > 0 (2.65) 
and if J™ = (dj% (i)), 1 < j/k < n^ , then 
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dj? (i) =< 
0 k < j 
(k-j)j < k < min(ni,m + j} (2.66) 
0  n i + j < k < n i  
For a more detailed description, see Varga (1962, pp. 13-14). 
Theorem 2.10 If A is an nxn matrix, then the matrices 
A™ are uniformly bounded for all m > 0 if and only if the 
eigenvalues of A are modulus less than or equal to one and 
those of modulus one are simple. 
Proof Let )i2' • • • /Xq be the distinct eigenvalues 
of A and J its Jordan Form, since J = Q-^ AQ, = Q~^ a"^ q, and 
thus, it follows that 
11^ 111 m , m 
< lia 111 < IIQ i|lil|J I 111 101 11 
I I Q - l | l i l l a l l i  
Therefore, the matrices A™ are uniformly bounded for m > 0 if 
and only if the matrices j"* are uniformly bounded for m > 0. 
Now, 
IIJ II1 = max{I|Jil11,IIJ2I11,...I|Jq|11} 
so it suffices to show that the matrices J™, (i = l,2,...,q), 
are uniformly bounded for all m > 0 if and only if the 
eigenvalues of A are modulus less than or equal to one and 
those of modulus one are simple. 
Suppose the matrices J™ are uniformly bounded by B > 0. 
Then (2.66) gives |)ki| < ll^ illi < B for all m > 0 , which 
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implies that |Xj[| < 1. Suppose that is an eigenvalue of 
modulus 1 which is not simple. Then is an n^ xn^  matrix 
with ni > 1. By (2.66), dig^ fi) = ™^ i ^  so |di2^ (i)l = m and 
hence, Id^ ™^  (i) | -> «o as m -» «» , contradicting the uniform 
in 
boundedness of Ji. Thus, the eigenvalues of A must be modulus 
less than or equal to one, and those of modulus one are 
simple. 
Suppose the eigenvalues of A are modulus less than or 
equal to one and those of modulus one are simple. If |Xi| = 
1, then Ji is a 1x1 matrix whose element is always bounded by 
1. By (2.66), 
djk'(i) = for m > ni 
otherwise 
Therefore, if |Xi| < 1, it follows that J™ -> 0 as m 4 00, and 
thus the matrices J™ are uniformly bounded for m > 0. Q.E.D. 
With Theorem 2.10, the following result is now simple to 
show. 
Theorem 2.11 The stability of a VSVFM reduces to the 
stability of a FSFFM[k,m] when 3 is restricted to only one 
FSF[k,m].. 
Proof Since only one formula is being used, the 
uniform boundedness of the coefficients is immediate, and 
uniform boundedness of the products AnAn-i''"Aj reduces to the 
65 
matrices (a')™ being uniformly bounded for m > 0, where A* is 
the matrix associated with pCJ) and given by (2.14). Since A" 
is the companion matrix for the polynomial p{%), it follows 
immediately from Theorem 2.10 that />(t) must satisfy the root 
condition, which is the condition of stability for the 
FSFFM[k,m]. Q.E.D. 
Theorem 2.11, together with Theorem 2.9, gives the 
following extension of Theorem 1.1 to m^ -^derivative methods. 
Theorem 2.12 A FSFFM[k,m] is convergent if and only 
if it is consistent and stable. 
Proof Immediate from Theorem 2.11 and Theorem 2.9. 
Q • £! • D • 
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III. CONVERGENT VSVFMS 
In the previous chapter, necessary and sufficient 
conditions were obtained for a VSVPM, as,defined in Definition 
2.3, to be convergent. The present discussion will now focus 
on showing that certain VSVFMs are convergent, but first, some 
comments and results which will be useful. 
For a FSFFM[k], stability is ensured if the polynomial 
associated with the method satisfies the root condition. 
Even if a VSVFM consists of formulas which have uniformly 
bounded coefficients, adding the condition that all the 
formulas in S have their associated -polynomials satisfy 
the root condition, or even the strong-root condition, is not 
enough to ensure stability of the method. As an example, 
consider the 3-step formulas F^  and F2 which have associated 
polynomials = (1 - l)(t - 1/2)2 = + 5/41 - 1/4 
and = (f - 1)(? + 1/2)^  = - 3/4Î - 1/4, respectively. 
and clearly satisfy the strong-root condition. 
The associated matrices Ai and A2 are given by 
2 -5/4 1/4 0 3/4 1/4 
1 0 0 and A2 = 1 0 0 
0 1 0 0 1 0 
and thus. 
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-5/4 7/4 1/2 
AÎA2 = 0 3/4 1/4 
1 0 0 
A{A2 has eigenvalues 1 and -3/4 ± ^ / 2 / 2 ,  thus, by Theorem 2.10 
it follows that the products (AiA2)^  are not uniformly 
bounded, and hence, the sequence of formulas Fi,F2/^ l'^ 2'••• 
is unstable. 
Remark Even though this example shows that having the 
-^polynomials satisfy the root condition is not sufficient for 
stability, there are some cases where stability is guaranteed. 
The following lemmas will be useful in showing that a 
VSVFM is stable. 
Lemma 3.1 The products AnAn-l'''Aj associated with 
N 
legitimate sequences {Fi}i=no+l from 3 are uniformly bounded 
if there exists an invertible matrix H such that for any 
formula F from 3 , |IH^ a^'hIli < 1, where A* is determined by 
F and given by (2.14). 
Proof 
N 
IIAAAA-I-'-AJI11 = I|H(7rH-lAiH)H-l||i 
i=j 
N 
<  I  | H |  1 1 1  | H - l | | i  T j "  I  I H - I A I H I  1 1  
i=j 
<  I | H | 1 1 1 | H - 1 | I l  
Q # E # D # 
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Lemma 3.2 If the spectral radius of an nxn matrix A 
is less than 1, then there exists an invertible matrix H such 
t h a t  I l i  <  1 .  
Proof Let J be the Jordan Form of A. Then there 
exists an invertible matrix Q such that J = Q"^ AQ, where J has 
the form given in (2.64). Let £ be the spectral radius of A, 
then IXil < e, (i = 1,2,...,q), where the X's are the g 
distinct eigenvalues of A. 
If the nixni Jordan block is such that n^  > 1, let 
Hi = diag(dx/d2/.../dnj^ ) where dj > o, (j =l,2,...,ni). Now, 
0 
0 
Letting d^  = 1 and choosing the remaining dj's such that 
dj+l/dj < (1 - E)/2, (j =l,2,...,ni-l), then ||HÎ^ JiHi||i < 
IXil + max d4+i/d4 < € + (1 - &)/2 = (1 + £)/2 < 1. 
l<j<ni-l 
If the n^ xni Jordan block is such that n^  = 1, let be 
the ixl matrix [1]. Then l|HÏ^ JiHi||i = ||Jilli = |Xil < 1. 
Therefore, if H = Qdiag(Hi,H2,...,Hg), then 
||H"1ah||i = max ||HÎ^ JiHi||i < 1. Q.E.D. 
i<i<q 
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Lemma 3.3 If the polynomial (^-f) associated with 
formula F satisfies the strong-root condition, then there 
exists an invertible matrix H such that (IH'^A'HI|I = 1, where 
A' given by (2.14). 
Proof Suppose that F is a k-step formula and let 
Qi = 
0 
£ 
0 
E 
(3.1) 
Where & > 0. Then, 
QÏ^  = 
Since ^ (f) has a root of 1, it follows that 
1 £X 
QÏ^A'QI = 
M 
(3.2) 
where 
K-j 
X =  ( X 2 , X 3 , . . . Xk) with x j  =  ^ai, (j =2,3,...,K) 
i=0 
and (3.3) 
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M 
X2 
1 
0 
X3 
0 
-XR 
0 
Since ytf(f) satisfies the strong-root condition, the spectral 
radius of H is less than l so by Lemma 3.2, there exists an 
invertible matrix Qg such that ||Q2^ MQ2lli < 1. Thus, if 
H = Qidiag(l,Q2), (3.4) 
it follows that 
h"^ A'H = 
€XQ2 
LO Q2^ MQ2 
(3.5) 
.-1. 
and thus, I |H-1a'h| Il < max{l, eilXQglli + I |Q2"^ MQ2 I 11) 
If IIXQ2I11 = 0, then let £ = l, otherwise, let £ = 
(1 - ||Q2^ MQ2lli)/lIXQ2I11- It then follows that ||H-1A'H||I 
— 1. Q # E. D. 
Remark In the previous theorem, it should be noted 
that since ^ (f) satisfies the strong-root condition, 
I|H"^ A'H|Il cannot be made any smaller than 1, for any choice 
of H. 
Before showing any particular VSVFMs are convergent, 
it will be convenient to replace condition (4) of Definition 
2.3 with a more restrictive condition. This condition will be 
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referred to as condition (4*) and is given by 
(4*) There exists fixed constants S and A (0 < f < 1 < A) 
depending on S such that if a k^ -step formula from 
3- can be used to find y^ , where %% > 1, it then 
follows that 
S < hi/hi_i < A, (i = n-kn+2,n-kn+3,...,n). 
Remark Condition (4'), as with condition (4) of 
Definition 2.3, does not restrict the partitions of [a,b] 
which can be considered. But, condition (4') does further 
restrict which VSF[kn,mn] can be in S. 
The following lemma will be useful in showing the 
coefficients of the formulas in 3 are uniformly bounded for 
various VSVFMs. 
Lemma 3.4 Condition (4') is equivalent to the 
existence of fixed constants f and A' (0 < f < 1 < A') 
depending on 3 such that if a k^ -step formula from SF can be 
used to find y^ , where k^  > 1, it then follows that 
S' i hi/hn < A'/ (i = n-kn+l,n-kn+2,...,n). 
Proof Suppose J < hi/hi_i < A/ (i = n-kn+2,n-k^ +S, 
...,n). Using the fact that 
hi/hn = (hi/hi+i)(hi+i/hi+g)'*'(hn-l/hn) 
gives 
(1/A)^  < (1/û)""^  < hi/hn < (1/f < (1/4 )K 
Thus, if = (1/A)^  and A' = (1/f)^ , it follows that 
?; 
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V < hi/hn < A', (i = n-kn+l,n-kn+2,...,n). 
Suppose < hi/hn < A', (i = n-kn+l,n-kn+2,...,n). 
Using the fact that hi/hi_i = (hi/h^ )(hn/hi_i) gives 
< hi/hi-i < A'/f 
Thus, if J = <f'/A' and A = A'/^ 'z it follows that 
S < hi/hi_i < A, (i = n-kn+2,n-kn+3,...,n). Q.E.D. 
Remark As a result of Lemma 3.4, it follows that 
condition (4') implies condition (4). 
Now for the formal definitions of the VSVFMs which will 
be considered. 
Definition 3.1 An Adams-Bashforth VSFTkl fAB-VSFFkll 
has the form 
X 
Yn = Yn-l + hn^ Ç^ pn,k-if (^ n^-i/Yn-i) (3.6) 
where the coefficients are determined to make the formula 
order k. An Adams-Bashforth VSVFM fAB-VSVFM) consists of 
the AB-VSF[k]s for 1 < k < K. 
Definition 3.2 An Adams-Moulton VSFTkl fAM-VSFFkl) 
has the form 
k 
Yn ~ Yn-l n^.Zi Pn,k-i^ (^ n-i'yn-i) (3.7) 
1=0' 
where the coefficients are determined to make the formula 
order k + 1. An Adams-Moulton VSVFM fAM-VSVFM) consists of 
the AM-VSF[k]s for 1 < k < K. 
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Definition 3.3 A Backward-Differentiation VSFrkI 
fBD-VSPrkl) has the form 
k 
Yn = .Z^ n^ k-iYn-i + hnPn,kf (Xn/^ n) (3.8) 
i=l » 
where the coefficients are determined to make the formula 
order k. A Backward-Differentiation VSVFM fBD-VSVFM) 
consists of the BD-VSF[k]s for 1 < k < K. 
Definition 3.4 A Second-Derivative VSFTkl f2D-VSFrkl) 
has the form 
k 
Yn = .I°<n,k-iyn-i + hnpn,kf (^ n/Yn) 
(3.9) 
+ (hn)^ %n,k^  (Xn'Yn) 
where the coefficients are determined to make the formula 
order k + 1. A Second-Derivative VSVFM f2D-VSVFM) 
consists of the 2D-VSF[k]s for 1 < k < K. 
A. Convergence of AB-VSVFMs and AM-VSVFMs 
Definition 3.5 A VSVFM is said to be a ^ -constant 
VSVFM if there exists an integer kg > 0 such that the 
associated ^ -polynomials of all formulas in S which are 
allowed to be used to find y^ ; (kq < n < N), have identical 
nonzero roots, including multiplicities. 
Remark If two formulas from a VSVFM have />-
polynomials with identical nonzero roots, then the two 
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formulas have the identical matrix A* which is given by 
(2.14). 
Theorem 3.1 Assume a y»-constant VSVFM satisfies the 
following. 
(1) The VSVFM is at least order 1. 
(2) The ^ -polynomials associated with the formulas in 9 
satisfy the strict-root condition. 
(3) The coefficients of the formulas in S- are uniformly 
bounded. 
Then the VSVFM is convergent. 
Proof Hypothesis (3) gives that the products 
I I I 
Ako^ kQ-l"''*]' ("0 < ] < ko)' are uniformly bounded. Also, 
the previous remark together with hypothesis (2) and Theorem 
I I I 
2.10 gives that the products A^ An-l' "Aj, (kg < j < n < N), 
I I I 
are uniformly bounded. Thus, the products AnAn-i'**Aj, (ng < 
j < n < N), associated with legitimate sequences {Fi}Y=no+l 
from 3- are uniformly bounded. Using this result together 
with hypotheses (l) and (2), Theorems 2.4 and 2.5 give that 
the VSVFM is stable and consistent, and thus. Theorem 2.9 
implies that the VSVFM is convergent. Q.E.D. 
Theorem 3.2 The coefficients of the formulas in 
the AB-VSVFM are uniformly bounded if the AB-VSVFM satisfies 
condition (4*). 
Proof Consider a AB-VSF[k] (3.6). The coefficients 
of the AB-VSF[1] are constant and independent of any stepsize 
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changes. Now, for the AB-VSF[k] where k > 1. If the 
AB-VSF[k] is to be order k, it follows that the coefficients 
Pn,if (i = o,l,...,k-l), must satisfy the following 
equations: 
k 
1 - = 0 
- X,^ n,lpn,k-1 = ° 
1=1 
1/kl - l/(k-l)!^ g^ (tn,i)^ ''^ n^,k-i = 0 
Multiplying the equation by (j-1)1 gives 
k 
.Z!Pn,k-i - 1 
1=1 
k 
jL^ tn,ipn,k-i = V2 
X (tn,i) Pn,k-i = 1/% 
1=1 
This system can be written in the form 
BZ = C 
where 
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B = 
-n;l 
1 
tn,2 
(tn,l) (tn,2) 
1 
tn,3 
(tn,3) 
1 
tn,k 
(tn,k) 
(tn,2)*"^  (tn,k) 
k-1 
and 
2 - (/^ n,k-l'^ n,k-2'• • •'^ n,o)^  
C = (1,1/2,1/3,...,l/k)t 
The determinant of matrix B is a Vandermonde determinant and 
therefore. 
For details, see Isaacson and Keller (1966,p.188). Since the 
AB-VSVFM satisfies condition (4'), Lemma 3.4 ensures the 
existence of constants and a' such that 0 < f < hi/h^  < A' 
(i = n-k+i,n-k+2,...,n). Now for j < i, 
tn,i - tn,i = [(Xn " ^ n-j) " (^ n " Xn-i)]/hn 
= (Xn_i - Xn_j)/hji 
t hn-i/hn 
> <f' 
Thus, for j < i, tn^ i - is uniformly bounded away from 0, 
and as a result, det(B) is uniformly bounded away from zero. 
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n 
Also, 1 < tn,4 = T hi/hn < K (j = 1,2,so the 
i=n2k+l 
entries of B are uniformly bounded. 
Since det(B) / 0, 2 = B"^C. Now, the elements of B are 
bounded and det(B) is bounded away from 0, so the elements of 
B""^  = (Adjoint of B)/det(B) are also uniformly bounded. This, 
together with the elements of c being bounded, give that the 
entries of z are uniformly bounded. Hence, the coefficients 
of the formulas in the AB-VSVFM are uniformly bounded, 
Q # E. D. 
Theorem 3.3 The coefficients of the formulas in 
the AM-VSVFM are uniformly bounded if the AM-VSVFM satisfies 
condition (4"). 
Proof The proof is similar to that of Theorem 3.2. 
Theorem 3.4 If the AB-VSVFM satisfies condition (4'), 
then it is convergent. 
Proof The AB-VSVFM is a ^ -constant VSVFM and the 
associated ^ -polynomials satisfy the strong-root condition. 
Thus, Theorems 3.2 together with Theorem 3.1 gives the 
desired result. Q.E.D. 
Theorem 3.5 If the AM-VSVFM satisfies condition (4'), 
then it is convergent. 
Proof The proof is similar to that of Theorem 3.4. 
Remark If the AB-VSVFM and the AM-VSVFM satisfy 
condition (4'), convergence is guaranteed independent of the 
choice of <f and A(0<<f<l<A). With the BD-VSVFM and the 
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2D-VSVFM, it will not turn out to be that simple. 
B. Convergence of a BD-V8VFM and a 2D-VSVFH 
Theorem 3.6 The coefficients of the formulas in 
the BD-VSVFM are uniformly bounded if the BD-VSVFM satisfies 
condition (4'). 
Proof Consider a BD-VSF[k] (3.8). The coefficients 
of the BD-VSFtl] are constant and independent of any stepsize 
changes. Now, for the BD-VSF[k] where k > 1. If the 
BD-VSF[k] is to be order k, it follows that the coefficients 
<*n,i' (i = 0,1,2,... ,k-l) and ^ n,k ^ s^t satisfy the following 
equations; 
Without loss of generality, assume ^ n,k ^  0. Multiply the jth 
equation by jl/j3n,k' = 1/2,... ,k+l) , then the system can be 
written in the form 
k 
.1 tn,i%n,k-i - Pn,k = 0 
1=1 
(3.10) 
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V^ n,k ~ - 0 (3.11) 
and 
where 
BZ = C 
B = 
tn,l 
(tn,l) 
cn,2 
(tn,2) 
(tn,l) (tn,2) 
n^,3 
(tn,3) 
(tn,3) 
tn,k 
(tn,k) 
(tn,k) 
(tn,l) (tn,2) (tn,3) (tn,k) 
 ^~ (*n,k-l/Pn,k'<Xn,k-2/^ n,k' ••• f<*n,o/pn,k)^  
and 
C — (lf0,,««,0) 
The determinant of matrix B is just a multiple of a 
Vandermonde determinant and 
det(B) = (tn,itn,2'''tn,k) X f^ n,i " 
Using an argument similar to that in the proof of Theorem 3.2, 
it follows that Z = B~^ C and the elements of Z are uniformly 
bounded. That is, <Vn,k-l^ n^,k,*n,k-2/Pn,k,''',*n,o/fn,k are 
uniformly bounded. Thus, by equation (3.11) it follows that 
l/^ n,k is bounded, which in turn implies that <%n,k-l'*h,k-2/ 
...,Oln,o are uniformly bounded. Lastly, the first equation of 
(3.10) gives that j3n,k uniformly bounded. Q.E.D. 
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Theorem 3.7 The coefficients of the formulas in 
the 2D-VSVFM are uniformly bounded if the 2D-VSVFM satisfies 
condition (4'). 
Proof The proof is similar to that of Theorem 3.6. 
The stability of a VSVFM which is not a /-constant VSVFM 
is in general not a simple task to show. The following 
theorem will be helpful in showing that the BD-VSVFM and the 
2D-VSVFM are stable under the appropriate conditions. 
Definition 3.6 For n > k > 1, define H^ Ck) by 
Hn(k) = (hn/hn_i,hn-i/hn_2,...,hn-k+2/hn-k+l)' 
^ {g\ 
Assume the VSVFM is such that *5 = \J '3r where the 
9=1 
formulas in *3 are k(q)-step m(q)-derivative formulas all 
of which have their coefficients determined in the same manner 
regardless of the changes in stepsize. That is, the formulas 
(q) 
in S can be written in the form 
(q) k(q) 
F : Yn = i(q)yn-i 
mi,q) j %) (j) (j-i) 
+ T (hn) 1 PA,i(q)f (Xn-i/Yn-i) ]=1 i=0 ' 
where the coefficients <=<n,i(q) (i = l,2,...,k(q)) and ^ n^ i(9) 
(i = 0,1,...,k(q), j = 1,2,...m(q)) are functions of Hn(k(q)) 
if k(q) >1 and constant if k(q) = 1. Let Mg denote the 
(q) 
matrix M associated with F as defined in (3.3), (q = 
1,2,...,A). 
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Remark The formulas in the BD-VSVFM and the formulas 
in the 2D-VSVFM satisfy these properties. 
For this class of VSVFMs, the following stability result 
can be stated. 
Theorem 3.8 Let the VSVFM satisfy the following 
conditions. 
(1) It is order p > 0. 
(2) The coefficients ®<n,i(<3) and of F^ ^^ , for 
k(q) > 1, are continuous functions of Hn(k(q)) in a 
neighborhood of Hn(k(g)) = (1,1,...,l). 
(3) There exists an invertible matrix Q2 such that 
(i) k(q) = 1 implies ||Q2^ MgQ2lll < 1 / and 
(ii) k(q) > 1 implies ||Q2^ MgQ2lll < 1, for 
Hn(k(q)) = (1,1,...,1). 
Then, for each q such that k(q) > 1, there exists fixed 
constants Sq and Ag (0 <fg < 1 < Ag) such that the VSVFM is 
stable if S satisfies the following statement; 
If a formula from can be used to find y^ , 
where k(q) >1, it then follows that (3.12) 
<fq < hi/hi_i < ûq, (i = n-k(g)+2,n-k(g)+3,... ,n) . 
Proof Let Aq and Xq be associated with F^ ^^  as 
defined in (2.14) and (3.3) respectively. Also, let 
H = Qidiag(l,Q2), where Qi is given in (3.1). Then, as in 
(3.5), it follows that 
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1 eXqQ2 • 
0 Q2^ MqQ2 
and (3.13) 
I 11 < inax{l, É.||XqQ2lli+ I lQ2%Q2l 11) 
Suppose q is such that k(q) = 1. The formulas in 9 
are 1-step formulas and thus, Xq = 0 and Mg is constant for 
all formulas in 9 Thus, by (3.13), ||H"^ AqH||i = 1 for 
_ (Cf) 
all formulas in  ^
Suppose q is such that k(q) >1. By hypotheses (2) and 
(3), there exist fixed constants Sq and Aq (0 < < 1 < Ag) 
such that S q <  hi/hi-i < Aq (i = n-k(q)+2,n-k(q)+3,... ,n) 
m (g) 
implies that the coefficients of the formulas in ^  are 
uniformly bounded and ||Q2^ MqQ2l11 ^  ®q <  ^for all formulas 
in 3-and some Cq (0 < Cq < 1). Assume that 3 
satisfies condition (3.12) with S q  and Aq. Since the 
(q) 
coefficients of formulas in '3- are bounded, the elements of 
Xq are bounded. As a result, there exists an £q > 0 such that 
&ql|XqQ2lll + llQ2^MqQ2lli < 1 for all formulas in 
Let 6 = min gq, where the minimum is taken over q such 
that k(q) >1. If 3F satisfies condition (3.12), then for any 
(Cf) 
formula in ^  , where k(q) > 1, it follows that S|IXqQ2I 11 + 
||Q2^ MqQ2lli < 1, and thus, by (3.13), ||H-lAqH||i = 1. 
Therefore, for all formulas F in ^ , ||H~^ A'H||I = 1, 
and as a result, using Lemma 3.1 together with the fact that 
H-lAqH = 
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the coefficients are uniformly bounded, Theorem 2.9 shows the 
VSVFM is stable. Q.E.D. 
Remark If a VSVFM satisfies the hypotheses of Theorem 
3.8 and during the integration a drastic change in stepsize is 
needed. Theorem 3.8 shows that the use of a 1-step formula 
will preserve the stability of the VSVFM. 
To help simplify the code of many practical algorithms, 
single bounds on the stepsize ratios are preferred for the 
k-step formulas with k > 1. Single bounds are guaranteed by 
the following corollary to Theorem 3.8. This slightly weaker 
result is an extension to a similar result given by Crouziex 
and Lisbona (1984). 
Corollary 3.1 Let the VSVFM satisfy the hypotheses of 
Theorem 3.8. Then there exists fixed constants S and & (0 < f 
< 1 < A) such that if 3- satisfies condition (4") with <f and 
4, then the VSVFM is stable. 
Proof It is immediate from the proof of Theorem 3.8 
by letting S = max fg and à = min Aq, where the maximum and 
the minimum are taken over q with k(q) >1. Q.E.D. 
To make use of Theorem 3.8 or Corollary 3.1, it is 
necessary to find an invertible matrix Q2 which satisfies 
condition. (3) of the theorem. This in general is no simple 
task. One such matrix will be exhibited in the proofs of the 
following two convergence theorems. 
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Theorem 3.9 For K = 3, there exists fixed constants / 
and A(0<f<l< A) such that if a BD-VSVFM satisfies 
condition (4") with J and A, then the BD-VSVFM is convergent. 
Proof It is immediate from Definition 3.3 that a 
BD-VSVFM satisfies hypotheses (1) and (2) of Theorem 3.8. Let 
Q2 be given by 
1 1 
Q2 = 
27/32 - i 27/32 + i 
The fixed stepsize, 1, 2 and 3-step BDFs are given by 
Yn = Yn-l + hnffXn'Yn) 
Yn = V3yn-i - l/3yn-2 + 2/3hnf (Xn/Yn) 
Yn = 18/llYn-i - 9/llyn-2 + 2/llYn-3 + 6/llhnf(Xn,yn) 
If the respective matrices M2 and M3 are defined as in 
(3.3), then 
Ml = 
0 
1 
M2 -
1/3 
1 
and M3 = 
7/11 -3/11 
1 0 
As a result, 
-1 
I 102 M1Q2II1 = 1, 
lQ2^ M2Q2l 11 = Ji '5783 9216 < 1 and 
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. /3186337 + v^ 8794705 
1102 M3Q2II1 = , <1 
2 >/31719424 
Therefore, the BD-VSVFM satisfies hypothesis (3) of 
Theorem 3.8. Thus, by Corollary 3.1, there exists fixed 
constants S and h {0 < 8 < 1 < t) such that if 3 satisfies 
condition (4") with S and A, the BD-VSVFM is stable. In 
addition, the BD-VSVFM is order 1, and thus by Theorem 2.9, it 
is convergent. Q.E.D. 
Theorem 3.10 For K = 3, there exists fixed constants Î 
and A (0 < J < 1 < A) such that if a 2D-VSVFM satisfies 
condition (4') with f and A, then the 2D-VSVFM is convergent. 
Proof The proof is similar to the proof of Theorem 
3.9 and uses the same Q2' Q.E.D. 
c. Empirical Results for a BD-VSVFM and a 2D-VSVPM 
Theorem 3.8 and Corollary 3.1 are useful in showing that 
a VSVFM is stable for "some" changes in the stepsize, but they 
only guarantee the existence of bounds on the stepsize ratios 
which will ensure stability. As a result. Theorems 3.9 and 
3.10 also give no direct means of determining how much change 
is acceptable when using a k-step formula (k > 1) in either 
the BD-VSVFM or the 2D-V5VFM. One way to determine bounds on 
the stepsize ratios is to try to find a matrix Qg which 
satisfies condition (3) of Theorem 3.8, and for k(q) > 1, 
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s a t i s f i e s  | | I  1 1  <  c  <  1  f o r  a n  a c c e p t a b l e  r a n g e  o f  
stepslze ratios. Finding such a matrix Qg is not a simple 
task, so a numerical search can be employed. 
The matrix Q21 which was used in the proofs of Theorems 
3.9 and 3.10, was found by using a numerical search. It was 
chosen so as to allow for a large range of stepslze ratios 
when used with the BD-VSVFM. Matrix Q2 also turned out to be 
acceptable with the 2D-VSVFM, and it even allowed for a larger 
range of stepslze ratios with the 2D-VSVFM than it did with 
the BD-VSVFM. The results are summarized below. 
Results for the BD-VSVFM with K=3 
(1) For the BD-VSF[1], 
IlQ2^Mi02l11 = 1 for all stepslze changes. 
(2) For the BD-VSF[2], 
IIQ2^M2Q2l11 < .999225 for hn/hn-i = j/32 
(j — 1,2,...,76)* 
(3) For the BD-VSF[3], 
llQ2^M3Q2lli < .999201 for hi/hi_i = j/32 
(1 = n-l,n j = 1,2,...47). 
Results for the 2D-VSVFM with K=3 
(1) For the 2D-VSF[1], 
llQ2^MiQ2lli = 1 for all stepslze changes. 
(2) For the 2D-VSF[2], 
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llQ2^M2Q2lli < .999977 for hn/hn-i = j/32 
(j — 
(3) For the 2D-VSF[3], 
IlOE^MgQzl11 < .999976 for hi/hi-i = j/32 
(i = n-l,n j = 1,2,...63). 
With these results, it would seem that letting <f = 1/32 
and A = 47/32 would ensure the stability and convergence of 
the BD-VSVFM with K = 3. Likewise, letting é = 1/32 and A = 
63/32 would seem to imply that the 2D-VSVFM would also be 
stable and convergent. Therefore, since these bounds allow 
for a substantial change in stepsizes, the BD-VSVFM and the 
2D-VSVFM with K = 3 should be quite useful in solve an IVP 
of the form (1.1). 
Remark Since the same Q2 works for both the BD-VSVFM 
and the 2D-VSVFM with K = 3, combining the formulas from these 
two methods form another convergent VSVFM. 
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IV. CONCLUSIONS AND FUTURE WORK 
A. Conclusions 
A general definition of a VSVFM was given which allows 
for the use of higher derivative multistep formulas. This 
definition, unlike the work of Gear and Tu (1974) and Gear and 
Watanbe (1974), places no restriction on the changes in the 
stepsize that can occur when a VSVFM is used. Instead, it 
places restrictions on the formulas which make up the VSVFM. 
Also, there was no assumption placed on the VSVFM about the 
boundedness of the coefficients of the formulas in the VSVFM, 
as was done in the work of Crouziex and Lisbona (1984). 
Gear and Tu (1974) gives a definition of stability which 
requires stability against all perturbations to the stored 
values which are used to find y^ . Here, a slightly more 
stringent definition was given than that of Gear and Tu in 
that it also protects against perturbations due to calculating 
the derivatives of y at 
The theorems of Chapter II provide necessary and 
sufficient conditions for stability and convergence of VSVFMs. 
These conditions allow for changes in both the stepsize and 
formula being used. The change in formula can include a 
change in the number of backpoints needed, a change in the 
number of derivatives used, and a change from an explicit 
formula to an implicit formula or vice versa. 
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In Chapter III, an extension to a theorem by Crouziex and 
Lisbona (1984) was proved. It gives sufficient conditions for 
the stability of a VSVPM. In particular, if the stepsize has 
to be drastically reduced in order to meet the user-supplied 
error tolerance, these conditions imply that the stability of 
the VSVFM is ensured if there is a switch to a 1-step formula. 
VSVFMs based on the Adams-Bashforth formulas, the Adams-
Moulton formulas, the backwards differentiation formulas, and 
one class of second derivative formulas were shown to be 
convergent. Empirical results were given for the last two of 
these methods to estimate how much change can be allowed in 
the stepsize when using a k-step formula with k > 1. 
B. Future Work 
Some areas deserving further consideration follow: 
One question that needs to be answered is whether or not 
condition (4) of Definition 2.3 is a restriction that needs 
to be imposed on a general VSVFM to ensure the results 
obtained in Chapter II. The author believes that condition 
(4) is not needed. 
More work with higher derivative formulas, especially 
second derivative formulas, should be considered. In a FSFFM, 
implicit higher derivative formulas have been shown to have 
better A-stability properties than the implicit first 
derivative formulas and therefore tend to be better for 
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solving Stiff ODEs. The major disadvantage of using the 
higher derivative formulas is the cost of evaluating the 
derivatives. In a VSVFM, one might be able to take advantage 
of a implicit higher derivative formula at one step and then 
use the calculated higher derivatives just obtained as 
backpoint information in an explicit formula for the next few 
steps. Thereby, eliminating the need of always having to 
evaluate the higher derivatives at each step. What this is 
really leading to is the question of what is meant by a 
stiffly stable VSVFM and what is necessary to have one. 
When using a VSVFM, at almost every step, the 
coefficients of the formula that is to be used must be 
calculated. In these calculations, there are bound to be some 
errors due to round-off. In a practical algorithm, it may be 
advantageous to only allow the stepsize to be changed by a 
factor that is exactly machine representable, say for example, 
by multiples of 1/32. First, this might reduce some of the 
errors in the coefficients, and second, one would be able to 
use empirical results, similar to those in Chapter III, to 
guarantee that a particular method remains stable. In fact, 
it may even be advantageous to have the coefficients correctly 
rounded and stored for the algorithm to use. 
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