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Abstract
We take two new approaches to design efficient algorithms for transmitter optimization under rate
constraints, to guarantee the Quality of Service in general MIMO interference networks, which is a
combination of multiple interfering broadcast channels (BC) and multiaccess channels (MAC) and is
named B-MAC Networks. Two related optimization problems, maximizing the minimum of weighted
rates under a sum-power constraint and minimizing the sum-power under rate constraints, are considered.
The first approach takes advantage of existing efficient algorithms for SINR problems by building a
bridge between rate and SINR through the design of optimal mappings between them. The approach can
be applied to other optimization problems as well. The second approach employs polite water-filling,
which is the optimal network version of water-filling that we recently found. It replaces most generic
optimization algorithms currently used for networks and reduces the complexity while demonstrating
superior performance even in non-convex cases. Both centralized and distributed algorithms are designed
and the performance is analyzed in addition to numeric examples.
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I. INTRODUCTION
A. System Setup and Problem Statement
We study the optimization under rate constraints for general multiple-input multiple-output (MIMO)
interference networks, named MIMO B-MAC networks [1], where each transmitter may send data to
multiple receivers and each receiver may collect data from multiple transmitters. Consequently, the
network is a combination of multiple interfering broadcast channels (BC) and multiaccess channels
(MAC). It includes BC, MAC, interference channels, X channels [2], [3], X networks [4] and most
practical wireless networks, such as cellular networks, WiFi networks, DSL, as special cases. We assume
Gaussian input and that each interference is either completely cancelled or treated as noise. A wide range
of interference cancellation is allowed, from no cancellation to any cancellation specified by a valid binary
coupling matrix of the data links. For example, simple linear receivers, dirty paper coding (DPC) [5] at
transmitters, and/or successive interference cancellation (SIC) at receivers may be employed.
Two optimization problems are considered for guaranteeing the Quality of Service (QoS), where each
data link has a target rate. The feasibility of the target rates is determined by a feasibility optimization
problem (FOP) which maximizes the minimum of scaled rates of all links, where the scale factors are
the inverse of the target rates. FOP can be used in admission control. If the target rates are feasible, the
system tries to operate at minimum total transmission power in order to prolong total battery life and to
reduce the total interference to other networks by solving the sum power minimization problem (SPMP)
under the rate constraints.
B. Related Works
The SINR version of FOP and SPMP under SINR constraints have been well studied, e.g., [6]–
[10] using SINR duality [11]–[14], which means that if a set of SINRs is achievable in the forward
links, then the same SINRs can be achieved in the reverse links when the set of transmit and receive
beamforming vectors are fixed. Thus, optimizing the transmit vectors of the forward links is equivalent
to the simpler problem of optimizing the receive vectors in the reverse links. However, these algorithms
lack the following. 1) They cannot be directly used to solve FOP and SPMP under rate constraints
because the optimal number of beams for each link and the power/rate allocation over these beams are
unknown; 2) Except for [9], interference cancellation is not considered; 3) The optimal encoding and
decoding order when interference cancellation is employed is not solved.
Considering interference cancellation and encoding/decoding order, the FOP and SPMP for MIMO
BC/MAC have been completely solved in [15] by converting them to convex weighted sum-rate max-
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imization problems for MAC. The complexity is very high because the steepest ascent algorithm for
the weighted sum-rate maximization needs to be solved repeatedly for each weight vector searched by
the ellipsoid algorithm. A high complexity algorithm that can find the optimal encoding/decoding order
for MISO BC/SIMO MAC is proposed in [16] that needs several inner and outer iterations. A heuristic
low-complexity algorithm in [16] finds the near-optimal encoding/decoding order for SPMP by observing
that the optimal solution of SPMP must be the optimal solution of some weighted sum-rate maximization
problem, in which the weight vector can be found and used to determine the decoding order.
C. Contribution
The contribution of the paper is as follows.
• Rate-SINR Conversion: One difficulty of solving the problems is the joint optimization of beamform-
ing matrices of all links. One approach is to decompose a link to multiple single-input single-output
(SISO) streams and optimize the beamforming vectors by SINR duality, if a bridge between rate
and SINR can be built to determine the optimal number of streams and rate/power allocation among
the streams. In Section IV-A, we show that any Pareto rate point of an achievable rate region can
be mapped to Pareto SINR points of the achievable SINR region through two optimal and simple
mappings that produce equal rate and equal power streams respectively. The significance of this
result is that it offers a method to convert the rate problems to SINR problems.
• SINR based Algorithms: Using the above result, we take advantage of existing algorithms for SINR
problems to solve FOP and SPMP under rate constraints in Section IV-B and provide optimality
analysis in Section IV-C.
• Polite Water-filling based Algorithms: Another approach is to directly solve for the beamforming
matrices. For the convex problem of MIMO MAC, steepest ascent algorithm is used except for the
special case of sum-rate optimal points, where iterative water-filling can be employed [17]–[19]. The
B-MAC network problems are non-convex in general and thus, better algorithms, like water-filling,
than the steepest ascent algorithm is highly desirable. However, directly applying traditional water-
filling is far from optimal [20]–[22]. In [1], we recently found the long sought optimal network
version of water-filling, polite water-filling, which is the optimal input structure of any Pareto rate
point, not only the sum-rate optimal point, of the achievable region of a MIMO B-MAC network.
In Section IV-D, polite water-filling based algorithms are designed that have low complexity and
high performance.
• Distributed Algorithm: In a network, it is highly desirable to use distributed algorithms. The polite
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water-filling based algorithm is well suited for distributed implementation, which is shown in Section
IV-E, where each node only needs to estimate/exchange the local channel state information (CSI)
but the performance is almost the same as that of the centralized algorithm.
• Optimization of Encoding and Decoding Orders: Another difficulty is to find the optimal encod-
ing/decoding order when interference cancellation like DPC/SIC are employed. Again, polite water-
filling proves useful in Section IV-F because the water-filling levels of the links can be used to
identify the optimal encoding/decoding order for BC/MAC and pseudo-BC/MAC defined later.
The rest of the paper is organized as follows. Section II defines the achievable rate region and
formulates the problems. Section III summarizes the preliminaries on duality and polite water-filling.
Section IV presents the efficient centralized and distributed algorithms. The performance of the algorithms
is demonstrated by simulation in Section V. The conclusion is given in Section VI. Due to the limited
space, some proofs and algorithm description are shortened. The details can be found in the technical
report [23].
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. Definition of the Achievable Rate Region
We consider a MIMO B-MAC interference network consisting of L data links. Let Tl and Rl denote
the virtual transmitter and receiver of link l equipped with LTl transmit antennas and LRl receive antennas
respectively. The received signal at Rl is yl =
∑L
k=1 Hl,kxk + wl, where xk ∈ CLTk×1 is the transmit
signal of link k and is assumed to be circularly symmetric complex Gaussian; Hl,k ∈ CLRl×LTk is the
channel matrix between Tk and Rl; and wl ∈ CLRl×1 is a circularly symmetric complex Gaussian noise
vector with zero mean and identity covariance matrix.
To handle a wide range of interference cancellation possibilities, we define a coupling matrix Φ ∈ RL×L+
as a function of the interference cancellation scheme [1]. It specifies whether interference is completely
cancelled or treated as noise: if xk, after interference cancellation, still causes interference to xl, Φl,k = 1
and otherwise, Φl,k = 0. The coupling matrices valid for the results of this paper are those for which there
exists a transmission and receiving scheme such that each signal is decoded and completely cancelled by
no more than one receiver [1]. In Fig. 1, we give an example of a B-MAC network employing DPC and
SIC. When no data is transmitted over link 4 and 5, the following Φa,Φb are valid coupling matrices
for link 1, 2, 3 under the corresponding encoding and decoding orders: a. x1 is encoded after x2 and x2
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Figure 1. Example of a B-MAC network
is decoded after x3; b. x2 is encoded after x1 and x2 is decoded after x3.
Φa =

0 0 1
1 0 0
1 1 0
 ,Φb =

0 1 1
0 0 0
1 1 0
 .
Note that when DPC and SIC are combined, an interference may not be fully cancelled under a specific
encoding and decoding order. Such case cannot be described by the coupling matrix of 0’s and 1’s defined
above. But a valid coupling matrix can serve for an upper or lower bound. See more discussion in [1].
The achievable regions in this paper refer to the following. Note that Φl,l = 0 by definition. The
interference-plus-noise covariance matrix of the lth link is
Ωl = I +
L∑
k=1
Φl,kHl,kΣkH
†
l,k, (1)
where Σk is the covariance matrix of xk. We denote all the covariance matrices as Σ1:L = (Σ1,Σ2, ...,ΣL) .
Then the achievable mutual information (rate) of link l is given by a function of Σ1:L and Φ
Il (Σ1:L,Φ) = log
∣∣∣I + Hl,lΣlH†l,lΩ−1l ∣∣∣ . (2)
Definition 1: The Achievable Rate Region with a fixed coupling matrix Φ and sum power constraint
PT is defined as
RΦ (PT ) ,
⋃
Σ1:L:
∑L
l=1 Tr(Σl)≤PT
{
r ∈ RL+ : (3)
rl ≤ Il (Σ1:L,Φ) , 1 ≤ l ≤ L} .
The algorithms rely on the duality between the forward and reverse links of a B-MAC network. The
reverse links are obtained by reversing the transmission direction and replacing the channel matrices
by their conjugate transposes. The coupling matrix for the reverse links is the transpose of that for
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the forward links. We use the notation ˆ to denote the corresponding terms in the reverse links. The
interference-plus-noise covariance matrix of reverse link l is
Ωˆl = I +
L∑
k=1
Φk,lH
†
k,lΣˆkHk,l, (4)
and the rate of reverse link l is given by Iˆl
(
Σˆ1:L,Φ
T
)
= log
∣∣∣I + H†l,lΣˆlHl,lΩˆ−1l ∣∣∣ .
B. Problem Formulation
This paper concerns the feasibility optimization problem (FOP) and the sum power minimization
problem (SPMP) under Quality of Service (QoS) constraints in terms of target rates
[I0l ]l=1,...,L for a
B-MAC network with a given valid coupling matrix Φ:
FOP: max
Σ1:L
(
min
1≤l≤L
Il (Σ1:L,Φ)
I0l
)
(5)
s.t. Σl  0, l = 1, ..., L and
L∑
l=1
Tr (Σl) ≤ PT ,
where PT is the total power constraint;
SPMP: min
Σ1:L
L∑
l=1
Tr (Σl) (6)
s.t. Il (Σ1:L,Φ) ≥ I0l ,Σl  0, l = 1, ..., L.
Solving FOP is the same as finding the intersection of vector
[I0l ]l=1,...,L and the achievable region
boundary, i.e., the optimal rate vector satisfies [Il]l=1,...,L = α
[I0l ]l=1,...,L. If the target rates are feasible,
the SPMP finds the minimum total power needed.
For the special case of DPC and SIC, the optimal coupling matrix Φ, or equivalently, the optimal
encoding and/or decoding order of FOP and SPMP is partially solved in Section IV-F. We first focus
on centralized algorithms. Then we give a distributed implementation of the algorithm for SPMP under
additional individual maximum power constraints.
Although we focus on the sum power and white noise, the results can be directly applied to a larger
class of problems with a single linear constraint
∑L
l=1 Tr
(
ΣlWˆl
)
≤ PT in FOP (or objective function∑L
l=1 Tr
(
ΣlWˆl
)
in SPMP) and/or colored noise with covariance E
[
wlw
†
l
]
= Wl. Only variable
changes Σ′l = Wˆ
1
2
l ΣlWˆ
1
2
l and W
− 1
2
k Hk,lWˆ
− 1
2
l are needed, where Wˆl and Wk are positive definite for
meaningful cases1. The single linear constraint appears in Lagrange functions for problems with multiple
linear constraints [24], [25], and thus, the results in this paper serve as the basis to solve them [26].
1For random channels, singular Wˆl orWl will result in infinite power and/or rate with probability one.
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III. PRELIMINARIES
The algorithms are based on SINR duality, e.g., [10], rate duality, and polite water-filling [1]. They
are reviewed below.
A. SINR Duality for MIMO B-MAC Networks
The achievable rate region defined in (3) can be achieved by the following spatial multiplexing scheme.
We define the Decomposition of a MIMO Link into Multiple SISO Data Streams as, for link l and
Ml ≥ Rank(Σl), finding a precoding matrix T˙l =
[√
pl,1tl,1, ...,
√
pl,Mltl,Ml
]
satisfying
Σl = T˙lT˙
†
l =
Ml∑
m=1
pl,mtl,mt
†
l,m, (7)
where tl,m ∈ CLTl×1 is a transmit vector with ‖tl,m‖ = 1; and p = [p1,1, ..., p1,M1 , ..., pL,1, ..., pL,ML ]T
are the transmit powers. Without loss of generality, we assume the intra-signal decoding order is that the
mth stream is the mth to be decoded and cancelled. The receive vector for the mth stream of link l is
obtained by the MMSE filtering as
rl,m = αl,m
(
Ml∑
i=m+1
Hl,lpl,itl,it
†
l,iH
†
l,l + Ωl
)−1
Hl,ltl,m, (8)
where αl,m is chosen such that ‖rl,m‖ = 1. This is referred to as MMSE-SIC receiver in this paper.
For each stream, one can calculate its SINR. Let the collections of transmit and receive vectors be
T = [tl,m]m=1,...,Ml,l=1,...,L , (9)
R = [rl,m]m=1,...,Ml,l=1,...,L . (10)
Define the
(∑l−1
i=1Mi +m
)th
row and
(∑k−1
i=1 Mi + n
)th
column of the cross-talk matrix Ψ (T,R) ∈
R
∑
lMl×
∑
lMl
+ [8] as
Ψk,nl,m =

0 k = l andm ≥ n,∣∣∣r†l,mHl,ltl,n∣∣∣2 k = l, andm < n,
Φl,k
∣∣∣r†l,mHl,ktk,n∣∣∣2 otherwise.
(11)
Then the SINR for the mth stream of link l is
γl,m (T,R,p) =
pl,m
∣∣∣r†l,mHl,ltl,m∣∣∣2
1 +
L∑
k=1
Mk∑
n=1
pk,nΨ
k,n
l,m
. (12)
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Such decomposition of data to streams with MMSE-SIC receiver is information lossless [27], i.e., the
sum-rate of all streams of link l is equal to the mutual information in (2).
In the reverse links, we can obtain SINRs using R as transmit vectors and T as receive vectors. The
transmit powers are denoted as q = [q1,1, ..., q1,M1 , ..., qL,1, ..., qL,ML ]
T . The intra-signal decoding order
is the opposite to that of the forward link, i.e., the mth stream is the mth last to be decoded and cancelled.
Then the SINR for the mth stream of reverse link l is
γˆl,m (R,T,q) =
ql,m
∣∣∣t†l,mH†l,lrl,m∣∣∣2
1 +
L∑
k=1
Mk∑
n=1
qk,nΨ
l,m
k,n
. (13)
For simplicity, we will use {T,R,p} ({R,T,q}) to denote the transmission and reception strategy
described above in the forward (reverse) links.
The achievable SINR regions of the forward and reverse links are the same. Define the achiev-
able SINR regions TΦ (PT ) and TˆΦT (PT ) as the set of all SINRs that can be achieved under the
sum power constraint PT in the forward and reverse links respectively. For a given set of SINR val-
ues γ0 =
[
γ0l,m
]
m=1,...,Ml,l=1,...,L
, define a diagonal matrix D
(
T,R, γ0
) ∈ R∑lMl×∑lMl+ where the(∑l−1
i=1Mi +m
)th
diagonal element is
D∑l−1
i=1Mi+m,
∑l−1
i=1Mi+m
= γ0l,m/
∣∣∣r†l,mHl,ltl,m∣∣∣2 . (14)
We restate the SINR duality, e.g. [10], as follows.
Lemma 1: If a set of SINRs γ0 is achieved by the transmission and reception strategy {T,R,p} with
‖p‖1 = PT in the forward links, then γ0 is also achievable in the reverse links with {R,T,q}, where
q satisfies ‖q‖1 = PT and is given by
q =
(
D−1
(
T,R, γ0
)−ΨT (T,R))−1 1. (15)
And thus, one has TΦ (PT ) = TˆΦT (PT ).
B. Rate Duality
We give the rate duality under a linear constraint
∑L
l=1 Tr
(
ΣlWˆl
)
≤ PT and/or colored noise with
covariance E
[
wlw
†
l
]
= Wl [1]. For convenience, let(
[Hl,k] ,
L∑
l=1
Tr
(
ΣlWˆl
)
≤ PT , [Wl]
)
, (16)
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denote the network with channel matrices [Hl,k]. Then the reverse links (dual network) is given by([
H†k,l
]
,
L∑
l=1
Tr
(
ΣˆlWl
)
≤ PT ,
[
Wˆl
])
. (17)
Theorem 1: If Σ1:L achieves certain rates and satisfies the linear constraint in network (16), its
covariance transformation Σˆ1:L calculated by
Σˆl =
Ml∑
m=1
ql,mrl,mr
†
l,m, l = 1, ..., L, (18)
and (8,15) achieves equal or larger rates in the reverse links (17) under the linear constraint
∑L
l=1
Tr
(
ΣˆlWl
)
=
∑L
l=1 Tr
(
ΣlWˆl
)
≤ PT . Therefore, the achievable rate regions of the forward and reverse
links of a B-MAC network are the same.
C. Polite Water-filling
In [1], we showed that the Pareto optimal input covariance matrices have a polite water-filling structure.
It generalizes the well known optimal single user water-filling structure to networks.
Definition 2: Given input covariance matrices Σ1:L, obtain its covariance transformation Σˆ1:L by (18)
and calculate the interference-plus-noise covariance matrices Ω1:L and Ωˆ1:L. Pre- and post- whiten
the channel Hl,l to produce an equivalent single user channel H¯l = Ω
−1/2
l Hl,lΩˆ
−1/2
l . Define Ql ,
Ωˆ
1/2
l ΣlΩˆ
1/2
l as the equivalent input covariance matrix of link l. Matrix Σl is said to possess a polite
water-filling structure if Ql is a water-filling over H¯l, i.e.,
Ql = GlDlG
†
l , (19)
Dl =
(
νlI−∆−2l
)+
.
where νl ≥ 0 is the polite water-filling level; the equivalent channel H¯l’s thin singular value decomposition
(SVD) is H¯l = Fl∆lG
†
l with Fl ∈ CLRl×Nl , Gl ∈ CLTl×Nl , ∆l ∈ RNl×Nl++ , and Nl = Rank (Hl,l).
If all Σl’s possess the polite water-filling structure, then Σ1:L is said to possess the polite water-filling
structure.
Theorem 2: The input covariance matrices Σ1:L of any Pareto rate point of the achievable rate region
and its covariance transformation Σˆ1:L possess the polite water-filling structure.
We have the following even at a non-Pareto rate point [1].
Theorem 3: If one input covariance matrix Σl has the polite water-filling structure while other Σk, Σˆk,
k 6= l, are fixed, so does its covariance transformation Σˆl, i.e., Qˆl , Ω1/2l ΣˆlΩ1/2l is a water-filling over
the reverse equivalent channel H¯†l , Ωˆ
−1/2
l H
†
l,lΩ
−1/2
l .
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IV. OPTIMIZATION ALGORITHMS
In this section, we present several related algorithms for the feasibility optimization problem (FOP)
and the sum power minimization problem (SPMP). Algorithms for SINR version of FOP and SPMP
have been designed in [8], [10]. To take advantage of them, we show how to map a Pareto point of
the achievable rate region to a Pareto point of the SINR region in Section IV-A and then use SINR
based Algorithm A and B to solve FOP and SPMP respectively in Section IV-B. The optimality of
Algorithms A and B is studied in Section IV-C by examining the structure of the optimal solutions
of FOP and SPMP. The optimal structure suggests that the rate constrained problems can be directly
solved using Algorithm PR and PR1 in Section IV-D by polite water-filling. In a network, it is desirable
to have distributed algorithms, for which Algorithm PRD is designed in Section IV-E. Finally, we design
Algorithm O to improve the encoding and decoding orders for all of the above algorithms when DPC
and SIC are employed.
A. Rate-SINR Conversion
In order to find Pareto rate points of the achievable rate region by taking advantage of algorithms that
find Pareto points of the SINR region, one needs to find a mapping from a Pareto rate point to a Pareto
SINR point. But multiple SINR points can correspond to the same rate. The following two theorems
give an equal SINR mapping and an equal power mapping without loss of optimality by choosing two
decompositions of a MIMO link to multiple SISO data streams.
Theorem 4: For any input covariance matrices Σ1:L achieving a rate point [Il]l=1,...,L, there exists a
decomposition Σl =
∑Ml
m=1 pl,mtl,mt
†
l,m, l = 1, ..., L, with any integer Ml ≥ Rank(Σl), such that the
corresponding transmission and MMSE-SIC reception strategy {T,R,p} achieves equal SINR for all
streams of the same link, i.e., γl,m = eIl/Ml − 1,m = 1, ...,Ml, l = 1, ..., L. Therefore uniform rate
allocation over the streams of the same link will not lose optimality.
The proof and the algorithm to find the decomposition are given in appendix A.
Corollary 1: Let Ml = Rank(Hl,l). An SINR point
[
γl,m = e
Il/Ml − 1]
m=1,...,Ml,l=1,...,L
is a Pareto
boundary point in TΦ (PT ), if and only if the rate point [Il]l=1,...,L is a Pareto rate point in RΦ (PT ).
The following theorem proved in Appendix B shows that uniform power allocation across the streams
within a link will also not lose optimality, which is useful in designing algorithms for individual power
constraints and/or distributed optimization [28], [29].
June 29, 2010 DRAFT
SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING, JUN. 2010 11
Theorem 5: For any input covariance matrix Σ, there exists a decomposition Σ =
∑M
m=1 pmtmt
†
m
such that the transmit power is uniformly allocated over the M streams, i.e., pm = Tr (Σ) /M,∀m.
Therefore uniform power allocation over the streams of the same link will not lose optimality.
B. SINR based Algorithms
The results in Section IV-A serve as a bridge to solve the FOP or SPMP under rate constraints through
the SINR optimization problems. First we show FOP is equivalent to the following SINR optimization
problem in the sense of feasibility.
EFOP : max
{T,R,p}
min
1 ≤ m ≤Ml
1 ≤ l ≤ L
γl,m
γ0l
, s.t. ‖p‖1 ≤ PT , (20)
where Ml = Rank (Hl,l) is the number of streams of link l; γ0l = e
I0l /Ml − 1 is the target SINR.
Theorem 6: The optimum of FOP (5) is not less than 1 if and only if the optimum of EFOP (20) is
not less than 1.
Proof: If the optimum of EFOP is not less than 1, there exists a point
[
γl,m ≥ γ0l
]
m=1,...,Ml,l=1,...,L
in TΦ (PT ). Then by Theorem 4, the rate point
[Il = Mllog (1 + γl,m) ≥ I0l ]l=1,...,L lies in RΦ (PT ),
i.e., the optimum of FOP is not less than 1. The ’only if’ part can be proved similarly.
Similarly, it can be proved that SPMP is equivalent to the following SINR optimization problem.
ESPMP : min
{T,R,p}
‖p‖1 , s.t. γl,m ≥ γ0l ,
1 ≤ m ≤Ml,
1 ≤ l ≤ L.
(21)
Theorem 7: If
{
T˜, R˜, p˜
}
is an optimum of ESPMP (21), the input covariance matrices Σ˜1:L produced
by T˜ and p˜ must be an optimum of SPMP (6). On the other hand, if Σ˜1:L is an optimum of SPMP,
there exists a decomposition leading to
{
T˜, R˜, p˜
}
, which is an optimum of ESPMP.
Sketched below are Algorithm A that solves FOP by solving EFOP as in [8] and Algorithm B that
solves SPMP by solving ESPMP as in [10]. The transmit and receive vectors T,R and the forward
and reverse power p,q are iteratively optimized by switching between the forward and reverse links.
For fixed T,p, the optimal receive vector is given by the MMSE-SIC receiver in (8). The SINR duality
in Lemma 1 implies that the transmit vectors T can be optimized by switching to the reverse links and
finding the optimal MMSE-SIC receive vectors for fixed R,q as
tl,m = βl,m
(
m−1∑
i=1
ql,iH
†
l,lrl,ir
†
l,iHl,l + Ωˆl
)−1
H†l,lrl,m (22)
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where Ωˆl is obtained from Σˆk =
∑Mk
i=1 qk,irk,ir
†
k,i using (4), and the normalization factor βl,m is chosen
such that ‖tl,m‖ = 1. The optimization for p and q is different for the two problems. For EFOP, with
the optimal power p˜, all the scaled SINRs in (20) should be equal to a constant Cmax [8]. Therefore
p˜ satisfies the equations γl,m = Cmaxγ0l ,∀m, l and ‖p˜‖1 = PT , which together form an eigen-system
[8]. Then p˜ is the dominant eigenvector of the eigen-system with its last component scaled to one [8].
The optimal reverse link power q˜ is obtained by solving a similar eigen-system. For ESPMP, in each
iteration, after R (T) is calculated from MMSE of the forward (reverse) link, p (q) is adjusted according
to power control
p
(n+1)
l,m =
γ0l
γ
(n)
l,m
p
(n)
l,m, (23)
q
(n+1)
l,m =
γ0l
γˆ
(n)
l,m
q
(n)
l,m, (24)
where p(n)l,m/q
(n)
l,m is the power after the n
th update and γ(n)l,m/γˆ
(n)
l,m is the SINR after the n
th update. Finally,
the dual power q (p) is calculated by the SINR duality in Lemma 1 to make the SINRs of the forward
and reverse links equal with the same sum power. After obtaining T and p, the corresponding input
covariance matrices for FOP and SPMP can be easily obtained. The convergence of these algorithms
are proved in [8], [10].
C. Optimality Analysis for SINR based Algorithms
Algorithm A or B can find good solutions but may not find the optimum for general B-MAC networks.
But we can still obtain insight of the problem and derive improved algorithms by finding the necessary
conditions satisfied by the optimum.
To get rid of the non-differentiable objective function in FOP (5), we rewrite it into the following
equivalent problem
FOPa: max
Σ1:L
I1 (Σ1:L,Φ)
I01
(25)
s.t.
Il (Σ1:L,Φ)
I0l
≥ I1 (Σ1:L,Φ)I01
, ∀l 6= 1
Σl  0, l = 1, · · · , L and
L∑
l=1
Tr (Σl) ≤ PT .
Then the following theorem holds.
Theorem 8: Necessity: If Σ˜1:L =
(
Σ˜1, ..., Σ˜L
)
is an optimum of FOPa (25) or SPMP (6), it must
satisfy the optimality conditions below:
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1) It possesses the polite water-filling structure as in Definition 2.
2) The achieved rates must satisfy Il
(
Σ˜1:L,Φ
)
= αI0l , l = 1, ..., L, where for FOPa, α > 0 is some
constant; and for SPMP, α = 1.
3) For FOPa, it satisfies
∑L
l=1 Tr
(
Σ˜l
)
= PT .
Sufficiency for the KKT: If certain Σ˜1:L satisfies the above optimality conditions for FOPa or SPMP, it
satisfies the Karush–Kuhn–Tucker (KKT) conditions of FOPa or SPMP, and thus achieves a stationary
point.
Sufficiency for the Optimum: If certain Σ˜1:L satisfies the above optimality conditions for FOPa or
SPMP and if the weighted sum rate
∑L
l ν˜lIl (Σ1:L,Φ) is a concave function of Σ1:L, where ν˜l’s are
the polite water-filling levels of Σ˜1:L, then Σ˜1:L is the optimum of FOPa or SPMP.
We only give a sketch of the proof. It can be proved by contradiction that the optimums of FOPa
and SPMP are Pareto optimal. By Theorem 2, they possess the polite water-filling structure. The second
optimality condition can be proved by a proof similar to that of Lemma 1 in [10] for ESPMP. The third
optimality condition follows from the fact that if the total transmit power is less that PT , the extra power
can be used to improve the rates of all links. The connection between the necessary optimality conditions
and the KKT conditions can be proved by a proof similar to that of Theorem 13 in [1]. The sufficiency
for the optimum for FOPa can be proved by the following two facts. 1) Suppose certain Σ˜1:L satisfies
the optimality conditions for FOPa. It can be shown that the optimum of FOPa is equal to the optimum
of the following weighted sum rate maximization problem
WSRMP:max
Σ1:L
L∑
l=1
ν˜lIl (Σ1:L,Φ) (26)
s.t.Σl  0, l = 1, · · · , L and
L∑
l=1
Tr (Σl) ≤ PT ,
where {ν˜l} are the polite water-filling levels corresponding to Σ˜1:L. 2) By Theorem 13 in [1], Σ˜1:L
satisfying the polite water-filling structure also satisfy the KKT conditions of problem (26). Therefore,
it is the optimum of problem (26) when the weighted sum rate
∑L
l ν˜lIl (Σ1:L,Φ) is a concave function.
The sufficiency for SPMP can be proved similarly.
We check whether the solutions of Algorithms A and B satisfy the optimality conditions. We use the
notation¯for the variables corresponding to the solution of Algorithm A or B. The following is obvious.
Lemma 2: After the convergence of the Algorithm A or B, the following conditions are satisfied.
1) In the forward (reverse) links, the MMSE-SIC receive vectors corresponding to T¯ and p¯ (R¯ and
q¯) are given by R¯ (T¯). The set of SINRs achieved by
{
T¯, R¯, p¯
}
in the forward links equals to
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that achieved by
{
R¯, T¯, q¯
}
in the reverse links.
2) For Algorithm B, the achieved rates satisfy Il
(
Σ¯1:L,Φ
)
= I0l , l = 1, ..., L.
3) For Algorithm A, Σ¯1:L satisfies
∑L
l=1 Tr
(
Σ¯l
)
= PT .
Remark 1: The rates achieved by Algorithm A may not satisfy the condition Il
(
Σ¯1:L,Φ
)
= αI0l ,∀l.
To discuss the optimality, we modify the target rates in FOP/FOPa to I0l = Il
(
Σ¯1:L,Φ
)
. Then, we can
claim that the solution of Algorithm A also satisfies the second optimality condition. The rest is to check
whether Σ¯1:L possesses the polite water-filling structure. One might conjecture that the first condition on
MMSE structure in Lemma 2 implies the polite water-filling structure. Unfortunately, this is not always
true according to the following counter example. Consider a single user channel H with Rank (H) > 1
and unequal singular values. If the transmit vectors are initialized as the non-zero right singular vectors
of H, the algorithm will converge to a solution where the transmit and receive vectors respectively are
the non-zero right and left singular vectors of H, and the transmit powers will make the SINRs of all
streams the same. Then the solution does not satisfy the single-user water-filling structure. However, for a
smaller class of channels, the MMSE structure in Lemma 2 does imply the polite water-filling structure.
Theorem 9: If Rank (Hl,l) = 1,∀l, the solution of Algorithm A (B) Σ¯1:L satisfies all the optimality
conditions in Theorem 8, and thus achieves a stationary point.
The proof is given in [23]. For general cases, the solution of Algorithms A or B may not possess
the polite water-filling structure. In the next sub-section, we design polite water-filling based algorithms
which find solutions satisfying all the optimality conditions in Theorem 8.
D. Polite Water-filling based Algorithms
We only present the detailed algorithms for SPMP. The algorithms for FOP are similar and will
be briefly discussed. We first propose a monotonically convergent iterative algorithm for a sub-class of
B-MAC networks named iTree Networks. Then the algorithm is modified for general B-MAC networks.
1) Algorithm PR for iTree Networks: iTree networks defined in [1] appears to be a natural extension
of MAC and BC. We review its definition below.
Definition 3: A B-MAC network with a fixed coupling matrix is called an Interference Tree (iTree)
Network if after interference cancellation, the links can be indexed such that any link is not interfered
by the links with smaller indices.
We give an example in Fig. 2 where DPC and SIC are employed. With encoding/decoding order A,
where the signal x2 is decoded after x1 and the signal x3 is encoded after x2, each link l ∈ {2, 3, 4} is
not interfered by the first l − 1 links. Therefore, the network in Fig. 2 is an iTree network even though
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Figure 2. Illustration of iTree networks
it has a loop. However, it is not an iTree network for encoding/decoding order B, where SIC is not
employed at R1/R2, and x2 is encoded after x3 at T2/T3.
Without loss of generality, we consider iTree networks where the lth link is not interfered by the first
l − 1 links. The following lemma is obvious.
Lemma 3: [1] If in an iTree network, the lth link is not interfered by the links with lower indices, in
the reverse links, the lth link is not interfered by the links with higher indices.
We show that if any Σi does not satisfy the polite water-filling structure, the objective (cost) in FOP
(SPMP) can be strictly increased (decreased) by enforcing this structure at link i, which is the key
component of Algorithm PR.
We first define some notations. Suppose Σ1:L achieves a rate point [Il]l=1,...,L with sum power
PT ,
∑L
l=1 Tr (Σl) and its covariance transformation Σˆ1:L achieves a rate point
[
Iˆl ≥ Il
]
l=1,...,L
. Fixing
Σj , j = i+ 1, ..., L for the last L− i links, the first i links form a sub-network(
[Hl,k]k,l=1,...,i ,
i∑
l=1
Tr (Σl) = P iT , [Wl]l=1,...i
)
, (27)
where Wl = I +
∑L
j=i+1 Φl,jHl,jΣjH
†
l,j , ∀l is the covariance matrix of the equivalent colored noise;
P iT =
∑i
l=1 Tr (Σl). The dual sub-network is([
H†k,l
]
k,l=1,...,i
,
i∑
l=1
Tr
(
ΣˆlWl
)
= P iT , [I]l=1,...,i
)
. (28)
By Lemma 9 in [1], Σˆ1:i =
(
Σˆ1, ..., Σˆi
)
is also the covariance transformation of Σ1:i = (Σ1, ...,Σi),
applied to the sub-network (27).
The performance can be improved as follows.
Step 1: Improve the rate of reverse link i by enforcing the polite water-filling structure on Σˆi. By
Lemma 3, the reverse link i causes no interference to the first i − 1 reverse links and thus its rate can
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be improved without hurting other reverse links in the sub network by solving the following single-user
optimization problem:
max
Σˆi≥0
log
∣∣∣I + H†i,iΣˆiHi,iΩˆ−1i ∣∣∣ (29)
s.t. Tr
(
ΣˆiWi
)
≤ P iT −
i−1∑
l=1
Tr
(
ΣˆlWl
)
,
where Ωˆi = I +
∑i−1
k=1 Φk,iH
†
k,iΣˆkHk,i and Wi = I +
∑L
j=i+1 Φi,jHi,jΣjH
†
i,j = Ωi. By a simple
extension of the results in [30], it can be proved that the optimal solution is uniquely given by the following
polite water-filling procedure. Perform the thin SVD Ω−1/2i Hi,iΩˆ
−1/2
i = Fi∆iG
†
i . Let Ni = Rank (Hi,i)
and δi,j be the jth diagonal element of ∆2i . Obtain Di as
Di = diag (di,j , ..., di,Ni) , (30)
di,j =
(
νi − 1
δi,j
)+
, j = 1, ..., Ni,
where νi is chosen such that
∑Ni
j=1 di,j = P
i
T −
∑i−1
l=1 Tr
(
ΣˆlWl
)
. Then the optimal solution is
Σˆ
′
i = Ω
−1/2
i FiDiF
†
iΩ
−1/2
i . (31)
By Theorem 3, if Σi does not satisfy the polite water-filling, nor does Σˆi, which implies that Σˆ
′
i achieves
a rate Iˆ ′i > Iˆi.
Step 2: Improve the forward links by the covariance transformation from Σˆ′1:i =
(
Σˆ1, ..., Σˆi−1, Σˆ
′
i
)
to Σ
′
1:i =
(
Σ
′
1, ...,Σ
′
i
)
for the sub-network2. By Theorem 1, the covariance transformation Σ
′
1:i achieves
a set of rates satisfying I ′i ≥ Iˆ
′
i > Ii and I
′
l ≥ Iˆl ≥ Il, l < i in the sub-network under the sum
power constraint
∑i
l=1 Tr
(
Σ
′
l
)
= P iT . Since the first i links cause no interference to all other links in
the original network, the input covariance matrices Σ
′
1:L =
(
Σ
′
1, · · · ,Σ
′
i,Σi+1, · · · ,ΣL
)
must achieve
a rate point satisfying I ′i > Ii and I
′
l ≥ Il,∀l 6= i with the same sum power PT .
The objective functions of FOP and SPMP can be strictly improved by the above two steps. Here,
we only show how to do it for SPMP. Note that the polite water-filling level νi in (30) is chosen to
satisfy the forward sum power constraint and improve the rate of reverse link i. If the initial solution is
feasible, i.e., Ii ≥ I0i , we can reduce the polite water-filling level νi to make the rate of reverse link i
equal to I0i , and thus reduce the forward sum power. This results in an algorithm which monotonically
2Due to the special interference structure of iTree networks, the calculation of the transmit powers of the covariance
transformation can be simplified to be calculated one by one as shown in [1].
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Table I
Algorithm W (SOLVING THE POLITE WATER-FILLING LEVEL FOR THE RATE CONSTRAINTS)
1. Initialize the set of indices of the streams of link i as
Γ = {1, ..., Ni}, where Ni = Rank (Hi,i).
2. Calculate νi =
(
eI
0
i /Πj∈Γδi,j
)1/|Γ|
, which is the solution of∑
j∈Γ log (1 + (νi − 1/δi,j) δi,j) = I0i .
Obtain di,j = νi − 1/δi,j for j ∈ Γ.
3. If di,j ≥ 0, ∀j ∈ Γ, stop. Otherwise, for all j ∈ Γ, if di,j < 0,
fix it as di,j = 0, delete j from Γ. Repeat step 2).
Table II
ALGORITHM PR (SOLVING SPMP FOR ITREE NETWORKS)
Initialize Σ1:L such that Σi  0,∀i.
While not converge do
For i = 1 : L
1. Calculate Σˆ1:i by the covariance transformation of Σ1:i
applied to the ith sub-network.
2. Obtain Σˆ
′
i by polite water-filling as in (30) and (31), where
the polite water-filling level νi is calculated by Algorithm W.
3. Calculate Σ
′
1:i by the covariance transformation of
Σˆ
′
1:i =
(
Σˆ1, ..., Σˆi−1, Σˆ
′
i
)
applied to the ith sub-network.
4. Update Σ1:L as Σ1:L =
(
Σ
′
1, ...,Σ
′
i,Σi+1, ...,ΣL
)
.
End
End
decreases the sum power once the solution becomes feasible. A simple algorithm in Table I referred to
as Algorithm W can be used to calculate the polite water-filling level νi to satisfy the rate constraint I0i .
The overall algorithm for iTree networks is summarized in table II and referred to as Algorithm PR,
where P stands for Polite and R stands for Rate constraint. The following theorem is obvious.
Theorem 10: Once Algorithm PR finds a feasible solution, it will monotonically decrease the sum
power until it converges to a stationary point.
2) Algorithm PR1 for B-MAC Networks: We obtain Algorithm PR1 in table III for general B-MAC
networks by a modification of Algorithm PR so that the polite water-filling structure is imposed iteratively.
The algorithm can also be derived from the Lagrange function of the problem, where the Lagrange
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Table III
ALGORITHM PR1 (SOLVING SPMP FOR B-MAC NETWORKS)
Initialize Σˆ1:L and Ωi’s such that Σˆi  0,∀i and Ωi = I,∀i.
1. Update in the forward links
a. For ∀i, obtain Ωˆi from Σˆ1:L using (4).
Perform thin SVD Ω−1/2i Hi,iΩˆ
−1/2
i = Fi∆iG
†
i .
b. Obtain Di by the water-filling in (30), where
the polite water-filling level νi is calculated by Algorithm W.
c. Update Σi’s as Σi = Ωˆ
−1/2
i GiDiG
†
i Ωˆ
−1/2
i ,∀i.
2. Update in the reverse links similar as that in the forward links
a. For ∀i, obtain Ωi from Σ1:L using (1).
b. For ∀i, update Σˆi as in (30) and (31), where
the polite water-filling level νi is calculated by Algorithm W.
Return to step 1 until converge.
multipliers are exactly the water-filling levels of the links. Adjusting the Lagrange multipliers to satisfy
the rate constraints is exactly what Algorithm W does. It is clear that if Algorithm PR1 converges,
the solution satisfies the optimality conditions in Theorem 8, and thus achieves a stationary point. The
convergence is conjectured and the proof is left for future work. The intuition and simulations strongly
indicate fast convergence.
Remark 2: Algorithm PR1 can be used to solve the FOP by replacing constraints I0l with αI0l and
searching for α to satisfy the power constraint.
Remark 3: Algorithm PR1 can be easily implemented distributedly as shown in Section IV-E. Another
advantage is that it has linear complexity per iteration in terms of the total number of links L [23], while
in Algorithm B, the calculation of the transmit powers p and q needs to solve two
∑L
l=1Ml-dimensional
linear equations, whose complexity order is usually higher.
E. Distributed Implementation of Algorithm PR1
In a network, it is desirable to use distributed optimization. The above centralized algorithms serve as
the basis for the distributed design. Here, we design a distributed algorithm based on Algorithm PR1 for
time division duplex (TDD) networks. To perform the polite water-filling, Tl (Rl) only needs to know
the equivalent channel Ω−1/2l Hl,lΩˆ
−1/2
l , which can be obtained by pilot-aided estimation.
We assume block fading channel, where each block consists of a training stage followed by a transmis-
sion stage. The training stage is further divided into rounds, where one round consists of a half round of
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Table IV
ALGORITHM PRD (DISTRIBUTED VERSION OF ALGORITHM PR1)
Initialize i = 1 and Ω(0)l = I, Ωˆ
(0)
l = I, ∀l.
1. In the ith forward training round, Tl calculates Σ
(i)
l by polite
water-filling over
(
Ω
(i−1)
l
)−1/2
Hl,l
(
Ωˆ
(i−1)
l
)−1/2
and transmits
pilot signals3. Rl estimates Ω
(i)
l and Hl,l
(
Ωˆ
(i−1)
l
)−1/2
.
2. In the ith reverse training round, Rl calculates Σˆ
(i)
l by polite
water-filling over
(
Ωˆ
(i−1)
l
)−1/2
H†l,l
(
Ω
(i)
l
)−1/2
and transmits
pilot signals. Tl estimates Ωˆ
(i)
l and H
†
l,l
(
Ω
(i)
l
)−1/2
.
3. Let i = i+ 1 and enter the next round. Keep updating Σ(i)l and
Σˆ
(i)
l until the end of the training stage.
pilot aided estimation of Hl,lΩˆ
−1/2
l and Ωl in the forward link and a half round of pilot aided estimation
of H†l,lΩ
−1/2
l and Ωˆl in the reverse link. The Tl’s and Rl’s run a distributed version of Algorithm PR1
to solve SPMP and use the resulted input covariance matrices for the transmission stage.
First, we describe the operation at Tl. The operation at Rl is similar.
• In the (i− 1)th reverse training round, Tl estimates the interference-plus-noise covariance matrix
Ωˆ
(i−1)
l and the effective channel H
†
l,l
(
Ω
(i−1)
l
)−1/2
.
• In the ith forward training round, Tl calculates the input covariance matrix Σ
(i)
l by polite water-
filling over the equivalent channel
(
Ω
(i−1)
l
)−1/2
Hl,l
(
Ωˆ
(i−1)
l
)−1/2
as in step 1 of Algorithm PR1.
If Tr
(
Σ
(i)
l
)
> PmaxTl , where P
max
Tl
is the maximum transmit power of Tl, decrease the polite water-
filling level νl until Tr
(
Σ
(i)
l
)
= PmaxTl . Then Tl transmits pilot signals.
We summarize this distributed algorithm called PRD in Table IV
Since one training round is almost the same as one iteration in Algorithm PR1 except that each node
has an additional maximum power constraint, Algorithm PRD achieves nearly the same performance as
Algorithm PR1 after convergence. It is observed that very few training rounds, usually 2.5 to 3.5, suffices
for Algorithm PRD to achieve most of the gain, a desirable property for practical applications.
F. Optimization of the Encoding and Decoding Order
When DPC and SIC are employed, the coupling matrix Φ (pi) is a function of the encoding and
decoding order pi. Finding the optimal pi is generally difficult because the encoding and decoding orders
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at the BC transmitters and the MAC receivers need to be solved jointly. However, for each Pseudo
BC/Pseudo MAC defined below, the optimal pi is characterized in Theorem 11.
Definition 4: In a B-MAC network, a set of links, whose indices forms a set LB, associated with a
single physical transmitter is said to be a Pseudo BC if either all links in LB completely interfere with a
link k or all links in LB do not interfere with a link k, ∀k ∈ LCB . A set of links, whose indices forms a
set LM, associated with a single physical receiver is said to be a Pseudo MAC if either all links in LM
are completely interfered by a link k or all links in LM are not interfered by a link k, ∀k ∈ LCM.
Example 1: In Fig. 1, suppose x1 is encoded after x2 and x4 is the last one to be decoded at the
second physical receiver. Then link 2 and link 3 form a pseudo MAC because they belong to the same
physical receiver and suffer the same interference from x1, x4 and x5. Similarly, link 4 and link 5 form
a pseudo BC.
Remark 4: The pseudo BC and pseudo MAC were first introduced in [1] where the optimal encod-
ing/decoding order for the weighted sum-rate maximization problem (WSRMP) is shown to be consistent
with that of an individual BC or MAC. Similar results are obtained for FOP and SPMP in Theorem 11.
First, we need to modify the FOP and SPMP to include encoding and decoding order optimization
and time sharing. Let Ξ be a set of valid coupling matrices produced by proper encoding and decoding
orders. Define a larger achievable region
R(PT ) = Convex Closure
⋃
Φ∈Ξ
RΦ (PT ) .
The modified optimization problems are
OFOP: max
r∈R(PT )
(
min
1≤l≤L
rl
I0l
)
, (32)
and
OSPMP: min
PT
PT (33)
s.t. [I0l ]l=1,...,L ∈ R(PT ).
The following lemma is a consequence of that all outer boundary points of R(PT ) are Pareto optimal
and can be proved by contradiction.
Lemma 4: The optimal solution of OFOP or OSPMP is the intersection of the ray α
[I01 , · · · , I0L] , α >
0, and the boundary of R(PT ), where for OSPMP, the sum power PT is chosen such that the intersection
is at
[I01 , · · · , I0L].
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The following theorem characterizes the optimal encoding and decoding order for those boundary
points of R(PT ) that can be achieved by DPC and SIC without time sharing.
Theorem 11: Necessity: If the input covariance matrices Σ˜1:L and a valid encoding and decoding order
p˜i achieves the optimum of OFOP and OSPMP without time sharing, they must satisfy the following
necessary conditions:
1) Σ˜1:L satisfies the optimality conditions in Theorem 8.
2) If there exists a pseudo BC (pseudo MAC) in the B-MAC network, its optimal encoding (decoding)
order satisfies that, the signal of the link with the nth largest (smallest) polite water-filling level is
the nth one to be encoded (decoded).
Sufficiency: In MAC or BC, if certain Σ˜1:L and p˜i satisfy the above conditions, they must be the optimum
of OFOP or OSPMP.
Proof: The first necessary condition follows from Theorem 8. The second necessary condition follows
from the following two facts and Lemma 4. 1) Any outer boundary point of R(PT ) must be the solution
of a WSRMP with certain weight vector [wl],l=1,...,L. It is proved in [1] that the optimal solution of a
WSRMP must satisfy the polite water-filling structure and the polite water-filling levels are given by
νwl’s for some constant ν > 0; 2) By Theorem 9 in [1], the weighted sum-rate optimal encoding and
decoding order of each Pseudo BC (Pseudo MAC) is that the signal of the link with the nth largest
(smallest) weight is the nth one to be encoded (decoded). The sufficiency part is proved as follows. For
MAC, certain Σ˜1:L and p˜i satisfy the two conditions in Theorem 11 implies that Σ˜1:L and p˜i maximizes
the concave weighted sum-rate
∑L
l ν˜lIl (Σ1:L,Φ (pi)) and thus achieves a boundary point of the capacity
region of MAC. By Lemma 4, they achieve the global optimality of OFOP or OSPMP. The sufficiency
part for BC follows from the rate duality.
The above proof suggests an algorithm to adjust the encoding/decoding order pi according to current
polite water-filling levels. It is referred to as Algorithm O and summarized in Table V.
Remark 5: For the special cases of MAC and BC, if Algorithm O converges, the solution gives the
optimal order by Theorem 11.
Remark 6: A simple sub-optimal algorithm solving OSPMP for the special case of SIMO MAC/MISO
BC has been proposed in [16]. The difference between Algorithm O and the sub-optimal algorithm are as
follows. 1) The sub-optimal algorithm works for SIMO MAC, avoiding the calculation of beamforming
matrices, while Algorithm O works for MIMO cases; 2) In the sub-optimal algorithm, the update of pi
is more complicated, while in Algorithm O, pi is directly determined by the polite water-filling levels.
Same as the sub-optimal algorithm in [16], Algorithm O may cycle through a finite number of orders.
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Table V
ALGORITHM O (IMPROVING THE ENCODING AND DECODING ORDER)
Initialize the encoding and decoding order pi such that Φ (pi) is valid.
1. Solve the FOP or SPMP with fixed Φ (pi).
2. For each Pseudo BC and Pseudo MAC with the polite water-filling
levels obtained in step 1, if pi satisfies Theorem 11, output pi and
stop. Otherwise, set pi to satisfy Theorem 11 and return to step 1.
In this case, we can choose the best one of them. It is observed that the reason of non-convergence is
usually that the corresponding boundary point cannot be achieved without time-sharing.
V. SIMULATION RESULTS
Simulations are used to demonstrate the performance of the proposed algorithms. Let each transmitter
and receiver equipped with LT and LR antennas respectively. DPC and SIC are employed for interference
cancellation. Block fading channel is assumed and the channel matrices are independently generated
by Hl,k =
√
gl,kH
(W)
l,k ,∀k, l, where H(W)l,k has zero-mean i.i.d. Gaussian entries with unit variance; and
gl,k, ∀k, l is set as 0dB except for Fig. 4 and Fig. 5. In Fig. 6-8, each simulation is averaged over 100
channel realizations, while in other figures, a single channel realization is considered. We call pseudo
global optimum the best solution among many solutions obtained by running the algorithm for many
times with different initial points and with the encoding/decoding order obtained by Algorithm O. For
the plots with iteration numbers, we show rates or power after x.5 iterations/rounds, where the last 0.5
iteration/round is the forward link update.
Algorithm A can be used to find the achievable rate region boundary by varying the target rates I0l ’s.
It finds the point where the boundary is intersected by the ray α
(I01 , · · · , I0L). In Fig. 3, we plot the
boundaries of the rate regions achieved by Algorithm A with different decoding orders for a two-user
MAC with LT = 2, LR = 4. It can be observed that the convex hull of the rate regions achieved by
Algorithm A is the same as the capacity region, which implies that Algorithm A achieves the optimum
for this case, and thus is a low complexity approach to calculate the capacity region for MIMO MAC.
Algorithm PR and PR1 have superior convergence speed. Sum power versus iteration number is shown
in Fig. 4 for the iTree network of Fig. 2 and in Fig. 5 for a 3-user interference channel. Each node has four
antennas. The target rate of each link is 5 bits/channel use. In the upper sub-plot of Fig. 4, we consider
the moderate interference case, where gl,k = 0dB, ∀k, l. In the lower sub-plot, we consider strong
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Figure 3. Achieved rate region boundaries of a two-user MAC
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Figure 4. Convergence of the algorithms for the iTree network in Fig. 2
interference case, where gl,3 = 10dB, l = 1, 2 for the interfering links, and gl,k = 0dB for other k, l’s. It
is not surprising that Algorithms PR and PR1 have faster convergence speed because polite water-filling
exploits the structure of the problem. In the upper sub-plot of Fig. 5, we set gl,k = 0dB, ∀k, l. In the lower
sub-plot, we consider a strong interference channel with gl,k = 10dB, ∀k 6= l, and gl,k = 0dB,∀k = l.
Again, Algorithm PR1 converges faster than Algorithm B.
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Figure 6. Average sum power vs. the total rate for a 4-user MAC
In Fig. 6, we evaluate the performance of Algorithm PR for a 4-user MAC with LT = 2, LR = 4. The
‘MSP’ is the optimal solution obtained by the ‘Algorithm 2’ in [15], which has much higher complexity
as discussed in Section I-B. In both equal ([Rs, Rs, Rs, Rs] /4) and unequal ([Rs, 2Rs, 4Rs, 8Rs] /15)
target rate cases, where Rs is the total rate required, Algorithm PR with the decoding order obtained
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Figure 8. Convergence of the distributed algorithm for a 3-user interference channel
by Algorithm O achieves nearly the same sum power as the MSP but with much lower complexity. Not
showing is that Algorithm B and PR1 also achieve the same performance as Algorithm PR. In Fig. 7, we
evaluate the performance of Algorithms B and PR1 for the B-MAC network in Fig. 1 with LT = LR = 4.
The target rates are set as [Rs, Rs, 2Rs, 4Rs, 8Rs] /16. The encoding/decoding order is partially fixed
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and is the same as that in Example 1 of Section IV-F. For the pseudo MAC formed by link 2 and link
3 and the pseudo BC formed by link 4 and link 5, the fixed order that x3 is decoded after x2 and x5 is
decoded after x4, and its improved order obtained by Algorithm O are applied. With the improved order
obtained by Algorithm O, both algorithms achieve nearly the same performance as the Pseudo global
optimum of Algorithm PR1, while the algorithms with the fixed order suffers a performance loss.
We illustrate the convergence behavior of the distributed algorithm. Fig. 8 plots the total transmit
power and the minimum rate of the users achieved by Algorithm PRD versus the number of training
rounds for a 3-user interference channel with LT = LR = 4. Let
(I01 , I02 , I03), I0l = 5 (bits/channel use),
l = 1, 2, 3, be the true target rates. In Algorithm PRD, we may set a higher target rates as β
(I01 , I02 , I03)
with β = 1 and β = 1.05 respectively. It can be observed that after 2.5 rounds the rates are close to
the targets and after 3.5 rounds, the powers are also close to the that of infinite rounds. When β = 1,
the achieved minimum rate after 3.5 rounds exceeds the target rate in 88 out of 100 simulations. When
β = 1.05, the target rates are always satisfied after 3.5 rounds, while the total transmit power is about
0.7 dB larger. This suggests a trick that use higher target rates than true targets in order to exactly satisfy
the rate constraints in fewer number of iterations at the expense of more power.
VI. CONCLUSION
The general MIMO one-hop interference networks named B-MAC networks with Gaussian input and
any valid coupling matrices are considered. We design low complexity and high performance algorithms
for maximizing the minimum of weighted rates under sum power constraints and for minimizing sum
power under rate constraints. They can be used in admission control and in guaranteeing the quality
of service. Two kinds of algorithms are designed. The first kind takes advantage of existing SINR
optimization algorithms by finding simple and optimal mappings between the achievable rate region
and the SINR region. The mappings can be used for many other optimization problems. The second
kind takes advantage of the polite water-filling structure of the optimal input found recently in [1]. Both
centralized and distributed algorithms are designed. The proposed algorithms are either proved or shown
by simulations to converge to a stationary point, which may not be optimal for non-convex cases, but is
shown by simulations to be good solutions.
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APPENDIX
A. Proof for Theorem 4
Without loss of generality, we only prove that for any Σ achieving a rate I (Σ) = log ∣∣I + HΣH†∣∣ in
a single-user channel H, there exists a decomposition Σ = T˙T˙† leading to {T,R,p} which achieves a
set of SINRs γm = eI(Σ)/M − 1,m = 1, ...,M .
First, we show that considering unitary precoding matrix V ∈ CM×M will not loss generality. Note
that I (Σ) = log
∣∣∣I + HT˙VV†T˙†H†∣∣∣ = log ∣∣I + H¯VV†H¯†∣∣ , where H¯ = HT˙ is the equivalent channel
with unitary precoding matrix V = [v1, ...,vM ]. Define
A¯m = H¯
†
(
M∑
i=m+1
H¯viv
†
i H¯
† + I
)−1
H¯.
The SINR of the mth stream achieved by the MMSE-SIC receiver is given by [27] γm = v
†
mA¯mvm.
Hence, we only need to find a unitary precoding matrix V such that v†mA¯mvm = eI(Σ)/M − 1,m =
1, ...,M . Then the precoding matrix for the original channel is give by T˙
′
= T˙V.
We will use the method of induction. We first find a unit vector vM such that v
†
MA¯MvM = e
I(Σ)/M−1.
Let λ(M)i be the i
th largest eigenvalue of A¯M and u
(M)
i be the corresponding eigenvector. Since I (Σ) =
log
∣∣I + H¯VV†H¯†∣∣ = log ∣∣I + A¯M ∣∣ = log∏Mi=1 (1 + λ(M)i ), we must have λ(M)1 ≥ eI(Σ)/M − 1 and
λ
(M)
M ≤ eI(Σ)/M − 1. Note that v†MA¯MvM =
∑M
i=1
∣∣∣v†Mu(M)i ∣∣∣2 λ(M)i . Because {u(m)i , i = 1, ...,M}
form orthogonal bases, there exists a vM such that∣∣∣v†Mu(M)i ∣∣∣2 = 0, i = 2, ...,M − 1,∣∣∣v†Mu(M)1 ∣∣∣2 λ(M)1 + ∣∣∣v†Mu(M)1 ∣∣∣2 λ(M)M = eI(Σ)/M − 1.
Then it follows v†MA¯MvM = e
I(Σ)/M − 1.
Assume we already found a set of mutual orthogonal unit vectors vl, l = m + 1, ...,M such that
v†l A¯lvl = e
I(Σ)/M−1, l = m+1, ...,M . The rest is to prove that there exists a vm such that v†mA¯mvm =
eI(Σ)/M − 1 and vm is orthogonal to vl, l = m + 1, ...,M . Perform SVD A¯m = UmDmU†m. Let
λ
(m)
n be the nth largest eigenvalue of A¯m and u
(m)
n be the corresponding eigenvector. Define uˆ
(m)
n =
u
(m)
n −
∑M
j=m+1 v
†
ju
(m)
n vj , n = 1, ...,M , Uˆm =
[
uˆ
(m)
1 , ..., uˆ
(m)
M
]
and A˜m = UˆmDmUˆ
†
m. Then for
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i, j = 1, ...,m, we have
v†i A¯mvj =v
†
i
M∑
n=1
u(m)n λ
(m)
n
(
u(m)n
)†
vj
=v†i
M∑
n=1
uˆ(m)n λ
(m)
n
(
uˆ(m)n
)†
vj (34)
=v†i A˜mvj ,
where (34) follows from the definition of uˆ(m)n and the fact that v
†
ivk = 0, i = 1, ...,m, k = m+1, ...,M .
Because A˜m is positive semidefinite and
A˜mvi = 0, i = m+ 1, ...,M, (35)
the rank of A˜m must be less than m+ 1. Let λ˜
(m)
i be the i
th largest eigenvalue of A˜m and u˜
(m)
i be the
corresponding eigenvector. Define Vm = [v1, ...,vm]. Note that the interference from the last M −m
streams is
∑M
i=m+1 H¯vi . Then the sum rate of the first m streams is given by
log
∣∣∣∣∣∣I + H¯VmV†mH¯†
(
M∑
i=m+1
H¯viv
†
i H¯
† + I
)−1∣∣∣∣∣∣
=log
∣∣∣I + V†mA¯mVm∣∣∣
=log
∣∣∣I + V†mA˜mVm∣∣∣ (36)
=log
∣∣∣I + V†A˜mV∣∣∣ (37)
=log
m∏
i=1
(
1 + λ˜
(m)
i
)
=
m
M
I (Σ) ,
where (36) and (37) follows from (34) and (35) respectively. Therefore we must have λ˜(m)1 ≥ eI(Σ)/M−1
and λ˜(m)m ≤ eI(Σ)/M − 1. Note that
v†mA¯mvm = v
†
mA˜mvm
=
M∑
n=1
∣∣∣v†mu˜(m)n ∣∣∣2 λ˜(m)n .
Because
{
u˜
(m)
i , i = 1, ...,m
}
form orthogonal bases of the m-dimensional subspace orthogonal to vl, l =
m+ 1, ...,M , there exits a unit vector vm in this subspace such that∣∣∣v†mu˜(m)i ∣∣∣2 = 0, i = 2, ...,m− 1,m+ 1, ...,M,∣∣∣v†mu˜(m)1 ∣∣∣2 λ˜(m)1 + ∣∣∣v†mu˜(m)m ∣∣∣2 λ˜(m)m = eI(Σ)/M − 1.
Then we have v†mA¯mvm = eI(Σ)/M − 1. This completes the proof.
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B. Proof for Theorem 5
Note that Σ =
∑M
m=1 pmtmt
†
m implies that M ≥ Rank(Σ). Define an M × M DFT matrix F
where the element at the kth row and lth column is Fk,l = e−
2pikl
M
j/
√
M . If M is chosen to be greater
than or equal to LT , let F0 ∈ CLT×M be the matrix comprised of the first LT rows of F. Otherwise,
let F0 ∈ CLT×M be the matrix such that the upper sub matrix are F, and other elements are zero.
Perform SVD Σ = UDU†, where the diagonal elements of D are positive and in descending order. Let
T˙ = UD1/2F0. It can be verified that T˙T˙† = Σ. The norms of the columns of T˙ are the diagonal
elements of T˙†T˙ = F†0DF0 and they are equal to
∑LT
i=1 Di,i
M . Then the corresponding transmit powers
satisfy pm = Tr (Σ) /M,∀m.
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