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Abstract
Given two point sets S and T , we first study the many-to-many matching with
demands (MMD) problem, where each point of one set must be matched to at
least a given number of the points of the other set. We propose an O
(
n2
)
time
algorithm for computing a one dimensional MMD (OMMD) of minimum cost,
where |S| + |T | = n. In an OMMD problem, the input point sets S and T lie
on the real line and the cost of matching a point to another point is equal to
the distance between the two points. We also study a generalized version of
the MMD problem, the many-to-many matching with demands and capacities
(MMDC) problem, that in which each point has a limited capacity in addition
to a demand. We give an O(n2) time algorithm for the minimum-cost one
dimensional MMDC (OMMDC) problem.
Keywords:
Many-to-many point matching; One dimensional point-matching; Demands;
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1. Introduction
Suppose we are given two point sets S and T , a many-to-many matching
(MM) between S and T assigns each point of one set to one or more points of the
other set [4]. Eiter and Mannila [7] solved the MM problem using the Hungarian
method in O(n3) time. Later, Colannino et al. [4] presented an O(n log n) time
dynamic programming solution for finding an MM between two sets on the real
line. The matching has different applications such as computational biology [1],
operations research [2], pattern recognition [3], and computer vision [8].
A general case of the MM problem is the limited capacity many-to-many
matching (LCMM) problem where each point has a capacity, i.e. each point
can be matched to at most a given number of the points. Schrijver [12] proved
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Figure 1: S ∪ T are partitioned into maximal subsets A0, A1, A2, . . ..
that a minimum-cost LCMM can be found in strongly polynomial time. A
special case of the LCMM problem, the one dimensional LCMM (OLCMM)
problem, is that in which both S and T lie on the real line. Rajabi-Alni and
Bagheri [10] proposed an O(n2) time algorithm for the minimum-cost OLCMM.
In this paper, we consider another generalization of the MM problem, where
each point has a demand, that is each point of one set must be matched to at
least a given number of the points of the other set. Let S = {s1, s2, . . . , sy}
and T = {t1, t2, . . . , tz}. We denote the demand sets of S and T by DS =
{α1, α2, . . . , αy} and DT = {β1, β2, . . . , βz}, respectively. In a many-to-many
matching with demand (MMD), each point si ∈ S must be matched to at
least αi points in T and each point tj ∈ T must be matched to at least βj
points in S. We study the one dimensional MMD (OMMD), where S and T
lie on the real line and propose an O(n2) algorithm for finding a minimum-cost
OMMD. Then, we give an O(n2) time algorithm for another general version
of the MMD problem called the many-to-many matching with demands and
capacities (MMDC) problem, where each point has a demand and a capacity.
2. Preliminaries
In this section, we proceed with some useful definitions and assumptions.
We denote the elements in S in increasing order by (s1, ..., sy), and the elements
in T in increasing order by (t1, ..., tz). Let s1 be the smallest point in S∪T . Let
S ∪ T be partitioned into maximal subsets A0, A1, A2, . . . alternating between
subsets in S and T such that the largest point of Ai lies to the left of the smallest
point of Ai+1 for all i ≥ 0 (see Fig. 1).
Let Aw = {a1, a2, . . . , as} with a1 < a2 < . . . < as andAw+1 = {b1, b2, . . . , bt}
with b1 < b2 < . . . < bt. Note that for w > 0, both b0 and a0 represent the
largest point of Aw−1. We denote the demand of each point a ∈ S ∪ T by
Demand(a). For any point q, let C(q, j) be the cost of a minimum-cost OMMD
between the points {p ∈ S ∪ T |p ≤ q} such that all demands of each point p
with p < q are satisfied but j number of the demands of q are satisfied. Let
M(bi, k) denote the point that satisfies the kth demand of bi. Note that if
k > Demand(p), we suppose that M(bi, k) is the kth point that is matched to
p. Let q be the largest point in {p ∈ S ∪ T |p < q}, then C(bi, 0) = C(q, deg(q)).
Note that deg(p) denotes the number of the points that has been matched to p.
3. Our algorithm for OMMD problem
In this section, we present an O(n2) algorithm for finding a minimum-cost
OMMD between two sets S and T lying on the real line. Our algorithm is based
on the algorithm of Rajabi-Alni and Bagheri [11]. We begin with some useful
lemmas.
Figure 2: (a, c) and (b, d) do not both belong to an optimal matching.
Lemma 1. Let b < c be two points in S, and a < d be two points in T such
that a ≤ b < c ≤ d. If a minimum-cost OMMD contains both of (a, c) and (b, d),
then (a, b) ∈M or (c, d) ∈M .
Proof. Suppose that the lemma is false. Let M be a minimum-cost OMMD
that contains both (a, c) and (b, d), and neither (a, b) ∈ M nor (c, d) ∈ M (see
Fig. 2). Then, we can remove the pairs (a, c) and (b, d) from M and add the
pairs (a, b) and (c, d): the result M ′ is still an OMMD which has a smaller cost,
a contradiction. 
Lemma 2 ([10]). Let a ∈ S, b ∈ T and c ∈ S, d ∈ T such that a ≤ b < c ≤ d.
Let M be a minimum-cost OMMD. If (a, d) ∈ M , then either (a, b) ∈ M or
(c, d) ∈M or both.
Corollary 1 ([10]). Let a ∈ Ai and d ∈ Aj for some i, j ≥ 0. For any match-
ing (a, d) in a minimum-cost OMMD, if j > i + 1 then either (a, b) ∈ M
for all points b ∈ Ai+1 ∪ Ai+3 ∪ . . . ∪ Aj−2 or (c, d) ∈ M for all points c ∈
Ai+2 ∪ Ai+4 ∪ . . . ∪ Aj−1.
Note that we use Corollary 1 for satisfying the demands of a ∈ Ai by the
points of sets Aj or for satisfying the demands of b ∈ Aj by the points of sets
Ai. In fact, in a minimum-cost OMMD, for each matching (a, d) with a ∈ Ai
and d ∈ Aj satisfying j > i+ 1:
• d ∈ Aj has been matched to all the points in Aj−1 ∪ Aj−3 ∪ . . . ∪ Ai+2.
• or a ∈ Ai has been matched to all the points in Ai+1 ∪Ai+3 ∪ . . . ∪Aj−2.
Theorem 1. Let S and T be two sets of points on the real line with |S|+|T | = n.
Then, a minimum-cost OMMD between S and T can be determined in O(n2)
time.
Proof. Our algorithm is as follows (see Algorithm 1). Initially, partition S ∪ T
into maximal subsets A0, A1, . . ., and let C(p, k) = ∞ for all p ∈ S ∪ T and
1 ≤ k ≤ Demand(p) (Lines 1–4). Obviously, the number of the pairs of a
minimum-cost OMMD is equal to max(
∑|S|
i=1 αi,
∑|T |
j=1 βj).
Let Aw = a1, a2, . . . , as, and Aw+1 = b1, b2, . . . , bt (Lines 7–8). Assume
that we have computed C(p, h) for all p < bi and 1 ≤ h ≤ Demand(p). Also,
assume we have computed C(bi, h) for all 1 ≤ h ≤ k − 1, and now we want to
compute C(bi, k). In fact, we use the idea of [11], that is we first insert the point
b1 ∈ Aw+1 and determine that whether the point b1 decreases the cost of the
OMMD or not. Then, if deg(b1) < Demand(b1) we should satisfy the remaining
demands of b1 such that the cost of the OMMD is minimized. In other words,
we compute C(b1, k) for k = 1, 2, . . . , Demand(b1), respectively. Then, we insert
the point b2 and compute C(b2, k) for k = 1, 2, . . . , Demand(b2), respectively,
and so on. So, our algorithm consists of three steps (Lines 9–15):
Step 1. In this step, by Corollary 1, we should determine that whether inserting
the point bi decreases the cost of the OMMD. Firstly if i = 1, starting
from as we examine the points of Aw, a1, a2, . . . , as, respectively to check
whether matching them to b1 decreases the cost of the OMMD or not until
reaching the point a0 (Lines 1–7 of Algorithm 2). Then, for i ≥ 1 we do as
follows. Let Aw′ be the set of the points that has been matched to bi−1.
We should examine whether matching the points of Aw′ to bi decreases
the cost of the OMMD or not (Lines 8–15 of Algorithm 2). Then, if
deg(bi) ≥ Demand(bi) we have done, otherwise we go to Step 2.
Step 2. In this step, we first seek the points bi−1, bi−2, . . . , b1, respectively to find
the first point bj with deg(bj) > Demand(bj). Let au be the smallest point
that has been matched to bj , we remove the pair (au, bj) from the OMMD
and add the pair (au, bi) (Lines 1–4 of Algorithm 3). If there does not exist
such a point bj ≤ bi with deg(bj) > Demand(bj), we examine whether
there exists a point bj ∈ {b1, b2, . . . , bi−1} which has been matched to a
point ah with deg(ah) > Demand(ah). Then, if ah has not been matched
to bi, we match bi to ah (Lines 6–8 of Algorithm 3).
Claim 1. If bj has been matched to ah with deg(ah) > Demand(ah), then
bi would also be matched to ah.
Proof. Note that deg(ah) > Demand(ah) implies that ah decreases the
cost of the OMMD. Also note that ‖bj − a‖ < ‖bi − a‖ for all points
a ∈ S∪T with a ≤ bj . In the minimum-cost OMMD, bj has been matched
to ah = M(bj , v) for 1 ≤ v ≤ Demand(bj) instead of any other point aq
with deg(aq) = Demand(aq), so:
C(bj , v−1)+bj−ah < C(bj , v−1)+bj−aq+C(aq, deg(aq)−1)−C(aq, deg(aq)),
and thus:
−ah < −aq + C(aq , deg(aq)− 1)− C(aq, deg(aq)),
If we add C(bi, k − 1) and bi to both sides of the above inequality, then
we have:
C(bi, k−1)+bi−ah < C(bi, k−1)+bi−aq+C(aq, deg(aq)−1)−C(aq, deg(aq)),
so bi is also matched to ah. 
Step 3. Obviously, in this step for all points bj in {bi−1, bi−2, . . . , b1} we have
deg(bj) = Demand(bj) (see Algorithm 4). Let M(bi, deg(bi)) ∈ Aq (Line
1). Starting from Aq, by Corollary 1, we seek the partitions Aq, Aq−2, . . .,
respectively to find the first partition Aw′ containing at least one point
that has not been matched to bi (Lines 2–3). Let Aw′u be the set of the
points in Aw′ that have been matched to u ≥ 0 smaller points and a
′′
u be
the largest point of Aw′u (Lines 4–5). Let r denote the number of the sub
partitions of Aw′ , i.e. Aw′ = Aw′0 ∪ Aw′1 ∪ . . . ∪ Aw′(r−1) (Line 6).
Claim 2. Assume that al, am ∈ Aw′u with am < al and ah ∈ Aw′ with
deg(ah) > Demand(ah) and ah > al. In this step, bi can be matched to
either al or ah but not to am.
Proof. Suppose by contradiction that the point bi is matched to am (the
pair (M(am, u), am) is removed from the OMMD and the pair (am, bi) is
added to the OMMD). Then, it is easy to show that there exists at least
one point b′ ≤ am such that (b
′, al) ∈ OMMD but (b
′, am) /∈ OMMD;
by Lemma 1, two pairs (b′, al) and (am, bi) contradict the optimality. 
So, we must examine that whether bi should be matched to either a
′′
0 , or
a′′1 , and so on (Lines 8–10).

Algorithm 1 OMMD(S,T )
1: Partition S ∪ T to A0, A1, . . .
2: for all p ∈ S ∪ T do
3: for all 1 ≤ k ≤ Demand(p) do
4: C(p, k) =∞
5: w = 0
6: while |OMMD| < max(
∑|S|
i=1 αi,
∑|T |
j=1 βj) do
7: Aw = a1, a2, . . . , as
8: Aw+1 = b1, b2, . . . , bt
9: for i = 1 to t do
10: Step1(S, T,A0, A1, . . .)
11: for i = 1 to t do
12: while deg(bi) < Demand(bi) and |Aw +Aw−2 + . . . | ≥ Demand(bi)
do
13: Step2(S, T,A0, A1, . . .)
14: if deg(bi) < Demand(bi) then
15: Step3(S, T,A0, A1, . . .)
16: w = w + 1
We also give an algorithm for the one dimensional MM with demands and
capacities (OMMDC) problem. It is similar to the OMMD algorithm, but when
Algorithm 2 Step1(S,T ,A0,A1,. . .)
1: if i = 1 then
2: j = s
3: while j ≥ 1 do
4: if C(aj , deg(aj)) > C(aj , deg(aj)− 1) + b1 − aj then
5: Add the pair (b1, aj) to OMMD and remove (aj ,M(aj , deg(aj)))
6: C(b1, deg(b1)) = C(b1, deg(b1) − 1) + b1 − aj − C(aj , deg(aj)) +
C(aj , deg(aj)− 1)
7: j = j − 1
8: Let Aw′ = a
′
1, a
′
2, . . . , a
′
s′ be the set of points matched to bi−1
9: Let j = s′
10: while j ≥ 1 do
11: Let q be the number of points b′u matched to a
′
j such that b
′
u ≤ a
′
j
12: if C(a′j , q) > C(a
′
j , q − 1) + bi − a
′
j then
13: Add the pair (bi, a
′
j) to OMMD and remove (a
′
j ,M(a
′
j , q))
14: C(bi, deg(bi)) = C(bi, deg(bi)− 1) + bi − aj −C(aj , q) +C(aj , q − 1)
15: j = j − 1
Algorithm 3 Step2(S,T ,A0,A1,. . .)
1: Let k = deg(bi) + 1
2: if ∃bj ∈ bi−1, bi−2, . . . , b1 s.t. deg(bj) > Demand(bj) then
3: Match bi to the smallest point that has been matched to bj , denoted by
ah, s.t. (ah, bi) /∈ OMMD, and remove (bj , ah) from OMMD
4: C(bi, k) = C(bi, k − 1) + bi − bj
5: else
6: if ∃bj ∈ b1, b2, . . . , bi−1 s.t. deg(M(bj, k)) > Demand(M(bj, k)) s.t.
(M(bj , k), bi) /∈ OMMD then
7: Match bi to the point ah = M(bj , k)
8: C(bi, k) = C(bi, k − 1) + bi − ah
Algorithm 4 Step3(S,T ,A0,A1,. . .)
1: Let M(bi, deg(bi)) ∈ Aq
2: Starting from Aq we seek the partitions Aq, Aq−2, . . ., respectively
3: Let Aw′ be the first partition containing at least a point that has not been
matched to bi
4: Let Aw′u be the set of the points in Aw′ that have been matched to the u
smaller points
5: Let a′′u be the largest point in Aw′u
6: Let r denote the number of the sub partitions Aw′u
7: Let k = deg(bi) + 1
8: Let j = argminr−1h=0 C(bi, k − 1) + bi − a
′′
h + min{−C(a
′′
h, deg(a
′′
h)) +
C(a′′h, deg(a
′′
h)− 1), C(a
′′
h, deg(a
′′
h))}
9: Match bi to the point a
′′
j
10: Let C(bi, k) = C(bi, k−1)+bi−a
′′
j +min{−C(a
′′
j , deg(a
′′
j ))+C(a
′′
j , deg(a
′′
j )−
1), C(a′′j , deg(a
′′
j ))}
matching the points we should consider their limited capacities in addition to
their demands.
Theorem 2. Let S and T be two sets of points on the real line with |S|+|T | = n.
Then, a minimum-cost OMMDC between S and T can be computed in O(n2)
time.
Proof.
Suppose that we have computed C(bi, k − 1), and now we should compute
C(bi, k) for 1 ≤ k ≤ Cap(bi), where Cap(bi) is the capacity of bi, i.e. the number
of the points that can be matched to the point bi:
• If i = 1, we must examine that whether matching the points as, . . . , a1 to
the point bi decreases the cost of the OMMDC or not.
• Let aj be the smallest point that has been matched to bi−1, starting from
aj−1 we should examine that whether bi decreases the cost of the OMMDC
or not.
• Let Aw′ be the set of points matched to bi−1. We, also examine that if
matching the points of Aw′ to bi decreases the cost of the OMMDC.
Then, If deg(bi) < Demand(bi), two cases arise.
• There exists a point bj ∈ Aw+1 with bj ≤ bi and deg(bj) > Demand(bj).
So, we remove an arbitrary pair (au, bj) from the OMMDC and add the
pair (au, bi).
• For all points bj in {bi−1, bi−2, . . . , b1} we have deg(bj) = Demand(bj). In
this case, we have two cases:
– There exists a point bj in {bi−1, bi−2, . . . , b1} that has been matched
to a point ah with Demand(ah) < deg(ah) < Cap(ah). By Claim 1,
we must match bi to ah.
– If the above case does not arise, let Awu be the set of the points in
Aw that have been matched to u ≥ 0 smaller points and a
′′
u be the
largest point of Awu such that deg(a
′′
u) < Cap(a
′′
u). We must examine
that whether bi should be matched to a
′′
0 or a
′′
1 , and so on.

4. Concluding Remarks
We presented an algorithm for getting an OMMD between two point sets
with total cardinality n in O(n2) time. We also give an O(n2) algorithm for
OMMDC.
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