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The main aim of this paper is to provide a general elementary 
hearistic discussion of the ideas and techniques used in singular perturba- 
tion problems. For an attempt at a deeper understanding of basic 
concepts the reader should consult the work of Lagerstrom and Casten 
[1] and earlier references cited by them. For a more detailed exposition 
of the techniques used and many examples of application the reader 
can consult Refs. [2-4]. 
Perturbation methods are intimately connected with asymptotic 
expansion and some details are given below. Generally, in perturbation 
procedures the asymptotic expansion is carried out with respect to a 
parameter and has a certain domain of validity, as an asymptotic, 
with respect to an independent variable. An ultimate aim might be to 
construct and asymptotic approximation valid over a certain given 
domain (finite or infinite) of independent variable. The general situation 
is the following: several asymptotic expansions1 valid in different 
domains are needed in order to construct an asymptotic approximation 
valid over the entire domain. For reasons veiled in antiquity this usual 
situation is called singular. The situation when a single (limit process) 
expansion provides an asymptotic approximation valid in the entire 
domain of interest is called regular. In the following paragraphs we 
outline the uses and scope of perturbation procedures and describe 
the notions of asymptotic approximation and limit process expansion. 
Some simple examples are worked out and some general applications 
indicated. Finally an illustration is given of a more general type of 
asymptotic expansion, the multiple scale expansion and it is shown 
how this expansion can be combined with one of limit process type. 
In physical problems perturbation methods are used most often in 
1 Here we are speaking of asymptotic approximations of limit process type or equivalent. 
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two ways, (i) to generate approximate solutions to given equations 
(ii) to generate sets of approximating equations to more exact formula- 
tions. The aim is usually not restricted to numerical results but includes 
the desire for a simplified description. From the mathematical point 
of view we can think of all physical problems as expressed in dimen- 
sionless variables. The various physical constants of the problem will 
combine to form dimensionless parameters. One of the parameters E 
(say) may be a small number and we can then consider an approximation 
valid for small E. E may be, for example, a ratio of characteric lengths, 
times or energies. We can consider the approximation by considering 
a family of problems (or solutions) as E j, 0 and then the sense of the 
approximation becomes asymptotic. That is, the difference between 
the exact solution and a finite number of approximating terms can be 
made arbitrarily small as E 4 0. One type of asymptotic expansion 
which is extremely useful and for which the construction of successive 
terms follows well defined rules is the limit-process expansion. In 
its simplest form the limit-process expansion is based on an asymptotic 
sequence of functions Pi with the property 
CLk+lk)IPkk) + 0, as E 4 0. 
In a practical problem the Pi are chosen according to certain rules 
to fit the needs of the particular problem and they measure the orders 
of magnitude of successive terms in the approximation. Assuming the 
existence of limit-process expansions for a given problem the basis of 
the method lies in the following (unproved) theorem: The limit of the 
(unknown) solution of some exact problem is equal (asymptotically) to 
the exact solution (known) of the limit of the original problem. For 
example, from a given sequence &E), a limit process expansion of a 
functionf(x; E) can be written 
where x* = X*(X; E) a fixed relationship and the representation (1) 
is valid in some fixed x* domain. Valid here means that the asymptotic 
order of the error is correctly given. Then the fk(x*) can be calculated 
successively as follows: 
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In the situation where we are trying to solve a problem the function 
f(x; l ) is the (unknown) solution. Then the idea of the theorem above 
is used and the limits are applied to the original problem to obtain 
a sequence of problems for f. , fi ,... . This procedure is a more precise 
version of the rule “equating equal powers of E.” 
Now the following situation is general. The sequence of problems 
defining fO , fr , etc., is not well posed, for example, certain constants 
of integration may not be able to be found and the fO ,fr , fs ,... will 
not be able to be fully constructed seriatim, even though the original 
problem forf( x* d is well posed. This is an indication that for the given , ) 
sequence &E) and variable x*(x; l ) there is a nonuniformity to the 
approximation. In general this means that more than one expansion 
(with different x*, pk) must be used to cover the entire x-domain of 
interest. An outline of the way doing this will now be given. 
The question that must be answered is how to choose a suitable 
coordinate x*(x; E) and a suitable asymptotic sequence Pi. The 
general procedure is to consider the problem subject to all possible 
limits but to choose from all possible limits only those which are 
distinguished. By distinguished here we mean those limits which 
assign a definite order of magnitude to Pi with a corresponding 
X*(X, E), rather than those which place Pi in some order class. There 
are only a finite number of distinguished limits to be considered for 
a given problem, basically because there are only a finite number 
of terms in the equations and boundary conditions of a given problem. 
There are only finite possibilities for dropping out terms and obtaining 
reduced problems. The usefulness of these distinguished limits depends 
on the following (unproved) theorem: the expansions corresponding 
to distinguished limits in adjacent x-regions overlap and match 
asymptotically. The details of asymptotic matching cannot be discussed 
here (cf. Ref. [2]) but a simple example will be given. This matching 
does provide the mechanism for determining unknown constants in 
the various expansions valid in adjacent regions. If in fact the adjacent 
regions cover the entire domain of interest then an asymptotic approxi- 
mation can be constructed from limit process expansions which is 
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valid in the entire region of interest. In this way the original problem 
is solved in terms of a sequence of simpler problems. 
Sometimes, however, the various domains of the limit-process 
expansions do not cover the entire region of interest. This may happen, 
for example, if functions which do not have limits occur in the solution 
(e.g., sin t/e). Then it still may be possible to construct an asymptotic 
approximation valid in the entire region by using a more general type 
of asymptotic expansion in those domains where the limit process 
expansions do not exist. Under such circumstances the ideas of 
asymptotic matching can still be used. 
The procedure proposed here is certainly not the only way of con- 
structing an asymptotic approximation. However, basing the entire 
procedure in limits makes it possible often to assign a simple description 
to the various stages of approximation. 
Now, as a simple example, consider the problem of constructing an 
approximation for the motion of a linear oscillator (spring K, mass m, 
damping p) initially at rest and subject to an initial impulse, when 
the mass m is a relatively small value. In terms of a suitable dimen- 
sionless y and a time scale t measured in units of /I/K the problem for 
y(t, E) can be written 
d2y 4 l @+-&+y =o, O<t<oo 
Y(O) = a $(O) = f . 
Here 
mk tz=--N 
( 
viscous decay period 
P2 undamped oscillation period ) . 
We can expect a more rapid rise for smaller E as indicated in Fig. 1. 
For this problem the limit E 4 0, t fixed and the sequence 
produces a sequence of problems for the terms of yk(t) of the asymptotic 
expansion 
Y(C 4 = Y&) + EY&) + -*- * (3) 
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FIG. 1. Response of oscillator as 6 4 0. 
The first term is found from 
g+y, =o, y. = A,e-t (4 
and represents the ultimate decay of a massless system. However only 
one constant of integration appears so that both initial conditions 
of problem (2) cannot be satisfied. The description is not good for 
the initial moments and we can only expect the asymptotic expansion 
(3) to be valid 0 < t, < t < t, for some t,,, . 
In order to describe better what happens near t = 0 we can use 
a coordinate t* = t/S(e), S(E) --t 0 so that for fixed t*, t -+ 0 as E --t 0. 
It is sufficient for this example to consider the same sequence pk = 8. 
NOW the asymptotic expansion has the form 
y(t; 4 = yo*(t*) + eyI*(t*) + **- 
and problem (2) reads 
(5) 
p-@+-+;g 
E @Yo + . . . +yo* + **- = 0 
y()‘o*(O) + cyl*(o) + *** = 0, fFw+;2.&))+... =;. 
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Different approximate equations result according as S/E + 0 or S/e = 1, 
but the latter is the distinguished limit and results in the problem 
d”ro dt*a+g=o, t* =4 E’ 
dye* 
Yo*(o)=o, ==l, 
(6) 
with the solution 
y&t*) = 1 - e-t* = 1 - e-t/e. (7) 
This approximation gives an accurate picture of the rapid change 
in the initial moments but cannot be valid for t large because the motion 
shows no ultimate decay. However according to the ideas of asymptotic 
matching the ultimate behavior of (5) (t* -+ co) should correspond 
to the initial behavior of (3) (t ---t O+). Comparing (7) and (4) we 
see that the unknown constant A, must be chosen A, = 1. The over- 
lapping of the two expansions in the adjacent t regions for this case 
is essentially guaranteed by the occurence of the common term dy/dt 
in (4) and (6). 
The basic idea used here can be extended in various directions: 
higher approximations can be constructed and matched, the effects of 
variable coefficients can be considered (this may demand a different 
sequence v~(E) for one of the expansions), and nonlinearities can be 
considered. In the non-linear case it is possible for even the location 
of the transition layer to depend on the particular boundary conditions. 
Further, systems such as 
$ = f(x, Y), 
6 $ = g(x, Y), 
with suitable initial conditions can have rapid layers of transitions 
(of Ref. [Sj). Such systems occur for example in chemical reactions 
where some reaction rates are much faster than others. 
The basic ideas can be extended to boundary value problems and, 
if the solution exists, rapid layers of transition may occur at the end 
points or even at interior points. Conceptually, expansions based on 
limits can also be used for problems described by partial differential 
equations. An historically important case is the approximate solution 
607116/3-9 
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of the Navier-Stokes equations for viscous-incompressible flow past a 
streamlined body according to Prandtl’s boundary layer theory [6]. 
The small parameter is 
E = 1/(Re)li2, Re is the Reynolds’ number of flow past object = UL/v, 
U is the velocity, L is the length, v is the kinematic viscosity. The 
terms of the expansion valid away from the boundary are given by 
inviscid potential flow (which would slip past the surface). The flow 
in the boundary layer is given by the solution to Prandtl’s equation 
and matches to the potential flow. This provides an explanation of 
skin friction and resistance. For a detailed treatment see Ref. [7]. 
Thus far in the discussion, the occurence of nonuniformities has 
been connected with the loss of a boundary or initial condition due 
to the reduction in order of the differential equation under one of 
the limits. Such problems are of necessity singular. But there are many 
other kinds of approximations which lead to nonuniformity. Some of 
these will now be mentioned briefly. 
Thin-domains occur in various problems and the reduction in the 
number of independent variables associated with trying to exploit 
thinness inevitably leads to nonuniformity near boundaries. For example 
steady heat-conduction in a long insulated bar along the x-axis is often 
treated as one-dimensional. The small parameter is E = L/D (L = length, 
D = diameter) and the coordinates held fixed in the limit process are 
(x/L, y/D, z/D). The distribution of temperature over a ( y, z) boundary 
face cannot be described by the one-dimensional temperature distribu- 
tion in the interior. A local boundary expansion must be constructed 
which matches to the solution in the interior. In this heat conduction 
problem we are concerned with degeneration of a three-dimensional 
domain to a one-dimensional one. In other problems three dimensional 
domains are approximated as two-dimensional and boundary layers are 
again needed. For example elastic shell theory (first approximation 
equations on a two-dimensional manifold) can be drived from the 
three-dimensional equations of elasticity in the limit E = D/R --t 0 
when D is the thickness of shell, R is the radius of curvature. Another 
slightly different example occurs in the theory of the electric field 
induced by a point source of current in a very long thin biological 
cell. The cell is bounded by a membrane whose electric conductivity 
is much less than the electric conductivity of the interior of the cell: 
E N membrane conductivity/cell interior conductivity. 
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Representing the cell as an infinite cylinder in a perfectly conducting 
medium we have a problem for the potential + (dimensionless coor- 
dinates) 
v,z+ = --6(x - K), -co < x < co, y, x in cell, 
a4 &-t-$=0 on membrane boundary. 
The nonuniformity here occurs as x -+ &co. When E = 0 the cell 
membrane behaves as a perfect insulator and all the current necessarily 
flows out of the end of the cell. However for E > 0 the current leaks 
out for all x and there is no current at infinity. In this case different 
asymptotic expansions must be used near infinity and near the source, 
but these again match asymptotically. For details see Ref. [8]. Another 
familiar example involving far fields is that of sonic boom. A supersonic 
airplane is essentially a thin object moving through the air. The waves 
produced near the aircraft are basically acoustic waves. If this wave 
field would be a valid description right down to the ground the shape 
of the airplane would be heard rather than a boom. The appropriate 
small parameter for this problem is 
E = thickness of aircraft/length of aircraft = T/L. 
The far field effect in this case is again a cumulative one, but depends 
on nonlinearity. It is a fact that the speed of a weak shock wave differs 
by O(E) from the speed of a sound wave. Thus in the far field the acoustic 
wave is located in the wrong place and there are also other effects of 
nonlinearity. The limit process (E J 0), x/L fixed generates first order 
(O(E)) acoustics, second-order acoustics (O(E~)) etc. This expansion is 
valid near the airplane and can for instance be used to calculate lift 
and drag. However within the wave zone as x -+ co, the second order 
terms become much larger than the first-order terms. An expansion 
valid near infinity can be constructed if now x* is a point in the wave 
zone (x* fixed means x -+ CO in the wave zone). When this is done 
a nonlinear first approximation equation appears for the farfield and 
shock waves fit in naturally. (cf. Ref. [2]). This far field matches 
asymptotically to the acoustic nearfield. The farfield description results 
in the familiar N-wave and sonic boom. 
Some further brief remarks will now be made about nonuniformities. 
The situation of artificial local singularities near noses, corners, under 
concentrated loads, and other distinguished points appears fairly often 
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in perturbation procedures. The first approximation of some procedure 
is too crude to give a correct local physical description in the neighbor- 
hood of the distinguished point. Sometimes the local singularity can 
be ignored if the integrated effect is finite. Other times however a 
better local description is needed. This can be done by considering 
a local expansion in which the representative point x approaches the 
distinguished point x0 as E 4 0. That is, a blown-up coordinate x* = 
(x - x0)/6(e) is used. C?(E) is chosen so that a distinguished limit results, 
and asymptotic matching to the expansion valid away from x0 can 
be carried out. Another important phenomenon can appear when 
several dimensionless parameters E, Mi , Ma , ikZs ,,.,, etc. enter in the 
description of a physical problem. There is a tendency toward agglutina- 
tion of the parameters. An expansion as E J. 0 (Mi , n/r, ,... fixed) may 
not be valid for all ranges of the parameters Mi . This will usually 
become obvious by the occurrence of groups such as c/(M, - 1) etc. 
In the vicinity of Ml = 1, there is a nonuniformity. This difficulty 
can be overcome by considering a new limit E J, 0, Ml -+ 1 in such a 
way that e/(M, - 1) is fixed. The natural question of asymptotic matching 
in the parameter space is one that has not received much attention. 
These brief remarks conclude our discussion of nonuniformities in 
limit-process expansions. 
I would just like to mention now that the same type of perturbation 
mathematics as is used in some physical problems appears also in pure 
numerical analysis. For example, in his study of numerical treatment of 
a signaling problem for 
Kreiss [9] was lead to study the properties of the solution of the limit 
form of the finite-difference approximation 
2 + a g = E (higher derivatives). (9) 
Here E is proportional to the mesh size used in the finite difference 
approximation. As E 4 0 the solution of the finite difference equations 
is supposed to approach the solution of (8). Different difference schemes 
result in different higher derivative terms in (9) and their corresponding 
boundary layers. A difference scheme in order to be successful must 
incorporate boundary layers which decay properly. 
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The last main topic to be discussed is the use of a more general 
type of asymptotic expansion than limit-process type. A typical example 
when this is necessary occurs for the same linear spring-mass-damping 
system as discussed earlier. However, now the initial value problem of 
an impulse for relatively small damping is considered. In suitable 
dimensionless units the problem is 
d2y ;iii+2’$+y=o, t 3 0, 
Y(0) = 0, g(o) = 1, 
and now E = #/(~&)l/~. A study of the exact solution for this problem 
shows that the motion is a slowly damped oscillation. The dominant 
term is 
y = ecft sin t + ... . 
Any limit process expansion (E J, 0, t fixed) in effect expands the expo- 
nential function, does not show the damping, and is not uniformly 
valid for large t. It is desirable to keep the coordinate t” = Et, a slow 
time variable. Thus an asymptotic expansion of the form 
Y = : I-L&)fk@, f> + %%+1) 
k=O 
can be tried. The ~~(6) are supposed to give the orders of magnitude 
of the various terms for some large range of (t, 2) including the origin. 
The problems for the fk(t, Z) can no longer be obtained from limits, 
but separate equations for the different orders of magnitude Pi 
can still be written. Now to enforce uniform validity it is necessary 
to keep fk(t, Z) under control. This is done by considering equations 
for orders po, pi and preventing fast growth (secular terms) in fi . 
For example, for f0 we find 
fo(t, f) = A(f) cos t + B(f) sin t 
A,(f), B,(Z) are undetermined from the p0 problem but from the restric- 
tions just mentioned on the p1 problem some ordinary differential 
equations for A(f), B(tl) are found. When this process is carried to 
higher orders provision must also be made for shifts in frequency 
(or phase) using for example, t* = (1 + Ql(e))t. In more general 
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problems the choice of suitable fast (t*) and slow scales f is part of 
the problem. But basically the approach is the same: the expansion 
if forced to be “as uniformly valid as possible.” 
I would like to conclude with a brief discussion of a practical problem 
in which it was necessary to combine the ideas of limit-process expansions 
and multiple scale expansions. In normal operation a certain spin- 
stabilized satellite consists in a box-like stator and a cylindrical rotor. 
(See Fig. 2.) When the driving torque on the rotor, necessary to overcome 
bearing friction, failed the satellite was observed to “fall down” into 
a flat spin about the principal axis of maximum inertia. The process 
of making the satellite “stand up” and regain, within a residual nutation 
angle, its original position can be described accurately by a combined 
Spacecraft Angular 
Momentum Vector 
3 
- Flat Spin 
Residual Nutatlon 
Desired 
Line Of 
Sight 
/ 
FIG. 2. Illustration of the initial and final conditions and normal operation state. 
SINGULAR PERTURBATION 391 
perturbation method. The perturbation parameter E is proportional to 
the small constant torque applied to the rotor when it is restarted. 
The formulation, perturbation expansion, and numerical analysis for 
this problem are given in the Ph.D. thesis of J. R. Gebman [lo]. A 
study of the (dimensionless) angular momentum x,(t; C) about the 
body-fixed l-axis shows three stages of motion. (cf. Fig. 3). Regions I, III 
FIG. 3. Illustration of the three perturbation analysis regions in terms of x1 behavior. 
arise from suitable two-time expansions giving varying oscillations while 
in Region II a rapid transition takes place which is described by a 
suitable limit-process. There is asymptotic matching from region I to II, 
and from II to III. The expansions have the following form: 
Xl’(t; 6) = (1 - t2)1/2 + dt(1 - 7T2)-l/* sin t* + 0(e2), 
x;yt; c) = &“wy(T) + -*-, 
X:lI(t; l ) = --c1/2(const.) cos(t+ + #)j + O(A2), 
where 
f = dt, t* = 
! 
;(l _ f2)1/2 + 1 sin-l f zf t, 
! 
-I- = x-y - 1); 
dt+ 
-$- = ; [(f - l)(f - 1 + X2)11/2, 
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h = const. = O(1). The transition function y(r) satisfies a generalized 
Airy equation 
which must be integrated numerically. Matching however can be 
carried out from the asymptotic behaviour as T -+ &:co. Similar 
expansions exist for X2,, so that a complete description can be given. 
An interesting result comes from the analysis, Gebman’s flat spin 
recovery rule 
G = const. = .QTN2, 
where .Q is the initial flat spin rate, T is the time required for recovery, 
N is the residual nutation angle. 
In conclusion we can say that perturbation methods in their various 
forms represent an important weapon in the arsenal of the applied 
scientist. Perhaps the main general point to be learned from our dis- 
cussion is the importance of a clear understanding of what is actually 
being done in a given perturbation process. 
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