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Abstract—Capsules are grouping of neurons that allow to
represent sophisticated information of a visual entity such as pose
and features. In the view of this property, Capsule Networks
outperform CNNs in challenging tasks like object recognition
in unseen viewpoints, and this is achieved by learning the
transformations between the object and its parts with the help
of high dimensional representation of pose information. In this
paper, we present Quaternion Capsules (QCN) where pose infor-
mation of capsules and their transformations are represented by
quaternions. Quaternions are immune to the gimbal lock, have
straightforward regularization of the rotation representation for
capsules, and require less number of parameters than matrices.
The experimental results show that QCNs generalize better to
novel viewpoints with fewer parameters, and also achieve on-
par or better performances with the state-of-the-art Capsule
architectures on well-known benchmarking datasets. Our code
is available1.
I. INTRODUCTION
With the rapid rise of CNNs in the recent years, un-
precedented performance improvements have been achieved in
various Computer Vision tasks (e.g. object recognition, image
segmentation and retrieval). Since AlexNet [1] made a drastic
performance improvement on ImageNet challenge, the efforts
to solve these problems led to the discovery of deeper and
more complex networks that require larger datasets [2], [3],
[4], [5]. However, human level object recognition abilities are
still yet to be achieved in terms of generalization to viewpoints
as CNNs fail to generalize to geometric variations. Since the
structural relationships between the entities are not modelled
by CNNs, it requires many samples for a specific object from
different viewpoints.
First generation Capsule architectures [6], [7] address these
deficiencies of CNNs by exploiting the linear relationship
between the poses of an object and its parts. However, this
mechanism requires a group of neurons, called capsules, with
high dimensional tensor outputs in each layer, as distinct from
traditional NNs. This allows to formulate more sophisticated
relationships between capsules to learn the aforementioned
linear relationship that provides viewpoint invariant relations.
In the context of an object, connected capsules have a part-
whole relationship where child capsules in lower level repre-
sents the parts while a parent capsule in higher level modelled
by the routing mechanism is considered as the whole. In
principle, routing mechanisms cluster the transformations of
1https://github.com/Boazrciasn/Quaternion-Capsule-Networks.git
Fig. 1: An illustration of rotations between child capsules and
their parent object capsule. For both orientations of the plane,
the rotations between child capsules and the parent capsule
should stay the same (wij = w′ij). Blue: Child capsule pose,
Red: Parent capsule pose, Dashed Red: Votes for parent
capsule, Green: Intrinsic rotation between child and parent
poses.
lower level capsule outputs to calculate the corresponding
higher level capsule output where these correspondences can
be fully-connected or convolutional, etc. Even though Capsule
Networks outperform the state-of-the-art in small datasets (e.g
MNIST [6], smallNORB [7], [8], there is a limited number
of studies on larger datasets in the literature due to the
computational complexity of transformations and the routing
mechanisms. The previous capsule architectures aimed to learn
linear manifold between the object and a 4 × 4 pose matrix
or a feature vector of its parts. Particularly, the feature vector
of an object and its part does not guarantee a linear manifold
of the transformation space. In case of using a pose matrix,
to guarantee the linear manifold between capsules, it should
be assumed that connected capsules only learn the rotations
in-between higher and lower level parts.
From the viewpoint of a visual entity, all its parts should
agree on the orientation and the origin of the coordinate
system of this entity. In case of convolutional connections, the
agreement on the origin can be discarded with the assumption
of the origin of a visual entity and all its parts are located at
the center of the same receptive field, and hence the agreement
on the origin is safe to ignore. When the visual entity does not
have any deformable parts, there is a fixed mapping from each
part to the parent entity in the form of rotation, as illustrated
in Figure 1. Moreover, convolutionally-connected Capsule
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Networks that only represent the orientation and its learned
transformation set, which is restricted to the rotations, can still
generalize to novel viewpoints. In this way, the computational
burden and the size of the network are significantly reduced
as the network seeks for a solution in a smaller space in
case of transformations. In parallel with this intuition, Stacked
Capsule Autoencoders (SCAE) [9] represent the relationships
in 3D space with 3× 3 matrices.
In case of the representation of the rotations, using quater-
nions have several advantages compared to the rotation matrix.
First, quaternions do not suffer from gimbal lock [10], [11], as
distinct from rotation matrices, Euler angles, and exponential
maps. Second, rotation matrices must be orthogonal, and
quaternions must be a unit vector for a proper representation
of the rotation. However, neither can guarantee to keep this
property after the weight updates. At this point, it is harder to
ensure the orthogonality in the rotation matrix, and better to
normalize quaternions. Additionally, in the previous studies,
it is demonstrated that quaternions are successful in restoring
the spatial relations [12], and can be extracted from images
[13], [14]. Lastly, using quaternions reduces the number of
parameters for each 3D rotation to be learned from 9 to 4.
By incorporating the aforementioned properties of quater-
nions and capsules, we propose Quaternion Capsules, a novel
form of capsules where the capsule orientations and their rota-
tions are governed by quaternion algebra. Quaternion Capsules
have three main contributions to both Capsule Network and
Quaternion Network literature. First, capsule representation
with quaternions is proposed, and mappings between them
in quaternion algebra is formulated. Secondly, the rotation
axis is a constant in the previous studies of feed-forward
Quaternion Networks. However, Quaternion Capsule Networks
(QCNs) have the ability to learn the rotation axis along with
the rotation angle, in a similar way to Recurrent Quaternion
Neural Networks (QRNN) [15]. Lastly, extracting pose and
activations from the input image is divided into two spatially-
aligned branches that allow to use different sub-networks with
different complexities for different modalities. Experimental
results show that Quaternion Capsules achieve the state-of-the-
art performance in case of generalization to novel viewpoints.
QCN also attains on-par performance with Matrix Capsules on
well-known benchmarking datasets with the only half of the
parameters without any hyper-parameter tuning or architecture
changes with respect to the dataset.
II. RELATED WORK
Capsule Networks: Capsules are basically encapsulation
of multiple neurons that allows to represent pose information
of visual entities. This idea is first introduced in Transforming
Auto-Encoders [16], which requires a set of previously defined
transformation matrices in order to extract this information.
Dynamic routing between Capsules [6] and Matrix Capsules
with EM Routing [7] can learn these transformations via back-
propagation. The general approach in all Capsule Networks are
analogous to parse trees, where small entities (children) in the
image are combined to generate a representation of a larger
and more complex entity (parent). The process of constructing
the parent object from its children is called routing. Different
routing algorithms (i.e. Dynamic Routing [6] and EM Routing
[7]) between capsule layers are proposed in the literature.
The first is a routing mechanism that capsule poses are
represented as vectors and their magnitudes are considered
as the existence probabilities (activation). It has been proven
that fully-connected capsules with Dynamic routing is highly
efficient in segmenting overlapping digits, and it achieves the
state-of-the-art performance on MNIST with less number of
parameters. The latter is a more advanced routing algorithm
that represents pose information with matrices, and estimates
capsule activations with the help of Expectation-Maximization
algorithm. In this design, capsule layers are convolutionally-
connected, and capsule activations are independent from their
pose information. This form of capsules outperforms the state-
of-the-art CNN-based architectures by a significant margin on
smallNORB [17] dataset by reducing the error by 45% and
making the network more robust to the white-box adversarial
attacks [18], [19], when compared to CNNs.
In addition to these fundamental studies in Capsule Net-
work literature, a recent routing algorithm that splits the
routing mechanism into two branches are proposed in Neural
Network Encapsulation [20] to decrease the complexity of
the routing process. Group Equivariant Capsule Networks
[21], on the other hand, merges Group CNNs [22] with the
Capsule idea in order to guarantee equivariance. Most recently,
Variational Bayesian learning for capsules are introduced
[8] with the achievement of the state-of-the-art performance
on smallNORB dataset. Moreover, learning the parts of an
object from unlabelled data is a fundamental problem for
all previous Capsule Network variations, and this problem
is addressed by SCAE [9] with the help of a two-staged
capsule auto-encoder that detects the parts, and combines
these parts to form the objects. Lastly, the performance of
Capsule Network variants is observed on different image-
related tasks such as medical image segmentation [23], video
action detection [24] and fashion image retrieval [25] by
modifying the main capsule structure slightly according to a
particular task. All aforementioned studies focus on the routing
mechanism, learning capsule representations in an efficient
manner, or experimenting capsules on different tasks. In this
study, we disparately focus on representing pose information
and its transformations in a more compact way, with the help
of quaternion algebra.
Quaternion Networks: Complex-valued neural networks
have been an active research field in the last decades [26], [27],
but with a limited influence until the applications on RNNs
proving that complex-valued RNNs learn faster [28] and avoid
vanishing gradients [29]. Moreover, the earlier studies show
that complex-valued neural networks are easier to optimize
[30], and have better generalization characteristics [31]. One of
the earliest studies of complex numbers in feed-forward NNs
is proposed by Trabelsi et al. [13], namely Deep Complex Net-
works. Following up to this study, Deep Quaternion Network
was proposed by defining quaternion convolution operation,
but not utilizing quaternion rotations [14]. On the other hand,
another variant of Quaternion Convolutional Networks [32]
represents each pixel in a colored image with a quaternion by
considering RGB channels as imaginary parts. In this study,
quaternion rotations are utilized with a constant rotation axis
of
√
3
[
i j k
]
, and thus only the rotation angles are learned
during training. In case of RNNs, it is demonstrated that
QRNNs reduce the number of parameters by a wide margin on
speech recognition tasks while maintaining the test accuracy
[15], [33]. From Computer Graphics perspective, quaternions
are widely used for rotations due to their useful properties
such as smooth rotation and computational efficiency [34].
Moreover, quaternions are closely related to the Capsule idea
in the context of the part-whole relationship since an object can
be represented by the part-whole transformations in Computer
Graphics.
Our proposed architecture combines aforementioned con-
cepts and Capsule Networks by forming capsules as quater-
nions, and it has several advantages. First, the rotations with
quaternions can be represented with only 4 parameters, and
it reduces the required parameters in the network to represent
pose and transformations, when compared to 3× 3 matrix in
SCAE or 4×4 matrix in Matrix Capsules. Moreover, due to the
rotation formulation of quaternions, the network is implicitly
regularized by using quaternions. In quaternion rotation, rotor
quaternions, which are learnable parameters in Quaternion
Capsule Networks, must be unit quaternions. Therefore, a
simpler version of weight normalization [35] must be applied
to the weights in order to ensure proper representation of
the rotation. As a side effect of its computationally efficient
nature as well as the immunity to ambiguity and gimbal
lock, quaternions are better suited for optimization, in contrast
to Euler angles. Lastly, the ability of directly learning the
rotation angles by the network may open up an opportunity
for better interpretation of the relationship between capsules
in the future.
III. METHODOLOGY
Quaternion Capsule Networks are governed by the quater-
nion algebra, and the transformations are made via quaternion
rotation. Note that EM Routing is applicable to Quaternion
Capsules, and it allows us to directly use it for our proposed
method. Quaternion Capsules use the exact same loss function
and routing procedure as in [7], so it helps us to make a
fair comparison to Matrix Capsules. In this section, a general
capsule notation is established to avoid any confusion with
quaternion notation, then Quaternion Capsules are formulated,
and lastly our proposed network architecture is explained in
detail.
A. Capsule Notation
In order to avoid any confusion with generic capsule no-
tation inherited from [20], for two consecutive capsule layers
in layers L and L + 1, the outputs are {[ui, ai] ∈ RdL}nLi=1
and {[vj , aj ] ∈ RdL+1}nL+1j=1 , respectively. While ui and vj
represent pose, ai and aj represent activations of ith and jth
capsules in layers L and L+ 1. nL and nL+1 are the number
of capsules in layers L and L+ 1, and d is the dimensionality
of the outputs. Capsule outputs in lower layers are projected to
the higher level capsules by transforming their outputs that can
be interpreted as a vote for the higher level capsule pose. The
vote vˆj|i from ith capsule in layer L to jth capsule in layer
L + 1 is calculated by vˆj|i = fij(ui) where fij(.) is a trans-
formation operator. In [7], fij(.) is an affine transformation,
which is defined as fij(ui) = Wijui where Wij ∈ RdL×dL+1
is the transformation matrix between capsules. The output of
higher level capsules [vj , aj ] is calculated by a routing process
applied on the votes from the lower-level capsules. In [6],
activations for capsules are assumed to be the magnitude of the
pose configuration represented by vectors, instead of matrices.
In Quaternion Capsule Networks, the pose configuration is
represented by quaternions, and fij(.) is defined as quaternion
rotation, instead of affine transformation.
B. Quaternions
Quaternions are first proposed by Hamilton in 1883 as an
extension of the complex numbers that represents an efficient
way of computing rotations, when compared to Euler rotation
matrix. A quaternion q is a hyper-complex number that can
be considered as a 4-dimensional vector, but governed by
different algebraic rules than the standard vectors. Quaternions
are defined as in (1), where i, j, k denotes the imaginary axes.
q = q0 + q1i+ q2j + q3k, q0, q1, q2, q3 ∈ R (1)
Quaternions are often divided into two parts, a scalar part
s and a vector part v as given in (2), to be able to define
algebraic operations in a compact form.
q =
[
sq, vq
]
(2)
The governing algebraic rules over quaternions are as fol-
lows:
i2 = j2 = k2 = ijk = −1 (3)
ij = k, jk = i, ki = j, ji = −k, kj = −i, ik = −j (4)
To formulate quaternion rotation, quaternion conjugate and
quaternion product must be defined for two quaternions q and
p.
q =
[
sq, vq
]
, p =
[
sp, vp
]
(5)
Quaternion conjugate:
q∗ =
[
sq, −vq
]
(6)
Quaternion product:
q ∗ p =
[
sqsp− < vq,vp >
sqvp + spvq + vq × vp
]T
(7)
where < vq,vp > and vq × vp are the dot product and the
cross product between vectors vq and vp, respectively. The
rotation of a quaternion r¯ by θ2 around the axis u is represented
in (8) (see Figure 2), where q is a unit vector in the form of
(9), q∗ is the quaternion conjugate and r¯ is a pure quaternion
whose scalar part equals to 0, as given in (10).
r¯′ = q ∗ r¯ ∗ q∗ (8)
q =
[
cos θ, u sin θ
]
(9)
r¯ =
[
0, r
]
(10)
For a valid quaternion rotation, where the rotation is by θ2
and the norm of r¯ is preserved, q must be a unit quaternion
and r¯ must be a pure quaternion. Therefore, using quaternion
rotation, instead of transformations in capsules, implicitly
regularize the network weights by constraining them to satisfy
unit quaternion property.
C. Quaternion Capsules
A quaternion capsule in layer L is defined as [ui, ai] where
ui is a pure quaternion and ai is the activation. The votes for
parent capsules are calculated by quaternion rotation operation
in (8). As aforementioned before, EM Routing can be applied
on the votes without any modification. To be consistent with
the capsule notation, each capsule is denoted as u, and the
parameters that rotate capsules and map capsule outputs in
lower level to capsules in higher level layer are denoted as w.
Thus, the vote from ith capsule in layer L to jth capsule in
layer L+ 1 is calculated as follows
vˆj|i = fij(ui) = wij ∗ ui ∗ w∗ij (11)
where capsule output is a pure quaternion ui =
[
0, u¯i
]
. To
comply with the constraint of quaternion rotation, w¯ij must
be a unit quaternion, therefore is defined as given in (12).
wij =
[
cos θij , sin θij
w¯ij
‖w¯ij‖
]
(12)
where w¯ =
[
w1i w2j w3k
]
which refers to a sim-
ilar weight normalization procedure as in [35] by re-
parameterizing the weights where the scale of the weight
vector is set to 1 to ensure that the weight vector is a
unit vector in the rotor quaternion. Moreover, θw, w1, w2
and w3 for each capsule are learned via backpropagation
during training. Since the division of θ by 2 in the original
quaternion formulation is a constant, it is discarded on the
weight formulation. Note that Quaternion Capsules can learn
the rotation axis w¯ij , in addition to the rotation angle θij ,
which is a novel feature for Quaternion Networks. Finally,
once the votes are obtained, the parent capsules [vj , aj ] are
calculated by EM Routing.
Fig. 2: Illustration of Equation (8). Rotation of a pure quater-
nion r¯ by θ along the rotation axis u.
D. Architecture
In the literature, the activations and pose information for
capsules are extracted by the same network despite the fact
that the pose of a visual entity is independent from its
existence probability. Our architecture inherently differs from
other Capsule Networks in this manner. Instead of using two
convolutional layers as in the original architecture [7], pose
ui and activations ai are extracted with the help of isolated
branches that output spatially-aligned activations and pose for
each capsule, as illustrated in Figure 3. This design allows
us to independently specify the size, or even the type of the
network for pose and activations before constructing Primary
capsules. In our design, a relatively deeper network is used
in the pose branch since extracting pose information may be
assumed to be a more complex problem than extracting the
activations. Spatial alignment of the branches are ensured by
keeping kernel sizes and strides coherent for both branches.
Pose branch consists of two residual blocks followed by a
1x1 convolutional layer and a batch normalization. Residual
blocks are designed as the same blocks that learn the imaginary
parts in Deep Complex Networks [13]. The detailed view of a
single residual block is given in Figure 4. While both residual
blocks have 3x3 kernels, the first one has 32 channels with
stride 1, whereas the second has 64 channels with stride 2. The
following 1x1 convolutional layer increases the dimensionality
in feature space in order to match the dimensionality of
Primary capsules. Since capsule poses are represented as pure
quaternions requiring 3 imaginary parts, this layer has N × 3
channels where N refers to the number of capsules in primary
layer, and is set to 96. Then, batch normalization [36] is
applied to the output before forming Primary capsules.
Activation branch is relatively shallower as assumed that
the existence probability can be simply extracted. Therefore,
only one residual block is employed before the same pipeline
in Pose branch with N channels. To ensure that the spatial
alignment with Pose branch is preserved, the residual block
Fig. 3: Overview of QCN architecture. Input image is processed on Pose and Activation branches separately later to be
merged to compose Primary capsules. Starting from Primary capsules, the network consists of three convolutional and one
fully-connected capsule layers.
has 3x3 kernel with stride 2. The number of channels in this
block is set to 32.
Pose and activation outputs corresponding to the same
receptive fields are grouped to compose Primary capsules
[ui, ai]. Thus, each Primary capsule refers to the pose and
activation of a visual entity in particular receptive field.
Consecutive 3 convolutional capsule layers have 16 capsules
and 1 stride with 5x5 kernels. The last convolutional layer
is fully-connected to Class capsule layer where the number of
capsules are dependent on the number of classes in the dataset
(e.g for MNIST and smallNORB, the number of capsules are
10 and 5, respectively). All capsule layers are connected by
EM Routing with 2 routing iterations, and the spread loss (13)
is used without any manipulation on the original version in [7].
L =
∑
i 6=t
(max(0,m− (at − ai)))2, L =
∑
i 6=t
Li (13)
IV. EXPERIMENTS
As the main goal of QCN to achieve better generalization
to the novel viewpoints, the experiments on smallNORB are
conducted on a setup where training is made on a lim-
ited range of viewpoints. Additionally, benchmarking experi-
ments are conducted on smallNORB, MNIST, FashionMNIST,
SVHN and CIFAR10 datasets in order to show that QCN
can achieve on-par performances with Matrix Capsules on
multiple datasets. These datasets are chosen with respect to
the presented Capsule Network results in the literature [6],
[7], [8]. Benchmarking results also contain the results of
our implementation and the open-source IBM implementation
[37]. In our design, the architecture and hyper-parameters (e.g
optimizer, initial learning rate, learning rate scheduler, etc.) are
kept the same with our implementation of Matrix Capsules for
all experiments. The only factor that may change is the batch
size depending on the memory requirements of the datasets.
In this study, even though the experimental results show
that QCN achieves the state-of-the-art performance in case
of generalization to novel viewpoints, the main purpose is
to make a proof-of-concept design that quaternions form a
compact way of representing the rotations and orientations
for capsules rather than achieving the state-of-the-art perfor-
mances in Capsule Network literature. Therefore, QCNs are
not fine-tuned for any of the datasets, instead, the configuration
that achieve the best performance on generalization to novel
viewpoints setup is used.
A. Implementation Details
The implementation details regarding QCNs are explained
in this section. First, a quaternion q = q0 + q1i + q2j + q3k
is isomorphic to real-valued matrices RQ and LQ in case of
quaternion product from right and left, as can be seen in (14).
RQ =

q0 −q1 −q2 −q3
q1 q0 −q3 q2
q2 q3 q0 −q1
q3 −q2 q1 q0
 , LQ =

q0 −q1 −q2 −q3
q1 q0 q3 −q2
q2 −q3 q0 q1
q3 q2 −q1 q0
 (14)
Fig. 4: Illustration of a single residual block used in our
design. Stride s of the residual block is applied in the first
convolutional layer and in the skip connection. The number
of channels c of the residual block is applied on each convo-
lutional layer with same padding p.
Given these embeddings, vote calculation with quaternion
rotation in (11) can be performed in the form of matrix
multiplication as given in (15), where LW ∗ij represent the
quaternion rotor conjugate embedded to product from right
matrix, and RWij represent quaternion rotor embedded to
product from left matrix.
vij =
LW ∗ij
RWijui (15)
The residual blocks in the activation and pose branches
are initialized with uniform Kaiming distribution [38], while
1x1 convolutional layers that follow the residual blocks in
both branches are initialized with uniform Xavier distribution
[39]. Each element of the rotation axes w¯ij in quaternion
capsule layers are initialized from U(−1, 1). Initialization of
the transformation matrices to identity with noise on off-
diagonals [8] proves to stabilize the training by restricting
the amount of transformation in the earlier stages. This is
analogous to the idea of restricting the initial rotations in
QCNs to a certain range. Therefore, θij is initialized by the
uniform distribution in the range of [−pi, pi] as in [15]. Another
important detail is the m scheduling in Spread loss. As stated
in [37], m is updated by (16) until m reaches 0.9, where σ is
the sigmoid function.
m = 0.2 + 0.79 ∗ σ
(
min
(
10,
step
50000
− 4
))
(16)
B. Generalization to Novel Viewpoints
The experiments of generalization to novel viewpoints are
conducted on smallNORB dataset with given setup in [7]. The
smallNORB [17] is a 3D object recognition dataset which
consists of 96 × 96 stereo image samples of 5 classes under
TABLE I: Test error rate comparison of the reported results
on the original paper (EM), Capsule Routing via Variational
Bayes (VB), our implementation (EM*) of Matrix Capsules,
proposed Quaternion Capsules (QCN) and CNN results in [7]
on novel viewpoint setup (i.e. azimuth and elevation).
Viewpoints Azimuth (%)
(Models) QCN EM* VB EM CNN
Novel 7.5 13.4 11.3 13.5 20.0
Familiar 3.7 3.7 3.7 3.7 3.7
Viewpoints Elevation (%)
(Models) QCN EM* VB EM CNN
Novel 11.5 15.8 11.6 12.3 17.8
Familiar 4.4 4.0 4.3 4.3 4.3
6 lighting conditions, 9 elevations (i.e. every 5 degrees from
30 to 70 degrees), and 18 azimuths (i.e. every 20 degrees
from 0 to 340). In this setup, there are two different cases in
which the dataset is reserved with respect to azimuth angles
and elevations, instead of instances. For azimuth experiments,
the azimuth angles of (300, 320, 340, 0, 20, 40) are used
for training, and the tests are made on the remaining azimuth
angles. Secondly, QCN is trained on 3 smaller elevations
(30, 35, 40 degrees from the horizontal), and tested on the
remaining 6 larger elevations (45, 50, 55, 60, 65, 70 degrees
from the horizontal).
For the sake of fair comparison, the test set (novel view-
points) accuracy is measured once the training set (familiar
viewpoints) accuracy is matched with the reported values in
[7]. QCN outperforms both Matrix Capsules with EM Routing
(EM) and Capsule Routing via Variational Bayes (VB) with
a significant performance improvement for both azimuth and
elevation setups, when compared to VB and EM, respectively.
The baseline CNN results reported in [7] are outperformed
by all of the capsule architectures by a large margin. This
baseline architecture contains two convolutional layers with
32 and 64 channels followed by a fully-connected layer with
1024 neurons, and summing up to 4.2M parameters.
C. Benchmarking Results
smallNORB: In the default settings of smallNORB, training
and test sets contain 23,400 samples where each class has
10 different instances. The original format of the dataset
has a standard classification setup where test set instances
are not seen during training. During training, samples are
initially resized to 48 × 48, and 32 × 32 random patches of
binocular images fed to the network with a batch size of 64.
Center cropping is applied to the test images. QCN achieves
2.3% test error rate with almost half of the parameters as in
Matrix Capsules. Even though QCN surpasses IBM’s and our
implementations of Matrix Capsules, it falls behind of the
accuracy reported in the official paper by 0.6%.
TABLE II: Comparison of QCN test error rates with the reported results of Matrix Capsules (EM), IBM’s (EM-IBM) and our
(EM*) implementations of Matrix Capsules, and Capsule Routing via Variational Bayes (VB). −: Not reported, ‡: We run
their open-source code on corresponding dataset with their default hyper-parameters.
Models
smallNORB MNIST FashionMNIST SHVN CIFAR-10
Error (%) # of Params Error (%) # of Params Error (%) # of Params Error (%) # of Params Error (%) # of Params
EM [7] 1.8 ∼310K 0.44 – – – – – 11.9 –
EM-IBM [37] 4.6 ∼335K 1.23‡ ∼337K‡ 10.44‡ ∼337K‡ – – – –
VB [8] 1.6 ∼169K – – 5.2 ∼172K 3.9 ∼323K 11.2 ∼323K
EM* 3.40 ∼317K 0.89 ∼319K 9.74 ∼319K 8.19 ∼320K 17.76 ∼460K
QCN 2.29 ∼188K 0.37 ∼187K 6.92 ∼187K 4.63 ∼189K 13.92 ∼189K
MNIST: Experiments on MNIST are conducted on the
standard setup without any modification. Even though
QCN specializes on the rotations, it can also achieve on-
par classification performance with Matrix Capsules on
MNIST. QCN achieves 0.37% test error rate surpassing
both performances in our implementation and as reported
in [7], which are 0.89% and 0.44%. Note that MNIST is a
toy problem, rather than being a distinctive in terms of test
performances. However, the fact that QCN surpasses Matrix
Capsules, indicates that quaternions have at least the same
capability to achieve such performance with less number of
parameters and more compact representation.
FashionMNIST: FashionMNIST can be considered as a more
difficult dataset than the previous ones whose the properties
are the same with MNIST, except the number of samples
in each split (i.e. 60,000 training and 10,000 test samples
with the size of 28 × 28). During training of QCN and our
Matrix Capsules implementation, any augmentation technique
is applied to the samples. As a result, QCN, with a relatively
shallow network, achieves 6.92% test error rate, which is
slightly worse than VB that achieves 5.2%. On the other
hand, our implementation of Matrix Capsules achieve only
9.74% test error rate falling behind of QCN with a wide
margin.
SVHN: SVHN consists of RGB real-world house number
images with 10 classes for each digit. Experiments are
conducted on 76,257 samples, and tested on 26,032 samples.
On both sets, the samples are scaled to 32 × 32, and
normalized before feeding to the network. While QCN
achieves 4.63% test error rate, VB and our implementation
of Matrix Capsules achieve 3.9% and 8.19% test error rates,
respectively.
CIFAR-10: CIFAR-10 consists of 6000 RGB images per
each of 10 classes, where training and test sets have 50,000
and 10,000 samples with the size of 32 × 32. Training
samples are zero-padded by 4 pixels, and randomly cropped
to 32 × 32 patches. Lastly, horizontal flipping is applied to
all training samples before feeding them to the network. Note
that test samples are not modified. QCN achieves 13.9% test
error rate while [7] reported 11.9% test error rate, which is
TABLE III: The effect of branching on the error rates and
parameters for both Matrix and Quaternion Capsules. Non-
branched versions of EM‡ and QCN have two consecutive
residual blocks with 64 and 96 channels until Primary capsules
to ensure Primary capsules have the same number of input
channels in both for a fair comparison.
Models
Error Rate (%) ∼# Parameters
with without diff. with without diff.
EM‡ 3.66 3.44 0.22 411K 533K -122K
QCN 2.29 3.72 -1.43 188K 298K -110K
achieved by increasing the number of neurons in the hidden
layer to 256. However, in our main design, the architecture
is identical for all datasets. Additionally, our implementation
of Matrix Capsules with 256 neurons in hidden layer achieve
17.76% test error rate.
Effect of branching: Since we have used the complex compo-
nent extractor as in [13], it is important to determine its effects
on the performance of capsules. Therefore, we have conducted
additional experiments on smallNORB with branched and non-
branched versions of QCN and Matrix Capsules. Note that
the branched version of Matrix Capsules is consist of the
same capsule extractor layers as in QCN, while non-branched
versions have two consecutive residual blocks with 64 and 96
channels, as shown in Figure 4. The results demonstrate that
using separate branches for pose and activation increases the
overall performance of QCN, though the number of parameters
is reduced. For QCN, this is expected as we use the blocks that
are empirically proven to be useful for extracting the complex
components [13]. On the other hand, EM‡ yields slightly larger
error rate when branching is applied.
V. CONCLUSION
In this paper, we propose QCNs that represent capsule
orientations and their transformations with quaternions. Rep-
resenting the rotation mappings between the parent and child
capsules with quaternions dramatically increases the general-
ization performance in novel viewpoints setup, and outper-
forms the performances of the previous Capsule Networks.
Moreover, using quaternions for such operations, instead of
matrices, reduces the number of parameters in the network
by half, and it can still achieve on-par performances on
several well-known benchmarking datasets. With this promis-
ing results, QCNs can provide a novel research direction
to capsule representations that affects on both the computa-
tional efficiency and the generalization performance. Since
common deep learning tools do not have native support for
the quaternion operations, we cannot fully-benefit from the
computational efficiency of quaternion rotations for the time
being. Research on initialization, quaternion-specific objective
functions, and creating an efficient quaternion operation sup-
port for PyTorch are left for the future work.
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