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Abstract
We describe an approach to the quantisation of (2+1)–dimensional grav-
ity with topology IR×T 2 and negative cosmological constant, which uses
two quantum holonomy matrices satisfying a q–commutation relation.
Solutions of diagonal and upper–triangular form are constructed, which
in the latter case exhibit additional, non–trivial internal relations for each
holonomy matrix. Representations are constructed and a group of trans-
formations - a quasi–modular group - which preserves this structure, is
presented.
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1 Introduction
It is known [1,2] that the phase space of (2+1)-dimensional gravity with topology IR×T 2
and negative cosmological constant Λ can be described in terms of six gauge-invariant
(normalised) traces of SL(2, IR) holonomies T±1 , T
±
2 , and T
±
12, which satisfy the non–
linear Poisson bracket algebra
{T±1 , T±2 } = ∓
√−Λ
4
(T±12 − T±1 T±2 ), (1)
and cyclical permutations of T±i , i = 1, 2, 12. The six traces T
±
i that satisfy (1) provide an
overcomplete description of the spacetime geometry of IR×T 2, since the cubic polynomials
F± = 1− (T±1 )2 − (T±2 )2 − (T±12)2 + 2T±1 T±2 T±12. (2)
have vanishing Poisson brackets with all of the traces T±i and may be set to zero. This
corresponds to imposing the classical SL(2, IR) Mandelstam identities. The traces T±i
can be represented classically as [3]
T±1 = cosh
r±1
2
, T±2 = cosh
r±2
2
, T±12 = cosh
(r±1 + r
±
2 )
2
, (3)
and satisfy the constraints F± = 0. They will satisfy the algebra (1) provided the global
parameters r± satisfy
{r±1 , r±2 } = ∓
√−Λ, {r+a , r−b } = 0. (4)
Quantisation of (4) would then give
[rˆ±1 , rˆ
±
2 ] = ∓ih¯
√−Λ. (5)
Previous quantisations [3, 4] have concentrated entirely on the traces T±i and their rep-
resentation (3). In this letter we observe that we may regard the quantised traces
Tˆ±i as traces of diagonal operator-valued holonomy matrices Tˆ
±
i =
1
2
trUˆ±i , i = 1, 2,
Tˆ±12 =
1
2
tr(Uˆ±1 Uˆ
±
2 ), where (for the (+) matrices, we drop the superscript) the matrices
Uˆi have the form
Uˆi =

 e rˆi2 0
0 e−
rˆi
2

 = exp ( rˆiσ3
2
) (6)
where σ3 is one of the Pauli matrices. Now, from (5) and the identity
eXˆeYˆ = eYˆ eXˆe[Xˆ,Yˆ ],
when [Xˆ, Yˆ ] is a c–number one finds that the matrices (6) satisfy, by both matrix and
operator multiplication, the q–commutation relation:
Uˆ1Uˆ2 = qUˆ2Uˆ1, (7)
1
with
q = exp(
−ih¯√−Λ
4
) (8)
i.e. a deformation of the classical equation stating that the holonomies commute.
Equations of the form (7) appear abundantly in the quantum group and quantum
geometry literature, e.g. as the defining relation for the quantum plane [5], or the
non-commutative 2-dimensional torus [6], but normally the symbols Uˆ1 and Uˆ2 stand for
scalar operators, as opposed to 2×2 matrices with operator entries. The only case similar
to ours that we are aware of is Majid’s construction of braided matrices [7, Section 10.3].
However, these matrices differ substantially in the structure of the internal relations
amongst matrix entries, which we discuss shortly.
In this letter we base our approach on the fundamental equation (7). Instead of
representing the algebra of traces (1), we find representations of matrices Uˆ1 and Uˆ2
satisfying equation (7) that generalise the choices (6), for a general q–parameter. This
constitutes a new approach to quantisation that is consistent with previous approaches
for this model [2, 3, 4], namely a deformation of classical holonomies that consequently
satisfy a q–commutation relation. In this approach the gauge-invariance of the traces is
replaced by the gauge-covariance of (7) under the replacements Uˆi → g−1Uˆig, i = 1, 2
for g ∈ SL(2, IR) an ordinary, i.e. not operator-valued, matrix. We argue that working
directly with the matrices Ui, rather than with the indirect information contained in
their traces, gives a clearer insight into the structure of the phase space, both classically
and after quantisation.
A more detailed account of the results presented here is given in [8]. The matrices
Uˆ1 and Uˆ2 determine a new quantum–group–like structure, which is studied from the
algebraic perspective in [9]. The description of the classical phase space in terms of pairs
of matrices Ui is given in [10].
Our material is organised as follows. In Section 2 we study the algebraic properties
of upper–triangular operator matrices which satisfy (7). In Section 3 we find repre-
sentations which require both non–trivial internal relations and mutual q–relations. In
Section 4 we introduce a set of quasi–modular transformations which generate new quan-
tum matrices and which leave the fundamental relation (7) invariant. Our results are
summarised in Section 5.
2 Upper-Triangular Matrices
The classical counterpart to equation (7) is the statement that the two matrices U1 and
U2 commute. The classical phase space consists of pairs of commuting SL(2, IR) matri-
ces, identified up to simultaneous conjugation by elements of SL(2, IR). This classical
phase space is studied in full detail elsewhere [10]. It consists of not only sectors where
both matrices are diagonalisable, but also sectors where both are non-diagonalisable
but can be simultaneously conjugated into upper triangular form, as well as other sec-
2
tors besides these. Here we analyse pairs of upper triangular quantum matrices, as a
first step towards understanding the quantum version of the classical phase space. The
algebraic analysis of the classical case, in terms of the eigenvalues and eigenspaces of
the two matrices, does not carry over in any straightforward way to quantum matri-
ces. For instance, an upper–triangular matrix with two distinct diagonal entries can
be diagonalised as an ordinary matrix, but this is not in general true if the matrix
has non–commuting entries, as will be the case here. The traced holonomy variables
do not distinguish between diagonal and upper–triangular quantum matrices, another
motivation for using the matrices themselves as variables.
We first study (7) from an algebraic point of view. These aspects are interesting
in their own right and are studied in [9]. Here we limit ourselves to a brief discussion.
Consider two upper–triangular matrices of the form
Vi =
(
αi βi
0 γi
)
, i = 1, 2 (9)
whose entries αi, βi, γi are elements of a non-commutative algebra, with αi, γi invertible.
We require that the matrices (9) satisfy the fundamental matrix relation
V1V2 = qV2V1 (10)
for some scalar parameter q. Equation (6) may be regarded as a special case of (9) under
the identifications: αi = e
rˆi
2 , βi = 0, and γi = e
−
rˆi
2 . The entries of (9) must satisfy,
from (10), the mutual relations
α1α2 = qα2α1, γ1γ2 = qγ2γ1, (11)
and
α1β2 + β1γ2 = q(α2β1 + β2γ1). (12)
The relations (11) are standard q–group relations where by this phrase we mean, for
example, relations of the form
ab = qba, ac = qca, ad− da = (q − q−1)bc,
bc = cb, bd = qdb, cd = qdc, (13)
satisfied by the non–commuting entries of a 2× 2 matrix
U =
(
a b
c d
)
. (14)
which clearly then commute in the classical limit q → 1. The relations (11) also imply
that, for example
α1α2
−1 = q−1α2
−1α1, α1
−1α2
−1 = qα2
−1α1
−1, (15)
3
and similarly for γ1, γ2. Equation (12) is not of the type (13). To solve this equation we
make a simplifying ansatz (others are possible and are studied in [8]):
α1β2 = qβ2γ1, β1γ2 = qα2β1, (16)
and also require the off-diagonal terms in the product V1V2 (and therefore in V2V1) to
be proportional:
α1β2 = λβ1γ2, β2γ1 = λα2β1 (17)
for some non–zero scalar parameter λ. It follows from (11)–(17) that there are non-trivial
internal relations for the entries of each matrix, namely:
αiβi = βiγi, i = 1, 2. (18)
The internal relations (18), which also appear in the operator representations of Section
3 are a new feature, since, in the Poisson algebra of (2+1)–dimensional gravity [1], only
matrix elements from different holonomies have non–zero brackets and would therefore
not commute on quantisation. Elements of a single holonomy commute. We note that
the q parameter does not appear in the internal relations (18) which therefore persist in
the classical limit q → 1, when the matrices (9) commute.
The internal relations (18) are also not standard q–group internal relations (13),
but are, however, preserved under matrix multiplication, as for quantum groups. For
example, the product V1V2 is given by
V1V2 =
(
α1α2 (1 + λ)β1γ2
0 γ1γ2
)
(19)
whose internal relations are like (18), by using (11)–(12) and (15)–(18). This feature is
discussed in greater detail in [9].
In Section 3 we study the representations of the matrices (9) in the special case
αi = γi
−1, i = 1, 2, with λ = 1, though other choices are possible [8, 9]. The internal
relations (18) in this case become
αiβi = βiα
−1
i , αi
−1βi = βiαi, (20)
and the relations (11) are equivalent.
The diagonal case, i.e. when β1, β2 are null, is a special case and satisfies (10) with
just the relations (11).
3 Operator Representations
We apply the analysis of Section 2 to upper–triangular operator matrices
Uˆ1 =
(
Pˆ1 cˆ
0 Pˆ−1i
)
, Uˆ2 =
(
Pˆ2 dˆ
0 Pˆ−12
)
(21)
4
(where we have changed notation to emphasise that we are now working with operators)
and require that they satisfy (7)
Uˆ1Uˆ2 = qUˆ2Uˆ1. (22)
It follows that the entries of (21) must satisfy
Pˆ1Pˆ2 = qPˆ2Pˆ1, Pˆ1dˆ+ cˆPˆ
−1
2 = q(Pˆ2cˆ+ dˆPˆ
−1
1 ). (23)
As in Section 2 the first of (23) is a standard q–group relation but the second is not. To
solve for the second of (23) we first construct a representation of the operators Pˆi that
satisfy the first relation. This allows us to determine the operators cˆ, dˆ. We represent
the operators Pˆi, i = 1, 2 appearing in (21) as acting on functions ψ(b) of a configuration
space variable b by shift and multiplication
Pˆ1ψ(b) = exp(d/db)ψ(b) = ψ(b+ 1), Pˆ2ψ(b) = exp (ih¯b)ψ(b), (24)
where h¯ is Planck’s constant. Equation (24) implies that the q–parameter in (22), (23)
is q = eih¯, but clearly q can be given any value by adjusting the definition (24).
Now, from Section 2 the internal elements of each of (21) should satisfy the uncon-
ventional internal relations (20) which here read
cˆPˆ1 = Pˆ
−1
1 cˆ, dˆPˆ2 = Pˆ
−1
2 dˆ, (25)
and are relations of the type
BeA = e−AB (26)
which is satisfied when the operators A and B anticommute i.e. AB + BA = 0. This
suggests that the operators cˆ, dˆ should anticommute with the operator bˆ, given by ψ(b) 7→
b ψ(b), and therefore also with d/db, which occur in (24). Indeed, one solution of (25)
is given by setting cˆ and dˆ equal to the parity operator T , which acts on ψ(b) as
Tψ(b) = ψ(−b), (27)
anticommutes with the operators bˆ and d/db
T bˆT = −bˆ, T d/dbT = −d/db, (28)
and satisfies
T Pˆi = Pˆ
−1
i T, PˆiT = T Pˆ
−1
i , i = 1, 2 (29)
which follows from (28) and (24) but can also be checked directly, e.g.
Pˆ1Tψ(b) = Pˆ1ψ(−b) = ψ(−b− 1) = Tψ(b− 1) = T Pˆ−11 ψ(b)
Pˆ2Tψ(b) = Pˆ2ψ(−b) = eih¯bψ(−b) = Te−ih¯bψ(b) = T Pˆ−12 ψ(b). (30)
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The simplest solution for the off–diagonal operators cˆ, dˆ that satisfies (23), as well as
(25), is
cˆ = Pˆ1T, dˆ = Pˆ2T. (31)
In this case their action is given by equation (30), and from (29) they are idempotent
cˆ2 = dˆ2 = id.
All four terms in the second of (23) are then proportional
Pˆ1dˆ = e
ih¯dˆPˆ−11 = cˆPˆ
−1
2 = e
ih¯Pˆ2cˆ (32)
and act as
Pˆ1dˆψ(b) = e
ih¯(1+b)ψ(−b− 1) (33)
Powers of the operator matrices (21) in this case are then expressed by
Uˆn1 =
(
Pˆ n1 nPˆ
n
1 T
0 Pˆ−n1
)
, Uˆm2 =
(
Pˆm2 mPˆ
m
2 T
0 Pˆ−m2
)
(34)
and satisfy
Uˆn1 Uˆ
m
2 = e
inmh¯Uˆm2 Uˆ
n
1 (35)
for m,n ǫ ZZ, where
Uˆn1 Uˆ
m
2 =
(
Pˆ n1 Pˆ
m
2 (m+ n)Pˆ
n
1 Pˆ
m
2 T
0 Pˆ−n1 Pˆ
−m
2
)
. (36)
The internal relations between the elements of Uˆn1 or Uˆ
m
2 or the product Uˆ
n
1 Uˆ
m
2 are the
same as those for Uˆ1, Uˆ2 (25), as can be shown by repeated use of the first of (23) and
(29).
4 Quasi–Modular transformations
It is known that in (2+1)–dimensional gravity with topology IR× T 2, the set of equiva-
lence classes of “large” diffeomorphisms (modulo diffeomorphisms that can be deformed
to the identity) are generated by two independent Dehn twists which act on the classical
holonomies U1, U2 as
S: U1 → U2, U2 → U1−1
T : U1 → U1U2, U2 → U2 (37)
which leave invariant the commutator U1U2U1
−1U2
−1 and satisfy (ST )3 = id, S4 = id.
For a discussion of the modular group in (2+1)–dimensional gravity see [4] and [11].
In this section we attempt to implement the transformations (37) on the solutions
found in Sections 3 and 4. One approach to implementing the modular transformations
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in the quantum theory is by acting on parameters (for a slightly different approach
see [9]). For the algebraic solution in Section 2 it can be checked that the transformations
S : α1 → α2, α2 → α1−1
: β1 → β2, β2 → α1−2β1
T : α1 → q− 12α1α2, α2 → α2
: β1 → q− 12β1α−12 = q−
1
2α1β2, β2 → β2 (38)
do NOT give exactly (37) but do preserve the fundamental relation (10) and satisfy
(ST )3 = id, S4 = id. Moreover, they generate new operator matrices of the same type,
i.e. with the same internal relations.
The corresponding transformations for the operator representations of Section 3 are
S : Pˆ1 → Pˆ2, Pˆ2 → Pˆ−11 ,
T : Pˆ1 → e−ih¯2 Pˆ1Pˆ2, Pˆ−11 → (e
−ih¯
2 Pˆ1Pˆ2)
−1 = e
−ih¯
2 Pˆ−11 Pˆ
−1
2 , Pˆ2 → Pˆ2, (39)
which leave (23) invariant.
The matrices (21), with the solution (31), that we are considering transform, from
(39) as
S: Uˆ1 → ˜ˆU1 = Uˆ2, Uˆ2 → ˜ˆU2 =
(
Pˆ−11 T Pˆ1
0 Pˆ1
)
T : Uˆ1 → ˜ˆU1 = e− ih¯2
(
Pˆ1Pˆ2 Pˆ1Pˆ2T
0 Pˆ−11 Pˆ
−1
2
)
, Uˆ2 → ˜ˆU2 = Uˆ2 (40)
with (ST )3 = id, S4 = id, and give rise to operator matrices
˜ˆ
U1,
˜ˆ
U2 of the same type,
i.e. having internal relations like (25) and, moreover, satisfying the fundamental relation
(22).
5 Discussion
We have found both algebraic solutions and operator representations of diagonal and
upper–triangular operator matrices Uˆ1, Uˆ2 that satisfy the fundamental relation (7).
They furnish a generalisation of previous approaches to the quantisation of (2+1)–
dimensional gravity which only use the traces [1, 2], but are still consistent with those
approaches. The difference between the diagonal and upper-triangular cases only shows
up very indirectly when the traces are used. The matrix variables give a much clearer
insight into the structure of the phase space, both before and after quantisation. It is
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interesting to note that in the quantum theory the diagonal and upper triangular sectors
play an equally important role, unlike the classical case where the latter sector is of lower
dimension [10].
In principle the upper–triangular algebraic solutions (and their operator represen-
tations in Section 3) could be used for an alternative description of (2+1)–dimensional
gravity. Although we introduce extra variables there are extra relations between them
and the counting of degrees of freedom is the same. As described in Section 1 each
(±) sector has one degree of freedom (the variables rˆ1, rˆ2 satisfying the commutator
(5)). For the algebraic solution of Section 2, there are six variables αi, βi, γi, i = 1, 2
which satisfy (11) (2 relations), (16) (2 relations), and (17) (1 independent relation).
The other (+or−) sector would have similar relations with q replaced by q−1, and its
variables would commute with those of the first sector.
The diagonal solutions are themselves interesting and transform as (37) apart from
phases under the modular group action. The entries of each diagonal matrix commute
internally but the entries from different matrices obey standard q–group relations.
The upper–triangular case is unusual and interesting in that the matrices cannot
be diagonalised because they have non–commuting entries. For consistency with (7),
two types of non–commutativity are required. The first – non–commutativity between
elements from different holonomies – follows from the fundamental relation – a deforma-
tion of the ”two commuting holonomies” statement. This is just the non–commutativity
encountered when we quantise a classical system, with some q or h¯ parameter, although
not all the relations are standard q–group relations. The second – non–commutativity
between internal operator entries of each matrix – may be an example of the non–
commutativity often encountered in fermionic systems. In fact this feature persists in
the classical limit q → 1. These non–trivial internal relations (18) are also not standard
q–group commutation relations. For example, in Section 3, if we compare the action of
cPˆ1 and Pˆ1c, from (30) and (24), we find that they can only be proportional (equal up
to a phase) if Pˆ1 = id.
This combined structure has interesting mathematical features which are further
explored in [9]. It is perhaps most closely related to the notion of quantum braided
groups [7].
The quasi–modular transformations (40) generate matrices of the same type i.e. sat-
isfying the fundamental relation (22) and with internal relations of the form (25).
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