Three-dimensional three-colour percolation on a lattice made of tetrahedra is a direct generalization of two-dimensional two-colour percolation on the triangular lattice. The interfaces between one-colour clusters are made of bicolour surfaces and tricolour non-intersecting and non-self-intersecting curves. Because of the three-dimensional space, these curves describe knots and links. The present paper presents a construction of such random knots using particular boundary conditions and a numerical study of some invariants of the knots. The results are sources of precise conjectures about the limit law of the Alexander polynomial of the random knots.
Introduction

Context
There are only a few constructions of random knots in the mathematical literature. The review [5] presents various models of random knots with a list of results about them. In general, the construction of random knots either use directly the combinatorial description of knots -i.e. a random way of connecting crossings and the random binary choice of the type of crossings or, for another type, the example of [6] -, or the construction of a random non-self-intersecting curve in three-dimension (see [4] for example). Our construction is of the second kind.
The relation between knot theory theory and two-dimensional statistical mechanics is quite old now and has helped the construction of various knot invariants, as reviewed in [15] .
The major contribution of the present paper is that the construction of our models of knots is the natural three-dimensional generalization of classical critical two-dimensional percolation model of statistical mechanics, for which many results can be obtained through exact calculations and conformal invariance. The change of dimension from two to three suppresses the conformal invariance but adds very interesting new topological objects, such as knotting. Our study is fully numerical but our results pushed us to formulate precise conjectures.
The first section presents the model, the analogies and differences with the two-dimensional models and the questions we address. The second section presents the numerical simulations and our results and conjectures.
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Mathematical definitions
Geometry. For any ≥ 1, we call discrete cube of size the set = {0, 1, . . . , } 3 and real cube of size the set = [0, ] 3 . The real cube contains 3 
are integers. Each cube ( 1 , 2 , 3 ) can be divided into six tetrahedra ( 1 , 2 , 3 ) where is a permutation of {1, 2, 3} such that (1) as represented in figure 1. The faces (resp. edges, vertices) of the tetrahedron are the subsets of ( 1 , 2 , 3 ) such that one (resp. two, three) out of the four inequalities in (1) is (resp. are, are) replaced by an equality.
Percolation. Definition 1.1 (3-colour percolation with free boundary condition). For any ≥ 1, a 3-colour percolation model with free boundary condition on the cube is a family of random variables ( ) ∈ with values in {0, 1, 2} such that:
(i) the ( ) are independent (ii) for every ∈ , the law of is uniform on {0, 1, 2}. (iii) for ∈ {(0, 0, 0), (0, , 0), (0, 0, ), ( , , 0), (0, , ), ( , , )} ∪
, , = 0 a.s., ′ Figure 2 : Dobrushin boundary conditions from definition 1.2: two views of the same cube in order to see the colours of all the faces, edges and vertices. Red corresponds to 0, blue to 1 and yellow to 2.
, , = 1 a.s.,
where ( ) is the strict face of the cube which the -th coordinate is equal to and
is the strict edge of the cube for which the -th coordinate is equal to and the -coordinate is equal to .
The boundary conditions are represented on figure 2. This is the generalization with three dimensions and three colours of the classical critical percolation with two dimensions and two colours on the triangular lattice. This observation explains many features of our construction presented in the next section.
One checks in the previous definition that the only two tricolour faces on the boundary of the cube are = {(0, 0, 0), (1, 0, 0), (1, 0, 1)} (2) ′ = {( , , ), ( , − 1, ), ( , − 1, − 1).
(3)
Geometrical structure of the model
Two dimensions and two colours. As explained in the review [12] for two-dimensional two-colour percolation, the triangular lattice plays a special role since it allows for a well-defined notion of boundary of monochrome clusters. If a triangular face contains both colours on its vertices, one colour is present twice and the other is present once: the interface between the two colours is defined as the segment that joins the middles of the two bicolour edges. Interfaces between two colours are thus non-intersecting and non-self-intersecting loops inside the domain, if the boundary is monochrome. On the other hand, if the boundary of the domain is made of one loop obtained as the concatenation of two monochrome curve -this situation is known as a Dobrushin boundary condition -, the interfaces are internal loops together with an additional non-self-intersecting curve that connects the two edges of the boundary that corresponds to a change of colour.
Three dimensions and three colours. Mutatis mutandis, all the previous properties can be generalized easily to the case of three dimensions and three colours. Triangles become tetrahedra and the triangular lattice becomes the three-dimensional lattice described by the tetrahedra of (1). The interfaces between colours are again well-defined except that they are now made of 2-colour surfaces and 3-colour lines, as explained below and in figure 3. There are two types of tetrahedra with two colours:
• one colour is represented once and the other thrice: the interface is defined as the triangle that joins the middles of the three bicoloured edges.
• both colours are represented twice: the interface is defined as the quadrilateral that joins the four bicoloured edges. There is only one type of tetrahedra with three colours: one colour, let say , is represented twice and the two others, let say and , are represented once. There are two faces with three colours, whose centres are 1 and 2 ; there is one edge with and , one edge with both , two edges with and and two with and . We now define the interfaces as follows:
• the interface between and (resp. ) is the quadrilateral that joins the middles of the edges with and (resp. ) and the two points 1 and 2 ;
• the interface between and is the triangle that joins the middle of the edge with and and the two points 1 and 2 .
• the three elements of surface join on the segment that joins 1 and 2 , which is an element of a 3-colour line.
A bicolour surface is thus a surface made of quadrilaterals and triangles, which may have or not a boundary. If it has a boundary, it is made of non-self-intersecting loops that either belong to the boundary of the domain or are (part of) a 3-colour line. The set of 3-colour lines forms a set of non-intersecting and non-self-intersecting curves that are either loops or curves with extremities on the boundary of the domain.
Proposition 1.1. A 3-colour percolation model with Dobrushin boundary condition on the cube defines a random non-self-intersecting piecewise affine curve Γ : [0,
] → as the unique 3-colour line made of segments that joins the centres of the face and ′ defined in eq. (2).
The proof is easily deduced from the previous geometric considerations and generalizes the twodimensional construction with two colours. An example is presented in figure 4 .
Knots.
Two non-self-intersecting continuous loops 0 , 1 : [0, 1] → R 3 (with (0) = (1) since these are loops) are equivalent if there exists a continuous function ℎ : [0, 1] × [0, 1] → R 3 such that ℎ( , 0) = 0 ( ), ℎ( , 1) = 1 ( ) and, for any ∈ [0, 1], ↦ → ℎ( , ) is injective excepted for ℎ(0, ) = ℎ (1, ) . An equivalence class is called a knot.
Knot theory is all about the description of these equivalence classes and deciding whether two nonself-intersecting continuous loops are equivalent. A knot is tame if one of its representing loop is locally flat or ∞ , or piecewise affine. The possibility to choose between these various notions of smoothness is already a difficult result. A knot which is not tame is said to be wild. Most of the time (and in all the constructions discussed below), the constructions made in knot theory are in fact made for tame knots. This is in particular the case for the knots we study in our discrete models (but not necessarily for their scaling limit!). The interested reader may consult [10] for a nice and easy-to-read introduction to knot theory and knot invariants with a good bibliography. A 3-colour percolation model with Dobrushin boundary condition on the cube defines a random knot as the equivalence class of the curve Γ closed with the curve that joins its extremities; the construction of does not depend on the particular choice of .
Up to our knowledge, this is the first time that such knot considerations emerge in three-dimensional percolation-type model. The construction based on three colours on a well-chosen lattice has already appeared in [11] in the mathematical literature and in [2] in the physical literature but the authors only considered the fractal and metric properties of the 3-colour line.
Addressed questions.
Dimension 2 versus dimension 3. Critical two-dimensional two-colour percolation on the triangular lattice is known to be described by conformal field theory [12] . In particular, the interfaces are known to be described by conformal loop ensembles and the interface particularized by Dobrushin boundary conditions is known to be described by a Schramm-Loewner Evolution curve (6) . In our case, no such conformal property is expected to be present; however, fractal behaviours for are still expected as for any critical model.
A family of non-intersecting and non-self-intersecting loops in two dimensions has a simple topology: each loop is equivalent to a circle and divides the plane into two domains, one interior and one exterior. A second loop belongs either to the interior domain of a first loop or to its exterior. In three dimensions, the topology is much more involved: a single loop may form a non-trivial knot and two loops may form a non-trivial link. Up to our knowledge, no study of such knots arising in some simple probabilistic model on Z 3 has been previously performed and we started simulations without expecting any particular behaviour and having any prediction.
Knot structure and identification of knots. Knots, defined as above as equivalence classes of three-dimensional non-self-intersecting curves, are difficult to identify since it is hard, from an algorithmic point of view, to detect whether two curves define the same knot. Thus, since our model produces large knots, we have not been able to fully identify these knots.
However, knots have arithmetic properties and can be classified by invariants. As described in [10] , there are notions of product of two knots, of prime knots, of decomposition into prime knots. Moreover, one can build knot invariants, as objects computed on curves that are constant on an equivalence class. Relevant invariants for our study are those that take values in rings such that integers or polynomials and are compatible with the arithmetic properties of knots: if a knot is the product of 1 and 2 , the invariants we use are such that ( ) = ( 1 ) · ( 2 ). The divisibility properties of invariants are good heuristic hints about the structure of a knot but are not clear identification of the knots.
We focus in the next section on two invariants that are integer-valued and cheap to compute, so that we can accumulate large statistics. These two invariants are the absolute values of the Alexander polynomial of a knot at the points −1 and . Computing the Alexander polynomial Δ ( ) of a knot up to a factor ± where ∈ Z requires only the evaluation of the determinant of a sparse matrix. Taking the absolute value and focusing on −1 and makes it unnecessary to identify the factor ± . Moreover the properties of Δ ( ) imply that the two values are integers and this allows us to control the numerical inaccuracy in our computations. These restrictions are not enough to identify and factorize knots but, as we will see below, the results already give nice indications about the structure of the random knots.
Numerical simulations and results
Mathematical description of the simulations
Our simulations are made of several steps and use various mathematical tricks that we present here. The colours ( ) ∈ inside the cube are generated sequentially from a Mersenne twister random number generator. The 3-colour curve is then extracted by following the tetrahedra with 3-colour, entering by the 3-colour face and exiting by the other one ′ .
The idea is then to project the curve on a plane, collect its self-crossings while keeping the information of which part was above or below before projection and build the combinatorial structure of the knot.
Projection on a plane: a random trick. In order to avoid numerical computations on the coordinates of the 3-colour line, we choose to project the three-dimensional curve on the plane = 0. However, using the center of the 3-coloured faces of tetrahedra to define the 3-colour line leads to high degeneracy of the projected curve, for which many segments are fully identified. In order to avoid this degeneracy, we define the extremities of the segments of a 3-colour line as a random positive barycentre of the three vertices of the corresponding 3-colour face, such that, almost surely, no projections overlap while the knot remains unchanged.
Combinatorial structure inspired by planar maps. We store a knot in a computer as two permutations ( and described below) and a function ( described below) on a set of 4 elements as described below. This coding is inspired by the coding of combinatorial planar maps, to which we add a height information. (ii) the group generated by , and acts transitively on 4 ;
(iii) all cycles of have length 2;
(iv) all cycles of have length 4;
(v) all cycles of 2 ∘ have length 2 ;
(vi) for all ∈ 4 , ( ( )) = − ( ). A example on the trefoil knot is represented in figure 5 . Each element of 4 corresponds to one of the four directions that go out of a crossing. Each cycle of corresponds to a self-crossing of the projected curve, each cycle of corresponds to a part of the curve between two successive crossings, each cycle of corresponds to one of the regions of the plane enclosed by the projected curve. The value ( ) is equal to 1 (resp. −1) if the corresponding part of the curve is above (resp. below) the crossing.
In order to transform the projection of the 3-colour line to this encoding efficiently, one may observe that only the segments of the 3-colour line on the same column [ , + 1] × [ , + 1] × R may produce a crossing. If two segments are projected onto intersecting segments, we add a crossing to the knot with the correct values of , , and on the four elements emerging from the crossings. This is a bit tricky algorithmically in order to do it efficiently without too many relabelling of the crossings but this can be done with enough carefulness.
Simplification with Reidemeister moves. This paragraph concerns only a numerical optimization so we do not spend lines to describe Reidemeister moves in details and encourage the interested reader to consult for example [10] .
Reidemeister moves can be easily detected using the previous encoding and we simplify the random knot we produce in order to make the subsequent computations a bit quicker. Only Reidemeister moves of types I and II reduce the number of crossings of a knot; the simplification with Reidemeister moves of type I (resp. II) is done by scanning once the set and simplify the corresponding Reidemeister move before going on with the scan.
Simplifying a Reidemeister move may create new configurations that may be further simplified but we chose not to purge them since they become too rare. We chose instead to shake the knot using Reidemeister moves of type III: we scan and, every time a local configuration that can be changed is detected, we apply the Reidemeister move of type III with a probability = 1/2 and go on with the scan. Then, we start again with a scan-and-simplify of Reidemeister moves of type I and II. We perform Reidemeister III shakes a number of times chosen by us for each size, in order to obtain a good compromise between the time spent in this simplification and the time gained in the computation of the invariants.
Computation of the invariants. The Alexander polynomial Δ ( ) associated to a knot is a Laurent polynomial with integer coefficients and invariant under symmetry → −1 . If a knot can be decomposed as a product of two knots 1 and 2 , then Δ ( ) = Δ 1 ( )Δ 2 ( ). It was introduced for the first time in [1] . Many knots have the same Alexander polynomial so the knowledge of this sole invariant is not enough to conclude that two knots are equal. However, this may give some hints, which, together with additional symmetry considerations, helped us to establish some of the conjectures of the last section.
The advantage of the Alexander polynomial over other invariants is that its evaluations at complex points ∈ C can be performed efficiently (polynomial time in the number of crossings). We now describe briefly its computation. The projected curve of a knot gives rise to crossings (cycles of ) and + 2 regions (cycles of ). A matrix with rows, labelled by crossings, and + 2 columns, labelled by regions, is filled in the following way: if the -th crossing is not on the boundary of the -th region, the matrix coefficient is set to 0; if it is on the boundary, the matrix coefficient is set to 1, −1, or − depending on the relative position of the region with respect to the crossing as illustrated in figure 6. If the same region appears several times around a crossing, then the coefficients are added.
Two arbitrary columns corresponding to neighbour regions are then erased from the matrix in order to produce a square matrix whose determinant is the Alexander polynomial Δ ( ) of the knot up to a multiplicative factor ± , which depends on the choice of the two columns that are erased.
In order to study a large number of knots, we chose to restrict ourselves to the numerical computation of the two integers |Δ (−1)| and |Δ ( )|. This avoids the determination of the factor ± and the divisibility properties of the two integers give strong hints about the prime decomposition of the knot.
Numerical programming tools.
Language and libraries. All the programs are written in pure C++. Random numbers are produced using the standard std::random library of C++. Compilation is performed by the g++ compiler with the standard optimization flags.
The Alexander polynomial computation as a determinant uses the Eigen3 library (http://eigen. tuxfamily.org/index.php?title=Main_Page) for sparse matrices and the absolute value and the logarithm of the determinant of the matrix are computed from the LU decomposition of the sparse matrix where the coefficients are stored as double precision real or complex numbers.
Parallelization is used only for the Monte-Carlo part: independent copies of the coloured cube are generated by the various processors in order to increase the number of generated knots. The parallelization step is performed by OpenMP directives.
Integer vs. real numbers; determinant vs. logarithm of the determinant.
The incursion outside the integer numbers for the evaluation of the Alexander polynomial for ∈ {−1, } is required by the library Eigen3 and a posteriori justified by the numerical results, which also justify the computation of log |Δ (−1)| instead of |Δ (−1)|.
For large size cubes, the Alexander matrix is huge (several millions, even after the Reidemeister simplifications) and, as seen below, the knots become highly non-trivial with very large values for the two invariants |Δ (−1)| and |Δ ( )|. A major worry is the numerical precision of the values we obtain. In order to check the validity of the real values computed by our program, we performed the following verifications:
• for small sizes and a large number of knots or for large sizes and a small number of knots, we perform both the calculations in double precision and in multi-precision arithmetic (using the library GMP)for which the result is exact but the execution very slow -and observe that both results agree for log |Δ (−1)|.
• The computation of |Δ (−1)| (resp. log |Δ (−1)|) is done by multiplication (resp. sum) of the diagonal coefficients of the upper triangular matrix of the LU decomposition of the Alexander matrix. Introducing some additional lines in the open-source Eigen3 library, we observe that, even for the size = 100 and very large knots, the diagonal coefficients have orders of magnitude between 10 −2 and 10 2 and thus remain small: the large values of the invariant are produced by a large number of non-large numbers and it justifies the sole use of the logarithm to avoid overflows and gain stability.
• for all sizes, we also computed the determinant in double precision but converted the result to the nearest integer when no overflow is reached. The distance between the result and the nearest integer is stored and we verify that it never goes above 10 −2 for sizes up to 40 even for very large values of the invariants.
Hardware, memory and computation times of the simulations. We ran our simulations on machines with 64 cores Intel Xeon E5-4620 2.20 GHz and 256 Go of RAM.
The main limitation is concentrated in the computation of the invariants via LU decomposition. For the size = 120, every computation of an invariant requires in average 20 giga-octets of RAM. For small sizes we ran 40 simulations in parallel but, for the size 100, we had to reduce to 10 simulations in parallel.
For size = 100, the full time to produce one realization of the percolation, the computation of the combinatorial knot, the Reidemeister simplification and the computation of the two invariants log |Δ (−1)| and log |Δ ( )| (in double precision) is equal in average to 130 seconds. The Reidemeister simplification and the computations of the two invariants use in average 125 seconds.
Both the CPU time and the memory usage are mainly trusted by the evaluation of the invariant: any improvement in a priori simplification of the knot or evaluation of the Alexander polynomial may open the door to the study of much larger sizes.
Evaluation in multi-precision using the GMP library for a size = 50 slows down the evaluation by a factor 1000 and, as expected, it gets worse as the size increases. This prevented us from a full arithmetic study of the knot invariant which was our initial goal. The interested reader may however contact the authors to obtain the data file of 10000 knots in size = 50 in multi-precision.
Numerical results and conjectures
The present subsection presents the results of our simulations. In order to simplify the presentation of the results, we write for any real random variable its normalized version with a hat:
Fractal dimension. The first natural property of the interface curve Γ joining the opposite corners of the cube is the length of the curve , defined as the number of tetrahedra that are crossed. Figure 7 presents the average length of the curve E [ ] with respect to the size of the cube. It tends to show that the average length of the curve grows as 3 : the fractal dimension of the curve should thus be equal to = 3, i.e. the dimension of the space and thus the curve appears to be space-filling.
A more surprising result is the distribution of the length of the interface curve normalized by its empirical mean, as presented in figure 8 . Up to finite size effects around 0 and 2, which tend to get resorbed as the size increases, the repartition function tends to converge to the one of a very simple law and it encourages us to formulate the following conjecture. Finite size effects, as presented in figure 8 too, tend to confirm this conjecture since the difference between the empirical distributions and the conjectured one seems to scale as −1 . 
Number of crossings.
The projection of the interface curve on the xy-plane produces crossings. Since, for large sizes, the curves appears to visit a finite fraction of the volume of the cube and the height of a column is , one expects naturally that the number of crossings should grow as 4 . This behaviour is indeed observed and is presented in figure 9 . A careful joint observation of the length of the curve and the number of crossings of the projection shows a large correlation between both. Moreover, the law of the number of crossings normalized by its average also tend to converge as the size increases.
Probability of observing a knot with the same invariant as the unknot. Identifying the unknot requires much more powerful tools, such as Khovanov homology [8] than just the Alexander polynomial and, up to now, these tools are not suitable for the numerical treatment of knots with a very large number of crossings. However, one may measure numerically the fraction of knots such that |Δ (−1)| = 1 and |Δ ( )| = 1 and this gives an upper bound to fraction of unknots. As shown in figure 10 , this fraction goes to zero as the size becomes large. However, we have not been able to produce enough knots for sizes that would be large enough to formulate a precise conjecture about the asymptotic behaviour of the fraction of knots such that |Δ (−1)| = 1 and |Δ ( )| = 1. We show the numerical results as a table in figure 10 so that the interested reader may compare it to his guess.
Logarithm of the invariants. Plots of the empirical averages of log |Δ (−1)| and log |Δ ( )| are represented on figure 11 . Due to finite size effects that are still large for sizes around 10 2 , our evaluation of the scaling exponents is far from being precise; however, from the results of Results are presented in figure 12. One may introduce the repartition function
for ∈ R + and ∈ (0, 1). It corresponds to the density − on an interval (0, ) of a r.v. such that 0 ≤ ≤ a.s. and E [ ] = 1. One observes then very nice fits of the repartition function of̂︀ by ℎ( , ) with = 0.44 and of̂︀ by ℎ( , ) with = 0.46. However, finite size effects are too large to decide whether the value is in fact the same value for both r.v. and lies around 0.45 or slightly differs. We still dare to formulate the following conjecture. Divisibility of |Δ (−1)| by invariants of prime knots. Due to the computational power of our hardware, we were able to produce only 15000 knots for cube sizes = 40 and = 50 in multi-precision arithmetic. We have checked that the repartition function of log |Δ (−1)| obtained this way corresponds (up to finite size effects) to the one obtained in double precision with the same tools as for figures 11 and 12. The computation of the invariant |Δ (−1)| as an integer opens the way of its arithmetical study. Figure 13 presents our results. Collecting the divisibility of |Δ (−1)| for the first 2977 prime knots contained in [3] shows that the divisibility properties of |Δ (−1)| by powers of 3 and 5 are closed to the ones of random integer numbers. The random knots produced by our simulations exhibit a significant deviation in their divisibility properties. As the size increases, the divisibility probability of |Δ (−1)| by the numbers 3 · 5 deviates more and more from uniform random numbers.
Except if the divisibility properties of prime random knots deviates significantly beyond the first 2977 prime knots or if our model selects very particular prime knots, our results rather tend to indicate that, as increases, the random knots are indeed composite and contains more and more prime knots.
Conclusion
The present paper generalizes to a three-dimensional geometry the classical construction of interface curves in two-dimensional two-colours percolation, which is known to converge to 6 conformally invariant curves. The conformal properties disappear in dimension three but new topological properties, such as knotting, emerge. Our simulations show that the random knots that appear in a large three-dimensional cube with suitable boundary conditions are highly non-trivial:
• the interface curve becomes space-filling:
• the frequency of the unknot goes to zero as the size of the cube increases;
• E [log |Δ ( )|], where Δ is the Alexander polynomial and ∈ {−1, }, diverges with a scaling exponent close to 3.33 as → ∞.
• the divisibility properties of |Δ (−1)|, related to the prime knot factorization of the knot, are non-trivial.
It would be very interesting to prove these behaviours rigorously and have exact values for the scaling exponents.
Although we did not manage to reach very large sizes, we have observed also that several laws of r.v., such as the length of the interface curve or the normalized values of log |Δ ( )|, seem to converge to quite simple laws. Up to now, we do not have any hint of explanation for the emergence of these laws. We only hope that our conjectures are true and are not due to artefacts of our simulations.
Besides : Divisibility of |Δ (−1)| by various integers . The first column is the divisor , the second and third column contain the frequency of knots divisible by for cube sizes = 40 and = 50. Averages are performed over 15000 independent knots for both sizes. The bold number in parenthesis corresponds to the excess of frequency with respect ot the last column (i.e. is equal to the frequency multiplied by ). The fourth column corresponds to the fraction of the first 2977 prime knots (inventoried in the table of prime knots available at [3] ) with divisibility of |Δ (−1)| by . The last column corresponds to the asymptotic fraction of numbers with divisibility taken uniformly on {1, . . . , } for large . Data with (*) are not given or are not reliable since |Δ (−1)| for the first 2977 prime knots have maximal values around 200.
The Alexander polynomial of a product knot is the product of the Alexander polynomials of the factor knots. It would be interesting to perform our calculations with multi-precision integers or to compute directly the Alexander polynomial in order to decide if the large knots resemble large prime knots or rather are large product of small prime knots or follow any other intermediate scenario. This would require to use a much larger computation power or to simplify drastically the evaluation of the Alexander polynomial.
There exist invariants that identify the unknot [8] and some results about the unknot probability for some models of self-avoiding random walks [13] ; their use may help to understand how fast the probability of observing the unknot goes to zero, since our data are not sufficient to formulate a precise conjecture.
Finally, it would be interesting to formulate three-dimensional generalizations of other two-dimensional models from statistical mechanics and to study the knotting properties of level lines. In particular, the three-colour interface curve is a random submanifold of the cube and is the boundary of the bicolour random surface between clusters. Our model adds new topological questions to the study of random submanifolds such as the ones studied in [9, 7] or, on the physical side, in [14] .
Availability of data sets. Data for all sizes are available on the webpage of the second author or on demand.
