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PRIME GEODESIC THEOREM IN THE 3-DIMENSIONAL
HYPERBOLIC SPACE
OLGA BALKANOVA, DIMITRIOS CHATZAKOS, GIACOMO CHERUBINI,
DMITRY FROLENKOV, AND NIKO LAAKSONEN
Abstract. For Γ a cofinite Kleinian group acting on H3, we study the Prime
Geodesic Theorem on M = Γ\H3, which asks about the asymptotic behaviour
of lengths of primitive closed geodesics (prime geodesics) on M . Let EΓ(X) be
the error in the counting of prime geodesics with length at most logX. For the
Picard manifold, Γ = PSL(2,Z[i]), we improve the classical bound of Sarnak,
EΓ(X) = O(X
5/3+), to EΓ(X) = O(X
13/8+). In the process we obtain
a mean subconvexity estimate for the Rankin–Selberg L-function attached to
Maass–Hecke cusp forms. We also investigate the second moment of EΓ(X)
for a general cofinite group Γ, and show that it is bounded by O(X16/5+).
1. Introduction
Prime Geodesic Theorems describe the asymptotic behaviour of primitive closed
geodesics on hyperbolic manifolds. The classical case is that of Riemann surfaces
Γ\H2, where Γ ⊂ PSL(2,R) is a cofinite Fuchsian group. This problem was first
studied by Huber [9, 10] and most importantly by Selberg (see e.g. [14, Theo-
rem 10.5]) as a consequence of his trace formula. More specifically, let ψΓ(X)
denote the analogue of the summatory von Mangoldt function, namely
ψΓ(X) =
∑
N(P )≤X
ΛΓ(N(P )),
where ΛΓ(N(P )) = logN(P0), if P is a power of the primitive hyperbolic conjugacy
class P0, and zero otherwise. Here N(P ) denotes the norm of P , and the length
of the closed geodesic corresponding to P is logN(P ). Selberg proved that, as
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X →∞, we have
ψΓ(X) =
∑
1/2<sj≤1
Xsj
sj
+ EΓ(X),
where the full main term is a finite sum that comes from the small eigenvalues
of the hyperbolic Laplacian, λj = sj(1 − sj) < 1/4, and the error term EΓ(X) is
bounded by O(X3/4).
When Γ is arithmetic, further improvements on the bound for the error term
were deduced by Iwaniec [13, Theorem 2], Luo and Sarnak [20, Theorem 1.4] (see
also Koyama [16]), and Cai [3]. The crucial step in all of these works is proving a
non-trivial bound on spectral exponential sums (see Section 3). Recently, for the
modular group, Soundararajan and Young [28, Theorem 1.1] proved the currently
best known result, which gives
EΓ(X) = O(X
25/36+).
They do this by exploiting a connection to Dirichlet L-functions and using an
inequality of Conrey and Iwaniec [5, Corollary 1.5] to estimate their value on the
critical line.
In this paper we study the Prime Geodesic Theorem in the three-dimensional
hyperbolic space H3. Let Γ be a cofinite Kleinian group and let ψΓ(X) be the
analogous summatory von Mangoldt function attached to Γ, which counts hy-
perbolic (and loxodromic) conjugacy classes in the group. The small eigenvalues
λj = sj(2− sj) < 1 provide a finite number of terms that form the full main term
of ψΓ(X), as X →∞, namely
MΓ(X) :=
∑
1<sj≤2
Xsj
sj
,
and we write
EΓ(X) = ψΓ(X)−MΓ(X).
For general cofinite groups, Sarnak [26, Theorem 5.1] proved the following non-
trivial bound for the error term:
(1.1) EΓ(X) = O(X
5/3+).
For the Picard group, Γ = PSL(2,Z[i]), Koyama [17, Theorem 1.1] improved this
bound conditionally to O(X
11/7+) by assuming a mean Lindelo¨f hypothesis for
symmetric square L-functions attached to Maass forms on Γ\H3. Our main result
is the following unconditional improvement of (1.1) in the arithmetic case Γ =
PSL(2,Z[i]).
Theorem 1.1. Let Γ = PSL(2,Z[i]). Then
EΓ(X) = O(X
13/8+).
The error term EΓ can be understood as a summation over the non-trivial zeros of
the Selberg zeta function through an explicit formula (see (3.1)). This is analogous
to the relationship between the explicit formula for the Riemann zeta function and
the Prime Number Theorem, and it is the starting point in our proof of Theorem 1.1.
The fundamental tool in our proof is the Kuznetsov formula (Theorem 2.3), which
relates the problem to the study of Kloosterman sums for Gaussian integers.
In two dimensions Cherubini and Guerreiro examined the second moment of the
error term for general cofinite Fuchsian groups, and they improved the error term
on average [4, Theorems 1.1, 1.4]. We initiate the study of the second moment of
EΓ(X) in three dimensions and prove the following theorem by an application of
the Selberg trace formula.
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Theorem 1.2. Let Γ be a cofinite Kleinian group. Let V , ∆ be sufficiently large
positive real numbers with ∆ ≤ V . Then
1
∆
∫ V+∆
V
|EΓ(x)|2dx V 18/5∆−2/5(log V )2/5.
By taking ∆ = V in the above theorem, we see that EΓ(X) X8/5+ on average.
More precisely, we obtain the following result.
Corollary 1.3. For every η > 8/5 there exists a set A ⊆ [2,∞) of finite logarithmic
measure (i.e. for which
∫
A
x−1dx is finite), such that EΓ(X) = O(Xη) for X →∞,
X /∈ A.
Remark 1.4. Using a mean-to-max argument, we recover Sarnak’s bound (1.1) as
a corollary of Theorem 1.2. Indeed, a bound of the type O(V β∆−γ) for the second
moment of EΓ(X) in short intervals leads to the estimate EΓ(X) = O(X
α), where
α = β+γ2+γ . Theorem 1.2 allows β = 18/5 +  and γ = 2/5, leading to (1.1).
Remark 1.5. It is interesting to speculate on what is expected for the error term
EΓ(X). In analogy with two dimensions, it is tempting to say that one should
expect a bound of size the square root of the main term, namely EΓ(X)  X1+.
However, there are reasons indicating that it is not possible to reach this bound,
the most relevant being that the explicit formula (3.1) in its current form has a
natural barrier EΓ(X)  X3/2+ by taking T = X1/2. We discuss this issue
further in Remark 3.1, after the definition of the explicit formula and of the spectral
exponential sum associated to it.
Remark 1.6. By using a different method, the authors of [1] proved an estimate
E(X)  X3/2+θ/2, which explicitly depends on the subconvexity exponent θ for
quadratic Dirichlet L-functions over Z[i].
Finally, we recall the connection between class numbers and the Prime Geodesic
Theorem for the Picard group. Denote by D the set of discriminants of binary
quadratic forms (over Z[i]), so that
D = {m ∈ Z[i] : m ≡ y2(mod4) for some y ∈ Z[i] and m is not a perfect square},
and let h(d) be the number of classes of primitive binary quadratic forms of dis-
criminant d. Moreover, for d ∈ D , consider the Pell-type equation t2 − du2 = 4.
All the solutions are generated by a fundamental unit
d =
t0 +
√
du0
2
, |d| > 1.
Sarnak [26, Corollary 4.1] proved the identity∑
d∈D
|d|≤x
h(d) log |d|2 = piΓ(x2) = #{P0 primitive hyperbolic, N(P0) ≤ x2},
which we can relate to ψΓ via summation by parts. Thus every result on ψΓ(x)
translates immediately to a statement on the average size of the class numbers
h(d) (see [26, Theorem 7.1]). Therefore, we obtain the following corollary as a
consequence of Theorem 1.1 and Theorem 1.2.
Corollary 1.7. For every  > 0 we have
(1.2)
∑
d∈D
|d|≤X
h(d) = Li(X4) +O(X
13/4+).
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On average over X, we obtain, for V ≥ ∆ 1,
(1.3)
1
∆
∫ V+∆
V
∣∣∣∣ ∑
d∈D
|d|≤X
h(d)− Li(X4)
∣∣∣∣2dX  V 18/5+∆−2/5.
The rest of this paper is organized as follows: in Section 2 we discuss the necessary
background material and the main tools of our proofs, namely the Selberg and the
Kuznetsov trace formulas, whereas in Sections 3 and 4 we prove Theorem 1.1 and
Theorem 1.2, respectively.
2. Background and auxiliary results
The hyperbolic space H3 can be described as the set of points p = z + jy =
(x1, x2, y), where z = x1 + ix2 ∈ C and y > 0. This space is endowed with the
hyperbolic metric, whose line element is ds2 = y−2(dx21 +dx
2
2 +dy
2). If we represent
p as a quaternion whose fourth component is zero, then given a matrix M =
(
a b
c d
)
in PSL(2,C) we have the orientation-preserving isometric action
Mp := (ap+ b)(cp+ d)−1.
A discrete group Γ ≤ PSL(2,C) is said to be cofinite if the quotient Γ\H3 has finite
volume (with respect to the metric induced on the quotient space). It is called
cocompact if the quotient is a compact space.
Let us now fix a cofinite group Γ and consider the Laplace–Beltrami operator ∆
acting on L2(Γ\H3). This admits eigenvalues
λj = sj(2− sj), sj = 1 + irj ,
where rj ∈ R or rj purely imaginary in the interval (0, i]. If Γ\H3 has cusps, then
there is also a continuous spectrum spanning [1,∞).
We will need the Fourier expansion of the cusp form uj attached to λj , which
reads [6, §3 Theorem 3.1]
uj(p) = y
∑
0 6=n∈Γ]
ρj(n)Kirj (2pi|n|y)e(〈n, z〉),
where Γ] is the dual lattice of Γ, e(z) = exp(2piiz), and 〈x, y〉 is the standard inner
product on R2 ∼= C.
2.1. Weyl law for Kleinian groups. It is a classical problem to understand
the distribution of the discrete spectrum of the Laplace operator on hyperbolic
manifolds of finite volume. In fact, apart from the eigenvalue λ0 = 0, which always
occurs, for a general cofinite group we do not even know if there are any other
eigenvalues at all (see [25] for a discussion on this topic in the two-dimensional
case). The Weyl law describes the asymptotic behaviour of both the discrete and
continuous spectrum in an expanding window. More precisely it states, in our
situation, that [6, §6 Theorem 5.4]
#{rj ≤ T} − 1
4pi
∫ T
−T
ϕ′
ϕ
(1 + ir) dr ∼ vol(Γ\H
3)
6pi2
T 3,
as T → ∞. Note that for cocompact groups the second term vanishes, and we
deduce that there are infinitely many eigenvalues in this case. For our purposes
we will need a control on the size of the spectrum (both discrete and continuous)
in windows of unit length. To this end, we appeal to a result of Bonthonneau [2,
Theorem 2], who gives a Weyl law for hyperbolic manifolds with good error terms.
In our case his theorem simplifies to the following.
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Theorem 2.1. Let Γ be a cofinite Kleinian group. Then
#{rj ≤ T} − 1
4pi
∫ T
−T
ϕ′
ϕ
(1 + ir) dr =
vol(Γ\H3)
6pi2
T 3 +O
(
T 2
log T
)
.
From the Maass–Selberg relations [6, §3 Theorem 3.6] we obtain the following
upper bound on unit intervals:
(2.1) #{rj ∈ [T, T + 1]}+
∫
T≤|r|≤T+1
∣∣∣∣ϕ′ϕ (1 + ir)
∣∣∣∣ dr  T 2.
2.2. The Selberg trace formula. For general cofinite groups, the Selberg trace
formula is perhaps one of the most effective tools available to attack problems in the
spectral theory of automorphic forms. The formula relates geometric information
attached to a group to spectral data of the hyperbolic Laplacian. In preparation
to stating the formula rigorously, we give a few definitions.
Let M ∈ PSL(2,C), M 6= I, and consider its trace tr(M). If tr(M) is not real,
then M is called loxodromic. Otherwise, depending on whether the absolute value
of the trace is smaller, equal or larger than 2, M is called elliptic, parabolic or
hyperbolic, respectively. Every hyperbolic or loxodromic element M is conjugate in
PSL(2,C) to a unique element (
a(M) 0
0 a(M)−1
)
with |a(M)| > 1. The quantity N(M) := |a(M)|2 is called the norm of M . Since
this is invariant under conjugation, we define the norm of a conjugacy class to be the
norm of any of its representatives. Finally, for Γ a discrete subgroup of PSL(2,C)
and γ ∈ Γ, we say that γ is primitive if it has minimal norm among the elements of
the centralizer C(γ) in Γ. Since the notion is invariant under conjugation, we can
extend it to conjugacy classes in Γ.
We are now ready to state the Selberg trace formula. For simplicity, we assume
that we only have one cusp at infinity.
Theorem 2.2 (Selberg trace formula [6, 29]). Let h be an even function, holomor-
phic in |=r| < 1 + 0 for some 0 > 0, and assume that h(r) = O((1 + |r|)−3−)
in the strip. Furthermore, let g be the Fourier transform of h, defined with the
convention
(2.2) g(x) =
1
2pi
∫ ∞
−∞
h(r)e−irxdr.
Then ∑
j
h(rj)− 1
4pi
∫ ∞
−∞
h(r)
ϕ′
ϕ
(1 + ir)dr = I + E +H + P,
where
I =
vol(Γ\H3)
4pi2
∫ ∞
−∞
h(r)r2dr,
E =
1
4
∑
{R}nce
g(0) logN(T0)
|E(R)|
(
sin pikm(R)
)2 ,
H =
∑
{T}lox
g(logN(T ))ΛΓ(N(T ))
|E(T )||a(T )− a(T )−1|2 ,
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P =
g(0)
[Γ∞ : Γ′∞]
(κΛ∞
2
− γ
)
+
h(0)
4
(
[Γ∞ : Γ′∞]
−1 − ϕ(0))
− 1
2pi[Γ∞ : Γ′∞]
∫ ∞
−∞
h(r)
Γ′
Γ
(1 + ir)dr + cg(0).
The sum in E runs over the elliptic conjugacy classes not stabilising the cusp at ∞
and the sum in H runs over all loxodromic (and hyperbolic) conjugacy classes of Γ.
The function ΛΓ(N(T )) is defined in the introduction, and for the definition of the
other quantities appearing in the theorem we refer to [6]. Under the hypotheses for
h, all sums are absolutely convergent, and we have |E(T )| = 1, apart from finitely
many classes. We note that there is a missing factor of 1/4pi in front of the sums
over elliptic and hyperbolic conjugacy classes in [6, p. 297].
2.3. The Kuznetsov trace formula. For arithmetic groups, such as PSL(2,Z[i])
or subgroups of it, the Kuznetsov trace formula allows one to prove finer results
than those obtained solely by means of the Selberg trace formula. The formula
relates spectral data, namely Fourier coefficients of cusp forms, to Kloosterman
sums. Indirectly, these sums encode arithmetic information of the group, and have
been studied intensively in the case of the modular group (see e.g. [11, 12]).
For Gaussian integers, Kloosterman sums are defined as follows. Let m,n, c ∈ Z[i],
with c 6= 0. Then
S(m,n; c) :=
∑
a∈(Z[i]/(c))×
e(〈m, a/c〉)e(〈n, a∗/c〉),
where a∗ denotes the inverse of a modulo the ideal (c), that is aa∗ ≡ 1 mod c. The
Weil bound for these sums is [22, (3.5)]
(2.3) |S(m,n; c)|  N(c)1/2|(m,n, c)|d(c),
where d is the number of divisors of c. When using the Weil bound it is also useful
to recall that the gcd, |(m,n, c)|, is essentially one on average over c, since
(2.4)
∑
N(c)≤x
|(m,n, c)|  x1+|mn|.
Theorem 2.3 (Kuznetsov formula for PSL(2,Z[i])\H3 [21, 22]). Let h be an even
function, holomorphic in |=r| < 1/2 + , for some  > 0, and assume that h(r) =
O((1 + |r|)−3−) in the strip. Then, for any non-zero m,n ∈ Z[i]:
D + C = U + S,
with
D =
∞∑
j=1
rjρj(n)ρj(m)
sinhpirj
h(rj),
C = 2pi
∫ ∞
−∞
σir(n)σir(m)
|mn|ir|ζK(1 + ir)|2 dr,
U =
δm,n + δm,−n
pi2
∫ ∞
−∞
r2h(r)dr,
S =
∑
c∈Z[i]\{0}
S(m,n; c)
|c|2
∫ ∞
−∞
ir2
sinhpir
h(r)Hir
(
2pi
√
mn
c
)
dr,
where σs(n) =
∑
d|nN(d)
s is the divisor function,
Hν(z) = 2
−2ν |z|2νJ∗ν (z)J∗ν (z),
Jν is the J-Bessel function of order ν, and J
∗
ν (z) = Jν(z)(z/2)
−ν .
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3. Pointwise Bounds
In this section we prove Theorem 1.1. To begin with, we discuss the relation-
ship between EΓ(X) and certain spectral exponential sums. Let Γ = PSL(2,Z[i]).
Nakasuji [23, Theorem 4.1] gives an explicit formula that connects EΓ(X) to the
spectral parameters of Γ, which reads
(3.1) EΓ(X) = 2<
 ∑
0<rj≤T
X1+irj
1 + irj
+O(X2
T
logX
)
,
for 1 ≤ T ≤ X1/2, where λj = 1 + r2j . Her result is actually valid for all cocompact
and Bianchi groups. A similar formula was proved by Iwaniec [13, Lemma 1] for
the case of the modular group, and it provides an effective way to pass from the
geometric quantity EΓ(X) to spectral data.
From (3.1) it is clear that studying EΓ(X) is related to understanding the spectral
exponential sum
S(T,X) :=
∑
0<rj≤T
Xirj .
Remark 3.1. Notice that the trivial bound for S(T,X) is O(T 3) by Weyl’s law.
If we use this in (3.1), we recover Sarnak’s bound EΓ(X)  X5/3+. Assuming
that we can take T as large as possible in (3.1), i.e. T = X1/2, then the error is
O(X3/2+), and the sum is bounded by the same quantity provided that S(T,X)
T 2+X. This bound on S(T,X) is also the strongest we can hope for with the
method we use due to the error introduced by the smoothing.
Now, let us ignore the limitation T ≤ X1/2 for a moment, and go further, to
see what type of bounds on EΓ(X) one can obtain from bounds on S(T,X). If
we suppose that we have square root cancellation for S(T,X), i.e. S(T,X) 
T 3/2+X, then by taking T = X2/3 one gets EΓ(X)  X4/3+. This is still far
from the exponent 1 +  (square root bound for EΓ(X)) which was mentioned in
Remark 1.5 in the introduction. In fact, by using the explicit formula and a bound
for S(T,X), then the exponent 1+ can only be reached by assuming the extremely
strong estimate S(T,X) T 1+X, which seems unlikely to be true. This kind of
asymmetry between square root bounds for S(T,X) and EΓ(X) does not occur in
two dimensions, see [13, §1], [24, §2].
In this section we prove the following non-trivial bound on S(T,X).
Theorem 3.2. Let Γ = PSL(2,Z[i]), and let X,T > 2. Then
S(T,X) T 2+X1/4+.
Theorem 1.1 will follow in a straightforward manner from Theorem 3.2. To prove
Theorem 3.2 we will make use of the Kuznetsov formula (Theorem 2.3), and we
will need an estimate for the Fourier coefficients ρj(n) of Maass–Hecke cusp forms.
The core of this section is devoted to proving such an estimate. Let L(s, uj ⊗ uj)
be the Rankin-Selberg convolution
L(s, uj ⊗ uj) :=
∑
n∈Z[i]\{0}
|ρj(n)|2
N(n)s
,
attached to the Maass–Hecke cusp form uj . We need an estimate on the mean
value of L(s, uj ⊗ uj) in the spectral aspect on the critical line. To do this we will
first work with the symmetric square L-function. This is defined as
(3.2) L(2)(s, uj) :=
ζK(2s)
ζK(s)
L(s, uj ⊗ uj) rj
sinhpirj
|vj(1)|−2.
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Here we use the standard notation
ρj(n) =
√
sinhpirj
rj
vj(n),
and we recall the relation to the Hecke eigenvalues vj(n) = vj(1)λj(n). It follows
that the Dirichlet series of L(2)(s, uj) is given by
L(2)(s, uj) =
∑
n∈Z[i]\{0}
cj(n)
N(n)s
,
where the coefficients are defined as cj(n) =
∑
l2k=n λj(k
2). We prove the following
estimate for the symmetric square L-function. Let rj ∼ T denote the interval
T < rj ≤ 2T .
Theorem 3.3. Suppose <w = 12 and let uj be a Maass–Hecke cusp form. We then
have ∑
rj∼T
|L(2)(w, uj)|2  |w|AT 4+,
for some positive constant A, and for arbitrarily small  > 0.
We can then use the Cauchy–Schwarz inequality, the convexity bound ζK(w) 
|w|1/2+, and the upper bound |vj(1)|  rj (see [8] and [17, Proposition 3.1]) to
deduce the following corollary.
Corollary 3.4. Let uj be a Maass–Hecke cusp form and suppose <w = 12 . Then∑
rj≤T
rj
sinhpirj
|L(w, uj ⊗ uj)|  |w|AT 7/2+,
for some positive constant A, and for arbitrarily small  > 0.
The convexity bound in the spectral aspect would be T 4+, while Lindelo¨f hy-
pothesis would give T 3+. Therefore our theorem takes us halfway towards the
goal. In [17] Koyama assumes the above theorem with the bound O(|w|AT 3+). It
should be noted that, following our proofs, a bound of the form O(|w|AT 3+α) in
Corollary 3.4, with 0 < α < 1, would give the inequalities
S(T,X) T (7+2α)/4+X1/4+ + T 2,
and
EΓ(X) X
11+4α
7+2α +.
Therefore any improvement on Corollary 3.4 would imply a refinement of our The-
orem 1.1 and Theorem 3.2. Clearly, on taking α = 0 one recovers the conditional
exponent 11/7 of Koyama [17] for EΓ(X).
We prove Theorem 3.3 by following the argument that appears for H2 in [20,
pp. 219–222] with some modifications.
Proof of Theorem 3.3. The symmetric square L-function L(2)(s, uj) is an entire
function (see [27]) with Gamma factors
γ(s, rj) = pi
−3sΓ(s)Γ(s+ irj)Γ(s− irj),
and the functional equation
(3.3) L(2)(s, uj)γ(s, rj) = L
(2)(1− s, uj)γ(1− s, rj).
Let w = 12 + it0. Consider the integral
I1 =
1
2pii
∫
(σ)
L(2)(s+ w, uj)Γ(s+ l)x
−2s ds
s
,
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where l > 4 is an integer paramater to be chosen later, σ = 12 +
1
log rj
and x > 0.
Since we are in the region of absolute convergence, we can write
I1 =
∑
n∈Z[i]\{0}
cj(n)
N(n)w
F (N(n)x2),
where F (u) is the incomplete Gamma function given by
F (u) =
1
2pii
∫
(σ)
Γ(s+ l)u−s
ds
s
.
The integrand in I1 has a simple pole at s = 0 with residue Γ(l)L
(2)(w, uj). We
shift the contour to (−σ) and hence by Cauchy’s theorem we obtain
(3.4) I1 = Γ(l)L
(2)(w, uj) +
1
2pii
∫
(−σ)
L(2)(s+ w, uj)Γ(s+ l)x
−2s ds
s
.
Denote the integral on the right-hand side by I2. By the functional equation (3.3)
we can rewrite the integral as
I2 =
−1
2pii
∫
(σ)
L(2)(s+ w, uj)
γ(s+ w, rj)
γ(−s+ w, rj)Γ(−s+ l)x
2s ds
s
.
We use Stirling’s formula in the holomorphic form [7, 8.327 (1)] to estimate the
spectral Gamma factors as
Γ(s+ w + irj)Γ(s+ w − irj)
Γ(−s+ w + irj)Γ(−s+ w − irj) = r
4s
j r
−4it0
j pi
−3(2s+w−w)(1 +O(|s+ w|4+δr−1j )).
To estimate the integral over the error term we use the bound L(2)(s+w, uj) rδj ,
for any δ > 0, which follows from the mean Ramanujan bound of Koyama [15, 18,
Theorem 2.1] (notice that, due to different normalisation of the Hecke operators,
his ηj(n) is our λj(n)): ∑
N(n)<N
|λj(n)|2 = O((1 + |rj |)N).
Therefore, I2 becomes
I2 = −r−4it0j pi6it0
∑
n∈Z[i]\{0}
cj(n)
N(n)w
F
(
w,
N(n)pi6
x2r4j
)
+O(|w|5+δx2σr1+δj ),
where
F (w, u) =
1
2pii
∫
(σ)
Γ(−s+ l) Γ(s+ w)
Γ(−s+ w)u
−s ds
s
.
Substituting this back into (3.4) gives a type of asymmetric approximate functional
equation,
Γ(l)L(2)(w, uj) =
∑
n∈Z[i]\{0}
cj(n)
N(n)w
F (N(n)x2)
+ r−4it0j pi
6it0
∑
n∈Z[i]\{0}
cj(n)
N(n)w
F
(
w,
N(n)pi6
x2r4j
)
+O(|w|5+δx2σr1+δj ).
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Now integrate the above equation from pi3/2/rj to epi
3/2/rj with respect to the
logarithmic measure dxx . This gives
Γ(l)L(2)(w, uj) =
∫ epi3/2/rj
pi3/2/rj
∑
n∈Z[i]\{0}
cj(n)
N(n)w
F (N(n)x2)
dx
x
+ r−4it0j pi
6it0
∫ epi3/2/rj
pi3/2/rj
∑
n∈Z[i]\{0}
cj(n)
N(n)w
F
(
w,
N(n)pi6
x2r4j
)
dx
x
+O(|w|5+δT δ),
as long as we assume that rj ∼ T . We then do the following change of variables: in
the first integral let x2 = y2pi3/T 2, whereas in the second integral we let pi3/x2r4j =
y2/T 2. Thus we obtain
Γ(l)L(2)(w, uj) =
∫ eT/rj
T/rj
∑
n∈Z[i]\{0}
cj(n)
N(n)w
F
(
N(n)
y2pi3
T 2
)
dy
y
+ r−4it0j pi
6it0
∫ T/rj
T/erj
∑
n∈Z[i]\{0}
cj(n)
N(n)w
F
(
w,
N(n)y2pi3
T 2
)
dy
y
+O(|w|5+δT δ).
Squaring and summing over rj ∼ T gives
∑
rj∼T
∣∣∣L(2)(w, uj)∣∣∣2  ∫ e
1/2
∑
rj∼T
∣∣∣∣∣∣
∑
n∈Z[i]\{0}
cj(n)
N(n)w
F
(
N(n)y2pi3
T 2
)∣∣∣∣∣∣
2
dy
y
+
∫ 1
1/2e
∑
rj∼T
∣∣∣∣∣∣
∑
n∈Z[i]\{0}
cj(n)
N(n)w
F
(
w,
N(n)y2pi3
T 2
)∣∣∣∣∣∣
2
dy
y
+O(|w|10+δT 3+δ).
(3.5)
We split the inner sums in (3.5) at height T 2+ and (T |w|)2+, respectively. Let
u > 0. For the incomplete Gamma function we use the standard estimate
(3.6) F (u) ul−1e−u,
see [7, 8.357]. For F (w, u) we shift the line of integration to (l − 1/2), obtaining
F (w, u) (u/|w|2)−l+(1/2), where the constant depends on l. Thus if u |w|2T ,
then by picking l =
[
M

]
+ 4, for some positive integer M , we obtain
F (w, u) T−M (|w|2/u)3/2+δ .
Observe now that trivially λj(n) σ1(n)/
√
N(n), where σ1(n) is as in the state-
ment of Theorem 2.3. It follows that cj(n)/N(n)
w  N(n)1/2+δ. Therefore, if we
pick e.g. M = 7, we obtain immediately
(3.7)
∑
N(n)(T |w|)2+
cj(n)
N(n)w
F
(
w,
N(n)y2pi3
T 2
)
 |w|3+δ,
∑
N(n)T 2+
cj(n)
N(n)w
F
(
N(n)y2pi3
T 2
)
 1.
Consider now the finite part of the sum in (3.5). In contrast to the proof in Luo
and Sarnak [20, pg. 222], applying the best known large sieve in H3 (see Watt [30,
Theorem 1]) is not helpful. Instead we proceed as follows. For convenience we
introduce a weight function
h(rj) = exp
(
− (rj − T )
2
M2
)
+ exp
(
− (rj + T )
2
M2
)
,
PRIME GEODESIC THEOREM IN THE HYPERBOLIC 3-SPACE 11
with M = T 1−, so that the sums in rj are unchanged (by positivity) up to a factor
O(T ). Then we open the square and recall the definition cj(n) =
∑
kl2=n λj(k
2)
to expand the sums. Thus for the first line in (3.5) we get
(3.8)
∑
N(l21k1)T2+
N(l22k2)T2+
1
N(l21k1)
wN(l22k2)
w¯
F
(
N(l21k1)y
2pi3
T 2
)
F
(
N(l22k2)y
2pi3
T 2
)
×
∑
rj
λj(k
2
1)λj(k
2
2)h(rj).
The second sum in (3.5) can be treated similarly so we omit the analysis here.
Since the cutoff function F (x) is O(1) in the range we are considering, we can
estimate (3.8) by∑
N(l),N(l2)T 1+
1
N(l1l2)
∑
N(k1),N(k2)T 2+
1
N(k1k2)1/2
∑
rj
λj(k
2
1)λj(k
2
2)h(rj)
 T 
∑
N(k1),N(k2)T 2+
1
N(k1k2)1/2
∣∣∣∑
rj
λj(k
2
1)λj(k
2
2)h(rj)
∣∣∣,(3.9)
and the problem is reduced to estimating the sum over rj . For this we apply the
Kuznetsov formula, so that (3.9) is transformed into a sum of Kloosterman sums,
namely
∑
N(k1),N(k2)T 2+
1
N(k1k2)1/2
∣∣∣∣∣∣
∑
c∈Z\{0}
S(k¯21, k¯
2
2, c)
N(c)
h˘
(
2pik1k2
c
)∣∣∣∣∣∣ ,
where h˘(z) is the Bessel transform (as given in the S-term in Theorem 2.3). It
is not difficult to show that the continuous contribution and the term associated
to δm=±n appearing in the Kuznetsov formula are bounded by O(T 3+). To treat
the Kloosterman sums we apply Weil’s bound (2.3), and we estimate carefully the
function h˘(z). As a first step we use an integral representation for the function h˘(z)
(see [22, (2.10)]), writing
h˘(z) =
4i
pi2
∫ pi/2
0
cos(2|z| cosϑ sin τ)I(2|z| cos τ)dτ,
where z = |z|eiϑ and
(3.10) I(x) =
∫ ∞
−∞
r2h(r) cosh(pir)K2ir(x)dr.
The analysis of the integral I(x) can be performed by following the work of Li
(see [19, §5]). First we have, for A > 1,
I(x) exp(x)T 3+(x/T )A,
which implies that in the range where x 1, we can estimate∑
N(k1),N(k2)T 2+
N(k1k2)

∑
N(c)N(k1k2)
d(c)|(k¯21, k¯22, c)|
N(c)1+
T−A  1.
This shows that the tail of the sum in c is negligible. For the rest of the sum
we evaluate I(x) by showing that the total mass comes from a neighbourhood of
|x| = T . More precisely, we have
(3.11) I(x) T−A, for |x| ≤ T
100
or |x| ≥ 100T,
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and
(3.12) I(x) = Lx2 exp
(
− (x− 2T )
2
4M2
)
+O
(
T 2x
M3
)
otherwise,
for some absolute constant L. Note that (3.11) and (3.12) can be proved almost
verbatim as in [19, Proposition 5.1]. The error in (3.12) contributes, recalling (2.4),
at most O(T 3+). By using (3.11) we can further reduce the sum over c: if N(c)
N(k1k2)/T
2 then we obtain again a contribution of O(1). We therefore need to
prove the estimate
(3.13)
∑
N(k1)T2+
N(k2)T2+
1
N(k1k2)1/2
∑
N(c)N(k1k2)
T2
d(c)
∣∣(k¯21, k¯22, c)∣∣
N(c)1/2
∣∣∣˚h(2pik1k2
c
) ∣∣∣ T 4+,
where h˚(z) is the function
h˚(z) =
∫ pi/2
0
cos(2|z| cosϑ sin τ)g(cos τ)G(|z| cos τ)dτ,
with
G(x) = x2 exp
(
− (x− T )
2
M2
)
,
and g(x) is a smooth characteristic function of the interval [c1T/|z|, c2T/|z|] (for
some constants 0 < c1 < 1 < c2), such that g
(j)(x) (T/|z|)−j . We claim that
(3.14) h˚(z)

T 3|z|−1, if |z|  T,
T 1+| cosϑ|−1, if T  |z|  T 1+ and | cosϑ|  T−1+3,
T−A, if |z|  T 1+ and | cosϑ|  |z|T−2+3.
The first estimate follows by bounding in absolute value g(cos τ)G(|z| cos τ) T 2,
and the fact that the support of g is [c1T/|z|, c2T/|z|]. Integrating by parts once in
τ (and noting that the exponential is piecewise monotonic, so that the derivative is
piecewise of constant sign) leads to the second bound. Finally, to prove the third
bound we integrate by parts multiple times. The first integration gives
h˚(z) = −
∫ pi/2
0
sin(2|z| cosϑ sin τ) d
dτ
(
g(cos τ)G(|z| cos τ)
2|z| cosϑ cos τ
)
dτ.
Notice that G′(x) ≈ G(x)/x and that g vanishes at the endpoints. After expanding
the derivative, we see that the largest contribution comes from the integral∫ pi/2
0
sin(2|z| cosϑ sin τ)g(cos τ)G(|z| cos τ) sin τ
2|z| cosϑ cos2 τ dτ.
Integrating by parts k-times we thus obtain
h˚(z) T 2
∫ pi/2
0
g(cos τ)
(
sin τ
|z| cosϑ cos2 τ
)k
dτ  T 2
( |z|
T 2 cosϑ
)k
 T−A.
This proves the last bound in (3.14).
Let us now return to proving the estimate (3.13). To treat the sum of gcd’s, we
proceed as follows. For u ∈ Z[i] write u = u1u22 with u1 squarefree, and complete
the square, defining u+ = u
2
1u
2
2. Note in particular that |u+| ≥ |u|. We can bound
the left-hand side in (3.13), by splitting the sum into congruence classes, by
(3.15)
∑
N(u)T 2+
|u|
∑
k21,k
2
2≡0 (u)
1
N(k1k2)1/2
∑
c≡0 (u)
1
N(c)1/2−
∣∣∣˚h(2pik1k2
c
) ∣∣∣,
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where we use the fact that the variables of summation, k1, k2, c, are restricted to
the ranges
N(k1), N(k2) T 2+, N(c) N(k1k2)
T 2
.
After relaxing the condition k2j ≡ 0 (mod u) to kj ≡ 0 (mod √u+), and changing
variables kj 7→ √u+kj and c 7→ uc, we can bound (3.15) by∑
N(u)T 2+
1
|u+|
∑
N(kj) T2+
N(u+)
1/2
1
N(k1k2)1/2
∑
N(c)N(u+k1k2)
T2N(u)
1
N(c)1/2−
∣∣∣˚h(2piu+k1k2
uc
) ∣∣∣.
We perform a dyadic partition of unity for k1, k2, and c, so that we can restrict our
attention to sums with
|k1| ∼ K1, |k2| ∼ K2, |c| ∼ Q.
We distinguish three cases according to whether the quantity |u+K1K2/uQ| is in the
interval [T, T 1+], [T 1+, T 3/2+], or [T 3/2+, T 2+], in order to exploit the different
bounds in (3.14). Solving for Q, we set Q∗ = K1K2|u+|/T |u|, and we define
Q1 = Q∗, Q2 = Q∗T−, Q3 = Q∗T−1/2−, Q4 = Q∗T−1−,
so that we need to discuss separately Qs+1  Q  Qs, for s = 1, 2, 3. Let us
consider the first case, Q2  Q  Q1. To estimate |˚h(2piu+k1k2/uc)|, we apply
the second bound in (3.14) if | cosϑ|  T−1+3, and the first bound otherwise.
Hence we obtain∑
|u|≤T 1+
|u|
|u+|
∑
Kj≤ T1+√|u+|
∑
Q2QQ1
1
K1K2Q
×
∑
|kj |∼Kj
( ∑
|c|∼Q
| cosϑ|T−1+3
T 1+
| cosϑ| +
∑
|c|∼Q
| cosϑ|T−1+3
T 2
)
.
(3.16)
The first summand in parentheses can be bounded by∑
|q|∼Q
| cosϑ|T−1+3
T 1+
| cosϑ| 
∫ 2Q
Q
r
∫
ϑ∈[0,2pi]:
| cosϑ|T−1+3
T 1+
| cosϑ|dϑdr  Q
2T 1+.
Analogously, the second summand can be bounded by∑
|c|∼Q
| cosϑ|T−1+3
T 2  T 2 (Q2T−1+3 +Q) ,
which corresponds to counting the number of integral points in a sector (on a plane)
of width T−1+3 (and can be estimated by the area of the sector plus the length of
its boundary). Combining the two estimates above we deduce that (3.16) can be
bounded by∑
|u|≤T 1+
|u|
|u+|
∑
Kj≤ T1+√|u+|
∑
Q2QQ1
K1K2(QT
1+3 + T 2)

∑
|u|≤T 1+
|u|
|u+|
∑
Kj≤ T1+√|u+|
K1K2(Q1T
1+3 + T 2)
∑
|u+|≤T 1+
T 4+10
|u+|2  T
4+11.
(3.17)
Let us consider now the second case, Q3  Q  Q2. The portion of the sum,
where | cosϑ|  Q∗/QT 1−3, is negligible in view of the last bound in (3.14). If,
14 BALKANOVA, CHATZAKOS, CHERUBINI, FROLENKOV, AND LAAKSONEN
on the other hand, | cosϑ|  Q∗/QT 1−3, then we apply the first bound in (3.14),
and we get ∑
0<|u|≤T 1+
|u|
|u+|
∑
Kj≤ T1+√|u+|
∑
Q3QQ2
1
K1K2Q
∑
|kj |∼Kj
∑
|c|∼Q
| cosϑ| Q∗
QT1−3
QT 2
Q∗
.
(3.18)
Arguing in the same way as in (3.16)–(3.17) to estimate the inner sum, we obtain
O(T 4+) also in this case. Finally, we consider the case Q4  Q Q3. We apply
the first bound in (3.14), and we obtain the sum∑
0<|u|≤T 1+
|u|
|u+|
∑
Kj≤ T1+√|u+|
∑
Q4QQ3
1
K1K2Q
∑
|kj |∼Kj
∑
|c|∼Q
QT 2
Q∗

∑
0<|u|≤T 1+
|u|1+
|u+|2
∑
Kj≤ T1+√|u+|
∑
Q4QQ3
T 3Q2

∑
0<|u|≤T 1+
|u|1+
|u+|2
∑
Kj≤ T1+√|u+|
K21K
2
2 |u+|2
T 2|u|2  T
4+.
(3.19)
This proves (3.13), and concludes the proof of Theorem 3.3. 
We can now prove Theorem 3.2. Our proof follows closely the method in [17] (see
also [13, §8], [20, §6]).
Proof of Theorem 3.2. Let f be a smooth function supported in [
√
N,
√
2N ] satis-
fying |f (p)(ξ)|  N−p/2 for p ≥ 0 and∫ ∞
0
f(ξ)ξ dξ = N.
Then, applying Corollary 3.4 and following the proof of [17, Lemma 4.3] we deduce
that ∑
n∈Z[i]\{0}
rjf(|n|)|ρj(n)|2
sinhpirj
= cN + r(rj , N),(3.20)
where c > 0 is some constant and∑
|rj |≤T
|r(rj , N)|  T 7/2+N1/2.(3.21)
We conclude that
(3.22)
1
N
∑
n∈Z[i]\{0}
f(|n|)
∑
|rj |≤T
rj |ρj(n)|2
sinhpirj
Xirj exp(−rj/T )
= c
∑
|rj |≤T
Xirj exp(−rj/T ) +O
(
T 7/2+N−1/2
)
.
We apply the Kuznetsov formula (Theorem 2.3) to the inner spectral sum on the
left-hand side with the test function
h(r) =
sinh(pi + 2iα)r
sinhpir
,
where 2α = logX + i/T . For r > 0, we get
h(r) = Xire−r/T +O(e−pir).
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The contribution of each term (D,C,U and S) in the Kuznetsov formula can be
computed separately. For the test function h(r) chosen above, Koyama [17, p. 789]
proves that
|C|+ |U |  T 2.
For the sum in S, we apply estimates for Bessel functions and Weil’s bound (2.3)
(see [17, pp. 789–792] for details). Following [17, pp. 790–791] we obtain
S  N1/2+T 1/2+X1/2.(3.23)
Hence (3.22) gives∑
rj
Xirje−rj/T  N1/2+T 1/2+X1/2 + T 7/2+N−1/2,
and choosing N = X−1/2T 3 we get
(3.24)
∑
rj
Xirje−rj/T  T 2+X1/4.
The result for the sharp sum, S(T,X), is obtained by a standard approximation
argument. 
Theorem 1.1 then follows immediately.
Proof of Theorem 1.1. From Theorem 3.2 and summation by parts we have∑
|rj |≤T
X1+irj
1 + irj
 T 1+X5/4.
Therefore, by the explicit formula (3.1), we conclude that
EΓ(X) = O
(
X2T−1 log2X + T 1+X5/4
)
.
Choosing T = X3/8, we finally obtain the bound O(X13/8+). 
4. Second moment
In this section we prove Theorem 1.2 by applying the Selberg trace formula for a
suitably chosen test function. Let q(x) be a smooth, even, non-negative function
on R, with compact support contained in [−1, 1] and of unit mass (i.e. ‖q‖1 = 1).
Let X > 1 and 0 < δ < 1/4, and consider the functions
gs(x) = 4
(
sinh
x
2
)2
1[0,s](|x|), s = logX,
g±(x) = (gs±δ ∗ qδ)(x), qδ(x) = δ−1q(x/δ).
We claim that ψΓ(X) is obtained, up to an error bounded by O(X
3/2), by summing
gs over hyperbolic and loxodromic conjugacy classes, with appropriate weights.
More precisely, we claim that
(4.1) ψΓ(X) =
∑
{T}hyp+lox
gs(logN(T ))ΛΓ(N(T ))
|E(T )||a(T )− a(T )−1|2 +O(X
3/2)
as X →∞. To see this, observe that
ψΓ(X) =
∑
{T}hyp+lox
gs(logN(T ))ΛΓ(N(T ))
|N(T )1/2 −N(T )−1/2|2 ,
and notice that, for z ∈ C,
1
||z| − |z|−1|2 =
1
|z − z−1|2 +O
(
1
|z|3
)
as |z| → ∞.
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Moreover, recall from Section 2 that |E(T )| 6= 1 only for finitely many T . We can
therefore write
ψΓ(X) =
∑
{T}hyp+lox
gs(logN(T ))ΛΓ(N(T ))
|E(T )||a(T )− a(T )−1|2 +O
1 + ∑
N(T )≤X
ΛΓ(N(T ))
N(T )1/2
 .
Using the bound ψΓ(X) X2 and summation by parts on the error, we get (4.1).
The functions g± give smooth versions of the sum in (4.1), which we denote by ψ±.
By definition of g± we have, for x ≥ 0,
g−(x) +O(δex1[0,s](x)) ≤ gs(x) ≤ g+(x) +O(δex1[0,s](x)),
and using again ψΓ(X) X2 this implies in turn:
(4.2) ψ−(X) +O(X3/2 + δX2) ≤ ψΓ(X) ≤ ψ+(X) +O(X3/2 + δX2).
Let hs(r) be the Fourier transform of gs (normalized as in (2.2)), and h± = ĝ± =
hs±δ q̂δ. We apply the Selberg trace formula (Theorem 2.2) to the pair (g±, h±).
For simplicity we assume that the group has only one cusp at infinity, although the
same proof works for multiple cusps. We obtain
ψ±(X) =
∑
j
h±(rj)− 1
4pi
∫ ∞
−∞
h±(r)
ϕ′
ϕ
(1 + ir)dr − I − E − P +O(1),
where the terms I, E, P are given in Theorem 2.2. It is easy to prove, by definition
of h± and the fact that q̂
(j)
δ (r)j,k δj(1+|δr|)−k, together with standard estimates
on hyperbolic functions, that the terms I, E, and P contribute at most O(X). The
eigenvalues λj ∈ [0, 1] contribute
(4.3) M±(X) :=
∑
λj∈[0,1]
h±(rj) = M(X) +O(δX2 +X),
and we are left to analyze the eigenvalues λj > 1 and the continuous spectrum.
Before doing so, we prove a lemma that shows how to exploit the oscillation of the
function h± when doing integration over the variable X.
Lemma 4.1. Let V,∆ ∈ R with 1 < ∆ ≤ V , and let r1, r2 ∈ R. We have
1
∆
∫ V+∆
V
hs±δ(r1)hs±δ(r2)dX  V
3
∆
u(r1)u(r2)u(|r1| − |r2|),
with u(r) = (1 + |r|)−1. The implied constant does not depend on δ.
Proof. Recall that s = logX. By definition of gs we can write, for r ∈ R,
hs(r) =
2 sinh(s(1 + ir))
1 + ir
+
2 sinh(s(1− ir))
1− ir −
4 sin(sr)
r
.
Taking hs±δ(r1) against hs±δ(r2) and integrating in X, the desired inequality fol-
lows by either bounding in absolute value the integrand or by integrating by parts
first. 
We can now estimate the contribution of the discrete and continuous spectrum.
For the discrete spectrum λj = 1 + r
2
j with rj > 0, we have
1
∆
∫ V+∆
V
∣∣∣ ∑
rj>0
h±(rj)
∣∣∣2dX = ∑
rj ,r`>0
q̂δ(rj)q̂δ(r`)
1
∆
∫ V+∆
V
hs±δ(rj)hs±δ(r`)dX,
and we bound the integral using Lemma 4.1, obtaining the estimate (up to con-
stants)
V 3
∆
∑
rj ,r`>0
|q̂δ(rj)q̂δ(r`)|u(rj)u(r`)u(|rj | − |r`|).
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The double sum can be estimated by doing a unit interval decomposition and
using (2.1), obtaining
(4.4) O
(
V 3
∆δ3
log(δ−1)
)
.
The analysis of the continuous spectrum is similar, and contributes a quantity not
bigger than (4.4). Combining (4.2), (4.3) and (4.4), we get
1
∆
∫ V+∆
V
|ψΓ(X)−M(X)|2dX
≤ 1
∆
∫ V+∆
V
|ψ±(X)−M±(X)|2dX +O(δ2V 4 + V 3)
 δ2V 4 + V 3 + V
3
∆δ3
log(δ−1).
Choosing δ = (V∆)−
1
5 log
1
5 (V∆) we obtain the theorem.
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