We give sufficient conditions on the offspring, the initial and the immigration distributions under which a second-order Galton-Watson process with immigration is regularly varying.
Introduction
Second-order Galton-Watson processes (without immigration) have been introduced by Kashikar and Deshmukh [1, 2] and Kashikar [3] for modeling the swine flu data for Pune, India and La-Gloria, Mexico. They studied their basic probabilistic properties such as a formula for their probability generator function, probability of extinction, long run behavior and conditional least squares estimation of the offspring means.
In a second-order Galton-Watson branching model with immigration, an individual reproduces at age 1 and also at age 2, and then it dies immediately. For each n ∈ N, the population consists again of the offsprings born at time n and the immigrants arriving at time n. For each n, i, j ∈ N, the number of offsprings produced at time n by the i th individual of the (n − 1) th generation and by the j th individual of the (n − 2) nd generation will be denoted by ξ n,i and η n,j , respectively, and ε n denotes the number of immigrants in the n th generation. Then, for the population size X n of the n th generation, we have
η n,j + ε n , n ∈ N, where X −1 and X 0 are non-negative integer-valued random variables (the initial population sizes). Here {X −1 , X 0 , ξ n,i , η n,j , ε n : n, i, j ∈ N} are supposed to be independent non-negative integer-valued random variables, and {ξ n,i : n, i ∈ N}, {η n,j : n, j ∈ N} and {ε n : n ∈ N} are supposed to consist of identically distributed random variables, respectively. Note that the number of individuals alive at time n ∈ Z + is X n + X n−1 , which can be larger than the population size X n of the n th generation, since the individuals of the population at time n−1 are still alive at time n, because they can reproduce also at age 2. The stochastic process (X n ) n −1 given by (1.1) is called a second-order Galton-Watson process with immigration or a Generalized Integer-valued AutoRegressive process of order 2 (GINAR(2) process), see, e.g., Latour [4] . Especially, if ξ 1,1 and η 1,1 are Bernoulli distributed random variables, then (X n ) n −1 is also called an Integer-valued AutoRegressive process of order 2 (INAR(2) process), see, e.g., Du and Li [5] . If ε 1 = 0, then we say that (X n ) n −1 is a second-order Galton-Watson process without immigration. A process given in (1.1) with the special choice of η 1,1 = 0 gives back a usual Galton-Watson process with immigration.
In Section 3, we present conditions for the offspring, the initial and the immigration distributions, under which the corresponding second-order Galton-Watson process with immigration is regularly varying, extending the results of Barczy et al. [6] on usual Galton-Watson processes with immigration. Note that these results can be easily generalized with the same techniques to higher order Galton-Watson processes with immigration.
Preliminaries
Let Z + , N, R, R + and R ++ denote the set of non-negative integers, positive integers, real numbers, non-negative real numbers and positive real numbers, respectively. Equality in distributions of random variables is denoted by D =. For functions f : R ++ → R ++ and g : R ++ → R ++ , by the notation f (x) ∼ g(x), f (x) = o(g(x)) and f (x) = O(g(x)) as x → ∞, we mean that lim x→∞
= 0 and lim sup x→∞
< ∞, respectively. Moreover, by the notation f (x) ≍ g(x) as x → ∞, we mean that f (x) = O(g(x)) and g(x) = O(f (x)) as x → ∞.
First, we recall some results for second-order Galton-Watson processes without or with immigration. Let (X n ) n −1 be a second-order Galton-Watson process with immigration given in (1.1), and let us introduce the random vectors
Then we have
hence (Y n ) n∈Z + is a (special) 2-type Galton-Watson process with immigration. In fact, the type 1 and 2 individuals are identified with individuals of age 0 and 1, respectively, and for each n, i, j ∈ N, at time n, the i th individual of type 1 of the (n − 1) th generation produces ξ n,i individuals of type 1 and exactly one individual of type 2, and the j th individual of type 2 of the (n − 1) th generation produces η n,j individuals of type 1 and no individual of type 2.
For notational convenience, let ξ, η and ε be random variables such that ξ
where F n := σ(X −1 , X 0 , . . . , X n ), n ∈ Z + . Consequently,
which can be written in the matrix form
Note that M ⊤ ξ,η is nothing else but the so-called mean matrix of the 2-type Galton-Watson process (Y n ) n∈Z + given in (2.1). Thus, we conclude
3 Tail behavior of second-order Galton-Watson processes with immigration
First we consider the case of regularly varying offspring distributions.
3.1 Theorem. Let (X n ) n −1 be a second-order Galton-Watson process with immigration such ξ and η are regularly varying with index
where m 0 := 1 and
for k ∈ N. As a consequence, X n is regularly varying with index α for all n ∈ N.
Note that λ + and λ − are the eigenvalues of the matrix M ξ,η given in (2.3) related to the recursive formula (2.2) for the expectations E(X n ), n ∈ N. One can use Lemma B1 in Barczy et al. [7] for evaluating M ℓ ξ,η , ℓ ∈ Z + . Moreover, for all k ∈ Z + , the assumptions m ξ ∈ R ++ and m η ∈ R ++ imply m k ∈ R ++ . Further, by Lemma B1 in Barczy et al. [7] , for all k ∈ Z + , we have m k = E(V k,0 ), where (V n,0 ) n −1 is a second-order Galton-Watson process without immigration with initial values V 0,0 = 1, V −1,0 = 0 and with the same offspring distributions as (X n ) n −1 .
Proof of Theorem 3.1. First, observe that for each n ∈ N, by the additive property (A.2), we have
where we recall that V (n) 0 (X 0 , X −1 ) represents the number of newborns at time n, resulting from the initial individuals X 0 at time 0, and for each i ∈ {1, . . . , n}, V (n−i) i (ε i , 0) represents the number of newborns at time n, resulting from the immigration ε i at time i. Moreover, here, by (A.1), we have that
where {ζ (n) i,0 : i ∈ N} are independent copies of V n,0 and {ζ First we prove that for all n ∈ N (3.3)
understanding the relation ∼ as x → ∞ for both coordinates. We proceed by induction on n. For n = 1, the statement readily follows, since
= η. Now let us assume that (3.3) hold for 1, . . . , n − 1, where n 2. Since
are time homogeneous Markov processes with initial vectors
Applying again the additive property (A.1), we obtain
, where {ζ
: i ∈ N} and ζ
are independent copies of V n−1,0 and V n−1,−1 , respectively, such that {ξ 1,1 , η 1,1 , ζ
Indeed, using the induction hypothesis and the condition P(ξ > x) ≍ P(η > x) as x → ∞, we obtain lim sup
The statement P(ζ
) as x → ∞ can be proven similarly. Now we can apply Proposition C.3, and we obtain
as x → ∞, yielding that
is regularly varying with index α, and
is regularly varying with index α. Consequently, by the convolution property, we get
as x → ∞. Writing these relations in a matrix form, we conclude
Using the induction hypothesis and that V 1,0
. From this we can conclude that V n,0 and V n,−1 are regularly varying with index α, and now we can apply Proposition C.1, and we have that
for all i ∈ {1, . . . , n}. For i = n,
n (ε n , 0) = ε n , and with the moment assumption on ε, by Lemma B.3, we get P(ε > x) = o(P(ξ > x)) and P(ε > x) = o(P(η > x)) as x → ∞. Otherwise, we can apply (3.4), and we have that for all i ∈ {1, . . . , n − 1},
is regularly varying with index α. Now, using the convolution property in Lemma B.5, we obtain the desired tail behavior for X n . ✷ 3.2 Remark. Similar statements can be derived with a similar proof, when we assume that only one offspring distribution is regularly varying with index α, and for the other we suppose a finite r-th moment with r ∈ (α, ∞). In this case, in the tail behavior the vector (P(ξ > x), 0) ⊤ will appear instead of (P(ξ > x), P(η > x)) ⊤ , everything else will remain the same. To prove this proposition, we can follow the lines of the proof of Theorem 3.1, there is only one modification that we have to make: when determining the asymptotics of the probability P
> x , we have to apply Lemma C.2 instead of Lemma C.3.
Similarly, if we suppose that η is regularly varying with index α ∈ [1, ∞), m η ∈ R ++ and there exits r ∈ (α, ∞) such that E(X r 0 ) < ∞, E(X r −1 ) < ∞, E(ξ r ) < ∞ and E(ε r ) < ∞, then in the tail behavior the vector (0, P(η > x)) ⊤ will appear instead of (P(ξ > x), 0) ⊤ , everything else will remain the same. ✷ Next, we consider the case of regularly varying initial distributions.
3.3 Theorem. Let (X n ) n −1 be a second-order Galton-Watson process with immigration such that X 0 and X −1 are regularly varying with index β ∈ R + , and there exists r ∈ (1 ∨ β, ∞) with E(ξ r ) < ∞, E(η r ) < ∞ and E(ε r ) < ∞. Suppose that P(ξ = 0) < 1 or P(η = 0) < 1. Then for all n ∈ N,
where m n , n ∈ N, are given in (3.1), yielding that X n is regularly varying with index β.
Proof. Let us fix n ∈ N. In view of the additive properties (A.2) and (3.2), and the convolution property of regularly varying functions described in Lemma B.5, it is sufficient to prove
Then the desired relations in (3.6) follow from Proposition C.1, since E(ζ
by Lemma B1 in Barczy et al. [7] . ✷ 3.4 Remark. We can prove similar statement if we only assume that X 0 is regularly varying with index β ∈ R + , and we make some moment assumption on X −1 , then only the term m β n P(X 0 > x) will appear in the tail behavior. To prove this, we can follow the lines of the proof of Theorem 3.3, we just need to observe that now, by Lemma D.1, we have that E
r < ∞, and consequently, by Lemma B.5, this term will not affect the tail behavior of the process.
Also, if we change here the assumptions on X 0 and X −1 with each other (with leaving the other assumptions the same), it can be proven similarly that in this case,
With the combination of the previous theorems, we obtain the following result.
3.5 Theorem. Let (X n ) n −1 be a second-order Galton-Watson process with immigration such that X 0 , X −1 , ξ and η are regularly varying with index α ∈ [1, ∞), E(X 0 ),
) and P(ξ > x) ≍ P(η > x) as → ∞, and there exists r ∈ (α, ∞) such that E(ε r ) < ∞. Then for all n ∈ N,
where m n , n ∈ N, are given in (3.1), yielding that X n is regularly varying with index α.
Proof. By the additive properties (A.1) and (A.2), we have
From the assumptions it follows that P(ζ
) as x → ∞, so by Lemma C.3, we get
From (3.3) we know the asymptotics of the probabilities P(V n,0 > x) and P(V n,−1 > x) as x → ∞, and from (3.5), we know the asymptotics of the probabilities P(V (n−i) i (ε i , 0) > x) as x → ∞ for each i ∈ {1, . . . , n − 1}, and for i = n, we have V (0) n (ε n , 0) = ε n . Applying the convolution property in Lemma B.5, we conclude the statement. ✷ 3.6 Remark. We can relax some conditions on the regular variation of some of the random variables appearing in Theorem 3.5 and replace them with moment assumptions, as described in Remark 3.2 and Remark 3.4. The tail behavior changes accordingly to these remarks. ✷
Now we consider the case of regularly varying immigration.
3.7 Theorem. Let (X n ) n∈Z + be a second-order Galton-Watson process with immigration such that ε is regularly varying with index γ ∈ R + , and there exists r ∈ (1 ∨ γ, ∞) with
Suppose that P(ξ = 0) < 1 or P(η = 0) < 1. Then for each n ∈ N, we have
and hence X n is also regularly varying with index γ.
Proof. We use the representation (A.2). By Lemma D.1, we have that E(V
Applying the convolution property in Lemma B.5, we conclude the statement. ✷ 3.8 Theorem. Let (X n ) n −1 be a second-order Galton-Watson process with immigration such ξ, η and ε are regularly varying with index α ∈ [1, ∞), P(ξ > x) ≍ P(η > x), P(ξ > x) = O(P(ε > x)) and P(η > x) = O(P(ε > x)) as x → ∞, m ξ , m η , m ε ∈ R ++ , and there exists r ∈ (α, ∞) such that E(X r 0 ) < ∞ and E(X r −1 ) < ∞. Then for all n ∈ N,
as x → ∞, yielding that X n is also regularly varying with index α.
Proof. We use the representation (A.2). By the proof of Theorem 3.1 we have that
as x → ∞. By Lemma C.3, we can conclude that for all i ∈ {1, . . . , n − 1},
as x → ∞, and for i = n, we have V
n (ε n , 0) = ε n . Again by the proof of Theorem 3.1, we have that for all i{1, . . . , n − 1},
as x → ∞. Applying the convolution property in Lemma B.5, we conclude the statement. ✷ 3.9 Remark. Similarly to Remark 3.2, we can assume that only one of the offspring distributions is regularly varying, and we suppose that the other satisfies a moment condition. The tail behavior changes accordingly to Remark 3.2. ✷ 3.10 Theorem. Let (X n ) n −1 be a second-order Galton-Watson process with immigration such that X 0 , X −1 and ε are regularly varying with index β ∈ R + , and there exists r ∈ (1 ∨ β, ∞) with E(ξ r ) < ∞ and E(η r ) < ∞. Then for all n ∈ N,
as x → ∞, yielding that X n is also regularly varying with index β.
Proof. We use the representation (A.2). By Theorem 3.3 we have that
as x → ∞. By the proof of Theorem 3.7 we know that for each i ∈ {1, . . . , n},
Applying the convolution property in Lemma B.5, we conclude the statement. ✷ 3.11 Remark. Similarly to Remark 3.4, we can assume that only one of the initial distributions are regularly varying, and for the other a moment assumption holds. The tail behavior changes accordingly to Remark 3.4.
3.12 Theorem. If (X n ) n −1 is a second-order Galton-Watson process with immigration such that X 0 , X −1 , ξ, η and ε are regularly varying with index α ∈ [1, ∞),
Proof. We use the additive property (A.2). By applying Theorem 3.5 with ε = 0, we get
By Lemma C.3, we have that for all i ∈ {1, . . . , n − 1} (as it can be seen in the proof of Theorem 3.8),
as x → ∞, and for i = n, we have that V
n (ε n , 0) = ε n . Applying the convolution property in Lemma B.5, we conclude the statement. ✷ 3.13 Remark. We can also relax the condition of regular variation of one of the offspring distribution and one of the initial distribution. The tail behavior will change according to Remark 3.2 and 3.4. ✷
Appendices

A Representations of second-order Galton-Watson processes
Note that, for a second-order Galton-Watson process (X n ) n −1 (without immigration), the additive (or branching) property of a 2-type Galton-Watson process (without immigration), see, e.g. in Athreya and Ney [8, Chapter V, Section 1], together with the law of total probability, imply Moreover, if (X n ) n −1 is a second-order Galton-Watson process with immigration, then for each n ∈ N, we have
. . , n} are independent random variables such that V 
B Regularly varying functions
First, we recall the notion of regularly varying non-negative random variables. B.1 Definition. A non-negative random variable X is called regularly varying with index α ∈ R + if for all q ∈ R ++ ,
B.2 Lemma. If X is a non-negative regularly varying random variable with index α ∈ R ++ , then E(X β ) < ∞ for all β ∈ (−∞, α) and E(X β ) = ∞ for all β ∈ (α, ∞).
For Lemma B.2, see, e.g., Embrechts et al. [9, Proposition A3.8] .
B.3 Lemma. If X and Y are non-negative random variables such that X is regularly varying with index α ∈ R + and there exists r ∈ (α, ∞) with B.4 Lemma. If X 1 and X 2 are non-negative regularly varying random variables with index α 1 ∈ R + and α 2 ∈ R + , respectively, such that α 1 < α 2 , then P(
For a proof of Lemma B.4, see, e.g., Barczy et al. [6, Lemma C.7] .
B.5 Lemma. (Convolution property) If X 1 and X 2 are non-negative random variables such that X 1 is regularly varying with index α ∈ R + and there exists r ∈ (α, ∞) with E(X r 2 ) < ∞, then P(X 1 + X 2 > x) ∼ P(X 1 > x) as x → ∞, and hence X 1 + X 2 is regularly varying with index α.
If X 1 and X 2 are independent non-negative regularly varying random variables with index α ∈ R + , then P(X 1 + X 2 > x) ∼ P(X 1 > x) + P(X 2 > x) as x → ∞, and hence X 1 + X 2 is regularly varying with index α.
The statements of Lemma B.5 follow, e.g., from parts 1 and 3 of Lemma B.6.1 of Buraczewski et al. [10] and Lemma B.4 together with the fact that the sum of two slowly varying functions is slowly varying.
C Regularly varying random sums
Now, we recall conditions under which a random sum is regularly varying. Combining Proposition 4.3 in Faÿ et al. [11] and Theorem 3.2 in Robert and Segers [12] , we obtain the following result (see, e.g., Barczy et al [6, Lemma D.3 
]).
C.1 Proposition. Let τ be a non-negative integer-valued random variable and let {ζ, ζ i : i ∈ N} be independent and identically distributed non-negative random variables, independent of τ , such that τ is regularly varying with index β ∈ R + and E(ζ) ∈ R ++ . In case of β ∈ [1, ∞), assume additionally that there exists r ∈ (β, ∞) with E(ζ r ) < ∞. Then we have
as x → ∞, and hence τ i=1 ζ i is also regularly varying with index β.
The next proposition is a consequence of part (ii) of Theorem 1 in Denisov et al. [13] (see, e.g., Barczy et al. [6, Lemma D.5 
C.2 Proposition. Let τ be a non-negative integer-valued random variable and let {ζ, ζ i : i ∈ N} be independent and identically distributed non-negative random variables, independent of τ , such that ζ is regularly varying with index α ∈ [1, ∞), P(τ = 0) < 1 and there exists r ∈ (α, ∞) with E(τ r ) < ∞. In case of α = 1, assume additionally that E(ζ) ∈ R ++ . Then we have
as x → ∞, and hence τ i=1 ζ i is also regularly varying with index α.
The next proposition is a consequence of Theorem 7 in Denisov et al. [13] (see, e.g., Barczy et al. [6, Lemma D.7] ).
C.3 Proposition. Let τ be a non-negative integer-valued random variable and let {ζ, ζ i : i ∈ N} be independent and identically distributed non-negative random variables, independent of τ , such that τ and ζ are regularly varying with index β ∈ [1, ∞), and P(ζ > x) = O(P(τ > x)) as x → ∞. In case of β = 1, assume additionally that E(τ ) ∈ R ++ and E(ζ) ∈ R ++ . Then we have
D Moment estimations
We present an auxiliary lemma on the higher moments of second-order Galton-Watson processes.
D.1 Lemma. Let (X n ) n −1 be a second-order Galton-Watson process (without immigration) such that E(X r 0 ) < ∞, E(X r −1 ) < ∞, E(ξ r ) < ∞ and E(η r ) < ∞ with some r ∈ (1, ∞). Then E(X r n ) < ∞ for all n ∈ N.
Proof. We proceed by induction on n. For n = 0 and n = −1 the statement follows from the assumptions. Now let us assume that the statement holds for 1, . . . , n − 1. For n, by power means inequality, we have ✷
