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Abstract— In signal equalization, a technique that allows re-
duction of the number of states of the Viterbi detector is the De-
layed Decision Feedback Sequence Detector (DDFSD). In order
to achieve good performance, it is essential to operate, before
the DDFSD, an appropriate prefiltering of the received sequence.
This paper is devoted to performance evaluation of the DDFSD
when the feedforward filter of a minimum mean square error de-
cision feedback equalizer is adopted as a prefilter. A truncated
version of the union bound is used to approximate the bit error
rate. The analysis includes a method for determining the error
events that dominate the bound.
I. INTRODUCTION
The Delayed Decision Feedback Sequence Detector
(DDFSD) is an equalization scheme based on a sampled
matched filter, a prefilter, and a Viterbi algorithm where the
channel memory is truncated. The performance loss due to
memory truncation is mitigated by a per-survivor process-
ing [1], where the past history of each survivor is used in a
DFE scheme. In the DDFSD originally proposed in [2], the
front-end was the Whitened Matched Filter (WMF) of [3]. In
[4] it was proposed to adopt the FIR feedforward filter of a
Minimum Mean Square Error Decision Feedback Equalizer
(MMSE-DFE). When no restrictions are imposed on the num-
ber of taps of the FIR, the front-end turns out to be the Mean
Square Whitened Matched Filter (MSWMF) of [5]. In [6] it
was shown that, without complexity reduction in the Viterbi
algorithm, the MSWMF leads to Maximum Likelihood Se-
quence Detection (MLSD) with minimum number of states,
and that, when the DDFSD is considered, the MSWMF allows
to improve over the WMF. In this paper, performance evalu-
ation of the MSWMF-DDFSD is addressed. The outline of
the paper is as follows. In section II the system model and
the MSWMF-DDFSD are described. Section III is devoted
to performance evaluation. In section IV, the accuracy of the
approximation is demonstrated by comparing it to simulation
results.
II. SYSTEM DESCRIPTION
We consider the model of a binary uncoded data sequence
transmitted over a baseband linear channel corrupted by ad-
ditive white Gaussian noise. The received signal is passed
through the front-end filter and is detected by the DDFSD. The
block diagram of the system is reported in Fig. 1.
Let 2ν + 1 be the time spanning of the impulse response
of the system from the source to the output of the sampled
matched filter, that is the sampled autocorrelation of the im-
pulse response g(t) represented in Fig. 1, and let r(z) =∑ν
i=−ν riz−i be its z-transform (z−1 represents the unit de-
lay). The receiver is based on what is called in [5] the key
equation:
d(z)d(z−1) = r(z) + σ2, (1)
taking for d(z) that impulse response that is causal and min-
imum phase. In (1), σ2 is the two-sided power density spec-
trum of the white noise w(t). The Signal to Noise Ratio is
SNR= r0/σ2. Note that for σ > 0 the power density spec-
trum r(ejω) + σ2 is nonnull everywhere. As a consequence,
the existence of d(z) is guaranteed and all its roots are strictly
inside the unit circle, thus the existence of d−1(z) is guaran-
teed as well.
The DDFSD is a Viterbi algorithm with 2µ states, µ ≤ ν,
where, in each state, the branch metric is calculated using a
DFE with ν − µ taps [2]. Specifically, the metric of the tran-
sition that diverges at time k − 1 from state (ak−µ, . . . , ak−1)
and merges at time k in state (ak−µ+1, . . . , ak) is
bk(ak−µ, . . . , ak) = (xk −
µ∑
j=0
djak−j
−
ν∑
j=µ+1
dj aˆk−j(ak−µ, . . . , ak−1))2,
where xk is the k-th sample at the output of the prefilter, ak ∈{−1,+1}, and aˆk−j(ak−µ, . . . , ak−1) is the estimate of the
bit transmitted at time k − j, present in the survivor that at
time k−1 merges in the state (ak−µ, . . . , ak−1). The DDFSD
was introduced in [2] using the WMF as a front-end. Here,
the front-end is the MSWMF, which consists of the sampled
matched filter and of the mean-square prefilter, that is the filter
that minimizes the MSE, defined as
MSE = E{u2k}. (2)
In (2), E{·} denotes the expected value, and
uk = xk −
ν∑
j=0
dj a˜k−j , (3)
p
prefilterãk xk âkg(t) matched
filter g(-t)
FRONT-ENDCHANNEL w(t) RECEIVER
DDFSD
dmatched to  
Fig. 1. Channel and receiver block diagram.
is the distortion sequence, where a˜k is the k-th element of the
transmitted sequence. Minimization of (2) yields [7]
p(z) =
d(z)
r(z) + σ2
= d−1(z−1). (4)
Note that, when σ > 0, d(z) is invertible, hence the existence
of p(z) is guaranteed. It is worth noting that, for µ = ν the
receiver is the MLSD [6], while for µ = 0 one writes the
equations of the MMSE-DFE [5] as
dMMSE(z) =
d(z)
d0
, (5)
pMMSE(z) =
dMMSE(z)
r(z) + σ2
=
p(z)
d0
, (6)
where the notation [f(z)]0 = f0 has been adopted.
III. PERFORMANCE EVALUATION
Performance evaluation is carried out by using the analy-
sis developed in [8], where, neglecting error propagation, the
BER (Bit Error Rate) is approximated as:
BER ≈∑
e(z)∈EM
we2−weP (a˜(z) 7→ a˜(z) + e(z)). (7)
In (7) e(z) is the input error event, E is the set of error events
having the form (. . . , ν− zeros, e0, . . . , el−1, µ− zeros, . . .)
(EM is the subset of E that contains the M events that dom-
inate the sum) and we = [e(z−1)e(z)]0/4 is the Hamming
weight of the error event. In the trellis of the DDFSD, the er-
ror event diverges at time−1 (e0 6= 0), and merges for the first
time at time l + µ− 1 (el−1 6= 0), hence the error polynomial
has no more than µ−1 consecutive zeros between 0 and l−1.
In (7) P (a˜(z) 7→ a˜(z) + e(z)) is the error probability in the
binary test between a˜(z) and a˜(z) + e(z), which is hereafter
called pairwise error probability. Hereafter two issues are con-
sidered: computation of P (a˜(z) 7→ a˜(z) + e(z)) and search
for the error events that form the subset EM .
A. Computation of the Pairwise Error Probability
The pairwise error probability is the probability of error in
the binary test
l+µ−1∑
k=0
(xk −
ν∑
j=0
dj a˜k−j)2
>
<
l+µ−1∑
k=0
(xk −
ν∑
j=0
dj(a˜k−j + ek−j))2.
From the geometrical perspective, the decision boundary is a
hyperplane between the two points that represent a˜(z) and its
competitor. The direction that joins the two mentioned points
is hereafter called output error, and is represented by the poly-
nomial
eo(z) = [e(z)d(z)]
l+µ−1
0 , (8)
where the notation [x(z)]i+ji =
∑k=i+j
k=i xkz
−k is adopted.
Note that, in contrast to MLSD, here the time spanning of the
output error is reduced from l + ν to l + µ. The squared Eu-
clidean distance between the competitors is
δ2e = [eo(z)eo(z
−1)]0. (9)
Using the z-transform, the binary test takes the form
[u(z)u(z−1)]0
>
< [(u(z)−eo(z))(u(z−1)−eo(z−1))]0, (10)
where u(z) is the z-transform of the distortion sequence (3) in
the decision space:
u(z) = [x(z)− a˜(z)d(z)]l+µ−10 .
The binary test (10) is rewritten as
[eo(z−1)u(z)]0
δe
>
<
δe
2
. (11)
The LHS of (11) is the projection of the distortion along the
output error. The error occurs when such a projection, which
is called
φ =
[eo(z−1)u(z)]0
δe
,
exceeds half the Euclidean distance between the competitor
sequences. The pairwise error probability is
P (a˜(z) 7→ a˜(z) + e(z)) =
∫ ∞
δe/2
fφ(x)dx, (12)
where fφ(x) is the probability density function of φ. The cal-
culation of fφ(x) proceeds by considering the distortion as the
sum of InterSymbol Interference (ISI) and noise. Specifically,
the projection of the noise along the output error is
ζ =
[eo(z−1)n(z)p(z)]0
δe
,
where n(z) is zero mean Gaussian noise with autocorrelation
σ2r(z). The probability density function fζ(x) is Gaussian,
with mean
mζ = 0, (13)
and variance
σ2ζ =
σ2
δ2e
[eo(z−1)p(z)r(z)p(z−1)eo(z)]0. (14)
The projection of the ISI along the output error is
ψ =
1
δe
[eo(z−1)(a˜(z)(r(z)p(z)− d(z)))]0
= −σ
2
δe
[eo(z−1)p(z)a˜(z)]0 = [c(z)a˜(z)]0, (15)
where c(z) is the polynomial of the coefficients of the ISI. The
probability density function fψ(x) can be computed from the
coefficients of the ISI. In the section devoted to the experimen-
tal results, we adopt the method [9]. Since ISI and noise are
independent random variables, the probability density func-
tion of φ is
fφ(x) = fψ(x)⊗ fζ(x), (16)
where ⊗ denotes the convolution.
B. Search for the Error Events that Dominate the Union
Bound
In performance evaluation, one should select those error
events that dominate the sum, and to compute (16) and (12)
only for the selected error events. To an efficient selection,
one has to establish a sensible figure of merit. One such figure
is the SDR (Signal to Distortion Ratio) relevant to e(z), which
is defined as
SDRe =
(δe − 2mφ)2
4σ2φ
. (17)
Actually, at intermediate-to-high SNR, the sum (7) will be
dominated by the terms corresponding to the error events at
lower SDR. Our main result is that the SDR of the MSWMF-
DDFSD can be written in the form
SDRe =
δ2e − 4σ2we
4σ2
. (18)
The derivation of (18) is in the appendix. The beauty of (18)
is that the denominator is independent of e(z), therefore the
algorithms that are used for the search of the error events
that dominate the performance of MLSD and of the WMF-
DDFSD, where the SDR has the form (19), can be applied to
the MSWMF-DDFSD as well. Elaborating upon the specific
algorithm is out of the scope of the present paper, hence we
consider the popular algorithm reported in [10] for the search
of the error event at minimum SDR in MLSD. The algorithm
can be applied only to noncatastrophic channels, and works as
follows. Let
SDRmin = min
e(z)∈E{
δ2e − 4σ2we
4σ2
}
be the minimum SDR. The algorithm is based on the observa-
tion that the search for the error sequence that leads to SDRmin
is the search for the error sequence at minimum squared dis-
tance from the all-zeros error, here the squared distance being
the numerator of (18). Since the error is ternary, such a search
can be operated by a Viterbi algorithm with 3ν states and three
branches diverging from and merging in each state. Applying
the numerator of (18) to this trellis, the metric of the branch
that diverges at time k − 1 from state (ek−ν , . . . , ek−1) and
merges at time k in state (ek−ν+1, . . . , ek) is
bk(ek−ν , . . . , ek) = (
ν∑
j=0
djek−j)2 − σ2e2k.
The transitions that diverge from state 0 = ν − zeros are
deleted from the trellis, excepting the first step. Note that,
since e(z) and −e(z) have the same squared distance, the
search can be limited to the set of error events that begin with
e0 = −2, hence only one transition diverges from state 0 at the
first step. Then, at each step in the trellis, the metrics of the
sequences that merge in state 0 are compared to the minimum
metric up to that step, and the lower one is kept as the min-
imum squared distance found up to that step. The algorithm
terminates when 0 is the unique state visited by the survivors.
We have determined the M first terms by extending this al-
gorithm. The extension consists in allowing M survivors per
state. At each step in the trellis, three groups each consisting
of M parallel transitions merge in each state. The metrics of
the 3M transitions are sorted and the M sequences with lower
metric are kept as survivors. When the algorithm terminates,
the metrics of the sequences that merge in state 0 are sorted,
and the sequences corresponding to the M lower metrics are
kept as the sequences at lower SDR.
In the DDFSD, the error event terminates with a sequence
of µ zeros. (Recall that error propagation is neglected.) Hence
the algorithm is easily adapted to the DDFSD by deleting
from the complete trellis all the transitions that diverge at any
time k > 0 from each one of the 3ν−µ states of the type
(ek−ν+1, . . . , ek−µ, µ − zeros). The search for the M lower
metrics is now carried out in the 3ν−µ mentioned states. Note
that, due to the memory of the per-survivor DFE, the number
of states of the complete trellis cannot be reduced.
IV. EXPERIMENTAL RESULTS
To substantiate the results obtained in the previous section,
we adopt as a benchmark the time discrete white Gaussian
channel with ν = 6 studied in [11]. The spectrum r(ejω) is
depicted in Fig. 2 versus angular frequency ω. The results ob-
tained for the MSWMF are compared to those obtained with
the WMF originally proposed in [2] as a front-end. For the
WMF, it should be noted that the only contribution to the dis-
tortion is the white Gaussian noise, and that ISI is absent. The
SDR for the WMF is
SDRe =
δ2e
4σ2
, (19)
where δ2e is computed from (8) and (9) using the spectral fac-
torization r(z) = d(z)d(z−1). Fig. 3 reports the ratio between
the minimum SDR of the MSWMF, and the minimum SDR of
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Fig. 2. Spectrum of the channel. [r(z)]ν0 = 0.9978 + 0.9185z−1 +
0.7304z−2+0.4881z−3+0.2674z−4+0.1112z−5+0.031z−6.
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Fig. 3. Ratio between the minimum SDR of the MSWMF and the
minimum SDR of the WMF versus SNR for µ = 0 and µ = 4.
the WMF, versus SNR for µ = 0 and µ = 4. The figure shows
that the improvement offered by the MSWMF-DDFSD over
its competitor is higher at low-to-intermediate SNR. Actually,
as σ2 → 0 in (1), the MSWMF tends to the WMF.
Fig. 4 reports the BER versus SNR for µ = 4. In the sim-
ulations, the BER is measured by a random sequence of 107
data. The figure shows that the approximation is fairly accu-
rate. To fit the simulation results, we find that the first 18 terms
contribute to the sum (7). The 18 input error sequences found
for SNR= 20dB are listed in table I. The number of error
sequences that contribute in the approximation (7) should be
determined according to the specific channel and to µ.
V. CONCLUSIONS
The main result of the present paper is the performance eval-
uation of the MSWMF-DDFSD, which is made feasible by
equation (18). The method of [10], originally proposed in the
context of MLSD, has been adapted to the search for input
error events that dominate the union bound on the first error
probability. The BER is then approximated by truncating the
sum that appears in the union bound, and by attaching their
Hamming weights to the error events. Computer simulations
show that the accuracy of the proposed approximation is fairly
good.
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Fig. 4. BER versus SNR for reduction of the Viterbi algorithm to 16
states (µ = 4).
VI. APPENDIX
The objective of the appendix is to manipulate
SDRe =
(δe − 2mφ)2
4σ2φ
.
The mean and the variance of φ are:
mφ = mζ +mψ, (20)
and
σ2φ = σ
2
ζ + σ
2
ψ. (21)
The mean and the variance of ζ have been computed in the
previous subsection 3.A. To compute the mean and the vari-
ance of ψ, note that the ISI is anticausal and its coefficients
can be written in the form
c(z) = −σ
2eo(z−1)p(z)
δe
= −σ
2(q(z) + e(z−1))
δe
, (22)
where
q(z) =
−l∑
k=−∞
qkz−k.
The mean value of ψ is computed by taking the expected value
of (15) over a˜(z) ∈ Ae:
mψ = EAe{[c(z)a˜(z)]0} = [c(z)EAe{a˜(z)}]0. (23)
Since EAe{a˜(z)} = −e(z)/2, one has
mψ = − [c(z)e(z)]02 . (24)
Substituting (22) in (24) one finds
mψ =
2σ2we
δe
. (25)
TABLE I
FIRST 18 INPUT ERROR EVENTS FOR µ = 4, SNR= 20dB. THE
ALGORITHM TERMINATES AT THE 47-TH STEP. ONLY THE 9
POLYNOMIALS BEGINNING WITH e0 = −2 ARE LISTED.
SDR (dB) Coefficients of e(z)
10.11 -2 2 2 -2 -2 2
10.89 -2 2 2 -2 -2 2 2 -2
11.16 -2 2
11.38 -2 2 0 0 0 -2 2
11.54 -2 2 2 -2 -2 2 2 -2 -2 2
11.59 -2 2 0 0 0 -2 2 0 0 0 -2 2
11.79 -2 2 0 0 0 -2 2 0 0 0 -2 2 0 0 0 -2 2
11.98 -2 2 0 0 0 -2 2 0 0 0 -2 2 0 0 0 -2 2 0 0 0 -2 2
12.00 -2 2 2 -2 -2 2 0 2 -2 -2 2 2 -2
Substituting (13) and (25) in (20) one has
mφ =
2σ2we
δe
.
For σ2ψ one writes
σ2ψ=EAe{(ψ −mψ)2}=EAe{([c(z)(a˜(z) + e(z)2 )]0)
2}.
(26)
The computation of the expected value is easily performed by
the change of variable
a′k = a˜k +
ek
2
= a˜k(1− |ek|2 ). (27)
Note that a′k = 0 where ek 6= 0, and a′k is purely random
where ek = 0. Substituting (27) in (26), and taking into ac-
count (22), one writes
σ2ψ =
σ4
δ2e
EA′e{([q(z)a′(z)]0 + [e(z−1)a′(z)]0)2}.
Looking at (27) one realizes that [e(z−1)a′(z)]0 = 0, hence
σ2ψ =
σ4
δ2e
EA′e{([q(z)a′(z)]0)2} =
σ4
δ2e
[q(z)q(z−1)]0, (28)
where the latter equality results from the fact that a′k is purely
random for k = l, . . . ,∞. The variance of φ is found by
noting that equation (28) can be written as
σ2ψ =
σ4
δ2e
([eo(z−1)p(z)p(z−1)eo(z)]0 − 4we). (29)
Substituting (14) and (29) in (21) one gets
σ2φ=
σ2
δ2e
([eo(z−1)p(z)(r(z) + σ2)p(z−1)eo(z)]0 − 4σ2we).
(30)
From (1) and (4) one realizes that
p(z)(r(z) + σ2)p(z−1) = 1. (31)
Using (31) in (30) one gets
σ2φ = σ
2(1− 4σ
2we
δ2e
). (32)
Substituting (32) and (25) in the SDR (17), one finds (18):
SDRe =
δ2e − 4σ2we
4σ2
.
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