I. MOTIVATION AND INTRODUCTION
Just when economists thought that hyperinflation was something from the past, it has aroused again: since November 2017, Venezuela has joined the hyperinflation 1 club. At the time of writing these lines (September 2018) year-on-year inflation has reached 488,865 percent. 2 This exponential increase in prices has been accompanied by a massive contraction of economic activity, although this fall had begun before the hyperinflation process initiated. 3 The social implications of this economic collapse have not been different: poverty indexes have increased, eradicated diseases have proliferated 4 and, for the years 2017 and 2018, emigration has been the highest recorded worldwide, according to the United Nations. Until today, the Venezuelan society has not envisioned a solution to these problems.
Given these circumstances, other societies might wish to know (or perhaps remember) how they can get into these situations, but also, and more importantly, how to avoid them. In this sense, the present work intends to revive the discussion about the empirical regularities of what in this work is called the hyperinflation cycle. This way, although this research wants to be exhaustive in comparing the behavior of a long list of economic variables (62, to be exact) in and out the cycle, it does not seek to spin finely on the interactions between them, nor the mechanisms of causation among them, nor to discriminate among them. That is, the work is a starting point to observe the generalities of these processes to then advance in depth to their analysis.
The results of the paper indicate that the hyperinflation cycle seems to be a phenomenon that, more than regional, occurs in economies with high presence of natural resource rents (and potentially higher State intervention in the economy) and where economic freedoms have been diminished, especially those related to property rights and the ease of doing business and economic exchange. The cycles also coincide with contexts in which socioeconomic conditions such as employment and real wages deteriorate, where the rule of law and democratic accountability are subdued, the instability of the government increases and there is a greater presence of military personnel over political issues. Although external factors matter, their role may not have been as important as domestic factors, especially those inherent to economic policy: high fiscal deficits, in some cases financed with external debt at the beginning and with seigniorage afterwards; inability to maintain a certain exchange rate regime and restrictions on transactions in the financial account of the balance of payments are the variables whose performance coincides with the advent of a hyperinflation cycle.
The results also suggest that hyperinflation cycles end when there are improvements on three essential fronts: (a) the fiscal and monetary mix: fiscal accounts are closer to equilibrium and base money growth decreases substantially; (b) the interaction with the external sector: barriers to international trade diminish and the exp/imp capacity of the economy increases, the burden of foreign debt on exports regularizes, the resounding level of devaluation of the currency is stopped, hand in hand with less variability of the foreign exchange rate; (c) the structural factors: economic freedoms increase and there is improvement government stability and quality.
The paper continues in the following way: the next sections briefly comment the previous literature and the challenges of studying hyperinflation; section III explains the definition of the hyperinflation cycle and shows the dynamics of each phase; section IV talks about data and methodology; section V discusses the empirical findings for each block of variables. Section VI concludes and sections VII and VIII respectively present references and the appendix.
II. THE CHALLENGES OF STUDYING HYPERINFLATION
Hyperinflation is an uncommon phenomenon. In fact, in what can already be considered a classic in the economic literature, Fischer, Sahay and Végh (2002) -from here on Fischer et. al-examined the main characteristics of hyper and high modern inflations. In their work, authors emphasize that, since the end of the Second World War and until 1996, hyperinflations, despite being a modern phenomenon, had been rare episodes and, rather, very high inflation processes -of about 100 percent-had been much more common.
Regarding the subject that competes this research, hyperinflation, these authors show that in the world there were no hyperinflations during the period 1947 -1984 . From 1984 until 1996 , only 13 countries had experienced this phenomenon. Of which, four were Latin American countries (Argentina, Bolivia, Brazil and Nicaragua), two Africans (Angola and the Democratic Republic of the Congo) and six transition economies (Armenia, Azerbaijan, Georgia, Tajikistan, Turkmenistan, Serbia and Ukraine).
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Although from 1984 to 1996 hyperinflation episodes occurred almost annually, from there the occurrence has been minimal: only 3 countries have registered hyperinflation in the last 20 years. These countries are: Bulgaria (1997) -using the Cagan criterion; Zimbabwe (2007) and currently Venezuela (2017) -using the criterion of Fischer et. al. 5 It is important to note that the authors excluded episodes that lasted less than two months because many economies, especially those in transition, suffered only one month of inflation greater than 50 percent. But because these episodes were more in the nature of a price level adjustment than a continuous process of high inflation, the authors adjusted their definition to exclude them. However, if we include these countries, the list of countries with hyperinflation in the modern era amounts to 25.
The fact that hyperinflation is uncommon has important repercussions for its analysis. First, the infrequency of hyperinflations implies unusual levels of granularity and heterogeneity in the data, which implies high probability of leading to diversity of criteria in their definition, which in turn has the potential to create biased or impractical analyzes of the phenomenon in general, but also in particular.
An example of the above can be seen in the difference between the definitions of Cagan, Fischer et. al, and the rest. 6 While according to the definition of Cagan, hyperinflations of one and two months should be recorded as hyperinflation cases, the definition of Fischer et. al does not include them. This does not mean, however, that one definition is better than the other, but that both conform to the facts of study by their authors. This indeed happens with the definition most used in the literature -and this is what Cagan recognizes with its definition of hyperinflation-since it is based on the empirical regularities found in the European episodes during the interwar period. However, it is remarkable that the Cagan criterion, when applied to other episodes, can identify regularities like those found by this author.
The other repercussion of the rarity of hyperinflations is related to the statistical difficulties of small sample inference, especially those that attempt against the asymptotic properties of the parameters, as well as to unobserved heterogeneity. The combination of two limitations: short duration and low occurrence, presents important obstacles for statistical inference using standard regression methods. It is paradoxical, however, that the empirical regularities of hyperinflation make it one of the phenomena that has contributed the most to the field of macroeconomics.
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In addition to the above, another implication for the analysis of hyperinflations is associated to the lack of availability of high frequency data: while inflation data can be found at a monthly frequency, the data of other variables, like other macroeconomic variables (such as fiscal and external accounts), but especially structural variables and those of public policies (such as access to international financial assistance programs and changes in economic freedoms), whose frequency is usually annual. Although this is not a rigid impediment, since the variables can be aggregated (disaggregated), this process generally makes the estimates less accurate and, therefore, with potential to be biased. 8 After the study of Fischer et. al in 2002 , technological advances and institutional capacity has allowed researchers to apply new methodologies and incorporate new data, generating new approaches whose results have broaden the analysis of different phenomena. In this sense, the present work seeks to enrich the hyperinflation literature, not only by incorporating new variables, but by using non-parametric methods that, despite being simple, do not stop generating relevant information -as they reduce biases-and that, by being simple, are easy to understand to non-specialized audiences.
III. STYLIZED FACTS: THE DYNAMICS OF THE HYPERINFLATION CYCLE
This study aims to observe the behavior of different variables during what has been termed in this paper as the hyperinflation cycle and in this way infer (i) under what conditions hyperinflation episodes have begun, (ii) what happens during these episodes, (iii) under what conditions the hyperinflation episode could probably end and (iv) what authorities could do to increase the probability that a disinflation process will be carried out successfully.
The hyperinflation cycle comprises two major stages (rise and fall), which in turn can be divided into two sub-periods each, taking a total of 4 phases. The first stage, the rise, is composed of (i) the phase prior to the hyperinflation period, which has been termed extraordinary acceleration phase or the path towards hyperinflation, defined as the period in which the annual average inflation rate is higher or equal to 50 percent, but less than 500 percent; and (ii) the hyperinflation phase, which is defined as the period in which it is greater than or equal to 500 percent. The second stage, which has been designated as the fall, is composed of (iii) the disinflation phase, defined as the period in which average annual inflation is less than 500 percent, but greater than or equal to 50 percent and (iv) the stabilization phase, which is defined as the period in which it falls below 50 percent and which remains below this threshold for a minimum period of five years. The duration of each hyperinflation cycle is the number of years in which inflation is within these thresholds, allowing the existence of deviations within each threshold (gaps) for periods less than or equal to five years.
The reason why the thresholds of 50 and 500 percent per year have been chosen is inspired in different methodologies applied in previous works, such as those of Dornbusch and Fischer (1993) , Bruno and Easterly (1995) and Fischer et. al (2002) . However, as mentioned in section I, the definition of a hyperinflation episode always contains some traces of arbitrariness.
In this sense, considering that various adjectives have been used throughout the literature to categorize inflationary episodes and that a single denomination still has not been agreed upon, the extraordinary acceleration phase is thus named due to the fact -found by Fischer et. al-that once annual inflation has exceeded the 50 percent threshold, the probability of it falling or remaining the following year is significantly less than half (33.6 percent), whereas once inflation has exceeded 400 percent a year, the probability that it continues to increase is 67.6 percent. On the other hand, when annual inflation is less than 50 percent, the probability that it is reduced or maintained is significantly greater than half (84.9 percent). See the highlighted area in table 1, below: Under the criterion used in this paper, 19 hyperinflation cycles were found in 19 countries (Table 2) .
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In the Western Hemisphere, there are 6 countries (all Latin Americans): Argentina, Bolivia, Brazil, Chile, Nicaragua and Peru. In the Commonwealth of Independent States, 6 countries: Armenia, Azerbaijan, Belarus, Kazakhstan, Russia and Ukraine.
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In Europe, 3 countries: Bulgaria, Croatia and Poland (although by the time, very influenced by the USSR). In Africa: Angola, Democratic Republic of the Congo (Zaire) and Zimbabwe. Finally, in Asia and the Pacific, 1 country: Indonesia.
The duration of an average hyperinflation cycle is 16-17 years with an annual average inflation of 893 percent (a median duration of 14 years and a median annual inflation of 45 percent).
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The longest cycle was 31 years in the Democratic Republic of the Congo, followed by Argentina (25 years). While the shorter cycles (6-8 years) occurred in economies in transition -although in many of these cases there is not enough data on phase 1, the results here coincide with the aforementioned studies. In Latin America, the country with the shortest cycle was Bolivia, followed by Chile, although the increase in prices in Bolivia was substantially greater than in Chile (Table 2) . The average duration of the first phase (Table 3) is 8-9 years with an annual average inflation of 125 percent (a median duration of 8 years and a median annual inflation of 96 percent). It stands out that only 6 countries did not have this phase, that is, they went from inflation less than 50 percent per year to inflation greater than or equal to 500 percent per year, in one year. These countries are the economies of the Commonwealth of Independent States, whose episodes, according to the data available and the studies mentioned above, reflect more an adjustment to the price level than a continuous and endogenous process of high inflation. The longest acceleration took place in the Democratic Republic of the Congo (15 years), followed by Argentina (12 years). The shortest episode occurred in Angola, Azerbaijan, Bolivia and Chile (1-2 years), followed by Croatia (3 years) and Indonesia (6 years). 1976  1990  15  950  63  104  Zimbabwe  1999  2005  7  1,347  192  432  Indonesia  1960  1965  6  746  124  307  Armenia  --- Bulgaria  1991  1996  6  782  130  338  Croatia  1986  1988  3  369  123  186  Poland  1982  1989  8  502  63  245  Argentina  1972  1983  12  1,995  166  444  Bolivia  1982  1983  2  399  200  276  Brazil  1981  1987  7  1,131  162  228  Chile  1972  1973  2  431  215  353  Nicaragua  1985  1985  1  219  219  219  Perú  1978  1987  10  872  87 163 Source: Author's calculations.
The second phase (Table 4) , the hyperinflation, has an average duration of 3-4 years with an average annual inflation of 2,912 percent (a median duration of 4 years and a median annual inflation of 1,330 percent), this being the shortest phase. The longest episode took place in Argentina 12 and Brazil (7 years), 13 followed by Nicaragua (6 years). The shortest episode occurred in Armenia, Bulgaria, Chile, Indonesia, Kazakhstan, Poland and Russia (1-2 years), followed by Azerbaijan, Bolivia and Ukraine (2-3 years).
The third phase (Table 5) , disinflation, has an average duration of 3-4 years with an average annual inflation of 195 percent (a median duration of 6 years and an average annual inflation of 171 percent). The longest episode took place in Angola, (7 years), followed by Belarus, the Democratic Republic of Congo and Russia (6 years). The shortest episode occurred in Argentina, Bolivia, Brazil, Croatia, Kazakhstan and Poland (0-1 year), followed by Indonesia, Peru and Ukraine (1-2 years). Only 3 countries did not have this phase, that is, they went from inflation equal to or greater than 500 percent per year to inflation less than 50 percent per year, in less than one year. These are: Nicaragua, Bulgaria, Zimbabwe. The average duration of the last phase is 5-6 years (Table 6) , with an average annual inflation of 15 percent (a median duration of 5 years and an average annual inflation of 13 percent). The longest episode took place in the Democratic Republic of the Congo and Russia (9 years). For the rest, all countries managed to keep inflation below 50 percent per annum 5 years after the start of disinflation, especially Bulgaria, Nicaragua and Zimbabwe. In summary, the dynamics of the cycle shows that, on average, a hyperinflation cycle has a relatively long incubation period (8-9 years), a relatively short explosive phase (2-3 years), a period of disinflation generally at half of the incubation period (3-4 years) and almost all countries managed to stabilize prices five years after the inflation rate lowered the 50 percent threshold. The countries with shorter cycles were those belonging to the Commonwealth of Independent States, while the countries with the longest cycles were in Africa and Latin America. Coinciding with duration, the highest accumulated rates were recorded in Africa and Latin America and the lowest in the Commonwealth of Independent States. The same occurs with the maximum registered rates, although the highest average rates were found in Latin America.
IV. DATA AND METHODOLOGY
After having observed the hyperinflation dynamics, the next step is to try to determine which are the macro variables 14 that underlie these processes. In this sense, to observe what distinguishes these episodes, the median of a series of variables (62 to be exact) that have been considered "key" during the four phases (extraordinary acceleration, hyperinflation, disinflation and stabilization), the two stages (rise and fall) and the complete cycle has been estimated for two samples: the first sample involves the 19 episodes and the other sample comprises the rest of the countries (the control group). Subsequently, a statistical test was performed to determine if the difference between the medians of the two samples is significant at standard confidence levels (Tables 7 to 13) 15 . Figures 1 to 5 show a stylized representation of these key variables between the two samples at the two stages.
V. EMPIRICAL REGULARITIES

A. Hyperinflation and Fiscal and Monetary Factors
The median value of the whole sample for the government's fiscal balance as a percentage of GDP is -1.9 percent. Controlling for hyperinflation, the median value of this variable was around 3.1 percentage points lower during the rise stage (stage 1) and 1.5 percentage points higher during the fall stage (stage 2) than in the countries without hyperinflation, at the level of significance of 1 percent (see Figure 1 , first column, charts 1 and 3, and first row of Table  7 for statistical significance). However, for the whole cycle, it is observed that the fiscal result of the government is 0.5 percentage points higher than in the rest of the sample, which would suggest that a hyperinflation cycle "helps" to improve fiscal accounts, but no statistically significant difference is found. 
Stage2
Fall Cycle
Fiscal Balance (% GDP) -3.2* -2.6*** 1.1* 1.5*** -3.1*** 1.5*** 0.5
Base Money (% change) 52.6*** 241.7*** 60.5*** 18.1*** 91.6***24.3*** 44.3*** Tax revenues (% GDP) -2.4* -5.2* -2.6 -2.9* -3.6** -2.5 -2.9* Central Government Debt (% GDP) 242*** 67.6 -1.1 1.9 67.8 -1.3 10.9 1/ The significance at the levels of 10, 5 and 1 percent is represented as *, **, ***, respectively. Sources: World Bank, IMF and Author's calculations.
Figure 1
A similar result is observed in tax revenues as a percentage of GDP, which is more than proportionally lower in stage 1 (3.6 percentage points) than in stage 2 (1.5 percentage points). This result may be related to the Keynes-Olivera-Tanzi effect, 16 by means of which hyperinflation not only reduces tax collection in real terms, but also erodes the tax base. Additionally, the result for the whole cycle of -2.9 percentage points is interesting: it suggests that a representative country of the hyperinflation cycle collects less taxes than the representative country of the sample.
On the other hand, the median value of the growth rate of base money (a proxy variable of seigniorage) is 91.6 percentage points higher in stage 1 than in any other part of the sample, 16 See Fisher et. al (2002) for a reference and summary of this literature. 
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at 1 percent confidence; while it is also 24.3 points higher in stage 2, also at 1 percent, and throughout the cycle it is 44.3 percentage points higher than in the rest of the sample, also at 1 percent, being the median value of the entire sample of 13.2 percent. These results suggest that an extraordinary growth of base money is an invariable fact during all phases of the hyperinflation cycle (see Figure 1 , second column, charts 1 and 3, and second row of Table 7 for statistical significance).
The results of this block of variables are in line with the previous findings of the literature, which suggest a relationship between fiscal deficits, seigniorage and inflation.
B. Hyperinflation and External Factors
External factors matter. Especially when we want to try to answer the famous question: was it bad policy or bad luck? In several occasions external factors have been attributed part of the responsibility for the advent of a hyperinflation cycle (the bad luck hypothesis) while most of the occasions to domestic factors such as agents behavior (the bad policy hypothesis). Regarding hyperinflation, this study finds that the scale is tilted toward the bad policy side.
External factors can manifest themselves in several ways, among which we can find: (i) shocks in the terms of trade (affecting the real exchange rate and, therefore, prices; also, less income in foreign currency can induce greater seigniorage and, consequently, higher inflation), (ii) volatility in international capital markets (volatility in the markets can increase the cost of external debt and/or reduce its supply, possibly inducing seigniorage) (iii) restrictions on external financing (high interest rates, poor macroeconomic management, low institutional quality, diplomatic conflicts, etc., can reduce access to capital markets, inducing seigniorage) (iv) restrictions on foreign trade (trade wars, controls on current account flows, can act as a shock to external accounts, reducing hard currency supply, increasing relative prices, therefore inducing seigniorage).
To understand the role of external factors in the hyperinflation cycle, an export price index has been used as a proxy variable of changes in the terms of trade. Regarding the role of market volatility, the Libor interest rate was used in real terms (using the U.S. GDP deflator) and the behavior of the VIX index. Given that several countries with hyperinflation have high levels of income from natural resources, a variable that measures the proportion of this income over GDP is also included, to see the role of price booms and collapses in countries dependent on them. To observe the role of trade restrictions and external financing, variables of the balance of payments have been considered, such as tariffs applied to tradable products and the balance of the current and financial accounts and their components. Table 8 below presents the results of the median difference tests for the external sector variables: Average applied tariff (% of total tradable products) 2 6.9* 2.9*** 2.8** 3.1 2.9** 3* Current account ( Although the difference in the median value of the price of exports in hyperinflation episodes is statistically significant at 1 percent, this is only slightly lower (-0.2 percentage points), with an exactly equal performance in the rise and fall stages, coupled with the fact that in the rise stage the difference is not statistically significant. This result would be reducing the emphasis of the hypothesis of the important role this variable might have at the beginning of a hyperinflation cycle. In sum, although the role of external prices is significant, its impact seems marginal.
In terms of market volatility, the median value of the VIX index is not different during the cycle, although it does not have statistical significance either.
Regarding restrictions to international trade, only a difference in medians is statistically significant. This variable, which is a quotient that measures the size of the tariff applied to tradable goods in the economy of origin, shows that, during the second stage of the cycle, this rate is up to three percentage points higher than in the rest of the sample, at the five percent level.
As another proxy variable to the performance of current foreign transactions, the balance of the current account as a percentage of GDP was used. For this variable, it stands out that -at least at the traditional levels of confidence-no difference in medians is statistically significant. This implies that the signs and magnitudes may differ across countries. However, the sign of the differences in medians during the two stages of the cycle contains relevant information: in the first stage, the balance of the current account as a percentage of GDP is 0.4 percentage points higher than the rest of the sample. In the second stage, it is 1.5 percentage points lower than in the rest of the sample.
This result can have different implications. Among them, we could have, given that external prices are somewhat lower during the cycle: (i) lower imports (both by reductions in economic activity and/ or restrictions -foreign and domestic-to the capital account that, in response to different policy options, may result in import cuts), (ii) lower volume of exports (due to falls in economic activity or trade restrictions), (iii) lower (or greater) payments of external debt and less repatriation of dividends (both due to the occurrence of defaults or to refinancing/restructuring of public external debt, as well as due to falls in economic activity and controls) and/or (iv) falls in current transfers.
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To test hypothesis (i), the behavior of prices and volumes of imports has been incorporated. In the case of prices, there are no significant differences, but in the case of volumes, it is observed that, in the first phase, the growth rate of imports is 5.7 percentage points lower, while during the second stage, it is higher by 4.5 percentage points, at the 5 percent level. In the case of export volumes (hypothesis ii), a positive difference of 3 percentage points is observed in the second stage of the cycle, at the 5 percent level. These results mainly suggest a deterioration and subsequent recovery of the absorption and export capacity of the economy during the cycle.
Similarly, to identify the role of external debt payments (hypothesis iii), we have observed the behavior of the variable that measures interest payments on foreign debt as a percentage of total exports of goods, services and net factor payments. This variable shows an interesting dynamic: it is 11 percentage points higher (and significant at 1 percent level) during the rise stage, while in the fall stage, especially during the beginning of disinflation (phase 3), it is 0.6 percentage points lower than the rest of the sample (although this difference is not statistically significant). That is, external debt interest payments increase significantly when domestic prices rise, then fall when the disinflation process begins and then regularize during the stabilization phase.
This behavior of the external debt service to exports during hyperinflation -especially the statistical relevance during the rise period-is interesting in the sense that it has potential to explain the contractionary role of fiscal policy in such episodes. It suggests, among other things, that increases in public spending based on increases in external debt have the capacity to alter the future allocation of resources (via fewer imports and increases in seigniorage, for example), affecting not only the government's capacity to generate goods and services but also that of the private sector (via the crowding out effect, increased borrowing costs, etc.), which in turn exacerbate the deterioration in economic activity and trigger other problems (such as shortages 19 ), that reinforce the process of exponential increase on domestic prices.
The above described mechanism could be amplified in economies with a high level of natural resource dependency where the State also exercises a strong presence in economic activity, since committing exports proceeds to pay debt could have a deeper impact than in the rest of countries. This is the case of Angola, the Democratic Republic of the Congo, some Commonwealth countries, Russia, Bolivia, and Chile.
The median value of the financial account balance as a percentage of GDP is 1.8 percentage points lower during the hyperinflation cycle, although it is not statistically significant. It is noteworthy, however, that while this difference is not substantial in the first stage (between 0 and -0.2 percentage points), it is substantial in the second (between -1 and -1.8 percentage points). Inquiring through the components of the financial account, we observe that the flows of foreign direct investment (FDI, from now on) are 0.5 points of GDP lower (-0.4 for incoming flows and -0.1 for outgoing flows) during the cycle, at 1 percent level. These lower FDI flows are greater in the first stage than in the second, which suggests a greater inflow once inflation begins to fall and stabilize. The median value of portfolio investment is notsignificantly different from the rest of the sample in each of the four phases of the cycle, which suggests that the rest of the contraction of the financial account during the cycle comes from the other investment account and variations in international reserves. In fact, the median value of international reserve flows as a proportion of GDP is lower by 3.6 points, at the 1 percent level.
The results of the financial account could help conjugate the hypothesis that the lower current and financial accounts balances during the cycle are mainly due to (i) a greater burden of external debt service as a percentage of exports, (ii) lower FDI inflows and (iii) lower cash flows, lower commercial and financial loans and (iv) net losses of international reserves.
In sum, from the analysis of external factors, it can be inferred that exogenous external factors (such as shocks in the terms of trade and volatility in international financial markets) are not very different during the hyperinflation cycle, although the role of external interest rates seems to be important. Rather, factors associated with economic policy variables, such as high fiscal deficits, intervention on current and capital account transactions, the exchange rate regime, basic economic freedoms, are the ones that differ significantly. See 
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C. Hyperinflation and the Real and Financial Sectors
This section goes on to explore the impact of the hyperinflation cycle in the two most important exchange sectors of the economy: real and financial. This section will evaluate the unanimous view of the economic literature that high inflation, in this case hyperinflation, is detrimental to economic growth. As well as the case that, in hyperinflations, the financial system contracts significantly, influencing the effect this sector has in the economy.
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In this sense, for the block of real variables, the growth rate of all components of aggregate demand (GDP) and the real exchange rate have been considered; while for the financial variable block, credit to the private sector and bank deposits (as proxy variables of the performance of the banking sector) were also considered. Real effective exchange rate (Index, 2010 = 100) -36*** -3.4 -6.4 -9.9 -20.4 -9.1 -13.2
Bank credit to the private sector (% GDP) -11** -13.2*** -17.9*** -12.6*** -11.7*** -14.2*** -13.3*** Bank Deposits (% GDP) -11.1*** -15.7*** -18.2*** -14.4*** -13*** -15.7*** -14.8*** Gross Fixed Capital Investment (% GDP) -5.6* -2.8 -4.1** -4.5*** -4.2* -4.2*** -4.3*** Gross Fixed Capital Investment, private sector (% GDP) -4.3** 0.7 0.7 -0.6 -2.3 0 -1
Gross national saving (% GDP) -2 -4.9* -4.4 -6.5** -3.4* -5.9*** -5.1*** 1/ The significance at the levels of 10, 5 and 1 percent is represented as *, **, ***, respectively. Sources: World Bank, IMF and Author's calculations.
The median value of 3 different variables that measure the performance of the economy: real GDP growth, real GDP growth per capita, and GDP per capita in constant dollars, is lower during the entire hyperinflation cycle, at least at the 5 percent level. Similarly, although there is a negative difference of medians throughout the cycle for consumption and investment, these are not statistically significant. However, public consumption contracts by 1.5 percentage points, at the 10 percent level. In the case of the real exchange rate, while the median value is lower by 13.2 percentage points (which suggests a real depreciation), this difference is not statistically significant. Finally, investment and household savings as a proportion of real GDP are between 4 and 5 percentage points lower than in the rest of the sample, at the 1 percent level.
In the case of the financial sector, during the whole cycle, the average value of credit to the private sector as a proportion of GDP is 13.3 percentage points lower while the ratio of bank deposits/GDP is also lower by 14.8. percentage points, at 1 percent confidence in both cases. This result goes hand in hand with the previous findings of the literature on hyperinflations.
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See Figure 3 below as a summary of these findings. 
D. Hyperinflation, Other Economic Policy Variables and Structural Factors
In the previous sections it was described how, in this sample, and beyond a series of exogenous factors, an unsustainable macroeconomic policy mix highlights as the characteristic factor during all the hyperinflation episodes. However, these are not the only variables that the authorities of a country have to influence their economy. There are other economic policies, such as exchange rate policy (via the design and management of the exchange rate regime), as well as development policies (via changes or reforms that affect the structure and functioning of the economy), that also deserve to be considered.
In this sense, for the first block (exchange rate policy), three variables have been included: (i) the type of exchange rate regime (based on of Itzenski, Reinhart and Rogoff 22 database), understanding that changes in the exchange regime have repercussions on other policy variables as well as on the economy; (ii) an index of restrictions and controls to the financial account (using the Chin and Ito 23 Index), understanding that the level of regulation of international financial transactions impacts the flow of capital and, therefore, may increase seigniorage, and (iii) the depreciation rate of the nominal exchange rate, understandingbased on the extensive literature on the role of the nominal exchange rate as an economic policy variable-that country authorities intervene in the foreign exchange market so as to smooth out fluctuations as to promote the exports competitiveness 24 and that, in turn, large nominal exchange rate depreciations have an impact on the aggregate level of prices, the fiscal, monetary and external accounts, among others. (Dornbusch, 1993; Morales, 1989) . 24 See Calvo and Reinhart (1998), Frenkel (1979) . 25 For the detail of the calculation methodology of these indices, visit: https://www.heritage.org/index/pdf/2018/book/methodology.pdf 26 For the detail of the calculation methodology of these indices, visit: https://www.prsgroup.com/wpcontent/uploads/2012/11/icrgmethodology.pdf 
Cycle
Nominal official exchange rate (% change) 52.6*** 246.9*** 66.6*** 6.3*** 94.4*** 11.7*** 39.8*** Exchange rate regime 10*** 9*** 9*** 1 10*** 3*** 6*** Financial account openness (Index, from -2 to 2) -0.8*** -1.1*** -0.8*** -0.1 -1*** -0.5 -0.7*** Economic Freedom (Index, from 0 to 100) -18.1*** -25.5*** -20.2*** -12.8*** -21*** -14.7*** -15.9*** Property rights (Index, from 0 to 100) -20** -20 -10 -10 -20 -10 -10
Freedom from corruption (Index, from 0 to 100) -4** -17*** -20*** -8** -8** -11*** -11*** Fiscal freedom (Index, from 0 to 100) -13.3*** -17.3*** -15.3*** -1.9 -14.3*** -5 -6.6** Government expenditure (Index, from 0 to 100) -11.5** -30.5* -14 -5 -17.4* -8.9 -10.7
Business freedom (Index, from 0 to 100) -11.1*** -15*** -12.7* -15** -15*** -14.7*** -14.9*** Labor freedom (Index, from 0 to 100) -18.7*** -17*** n.d. Regarding the role of the exchange regime, it is necessary to explain first that the Itzenski et. al Index moves on a scale of 1 to 15, with the first levels being "more pegged" regimes while the highest levels reflect regimes that float freely, depreciate in free fall or in which a dual exchange rate system with parallel markets exists.
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That is, as the index increases, there is more variability in the currency.
In this sense, it is observed that, during the complete cycle, the median value of the index is 6 positions higher than the rest of the sample, at the 1 percent level. In stage 1, the median value of the index increases 10 positions, while in stage 2 it increases only 3, also at the 1 percent level. During the first 3 phases, the median value of the exchange regime becomes between 9 and 10 positions "more flexible" than the median value of the rest of the sample, while, in the last phase (the stabilization), the index is only one position higher than the rest of the sample's median, but this difference is not statistically significant. The median value of the exchange regime for the whole sample is 4 (i.e. de facto peg).
In other words, in the first stage, a fixed exchange rate regime changes to a free fall and/or dual market one. While in the stabilization stage, countries return to a regime of less fluctuation/more stability of/in the foreign exchange rate. This result suggests capacity, willingness and credibility losses in the management of exchange rate policy by the authorities during the cycle, perhaps as a consequence of the application of controls to foreign currency transactions, financing restrictions in capital markets, among others.
The previous results go hand in hand with the dynamics of the nominal exchange rate. For the whole cycle, the median depreciation rate of the official nominal exchange rate is almost 40 percentage points higher than the rest of the sample, this difference being significant at 1 percent level. In the first stage, the depreciation rate is 94.5 percentage points higher than in the rest of the sample, while in the second stage the difference in medians is higher by 11.7 percentage points, both at 1 percent confidence (the median value of the depreciation rate of the nominal exchange rate in the entire sample is 0).
Finally, the median value of the Chinn and Ito capital control index (ranging from -2 to 2, where a negative value reflects greater restrictions) decreases by 0.7 during the hyperinflation cycle, at 1 percent level. In the rise stage, this difference increases to -0.9 (also at the 1 percent), while in the fall stage it only decreases 0.5 points (although the difference is not statistically significant), highlighting that, in the stabilization phase, there are practically no differences with the median value of the rest of the sample (the median value of the index for the whole sample is -0.1).
The fact that the median value of the Chinn and Ito index for the entire sample is zero illustrates how, during the rise stage, countries have opted for a stricter stance towards capital flows, while, in the fall stage, things "return to normal". That is, although the controls on the financial account do not reflect a statistically significant change on capital flows, the negative sign of the financial account for the entire cycle suggests two things: (i) greater control of these transactions does not achieve a change in the financial account at the first stage, that is to say, there is still a net negative balance (i.e. the net outflows of capital do not decrease, in any case they are contained), while (ii) their relaxation in the second stage deteriorates the net negative balance of said account (i.e. net capital outflows increase).
These findings show that, during a hyperinflation cycle, tightening the control over the financial account has the usual implications found in the literature on capital flows 28 and is even counterproductive because it exacerbates the external constraint in a context of deterioration of the local currency, possibly generating pressures on the nominal exchange rate and seigniorage. Relaxing this control, however, seems to go hand in hand with a lower pressure on the nominal exchange rate, less seigniorage and greater (absolute) capital inflows.
The results of the exchange rate policy set are consistent with the results for other policy variables mentioned up to this point, since they show that the exchange rate regime is rather accommodating price increases; and capital controls rather exacerbate the effects of other economic policy variables. See Figure 4 below: 
Hyperinflation Cycle: Exchange Rate Policy Variables
With respect to the set of structural variables, in the case of economic freedoms (measured by the index of economic freedom, which ranges from 0 to 100 and where the higher the index, the greater the freedom) it is observed that, throughout the cycle, the median value of the aggregate index is 16 points lower than the rest of the sample, at 1 percent confidence. In the first stage, the index is lower by 21.1 points, at 1 percent confidence. In the second stage, the index is lower by 14.8 points, also at 1 percent confidence. For comparison, see Figure 5 , column 1, charts 1 and 3, and so on.
Inquiring through the components of the index, it is observed that freedoms to do business, labor and exchange, decrease significantly, at the 1 percent level. The significant deterioration in fiscal (at 5 percent) and monetary (at 1 percent) freedom rates validates the findings in part A of this section. Likewise, freedom from corruption also deteriorates significantly during the cycle, at 1 percent confidence.
While these results are revealing and suggest that during the hyperinflation cycle restrictions to economic activities increase, two characteristics that underlie the sample should be highlighted and weighted: while only 3 of the 19 countries that have had a hyperinflation cycle show data coinciding with the index (since it starts in 1995), it is relevant that the median value of all countries (i.e. even when they were not at hyperinflation) that have had hyperinflation is up to 16 points lower than the representative value the rest of the sample shows, suggesting that hyperinflations are a phenomenon that occurs in contexts in which economic freedoms are substantially reduced 29 .
Likewise, indicators of political and social risk show that, during the hyperinflation cycle, there is a statistically significant deterioration in socioeconomic conditions (this being an index that considers variables of unemployment, consumer confidence and poverty). This result may reflect the closure of companies and the consequent loss of jobs, as well as the loss of purchasing power during hyperinflations. For a more detailed discussion of these issues see Bailey (1956 ), Braumann (2001 .
Similarly, there is a deterioration in democratic accountability (at 1 percent confidence), the quality of institutions (at 5 percent) and the rule of law (at 10 percent); as well as greater instability in the government (10 percent) and greater internal conflicts (5 percent). It also highlights that, throughout the hyperinflation cycle, there is a greater presence of the military in the government (5 percent). Among other things, these results coincide with findings like those of Alesina and Drazen (1991) , who show how institutional conflicts and political economy problems delay stabilizations.
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Here, the sample of countries that have had hypeinflation includes Venezuela. 
Hyperinflation Cycle: Structural Variables
The other economic policy variable that has been considered key during a hyperinflation cycle is multilateral assistance. Sargent (1982) , in his seminal work on how the great European hyperinflations of the interwar period came to a halt, highlighted as an essential factor the role of international assistance not only in stabilizing prices but also in reactivating economic growth.
In this sense, it is observed that in 18 of the 19 hyperinflation cycles a program of financial assistance with the IMF has been implemented, Angola being the only country that did not request assistance. In the first stage, the presence of a program is observed in 45 percent of the cases. While, in the second, it is observed in 62 percent of the cases. If we observe the behavior of this variable in each of the four phases, three interesting facts stand out: (i) the absence of programs in phase 2 (hyperinflation), 66 percent of the cases; (ii) the greater presence of programs in phase 4 (stabilization), 67 percent of cases and (iii) that on the road to hyperinflation, the first phase, the presence of programs was 51 percent, suggesting that in half of the cases, a hyperinflation cycle developed despite having multilateral assistance.
The countries that used this assistance the longest were Democratic Republic of the Congo (12 years, 7 of them in phase 1, the rest in phase 4) and Argentina (12 years, starting one year before starting phase 2, until the end of the cycle). The countries that used this assistance the least were Zimbabwe (2 years, only at the beginning of phase 1) and Chile and Brazil (3 years, only in phases 2 and 3). To evaluate the impact of financial assistance in the hyperinflation cycle, the same median difference test was carried out, but comparing the years in which the countries had assistance against the years in which they did not have it. In terms of the complete cycle, it is highlighted that in the countries that had an assistance program, both, base money growth and nominal exchange rate depreciation were lower (-29.2 and -34.3 percentage points, respectively).
In the first stage, assistance recorded a higher balance of payments and higher GDP growth, despite registering a higher cost of imports. In the second stage, countries that deflated and stabilized using IMF assistance registered a fiscal result 1.8 points of GDP lower (i.e. a greater deficit) than the countries that stabilized without using it. They also showed a larger contraction on base money growth (17.3 points lower). There were also lower volumes of imports, a greater proportion of external resources destined to serve the external debt and a lower contraction in the final consumption expenditure of the public sector. Finally, it highlights that, at both stages of the cycle, the economic freedom index was higher for the representative country that went to the IMF.
These results show that, throughout the cycle, access to multilateral financial assistance programs entails, in terms of statistical relevance, more fiscal flexibility, lower growth of base money, less variation in the nominal exchange rate, greater burden of external debt on exports and greater economic freedoms. In the fall stage, apart from those mentioned above, a lower growth of imports, lower growth of public consumption and greater economic freedoms stand out. There are no differences in the exchange regime, nor in the flows of foreign direct investment.
E. Within Analysis
Given that the analysis presented in the four previous subsections only shows the comparison between countries, this section would be doing the within countries one. Table 13 below shows the difference in medians between the rise and fall stages, although only showing the variables that turned out to be statistically significant.
When prices rise, the fiscal and monetary variables show the expected signs. Regarding the external sector, while lower market volatility is observed, higher interest rates in the markets are shown. There is also a contraction on imports, a greater burden of external debt interest on exports, and lower capital flows and international reserves. Although there are no significant differences regarding the financial system (at least at the 10 percent level), GDP growth, public consumption and investment are lower.
30
As for exchange rate policy, there is evidence of a massive depreciation of the exchange rate, coupled with a much less stable exchange rate regime which, by symmetry, translates into lower depreciation and a much less volatile exchange rate regime in the fall stage. 31 Finally, it highlights how, at the rise stage, economic freedoms are lower and there is greater government instability. (% GDP) -4,4*** Base Money (% change) 67,9*** Central Government Debt (% GDP) 92,5** External Sector VIX Index -2,5* United States real interest rate (%) 2,2*** Import volume (% change) -7,4** External debt interest payments (% Exports) 6,8** FDI, net inflows (% GDP) -1,3*** International Reserves, flows (% GDP) -3,6*** International Reserves, stock (% GDP) -2,3*** Real and Financial Sector GDP growth (% change) -5,6*** GDP growth, per capita (% change) -6,7*** Real consumption expenditure, public sector (% change) -5*** Gross Fixed Capital Formation (% change) -8,3*** Other economic policy variables and structural factors Nominal official exchange rate (% change) 75*** Exchange rate regime (change) 6** Economic freedom (Index, 0 a 100) -8,4** Government stability (Index, 0 a 12) -3*** 1/ The significance at the levels of 10, 5 and 1 percent is represented as *, **, ***, respectively. Sources: World Bank, IMF, Heritage Foundation, ICRG and Author's calculations.
VI. CONCLUSIONS
At the beginning of this paper, it was proposed to infer (i) under what conditions the hyperinflation cycles have begun, (ii) what happens during these episodes, (iii) under what conditions the hyperinflation episode could probably be closed and (iv) what could be done by authorities to increase the probability that a disinflation process will be carried out successfully and at the lowest possible cost. Now the initial questions will be responded:
(i) The hyperinflation cycle seems to be a phenomenon that, more than regional, occurs in economies with high presence of natural resource rents (and potentially higher State intervention in the economy) and where economic freedoms have been diminished, especially those related to the ease of doing business and trade, as well as those related to rigidities and inefficiencies in the labor market. Although external factors matter, their role may not have been as significant as domestic factors, especially those inherent to economic policy: high fiscal deficits, in some cases financed with external debt at the beginning and with seigniorage afterwards; inability to maintain a certain exchange rate regime and restrictions on transactions in the financial account of the balance of payments are the variables whose performance coincides with the advent of a hyperinflation cycle. The cycles also coincide with contexts in which socioeconomic conditions such as employment and real wages deteriorate, where the rule of law and democratic accountability are subdued, the instability of the government increases and there is a greater presence of military personnel over political issues.
(ii) In hyperinflation (the second phase of the four that comprise the cycle) base money grows exorbitantly, there is a greater loss of international reserves, the deterioration in the aggregate demand of the economy is massive, the financial sector contracts, the currency loses all (or almost all) its value, social and political conditions, as well as economic freedoms, deteriorate to the lowest levels recorded in the sample. All of this, even though the external factors seem to be better with respect to the previous phase.
(iii) Although it is not intended to be exhaustive, since each country requires "a tailored suit", the results of this sample suggest that hyperinflation cycles end when there are improvements on three essential fronts: (a) the fiscal and monetary mix: fiscal accounts are closer to equilibrium and base money growth decreases substantially; (b) the interaction with the external sector: barriers to international trade diminish and the exp/imp capacity of the economy increases significantly, the burden of foreign debt on exports regularizes, the resounding level of devaluation of the currency is stopped hand in hand with less variability of the foreign exchange rate; (c) the structural factors: economic freedoms increase and there is greater government stability.
(iv) In this paper, it was proposed to evaluate the role of multilateral assistance during the hyperinflation cycle. The reason is simple: countries that face these cycles find themselves in a position where, on their own, recovery would look uphill. It was observed that the representative country that has used it registers lower base money growth, smaller variation of the exchange rate, a greater burden of foreign debt payment to exports (perhaps suggesting a lower haircut on external debt outstanding) and greater economic freedoms. No significant differences were observed on economic growth, behavior of the labor market, can it be documented in detail? What role do parallel markets play? Why do countries that used assistance programs with the IMF appear to have more fiscal flexibility than countries that do not? are those that occur to the one who write these lines and are open to be answered by anyone who has a great interest in continuing to document the hyperinflation cycle.
APPENDIX I. DATA
The tables below show from where are obtained and a brief description of each of the variables studied. The inflation measured by the consumer price index reflects the annual percentage change in the cost to the average consumer of acquiring a basket of goods and services that can be fixed or changed at specific intervals, such as annually. The Laspeyres formula is generally used.
Fiscal Balance (% GDP)
World Bank
The net lending (+) / net borrowing (-) is equal to the government's income less the expenses, minus net investment in non-financial assets. It is also equal to the net result of transactions in financial assets and liabilities. Net lending / net borrowing is a summary measure that indicates the extent to which the government makes financial resources available to other sectors of the economy or abroad, or uses the financial resources generated by other sectors of the economy or abroad.
Base Money (% change) IMF Annual percentage change in the monetary base or base money, which is defined in general terms as the currency in circulation outside the central bank, the net holdings of deposits of other deposit societies in the central bank and the rest of the sectors of the economy that are also included in money in a broad sense.
Tax Revenue (% GDP)
World Bank
Tax revenues refer to compulsory transfers to the central government for public purposes divided by GDP. Certain mandatory transfers are excluded, such as fines, penalties and most social security contributions. Reimbursements and corrections of tax revenues wrongly collected are treated as negative income.
The debt is the entire stock of direct contractual obligations of the government to others at a given date. It includes domestic and foreign obligations such as deposits of money and cash, securities other than shares and loans. It is the gross amount of government liabilities reduced by the amount of capital and financial derivatives that the government owns. Because debt is a stock rather than a flow, it is measured from a certain date, usually the last day of the fiscal year. Total rents of natural resources are the sum of oil rents, natural gas rents, coal rents (hard and soft), mineral rents and forest rents, divided by GDP.
Share of products subject to tariffs (%)
The proportion of tariff lines with specific rates in the proportion of lines in the tariff list that are established per unit or that combine the ad valorem and per unit rates. It shows the extent to which countries use tariffs based on physical quantities or other non-ad valorem measures.
Applied tariff (% of total tradable products)
The weighted average applied rate is the average of the rates applied, weighted by the parts of the imports of products corresponding to each partner country. The data is classified using the Harmonized System of Commerce at the level of six or eight digits. The data of the tariff line was compared with revision 3 codes of the International Classification of International Trade to define the commodity groups and the import weights. As far as possible, the specific rates have been converted to their ad valorem equivalent rates and have been included in the calculation of the weighted averages. The weightings of imports were calculated using the Commodity Trade (Comtrade) database of the United Nations Statistics Division. The tariff rates effectively applied at the six-and eight-digit product level are averaged for the products in each product group. When the rate applied is not available, the most favored nation rate is used instead.
Current account (% GDP)
The balance of the current account is the sum of net exports of goods and services, net primary income and net secondary income. Imports price index relative to that of the United States, normalized to 100 in the year 2010.
External debt interest payments (% Exports)
Total payments of interest on exports of goods, services and primary income. The total payment of interest is the sum of the interest paid in cash, goods or services on the long-term debt, interest paid on the short-term debt and charges to the IMF.
Financial account (% GDP)
The net financial account shows the acquisition and net disposal of financial assets and liabilities. It measures how the net lending or borrowing of non-residents is financed and is conceptually equal to the sum of the balances of the current and capital accounts. The data is in current U.S. dollars.
FDI, net inflows (% GDP)
World Bank Direct foreign investment is the net investment flows to acquire a long-term management interest (10% or more of the shares with voting rights) in a company that operates in an economy different from that of the investor. It is the sum of social capital, the reinvestment of profits, other long-term capital and short-term capital, as shown in the balance of payments. This series shows net inflows (new investment flows minus divestment) in the reporting economy of foreign investors and is divided by GDP.
FDI, net outflows (% GDP)
Foreign direct investment refers to direct investment capital flows in an economy. It is the sum of social capital, reinvestment of profits and other capital. Direct investment is a category of cross-border investment associated with a resident in an economy that has control or a significant degree of influence in the management of a company that resides in another economy. The ownership of 10 percent or more of the common shares of voting shares is the criterion to determine the existence of a direct investment relationship. This series shows the net outflows of investment from the reporting economy to the rest of the world and is divided by GDP.
Portfolio investment (% GDP)
Portfolio investment covers transactions in equity securities and debt securities. The data are in current U.S. dollars, divided by GDP in local currency adjusted by the average exchange rate for the year.
International
Reserves, flow (% GDP)
Reserves and related items are the net changes in a country's holdings of international reserves as a result of transactions in current, capital and financial accounts. Reserve assets are those external assets readily available and controlled by the monetary authorities to meet the balance of payments financing needs, and include monetary gold holdings, special drawing rights (SDR), reserve position in the IMF and other reserve assets. Also included are IMF loans and net loans (excluding the reserve position) and exceptional total financing. The data are in current U.S. dollars and divided by GDP transformed into U.S. dollars using the average official exchange rate for the corresponding year. For some countries where the official exchange rate does not reflect the rate actually applied to real currency transactions, an alternative conversion factor is used.
Reserves, stock (% GDP)
World Bank
Total reserves include holdings of monetary gold, special drawing rights, reserves of IMF members held by the IMF and holdings of currencies under the control of the monetary authorities. The gold component of these reserves is valued at the end of London prices (December 31). The data are in current U.S. dollars and are divided by the GDP transformed into US dollars using the average official exchange rate of the corresponding year. For some countries where the official exchange rate does not reflect the rate actually applied to real currency transactions, an alternative conversion factor is used. 1 There is no legal tender or monetary union. 2 Pre-set peg or conversion box. 3 Pre-announced horizontal band that is narrower or equal to +/-2%. 4 De facto crawling peg. 5 Crawling peg previously announced; de facto mobile band narrower than or equal to +/-1%. 6 Crawling band previously announced that is narrower or equal to +/-2%. or de facto horizontal band that is narrower or equal to +/-2%. 7 Crawling peg. 8 De facto crawling band that is narrower or equal to +/-2%. 9 Crawling band previously announced that is greater than or equal to +/-2%. 10 De facto crawling band that is narrower or equal to +/-5%. 11 Mobile band that is narrower or equal to +/-2% (that is, it allows both the appreciation and depreciation over time). 12 De facto mobile band +/-5% / Administered floating. 13 Freely floating. 14 Free falling. 15 Dual market in which parallel market data are lacking.
Financial account openness (Index, from -2 to 2)
Chinn and Ito Range that goes from -2 to 2, where a negative value reflects greater restrictions to the transactions of the financial account.
Economic Freedom (Index, from 0 to 100)
Heritage Foundation
The Economic Freedom Index focuses on four key aspects of the economic environment over which governments typically exercise control of the policy: rule of law, size of government, regulatory efficiency, market opening. The higher the index, the greater the economic freedom.
Property rights (Index, from 0 to 100)
The score for this component is obtained by averaging scores for the following five subfactors, all weighted equally: physical property rights, intellectual property rights, strength of investor protection, risk of expropriation and quality of land administration.
Freedom from corruption (Index, from 0 to 100)
The score of the judicial effectiveness component is obtained by averaging the scores of the following three subfactors, which are weighted equally: judicial independence, quality of the judicial process and probability of obtaining favorable judicial decisions.
Fiscal freedom (Index, from 0 to 100)
The score of this component is derived from quantitative subfactors: the upper marginal tax rate on individual income, the higher marginal tax rate on corporate income, the total tax burden as a percentage of GDP, the fiscal deficit as a percentage of the average GDP of the last 3 years and public debt as a percentage of GDP. Seven quantitative subfactors have the same weighting, each one counted as a seventh of the labor freedom component: ratio between the minimum wage and the average value added per worker, impediment to hire additional workers, rigidity of the hours, difficulty in dismissing redundant employees, mandatory legal notice period, compensation for mandatory dismissal and participation rate in the work force.
Monetary freedom (Index, from 0 to 100)
The score for the monetary freedom component is based on two subfactors: the weighted average inflation rate of the last three years and presence of price controls.
Trade freedom (Index, from 0 to 100)
The free trade score is based on two factors: the trade-weighted average tariff rate and nontariff barriers.
Investment freedom (Index, from 0 to 100)
It is composed of 7 restrictions: national treatment of foreign investment, foreign investment code, land ownership restrictions, sectoral investment restrictions, sectoral investment restrictions, currency exchange controls, capital controls.
Financial freedom (Index, from 0 to 100)
The Index qualifies the financial freedom of an economy by looking at five broad areas: the degree of government regulation of financial services, the degree of state intervention in banks and other financial firms through direct and indirect ownership, government influence in the allocation of credit, the extension of the development of the financial and capital markets, and openness to foreign competition.
Socioeconomic conditions (Index, from 0 to 12)
International Country Risk Guide
This is an assessment of socio-economic pressures in society that could restrict government action or fuel social dissatisfaction. The assigned risk rating is the sum of three subcomponents: unemployment, consumer confidence and poverty.
Bureaucratic quality (Index, from 0 to 4)
International
Country Risk Guide
The institutional strength and quality of the bureaucracy is a buffer that tends to minimize policy revisions when governments change. Therefore, outstanding points are awarded to countries where the bureaucracy has the strength and experience to govern without drastic changes in policy or interruptions in government services. In a low-risk country, the bureaucracy tends to be somewhat autonomous in the face of political pressure and have an established mechanism of recruitment and training. Countries that lack the cushioning effect of a strong bureaucracy receive low points because a change in government tends to be traumatic in terms of policy formulation and day-to-day administrative functions.
Rule of law (Index, from 0 to 6) International Country Risk Guide "Law and order" form a single component, but its two elements are evaluated separately, and each element is scored from zero to three points. To evaluate the element "Law", the solidity and impartiality of the legal system are considered, while the element "Order" is an evaluation of the popular observance of the law. Therefore, a country can enjoy a high rating -3-in terms of its judicial system, but a low rating -1-if it suffers a very high crime rate or if the law is routinely ignored without an effective sanction (e. g. generalized illegalization of strikes).
Corruption (Index, from 0 to 6)
International Country Risk Guide
This is an evaluation of corruption within the political system. The most common form of corruption that companies directly face is financial corruption in the form of demands for special payments and bribes related to import and export licenses, exchange controls, tax liens, police protection or loans. Such corruption can hinder the effective conduct of business and, in some cases, may force the withdrawal or retention of an investment.
Although the measurement considers this corruption, real or potential corruption in the form of excessive patronage, nepotism, work reserves, "favors for favors", funds from secret parties and suspiciously close links between politics is also considered. These insidious types of corruption are potentially much riskier for foreign companies, as they can generate popular discontent and encourage the development of black markets.
The greatest risk of such corruption is that at some point it will become so dazzling, or some important scandal will be suddenly revealed, as to provoke a popular reaction, which will result in a fall or overthrow of the government, a major reorganization or restructuring of the government. the political institutions of the country, or, in the worst of cases, a collapse of law and order, making the country ungovernable.
Democratic accountability (Index, from 0 to 6)
This is a measure of how responsive the government is to its people, on the basis that the less receptive it is, the more likely it is that the government will fall peacefully (in a democratic society), but possibly violently (in an undemocratic one).
Government stability (Index, from 0 to 12)
This is an assessment of both the ability of the government to carry out its declared program(s) and its ability to remain in office. The assigned risk rating is the sum of three subcomponents: unity in the government, legislative force and popular support.
Military in politics (Index, from 0 to 6)
International
Country Risk Guide
The military is not democratically elected. Therefore, their participation in politics, even at a peripheral level, is a diminution of democratic responsibility. However, it also has other significant implications. The military could, for example, become involved in government due to an actual or created internal or external threat. Such a situation would imply the distortion of government policy to deal with this threat, for example, by increasing the defense budget at the expense of other budgetary allocations.
In some countries, the threat of military takeover may force an elected government to change the policy or have it replaced by another government more responsive to the wishes of the military. A military takeover or the threat of a takeover can also represent a high risk if it is an indication that the government cannot function effectively and that, therefore, the country has an uncomfortable environment for foreign companies.
A large-scale military regime represents the greatest risk. In the short term, a military regime can provide new stability and thus reduce commercial risks. However, in the longer term, the risk will almost certainly increase, partly because the government system will become corrupt and partly because the continuation of that government will likely create an armed opposition. In some cases, military involvement in government can be a symptom rather than a cause of underlying difficulties.
In general, a low risk rating indicates more military involvement in politics and therefore a higher level of political risk.
External conflict (Index, from 0 to 12)
International Country Risk Guide
The measure of external conflict is an assessment of the risk to the exercise of foreign action, from non-violent external pressure (diplomatic pressure, withholding of aid, trade restrictions, territorial disputes, sanctions, etc.) to violent external pressure (from border conflicts to total war).
Internal conflict (Index, from 0 to 12)
This is an assessment of political violence in the country and its actual or potential impact on governance. The highest rating is given to those countries where there is no armed or civil opposition to the government and the government does not allow arbitrary violence, direct or indirect, against its own people. The lowest rating is awarded to a country involved in an ongoing civil war.
Religious tensions (Index, from 0 to 6)
Religious tensions can derive from the domination of society and/or governance by a single religious group that seeks to replace civil law by religious law and exclude other religions from the political and/or social processes; the desire of a single religious group to dominate the government, the suppression of religious freedom; the desire of a religious group to express its own identity, separated from the country as a whole. The risk involved in these situations varies from inexperienced people who impose inappropriate policies through civil dissent to civil war.
