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Abstract
This thesis concerns how to compute upper and lower bounds for the eigen-
values of self-adjoint operators. We discuss two different methods: the so-called
quadratic method and the Zimmermann-Mertins method. We know that the clas-
sical methods of computing the spectrum of a self-adjoint operator often lead to
spurious eigenvalues in gaps between two parts of the essential spectrum. The
methods to be examined have been studied recently in connection with the phe-
nomenon of spectral pollution.
In the first part of the thesis we show how to obtain enclosures of the eigen-
values in both the quadratic method and the Zimmermann-Mertins method. We
examine the convergence properties of these methods for computing correspond-
ing upper and lower bounds in the case of semi-definite self-adjoint operators with
compact resolvent.
In the second part of the thesis we find concrete asymptotic bounds for the
size of the enclosure and study their optimality in the context of one-dimensional
Schro¨dinger operators. The effectiveness of these methods is then illustrated by
numerical experiments on the harmonic and the anharmonic oscillators. We com-
pare these two methods, and establish which one is better suited in terms of
accuracy and efficiency.
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Chapter 1
Introduction
1.1 Aim and motivation of the thesis
The main focus of this thesis is estimating enclosures for eigenvalues of self-adjoint
operators numerically. This has been a long-standing problem in numerical analy-
sis [11,13,20]. Successful solutions to this problem find applications ranging from
Pure Sciences to Engineering. As an illustration of how the techniques described
below can be implemented in particular applications, we investigate numerical
techniques for computing verifiable enclosures for the eigenvalues of models aris-
ing in Quantum Mechanics.
Some of these techniques are related to the notion of second order spectrum inves-
tigated in recent years by Levitin and Shargorodsky in [43,59]. This was then fur-
ther studied by Boulton and Strauss in [11,19,20,64]. The methods to be explored
are robust, in the sense that no a priori information about the trial subspaces is
required to produce bounds/enclosures for the eigenvalue of interest. Moreover
they are free from the numerical phenomenon known as spectral pollution.
Another technique which we have found to be more accurate, is the method of
Zimmermann-Mertins. Under certain conditions, this method renders verifiable
1
Chapter 1: Introduction
enclosures for the eigenvalues and it appears to be twice as accurate as the second
order spectrum.
One of the most important problems in Quantum Mechanics is to find the eigen-
values of Schro¨dinger operator. In the final part of the thesis, we show concrete
calculations of eigenvalues for the latter.
1.2 Context
One main goal below will be to approximate eigenvalues of self-adjoint operators.
In particular we will be interested in the computation of eigenvalue enclosures.
This is a well-known challenge in numerical spectral theory and its applications.
As it is well established, finding upper bound for eigenvalues is always compara-
tively easy. One of the main tools for this purpose relies on the well established
Rayleigh-Ritz technique and it realises in the so called Galerkin method. Under
fairly general conditions, this technique leads to what is often referred-to as ”op-
timal order of convergence” [24]. The computation of complementary bounds for
eigenvalues by means of techniques analogous to the Galerkin method is a more
subtle task. Although various methods are currently available, and historically
they have existed for a long time (see e.g. [38], [67, Chapter 4] and Section 2.6),
there is still a number of open problems and challenges to be addressed in this
respect.
Below we study two methods for obtaining upper and lower bounds for eigenvalues.
In order to both these methods, we resource to quadratic eigenvalue problem.
The first method to be considered is the Quadratic method. The Quadratic
method relies on calculation of the so-called second order (relative) spectrum.
Second order relative spectra were first considered by Davies [29] in the context of
resonances for general self-adjoint operators. It was then suggested by Shargorod-
2
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sky [59] and subsequently by Levitin and Shargorodsky [43], that second order
spectra could also be employed for the pollution-free computation of eigenvalues in
gaps of the essential spectrum. Based on these observations, convergence and spec-
tral exactness of the Quadratic method was subsequently examined in [11,12,19,20]
by Boulton and Strauss.
Various implementations, including on models from elasticity [43], solid state
physics [17], relativistic quantum mechanics [13] and magnetohydrodynamics [64],
confirm that the Quadratic method is a reliable tool for eigenvalue approximation
in the spectral pollution regime. One of the goals of this work is to continue with
this programme of examining the general properties of the Quadratic method and
its potential use in the Mathematical Physics. In this respect one of our main
goals below is to show that the Quadratic method is also useful for the study of
bounds for eigenvalues of self-adjoint operator which are semi-definite. That is
the Quadratic method is important also when there is no spectral pollution.
The second method to be considered is the Zimmermann-Mertins method. This
method was proposed by Zimmermann and Mertins in [68]. Davies and Plum
examined the method further and described it in [32]. This method is related
to the classical method proposed in [35, 38, 41]. In the context of finite elements,
analogous procedures have been successfully implemented for the Helmholtz equa-
tion [7], calculation of sloshing frequencies [8], the magnetohydrodynamics oper-
ator [21] and the Maxwell operator [6]. Below we examine further the general
properties of the Zimmermann-Mertins method and its potential use in Mathe-
matical Physics. As for the case the previous method, one goal of this thesis
is to highlight the potential use of the method to treat semi-definite problems.
In the case of the Zimmermann-Mertins method, we found that its performance
is comparable with that of the Galerkin method in an asymptotic regime (see
Theorem 4.6).
We have chosen applications to semi-bounded Schro¨dinger operators in one di-
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mension with potential singular at infinity. This allows illustrating our findings
on the simplest possible model and it highlights the effective use of both meth-
ods for computation of complementary bounds for eigenvalues of semi-bounded
operators. We consider two specific models : the harmonic and the anharmonic
oscillators.
1.3 Contribution of the thesis
One of our main contributions in the context of the Quadratic method is Corol-
lary 3.13, which improves upon [20, Theorem 3.4] in two crucial aspects. We
consider a weaker hypothesis which includes approximating “in the form sense”
instead of “in the operator sense”. This broadens the scope of applicability of the
exactness result and so it allows a sharpening of the precise exponent in the ratio
of convergence of second order spectra to the spectrum.
For the Zimmermann-Mertins method we present a general formula which allows
us to study a group of upper and lower bounds for eigenvalues. The advantage
of this new formula is that it considers multiple eigenvalues (see also [6]). In the
main result in this method, we show a new technique to improve the accuracy
for the upper and lower bounds, which involves moving the shifted parameters in
the method. Finally, we study the convergence properties and optimality of the
convergence rate of the method.
We then consider applications to semi-bounded Schro¨dinger operators in one di-
mension with potential singular at infinity. We find concrete asymptotic bounds
for the size of the enclosures and study their optimality in the context of one-
dimensional Schro¨dinger operators. Our analysis includes both the convergence
for the Quadratic method and the Zimmermann-Mertins method.
In our numerical experiments we solve the models by means of the finite element
method. We have computed all entries of the corresponding matrices exactly. The
4
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latter were found explicitly by means of the computer package Maple, then the
former was implemented in the computer package Matlab.
1.4 Outline of the thesis
In Chapter 2 we introduce some of the mathematical preliminaries which will be
used freely throughout the rest of the thesis. This includes basic ideas of Hilbert
spaces, self-adjoint operators, compact operators, the min-max principle and the
finite element method. In order to broaden the focus of the discussion we will give
a brief overview of the Galerkin method and its context.
Chapter 3 is devoted to the basic setting of second order spectra, and how to
determine from them upper and lower bounds for eigenvalues. Theorem 3.8 be-
low includes a short proof of Shargorodsky’s Corollary [59, Corollary 3.4] for the
general unbounded case. We then address the spectral exactness of the Quadratic
method for operators with a compact resolvent.
In Chapter 4 we start by describing how we can obtain a single eigenvalue sepa-
rately. After that we introduce a new formula to study upper and lower bounds
for group of eigenvalues. We then present the main result in this chapter, which is
a new technique to get more accurate upper and lower bounds for eigenvalues. In
the final part of the chapter we establish another important result regarding the
convergence rates for the method.
Chapter 5 presents applications to semi-bounded Schro¨dinger operators in one di-
mension with potential singular at infinity. This allows us to illustrate our findings
on the simplest possible model, and highlight the effective use of the Quadratic
and the Zimmermann-Mertins method for computation of complementary bounds
for eigenvalues.
Chapter 6 contains specific numerical calculations on the harmonic oscillator. For
5
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these experiments the trial spaces are constructed via Hermite finite elements of
order 3. However for the Galerkin method, we do the experiments with Hermite
finite elements of order 1 and 3. Here we can compare with exact calculation of
eigenvalues.
In Chapter 7 we consider the second model, the anharmonic oscillator. There we
present similar experiments as for the harmonic oscillator.
Chapter 8 provides the conclusion and discussion on the results in this work. We
compare the Quadratic method and the Zimmermann-Mertins method. We then
discuss our future work.
In the Appendix we include all the explicit expressions involved in the assembly
of the mass, stiffness and bending matrices, needed for computation by means of
the Quadratic method and the Zimmermann-Mertins method.
6
Chapter 2
General background
In this chapter, we review some of the main basic topics needed in the rest of
this work. We begin by establishing some basic notation. This notation will be
used in all parts of the thesis. We recall the structure theory of Hilbert spaces
and semi-bounded operators and we discuss compact operators. All this will be
needed to study the convergence of our method. Then we describe the min-max
principle which characterises eigenvalues of self-adjoint operators. After an final
review of the literature, we explain the Galerkin method and the finite element
method.
Results more specific to the theme of each chapter will be established when needed.
We follow in this chapter the books by Kato [39], Davies [28], Reed and Simon
[54, 55], Rynne and Youngson [56], Boulton and Levitin [18], Strang and Fix [63]
and Teschl [65].
2.1 Notation
For more thorough definitions see sections 2.2 and 2.3. Below H denotes a generic
separable Hilbert space with inner product 〈·, ·〉 and norm ‖·‖. Let the operator
7
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A = A∗ : Dom(A) −→ H have a compact resolvent. We will write Spec(A)
to denote the spectrum of A. Unless otherwise specified, A does not have to be
semi-bounded so ±∞ can both be simultaneously accumulation points of Spec(A).
For u, v ∈ Dom(A) and t ∈ R, let
a
0
t (u, v) = 〈u, v〉 a1t (u, v) = 〈(A− t)u, v〉
a
2
t (u, v) = 〈(A− t)u, (A− t)v〉.
Whenever t = 0 we will suppress the sub-index and write
a
j
0(u, v) = a
j(u, v).
Note that in general, only (a2t ,Dom(A)) are closed quadratic forms (see Lemma 4.9).
Given a subspace L ⊂ Dom(A) of dimension n such that
L = Span{bj}nj=1,
for a linearly independent family of vectors {bj}nj=1 we will write,
Al =
[
a
l(bj , bk)
]n
jk=1
∈ Cn×n.
Without further mentions, here and below we identify v ∈ L with v ∈ Cn by
means of the notation
v =
n∑
j=1
vˆ(j)bj ⇐⇒ v =

vˆ(1)
...
vˆ(n)
 .
8
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The orthogonal projection onto L in the inner product 〈·, ·〉 will be denoted by
Π : H −→ L.
2.2 Hilbert spaces
Hilbert spaces are generalisations of the unitary spaces to infinite dimension. A
Hilbert space H is a Banach space in which the norm is defined in terms of an
inner product and satisfies the conditions as explained next.
Definition 2.1. A complex vector space X is called an inner product space if
there is an inner product 〈·, ·〉 : X2 −→ C that satisfies the following conditions
for u, v, w ∈ X and α ∈ C,
1. 〈u, v〉 > 0 and 〈u, v〉 = 0 if and only if u = 0
2. 〈u+ v, w〉 = 〈u, w〉+ 〈v, w〉
3. 〈u, v〉 = 〈v, u〉
4. 〈αu, v〉 = α〈u, v〉.
The inner product defines a norm ‖ · ‖ : X −→ (−∞,∞) given by
‖u‖ =
√
〈u, u〉.
The Schwartz inequality is:
|〈u, v〉| 6 ‖u‖‖v‖.
The norm defined above satisfies the parallelogram equality,
‖u+ v‖2 + ‖u− v‖2 = 2 (‖u‖2 + ‖v‖2) ,
9
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and also the triangle inequality,
‖u+ v‖ 6 ‖u‖+ ‖v‖ ∀ u, v ∈ H.
Definition 2.2. Let {ui}Ni=1 be vectors in the space X. This family is linearly
independent, if
N∑
i=1
αiui = 0 implies all αi = 0.
Definition 2.3. Let u, v be two vectors in an inner product space X. They are
said to be orthogonal if 〈u, v〉 = 0.
Definition 2.4. Let {ui}Ni=1 be vectors in an inner product space X. This family
is called an orthonormal set, if it is such that 〈ui, uj〉 = 1 for all i = j and
〈ui, uj〉 = 0 if i 6= j.
A Hilbert space H is an inner product space which is completed with respect to
the norm define above. All Hilbert spaces H below are infinite-dimensional. The
Lebesgue space is a Hilbert space defined as follow
L2 (−L, L) =
{
f : (−L, L) −→ C
∣∣∣∣ ∫ L
−L
|f |2dµ <∞
}
where dµ is Lebesgue measure. In L2 (−L, L) the inner product is defined as
〈f, g〉 =
∫ L
−L
f g¯dµ.
For infinite dimensional segments (we allow L =∞ here), the Lebesgue space also
defines a Hilbert space and we write L2 (−∞,∞).
We are going to discuss more examples of Hilbert spaces in Section 2.7.
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2.3 Self-adjoint operators
A linear operator is a linear mapping
A : Dom(A) −→ H,
where Dom(A) = H, the closure taken in the norm of H. We say that A is a
closed linear operator, if its graph {(u,Au) ∈ Dom(A)×H} ⊂ H×H is closed in
the product topology.
The adjoint of A is defined to be the closed linear operator A∗ acting on H given
as follows.
Definition 2.5. For A a linear operator on a Hilbert space H, its adjoint operator
A∗ is given by
〈Au, v〉 = 〈u,A∗v〉
for all u ∈ Dom(A) and v ∈ Dom(A∗). The domain Dom(A∗) is defined to be the
set of all v ∈ H for which there exists w ∈ H such that
〈Au, v〉 = 〈u, w〉 ∀u ∈ Dom(A).
We write A∗v = w.
We say that an operator A is self-adjoint if A = A∗, meaning Dom(A) = Dom(A∗)
and
Au = A∗u ∀u ∈ Dom(A).
Definition 2.6. Let A be a self-adjoint operator. The scalar λ is an eigenvalue
of A, if there exists u ∈ H, u 6= 0 such that
Au = λu.
That is λ is an eigenvalue if and only if (A− λI) is not injective.
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Definition 2.7. We say that A is a bounded operator, if there is a positive constant
C so that ‖Au‖ 6 C‖u‖ for all u ∈ H.
Definition 2.8. Let A be an operator A : Dom(A) −→ H. A is invertible if there
is a bounded operator A−1 : H −→ DomA, such that
AA−1u = u ∀ u ∈ H,
and
A−1Au = u ∀ u ∈ Dom(A).
Definition 2.9. The resolvent operator R(λ,A) of A in H at λ is R(λ,A) =
(λI −A)−1, wherever (λI − A) is invertible.
We define below the spectrum and resolvent set of A, respectively, as
Spec(A) = σ(A) = {λ ∈ C : (A− λ) is not invertible}
P (A) = {λ ∈ C : (A− λ) is invertible}.
The spectrum can be written as
Spec(A) = C\P (A).
Theorem 2.10. Let A be a self-adjoint operator on a Hilbert space H. Then all
eigenvalues of A are real.
Proof. If Au = λu, then
〈λu, u〉 = 〈Au, u〉 = 〈u,Au〉
= 〈Au, u〉 = 〈λu, u〉 = λ¯〈u, u〉
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As ‖u‖ = 〈u, u〉 6= 0 then , λ = λ¯.
Definition 2.11. An operator A : Dom(A)→H is called symmetric if
〈Au, v〉 = 〈u,Av〉 ∀ u, v ∈ Dom(A).
A symmetric operator might or might not have self-adjoint extensions. When a
symmetric operator has a self-adjoint extension and this extension is unique, we
say that this operator is essentially self-adjoint.
Definition 2.12. Let A be a self-adjoint operator on a Hilbert space H. Then A
is called semi-bounded if there exists a constant C such that
〈Au, u〉 > C〈u, u〉 ∀ u ∈ Dom(A).
For essential self-adjointness, there is the known condition in terms of deficiency
subspace and deficiency indices. If A is a symmetric operator then we define the
deficiency indices to be the dimensions of the deficiency subspaces:
L± := {f ∈ Dom(A∗) : A∗f = ±if}
= {f ∈ H ; 〈Ag, f〉 = ±i〈g, f〉 for all g ∈ Dom(A)}.
Theorem 2.13. [28, Theorem 1.2.2] Let A be a symmetric operator on H. Let
{φn}∞n=1 be a complete orthonormal set in H. If φn ∈ Dom(A) and there exists
λn ∈ R such that Aφn = λnφn, then A is essentially self-adjoint. Moreover the
spectrum of the self-adjoint extension is the closure in R of the set of all λn.
Theorem 2.14. [28, Theorem 1.2.7] If A is a symmetric operator on H then
there exists self-adjoint extensions of A if and only if the deficiency indices are
equal. Moreover, the following conditions are equivalent:
1. A is essentially self-adjoint.
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2. The deficiency indices of A are both zero.
2.4 Compact Operators
Let X be a normed vector space. A linear operator from X to X is called compact,
if Dom(A) = X and for every sequence {xn} ⊂ X such that ‖xn‖ 6 C the sequence
{Axn} has a subsequence which converges in X. The set of all compact operators
on X is defined by K(X). Any compact operator on a Hilbert space is bounded.
Theorem 2.15 ( Hilbert-Schmidt Theorem). Let A be a self-adjoint compact
operator on H. Then the spectrum of A is a set of eigenvalues accumulating only
at 0. Moreover there is a complete orthonormal basis {φn} for H so that
Aφn = λnφn
and A can be written as
Aφ =
∞∑
n=1
λn〈φ, φn〉φn ∀ φ ∈ H.
Here we denote
Spec(A) = {λj}∞j=1 ∪ {0}.
Theorem 2.16. [55, Theorem XIII.64] Let A be a self-adjoint operator that is
bounded from below. Then the following are equivalent:
1. (A− µ)−1 is compact for some µ /∈ Spec(A).
2. (A− µ)−1 is compact for all µ /∈ Spec(A).
3. There exists a complete orthonormal basis {φn}∞n=1 in Dom(A) so that Aφn =
µnφn with µ1 6 µ2 6 . . . and µn →∞.
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2.5 The min-max principle
In this section we describe techniques for determining the spectral properties of
self-adjoint operators with compact resolvent. When A is a self-adjoint operator,
semi-bounded from below, then the eigenvalues λ1 6 λ2 6 · · · of A below its
essential spectrum can be characterised by the next theorem.
Theorem 2.17. [55, Theorem XIII.1] Let A be a self-adjoint operator on Hilbert
space H and A be semi-bounded from below. Then
λ1 = min
u∈Dom(A)
a
1(u, u)
a0(u, u)
and for all n ∈ N, we have
λn = min
L⊂Dom(A)
dimL=n
max
u∈L
u 6=0
a
1(u, u)
a0(u, u)
.
2.6 The Galerkin method
The Galerkin method is well known as a very accurate method for approximating
upper bound for eigenvalues. The Galerkin method is backed by the Rayleigh-Ritz
variational principle. When applicable, the Galrkin method represents a powerful
tool in the analysis of spectral properties of linear operators. This method allows
the approximation of the spectrum of a semi-bounded self-adjoint operator. It is
only effective for those eigenvalues lying below the essential spectrum such as the
present context.
Standard numerical techiques such as the finite element method (see below), aim
at solving Galerkin approximation problems in weak form.
Let A be a self-adjoint operator acting on the Hilbert space H and L ⊂ Dom(A).
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Consider the following problem, find λ ∈ R and 0 6= u ∈ L such that
a
1(u, v) = λa0(u, v) ∀v ∈ L. (2.1)
Let {bj}nj=1 be an orthonormal basis of L. The solution of above equation can be
written in matrix form as
A1 = λA0. (2.2)
where the matrices are as in Section 2.1.
The Galerkin method allows us to approximate n eigenvalues of A from the prob-
lem above. The general technique is described in the next theorem which is a
consequence of the previous theorem.
Theorem 2.18. Let A be a self-adjoint operator bounded below with a compact
resolvent. An upper bound for the n-th eigenvalue of A can be computed from
λn 6 min
V⊂L
dimV=n
max
u∈V
u 6=0
a
1(u, u)
a0(u, u)
. (2.3)
By Theorem 2.17 applied to the reduced eigenvalue problem, the right hand side
of (2.3) are the eigenvalues of the problem (2.2). Then the j-th eigenvalue of (2.2)
will be an upper bound for the j-th eigenvalue of A.
For constructing the matrices in (2.2) we prefer the weak formulation (2.1). For
the differential operator H = −d
2
dx
+ V with Dirichlet boundary conditions (to be
examined in Chapter 5) this weak formulation involves integration by parts. This
allows using piecewise linear functions. The advantage of this formulation is that
it reduces the smoothness requirements on the basis function. This method is not
used only for an approximation for the eigenvalues of A, but also could be used
for the eigenfunctions (however this topic will not be discusses presently).
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In order to illustrate the Galerkin method, we consider an example. For the above
operator H the “strong” eigenvalue problem is
−u′′(x) + V (x)u(x) = λu(x) for −L < x < L, (2.4)
and u(−L) = u(L) = 0. Multiply (2.4) by v ∈ C1(−L, L) called a test function.
Integrate over [−L, L] and then by parts,
∫
(−u′′ + V u)v = [u′v]L−L +
∫ L
−L
u′v′ + V uv = λ
∫
uv.
If the function v is required to vanish at x = −L and x = L we get (2.1) in this
case as ∫ L
−L
u′v′ +
∫ L
−L
V uv = λ
∫ L
−L
uv.
In Spectral Theory, the Galerkin method is widely employed in numerical approx-
imation of boundary value problems. The Galerkin method is used in a variety of
applications. It is possible to apply it to approximate the spectrum of operators
acting on infinite dimensional Hilbert spaces, but it also still works as an effec-
tive finite dimensional linear algebra technique. For more details see [22, 51] and
Section 2.8 below.
2.7 The finite element method
The finite element method is one of the computational techniques to approximate
solutions of differential equations. It was first developed by Courant and others
in the 1940s, and it is still one of the best methods in Numerical Analysis. Its
applications range in many areas of Scientific Computing and Engineering.
In this work the application of the finite element method focuses on eigenvalue
problems set by a second-order ordinary differential equation on segments. More-
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over, the problem will be subject to Dirichlet boundary conditions.
The finite element method involves an integral of the differential equation over the
problem domain, that is, the segment in this case. This domain is divided into a
number of subdomains (subsegments) and then integration of simple polynomial
functions is done on each of these subdomains. These polynomials should fit
together so that the approximate solution has an appropriate degree of smoothness
over the entire domain. Below we introduce subspaces which satisfy the required
boundary condition as well as the required regularity.
Let Ξ be an equidistant partition of [−L, L] into n sub-intervals Il = [xl−1, xl] of
length h = 2L
n
. Let
Vh(k, r,Ξ) =
v ∈ Ck(−L, L) :
v↾Il∈ Pr(Il) 1 6 l 6 n
v(−L) = v(L) = 0
 (2.5)
be the finite element space generated by Ck-conforming elements of order r subject
to Dirichlet boundary conditions. Here Pr(Il) are a linear space of polynomials of
order r.
Let u be a vector in the Lebesgue space L2 (−L, L). We denote by ∂αu ≡ u(α) its
derivative of order α = 0, 1, · · · in the weak sense.
Definition 2.19. Let k = 0, 1, 2, · · · the Sobolev space of order k is the linear
space W k,2(−L, L) given by
W k,2(−L, L) = {u ∈ L2(−L, L) |∂αu ∈ L2(−L, L), α 6 k}.
The norm
‖u‖W k,2(−L,L) =
(
k∑
α=0
∫ L
−L
|∂αu|2dµ
)1/2
make W k,2(−L, L) a Hilbert space.
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To any v ∈ W k,2(−L, L) we can associate vh ∈ Vh(k, r,Ξ) by matching the so-
called nodal variables. Here vh is often called the nodal projection of v onto the
finite elements subspace.
Theorem 2.20. [26, Theorem 3.1.6] Let v be a vector in the Sobolev space
W k,2(−L, L). There exists a constant c˜ > 0 such that
‖v − vh‖W k,2(−L,L) 6 c˜hr+1−k.
Here c˜ is independent of h.
An implementation of the finite element method for second order differential op-
erator often leads to sparse matrices A0,A1 and A2. This allows the numer-
ical calculation to be much faster for methods such as Galerkin, quadratic or
Zimmermann-Mertins.
2.8 Other techniques in Numerical Spectral The-
ory
2.8.1 The power method
The power method is the classical method for computing the eigenvalues of finite
matrices. In particular techniques for the approximation of solution of linear
eigenvalue problems
Au = λu u 6= 0, (2.6)
deserve special attention given their simple structure. The numerical estimation
of the eigenvalue λ and eigenvector u can be achieved by means of minimisation
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problems. The Rayleigh quotient
R(u) =
utAu
utu
plays a crucial role in this characterisation.
Assume that A ∈ Rn×n has eigenvalue such that
|λn| > |λn−1| > · · · > |λ1|.
The largest eigenvalue in modulus is forced to be simple. For initial non-zero vec-
tor u0 and v0 =
u0
‖u0‖
, define
uk+1 = Avk
vk+1 =
uk+1
‖uk+1‖
k = 0, · · ·
λn,k+1 = R(vk+1)
Then the k − th iterate vector is such that vk = βkAkv0 for suitable scalar βk.
Moreover, vk aligns with the eigenvector direction xn and
|λn,k − λn| ∼
∣∣∣∣λn−1λn
∣∣∣∣k (generic matrices) (2.7)
|λn,k − λn| ∼
∣∣∣∣λn−1λn
∣∣∣∣2k (Hermitean matrices) (2.8)
as k −→ ∞. Therefore λn,k −→ λn. See [52, Section 5.3] or [36, pp. 406-407].
There is a slight modification of the power method that allows calculation of the
eigenvalue of A, which is smallest in modulus, with the condition 0 < |λ1| < |λ2|
and without any restriction on λn. The so-called inverse power method with initial
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vectors as for the power method, reads
Auk+1 = vk
vk+1 =
uk+1
‖uk+1‖
k = 0, · · ·
µn,k+1 = R(vk+1)
There is not difference between the power method applied to the matrix A−1 and
the inverse power method, as the eigenvalues of A−1 are µj =
1
λn−j+1
, and so they
are swapped in modulus order with respect to the eigenvalues of A. Therefore
µn,k −→ µn = λ−11 , and we have a mean to compute λ1.
For any µ ∈ C not an eigenvalues of A, the matrix B = (A − µI)−1 has its
eigenvalues equal to (µ − λj)−1. In the inverse shifted power method, we replace
the matrix A with the matrix (A−µI) and apply the inverse power method. That
allows us to compute the eigenvalue of A which is closest to µ. For more details
see [5, 23, 46, 57].
The Matlab command ‘eigs’ is used to compute a few eigenvalues of a given matrix
and its basic algorithm implements a method similar to the inverse shifted power
method. The command ‘eig’ works differently. The latter uses algorithms for
matrix factorisation based on the Schur decomposition. Note that Matlab uses
much more sophisticated algorithms than the ones described here to compute
eigenvalues via ‘eig’ and ‘eigs’. See [53, Chapter 6].
The estimates (2.7) and (2.8) have an impact on the design of algorithms for
the implementation of the Quadratic and the Zimmermann-Mertins methods (de-
scribed in chapters 3 and 4), in terms of computational efficiency. The Quadratic
method requires the solution of a quadratic matrix polynomial problem (see (3.2))
which in turns involves the computation of the eigenvalues of a non-hermitean ma-
trix (see (3.4)). Therefore any implementation of computation of eigenvalues using
the Quadratic method will be bound to the estimate (2.7). On the other hand,
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implementing the Zimmermann-Mertins method requires finding the eigenvalues
of a self-adjoint problem (see (4.2)). Therefore its implementation will be sub-
ject to (2.8). In turns, this implies that in terms of computational effort, finding
eigenvalue bounds from the Quadratic method is less efficient.
Remark 2.21. Computing eigenvalues of non-hermitean matrices by means of the
Matlab commands ‘eig’ and ‘eigs’ (employed for all the experiments from chap-
ters 6 and 7), require a far larger number of flops. Hence, for the implementa-
tions considered in this thesis, the Quadratic method is also less efficient than the
Zimermann-Mertins method, in terms of computational complexity.
2.8.2 Spectral pollution in the Galerkin method
Spectral pollution arises when trying to use the Galerkin method to approximate
eigenvalues in gaps of the essential spectrum. The standard approach to deal with
spectral pollution is very much dependent on the nature of the operator A.
Definition 2.22. The discrete spectrum of A, Specdisc(A) is the set of eigen-
value of finite multipilicity. The essential spectrum of A is the remaining part of
Spec(A),
Specess(A) = Spec(A)\ Specdisc(A).
The spectrum of A can be characterised by Weyl’s criterion:
λ ∈ Spec(A)⇐⇒ ∃{uj}∞j=1 ⊂ Dom(A),
‖(A− λ)uj‖
‖uj‖ → 0.
The Weyl sequences are defined by the vectors {uj}∞j=1 (associated to λ). A
singular Weyl sequence is one that is weakly convergent,
uj ⇀ 0 (meaning 〈uj, v〉 → 0 ∀v ∈ H).
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In turns
λ ∈ Specess(A)⇐⇒ ∃{uj}∞j=1 ⊂ Dom(A), uj ⇀ 0 and
‖(A− λ)uj‖
‖uj‖ → 0.
That is the essential spectrum is characterised by singular Weyl sequences. If we
have a situation, where there are eigenvalues of the matrix problem (2.2) accu-
mulating at regions of the resolvent set, we say that we are in the presence of
spectral pollution. The points of these regions are called spurious eigenvalue. In
general, the limit of the spectrum is not the spectrum of the limit when we are in
the presence of spectral pollution.
In general, the Galerkin method does not give any useful information about pos-
sible points of the discrete spectrum lying inside the convex hull of the extend
essential spectrum. In order to explain how spectral pollution arises, consider an
example with compact resolvent.
Let A˜ be an operator such that
Spec(A˜) = {±λj}∞j=1,
where 0 < λj < λj+1 ↑ ∞. Let {φ±j }∞j=1 be an orthonormal basis of eigenfunctions
such that
A˜φ±j = ±λjφ±j .
Then
A˜ =
∞∑
j=1
λj
(|φ+j 〉〈φ+j | − |φ−j 〉〈φ−j |) .
Let
Ln = Span{φ±1 , · · · , φ±n−1,
1√
2
φ+n +
1√
2
φ−n }, (2.9)
and denote by A˜n ≡ A1 the compressed matrix associated to problem (2.2) with
23
Chapter 2: General background
L = Ln. Here note A0 = I. Then
Spec(A˜n) = {±λ1, · · · ,±λn−1, 0}∞j=1.
Therefore note that 0 ∈ Spec(A˜n) for all n, but 0 6∈ Spec(A˜). We say that 0 is a
point of spectral pollution for the Galerkin method in this case. Note that this
example has been taylor made to produce spectral pollution. See [20, Example
4], [43] and [44] for further examples.
Although the techniques developed in this in chapters 3 and 4 have been used to
find numerical methods for avoiding spectral pollution, in this thesis we are going
to examine the use of these techniques for computation of eigenvalue enclosures
when there is no spectral pollution. In general the Galerkin method provides
with only one-side bounds for eigenvalues (upper bounds, if the operator is semi-
bounded below with a compact resolvent). Therefore it is natural to ask whether
it is possible to obtain complementary bounds for eigenvalues with methods which
have a similar character as the Galerkin method.
2.8.3 The Temple-Lehmann formula
One technique for finding complementary bounds for eigenvalues of semi-definite
self-adjoint operator is the Temple-Lehmann formula. Let A a positive self-adjoint
operator on a Hilbert space H with a compact resolvent as above. We suppose
that φ is a function which gives an accurate approximation to the eigenfunction
associated with eigenvalue λj. Lower bounds for λj can be obtained as follows.
Theorem 2.23. [28, Theorem 4.6.3] Let φ ∈ Dom(A) and d be a lower bound to
λj+1. Suppose that
λj 6
〈Aφ, φ〉
〈φ, φ〉 < d 6 λj+1.
Then
λj >
d〈Aφ, φ〉 − 〈Aφ,Aφ〉
d〈φ, φ〉 − 〈Aφ, φ〉 ,
24
Chapter 2: General background
with equality if φ is eigenfunction of A associated with the eigenvalue λj.
The statement of this theorem is often called the Temple-Lehmann formula. For
particular partial differential operators, the goal is to obtain accurate upper and
lower bounds with as little computational cost as possible. The Zimmermann-
Mertins method examined at length in this thesis is a development of this formula.
In the former, no prior computation of φ is needed.
2.8.4 The shooting method
In this subsection, we describe very briefly a further efficient method for comput-
ing eigenvalues. The shooting method is widely applied to linear and non-linear
boundary value problems. Whenever it is convergent, it provides a powerful tool
for eigenvalue calculation.
Assume that the operator A is a differential operator. Consider the eigenvalue
problem
Au(x) = λu(x) − L < x < L,
with Dirichlet boundary condition u(−L) = u(L) = 0. Fixing one boundary condi-
tion and starting with an initial guess λ = λ0, the idea is to integrate the problem
numerically to match (within a specified tolerance) the boundary condition at the
other end. If for λ0 the condition of matching is not satisfied, we re-iterate the
process using a new value λn+1, n ∈ N. The Matlab package ‘chebgui’ implements
the shooting method in some of its routines. For more details see [37, 50].
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2.8.5 A concrete example of eigenvalue computation with
the finite element method
We begin by considering a fundamental example which illustrates the use of the
Galerkin and finite elements method for eigenvalue calculation. Set the eigenvalue
problem
− u′′(x) = λu(x) 0 6 x 6 1
u(0) = u(1) = 0.
(2.10)
Substitution with u(x) = sin(kπx) = uk(x), gives eigenvalues λ = λk = π
2k2 for
k = 1, · · · . Let us explain the construction of the Galerkin method for approxi-
mating these eigenvalues numerically.
Let C20(0, 1) be the linear space of functions u ∈ C20(0, 1) such that u(0) = u(1) = 0.
The Rayleigh quotient for (2.10) is
a
1(u, u)
a0(u, u)
=
∫ 1
0
|u′(x)|2dx∫ 1
0
|u(x)|2dx .
Now use Theorem 2.17 and Theorem 2.18, as follows.
1. Set a basis of L, given by { bj}N−1j=1 .
2. Construct the matrices A1 ∈ C(N−1)×(N−1) and A0 ∈ C(N−1)×(N−1), given by
[A1]jk =
∫ 1
0
b
′
j(x)b
′
k(x)dx [A0]jk =
∫ 1
0
bj(x)bk(x)dx.
3. Compute the eigenvalues µ1 6 µ2 6 · · · 6 µN−1 of the problem (2.2).
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Let us consider the example of a basis of hat functions,
bj(x) =

x−xj−1
xj−xj−1
for xj−1 6 x 6 xj
xj+1−x
xj+1−xj
for xj 6 x 6 xj+1
0 otherwise,
on a uniform mesh of elements with diameter h = 1
N
. This gives
A0 =
h
6

4 1
1 4 1
1
. . .
. . .
. . . 4 1
1 4

and A1 =
1
h

2 −1
−1 2 −1
−1 . . . . . .
. . . 2 −1
−1 2

.
Note that the eigenvalues of
J =

0 1
1 0 1
1
. . .
. . .
. . . 0 1
1 0

are αj = 2 cos(
jπ
N
) for j = 1, · · · , N − 1. As the commutation relation A0A1 =
A1A0 holds true, then we have
µj =
6N2(2− αj)
4 + αj
.
Thus µj ↓ λj = π2j2 as h −→ 0 and
lim
h→0
µj − λj
h2
=
j4π4
12
6= 0,
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for all fixed j ∈ N. Therefore the different between the exact eigenvalue and
the approximating eigenvalue is a factor proportional to h2. This is a concrete
instance of a more general approximation theorem for finite element computation
of eigenvalues (see [63, Theorem 6.1]).
2.9 Why computing enclosures of eigenvalue is
important?
Eigenvalue problems have been systematically studied since around 1850. The
method developed by Courant and others, which led to the formulation of the
technique now known as the Galerkin method, are capable of producing mathe-
matically rigourous one side bounds (upper if the operator is bounded below) for
the eigenvalues of semi-bounded operator with compact resolvent. However the
computation of a priori complementary bounds (such as those produced in the
Temple-Lehmann inequality) is a much more subtle task.
The methods discussed in this thesis address the question of “how to compute
rigorous complementary bounds for eigenvalues” in this, the simplest possible
setting of operators which are semi-bounded and have a compact resolvent.
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The Quadratic method
Second order relative spectra were first considered by Davies [29] in the context of
resonances for general self-adjoint operators. It was then suggested by Shargorod-
sky [59] and subsequently by Levitin and Shargorodsky [43], that second order
spectra can also be employed for the pollution-free computation of eigenvalues in
gaps of the essential spectrum. Properties of second order relative spectra have
been studied recently by Boulton in [11,12], Boulton and Levitin in [17] and Boul-
ton and Strauss in [19]. Based on these observations, convergence and spectral
exactness of the quadratic method was subsequently examined by Boulton, Lev-
itin and Strauss in [11,12,19,20]. Applications to Dirac operators have been been
considered in [13] by Boulton and Boussa¨ıd.
In this chapter we first give a short discussion of how we compute upper and
lower bounds of eigenvalues by means of second order relative spectra. Then we
include a short proof of Shargorodsky’s Corollary [59, Corollary 3.4] for the general
unbounded case (see Theorem 3.8). In our main result (Section 3.3) we study the
convergence of the quadratic method for operators with a compact resolvent.
29
Chapter 3: The Quadratic method
3.1 Basic setting
In this section we describe the basic framework of the so called second order
relative spectrum associated to a self-adjoint operator. The original definition
was given by Davies in [29]. This definition was generalised to be less restrictively
by Levitin and Shargorodsky in [43].
Definition 3.1. Let A be a self-adjoint operator on a Hilbert space H. Let L be a
finite dimensional subspace of Dom(A). A number z ∈ C is said to belong to the
second order spectrum Spec2(A,L) of A relative to L, if there exists u ∈ L such
that
〈(A− zI)u, (A− z¯I)v〉 = 0 ∀v ∈ L.
That is, a complex number z ∈ Spec2(A,L), if and only if there exists u ∈ L
non-zero such that
a
2(u, v)− 2za1(u, v) + z2a0(u, v) = 0 for all v ∈ L. (3.1)
For a basis {bj}nj=1 of L not necessarilly orthonormal, the weakly formulated prob-
lem (3.1) can be solved in matrix form via the quadratic matrix polynomial
Q(z) = A2 − 2zA1 + z2A0. (3.2)
Indeed z ∈ Spec2(A,L) if and only if detQ(z) = 0. The latter is a polynomial in
z of order 2n. Since the Al are all Hermitian, then Q(z)
∗ = Q(z). Hence all the
coefficients of the detQ(z) are real. Thus Spec2(A,L) is a set comprising at most
n different of conjugate pairs, see for example Figure 6.5 and 7.2.
In the following Lemma we explain that the eigenvalues of the matrix polynomial
(3.2) can be found from one of its so-called companion matrices.
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Lemma 3.2. Let Q(z) be defined as (3.2). Then, we have
detQ(z) = 0 ⇐⇒ det(C − zD) = 0 (3.3)
for
C =
 0 I
−A2 2A1
 and D =
I 0
0 A0
 .
Proof. Indeed the assertion that Q(z) is singular, is equivalent to the existence of
u 6= 0 such that
A2u− 2zA1u+ z2A0u = 0.
Denoting v = zu, the latter can be written as
A2u− 2A1v + zA0v = 0.
In turns this is equivalent to 0 I
−A2 2A1
u
v
 = z
I 0
0 A0
u
v
 (3.4)
as needed for the verification of (3.3).
There is another possible linear problem that is equivalent to (3.3). These linear
problems are called companion forms of the matrix polynomial problems. One of
these other possibilities is
C =
 0 I
−A2 0
 and D =
 I 0
−2A1 A0
 .
The proof of the analogous statement is similar to the proof of Lemma 3.2.
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3.2 Analysis of the method
In this section we provide a short proof of Shargorodsky’s Corollary [59, Corol-
lary 3.4] in the unbounded setting, see [13, 43] and Theorem 3.8 below. We then
re-examine mapping properties of the second order spectrum, as described in [20].
The following result is well-known (see [28] and [39]). We add its proof for com-
pleteness.
Theorem 3.3 (Spectral Mapping Theorem). Let A be a self-adjoint operator. Let
z be in the resolvent set which is defined by B = (A− zI)−1. If λ is an eigenvalue
of A and z 6= λ then
λ ∈ Spec(A) if and only if 1
λ− z ∈ Spec(B).
Proof. All parts of the theorem are consequences of the following identity. For all
u ∈ Dom(A), we have
(A− λI)u = (λ− z) [(λ− z)−1I − B] (A− zI) u
= (λ− z) (A− zI) [(λ− z)−1I − B]u.
The position of the points on the second order relative spectrum on the complex
plane, provide information about the position of Spec(A). In order to see how
these two sets are connected, we consider the following upper approximation of
the distance from any point z ∈ C to Spec(A), see [29].
Let F : C −→ [0,∞) be given by
F (z) = min
06=v∈L
‖(z − A)v‖
‖v‖ . (3.5)
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Then F (z) is an upper bound on the Hausdorff distance from z to the spectrum
of A,
dist[z, Spec(A)] = min{|z − λ| : λ ∈ Spec(A)}.
Theorem 3.4. [28, Theorem 1.3.2] Let A a self-adjoint operator on Hilbert space
H. If z /∈ Spec(A) then
‖(z −A)−1‖ = 1
dist[z, Spec(A)]
.
Lemma 3.5. For any z ∈ C, we have
F (z) > dist [z, Spec(A)] . (3.6)
Proof. By the definition of F (z) and the fact that L ⊂ Dom(A), it follows directly
that
F (z) > inf
v∈Dom(A)
‖(z −A)v‖
‖v‖
=
(
sup
u∈H
‖(z − A)−1u‖
‖u‖
)−1
= ‖(z − A)−1‖−1
= dist[z, Spec(A)].
The latter equality is a consequence of using Theorem 3.4.
For x ∈ R close to Spec(A), F (x) is small according to the previous lemma. We
can establish a precise connection between the second order spectrum of A relative
to L and F (x) by means of the following function,
G(z) = min
v∈Cn
‖Q(z)v‖
‖v‖ for z ∈ C.
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We obtain
Spec2(A,L) = {z ∈ C : G(z) = 0}.
Lemma 3.6. Assume that {bj}nj=1 is an orthonormal set, so that A0 = I. Then
G(x) = F (x)2 ∀x ∈ R.
Proof. Firstly note that
‖(x−A)v‖2 = 〈(x−A)v, (x− A)v〉
=
〈
n∑
j=1
vˆ(j)(x− A)bj ,
n∑
k=1
vˆ(k)(x− A)bk
〉
=
n∑
jk=1
vˆ(j)vˆ(k)a2x(bj , bk) = 〈Q(x)v, v〉.
Then Q(x) is non-negative for x ∈ R and
F (x)2 = min
v∈Cn
〈Q(x)v, v〉
‖v‖2
= min [SpecQ(x)] =
(
min
[
SpecQ(x)2
])1/2
=
(
min
v∈Cn
〈Q(x)2v, v〉
‖v‖2
)1/2
=
(
min
v∈Cn
‖Q(x)v‖2
‖v‖2
)1/2
= G(x).
Lemma 3.7. If G(µ) = 0 then F (Reµ) 6 | Imµ|
Proof. Let µ = α + iβ, α, β ∈ R. Then
〈(µ− A)u, (µ¯− A)v〉 = a2α(u, v) + 2iβa1α(u, v)− β2a0(u, v). (3.7)
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Let u ∈ L be such that
〈(µ− A)u, (µ¯− A)v〉 = 0 ∀v ∈ L.
Then either β = 0, in which case α ∈ Spec(A) and u ∈ Ker(α − A), or β 6= 0. If
the latter happens, we use (3.7) for u = v to get
‖(α−A)u‖2 − β2‖u‖2 + 2iβa1α(u, u) = 0,
so β2 = ‖(α−A)u‖
2
‖u‖2
and a1α(u, u) = 0. Hence, according to (3.6),
|β| = ‖(α−A)u‖‖u‖ > F (α).
By virtue of this lemma and the fact that both F (z) and G(z) are continuous, if
G(z) = 0 for z close to R, then one should expect that F (Re(z)) is small. From
(3.6), it then follows that Re(z) is close to the spectrum of A in this case. A
precise statement on this matter was first established by Shargorodsky. Below we
include a proof which is independent from the one presented in [59].
µlow µup
µ
Figure 3.1: The interval intersecting the spectrum of A according to Theorem 3.8.
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In fact, if z belongs to the second order relative spectrum of A and the imaginary
part is small, there is a point of the spectrum of A close to Re z. See Figure 3.1.
Theorem 3.8 (Shargorodsky). For µ ∈ Spec2(A,L), let
µup = Re(µ) + | Im(µ)| and µlow = Re(µ)− | Im(µ)|.
Then
[µlow, µup] ∩ Spec(A) 6= ∅.
Proof. From Lemma 3.7 we know that
if G(µ) = 0 then F (Reµ) 6 | Imµ|.
Hence, according to (3.6),
| Imµ| > dist[Reµ, Spec(A)].
A numerical method for computing bounds on points in Spec(A) arises natu-
rally from this theorem. Given L ⊂ Dom(A), compute those conjugate pairs of
Spec2(A,L) which are close to the real line. These will give small intervals enclos-
ing points in Spec(A). This method has been referred-to as the quadratic method
and its implementation in concrete models has been examined in [13,17,20,43,64].
If (a, b) is an open interval in the real line and D(a, b) is the open disk in the
complex plane with diameter (a, b). The disk has a center a+b
2
and radius b−a
2
.
Let D[a, b] be the corresponding closed disk. If Spec(A) does not intersect the
interval (a, b) then we can write the result below by Levitin and Shargorodsky
(see Theorem 3.9). In fact this is a better result than Theorem 3.8. However the
proof in Theorem 3.8 is simpler.
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Theorem 3.9. [43, Theorem 5.2] Let A be a self-adjoint operator on a Hilbert
space and L ⊂ Dom(A). Suppose a, b ∈ R are such that
(a, b) ∩ Spec(A) = ∅.
Then
D(a, b) ∩ Spec2(A,L) = ∅.
For A bounded, Spec(A) is bounded from above and below. Let
λlow = min{λ : λ ∈ Spec(A)} and λup = max{λ : λ ∈ Spec(A)}
Then
Spec2(A,L) ⊂ D [λlow, λup]
see [59, Theorem 3.1]. The following result is [64, Corollary 2.1].
Corollary 3.10. Let A be a self-adjoint operator on a Hilbert space and let L ⊂
Dom(A). If Spec(A) is bounded from below then
λlow 6 Re z for all z ∈ Spec2(A,L).
If Spec(A) is bounded from above then
λup > Re z for all z ∈ Spec2(A,L).
In Section 3.3 we will give conditions on L ensuring spectral exactness, that is
convergence of Spec2(A,L) to Spec(A) in some precise regime n→∞.
The quadratic method is based on the idea that the truncated operator (A− z)2|L
will be non-invertible for z close to the real line, only if z is close to the spec-
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trum of A. Hidden behind this assertion lies the fact that we have an under-
lying spectral mapping theorem for quadratic projected operators as described
by [20, Lemma 2.6], which does not hold in general for the classical Galerkin
method, [14, Remark 4]. This mapping theorem is described next and it will be
crucial in our examination of convergence in Section 3.3.
Lemma 3.11. Let a ∈ R \ Spec(A). Then
z, z ∈ Spec2(A,L) ⇐⇒ w,w ∈ Spec2(B,G)
where w = (z − a)−1, B = (A− a)−1 and G = (A− a)L.
Proof. Without loss of generality we can assume that z (and hence w) are non-
real. Otherwise, the stated result follows directly from Therorem 3.3 combined
with Theorem 3.8. Let u, v ∈ L and
u˜ = (A− a)u ∈ G and v˜ = (A− a)v ∈ G.
So,
〈(B − w)u˜, (B − w)v˜〉
= 〈(B − w)(A− a)u, (B − w)(A− a)v〉
= 〈((A− a)−1 − (z − a)−1) (A− a)u,((A− a)−1 − (z − a)−1) (A− a)v〉
= 〈(I − (z − a)−1(A− a))u, (I − (z − a)−1(A− a)) v〉
= 〈(z − a)−1 ((z − a)− (A− a)) u, (z − a)−1 ((z − a)− (A− a)) v〉
= (z − a)−2〈(zI − A)u, (zI −A)v〉.
Since z 6= a, then the left hand side will vanish if and only if the second term on
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the right vanishes. From the definition of the second order spectrum, this implies
directly the desired statement.
At first sight it might seem that the quadratic method is numerically too expensive
for practical purposes, as it reduces to computing conjugate pairs which are the
eigenvalues of a quadratic matrix polynomial problem. It is indeed true that,
ultimately, the problem reduces to computing the eigenvalues of a companion
matrix such as (3.4), and that this matrix is not normal, so numerical calculation
of its eigenvalues is intrinsically more unstable than computing the eigenvalues
of a Hermitean matrix problem. On the other hand however, as suggested by
Theorem 3.8, the method is extremely robust. Given any linear subspace L of
the domain of A, projection onto the real line of Spec2(A,L) always provides true
information about the spectrum of A.
3.3 Convergence
Assume that a sequence of subspaces L increases towards Dom(A). We now
establish a precise condition on this sequence, in order to ensure that points in
the second order spectrum of A relative to L approach the real line and hence the
spectrum.
Spectral exactness of the quadratic method has been examined in detail in [11,12,
20]. The result [20, Theorem 3.4] provides a precise estimate on the convergence
rate of the second order spectrum to the discrete spectrum. As it turns, see [20,
§4(b)], the rate derived from this result is generally sub-optimal. Our main goal
now is to improve the estimate on the order of this convergence for operators
with a compact resolvent. The two crucial ingredients in our proof below are the
original statement of convergence [20, Theorem 3.4] for the case of a bounded
operator and the mapping property determined by Lemma 3.11.
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Without further mention below the open ball of radius ρ > 0 in the complex plane
centered at b ∈ R will be B(ρ, b). The distance between a point λ ∈ Spec(A) and
Spec(A) \ {λ} will be denoted by
d(λ,A) = dist(λ, Spec(A) \ {λ}).
λj−1 λj
λj+1
d
d (λ,A)
B(Kε1/2, λ)
Figure 3.2: The ’blue ball’ is B (d (λ,A) , λ), the ’green ball’ is B (d, λ) and the ’red
ball’ is B(Kε1/2, λ). Illustration showing that Spec2(A,L)∩B (d, λ) ⊂ B(Kε1/2, λ),
in Corollary 3.13.
Theorem 3.12. Let B be a compact operator. Let 0 6= µ ∈ Spec(B) and E =
{φ1, . . . , φm} be an orthonormal basis of Ker(B − µ). Let
0 < d˜ < d(µ,B)
be fixed. There exist κ > 0 and δ0 > 0 only dependant on d˜ and B, ensuring the
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following. If G ⊂ H is such that
max
φ∈E
min
v∈G
‖v − φ‖ 6 δ
for some 0 < δ < δ0, then
Spec2(B,G) ∩ B(d˜, µ) ⊂ B(κδ1/2, µ).
Proof. This is a direct consequence of [20, Theorem 3.4].
In the following corollary, recall that we are assuming that the operator A has a
compact resolvent. In Figure 3.2 we draw the disks involved in proof of the next
corollary.
Corollary 3.13. Let λ ∈ Spec(A) and E = {φ1, . . . , φm} be an orthonormal basis
of Ker(A− λ). Let
0 < d < d(λ,A)
be fixed. There exist K > 0 and ε0 > 0 only dependant on d and A, ensuring the
following. If L ⊂ Dom(A) is such that
max
φ∈E
min
u∈L
(‖u− φ‖+ ‖A(u− φ)‖) 6 ε
for some 0 < ε < ε0, then
Spec2(A,L) ∩ B (d, λ) ⊂ B(Kε1/2, λ).
Proof. Let
a ∈ R \
(
Spec(A) ∪ [λ− 2d(λ,A), λ+ 2d(λ,A)]
)
.
The existence of a is ensured by the fact that A has compact resolvent. Let
B = (A − a)−1. We combine Lemma 3.11 with Theorem 3.12 for G = (A − a)L,
µ = (λ− a)−1 and d˜, as follows.
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Let
f(z) =
1
z − a and g(w) =
1 + wa
w
.
Note that f(z) is a conformal mapping and g(w) is its inverse. Moreover
f(Spec(A) ∪ {∞}) = Spec(B) and g(Spec(B)) = Spec(A) ∪ {∞}.
According to Lemma 3.11,
f(Spec2(A,L)) = Spec2(B,G) and g(Spec2(B,G)) = Spec2(A,L).
We define d˜ as the radius of the disk f(B (d, λ)), so that
B(d˜, µ) = f(B (d, λ)).
By construction B(d˜, µ) ( B(d(µ,B), µ), so that 0 < d˜ < d(µ,B).
Let δ0 and κ be the constants found by Theorem 3.12 with the above data. Let
0 < δ < δ0. Let
ε0 =
d(λ,A)
1 + a
min
{
2δ0,
|µ|2
2κ2
}
.
If
‖u− φ‖+ ‖A(u− φ)‖ < ε < ε0
for u ∈ L and φ ∈ E , then
‖(A− a)u˜− φ‖ = ‖(A− a)u˜− λ− a
λ− aφ‖
=
1
|λ− a|‖(A− a)(u− φ)‖
6
1
2d(λ,A)
(a‖u− φ‖+ ‖A(u− φ)‖)
6
1 + a
2d(λ,A)
ε = δ < δ0
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for u˜ = 1
λ−a
u. By taking v = (A− a)u˜ ∈ G we get
‖v − φ‖ 6 δ < δ0.
Thus the hypothesis of this corollary implies the hypothesis of Theorem 3.12 with
the above choice of δ0. Hence
Spec2(A,L) ∩ B(d, λ) = g
(
Spec2(B,G) ∩ B(d˜, µ)
)
⊂ g (B(κδ1/2, µ)) .
The radius of the latter is
κK
1/2
1
|µ||µ− κK1/21 ε1/2|
ε1/2 for K1 =
1 + a
2d(λ,A)
.
In turns the condition on ε0 ensures that
κK
1/2
1
|µ||µ− κK1/21 ε1/2|
6
2κK
1/2
1
|µ|2 = K.
Thus
g
(
B(κδ1/2, µ)
) ⊂ B(Kε1/2, λ)
verifies the validity of the corollary.
The result has published in [20] is written a condition as follow. Let v ∈ L ⊂
Dom(A2) such that
‖A2(u− φ)‖+ ‖A(u− φ)‖+ ‖u− φ‖ 6 ε.
Then, we have
dist(Spec2(A,L), Spec(A)) 6 cˆ ε1/4.
The conclusion of the improvement of the convergence in Corollary 3.13 is as
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follows. If v ∈ L ⊂ Dom(A) is such that
‖A(u− φ)‖+ ‖u− φ‖ 6 ε
then, we have
dist(Spec2(A,L), Spec(A)) 6 c˜ ε1/2.
Therefore, the condition in our corollary is less restrictive than the condition in
[20]. Moreover, we can drop the condition of compactness but we need to consider
isolated eigenvalues of finite multiplicity. Our goal in this corollary is ensuring
that whole spectrum is captured. For convergence of second order spectrum, we
do not know if there is convergence to the essential spectrum [60]. This is one of
the reasons to consider our operators with a compact resolvent. In Chapter 5, we
are going to apply Corollary 3.13 to Schro¨dinger operators (see Corollary 5.7).
Remark 3.14. The same technique of proof as in Corollary 3.13 can be used to
show a local convergence result for isolated eigenvalue of finite multiplicity by using
the results in [60].
We will see in chapters 6 and 7 that the conclusion of this corollary is sub-optimal
in the power of the parameter ε (see Remark 6.1). However the result found
in this thesis supersedes significantly [20, Theorem 3.4] in the general case of A
unbounded.
The technique described in the next chapter is closely connected with the quadratic
method. It has the advantages that the matrix problem to be solved after reduction
to a finite-dimensional space is Hermitean. However it usually requires some prior
information about Spec(A) and in general does not apply to arbitrary L.
In chapters 6 and 7, we will compare the accuracy between the quadratic method
and the method of the next chapter in a practical setting.
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The Zimmermann-Mertins
method
The neat formulation by Zimmermann and Mertins [68] (see also [32, Section 6])
of the Lehmann-Maehly-Goerisch method [34, 35, 40, 42, 45] (see also [67, Chap-
ter 4.11]) supersedes significantly the Temple-Lehmann inequality (see Subsec-
tion 2.8.3). In recent years, this method has been successfully implemented in
the context of the radially reduced magnetohydrodynamics operator [21, 68], the
Helmholtz equation [8], the calculation of sloshing frequencies in the semi-definite
case [7] and the Maxwell operator in [6]. In its most basic framework, this formula-
tion involves fixing a “shift” parameter t ∈ R and then characterising the spectrum
which is adjacent to t by means of a combination of the min-max Principle (see
Section 2.5) with the Spectral Mapping Theorem.
The main contribution of this chapter is now to be highlighted. We determine
how the choice of t affects the quality of the eigenvalue bound (see Theorem 4.6).
On the other hand, we establish explicit convergence estimates, in terms of how
well spectral subspaces in a neighbourhood of t are captured by the underlying
trial subspaces (see Theorem 4.14). This is a special case of the strongly indefinite
case which has been studied in [6, Section 4].
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Below we first describe a formulation of the most basic framework in the approach
described in [68]. Then, we consider the general case for computing enclosures for
all the eigenvalues. In Section 4.4 we determine how the choice of the parameter t
affects the quality of the eigenvalue bounds (Theorem 4.6). Properties of conver-
gence are then established in Section 4.5. Our main contribution in this chapter
is Theorem 4.6.
4.1 The basic eigenvalue problem
We begin by describing the main theoretical framework. As for the case of the
quadratic method, its formulation involves the weak form associated to the oper-
ator (A− t)2. However, now we fix a suitable t ∈ R. If u ∈ L \ {0}, then we seek
for τ ∈ R such that
τ a2t (u, v) = a
1
t (u, v) ∀v ∈ L. (4.1)
For a basis {bj}nj=1 of L not necessarily orthonormal, the weakly formulated prob-
lem (4.1) can be solved in matrix form via the linear eigenvalue problem
τ
[
A2 − 2tA1 + t2A0
]
= A1 − tA0. (4.2)
Letting
Ct = A2 − 2tA1 + t2A0 and Dt = A1 − tA0,
this obvious can be written as
Ctu = µDtu.
In the numerical computations below we find τ from the solution of this linear
eigenvalue problem. The eigen-solutions of this problem give information about
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the spectrum of A lying around t, and its corresponding eigenspace. In the next
section, we consider the single eigenvalue approximation case.
4.2 Motivation of the method
In order to illustrate the general technique, we first consider the case of approxi-
mation of upper and lower bounds for single eigenvalues. See [32].
Let x < y be such that
(x, y) ∩ Spec(A) = {λ}
and let L ⊂ Dom(A) be such that
x < max
u∈L\{0}
a
1(u, u)
a0(u, u)
and y > min
u∈L\{0}
a
1(u, u)
a0(u, u)
. (4.3)
Then (4.1) for t = x and t = y leads to upper and lower bounds for λ respectively,
as follows. Let
τ+1 (x) = max
u∈L
a
1
x(u, u)
a2x(u, u)
and τ−1 (y) = min
u∈L
a
1
y(u, u)
a2y(u, u)
. (4.4)
Lemma 4.1. Let L be such that (4.3) holds true. Then, τ+1 (x) > 0 and τ−1 (y) < 0.
Moreover,
y +
1
τ−1 (y)
6 λ 6 x+
1
τ+1 (x)
.
Proof. We start to prove the inequality on the left hand side. Condition (4.3) on
y implies τ−1 (y) < 0.
Let L̂ = (A − y)L. According to the Spectral Mapping Theorem (Theorem 3.3)
47
Chapter 4: The Zimmermann-Mertins method
and the min-max principle in Section 2.5,
(λ− y)−1 = min[Spec(A− y)−1]
= min
v∈Dom(A)
〈(A− y)−1v, v〉
‖v‖2
6 min
v∈L̂
〈(A− y)−1v, v〉
‖v‖2
= min
u∈L
〈u, (A− y)u〉
〈(A− y)u, (A− y)u〉
= min
u∈L
〈(A− y)u, u〉
〈(A− y)u, (A− y)u〉
= min
u∈L
a
1
y(u, u)
a2y(u, u)
= τ−1 (y).
For the other inequality, putting L˜ = (A− x)L gives
(λ− x)−1 = max[Spec(A− x)−1]
= max
v∈Dom(A)
〈(A− x)−1v, v〉
‖v‖2
> max
v∈L˜
〈(A− x)−1v, v〉
‖v‖2
= max
u∈L
〈u, (A− x)u〉
〈(A− x)u, (A− x)u〉
= max
u∈L
〈(A− x)u, u〉
〈(A− x)u, (A− x)u〉
= max
u∈L
a
1
x(u, u)
a2x(u, u)
= τ+1 (x)
and the proof follow similarly as in the previous case.
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The first step of proof in both cases are illustrated in Figure 4.1 and 4.2.
λˆ λ y λ˜
1
λ−y
1
λˆ−y 0
1
λ˜−y
Figure 4.1: The smallest eigenvalue in Spec(A− y)−1 when y is above the eigen-
value directly.
λ˜ x λ λˆ
1
λ˜−x 0
1
λˆ−x
1
λ−x
Figure 4.2: The largest eigenvalue in Spec(A−y)−1 when x is below the eigenvalue
directly.
4.3 General formulation of the method
Fix t ∈ R. Let ℓ ≡ ℓ(t) be the number of eigenvalues of A which are below t
counting multiplicity. we write λ0 = −∞ and ℓ(t) = 0 when t < min Spec(A).
For t /∈ SpecA, (Dom(A), |u|t) is a Hilbert space with inner product a2t (u, v) and
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norm
|u|t = a2t (u, u)1/2.
According to the min-max principle, the eigenvalues of A below t are characterised
by the quantities
µ−j ≡ µ−j (t) = min
V⊂Dom(A)
dimV=j
max
u∈V
u 6=0
a
1
t (u, u)
a2t (u, u)
, (4.5)
for j = 1, . . . , ℓ(t) and those above t are characterise by the quantities
µ+j ≡ µ+j (t) = max
V⊂Dom(A)
dimV=j
min
u∈V
u 6=0
a
1
t (u, u)
a2t (u, u)
. (4.6)
We make this statement precise in the following lemma. Here and everywhere
below, the index j is counting multiplicities.
Lemma 4.2. Let t 6∈ Spec(A). Then, we have
µ−j (t) =
1
λℓ(t)−j+1 − t ∀j = 1, . . . , ℓ(t)
and
µ+j (t) =
1
λℓ(t)+j − t ∀j = 1, 2, . . . .
Proof. The first case is as follows:
µ−j = min
V⊂Dom(A)
dimV=j
max
u∈V
u 6=0
a
1
t (u, u)
a2t (u, u)
= min
V⊂Dom(A)
dimV=j
max
u∈V
u 6=0
〈(A− t)u, u〉
〈(A− t)u, (A− t)u〉
= min
W⊂H
dimW=j
max
v∈W
〈v, (A− t)−1v〉
〈v, v〉 .
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Here
V = (A− t)−1W and W = (A− t)V
where dimV = dimW . Therefore µ−j is the eigenvalue of (A − t)−1 which is on
the jth position closer to 0. As there are exactly ℓ(t) eigenvalues of A below t,
according to the Spectral Mapping Theorem (Theorem 3.3), there are exactly ℓ(t)
of these µ−j which are negative. Due to the ordering of the eigenvalues of A relative
to t, the index j on the µ−j corresponds to that of the eigenvalues λℓ(t)−j+1. Thus
µ−j =
1
λℓ(t)−j+1 − t .
The second case is as follows:
µ+j = max
V⊂Dom(A)
dimV=j
min
u∈V
u 6=0
a
1
t (u, u)
a2t (u, u)
= max
V⊂Dom(A)
dimV=j
min
u∈V
u 6=0
〈(A− t)u, u〉
〈(A− t)u, (A− t)u〉
= max
W⊂H
dimW=j
min
v∈W
〈v, (A− t)−1v〉
〈v, v〉 .
In this case we take into account the fact that we have infinitely many eigenvalues
µ+j of A above t, which accumulate at 0 from the right. Thus
µ+j (t) =
1
λℓ(t)+j − t .
See figures 4.1 and 4.2.
This motivates the following definition. Assume that the problem (4.1) has exactly
m− ≡ m−(t) negative eigenvalues and m+ ≡ m+(t) positive eigenvalues. We will
see below that m− = ℓ(t) for L is sufficiently close to the eigenspace associated
to {λ1, . . . , λℓ}. However in general we can assert the following. Let τ−j ≡ τ−j (t)
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denote these negative eigenvalues and τ+j ≡ τ+j (t) denote the positive eigenvalues
of (4.1) respectively, for j = 1, . . . , m±.
Lemma 4.3. For t 6∈ Spec(A), we have
τ−j (t) = min
V⊂L
dimV=j
max
u∈V
u 6=0
a
1
t (u, u)
a2t (u, u)
∀j = 1, . . . , m−(t) (4.7)
and
τ+j (t) = max
V⊂L
dimV=j
min
u∈V
u 6=0
a
1
t (u, u)
a2t (u, u)
∀j = 1, . . . , m+(t). (4.8)
Proof. From min-max principle applied to the matrix problem.
From (4.5),(4.6),(4.7) and (4.8) we get
µ−j = min
V⊂Dom(A)
dimV=j
max
u∈V
u 6=0
a
1
t (u, u)
a2t (u, u)
6 min
V⊂L
dimV=j
max
u∈V
u 6=0
a
1
t (u, u)
a2t (u, u)
= τ−j (t)
(4.9)
and,
µ+j = max
V⊂Dom(A)
dimV=j
min
u∈V
u 6=0
a
1
t (u, u)
a2t (u, u)
> max
V⊂L
dimV=j
min
u∈V
u 6=0
a
1
t (u, u)
a2t (u, u)
= τ+j (t).
(4.10)
This ensures the validity of the following generalisation of Lemma 4.1. This was
first shown by Zimmermann-Mertins in [68, Therorem 4.2]. See also the result
of Davies and Plum in [32, Theorem 11] and that of Barrenechea, Boulton and
Boussa¨ıd in [6, Corollary 7].
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Lemma 4.4. Let t 6∈ Spec(A). Then
t +
1
τ−j (t)
6 λℓ(t)−j+1 ∀j = 1, . . . , m−(t)
and
t+
1
τ+j (t)
> λℓ(t)+j ∀j = 1, . . . , m+(t).
Proof. We first show the first statement. From (4.9) we immediately get
τ−j > µ
−
j so
1
µ−j
>
1
τ−j
.
Then, according to Lemma 4.2,
λℓ+1−j − t > 1
τ−j
thus λℓ+1−j > t +
1
τ−j
.
Now the other statement. From (4.10) we immediately get
τ+j 6 µ
+
j so
1
µ+j
6
1
τ+j
.
Similarly to the previous case, according to Lemma 4.2,
λℓ(t)+j − t 6 1
τ+j
thus λℓ+1−j 6 t +
1
τ−j
.
In view of Lemma 4.4, the inverse residuals τ±j give lower and upper bounds for
the eigenvalues of A which are below and above t, respectively.
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4.4 Improving the accuracy of the method
In this section, we explore a new technique to get more accurate bounds for the
eigenvalues. The main important result in this chapter is Theorem 4.6. We show
how the choice of the parameter t affects the quality of the eigenvalue bounds. To
be more precise, the inverse residuals τ±j (t) introduced in Section 4.3 depend on
the choice of the parameter t ∈ R. Therefore the quality of the bounds established
in Lemma 4.4 depend on the latter. In this section we examine the optimality of
the bounds given in Lemma 4.4 and show that this is achieved as t moves away
from the eigenvalue of interest. We formulate our results in terms of t ± R for a
fixed value of t and move R along (0,∞). See Theorem 4.6.
Recall that we pick λℓ(s) < s < λℓ(s)+1, in order to find lower bound for λ1 6 λ2 6
. . . 6 λℓ(s) and upper bounds for λℓ(s)+1 6 λℓ(s)+2 6 . . . respectively.
Lemma 4.5. Let s, t 6∈ Spec(A) be such that t < s. Assume that u ∈ L is such
that either a1t (u, u) < 0 or a
1
s(u, u) > 0. Then
t+
a
2
t (u, u)
a1t (u, u)
6 s+
a
2
s(u, u)
a1s(u, u)
. (4.11)
Proof. Let u be as in the hypothesis. Without loss of generality we can assume
that ‖u‖ = 1. By the Cauchy-Schwarz inequality,
(
a
1
t (u, u)
)2
=
∣∣∣〈(A− t)u, u〉∣∣∣2
6 〈(A− t)u, (A− t)u〉〈u, u〉
= 〈(A− t)u, (A− t)u〉 = a2t (u, u).
Then
0 6 (s− t)
(
a
2
t (u, u)−
(
a
1
t (u, u)
)2)
.
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Hence
a
1
t (u, u)a
2
t (u, u)− (s− t)a2t (u, u) 6 a1t (u, u)a2t (u, u)− (s− t)
(
a
1
t (u, u)
)2
.
According to the hypothesis, either both a1t (u, u) and a
1
s(u, u) are positive or both
are negative. Thus
a
2
t (u, u)
a1t (u, u)
6
a
2
t (u, u)− (s− t)a1t (u, u)
a1t (u, u)− (s− t)a0(u, u)
=
a
2
s(u, u)
a1s(u, u)
+ s− t.
Theorem 4.6. Let t ∈ R and R > 0 be such that
{t− R, t, t+R} ∩ Spec(A) = ∅.
Then
t+
1
τ−j (t)
6 t+R +
1
τ−k (t+R)
6 λℓ(t+R)−k+1 ∀

k = 1, . . . , m−(t)
j = 1, . . . , k
and
λℓ(t−R)+k 6 t−R + 1
τ+k (t− R)
6 t+
1
τ+j (t)
∀

k = 1, . . . , m+(t)
j = 1, . . . , k.
Proof. For the lower bound case, let V − ⊂ L with dimV − = j be such that there
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exists u−j ∈ V − with a1t (u−j , u−j ) < 0 and
τ−j (t) = min
V⊂L
dimV=j
max
u∈V
u 6=0
a
1
t (u, u)
a2t (u, u)
= max
u∈V −
u 6=0
a
1
t (u, u)
a2t (u, u)
=
a
1
t (u
−
j , u
−
j )
a2t (u
−
j , u
−
j )
.
Since k > j, we have
τ−k (t+R) = min
V⊂L
dimV=k
max
u∈V
u 6=0
a
1
t+R(u, u)
a2t+R(u, u)
6 max
u∈V −
u 6=0
a
1
t+R(u, u)
a2t+R(u, u)
=
a
1
t+R(v
−
k , v
−
k )
a2t+R(v
−
k , v
−
k )
for a special (maximising) vector v−k ∈ V −. Since both sides of this inequality are
negative, then
1
τ−k (t+R)
>
a
2
t+R(v
−
k , v
−
k )
a1t+R(v
−
k , v
−
k )
.
Hence, by applying (4.11) with s = t +R,
t +
1
τ−j (t)
= t +
a
2
t (u
−
j , u
−
j )
a1t (u
−
j , u
−
j )
6 t+
a
2
t (v
−
k , v
−
k )
a1t (v
−
k , v
−
k )
6 t+R +
a
2
t+R(v
−
k , v
−
k )
a1t+R(v
−
k , v
−
k )
6 t+R +
1
τ−k (t+R)
.
Note that we can do all this for j and hence k running from 1 to m−(t).
For the upper bound case, let s = t − R in Lemma 4.5. Since a1t (u, u) > 0, by
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re-writing (4.11) we get
t−R + a
2
t−R(u, u)
a1t−R(u, u)
6 t+
a
2
t (u, u)
a1t (u, u)
.
Let V + ⊂ L with dimV + = j and special vectors u+j such that a1t (u+j , u+j ) > 0
and
τ+j (t) = max
V⊂L
dimV=j
min
u∈V
u 6=0
a
1
t (u, u)
a2t (u, u)
= min
u∈V −
a
1
t (u, u)
a2t (u, u)
=
a
1
t (u
+
j , u
+
j )
a2t (u
+
j , u
+
j )
.
Since k > j, we have
τ−k (t−R) = max
V⊂L
dimV=k
min
u∈V
u 6=0
a
1
t−R(u, u)
a2t−R(u, u)
> min
u∈V −
a
1
t−R(u, u)
a2t−R(u, u)
=
a
1
t−R(v
+
k , v
+
k )
a2t+R(v
+
k , v
+
k )
for special vector v+k ∈ V + such that a1t (v+k , v+k ) > 0. Since both sides of this
inequality are positive, then
1
τ+k (t− R)
6
a
2
t−R(v
+
k , v
+
k )
a1t−R(v
+
k , v
+
k )
.
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By applying (4.11) and adding t− R on both side, we get
t− R + 1
τ+j (t−R)
6 t− R + a
2
t−R(v
+
k , v
+
k )
a1t (v
+
k , u
+
k )
6 t+
a
2
t (v
+
k , v
+
k )
a1t (v
+
k , v
+
k )
6 t+
a
2
t (u
+
j , u
+
k )
a1t (u
+
j , u
+
j )
= t +
1
τ+k (t)
.
In this theorem we get more accurate upper and lower bounds for eigenvalues as
we get further from them. See figures 6.12, 6.13 and 7.9.
Remark 4.7. The situation to highlight in this theorem is that when there are no
eigenvalues between t and t ± R. In this case we observe that the bound obtained
from t±R with the correct multiplicity is sharper than that obtained at t.
From the general idea described above, we now consider the specific case of esti-
mating a group of m eigenvalues,
{λ1 6 . . . 6 λm} ⊂ Spec(A).
We will find upper bounds for these eigenvalues from a fixed t− < λ1 and lower
bounds from λm < t
+. We denote these bounds by
λ¯j,up(t
−) = t− +
1
τ+j (t
−)
and
λ¯j,low(t
+) = t+ +
1
τ−p−j+1(t
+)
j = 1, . . . , m
where p = p(t+) is the number of eigenvalues below t+.
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Corollary 4.8. Suppose that t− < λj < t
+ for all j = 1, . . . , m. Choose s+ > t+
and s− 6 t−. Let
tol(s−, s+, j) =
∣∣∣λ¯j,up(s−)− λ¯j,low(s+)∣∣∣ and
tol(t−, t+, j) =
∣∣∣λ¯j,up(t−)− λ¯j,low(t+)∣∣∣
for all j = 1, . . . , p(t+). Then,
tol(s−, s+, j) 6 tol(t−, t+, j).
Proof. Let s+ = t++R+ and s− = t−−R− for R± > 0. According to Theorem 4.6,
λ¯j,low(t
+) 6 λ¯j,low(s
+) < λj
and
λj < λ¯j,up(s
−) 6 λ¯j,up(t
−).
So
|λ¯j,up(s−)− λ¯j,low(s+)| 6 |λ¯j,up(t−)− λ¯j,low(t+)|.
4.5 Convergence
In this section we examine the convergence properties for upper and lower bounds
stated above. In Theorem 4.14 we show that, under similar assumptions as those
considered in the Section 4.3
t+
1
τ−j (t)
↑ λℓ(t)−j+1, and t+ 1
τ+j (t)
↓ λℓ(t)+j (4.12)
59
Chapter 4: The Zimmermann-Mertins method
for any j = 1, . . . , m±(t) respectively. Both statements are treated in analogous
fashion. We firstly set a notation that will simplify the arguments below. Let
µ−1 = µ
−
1 (t) for lower bound and µ
+
1 = µ
+
1 (t) for upper bound. Let
b
−
t (u, v) = a
1
t (u, v) + (1− µ−1 )a2t (u, v), (4.13)
and
b
+
t (u, v) = −a1t (u, v) + (1 + µ+1 )a2t (u, v), (4.14)
recall (4.5) and (4.6). Let
ν−j ≡ ν−j (t) = min
V⊂Dom(A)
dimV=j
max
u∈V
b
−
t (u, u)
a2t (u, u)
= µj(t)
− + 1− µ−1 (t)
and
ν+j ≡ ν+j (t) = min
V⊂Dom(A)
dimV=j
max
u∈V
b
+
t (u, u)
a2t (u, u)
= −µj(t)+ + 1 + µ+1 (t).
Let
̺−j ≡ ̺−j (t) = min
V⊂L
dimV=j
max
u∈V
b
−
t (u, u)
a2t (u, u)
= τ−j (t) + 1− µ−1 (t)
and
̺+j ≡ ̺+j (t) = min
V⊂L
dimV=j
max
u∈V
b
+
t (u, u)
a2t (u, u)
= −τ+j (t) + 1 + µ+1 (t).
Note that |τ±j −µ±j | = |̺±j −ν±j |. So we focus on studying the convergence ̺±j ↓ ν±j .
For this purpose, we show that a2t (u, u) is an inner product in Dom(A) and it
makes it a Hilbert space.
Lemma 4.9. Let t /∈ SpecA. Then (Dom(A), |u|t) is a Hilbert space with inner
product given by a2t (u, v).
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Proof. We first verify all conditions for an inner product.
(a) a2t (u, u) = 〈(A− t)u, (A− t)u〉 = ‖(A− t)u‖2 > 0.
(b) If ‖(A − t)u‖ = 0 then (A − t)u = 0 and Au = tu. Since t /∈ SpecA, then
u = 0.
(c) Let u, v, w ∈ Dom(A)
a
2
t (αu+ βv, w) = 〈(A− t)(αu+ βv), (A− t)w〉
= 〈α(A− t)u+ β(A− t)u, (A− t)w〉
= α〈(A− t)u, (A− t)w〉+ β〈(A− t)v, (A− t)w〉
= αa2t (u, w) + βa
2
t (v, w).
(d) Let u, v ∈ Dom(A), since A = A∗ and t ∈ R, it follows that
a
2
t (u, v) = 〈(A− t)u, (A− t)v〉
= 〈(A− t)v, (A− t)u〉 = a2t (v, u).
(e) Let {un}∞n=1 be a Cauchy sequence in (Dom(A), |u|t) such that a2t (un−um, un−
um)→ 0 as n,m→∞. Since A is a self-adjoint operator, it is a closed operator.
Then there exists u ∈ Dom(A) such that un → u and Aun → Au. Hence
a
2
t (un − u, un − u) = 〈(A− t)(un − u), (A− t)(un − u)〉
= 〈(A− t)2(un − u), (un − u)〉
6 ‖(A− t)2(un − u)‖|un − u| → 0.
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Lemma 4.10. The quadratic form b±t : Dom(A) → C is positive and closed.
Moreover
a
2
t (u, u) 6 b
±
t (u, u) ∀u ∈ Dom(A).
Proof. Recall (4.13). Then for any u ∈ Dom(A)
b
−
t (u, u)
a2t (u, u)
=
a
1
t (u, u)
a2t (u, u)
+ 1− µ−1
> µ−j + 1− µ−1 > 1.
Also this is hold true for b+t . Recall (4.14)
b
+
t (u, u)
a2t (u, u)
= −a
1
t (u, u)
a2t (u, u)
+ 1 + µ+1
> −µ+j + 1 + µ+1 > 1.
The prove for the second part is similar to Lemma 4.9.
Denote JuKt = b±t (u, u)1/2. By virtue of this lemma, (Dom(A), JuKt) is a Hilbert
space with inner product b±t (·, ·). Note that Dom(A) is not generally a Hilbert
space if we consider the inner product a2t (·, ·) for t ∈ Spec(A), because the latter
is not necessarilly positive definite. However |u|t = a2t (u, u)1/2 defines a semi-norm
in Dom(A) see Lemma 4.9.
We now proceed as in [63, §4.4 and Ch.6]. Let P : Dom(A)→ L be the projection
orthogonal in the inner product b±t (u, v). Let 0 6= φj be eigenvectors associated
to λj , that is Aφj = λjφj. We assume that we choose φj so that it forms a basis
which is orthonormal in the inner product a2t (·, ·) of Dom(A). Let
Ej = Span{φm}jm=1.
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Set
Fj = {u ∈ Ej : |u|t = 1}
and
σj ≡ σj(t) = max
u∈Fj
|2a2t (u, u− Pu)− a2t (u− Pu, u− Pu)|. (4.15)
The following lemma mimics [63, Lemma 6.1].
Lemma 4.11. If σj(t) < 1, then ̺
±
j (t) 6
ν±j (t)
1−σj(t)
.
Proof. Suppose Pφ = 0 for some φ ∈ Ej such that |φ|t = 1. Then
a
2
t (φ, φ− Pφ) = a2t (φ, φ) = 1 and a2t (φ− Pφ, φ− Pφ) = 1.
If we substitute in (4.15), we get
∣∣2a2t (φ, φ− Pφ)− a2t (φ− Pφ, φ− Pφ)∣∣ = 1,
hence
σj = max
u∈Fj
∣∣2a2t (u, u− Pu)− a2t (u− Pu, u− Pu)∣∣ > 1.
The above shows that necessarilly Pφ 6= 0 for any φ ∈ Fj, if the hypothesis is to
be satisfied. In turns this implies that dimPEj = j. Then,
̺±j 6 max
v∈PEj
JvK2t
|v|2t
= max
u∈Fj
JPuK2t
|Pu|2t
.
Now since P is the orthogonal projection in the inner product b±t , then JPuKt 6JuKt. Also
|Pu|2t = a2t (u, u)− 2a2t (u, u− Pu) + a2t (u− Pu, u− Pu) > 1− σj .
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So
̺±j 6 max
u∈Fj
JuK2t
1− σj =
ν±j
1− σj .
By virtue of the previous lemma and the fact that
ν±j 6 ̺
±
j .
If σj is close to 0 then ̺
±
j is close to ν
±
j . In the next two lemmas we set conditions
for σj to be small. In turns, approximation of all of the φm will provide the
desired property. The proof of Theorems 4.12 and 4.13 give same result for b±t .
We consider below b−t to show Theorems 4.12 and 4.13.
Lemma 4.12. Let u ∈ Fj. Then
|2a2t (u, u− Pu)| 6 2
j∑
m=1
Jφm − PφmK2t .
Proof. Let v ∈ Dom(A) and m 6 ℓ. Let P be as above. Then
b
−
t (φm − Pφm, v − Pv) = b−t (φm, v − Pv)
= a1t (φm, v − Pv) + (1− µ1) a2t (φm, v − Pv)
=
(
1
λk(m) − t + 1− µ1
)
a
2
t (φm, v − Pv)
= (µm + 1− µ1) a2t (φm, v − Pv) .
Then
a
2
t (φm, v − Pv) = (1 + µm − µ1)−1b−t (φm − Pφm, v − Pv).
So, if we expand u =
j∑
m=1
cmφm where
j∑
m=1
|cm|2 = 1 and |φj|t = 1, then
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2
∣∣∣a2t (u,u− Pu)∣∣∣
= 2
∣∣∣b−t ( j∑
m=1
cm(1 + µm − µ1)−1(φm − Pφm),
j∑
m=1
cm(φm − Pφm)
)∣∣∣
6 2
t
j∑
m=1
cm(1 + µm − µ1)−1(φm − Pφm)
|
t
t
j∑
m=1
cm(φm − Pφm)
|
t
6 2
(
j∑
m=1
|cm| |1 + µm − µ1|−1Jφm − PφmKt
)(
j∑
m=1
|cm| Jφm − PφmKt
)
6 2
(
j∑
m=1
|cm|2|1 + µm − µ1|−2
)1/2( j∑
m=1
|cm|2
)1/2( j∑
m=1
Jφm − PφmK2t)
6 2
j∑
m=1
Jφm − PφmK2t .
The second and fourth inequalities are the Cauchy-Schwarz Inequality, the third
inequality is the triangle inequality.
Lemma 4.13. Let u ∈ Fj. Then
a
2
t (u− Pu, u− Pu) 6
j∑
m=1
Jφm − PφmK2t .
Proof. The proof below follows the same technique as in the previous lemma. Ex-
pand u =
j∑
m=1
cmφm for
j∑
m=1
|cm|2 = 1. From Lemma 4.10,
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a
2
t (u− Pu, u− Pu) 6 b−t (u− Pu, u− Pu) = Ju− PuK2t
6
(
j∑
m=1
|cm| Jφm − PφmKt
)2
6
(
j∑
m=1
|cm|2
)(
j∑
m=1
Jφm − PφmK2t
)
. 6
j∑
m=1
Jφm − PφmK2t .
By applying Lemma 4.12 and Lemma 4.13, we gather that
σj(t) 6 3
j∑
m=1
Jφm − PφmK2t .
The following result is a special case of the unbounded case which has been studied
in [6, Section 4].
Theorem 4.14. Let A have a compact resolvent. Fix a group of j eigenvalues
{λ1 6 . . . 6 λj} ⊂ SpecA.
Let t ∈ (−∞, λj+1) \ SpecA. There exist a constant Ct > 0, only dependant on A
and t, ensuring the validity of the following. If L ⊂ Dom(A) is such that for any
k = 1, . . . , j there exist vk ∈ L such that
Jφk − vkKt 6 εk
where (
j∑
k=1
ε2k
)1/2
6 ε <
1√
6
,
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then
0 < λℓ(t)+1−k −
(
t +
1
τ−k (t)
)
6
Ct
|τ−k (t)|
ε2 ∀k = 1, . . . , m−(t) (4.16)
and
0 <
(
t+
1
τ+k (t)
)
− λℓ(t)+k 6 Ct|τ+k (t)|
ε2 ∀k = 1, . . . , j − ℓ(t). (4.17)
Proof. Assume that L is as in the hypothesis of the theorem. Then, Lemma 4.12
and Lemma 4.13 imply
σk 6 3ε
2 <
1
2
. (4.18)
By Lemma 4.11, equation (4.18) implies,
ν±k 6 ̺
±
k 6
ν±k
1− ε2 .
Thus
̺±k − ν±k 6
ν±k
1− ε2 − ν
±
k
=
ε2
1− ε2 ν
±
k
6
6
5
ν±k ε
2.
Let us show (4.16). Firstly note that
τ−k − µ−k = ̺−k − ν−k 6
6
5
ν−k ε
2
6
6
5
(µ−k + 1− µ−1 )ε2.
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This yields
τ−k −
1
λℓ+1−k − t 6
6
5
(
1
λℓ+1−k − t −
1
λℓ − t + 1
)
ε2.
Since
λℓ+1−k −
(
t+
1
τ−k
)
=
λℓ+1−k − t
τ−k
(
τ−k −
1
λℓ+1−k − t
)
,
then
λℓ+1−k −
(
t +
1
τ−k
)
6
Ct
|τ−k |
ε2
for a chosen constant that allows
Ct >
6
5
∣∣∣∣∣1− λℓ+1−k − tλℓ − t +
(
λℓ+1−k − t
)∣∣∣∣∣
for all k = 1, . . . , m−(t). This proves (4.16).
Now, we show (4.17). Firstly note that
µ+k − τ+k = ̺+k − ν+k 6
6
5
ν−k ε
2
6
6
5
(−µ+k + 1 + µ+1 )ε2.
This yields
1
λℓ+k − tτ
+
k 6
6
5
( −1
λℓ+k − t + 1
1
λℓ − t
)
ε2.
Since (
t+
1
τ+k
)
− λℓ+k = λℓ+k − t
τ+k
( 1
λℓ+k − t − τ
+
k
)
then (
t+
1
τ+k
)
− λℓ+k 6 Ct|τ+k |
ε2
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for a chosen constant that allows
Ct >
6
5
∣∣∣∣∣−1 + (λℓ+k − t)+ λℓ+k − tλℓ − t
∣∣∣∣∣
for all k = 1, . . . , j − ℓ(t). This proves (4.17).
In the next chapter we are going to explore a concrete numerical implementation
of the methods introduced in chapters 3 and 4 to Schro¨dinger Hamiltonians with a
regular potential that blows up at infinity. These operators satisfy the hypothesis
of being bounded below with a compact resolvent. As test spaces, we are going
to take those generated by the finite element method. We will then examine
the convergence properties of this implementation in the contexts of the theory
developed in sections 3.3 and 4.5.
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Chapter 5
Eigenvalue bounds for
Schro¨dinger operators in one
dimension
In this chapter we study Schro¨dinger operators in one dimension with poten-
tial singular at infinity. We also examine the convergence of the quadratic and
Zimmermann-Mertins method in a particular instance.
We consider that the operator A = H is a one-dimensional Schro¨dinger opera-
tors with a compact resolvent. We then consider that the trial subspaces L are
constructed via the finite element method on a large, but finite, segment. Under
standard assumptions on the convergence of the finite element spaces as the mesh
refines and the length of the segment grows, we determine an upper bound on the
precise convergence rate at which conjugate pairs in the second order spectra and
the Zimmermann-Mertins upper and lower bounds converge to the eigenvalues of
H .
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5.1 Schro¨dinger operators on the infinite seg-
ment
We begin by determining the precise setting for the operator H . Let
Hu(x) = −u′′(x) + V (x)u(x) x ∈ (−∞,∞)
acting on L2(R). We assume that the potential V (x) is real-valued, continuous and
V (x)→∞ as |x| → ∞. These conditions ensure that the operatorH is self-adjoint
on a domain defined via self-adjoint extensions and it has a compact resolvent see
(Theorem 5.1). The domain of closure of the quadratic form associated to H is
Dom(a1) = W 1,2(R) ∩ {u ∈ L2(R) : ‖|V |1/2u‖ <∞}.
Note that this is the intersection of the maximal domains of the momentum op-
erator and the operator of multiplication by |V |1/2.
The conditions on the potential imply that V (x) > b0 > −∞ for all x ∈ R and
a suitable constant b0 ∈ R. Then H is bounded below in the sense of quadratic
forms, H > b0. Without loss of generality we assume below that b0 > 0.
Theorem 5.1. [55, Theorem XIII.67] Let V be a continuous potential bounded
from below and satisfying V (x) → ∞ as |x| → ∞. Then H has a compact resol-
vent.
By compactness of the resolvent, H has a purely discrete spectrum, comprising
only eigenvalues accumulating at +∞, and a basis of eigenfunctions. Moreover, by
the fact that we are in one space dimension, we know that all these eigenvalues are
simple. The eigenfunctions are C∞ and they decay exponentially fast at infinity
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[61, Section C.3]. We denote
Spec(H) = {λ1 < λ2 < . . .}
and let the orthonormal basis {ψj}∞j=1 of L2(R) be such that
Hψj = λjψj .
Without further mention, below we often suppress the index j from the eigenvalue
and the eigenfunction, when it is sufficiently clear from the context.
5.2 Schro¨dinger operators on the finite segment
Let L > 0. Consider the restricted operator
HLu(x) = −u′′(x) + V (x)u(x) x ∈ (−L, L),
subject to Dirichlet boundary conditions: u(−L) = u(L) = 0. As L → ∞, we
expect that the spectrum of HL approaches the spectrum of H . In fact, according
to Theorem 5.5 below, this turns out to happen exponentially fast (in L) for
individual eigenvalues.
Similarly to H , the operator HL acts on a domain also defined via Friedrich’s
extensions. Denote by a1,L the quadratic form associated to HL. The domain of
closure of a1,L is
Dom(a1,L) = W 1,20 (−L, L)
see [39, Theorem VI.2.23 and VI.4.2].
As b0 > 0, the forms a
1 and a1,L are positive definite. Hence the quantities
a
1(u, u)1/2 and a1,L(u, u)1/2
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define norms in Dom(a1) and Dom(a1,L) respectively.
Without further mention, everywhere below we assume that, additionally to the
conditions above, V (x) is such that for every b > 0 there exists a constant kb > 0
ensuring
|V (x)| 6 kbeb|x| ∀x ∈ R.
Lemma 5.2. There exist constants c > 0 and a > 0 only dependant on j ∈ N and
the potential V , such that
|ψj(x)| 6 ce−a|x| and |ψj ′′(x)| 6 ce−a|x| ∀x ∈ R.
Proof. The identity
−ψ′′ + V (x)ψ − λψ = 0
implies that
|ψ′′(x)| = |V (x)− λ||ψ(x)|.
By [61, Theorem C.3.3], we know
|ψ(x)| 6 c˜ e−a˜|x|.
Let a = a˜
2
and b = a
2
. Then
|ψ′′(x)| 6 c˜ |V (x)− λ| e−a˜|x|
6 c˜ (|V (x)|+ |λ|) e−a˜|x|
6 c˜
(
kBe
(b−a)|x| + |λ|e−a|x|) e−a|x|
6 c e−a|x|.
Here and everywhere below a > 0 is a constant, found by Lemma 5.2, which might
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depend on j.
Lemma 5.3. For any L sufficiently large, there exists c > 0 only dependant on j
such that ∫
[−L,L]c
|ψ′j(x)|2dx 6 c e−2aL.
Proof.
∫
[−L,L]c
|ψ′(x)|2dx
=
∣∣∣∣∫ −L
−∞
+
∫ ∞
L
(
−ψ′′(x)ψ(x)
)
dx+
[
ψ′(x)ψ(x)
]−L
−∞
+
[
ψ′(x)ψ(x)
]∞
L
∣∣∣∣
6
∫ −L
−∞
+
∫ ∞
L
(|ψ′′(x)||ψ(x)|) dx+[|ψ′(x)||ψ(x)|]−L−∞+[|ψ′(x)||ψ(x)|]∞L
6 c1 e
−3aL + c2 e
−3aL + c3 e
−2aL + c4 e
−2aL
In the following statements, the cutoff function
hL(x) =

0 if x ∈ (−∞,−2L]
exp
(
1− 1
1−( x
L
+1)2
)
if x ∈ [−2L,−L]
1 if x ∈ [−L, L]
exp
(
1− 1
1−( x
L
−1)2
)
if x ∈ [L, 2L]
0 if x ∈ [2L,∞)
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and its derivative is
h′L(x) =

0 if x ∈ (−∞,−2L]
− 2(L+x)L2
x2(2L+x)2
h(x) if x ∈ [−2L,−L]
0 if x ∈ [−L, L]
2(L−x)L2
x2(2L−x)2
h(x) if x ∈ [L, 2L]
0 if x ∈ [2L,∞).
Note that, for any function v ∈ Dom(a1),
hLv ∈ Dom(a1,2L˜) ∀L˜ > L
and also hLv ∈ Dom(a1).
Lemma 5.4. Fix j ∈ N. Let
ψLk = hLψk and Uj(L) = Span{ψLk }jk=1.
There exist sufficiently large constants Lj > 0 and cj > 0, ensuring the following.
1. dimUj(L) = j for all L > Lj.
2. For any v ∈ Uj(L) of unit L2-norm, there exists φ ∈ Span{ψk}jk=1 such that
‖φ‖ = 1 and
a
1(v − φ, v − φ) 6 cje−2aL ∀L > Lj .
Proof. Since the ψk are linearly independent in L
2(R) and they are exponentially
small for large x, then the set {ψLk }jk=1 is linearly independent for L > L˜ where
the latter is large enough.
The existence of cj is ensured as follows. Let v =
∑j
k=1 αkψ
L
k . Define φ˜ =
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∑j
k=1 αkψk and φ =
1
‖φ˜‖
φ˜. By Lemma 5.2, we have
‖ψLk − ψk‖2 6 c1(k)e−2aL.
Then,
‖v − φ˜‖ =
∥∥∥∥∥
j∑
k=1
αk(ψ
L
k − ψk)
∥∥∥∥∥
6
j∑
k=1
|αk|‖ψLk − ψk‖
6
j∑
k=1
|αk|c1(k)1/2e−aL
6 c˜je
−aL
so that
1− c˜je−aL 6 ‖φ˜‖ 6 1 + c˜je−aL.
Now, from Lemma 5.3, we get
a
1(ψLk − ψk, ψLk − ψk) 6 c2(k)e−2aL.
Then, from the fact that a1 is a norm in its domain, an application of the triangle
inequality yields
a
1(v − φ˜, v − φ˜)1/2 6 ˜˜cje−aL.
Here c˜j and ˜˜cj are independent of the αk. Thus
a
1(v − φ, v − φ)1/2 6 cje−aL
as needed.
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In next theorem we show that the eigenvalues for finite L are exponentially close
to those for the infinite L.
Theorem 5.5. Let λj be the jth eigenvalues of H and λ
L
j be the jth eigenvalue of
HL. For L sufficiently large, there exists a constant cj > 0 independent of L such
that
λj < λ
L
j < λj + cje
−2aL.
Proof. Let D̂L ⊂ Dom(a1,∞) be
D̂L =
{
u : R→ C : u↾[−L,L]∈ Dom(a1,L) and u↾(−∞,−L]∪[L,∞)= 0
}
.
Then
λj = min
V⊂Dom(a1,∞)
dimV=j
max
u∈V
u 6=0
a
1,∞(u, u)
〈u, u〉
6 min
V⊂D̂2L
dimV=j
max
u˜∈V
u˜6=0
a
1,∞(u˜, u˜)
〈u˜, u˜〉
= min
V⊂Dom(a1,2L)
dimV=j
max
u˜∈V
u˜ 6=0
a
1,2L(u˜, u˜)
〈u˜, u˜〉 = λ
2L
j .
Let vj ∈ Dom(a1,2L) be the extremal vector of norm 1 such that
a
1(vj , vj) = a
1,2L(vj , vj) = max
v∈Uj(L)
v 6=0
a
1,2L(v, v)
〈v, v〉
The property 1 from Lemma 5.4, implies that
λ2Lj 6 a
1(vj, vj).
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Then, according to the property 2 from the same lemma, there exists
φ ∈ Span{ψl}jl=1 ‖φ‖ = 1
such that
λ2Lj 6 a
1(φ, φ) + cje
−2aL
6 a1(ψj , ψj) + cje
−2aL
= λj + cje
−2aL.
5.3 The trial space
We let L = LhL = Vh(k, r,Ξ). Here we require k > 1 and r > 3 in (2.5), to ensure
that L ⊂ Dom(a2,L). Below we find the optimal bounded for a0(u, u),a1(u, u) and
a
2(u, u)
Theorem 5.6. Fix j ∈ N. There exist L0 > 0 large enough and h0 > 0 small
enough, such that the following is satisfied. For L > L0 and h < h0, we can always
find uj ∈ LhL such that
1. 〈uj − ψj , uj − ψj〉 6 ǫ0(h, L)
2. 〈H(uj − ψj), uj − ψj〉 6 ǫ1(h, L)
3. 〈H(uj − ψj), H(uj − ψj)〉 6 ǫ2(h, L)
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where
ǫ0(h, L) = c10e
−4aL + c20h
2(r+1)
ǫ1(h, L) = c11e
−2aL + c21h
2r
ǫ2(h, L) = c12e
−2aL + c22h
2(r−1)
for constants cnk > 0 are dependant on j, but are independent of L or h.
Proof. Below we use Theorem 2.20. For the property 1, observe that
〈u− ψ, u− ψ〉 =
∫ ∞
−∞
|u− ψ|2dx
=
∫ −L
−∞
+
∫ ∞
L
|u− ψ|2dx+
∫ L
−L
|u− ψ|2dx
=
∫ −L
−∞
+
∫ ∞
L
|ψ|2dx+
∫ L
−L
|u− ψ|2dx
6 c10e
−4aL + c20h
2(r+1).
For the property 2, observe that
〈H(u− ψ), u− ψ〉
6
∫ ∞
−∞
(|u′ − ψ′|2 + |V (x)||u− ψ|2) dx
=
∫ −L
−∞
+
∫ ∞
L
|ψ′|2dx+
∫ −L
−∞
+
∫ ∞
L
|V (x)||ψ|2dx+
∫ L
−L
|u′ − ψ′|2dx
+
∫ L
−L
|V (x)||u− ψ|2dx
6 c31e
−2aL + c32e
− 7
2
aL + c33h
2r + c34h
2(r+1).
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For the property 3, observe that
〈H(u− ψ), H(u− ψ)〉
6
∫ ∞
−∞
|u′′ − ψ′′|2dx+
∫ ∞
−∞
|V (x)|2|u− ψ|2dx
+ 2
[(∫ ∞
−∞
|V (x)|2|u− ψ|2dx
)1/2(∫ ∞
−∞
|u′′ − ψ′′|2dx
)1/2]
6
(
c41e
−2aL + c42h
2(r−1)
)
+
(
c43e
−3aL + c44h
2(r+1)
)
+
[(
c45e
−3aL + c46h
2(r+1)
)1/2 (
c47e
−2aL + c48h
2(r−1)
)1/2]
= c41e
−2aL + c42h
2(r−1) +O(e−3aL) +O(h2r).
Here we employ the Cauchy-Schwarz inequality and Newton’s Generalised Bino-
mial Theorem, as well as lemmas 5.2 and 5.3.
5.4 Applications to the quadratic method
By virtue of Theorem 5.6, the hypothesis of Corollary 3.13 is satisfied for A = H
and L = LhL, whenever h is small enough and L is large enough. Therefore spectral
exactness is guaranteed in this setting. We summarise the crucial statement in
the following corollary.
Corollary 5.7. Fix j ∈ N and
0 < d < d(λj, H).
There exists L0 > 0, h0 > 0 and c > 0 (only dependant on j, d and H) ensuring
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the following. For all L > L0 and 0 < h < h0,
Spec2(H,LhL) ∩ B (d, λj) ⊂ B(c(h
r−1
2 + e
−aL
2 ), λj).
Proof. Let uj ∈ LhL be as in Theorem 5.6. Then
‖uj − ψj‖+ ‖H(uj − ψj)‖
= 〈uj − ψj , uj − ψj〉1/2 + 〈H(uj − ψj), H(uj − ψj)〉1/2
6 ǫ0(h, L)1/2 + ǫ2(h, L)1/2 6 c˜(hr−1 + e−aL).
Hence Corollary 3.13 ensures the claimed statement.
In chapters 6 and 7, we numerically examine this corollary. See Remark 6.1.
5.5 Applications to the Zimmermann-Mertins method
Here we recall Theorem 4.14 and Theorem 5.6. We assume that we have the same
hypothesis as Theorem 4.14.
Lemma 5.8. Let ε > 0. There exist L0 > 0 large enough and h0 > 0 small enough
such that Jun − ψnKt 6 c˜(h(r−1) + e−aL)
for L > L0 and h < h0.
Proof. Let un ∈ LhL be as in Theorem 5.6. Then
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bt(un − ψn, u− ψn) = a1t (un − ψn, un − ψn) + α(t) a2t (un − ψn, un − ψn)
= 〈H(un − ψn), un − ψn〉 − t〈un − ψn, un − ψn〉
+ α(t)
[〈H(un − ψn), H(un − ψn)〉
− 2t〈H(un − ψn), un − ψn〉+ t2〈un − ψn, un − ψn〉
]
6 ǫ1(h, L)− tǫ0(h, L) + α(t)[ǫ2(h, L)
− 2tǫ1(h, L) + t2ǫ0(h, L)]
Then given ε > 0, we can easily find L0 > 0 large enough and h0 > 0 small enough
such that
Jun − ψnKt 6 c˜(h(r−1) + e−aL)
.
Corollary 5.9. Let t ∈ (−∞, λj+1) \SpecA. There exist constants C1 = C−t,k and
C2 = C
+
t,k, such that
λℓ(t)+1−k −
(
t+
1
τ−k (t)
)
6 C1(h
2(r−1) + e−2aL)
and (
t+
1
τ+k (t)
)
− λℓ(t)+k 6 C2(h2(r−1) + e−2aL).
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Proof. According to Theorem 4.14 and the previous lemma, we get
(
t+
1
τ+k (t)
)
− λℓ(t)+k 6 C−t,kε2 = C−t,k(c˜h(r−1) + e−aL)2 = C1(h2(r−1) + e−2aL)
and
(
t +
1
τ+k (t)
)
− λℓ(t)+k 6 C+t,kε2 = C+t,k(c˜h(r−1) + e−aL)2 = C2(h2(r−1) + e−2aL).
Below we explore numerically the scope of this corollary. See Remark 6.3.
In this chapter we presented the general form of Schro¨dinger operator in one
dimension. In next two chapters, we consider two models with concrete potential.
We will explore numerically the scope of the assertions established here on the
harmonic oscillator in Chapter 6 and on the anharmonic oscillator in Chapter 7.
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The harmonic oscillator
The harmonic oscillator is known to be one of the most important model of quan-
tum theory. It plays a central role in the theory of quantum mechanics. This model
can be solved explicitly. Therefore, we can test a lot of experiments because the
residual can be computed explicitly.
Let Hhar = H for V (x) = x2. Then
Spec(Hhar) = {2j + 1 : j ∈ N}.
We know that the exact eigenfunctions are
un(x) = hn(x)e
−x2/2
where hn are the Hermite polynomials of order n. For our experiments below we
use the finite element method to calculate the eigenvalues for both models. In all
calculations below we fix L = 6. According to Theorem 5.5 we know that
|λj − λLj | = O(e−2aL)
for large L, so this assumption is reasonable.
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Experiment 1
This experiment is just to illustrate the finite interval use of the Matlab package
‘chubgui’. We also can directly find the approximation eigenvalues and eigenfunc-
tions for Hhar, see [66]. Here we find the first five eigenvalues and eigenfunctions.
See Table 6.1 and Figure 6.1.
−6 −4 −2 0 2 4 6
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
u
x
Real part of eigenmodes
Figure 6.1: Computing the eigenfunction for Hhar6 using the Matlab package
‘chubgui’.
j λj harmonic oscillator
1 1.000000000000212
2 3.000000000002574
3 5.000000000072818
4 7.000000001608855
5 9.000000025603349
Table 6.1: Approximation the eigenvalues for Hhar6 using the Matlab package
‘chubgui’.
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6.1 The Galerkin method
The general idea of the Galerkin method is introduced in Section 2.6. We apply
this method with Hermite elements of order 1 which are piecewise linear Lagrange
elements and Hermite elements of order 3 which are cubic Hermite elements. Here
we just approach the upper bound eigenvalues. All the calculations for piecewise
linear Lagrange elements were carried out by using two different ways in Matlab.
See Experiment 2 and Experiment 3. For cubic Hermite elements, we found all
the coefficients of the matrices A0 and A1 analytically. The precise expressions
for the entries of these matrices are to be found in the Appendix A.2 .
The error in the approximation of the eigenvalues of a one dimensional ellip-
tic problem of order k by using Hermite elements of order p is proportional to
h2(p+1−k); [63, Theorem 6.1].
Experiment 2
There are different ways to approximate integrations in Matlab. We approximate
the integration in this experiment by the command ‘int’. In Figure 6.2, we show
loglog pictures of h in the horizontal axis and |λup − Exact | in the vertical axis.
The slopes of the graphs is close to the value 2. We approximate the first five
eigenvalues. See Table 6.2.
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100
Figure 6.2: Loglog plot of the residual for Hhar6 , as h decreases. The slopes are
all close to the value 2 by piecewise linear Lagrange elements using the Matlab
command ‘int’. The horizontal axis is h and the vertical axis is |λup − Exact |.
j λj harmonic oscillator
1 1.000056248940029
2 3.000281228402379
3 5.000731151922189
4 7.001405978042079
5 9.002305674247529
Table 6.2: Approximation the first five eigenvalues of Hhar6 by piecewise linear
Lagrange elements using command ‘int’ fixing n = 400.
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Experiment 3
Here we do the same experiment as Experiment 2 but with another approximation
of integration. The ‘chebfun’ has used for integration. The appoximate eigenval-
ues is slightly better than the above experiment. See Figure 6.3 and Table 6.3.
10−3 10−2 10−1
10−5
10−4
10−3
10−2
10−1
100
Figure 6.3: Loglog plot of the residual for Hhar6 , as h decreases. The slopes are all
close to the value 2 by piecewise linear Lagrange elements using Matlab’s ‘chebfun’.
The horizontal axis is h and the vertical axis is |λup − Exact |.
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j λj harmonic oscillator
1 1.000056248849018
2 3.000281228604983
3 5.000731150947224
4 7.001405980734116
5 9.002305678100816
Table 6.3: Approximation the first five eigenvalues of Hhar6 by piecewise linear
Lagrange elements using Matlab’s ‘chebfun’ fixing n = 400.
Experiment 4
For cubic Hermite elements, we show same loglog picture with same horizontal
axis and vertical axis. Here the slopes of the graphs is close to the value 6 See
Figure 6.4. In Table 6.4 we show the approximation for first five eigenvalues.
The advantage in cubic Hermite elements over piecewise linear Lagrange elements
is that the basis functions are C1. Also, the approximation is much faster.
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Figure 6.4: Loglog plot of the residual for Hhar6 , as h decreases. The slopes are all
close to the value 6 by cubic Hermite elements. The horizontal axis is h and the
vertical axis is |λup − Exact |.
j λj harmonic oscillator
1 1.000000000000174
2 3.000000000001666
3 5.000000000013855
4 7.000000000181337
5 9.000000002611037
Table 6.4: Approximation the first five eigenvalues of Hhar6 by cubic Hermite ele-
ments fixing n = 400.
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6.2 The Quadratic method
Here we examine the explicit bounds given by Theorem 3.8 and their convergence
given by Corollary 5.7. We compute Spec2(H
har
6 ,Lh6) in the same fashion as de-
scribed in Chapter 3. All the coefficients of the matrices A0, A1 and A2, were
found analytically. See Appendix A.2 .
From the conclusion of Corollary 5.7, the length of the intervals of enclosure for
each one of these individual eigenvalues decreases at a rate proportional to h1 as
h → 0. Note that this rate cannot be verified directly from [20, Theorem 3.4]
because LhL 6⊂ Dom((HL)2). In Figures below we show plots in loglog scale of the
number of nodes n versus the exact residual
r(j, n) = (λj)
up − (λj)low. (6.1)
Experiment 5
Figure 6.5 shows Spec2(H
har
6 ,Lh6), for three different values of n where h = 2Ln . The
second order spectra are globally approaching the spectrum. Here n = 100 (red),
n = 150 (black) and n = 200 (blue). In Figure 6.6 we do zoom for the Figure 6.5
then in Figure 6.7 we study the conjugate pair for each eigenvalue with upper and
lower bounds of eigenvalue. The first plot in the left is the first eigenvalue and the
second plot in the right is the second eigenvalue.
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Figure 6.5: Second order spectra relative to Lh6 . The horizontal axis is the real
part of the points in Spec2(H
har
6 ,Lh6) and the vertical axis is imaginary part.
Figure 6.6: Zoom image corresponding to Figure 6.5.
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Figure 6.7: Spec2(H
har
6 ), and illustration on the end points of the segment given
in Theorem 3.8, Re z − | Im z| and Re z + | Im z|.
Experiment 6
The slope of the loglog graph of the residual in the quadratic method is close to the
value 2 in all cases. Thus the actual rate of decrease of this residual seems to be
proportional to h2 as h→ 0. See Figure 6.8. In Table 6.5 we show approximation
of the first five eigenvalues of Hhar6 with n = 400. According to Theorem 3.8 the
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numbers shown are certified upper and lower bounds for these eigenvalues. Here
λlow is the lower bound of the segment enclosing λ and λ
up the upper bound.
Remark 6.1. The slope of graphs seem to be close to the value 2. According to
Corollary 5.7 , for Hermite elements of order 3, there are points in the second order
spectrum approaching the eigenvalues with an order of h1 (r=3 here). However
the Figure 6.8 shown that, numerically, the correct order of approximation is h2.
102
10−5
10−4
10−3
10−2
10−1
Figure 6.8: Loglog plot of the length of the enclosure r(j, n) forHhar6 , as n increases.
The slopes are all close to the value 2. The horizontal axis is n and the vertical
axis is |λup − λlow|.
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j (λj)
up
low harmonic oscillator
1 1.0000800316002090.999919968400167
2 3.0002566754964712.999743324506827
3 5.0005492592364184.999450740791138
4 7.0009754154279226.999024584934959
5 9.0015388984370768.998461106785712
Table 6.5: Approximating enclosures for first five eigenvalues ofHhar6 with n = 400.
Here λlow is the lower bound of the segment enclosing λ and λ
up the upper bound.
Experiment 7
When the n reaches a threshold Nj, the residual r(j, n) stops decreasing. For
n > Nj, the behaviour of r(j, n) becomes erratic. This is a consequence of nu-
merical error taking over in the calculation of the conjugate pairs in the second
order spectra. See Figure 6.9. These thresholds depend on the individual eigen-
values. In Table 6.6 we show a heuristic prediction of the value of Nj alongside
the corresponding enclosure for j = 1, . . . , 5.
Remark 6.2. This phenomenon is due to rounding error. It is not necessary
caused by Matlab. If we employed another application such as Octave, Python or
Comsol, we will observe the same effect as all these packages work in machine
precision. If the phenomenon is to be avoided, an algebraic package such as Maple
or Mathematica should be used. However the running time of an implementation
might be too long to be of practical use. We suggest that further research on this
is needed.
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Figure 6.9: Loglog plot of the length of the enclosure r(j, n) for Hhar6 , as n becomes
very large and reaches Nj .
j Nj (λj)
up
low harmonic oscillator
1 450 1.0000711959821530.999928804018171
2 550 3.0001351221901352.999864877810739
3 650 5.0002156933690084.999784306646100
4 700 7.0003289108195366.999671089503754
5 800 9.0003691614783968.999630843643104
Table 6.6: Prediction of Nj alongside with the corresponding enclosure for H
har
6 .
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6.3 The Zimmermann-Mertins method
Theorem 5.7 shows that the limits (4.12) are convergent at a rate proportional to
h2(r−1) + e−2aL in the regime L→∞ and h→ 0, when the trial spaces are chosen
to be L = LhL. In all calculation below we fix L = 6.
The eigenvalue problem (4.1) is equivalent to that of the matrix problem
τ A2,t = A1,t.
In the numerical computations presently conducted, we have found τ from the
solution of this linear eigenvalue problem.
Experiment 8
In Figure 6.10 we show plots in loglog scale of the number of nodes n versus an
exact residual r(j, n) analogous to (6.1). The slopes of the graphs is close to the
value 4 in all cases. In Table 6.7 we show approximation of the first five eigenvalues
of Hhar6 with n = 400.
Remark 6.3. The order of approximation predicted by Corollary 5.9 is O(h4).
The slopes in Figure 6.10 is computed to be very close to 4, therefore Corollary 5.9
is sharp. Moreover note that if we compare with the slope found for the quadratic
method in Experiment 6 (Figure 6.8), once again it is confirmed that the order of
approximation of Zimmermann-Mertins is twice that of the quadratic method.
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Figure 6.10: Loglog plot of the length of the enclosure r(j, n) for Hhar6 , as n
increases. The slopes are all close to the value 4. The horizontal axis is n and the
vertical axis is |λup − λlow|.
j (λj)
up
low harmonic oscillator
1 1.0000000027403600.999999994027337
2 3.0000000442733082.999999934147177
3 5.0000002028550074.999999695189013
4 7.0000006370090906.999999050849623
5 9.0000015816571008.999997634419284
Table 6.7: Approximating enclosures for first five eigenvalues ofHhar6 with n = 400.
Here λlow is the lower bound of the segment enclosing λ and λ
up the upper bound.
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Experiment 9
As in Experiment 7, when the n reaches a threshold Nj, the residual r(j, n) stops
decreasing. For n > Nj , the behaviour of r(j, n) becomes erratic. See Figure 6.11.
In Table 6.8 we show a heuristic prediction of the value of Nj alongside the corre-
sponding enclosure for j = 1, . . . , 5.
Recall Remark 6.2, note that compared with Experiment 7, the Zimmermann-
Mertins method allows a much smaller residual. It is proportional to 10−4 for
Quadratic method and proportional to 10−9 for Zimmermann-Mertins. This means
that Zimmermann-Mertins is at least twice as accurate as Quadratic.
102 103 104
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Figure 6.11: Loglog plot of the length of the enclosure r(j, n) for Hhar6 , as n
becomes very large and reaches Nj .
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j Nj (λj)
up
low harmonic oscillator
1 450 1.0000000026581820.999999994357797
2 500 3.0000000196124042.999999968471083
3 550 5.0000000451465984.999999951643616
4 650 7.0000009851959576.999999877519637
5 700 9.0000001864121758.999999786562492
Table 6.8: Prediction of Nj alongside with the corresponding enclosure for H
anh
6 .
Experiment 10
In order to test the improved enclosure for eigenvalues in the Zimmermann-Mertins
method, we employ a technique motivated by our results in Section 4.4. In Fig-
ure 6.12 we have in the horizontal axis R and show how r(j, 200) decrease in the
vertical axis. We fix t = 1 − R in ‘blue’, t = 3 − R in ‘green’, t = 5 − R in ‘red’,
t = 7− R in ‘cyan’ and t = 9− R in ‘magenta’.
In Table 6.9 we approximate the first five eigenvalues of Hhar6 with n = 200,
and a large value of t away from these eigenvalues. According to the results of
Section 4.4, these eigenvalue calculations are sharper than those found by fixing t,
closer to λ1, · · · , λ5. Moreover, this is confirmed by the calculation in Figure 6.12.
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Figure 6.12: Semi-log plot of the residual λj,up − λj,low as the shift t moves away
from the spectrum for Hhar6 . Here n = 200.
j (λj)
up
low harmonic oscillator
1 1.0000000056297330.999999993798742
2 3.0000000462718892.999999937609012
3 5.0000001938813064.999999677984245
4 7.0000005648105136.999999831433517
5 9.0000013103158458.999996566592165
Table 6.9: Approximation enclosures for first five eigenvalues of Hhar6 for n = 200.
Upper bounds are found by fixing t = −20 and lower bounds are found by fixing
t = 20 .
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Experiment 11
Motivated by Experiment 10, we now consider a comparison between the method
of Zimmermann and Mertins and the Galerkin method. The Galerkin method is
the standard accurate strategy to compute upper bound for eigenvalues. In the
next conjecture, we predict how our improvement for the Zimmermann-Mertins
method approaches that of the Galerkin method.
Conjecture 6.4. Let u ∈ L and the eigenvalue for Galerkin method be given by
λGj =
a
1
0(u, u)
a0(u, u)
and eigenvalue for the Zimmermann-Mertins method by given by
λZj (t) = t+
1
τ+j (t)
with t 6 0.
Then
λZj (t)→ λGj as t→ −∞.
In Figure 6.13 we test the conjecture with the first eigenvalue. The ‘blue’ colour is
the Galerkin method and the ‘black’ colour is the Zimmermann-Mertins method.
The horizontal axis is −t and the the vertical axis is r(j, 200). The picture and
the conjecture suggest that the Galerkin method can be seen as the Zimmermann-
Mertins method by taking the parameter t away from the spectrum.
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Figure 6.13: Semi-log plot for Hhar6 , comparing Galerkin upper bounds against
those provided by (4.8). Here the vertical axis is λ1,up − 1, the horizontal axis
is −t, the blue marks correspond to bounds computed by means of the Galerkin
method and the black marks are those found by an application of (4.8).
Experiment 12
We can substitute the last value of n before noise occurs, has described in the
Experiment 9, from large intervals to small intervals. We test this substitution
with the first and second eigenvalues. See figures 6.14, 6.15, and Table 6.10.
Remark 6.5. Let nsmall be a large number for Lsmall, before starting the noise in
the error estimate in Experiment 9 . Then, we know that with Llarge
nlarge ≈ nsmall × Llarge
Lsmall
. (6.2)
Note that the vertical axis is |Exact−λlow| and h = 2Ln
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Figure 6.14: Loglog plot for the first eigenvalues with different size of L, here we
compare between L = 6, 10, 14 with the point of noise starting.
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Figure 6.15: Loglog plot for the second eigenvalues with different size of L, here
we compare between L = 6, 10, 14 with the point of noise starting.
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n
L λ1 λ2
6 320 450
10 533 750
14 747 1050
Table 6.10: The point of noise starting for the first and second eigenvalues with
L = 6, 10, 14.
Experiment 13
There are three cases for subdivision of the interval [−L, L]. The calculation
depends on the value of L and h. Here we fix L = 6, · · · , 10 and change h
depending on the three cases below.
1. The first case is when h = 0.1. See Figure 6.16 .
2. The second case is when h = 2L
n
. See Figure 6.17.
3. The third case is when h decreases as L increases. See Figure 6.18.
In each one of these cases the approximation of eigenvalues gives different accuracy.
All the figures below have horizontal axis L and vertical axis r(j, 200).
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Figure 6.16: First case setting h = 0.1 as L increases in the horizontal axis and
the vertical axis is r(j, 200).
6 6.5 7 7.5 8 8.5 9 9.5 10
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Figure 6.17: Second case setting h = 2L
n
as L increases in the horizontal axis and
the vertical axis is r(j, 200).
106
Chapter 6: The harmonic oscillator
6 6.5 7 7.5 8 8.5 9 9.5 10
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Figure 6.18: Third case setting h decrease as L increases in the horizontal axis
and the vertical axis is r(j, 200).
In case 1 above, the approximation for the eigenvalues does not change. For case
3, the approximation for the eigenvalues gives a poor accuracy when L increases.
Therefore, the second case is the best way to choose the value of L and h. This
choice has been used in all the previous calculations in Chapters 6 and will be
used again as a choice for Chapter 7.
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The anharmonic oscillator
In this chapter, we study another model of Schro¨dinger equation in one dimen-
sion. The so-called anharmonic oscillator. The anharmonic oscillator is one of the
canonical problems of quantum mechanics. We choose this model to show that the
technique for both methods can be applied to operator where the exact spectrum
is not known.
We let Hanh = H for V (x) = x4. In this model a simple analytic expression for
the eigenvalues is not known.
Experiment 14
In Figure 7.1 and Table 7.1, we show approximation of the first five eigenvalues
and first five eigenfunctions of Hanh by means of the Matlab package ‘chebgui’.
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Figure 7.1: Computing the eigenfuction for Hanh6 using the Matlab package
‘chubgui’.
j λj by ’chebgui’ λj by Galerkin with order 1 λj by Galerkin with order 3
1 1.060362090484362 1.060468467372243 1.060362090484841
2 3.799673029801367 3.800436684768969 3.799673029810648
3 7.455697937986803 7.458280170270013 7.455697938053159
4 11.644745511378015 11.650806680001402 11.644745511679762
5 16.261826018850382 16.273453518293064 16.261826019859956
Table 7.1: Approximation of the eigenvalues for Hanh6 using two different methods.
Here the Galerkin method has been implemented with piecewise linear elements
and piecewise cubic elements.
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7.1 The Quadratic method
As for the case of the harmonic oscillator carried out in Chapter 6, we now ex-
amine the explicit bounds given by Theorem 3.8 and their convergence given by
Corollary 5.7.
Experiment 15
Figures 7.2 shows Spec2(H
anh
6 ,Lh6), for three different values of n. The second
order spectra are globally approaching the spectrum. Here n = 100 (red), n = 150
(black) and n = 200 (blue). In Figures 7.3 we show a zoom for the Figures 7.2
then in Figures 7.4 we study the conjugate pair for each eigenvalue with upper
and lower bounds of eigenvalue. The first plot in the left is the first eigenvalue
and the second plot in the right is the second eigenvalue.
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Figure 7.2: Second order spectra relative to Lh6 . The horizontal axis is the real
part of Spec2(H
anh
6 ,Lh6) and the vertical axis is imaginary part.
Figure 7.3: Zoom image corresponding to Figure 7.2.
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Figure 7.4: Spec2(H
anh
6 ), and illustration on the end pints of the segment given in
Theorem 3.8, Re z − | Im z| and Re z + | Im z|.
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Experiment 16
Corollary 5.7 shows that the quadratic method for compact resolvent Schro¨dinger
operators is convergent at a rate proportional to hr−1 + e−aL for large enough L,
when the trial spaces are chosen to be L = LhL. In Figure 7.5 we show loglog scale
of the number of nodes n versus the exact residual as (6.1). In Table 7.2 we show
approximation of the first five eigenvalues of Hanh6 with n = 400. According to
Remark 6.1, the slopes are the same, so the same phenomenon observed previously
is confirmed here.
102
10−4
10−3
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10−1
100
Figure 7.5: Loglog plot of the length of the enclosure r(j, n) for Hanh6 , as n in-
creases. The slopes are all close to the value 2. The horizontal axis is n and the
vertical axis is |λup − λlow|.
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j (λj)
up
low anharmonic oscillator
1 1.060539300759988184880209730
2 3.7989317700381013514289583261
3 7.4574612362596373934639846801
4 11.6447455116813940986412101050
5 16.26870673740944954945302326913
Table 7.2: Approximating enclosures for first five eigenvalues ofHanh6 with n = 400.
Here λlow is the lower bound of the segment enclosing λ and λ
up the upper bound.
Experiment 17
As for the case of the harmonic oscillator (Figure 6.9) when the n reaches a
threshold Nj, the residual r(j, n) stops decreasing. For n > Nj , the behaviour
of r(j, n) becomes erratic. This is a consequence of rounding error taking over in
the calculation of the conjugate pairs in the second order spectra. In Figure 7.6
we illustrate this for the case of Hanh. These thresholds depend on the individual
eigenvalues. In Table 7.3 we show a heuristic prediction of the value ofNj alongside
the corresponding enclosure for j = 1, . . . , 5 in this case. Here we have the same
situation as Experiment 7 (see Remark 6.2).
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Figure 7.6: Loglog plot of the length of the enclosure r(j, n) for Hanh6 , as n
becomes very large and reaches Nj .
j Nj (λj)
up
low anharmonic oscillator
1 550 1.060449321023213274859945201
2 700 3.799896688216604449371387026
3 850 7.4560731662187665322709760583
4 1050 11.6452741249747854216897785705
5 1150 16.262661072325400099065378085
Table 7.3: Prediction of Nj alongside with the corresponding enclosure for H
anh
6 .
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7.2 The Zimmermann-Mertins method
As in Section 6.3 for the case of the harmonic oscillator, we now examine the
convergence as given by Corollary 5.8.
Experiment 18
We plot loglog scales of the number of nodes n versus the residual r(j, n) set
analogously as in (6.1). See Figure 7.7. In Table 7.4 we show approximation of
the first five eigenvalues of Hanh6 with n = 400. According to Remark 6.3 the
slopes of the graphs is close to 4 and this is confirmed here.
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Figure 7.7: Loglog plot of the length of the enclosure r(j, n) for Hanh6 , as n in-
creases. The slopes are all close to the value 4. The horizontal axis is n and the
vertical axis is |λup − λlow|.
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j (λj)
up
low Anharmonic Oscillator
1 1.060362102717256057845467
2 3.7996733633623482668227530
3 7.455701189413452692230275224
4 11.64475785577081335085975963
5 16.261888166167456798782603595
Table 7.4: Approximating enclosures for first five eigenvalues ofHanh6 with n = 400.
Here λlow is the lower bound of the segment enclosing λ and λ
up the upper bound.
Experiment 19
As for experiment 17, when the size of the matrices increases, the residuals shown
in Figure 7.7 reach a threshold. After this threshold, truncation error in (finite)
16 digits precision takes over. We show this phenomenon in Figure 7.8. Accurate
approximation of the enclosures for each individual eigenvalues for n large, but
chosen below this threshold, are given in Table 7.5. Remark 6.2 should be recalled
in this experiment.
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Figure 7.8: Loglog plot of the length of the enclosure r(j, n) for Hanh6 , as n
becomes very large and reaches Nj .
j Nj (λj)
up
low anharmonic oscillator
1 550 1.06036209621418677025859
2 650 3.7996730846626992978360754
3 750 7.4556981981278097556210490
4 950 11.644745932332158193492655
5 1050 16.2618273729572105392706697
Table 7.5: Prediction of Nj alongside with the corresponding enclosure for H
anh
6 .
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Experiment 20
We consider the improvement technique for the Zimmermann-Mertins method as
explain in Section 4.4 and considered in experiments 10 and 11. In Figure 7.9 we
show how the residual r(j, 200) decrease as t move away from the spectrum. Note
that in the figure, t = λj − R is depicted from Table 7.1. In Table 7.6 we show
approximation of the first five eigenvalues of Hhar6 with the optimal value n = 200.
Here the colours code is the same as for Experiment 10.
0 2 4 6 8 10 12 14 16 18 20
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
Figure 7.9: Semi-log plot of the residual λj,up − λj,low as the shift t moves away
from the spectrum for Hanh6 . Here n = 200. Note that in the figure t = λj − R is
depicted.
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j (λj)
up
low anharmonic oscillator
1 1.060362114056112064361534
2 3.7996733215141842602711833
3 7.4556997513262403982662607
4 11.64475265849180018536015157
5 16.261846906406824624095591173
Table 7.6: Approximation enclosures for first five eigenvalues of Hanh6 for n = 200.
Upper bounds are found by fixing t = −20 and lower bounds are found by fixing
t = 20.
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Conclusion and future work
8.1 Conclusion
The aim of this thesis was to study methods for computing enclosures for eigen-
values of self-adjoint operators. The main goal was to compare between these
methods and identify which one is more advantageous and more suitable as a
strategy for effective eigenvalue calculation. We have successfully achieved the
main goal analytically and numerically. In our results we produce a systematic
comparison between the Quadratic and the Zimmermann-Mertins method.
The two methods can be formulated in term of quadratic eigenvalue problems.
The Zimmermann-Mertins method is twice as accurate as the Quadratic method.
However one of the advantages of the Quadratic method is the fact that it does
not need any a priori information, in order to produce guaranteed bounds. The
Zimmermann-Mertins method must give a value of t below or above of the eigen-
value, to calculate upper and lower bound for these eigenvalues. The important
result in this method is Theorem 4.6 which gives a way of providing a more accu-
rate bound for eigenvalues.
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We have also studied precise rates of convergence for the Quadratic and the
Zimmermann-Mertins method (see Corollary 3.13 and Theorem 4.14). Numeri-
cal experiments suggest that the Zimmermann-Mertins method seems to converge
twice as fast as the Quadratic method. We examined the convergence for both
of these methods analytically in Corollary 3.13 and Theorem 4.14. The degree
of error estimate for eigenvalue approximation, is found in Corollary 5.7 for the
Quadratic method and Corollary 5.8 for the Zimmermann-Mertins method, in the
particular case of Schro¨dinger operators in one dimension.
Numerically, we applied the Quadratic method and the Zimmermann-Mertins
method to the harmonic oscillator and the anharmonic oscillator, for comput-
ing upper and lower bounds for eignvalues. The purpose of these implementations
was to illustrate our finding in the simplest possible models. We also applied
the Galerkin method to the harmonic oscillator and the anharmonic oscillator for
comparing the accuracy of upper bounds for eigenvalues. From Figure 6.8 for
the Quadratic method and Figure 6.10 for the Zimmermann-Mertins method, it
seems that the Zimmermann-Mertins method is twice as accurate as the Quadratic
method (see Remarks 6.1 and 6.3). For the anharmonic oscillator, figures 7.5 and
7.7 confirmed the previous result.
The Galerkin method is the most accurate method for computing upper bound for
the eigenvalues as the order of approximation is 6. When we use the improvement
of the Zimmermann-Mertins method, we recover the Galerkin method as t→ −∞
and this result turns out to be one of the main results of this thesis.
8.2 Future work
We now discuss several prospects for future reseach that arose from the results
presented in the PhD project. Specific issues for additional investigation includes
the following.
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• We will try to build robust codes for Schro¨dinger operators in one dimension
with potential V (x) = xp for p = 2, 4, 6, . . . . These codes are reproducible
and will be used in Mathematical Physics, Applied Mathematics and Engi-
neering. These codes will be developed in Matlab and Maple.
• We will develope the technique for improvement which was shown for the
Zimmermann-Mertins method in Theorem 4.6. We will apply that to new
recently developed techniques as published in [17, 64].
• We will investigate theoretically our numerical results regarding the improve-
ment of upper bound for eigenvalues for the Zimmermann-Mertins method
and then possible convergence to the Galerkin method.
• We will study Schro¨dinger operators in two and three dimensions. We will
consider
HV = −∆+ V
acting on L2(R2) and L2(R3) with V producing a band-gap spectrum. For
this we need to formulate precise convergence results for the methods, and
assess them on this theoretical basis. we will perform computer experiments
with Freefem and Comsol.
• As mentioned in Remark 6.2, we will try to use an algebraic package such
as Maple or Mathematica, to see if the effect described there is avoided.
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Finite element spaces
A.1 Piecewise linear elements
Numerical experiments shown in experiments 1 and 2 are performed on trial spaces
LhL defined as in (2.5) and generated by Hermite elements of order r = 1. The
associated basis function are
ψj(x) =

x−xj−1
xj−xj−1
for xj−1 6 x 6 xj
xj+1−x
xj+1−xj
for xj 6 x 6 xj+1
0 otherwise
where h = 2L
n
, −L = x0 and xn = L. In this case the mass matrix and stiffness
matrix are matrices defined as
A1 =
[
〈ψ′j , ψ
′
k〉
]n
jk=1
A0 = [〈ψj, ψk〉]njk=1
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Figure A.1: Piecewise linear basis function.
A.2 High order elements
The rest of the numerical experiments shown in chapters 6 and 7 are performed
on trial spaces LhL defined as in (2.5) and generated by Hermite elements of order
r = 3. The associated basis functions over two contiguous segments in the mesh
are explicitly given by
pj(x) =

−(x−xj−1)2(xj−1−3xj+2x)
(xj−xj−1)3
for xj−1 6 x 6 xj
(x−xj+1)
2(xj+1−3xj+2x)
(xj+1−xj)3
for xj 6 x 6 xj+1
0 otherwise
and
qj(x) =

(x−xj)(x−xj−1)
2
(xj−xj−1)2
for xj−1 6 x 6 xj
(x−xj)(x−xj+1)2
(xj+1−xj)2
for xj 6 x 6 xj+1
0 otherwise
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Figure A.2: Cubic Hermite basis functions.
where h = 2L
n
, −L = x0 and xn = L. The mass A0, stiffness A1 and bending A2
matrices are obtained as follows. Set
Bℓjk =
aℓ(pj , pk) aℓ(pj, qk)
a
ℓ(qj , pk) a
ℓ(qj , qk)
 and Bℓ = [Bℓjk]njk=1.
Then
Aℓ =

a
ℓ(q0, q0) · · · aℓ(q0, qn+1)
... Bℓ ...
a
ℓ(qn+1, q0) · · · aℓ(qn+1, qn+1)

.
The entries can be found explicitly from the tables below.
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bj bk 〈bj , bk〉 〈bj ′, bk ′〉 〈bj ′′, bk ′′〉 〈bj, x2bk〉
q0 q0
h3
105
2h
15
4
h
h5
630
+ h
4x0
140
+
h3x2
0
105
qn+1 qn+1
h3
105
2h
15
4
h
h5
630
− h4xn
140
+ h
3x2n
105
q0 p1
13h2
420
−1
10
−6
h2
5h4
504
+
13h2x2
0
420
+ h
3x0
30
q0 q1
−3h3
420
−h
30
2
h
−h5
504
− h4x0
140
− h3x20
140
qn+1 pn
−13h2
420
1
10
6
h2
−5h4
504
+ h
3xn
30
− 13h2x2n
420
qn+1 qn
−3h3
420
−h
30
2
h
−h5
504
+ h
4xn
140
− h3x2n
140
pj pj
52h
70
12h
5
24
h3
19h3
315
+
26hx2j
35
qj qj
8h3
420
8h
30
8
h
2h3x2j
105
+ h
5
315
qj pj 0 0 0
h3xj
15
pj pj±1
9h
70
−6h
5
−12
h3
23h3
630
− 81hxj+1 + 81x2j+1
qj qj±1
−3h3
420
−h
30
2
h
−h5
504
+
h4xj+1
140
− h
3x2j+1
140
pj qj+1
13h2
420
1
10
6
h2
19h4
2520
− 72hxj+1 + 78x2j+1
pj qj−1
−13h2
420
−1
10
−6
h2
−25h4
2520
− 84hxj+1 + 78x2j+1
bj bk 〈bj , x4bk〉
q0 q0
h3
6930
[3h4+66x40+99hx
3
0+66h
2x20+
22h3x0]
qn+1 qn+1
h3
6930
[3h4+66x4n−99hx3n+66h2x2n−
22h3xn]
q0 p1
h2
27720
[119h4 + 858x40 + 1848hx
3
0 +
1650h2x20 + 704h
3x0]
q0 q1
−h7
1320
− h3x40
140
− h4x30
70
− h5x20
84
− h6x0
210
qn+1 pn
−h2
27720
[119h4 + 858x4n + 1848hx
3
n +
1650h2x2n + 704h
3xn]
qn+1 qn
−h7
1320
− h3x4n
140
+ h
4x3n
70
− h5x2n
84
+ h
6xn
210
pj pj
h5
77
+
38h3x2j
105
+
26hx4j
35
qj pj
h7
1155
+
2h3x4j
105
+
2h5x2j
105
qj pj
8h5xj
315
+
2h3x3j
15
pj pj±1
h
4620
[69h4 − 418h3xj+1 +
1012h2x2j+1−1188hx3j+1+594x4j+1]
qj qj±1
−h7
1320
+
h6xj+1
210
− h
5x2j+1
84
+
h4x3j+1
70
−
h3x4j+1
140
pj qj+1
h2
27720
[75h4 − 484h3xj+1 +
1254h2x2j+1−1584hx3j+1+858x4j+1]
pj qj−1
−h2
27720
[119h4 − 704h3xj+1 +
1650h2x2j+1−1848hx3j+1+858x4j+1]
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bj bk 〈bj, x8bk〉
q0 q0
h3
45045
[429x80 + 1287hx
7
0 + 2002h
2x60 + 2002h
3x50 +
1365h4x40 + 637h
5x30 + 196h
6x20 + 36h
7x0 + 3h
8]
qn+1 qn+1
h3
45045
[429x8n − 1287hx7n + 2002h2x6n − 2002h3x5n +
1365h4x4n − 637h5x3n + 196h6x2n − 36h7xn + 3h8]
q0 p1
h2
180180
[5577x80+24024hx
7
0+50050h
2x60+64064h
3x50+
54145h4x40 + 30576h
5x30 + 11172h
6x20 + 2400h
7x0 +
231h8]
q0 q1
−h3
180180
[1287x80+5148hx
7
0+10010h
2x60+12012h
3x50+
9555h4x40+5096h
5x30+1764h
6x20+360h
7x0+33h
8]
qn+1 pn
−h2
180180
[5577x8n − 24024hx7n + 50050h2x6n −
64064h3x5n+54145h
4x4n−30576h5x3n+11172h6x2n−
2400h7xn + 231h
8]
qn+1 qn
−h3
180180
[1287x8n−5148hx7n+10010h2x6n−12012h3x5n+
9555h4x4n−5096h5x3n+1764h6x2n−360h7xn+33h8]
pj pj
10h5x4j
11
+
248h7x2j
2145
+
26hx8j
35
+
76h3x6j
45
+ 74h
9
45045
qj pj
2h3x8j
105
+
56h9x2j
6435
+
4h5x6j
45
+
2h7x4j
33
+ 2h
11
15015
qj pj
256h9xj
45045
+
52h7x3j
495
+
4h3x7j
15
+
16h5x5j
45
pj pj±1
h
90090
[11583x8j+1 − 46332hx7j+1 + 92092h2x6j+1 −
114114h3x5j+1 + 94185h
4x4j+1 − 52234h5x3j+1 +
18816h6x2j+1 − 3996h7xj+1 + 381h8]
qj qj±1
−h3x8j+1
140
+
h4x7j+1
35
− h
5x6j+1
18
+
h6x5j+1
15
− 7h
7x4j+1
130
+
2h10xj+1
1001
−
7h9x2j+1
715
+
14h8x3j+1
495
− h11
5460
pj qj+1
−h2
180180
[5577x8j+1 − 24024hx7j+1 + 50050h2x6j+1 −
64064h3x5j+1 + 54145h
4x4j+1 − 30576h5x3j+1 +
11172h6x2j+1 − 2400h7xj+1 + 231h8]
pj qj−1
h2
180180
[5577x8j+1 − 20592hx7j+1 + 38038h2x6j+1 −
44044h3x5j+1 + 34125h
4x4j+1 − 17836h5x3j+1 +
6076h6x2j+1 − 1224h7xj+1 + 111h8]
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bj bk 〈b′′j, x2bk〉
q0 q0
−h
105
[h2 + 7hx0 + 14x
2
0]
qn+1 qn+1
hxn
105
[14x3n− 14hx2n+6h2xn−
h3]
q0 p1
x2
0
10
+ 2hx0
5
+ 23h
2
105
p1 q0
x2
0
10
− h2
70
q0 q1
h
210
[7x20 − 2h2]
q1 q0
h
210
[5h2 + 14hx0 + 7x
2
0]
pn qn+1
−x2n
10
+ h
2
70
qn+1 pn
−x2n
10
+ 2hxn
5
− 23h2
105
qn qn+1
h
210
[5h2 − 14hxn + 7x2n]
qn+1 qn
h
210
[7x2n − 2h2]
pj pj
−2
35h
[−h2 + 42x2j ]
qj qj
−4
15
[hx2j − 2h
3
105
]
pj qj 0
qj pj
−4hxj
5
pj pj+1
1
35h
[−h2 − 7hxj+1 + 42x2j+1]
pj pj−1
1
35h
[34h2−77hxj+1+42x2j+1]
qj qj+1
h
210
[5h2 − 14hxj+1 + 7x2j+1]
qj qj−1
h
210
[−2h2 + 7x2j+1]
pj qj+1
h2
70
− x2j+1
10
qj pj−1
−23h2
105
+
2hxj+1
5
− x
2
j+1
10
qj pj+1
−17h2
210
+
hxj+1
5
+
x2j+1
10
pj qj−1
3h2
35
− hxj+1
5
+
x2j+1
10
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bj bk 〈b′′j, x4bk〉
q0 q0
hx0
105
[−14x30 − 14hx20 − 6h2x0 − h3]
qn+1 qn+1
hxn
105
[14x3n − 14hx2n + 6h2xn − h3]
q0 p1
17h4
84
+
x4
0
10
+
4hx3
0
5
+
46h2x2
0
35
+ 6h
3x0
7
p1 q0
−h4
84
+
x4
0
10
− 3h2x20
35
− 2h3x0
35
q0 q1
h
420
[−5h4 + 14x40 − 24h2x20 − 20h3x0]
q1 q0
h
420
[5h4+28h3x0+60h
2x20+56hx
3
0+14x
4
0]
pn qn+1
h4
84
− x4n
10
+ 3h
2x2n
35
− 2h3xn
35
qn+1 pn
−17h4
84
− x4n
10
+ 4hx
3
n
5
− 46h2x2n
35
+ 6h
3xn
7
qn qn+1
h
420
[5h4 − 28h3xn + 60h2x2n − 56hx3n +
14x4n]
qn+1 qn
h
420
[−5h4 + 14x4n − 24h2x2n + 20h3xn]
pj pj
−4
105h
[−2h4 − 9h2x2j + 63x4j ]
qj qj
−4h3x2j
35
− 4hx4j
15
pj qj
4h3x4j
35
qj pj
−4h3xj
35
+
8hx3j
5
pj pj+1
2
105h
[−2h4 + 9h3xj+1 − 9h2x2j+1 −
21hx3j+1 + 63x
4
j+1]
pj pj−1
2
105h
[40h4 − 180h3xj+1 + 306h2x2j+1 −
231hx3j+1 + 63x
4
j+1]
qj qj+1
h
420
[5h4 − 28h3xj+1 + 60h2x2j+1 −
56hx3j+1 + 14x
4
j+1]
qj qj−1
h
420
[−5h4 + 20h3xj+1 − 24h2x2j+1 +
14x4j+1]
pj qj+1
−h4
84
− 2h3xj+1
35
+
3h2x2j+1
35
− x4j+1
10
qj pj−1
−17h4
84
+
6h3xj+1
7
− 46h
2x2j+1
35
+
4hx3j+1
5
− x
4
j+1
10
qj pj+1
−17h4
420
+
8h3xj+1
35
− 17h
2x2j+1
35
+
2hx3j+1
5
+
x4j+1
10
pj qj−1
−5h4
84
− 2h3xj+1
7
+
18h2x2j+1
35
− 2hx
3
j+1
5
+
x4j+1
10
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