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Abstract
We consider some random series parametrised by complex binary strings. The simplest case is that
of Rademacher series, independent of a time parameter. This is then extended to the case of Fourier
series on the circle with Rademacher coefficients. Finally, a specific Fourier series which has coefficients
determined by a computable function is shown to converge to an algorithmically random Brownian
motion.
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1 Introduction
There has been much success in recent years in interpreting probabilistic phenomena in the language of
algorithmic randomness. Of particular interest to our current investigations are the effective versions of the
Borel-Cantelli lemmas by Davie [2] and the construction of algorithmically random Brownian motion by
Fouche´ [4]. Using these, it has been shown that many effectivised properties of Brownian motion hold for a
version of Brownian motion parametrised by Kolmogorov-Chaitin complex strings. Important examples of
such properties are the law of the iterated logarithm [7] and results on the Fourier spectra of measures on
the images of fractals [6].
The aim of the first part of the paper (sections 2 and 3) is to formulate convergence and divergence results
for algorithmically random Rademacher series which are determined by KC-strings. This allows us to state
with certainty when certain series will converge. The proofs rely on certain Kolmogorov and Paley-Zygmund
inequalities in Hilbert space. Although only the real case is considered, the proofs should be transferable
to other spaces where a suitable notion of computability is defined. We then turn to establishing similar
results for trigonometric series with coefficients again determined by Rademacher series. In particular, we
will show that under suitable conditions, the algorithmically random Rademacher series forms the Fourier
coefficients of a Borel measure on [0, 1]. As possible future work, it would be interesting to study the class
of such measures in terms of computability.
The second part of the paper (sections 4 and 5) is concerned with the convergence of computably de-
termined series to continuous functions. This is done firstly for algorithmically random Rademacher series.
We then consider a particular series, the Fourier-Wiener series, used in a construction of Brownian motion,
and show that this not only converges to a continuous function, but to a complex oscillation in the sense
of Asarin and Pokrovskii. This provides an alternative to Fouche´’s construction of algorithmically random
Brownian motion [4].
The probabilistic aspects of this paper are heavily influenced by the exposition of Kahane [8]. For
computability aspects, we shall throughout notation similar to that used in [4], which we summarise here.
We denote the set of non-negative integers by ω and write N for the space {−1, 1}ω. The subset of finite
strings is denoted by {−1, 1}∗. For α = α0α1 . . . in N , we write α(n) =
∏
j<n αj for the intitial segment of
α of length n. For a ∈ {−1, 1}∗, we write |a| for the length of a and [a] for the interval generated by a; that
is, the set {α ∈ N : α(|a|) = a}. For α ∈ N , we denote the Kolmogorov complexity of α by K(α), and say
that α is Kolmogorov-Chaitin complex if ∃k∀nK(α(n)) ≥ n − k. The set of Kolmogorov-Chaitin complex
strings shall be denoted by KC.
1
A sequence (an) of real numbers is said to converge to 0 effectively if there is some computable function
f : ω → ω such that |an| ≤ (m + 1)−1 whenever n ≥ f(m), for all n,m ∈ ω. Letting λ be the Lebesgue
probability measure over N , we say that a subset A of N has constructive measure 0 if there is a computable
function g : ω2 → {−1, 1}∗ such that A ⊂ ∩n ∪m [g(n,m)], where λ(∪m[g(n,m)]) converges effectively to 0
as n→∞.
We shall use the following theorems or their probabilistic analogues repeatedly.
Theorem 1.1. [9] If α ∈ KC, α is in the complement of every set of constructive measure 0.
Theorem 1.2. [5] If B is a Σ01 set of Lebesgue measure 1, then B contains KC.
This theorem has the converse:
Theorem 1.3. A Π01 set of Lebesgue measure 0 contains no element of KC.
The following is an effective version of the Borel-Cantelli lemmas.
Lemma 1.1. [2] Let {Ak} be a uniform sequence of Σ01 sets.
(i) If
∑
k λ(Ak) <∞, then, for each α ∈ KC, it is this case that α belongs to no Ak for sufficiently large
k.
(ii) If the events {Ak} are pairwise independent and
∑
k λ(Ak) = ∞, then Ak must occur infinitely often
for each α ∈ KC.
Corresponding notions for Wiener measure will not be needed until section 5, and will only be introduced
then.
2 Algorithmically random Rademacher series
The goal of this section is to establish convergence and divergence results for algorithmically random
Rademacher series. Since the convergence of a Rademacher series is a tail phenomenon, a given series
converges almost surely, or diverges almost surely. In this section we will show that if a Rademacher se-
ries of a computable sequence of numbers converges a.s., it will converge for each KC-string as long as the
l2 norm of the sequence is a computable number. Conversely, we show that if a Rademacher series of a
computable sequence of numbers diverges, it diverges for each KC-string. A consequence of this is that
convergence/divergence for all KC-strings can be determined by the convergence/divergence of any one such
string.
A Rademacher sequence on a probability space (Ω,Σ,P) is defined as a sequence (εn) of random variables
on X such that P(εn = 1) = P(εn = −1) = 1/2, n = 1, 2, . . . . In this paper, we examine Rademacher
sequences parametrised by N , which is to say that for some x ∈ N , εn(x) = −1 or 1 according to whether
the nth bit of x is −1 or 1. A Rademacher series in a Hilbert (or Banach) space is a series of the form∑∞
n=1 εnun, where (εn) is a Rademacher sequence and (un) is a sequence of vectors in a Hilbert (or Banach)
space. We shall only concern ourselves with real sequences (un). A sequence (εn) is called an algorithmically
random Rademacher sequence if there is some α ∈ KC such that εk is the kth bit of α. When it is necessary
to specify α, the sequence is denoted by (εn(α)).
A sequence (xn) of real numbers is said to be a computable sequence if there is an effective way of
approximating xn arbitrarily closely, given n. We shall say that a computable sequence of real numbers
(xn) is square computable if there is an effective procedure for determining the sum
∑∞
k=1 x
2
k to arbitrary
accuracy from (xn). In other words, given a positive integer m, there is an effective procedure for finding
n = n(m) such that ∣∣∣∣∣
∞∑
k=1
x2k −
n∑
k=1
x2k
∣∣∣∣∣ < 1/m. (2.1)
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Throughout, E(X) shall denote the expected value of a random variable X , and V (X) = E((X−E(X))2)
its variance. All events considered are members of the usual Borel σ-algebra over N , and the probability
measure is denoted by P rather than λ, in order to maintain a more uniform notation.
The first relevant theorem is the following. For generality, we phrase the theorem with the sequence (un)
considered as a sequence in a Hilbert space H , with ‖·‖ denoting the norm associated with the inner product
on H .
Theorem 2.1. ([8] p30) Suppose that Xn ∈ L2H(Ω) are independent random variables and E(Xn) = 0 for
each n, and
∑∞
1 V (Xn) <∞. Then the series
∑∞
1 Xn converges in H a.s.
In particular, if our variables are Xn = εnun for a Rademacher sequence (εn) and if
∑∞
1 ‖un‖2 < ∞,
then
∑∞
1 εnun converges a.s. In the sequel, we shall omit the use of subscripts and superscripts in the
summation unless confusion is likely.
In order to prove a version of the theorem for complex strings, we shall need an inequality of Kolmogorov,
which is also used in the proof of the Theorem 2.1.
Theorem 2.2. ([8] p29) Supposing that Xn ∈ L2H(Ω) are independent random variables and E(Xn) = 0 for
each n, we have for any N
P
(
sup
n=1,2,...,N
‖X1 +X2 + · · ·+Xn‖ > r
)
<
1
r2
(V (X1) + V (X2) + · · ·+ V (XN )) . (2.2)
We can now prove a version of Theorem 2.1 for complex strings.
Theorem 2.3. Suppose that (un) is a square computable sequence in R, and (εn) is an algorithmically
random Rademacher sequence. Then
∑
εnun converges in R.
Proof. Consider the event
B(k)n =
(
sup
j≥1
∣∣∣∣∣
n+j∑
l=n
εlul
∣∣∣∣∣ > 1k
)
(2.3)
for some positive integer k. By equation (2.2),
P(B(k)n ) < k
2
∞∑
n
u2n. (2.4)
Since we require that (un) is square computable, we can effectively determine, for each m, an n = n(m) such
that k2
∑∞
n u
2
n is smaller than 1/m
2.
Note that we can describe B
(k)
n as
∞⋃
j=1
(∣∣∣∣∣
n+j∑
l=n
εlul
∣∣∣∣∣ > 1k
)
. (2.5)
Thus Bkn is a countable union of finitely determined events, and is therefore a
∑0
1 set. Similarly, since n(m)
can be effectively determined, the sequence {B(k)n(m)}∞m=1 forms a uniform sequence of
∑0
1 sets. Moreover,
the sum of the measures of the sets converges. By the effective version of the Borel-Cantelli lemma, we have
that for a complex string α that α /∈ B(k)n(m) for all large values of m. Therefore, given any positive k ∈ Z,
we have that, for large enough values of n,
sup
j
∣∣∣∣∣
n+j∑
l=n
εlul
∣∣∣∣∣ ≤ 1k . (2.6)
We can conclude that the series converges for each complex string.
The converse of Theorem 2.1 for a general Hilbert space is the following.
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Theorem 2.4. ([8] p31) Suppose that ‖Xn‖ ∈ L4(Ω) are independent random variables, E(Xn) = 0 and
E(‖Xn‖4) ≤ CV 2(Xn) for all n, for some absolute constant C > 0. If the series
∑
Xn is a.s. bounded, then∑∞
1 V (Xn) <∞.
This has the trivial corollary:
Corollary 2.1. For any sequence of real numbers (un) (computable or not), if
∑
εnun is bounded for each
KC string, then
∑
u2n <∞.
When the sum
∑∞
1 u
2
n diverges, the Rademacher series
∑
εnun will almost surely diverge ([8], p31). For
complex strings, we obtain the following result.
Theorem 2.5. If (un) is a computable sequence such that
∑
u2n = ∞, then
∑
εnun diverges for each
algorithmically random Rademacher sequence (εn).
We shall need the following Paley-Zygmund inequality for the proof.
Lemma 2.1. ([8] p31) If (un) is a sequence of vectors in a Hilbert space and (εn) is a Rademacher sequence,
then for any 0 < λ < 1 we have
P[‖ε1u1 + · · ·+ εmum‖ > λ(‖u1‖2 + · · ·+ ‖um‖2) 12 ] > 1
3
(1− λ2)2. (2.7)
Proof of Theorem 2.5. We can interpret Lemma 2.1 as follows: For any positive integer m,
P[|ε1u1 + · · ·+ εmum| > λ] > 1
3
(1− γ2)2, (2.8)
where
γ =
λ
(u21 + · · ·+ u2m)
1
2
. (2.9)
In order for the inequality to apply, we need that 0 < γ < 1. Since
∑
u2n diverges, we can take m large
enough in the above so that this is true for a given value of λ. Moreover, if λ is computable, the smallest
such m can be effectively determined. For ease of computation, we set λ = 1/2. We can now effectively find
m1 so that the associated value of γ is between 0 and 1 and
ηm1 =
1
3
(1− γ2m1)2 =
1
3
(
1− λ
2
u21 + · · ·+ u2m1
)
>
1
6
. (2.10)
Since the inequality (2.7) applies to all finite subsequences of (un), given mk we can effectively find mk+1 >
mk so that
ηmk+1 =
1
3
(1− γ2mk+1)2 =
1
3
(
1− λ
2
u2mk+1 + · · ·+ u2mk+1
)
>
1
6
. (2.11)
Continuing in this way, we can effectively determine mn+k, k = 1, 2, . . . . The events (|εmk+1umk+1 + · · ·+
εmk+1umk+1 | > λ), k = 1, 2, . . . , are independent finitely determined events, and moreover have probabilities
that sum to ∞. This means, by the second effective Borel-Cantelli lemma, that they must occur infinitely
often for complex strings. This implies that the sum for a complex string will always have sections of the
tail which are larger than 1/2 in absolute value, implying divergence.
Corollary 2.2. If (un) is a square computable sequence in R and
∑
εnun converges for any α ∈ KC, then∑
u2n converges. If
∑
εnun diverges for any α ∈ KC,
∑
u2n must diverge or converge to an incomputable
number.
Proof. Since the series
∑
u2n has only positive terms, it must converge or diverge to ∞. However,
divergence implies that
∑
εnun also diverges. The second statement follows similarly.
We end the section with a principle of contraction for KC-strings. The original can be found in [8], p20.
Theorem 2.6. If (un) is a square computable sequence, then for a bounded computable sequence (λn) with
supn |λn| computable, the series
∑
εnλnun converges for each algorithmically random Rademacher sequence
(εn).
Proof. The proof follows that of Theorem 2.3, by replacing
∑ |un|2 by (sup |λn|)∑ u2n.
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3 Algorithmically random Fourier series
In this section, we consider algorithmically random versions of series of the form
∞∑
n=0
Xn cos(2pint+Φn), (3.1)
for independent symmetric random variablesXne
2piiΦn , n ≥ 0, and t ∈ [0, 1]. In particular, we letXn = εnxn,
where xn and φn = Φn are fixed real numbers and (εn) a Rademacher sequence parametrised by N , for
n ≥ 0. Our purpose is to establish conditions on the various parameters in order to obtain convergence or
divergence for series
∞∑
n=0
εn(α)xn cos(2pint+ φn) (3.2)
where (εn(α)) is an algorithmically random Rademacher sequence. A discussion of the general case can be
found in Chapter 5 of [8].
A trigonometric series
∞∑
n=0
xn cos(2pint+ φn) (3.3)
with xn, φn ∈ R, n ≥ 0 is said to be a Fourier-Stieltjes series if there exists a measure µ on [0, 1] such that
x0 cos 2piφ0 =
∫
dµ(t) (3.4)
and
xne
±2piiφn = 2
∫
e±2piintdµ(t), n ≥ 1. (3.5)
We say that (3.3) ∈M if it is a Fourier-Stieltjes series.
The Feje´r sums of (3.1) are given by
σN (t, ω) =
N∑
n=0
(
1− n
N
)
Xn(ω) cos(2pint+Φn(ω)), N = 1, 2, . . . (3.6)
If the Feje´r sum of a series diverges, the series itself will diverge, although the converse is not necessarily
true. We shall denote the Feje´r sum by σN (t), since the involvement of ω will usually be clear. Letting ‖ · ‖1
denote the L1([0, 1]) norm, we have that (p136, [10])
(3.3) ∈M ⇐⇒ sup
N
‖σN‖1 <∞. (3.7)
By Theorem 1 on p13 of [8], we can conclude that
(3.1) ∈M a.s. ⇐⇒ sup
N
‖σN‖1 <∞ a.s. (3.8)
Theorem 3.1. Let (xn), (φn) be computable sequences of real numbers so that
∑
x2n = ∞ and let (εn(α))
be an algorithmically random Rademacher sequence. Then,
lim sup
N→∞
∫ 1
0
|σN (t)|dt =∞. (3.9)
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Thus, given a computable sequence (xn) such that
∑
x2n diverges, the series (3.2) will not be a Fourier-
Stieltjes series if α ∈ KC. This partially answers the question of why it is difficult to explicitly construct a
series of the form
∑±xn cos(2pint+ϕn) which is not a Fourier-Stieltjes series when∑ x2n =∞, even though
it happens almost surely.
Proof of Theorem 3.1. Each of the σN is a continuous function over a closed and bounded interval
and we can approximate the integral by a Riemann sum. For a givenM , we subdivide the interval [0, 1] into
intervals of length 1/M . Consider the event
BK = ∃N∃M
(
1
M
M−1∑
k=0
|σN (k/M)| > K
)
, (3.10)
where K is a positive integer. By Proposition 6 on p50 of [8], each BK has probability 1. What is more,
each BK is a Σ
0
1 set, and therefore must contain all of KC.
The following lemma tells us something of pointwise divergence.
Lemma 3.1. Let (xn), (φn) be computable sequences so that
∑
x2n =∞ and let (εn(α)) be an algorithmically
random Rademacher sequence. Then the series (3.2) diverges for almost every t ∈ [0, 1].
Proof. The key to the proof is to adapt the second proof of Proposition 6, used in the previous theorem.
There it is proved that
lim sup
N→∞
∫ 1
0
|σN (t)|dt =∞, (3.11)
almost surely. Since the Paley-Zygmund inequality used in the proof is valid for all t and N , and since by
Proposition 4 on p49 of [8] the series
∞∑
1
x2n cos
2(2pint+ φn) (3.12)
diverges a.e., it is permissible to consider any closed interval of [0, 1] in the proof, rather than the interval
itself. If I = [a, b] is such an interval, the proof then implies that
lim sup
N→∞
∫
I
|σN (t)|dt =∞, (3.13)
almost surely. Letting I = [k2−j, (k + 1)2−j], j ∈ Z+, k ∈ {0, 1, 2, . . . , 2j − 1} be any dyadic subinterval of
[0, 1], and considering the Riemann sum as in the previous proof, this means that the event
BK,j,k = ∃N∃M
[
1
M
M−1∑
n=0
∣∣∣σN ((k + n
M
)
2−j
)∣∣∣ > K
]
(3.14)
has measure 1. Since it is Σ01, it must hold for every α ∈ KC. Hence, the integral of |σN (t)| diverges over
arbitrarily small intervals as N →∞, which implies that the Feje´r sum and hence the series diverges a.e.
We now turn to the subject of convergence. Convergence almost everywhere on [0, 1] when
∑
x2n < ∞
is actually the least interesting case. For fixed α ∈ KC, the coefficients form a square summable sequence
and hence the Fourier series converges in norm to an element of L2([0, 1]). The Feje´r sums then have to
converge to a function in L1([0, 1]), which means that supN ‖σN‖1 must be bounded, implying that (3.2)
∈M . Imposing certain constructive constraints on the measures in question might lead to results of greater
interest. However, we can say something about the convergence at computable numbers.
Theorem 3.2. If (xn) is a square computable sequence and (φn) is a computable sequence, the series (3.2)
converges at each computable number for each α ∈ KC.
Proof. Noting that (xn cos(2pint + φn)) is a computable sequence such that the absolute value of the
nth term is bounded by |xn|, the proof of Theorem 2.3 can be applied directly.
6
4 Series as continuous functions
In our construction of algorithmically random Brownian motion, it will be key to show that certain Fourier
series converge to continuous functions. The notation and method of proof of the following theorem for
algorithmically random Rademacher Fourier series will be important.
For random variables Xn, each with finite variance and expectation 0, we set
sj =

 ∑
2j≤n<2j+1
E(X2n)


1
2
, j = 0, 1, 2, . . . (4.1)
In the case to be considered below, we have that Xn = εnxn, where the xn are now fixed real numbers, and
(εn) is a Rademacher sequence parametrised by N , and
sj =

 ∑
2j≤n<2j+1
x2n


1
2
, j = 0, 1, 2, . . . (4.2)
Theorem 4.1. Whenever Xn = εnxn, where (εn) is an algorithmically random Rademacher sequence and
(xn), (φn) are computable sequences, (sj) is a decreasing sequence and
∑∞
1 sj is finite, the Fourier series
(3.2) converges to a continuous function.
Proof. As in [8], we set
Pk(t) =
Nk+1−1∑
Nk
εnxn cos(2pint+ φn), (4.3)
where Nk = 2
2k . Let Bk be the event
‖Pk‖∞ > 6

logNk+1 Nk+1−1∑
Nk
x2n


1
2
(4.4)
By theorem 2 on p69 of [8], presented in this paper as Theorem 5.3,
P(Bk) ≤ 8pi
N2k+1
. (4.5)
The theorem is applicable because (Xn) is a subnormal sequence, that is, the variables are independent and
satisfy E(eλXn) ≤ eλ2/2 for any λ ∈ R. Since each Pk is a continuous computable function, we can state the
lower bound on the uniform norm in terms of rational numbers. Setting
F (k) =

logNk+1 Nk+1−1∑
Nk
x2n


1
2
, (4.6)
we can describe the event Bk as
∃M∃n ≤M
(∣∣∣Pk ( n
M
)∣∣∣ > 6F (k)) . (4.7)
The events (Bk) therefore form a uniform sequence of Σ
0
1 sets, and the sum of all their probabilities is clearly
finite. Therefore, for any algorithmically random Rademacher sequence (εn),
‖Pk‖∞ ≤ 6

2k/2

2k+1−1∑
2k
s2j


1
2

 (4.8)
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for large k. If we now require that
∑∞
j=1 sj <∞ and that the sequence sj is decreasing, we have that
∞∑
k=1
2k/2

2k+1−1∑
2k
s2j


1
2
<∞. (4.9)
Therefore,
∑∞
k=1 ‖Pk‖∞ <∞, and the series
∑∞
k=1 Pk(t) must be uniformly convergent.
It would now be natural to ask what would happen in a more general case where, instead of a Rademacher
sequence, one has a sequence of independent, identically distributed random variables (for which a notion
of computability is suitably defined) as coefficients. Although we cannot yet formulate a general result, the
next section provides a specific instance of convergence.
5 Algorithmically random Brownian motion
We require some background in order to phrase analogues of Theorem 1.1 and Lemma 1.1 for Wiener measure.
For a more complete introduction, see [4] and [3]. Throughout, W shall denote Wiener measure on Σ, the
Borel σ-algebra over C[0, 1] (topologised by the uniform norm).
Let Cn, n ≥ 1 be the class of elements of C[0, 1] that vanish at 0 and are linear with slope ±√n on
the intervals [(i − 1)/n, i/n], i = 1, 2, . . . n. It is clear that each x ∈ Cn can be encoded by a binary string
c(x) = a1 · · ·an in {−1, 1}∗ by setting ai = 1 if the slope is positive on [(i−1)/n, i/n] and ai = −1 otherwise.
A sequence (xn) in C[0, 1] is complex if for each n, xn ∈ Cn and there exists a constant d > 0 (independent
of n) such that K(c(xn)) ≥ n − d for all n. A function x ∈ C[0, 1] is a complex oscillation if there is a
complex sequence (xn) such that ‖x− xn‖∞ converges effectively to 0 as n→∞. The collection of complex
oscillations will be denoted by C.
The next notion needed is that of an effective generating sequence, formulated by Fouche´ in [3]. Since we
shall only use one example of such in this section, we do not present the general definition, only an instance
thereof. Let G0 be a collection of sets in Σ of the form
a1X(t1) + · · ·+ anX(tn) ≤ L or a1X(t1) + · · ·+ anX(tn) < L (5.1)
where X is a one-dimensional Brownian motion on [0, 1], the aj , 0 ≤ tj ≤ 1 are rational numbers and L is a
computable real. Let (Gi : i < ω) be an enumeration of G0 such that for any given i, the sign, denominator
and numerator of each of the aj , tj in the representation (5.1) can be effectively computed, and the real L
can be approximated arbitrarily closely.
For G ∈ G0, the open ε-neighbourhood Oε(G) of G as given by (5.1) is described by
a1X(t1) + · · ·+ anX(tn) < L+ ε
∑
j
|aj|. (5.2)
The neighbourhood Oε(G
c) of Gc is described by
a1X(t1) + · · ·+ anX(tn) > L− ε
∑
j
|aj|. (5.3)
It is shown in [4] that G0 = (Gi : i < ω) satisfies the following conditions, and hence forms an effective
generating sequence:
1. For G ∈ G0, we have for F = Oε(G), F = Oε(Gc), F = G or F = Gc that W(F ) = W(F ).
2. There is an effective procedure that yields, for each sequence 0 ≤ ii < · · · < in < ω and k < ω, a
binary rational βk such that
|W(Gi1 ∩ · · · ∩Gin)− βk| < 2−k. (5.4)
In other words, the Wiener measure of finite intersections of elements of G0 is computable.
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3. For n, i < ω, a rational number ε > 0 and x ∈ Cn, both the relations x ∈ Oε(Gn) and x ∈ Oε(Gcn) are
computable in x, ε, i and n.
From an effective generating sequence G0 we can generate an algebra G in an effective way, i.e. there will
be an enumeration (Ti : i < ω) of G such that, for given i, we can effectively describe Ti as a finite union of
finite intersections of elements of G0 or their complements. The sequence (Ti : i < ω) is called a computable
enumeration of G, and we can refer to G as an effectively generated algebra.
We now present analogues in Σ of the arithmetical sets we have used in the previous sections, and for
which versions of Theorems 1.1, 1.2 and Lemma 1.1 will hold.
A sequence (An) of sets in G is G-computably enumerable if it is of the form (An = Sφ(n)) for some total
computable function φ : ω → ω and (Si) a computable enumeration of G. The union ∪nAn is then a Σ01(G)
set. The complement of such is a Π01(G) set. A sequence (Bn) in G is a uniform sequence of Σ01(G) sets if
there is a total computable function φ : ω2 → ω and a computable enumeration (Si) of G such that
Bn = ∪mSφ(n,m). (5.5)
The intersection ∩nBn is a Π02(G) set. If the Wiener measure of Bn converges effectively to 0 as n→∞, the
set ∩nBn is said to be a Π02(G) set of constructive measure 0.
The analogue of Theorem 1.1 is the following.
Theorem 5.1. [3] Let G be an effectively generated algebra. If x is a complex oscillation, then x is in the
complement of every Π02(G) set of constructive measure 0.
We also have an analogue for the effective version of the Borel-Cantelli lemma for Wiener measure.
Theorem 5.2. [3] If (Ak) is a uniform sequence of Σ
0
1 sets with
∑
kW(Ak) < ∞, then for a complex
oscillation x there is some m such that x /∈ Ak for k ≥ m.
We can now proceed to construct algorithmically random Brownian motion. Suppose we have a sequence
of (real) independent random variables X0, X1, Y1, X2, Y2, . . . such that each is a normal random variable of
mean 0 and variance 1. From here on, we will refer to such a sequence simply as a normal sequence. We
define the Fourier-Wiener series for t ∈ [0, 1] as
W (t) = X0t+
√
2
∞∑
n=1
1
2pin
(Xn sin 2pint+ Yn(1 − cos 2pint)). (5.6)
As usual, we suppress the argument ω in each of the random variables. When the series is parametrised
by some α ∈ KC, we denote it by Wα(t). By Theorem 2 on p236 of [8], the series represents the sample
paths of a real Brownian motion on [0, 1]. In this section we show that the normal sequence can be chosen
to be computable and in such a way that the series (5.6) represents an algorithmically random Brownian
motion. The sequence in question was used by Fouche´ in [4] in order to construct the algoritmically random
Brownian motion as a Franklin-Wiener series. As in [4], we show that not only does the series converge to
a continuous function, but it is a complex oscillation in the sense of Asarin and Pokrovskii [1].
We now show how to construct a normal sequence which is parametrised by N , as was first demonstrated
in [4]. Define the function g : [0, 1]→ R by
α =
1√
2pi
∫ g(α)
−∞
e−t
2/2dt, α ∈ (0, 1). (5.7)
Note that g is a computable function. Now, fix a computable bijection ϕ : ω2 → ω. Associate to α ∈ N the
sequence (βn) such that the kth term of (βn) is given by βk = αϕ(k,0)αϕ(k,1)αϕ(k,2) . . . . Set ξn(α) = g(βn).
The sequence (ξn) now forms a normal sequence with respect to Lebesgue measure [4]. For our later
notational convenience, we set
Xn = ξ2n and Yn = ξ2n+1, n = 0, 1, 2, . . . (5.8)
The following theorem, which was already used in proving Theorem 4.1, will be needed to prove Theorem
5.4. The constants have been modified slightly for our purposes.
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Theorem 5.3. ([8], p69) Consider the random trigonometric polynomial
P (t) =
k∑
n=1
ξnfn(t) (5.9)
where the fn are real or complex trigonometric polynomials of degree less than or equal to N , ξn a normal
(or subnormal) sequence and k <∞. Then
P
(
‖P‖∞ ≥ 6(
∑
‖fn‖2∞ logN)
1
2
)
≤ 8pi
N2
. (5.10)
The particular choice of constants is justified by setting ρ = 2piN2 and κ = N2/4pi in Theorem 1, p68
of [8].
Theorem 5.4. Let {X0, Xn, Yn : n = 1, 2, . . .} be as defined in (5.8). Then the series (5.6) converges to a
continuous function whenever W =Wα for some α ∈ KC.
Proof. The linear term clearly does not affect convergence, and we shall focus our attention on the sum.
Firstly, consider the sum
∞∑
n=1
Xn
2pin
sin 2pint. (5.11)
Note that this is merely a sum of cosines, such as we have been using, with a constant phase shift. The
factor 1/2pi will not have an effect on the convergence, and we dispense with it from here on, and also when
bounding the terms involving Yn. With Nk = 2
2k as in Theorem 4.1, let
Pk(t) =
Nk+1−1∑
n=Nk
Xn
n
sin 2pint, k = 0, 1, 2, . . . (5.12)
The series (5.11) can then be written as
∑∞
k=0 Pk(t). Each Pk is a trigonometric polynomial of degree less
that Nk+1. Using Theorem 5.3 as in Theorem 4.1 (but invoking Theorem 5.2 instead of Lemma 1.1), we
have that for α ∈ KC and all large k,
‖Pk‖∞ ≤ 6

2k/2

22
k+1
−1∑
n=22k
1
n2


1
2

 . (5.13)
Now, since
22
k+1
−1∑
n=22k
1
n2
≤
(
22
k−1
)−2
, (5.14)
we have that
‖Pk‖∞ ≤ 6
√
log 2 · 2 k+12 2−2k−1 < 6 · 2−2k−2 = 6N−1k−2. (5.15)
The same technique will be used to compute the rate of convergence of the rest of the sum. Set
Qk(t) =
Nk+1−1∑
n=Nk
Yn
n
(1 − cos 2pint). (5.16)
Writing 1 − cos 2pint = 2 sin2 pint, we observe that Theorem 5.3 must now be applied to trigonometric
polynomials of degree less than or equal to 2N . Otherwise, everything else used to obtain the previous
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estimate (5.15) still applies, and we obtain
‖Qk‖∞ ≤ 6

log(2Nk+1)Nk+1−1∑
Nk
1
n2


1
2
≤ 6
√
log 2
(
2k+1 + 1
) 1
2

22
k+1
−1∑
n=22k
1
n2


1
2
(5.17)
< 6 · 2 k+22 2−2k−1 < 6 · 2−2k−2 = 6N−1k−2. (5.18)
for each α ∈ KC. Since ∑kN−1k−2 converges, the series (5.6) converges uniformly on [0, 1].
Using the above estimates, we can now prove
Theorem 5.5. The series (5.6) converges to a complex oscillation whenever W =Wα, for each α ∈ KC.
The idea of the proof is identical to that of Proposition 2 of [4], and can be adapted to the present case
using the estimates of Theorem 5.3.
Proof. Suppose that α ∈ KC, but that Wα is not a complex oscillation. As in [4], we can then write
Wα ∈
⋂
n
⋃
m
Tn,m (5.19)
where each Tn,m is of the form ⋂
i<k
[Ai < X(ti) < Bi]. (5.20)
Here, Ai, Bi and ti are dyadic rationals and k an integer, and an effective description of them all can be
obtained from n and m. Moreover, W(∪mTn,m) converges effectively to 0 as n→ ∞. Without loss, we can
assume that
W
(⋃
m
Tn,m
)
≤ 2−n. (5.21)
Setting Nj = 2
2j as in the previous proof, let
W
Nj
β (t) = X0t+
√
2
Nj−1∑
n=1
1
2pin
(Xn(β) sin 2pint+ Yn(β)(1 − cos 2pint)). (5.22)
Let Tn,m be as in (5.20), noting that the parameter k can be effectively retrieved from n and m. Define Sn,m
by
β ∈ Sn,m ⇐⇒ ∀i<k∃j>n+m+1(Ai +N−1/6j < WNjβ (ti) < Bi −N−1/6j ). (5.23)
The relation β ∈ Sn,m is Σ01 in β, n and m, keeping in mind that k is effectively retrievable from n and m.
By the previous proof, we can bound the tail of the series Pj +Qj, as defined in (5.12) and (5.16). When
necessary, we shall indicate the dependence on a specific β ∈ N by writing P βj and Qβj . Specifically, for each
j we have that
‖Pj(t) +Qj(t)‖∞ ≤ 12N−1j−2 (5.24)
for k large enough. Therefore, we get the bound
1
2pi
∥∥∥∥∥∥
∞∑
i=j
(Pi(t) +Qi(t))
∥∥∥∥∥∥
∞
≤ 12
pi
2−2
j−2
=
12
pi
N−1j−2 (5.25)
for large k. This allows us to state that, for a given α ∈ KC, we can find some j0 = j0(α) such that
|Wα(t)−WNjα (t)| ≤
1
2pi
∥∥∥∥∥∥
∞∑
i=j
(Pi(t) +Qi(t))
∥∥∥∥∥∥
∞
≤ 12
pi
N−1j−2. (5.26)
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for all j ≥ j0. For α ∈ KC specified and j0 determined, we want to show that
α ∈
⋂
n≥j0
⋃
m
Sn,m. (5.27)
For convenience, we now set C = 12/pi. Let n ≥ j0, and choose m such that xα ∈ Tn,m. We can now
find some L > 0 such that for all i < k,
Ai +
1
L
< Wα(ti) < Bi − 1
L
. (5.28)
Now choose j > n+m+ 1 such that CN−1j−2 +N
−1/6
j < L
−1. By (5.26) and the fact that j > j0,
Wα(ti)− CN−1j−2 < WNjα (ti) < Wα(ti) + CN−1j−2. (5.29)
From the choice of j,
Ai +N
−1/6
j < W
Nj
α (ti) < Bi −N−1/6j , (5.30)
and therefore α ∈ Sn,m.
The aim is to show that ∪mSn,m tends to 0 effectively, which would mean that α is contained in a Π02
set of constructive measure 0, in contradiction to the assumption that α ∈ KC. Therefore, suppose that
β ∈ Sn,m, where n ≥ j0. We will now establish that if ‖P βj + Qβj ‖∞ ≤ 12N−1j−2 for all j ≥ n + m + 1,
then Wβ ∈ Tn,m, where P βj and Qβj are the polynomials (5.12) and (5.16) for the variables Xn and Yn
parametrised by β. By definition of Sn,m, there are some i and j > n+m+ 1 such that
Ai +N
−1/6
j < W
Nj
β (ti) < Bi −N−1/6j . (5.31)
Because of the assumed bounds on Pj +Qj , for large j,
|Wβ(ti)−WNjβ (ti)| ≤ CN−1j−2, (5.32)
and so
Ai +N
−1/6
j − CN−1j−2 ≤Wβ(ti) ≤ Bi −N−1/6j + CN−1j−2. (5.33)
Except for a few initial terms, N
−1/6
j − CN−1j−2 > 0, and we can assume that j0 is also large enough for
this to be true. For n ≥ j0 then, Wβ ∈ Tn,m. This will also hold under the assumption that β ∈ Sn,m and
that both ‖P βj ‖∞ and ‖Qβj ‖∞ are bounded from above by 6N−1j−2 for large j, since then the condition on
‖P βj +Qβj ‖∞ is clearly implied. If we now define Un,m by the relation
β ∈ Un,m ⇐⇒ ∃j>n+m+1
(
(‖P βj ‖∞ > 6N−1j−2) ∨ (‖Qβj ‖∞ > 6N−1j−2)
)
, (5.34)
we can state that
(β ∈ Sn,m) =⇒ ∃m[(Wβ ∈ Tn,m) ∨ β ∈ Un,m]. (5.35)
Utilising Theorem 5.3 again, we see that
P[‖P βj ‖∞ > 6N−1j−2] < P

‖P βj ‖∞ > 6

2j+1 log 2Nj+1−1∑
Nj
n−2


1/2

 < 8pi/N2j+1, (5.36)
and the same for Qβj .
The final component necessary to bound the measure of Sn,m is to note that, for n ≥ j0,
P (∪m[α :Wα ∈ Tn,m]) = P ([α :Wα ∈ ∪mTn,m]) = W (∪mTn,m) ≤ 2−n, (5.37)
by (5.21). We now have that
P (∪mSn,m) ≤ 2−n +
∑
j>m+n+1
16pi
N2j+1
, (5.38)
which converges to 0 effectively as n → ∞. This contradicts the assumption that α ∈ KC, which implies
that Wα is indeed a complex oscillation.
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