Abstract: This paper proposes a visual servoing algorithm for mobile robot navigation based on object profiles which is alternative to approaches based on point correspondences. Motivation to this research is that for unstructured scenes the task of solving correspondences is definitely a harder task than contour detection. An unstructured 3D scene exhibits only surfaces whose main 2D features are their apparent contours projected onto the image plane. Apparent contours are used to estimate the epipolar geometry and some special symmetry conditions of epipoles whereby the visual servoing is able to steer the mobile robot to the desired position.
INTRODUCTION
This paper deals with the problem of controlling the pose of a mobile robot with respect to a target object by means of visual feedback.
Visual servoing has been applied recently to mobile robotics, see e.g. (Hashimoto et al., 1997; Hager et al., 1998; Kosecka et al., 1999; Conticelli et al., 2000) . In visual servoing, the control goals and the feedback law are directly designed in the image domain. Designing the feedback at the sensor level increases system performance especially when uncertainties and disturbances can affect the robot model and the camera calibration (Hutchinson et al., 1996) .
In (Hutchinson et al., 1996) the authors presented a classification of visual servoing systems. The approach used in this paper is known as image-based visual servoing, where the error between the robot pose and a target object or a set of target features is computed directly from image features.
Visual servoing algorithms make use of object cues whose image plane projections are controlled to desired positions through the visual servoing process. Usually, these cues are distinctive textures, like corners, of objects in the 3D scene.
However, it may happen that the 3D scene does not exhibit any appropriate textures but only smooth surfaces whose main features consist of their apparent contours, defined as the projection of the contour generators of objects surfaces . As pointed out in (Mendonca et al., 1999b) , if the object surface does not have any noticeable texture, the object profile is the only information available to estimate the structure of the surface and the motion of the camera.
The aim of this work is to exploit object profiles to synthesize a visual servoing algorithm. It is worthwhile to notice that, in general, tracking object profiles instead of textures can be performed in a more robust way since solutions of correspondence problems are not required. Moreover, exploiting profiles in visual servoing in outdoor navigation where objects in the scene are highly unstructured (hills, trees, etc.) appears more appropriate because, in these contexts, solving correspondences is a difficult task which usually gives rise to poor results.
Recent results on using apparent contours and profiles to reconstruct object surfaces and recover camera motion are due to Cipolla and his colleagues, see Chesi et al., 2000) for example. In (Chesi et al., 2000) visual servoing was based on the estimation of the homography between initial and final viewed profiles, but the algorithm worked with planar closed contours and required a correspondence optimization procedure. 
VISUAL MODELING
Assume that a pinhole camera is fixed to a mobile robot moving on a plane. Let z c be the optical axis of the camera-robot frame < c >. The configuration space of the mobile robot (or of the camera) is R 2 × SO(2), where SO(2) is the special orthogonal group of 2 × 2 rotation matrices. Let (Z c 0 X c ) T be the camera center position in the base frame < b >, and α c be the rotation angle of the camera-robot with respect to the z-axis of the base frame (see Fig. 1 ).
For the sake of simplicity a holonomic mobile robot is considered. Thus system degrees of freedom are fully actuated by
where (u z , u x ) T is the linear velocity of the camerarobot on the plane and ω is the angular velocity about the y-axis.
Epipolar geometry
The main ideas of epipolar geometry (Faugeras, 1993; are here recalled. Consider a pair of cameras with optical centers c , c, optical axes a , a and image planes q , q. The segment c c is called the baseline and its intersections with the image planes define the epipoles e and e .. The image line passing through the epipole and the image center is called the horizon line, while any plane containing the baseline is called an epipolar plane (see Fig. 2 ).
Given a pair of views of a scene and a set of corresponding points p i , p i in homogeneous coordinates, there exists a matrix F ∈ R 3×3 , called the fundamental matrix (Faugeras, 1993) , such that: Consider now the situation depicted in Fig. 2 . Two images are taken by the same camera, which undergoes a rotation θ about the axis o. The optical centers c , c are displaced at the same distance r from the intersection point o of the optical axes. Moreover, image planes and camera rotation axes are perpendicular to the epipolar plane containing o. Under such assumptions and for a camera intrinsic matrix K = I, the fundamental matrix F is given by (see Mendonca et al., 1999b) for details):
where θ is the angle between the optical axes a and a, and the epipoles e , e are given by
Remark 1. For the circular displacement in Fig. 2 , a special symmetry condition holds: the x-coordinate of the two epipoles in (4) have the same magnitude and opposite sign. Such a symmetry will play a key role in designing the visual servoing algorithm.
Symmetry is not preserved in the general configuration shown in Fig. 3 where the camera c is shifted along its optical axis by a distancer. In this case, the fundamental matrix F becomes
where
and the epipoles are
Remark 2. The assumption of known camera intrinsic matrix (K = I) has been introduced for clarity of presentation. The symmetry property still holds for unknown focal lengths f x and f y , and henceforth we will assume that the intrinsic matrix is partially known:
Under this assumption, the epipoles are given by
that is, they are obtained by scaling α and α in (9) by the positive factor f x .
Finally, note that the camera intrinsic matrix can be assumed completely unknown at the cost of a more involved discussion that, however, would not improve the problem insight.
EPIPOLE ESTIMATION
The epipolar estimation of current and desired images is the core procedure of the proposed visual servoing strategy. In some cases, the complete estimation of the epipoles is not needed but only detection of the epipoles symmetry will suffice to steer the camerarobot to the goal.
Let obj be an object in the scene visible and not occluded in both views. The first step of the estimation procedure consists of retrieving the profiles of object obj via the Canny Segmentation Algorithm.
Two different cases are in order: the symmetric case (Fig. 2 ) and the unsymmetric one (Fig. 3) .
Symmetric case
Let us consider the stereo vision system of Fig. 2 where the distances from the intersection of the optical axes to the optical centers are equal. According to (9) and (10), the epipoles displacement withr = 0 is symmetric with respect to the projection of axis o:
e' e Fig. 4 . Epipolar tangencies for the symmetric cameras displacement case.
In the symmetric case, the epipoles motion has only one degree of freedom (the parameter w).
In order to estimate w, let us consider an epipolar plane p (distinct from the horizon plane) tangent to object obj. The tangent point between plane p and object obj is called frontier point: this point has the property of belonging to the apparent contour of object obj in any view . Moreover, the epipolar line corresponding to this point is tangent to the apparent contour in each view (see Fig. 4 ) and, due to the chosen circular motion, the angle between the epipolar tangent and the horizon line is the same in each image.
This suggests a strategy for estimating the epipoles position. Start with an initial guess for the epipole position w, find an epipolar line tangent to object obj (e.g., the tangent passing through the epipole) in one view, for example the current view. Consider, in the desired view, the line symmetric to the found tangent with respect to the projection of axis o. This new line is tangent to object obj if and only if the position of the epipoles is correct. In other terms, the epipole position w can be estimated by solving the optimization problem
where l (−w) and l(w) are the corresponding epipolar lines depending on the epipole positions, C and C are the apparent contours of object obj and Dist(·, ·) is the distance between the epipolar line and the contour.
Unsymmetric case
Let us consider the unsymmetric case of Fig. 3 where the optical centers c and c are displaced at the distances r +r and r from point o, respectively. In this case, the epipoles displacement is not symmetric with respect to the projection of axis o, as (8)- (9) show. Two independent parameters, corresponding to the xposition of the epipoles, must be estimated
where w = f x α and w = f x α.
Unlike the symmetric case, here two constraints are needed. These correspond to the two tangency conditions (for each view) between the two epipolar planes p and p and the object obj. In fact, the epipolar lines corresponding to the two frontier points are tangent to the apparent contour in each view (see Fig. 5 ).
The relationship between the tangent lines of the current and desired images is more involved than in the symmetric case. Let δ u , δ d be the angles between the epipolar tangents (respectively, up and down) and the horizon line in the current view, and let δ u , δ d be the corresponding angles in the desired view. It can be easily shown that
Therefore, the epipoles can be estimated by solving the two degrees-of-freedom optimization problem
where l u (·), l d (·) are the epipolar lines in the current view, and l u (·), l d (·) are the epipolar lines in the desired view.
EPIPOLE-BASED VISUAL SERVOING
Algorithms for estimating epipoles in the symmetric and unsymmetric cases are functional to the proposed visual servoing algorithm for steering the robot from the initial position to the goal. It will be shown that, in some cases it will suffice to detect the symmetric condition instead of retrieving the overall epipolar geometry.
Consider the configuration described in Fig. 3 . The trajectory to be followed consists of a translation along the optical axis and a rotation about the axis through o. Specifically, the visual servoing algorithm steers the robot along this trajectory in two steps:
(1) the robot starts translating along the optical axis to reach a distance from o equal to r, i.e. to get r = 0 as in Fig. 3 ; (2) the robot moves to the desired position with a circular motion. Fig. 6 shows the described trajectory. Observe that the first step does not require knowledge of the current or desired radius. In fact, let us define the parameter e u as follows: This parameter is defined as the sum of the inverse of the x-coordinates of the two epipoles. It accounts for the unsymmetric part of the displacements between the two views. Indeed, the following relations hold:
e ur ≤ 0.
Therefore, the first step of the trajectory consists of a simple translation along the optical axis and the stopping condition occurs when parameter e u , accounting for non-circular displacements, goes to zero. A simple proportional control law can be chosen aṡr
for some λ > 0.
The second step brings the robot to the desired position following a circular trajectory. We consider two cases.
Case I: known radius
Suppose that the radius r of the circular motion is a priori known. Parameterize the circular trajectory of the camera as follows (see Fig. 7 ):
where ϕ is the current camera position angle. The differential kinematics of the system is hence described by:
whereφ(t) is the control parameter steering the linear and angular velocity in (1).
To design the visual servoing algorithm, the control parameterφ(t) must be computable from the image measurement w. Observe that θ = ϕ d − ϕ, thus when ϕ approaches the desired value ϕ d , 
Case II: unknown radius
Unlike the previous case, suppose here that the only a priori knowledge of the motion of the camera-robot is that a circular displacement occurs between the desired and the initial positions about an axis perpendicular to the motion plane and passing through an unknown point of the optical axis z c . The trajectory radius r is unknown.
Let the initial configuration c i and desired camera position c be as shown in Fig. 8 . Starting from an initial guessr 0 for the trajectory radius, apply controls ω, u z and u x (angular and linear velocities) as in (22) and (23). Ifr 0 = r, the camera leaves the circular trajectory of radius r and reaches the new configuration c , after some amount of time, as shown in Fig. 8 . In this new configuration, the desired image and the current one (that taken by the camera in c ) do not exhibit the property of symmetry discussed in Remark 1. The epipoles are not symmetric with respect to the rotation axis and their positions are given by (10).
Let us define the parameter e s as follows:
The defined parameter accounts for the angle θ and as in Section 4.1 will steer the camera along the circular trajectory with known radius. In fact, the following property holds:
In order to define the visual servoing procedure, we must compute the camera position c , obtained by rotating the camera of the angle ψ about an estimate of the rotation centerô (Fig. 8) . The general camera position and orientation c along the (unknown radius) trajectory with respect to the initial position c i can be written as
wherer(0) =r 0 , ψ(0) = 0 and ϕ i identifies the initial camera position c i on the plane. Note that the camera orientation at c is such that the optical axis intersectŝ o. The corresponding differential kinematics are obtained by differentiating:
From (19) and (25) it can be easily shown that the simple proportional control laẇr
is such that (for suitable positive λ r and λ a ) lim t→∞ c (t) = c. Fig. 9 shows the trajectories followed by the camera for four different initial estimatesr 0 of the unknown circular radius r = 1. Control parameters were set to λ r = 1 and λ a = 0.1. Further details on the controller design can be found in (Chesi et al., 2001) .
EXPERIMENT
Some preliminary experiments have been run to test the proposed procedure. The epipole-based visual servoing has been tested for the circular motion case with known radius. The experimental testbed consists of a mobile robot with a fixed camera mounted on (see Fig. 10(b) ). The robot is the NOMAD XR4000, by Nomadic Inc. The system is steered by four independently powered wheels which allow full control of the three degreesof-freedom of the camera-robot. The motion control of the XR4000 is left to three DSP's and a dedicated 32-bit micro-controller. The camera is a HITACHI with the following internal parameters: focal lengths f x = f y = 2045, skew factor s = 0.00 and image centre (u, v) = (320, 240).
The object used to perform the visual servoing experiment is a black football ball positioned at one meter above the floor as shown in Fig. 10 (a) .
The experimental layout consists of a camera-robot whose initial position is rotated of 60deg about the center of a circular trajectory whose radius, equal to 1m, is assumed to be known. The object is 0.8m far from the center of rotation as shown in Fig. 11(a) .
During the image pre-processing phase, the contour extraction and the closed contours detection are carried out in real time. The visual servoing algorithm, described in Section 4.1, estimates the epipole position w (12) from the current images acquired, with a frequency of about 2.5 frames per second, and moves the robot according to (22) and (23). The experiment stops with an error of a few degrees. Fig. 11(b) shows the superimposed final and desired contours. Note that the steady state error is caused by the proportional control law employed. Better results would be obtained by means of a combined proportional-integral control action.
6. CONCLUSIONS Epipolar geometry was exploited to design an imagebased visual servoing algorithm for a mobile robot with a fixed camera. For the sake of simplicity mobile robot kinematics was assumed to be holonomic and the camera intrinsic parameters were assumed partially known. These assumptions can be relaxed to less restrictive conditions at the cost of a more involved discussion that, however, would not improve the problem insight. The visual servoing algorithm is based on a measure of the symmetry of the epipolar geometry which is retrieved using image contours and tangency constraints but without solving any correspondence problem. Exploiting profiles in visual feedback is crucial in outdoor navigation where objects in the scene are highly unstructured and solving for correspondences is difficult. Work is in progress to extend the epipole-based visual servoing algorithm to mobile robots with nonholonomic constraints.
