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ABSTRACT 
Structural health monitoring (SHM) is an active area of research devoted to 
systems that can autonomously and proactively assess the structural integrity of civil 
structures. This thesis explores the possibility of monitoring civil structures using image 
template matching and low-cost embedded data acquisition. By acquiring several 
consecutive images of a structure, one can determine if movement in the structure has 
occurred. This information can be analyzed to determine long-term changes within a 
structure, which can then be used to proactively prioritize maintenance, reduce 
maintenance costs, and prevent structural failure. This will allow structures to be 
maintained based on objective data rather than on a schedule or the experiences of the 
inspectors. 
 
  
  
vi 
 
 
TABLE OF CONTENTS 
 
ACKNOWLEDGMENTS ................................................................................................. iv 
ABSTRACT ..................................................................................................................... v 
LIST OF TABLES .............................................................................................................. x 
LIST OF FIGURES ........................................................................................................... xi 
CHAPTER 1 – INTRODUCTION ..................................................................................... 1 
1.1. An Overview of Using Computer Vision to Monitor Civil Structures ....... 1 
1.1.1. Failing Infrastructure ........................................................................ 1 
1.1.2. Cost Effectiveness ............................................................................. 2 
1.2. Thesis Organization ......................................................................................... 3 
CHAPTER 2 – PRIOR RESEARCH .................................................................................. 4 
2.1. Long-Gage Fiber Bragg-Grating Based Strain Sensors ................................... 5 
2.2. Fiber-Optic Smart Bearing Load Structure ...................................................... 5 
2.3. Monitoring Civil Structures with a Wireless Sensor Network ........................ 6 
2.4. Impedance-Based Health Monitoring of Civil Structural Components ........... 6 
2.5. Bridge Construction Progress Monitoring Using Image Analysis .................. 7 
2.6. The Application Research of Computer Vision in Bridge Health Monitoring 7 
  
vii 
 
2.7. New Image-Processing Tools for Structural Dynamic Monitoring ................. 8 
CHAPTER 3 – GOALS OF THE COMPUTER VISION SYSTEM ................................. 9 
3.1. Computer Vision .............................................................................................. 9 
3.2. Target Goals of the Computer Vision System ............................................... 11 
3.3. Hardware .................................................................................................... 14 
3.3.1. The Image-Processing and Storage Hardware ................................ 15 
3.4. Software Considerations ................................................................................ 16 
CHAPTER 4 – IMAGE-PROCESSING THEORY AND IMPLEMENTAION ............. 18 
4.1. Using MATLAB for Image-Processing ......................................................... 18 
4.1.1. Template Matching ......................................................................... 18 
4.1.2. Calculations Behind Template Matching ........................................ 19 
4.2. Methods of Improving Results....................................................................... 22 
4.2.1. Hardware Considerations ................................................................ 22 
4.2.2. Software Considerations ................................................................. 23 
4.2.3. Methods of Speeding Up Processing .............................................. 25 
CHAPTER 5 – PROTOTYPE .......................................................................................... 27 
5.1. Software .................................................................................................... 27 
5.1.1. MATLAB ........................................................................................ 27 
5.1.2. LabView .......................................................................................... 33 
5.2. Hardware .................................................................................................... 36 
  
viii 
 
5.2.1. The Embedded Hardware Solution ................................................. 36 
5.2.2. The Computer Hardware Solution .................................................. 41 
CHAPTER 6 – RESULTS AND ANALYSIS ................................................................. 46 
6.1. Measuring Displacement ............................................................................... 46 
6.1.1. Methodology of Measuring Displacement ...................................... 46 
6.1.2. Results of Measuring Displacement ............................................... 48 
6.1.3. Analysis of Measuring Displacement ............................................. 52 
6.2. Measuring Deformation ................................................................................. 53 
6.2.1. Methodology of Measuring Deformation ....................................... 53 
6.2.2. Results of Measuring Distortion ..................................................... 54 
6.2.3. Analysis of Measuring Distortion ................................................... 59 
6.3. Field-Test .................................................................................................... 60 
6.3.1. Methodology of Field-Test ............................................................. 60 
6.3.2. Results of Field-Test ....................................................................... 62 
6.3.3. Analysis of Field-Test ..................................................................... 64 
CHAPTER 7 – CONCLUSIONS AND FUTURE WORK .............................................. 67 
7.1. Conclusions .................................................................................................... 67 
7.2. Future Work ................................................................................................... 68 
7.2.1. Hardware Improvements ................................................................. 68 
7.2.2. Software Improvements .................................................................. 68 
  
ix 
 
7.2.3. Future Tests ..................................................................................... 70 
REFERENCES ................................................................................................................. 72 
 
  
  
x 
 
 
LIST OF TABLES 
Table 5.1     Movement of Each Target ............................................................................ 33 
 
  
  
xi 
 
 
LIST OF FIGURES 
Figure 2.1     I-35 Bridge Buckling ..................................................................................... 4 
Figure 3.1     Acceptable Safety Bounds for Target Movement ....................................... 10 
Figure 3.2     The Empire State Building .......................................................................... 11 
Figure 3.3     Selected Target Structure ............................................................................ 12 
Figure 3.4     Detecting Translational Movement of Target ............................................. 12 
Figure 3.5     Saint Anthony Falls Bridge ......................................................................... 13 
Figure 3.6     General Hardware Design ........................................................................... 14 
Figure 4.1     Extracting a Template Image ....................................................................... 19 
Figure 4.2     Applying Cross-Correlation ........................................................................ 20 
Figure 4.3     Surface Plot of Correlation Coefficients ..................................................... 21 
Figure 5.1     Five Objects on a Desk ................................................................................ 28 
Figure 5.2     User Interface for Creating Templates ........................................................ 29 
Figure 5.3     Selected Template Images ........................................................................... 29 
Figure 5.4     Individual Template Images ........................................................................ 30 
Figure 5.5     Final Resting Place of Five Objects ............................................................ 31 
Figure 5.6     Surface Plot of Each Template’s Cross-Correlation Coefficients ............... 32 
Figure 5.7     Revision 3 of the User Interface .................................................................. 34 
  
xii 
 
Figure 5.8     Camera Configuration Utility ...................................................................... 35 
Figure 5.9     The AT91SAM9M10-G45-EK Development Board .................................. 37 
Figure 5.10     Windows CE Running on the AT91 Board ............................................... 39 
Figure 5.11     Custom BSP Drivers Loaded into OS Image ............................................ 40 
Figure 5.12     Software Running on AT91 Board ............................................................ 41 
Figure 5.13     Populated Computer Case ......................................................................... 43 
Figure 5.14     Weather-Proof Box .................................................................................... 44 
Figure 5.15     Complete Prototype ................................................................................... 45 
Figure 6.1     Block Tower Test Setup .............................................................................. 47 
Figure 6.2     Block Tower Member (Highlighted) to be Moved ...................................... 47 
Figure 6.3     Shifting Member by 1 mm .......................................................................... 48 
Figure 6.4     Template Image of the Lower Column ....................................................... 49 
Figure 6.5     Surface Plot of Coefficients for 1 mm Shift ................................................ 49 
Figure 6.6     Shifting Member by 10 mm ........................................................................ 50 
Figure 6.7     Surface Plot of Coefficients for 10 mm Shift .............................................. 51 
Figure 6.8     Plot of Column Movement .......................................................................... 52 
Figure 6.9     Deformation Test Setup ............................................................................... 53 
Figure 6.10     Compressing Beam by 0.5 mm ................................................................. 55 
Figure 6.11     Template Image of the Column ................................................................. 56 
Figure 6.12     Surface Plot of Coefficients for 0.5 mm of Compression ......................... 56 
  
xiii 
 
Figure 6.13     Compressing Beam by 1 mm .................................................................... 57 
Figure 6.14     Surface Plot of Coefficients for 1 mm of Compression ............................ 58 
Figure 6.15     Plot of Buckling Lateral Deformation ....................................................... 59 
Figure 6.16     Viewing Window and Camera Orientation ............................................... 61 
Figure 6.17     Camera Frame of View During Field-Test ................................................ 62 
Figure 6.18     Raw Horizontal Shift Data ........................................................................ 63 
Figure 6.19     Raw Vertical Shift Data ............................................................................. 63 
Figure 6.20     Precipitation on Viewing Window ............................................................ 64 
Figure 6.21     Corrected Horizontal Shift Data ................................................................ 65 
Figure 6.22     Corrected Vertical Shift Data .................................................................... 65 
Figure 7.1     Proposed Improvements .............................................................................. 69 
Figure 7.2     Boise State Lincoln Parking Garage ............................................................ 70 
Figure 7.3     Boise State Bronco Stadium ........................................................................ 71 
 
1 
 
 
 
 
CHAPTER 1 – INTRODUCTION 
American Society of Civil Engineers (ASCE) gave the United States a grade of C 
on its 2009 infrastructure report card when it came to transportation bridges. They stated 
in their report that more than 26%, or one in four, of the nation’s bridges are either 
structurally deficient or functionally obsolete [1]. A significant cost to maintaining these 
vital structures is spent on bridge inspections and attempting to find a balance between 
correcting immediate problems, conducting preventive maintenance, rehabilitating 
deficient bridges, and periodically replacing older bridges. This thesis is an attempt to use 
computer vision to monitor the structural health of civil structures. In this manner, 
maintenance of structures can be done on a scientific basis, rather than on a scheduled 
maintenance period in order to bring improved efficiency to an overtaxed and 
underfunded infrastructure maintenance system. 
1.1. An Overview of Using Computer Vision to Monitor Civil Structures 
1.1.1. Failing Infrastructure 
Usually built to last 50 years, the average bridge in the United States is now 43 
years old. According to the U.S. Department of Transportation, as of December 2008, of 
the 600,905 bridges across the country 72,868 (12.1%) were categorized as structurally 
deficient, and 89,024 (14.8%) were categorized as functionally obsolete. These bridges 
are not unsafe, but cannot accommodate current traffic volumes, vehicle sizes, and 
weights. These restrictions not only add to traffic congestion, but cause major 
inconveniences to emergency vehicles and lengthen the routes of school buses. There is a 
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real need for updated bridge inspection standards and the implementation of risk-based 
prioritization for the repair or reconstruction of the United States bridge system [1]. 
1.1.2. Cost Effectiveness 
According to the American Association of State Highway and Transportation 
Officials (AASHITO), in order to maintain the current number of bridges (not allowing 
the backlog of deficient bridges to grow) would require an investment of $650 billion 
over the next 50 years ($13 billion annually). In order to eliminate all existing bridge 
deficiencies as they arise over the next 50 years would cost $850 billion ($17 billion 
annually) [1]. Currently, only $10.5 billion is spent annually on the construction and 
maintenance of bridges within the U.S. In order to make up for this massive deficiency, a 
new method of prioritizing maintenance to where it is needed most must be employed. 
Currently, the majority of the nation’s bridges are maintained on a scheduled 
system. This means that older bridges that are likely to see more problems are maintained 
just as often as new bridges that are not likely to have issues. By deploying a computer 
vision-based sensor system to monitor the conditions of a bridge remotely, it is possible 
to prioritize the maintenance of the bridge based on scientific data rather than a schedule. 
In this manner, the money being spent will find its way to where it is needed the most. 
This economic model is not limited to bridges, but can be applied to a variety of civil 
structures. 
Computer vision based systems have found a myriad of practical applications in 
both the manufacturing and facial recognition fields. These systems are spreading and 
becoming more diverse as the cost to implement them is driven lower by processor 
capability and the abundance of low-cost image sensors. This thesis proposes a computer 
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vision based system that would be used to take several images of the structure in question 
and use image-processing and template matching to determine how certain sections of the 
structure move over time. This data can be used to determine the structural health of 
several different types of structures, but for the purpose of this thesis, it will focus on 
bridges and newly constructed buildings. 
It is important to note that the majority of the hardware employed in this computer 
vision solution is off-the-shelf and much cheaper than the other methods currently 
employed. Upgrading the abilities of the system would only require software changes, 
which would make it a very cost-effective solution for several years to come. 
1.2. Thesis Organization 
This thesis is organized into four parts. The first part (Chapter 2) will discuss 
previous work in the field. The second part (Chapters 3 and 4) will cover the theoretical 
background of the system and the image-processing techniques used. The third (Chapter 
5) will cover the prototype created for scientific verification and testing. Finally, the last 
part (Chapters 6 and 7) will cover the result analysis and the future work to be done. 
  
4 
 
 
 
 
CHAPTER 2 – PRIOR RESEARCH 
On August 1, 2007 at 6:05 p.m., the Interstate-35 Bridge over the Mississippi 
River in Minneapolis, Minnesota (officially Bridge 9340) collapsed with no warning, 
killing 13 people and injuring 145. The I-35 Bridge, as it’s now called, had been rated 
“structurally deficient” due to a “poor” superstructure rating since 1991. The interim 
findings of the extensive and still ongoing investigation revealed that gusset plates at 
eight different joint locations in the main center span were fractured. In 2003, images 
from an inspection of the bridge showed one of these gusset plates buckling. This 
buckling action can be seen here in Figure 2.1 [2, 3]: 
 
                         (a)                                                             (b) 
Figure 2.1     I-35 Bridge Buckling 
It is currently believed that this buckling occurred in the case of eight other 
members, which resulted in the eventual collapse of the structure [3]. This chapter will 
focus on technologies that already exist that, if implemented, could have given some 
indication of the problem with these members. 
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2.1. Long-Gage Fiber Bragg-Grating Based Strain Sensors 
Fiber-optic Bragg-gratings are a type of optical fiber that reflects particular 
wavelengths of light and transmits all others. This type of fiber-optic cable is used when 
an inline optical filter is needed to block certain wavelengths. When the fibers are flexed, 
the blocked wavelength shifts along the light spectrum, which allows for strain 
measurements to be taken. Researchers in the department of civil and environmental 
engineering at the University of California have devised a method to use long-gage fiber-
optic Bragg-grating strain sensors to detect various strains within a superstructure. These 
sensors must be bonded to the steel structure or embedded inside a reinforced concrete or 
composite structure [4]. These sensors can be monitored in real-time at frequencies in 
excess of 1 kHz. While very accurate, this system is best implemented at the time of the 
construction of the structure [5]. 
2.2. Fiber-Optic Smart Bearing Load Structure 
Bridges typically have bearings that provide an interface between load-bearing 
elements. These bearings allow for flexing between load-bearing elements and are, 
therefore, subject to considerable shear, stress, and strain. Monitoring the integrity of 
these areas of a bridge is usually conducted visually, but researchers at Blue Road 
Research have found a way to place fiber-optic sensors within the bearing itself. By 
placing the sensors directly within the composite bearing, bridge inspectors can 
determine the remaining lifetime of the bearing and the load-bearing elements [6]. These 
smart bearings reduce maintenance costs, but this system must be implemented at the 
time of the construction of the bridge. 
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2.3. Monitoring Civil Structures with a Wireless Sensor Network 
With the development of MEMS (micro-electromechanical systems) sensors 
capable of measuring vibration in combination with recent developments in low-power 
radios, it has become practical to deploy low-cost wireless structural health monitoring 
devices. These systems are simple to install since they require minimal wiring and can 
cover a large area. Problems with implementing these systems include powering the 
sensors and data fidelity. A single sensor can generate hundreds of data points per 
second, which must be reliably transmitted across the network. Furthermore, the amount 
of power required for the sensors and the radio to continuously operate would deplete 
most batteries within days. Even replacing the batteries on a yearly basis would require a 
great deal of personnel and drive up the cost of running this system over time. Other 
forms of this technology use sensors like seismographs. At a set interval, the structure is 
excited with a low frequency vibration. The sensors, then, transmit their readings of this 
vibration in order to “map” the structure. In this manner, the sensors can stay in a low- 
power mode until they are needed. Changes in the readings can point to problems within 
the structure [7]. 
2.4. Impedance-Based Health Monitoring of Civil Structural Components 
Impedance-based sensing uses an active scanning approach, which involves 
surface-bonded piezoelectric sensors and an apparatus used to induce high frequency 
structural excitations (typically > 30 kHz). The frequency of excitation is swept from 30 
kHz to 65 kHz and like a seismograph, each sensor reports back varying amounts of 
resistance to the excitation as the frequencies increase. This data can, then, be saved and 
compared to future sweeps. Should there be a change in the results from one sweep to 
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another, it can be assumed that something has changed within the structure. In lab tests, 
the location of cracks, changes in stress and strain, and the level of load the structure was 
under could all be measured [8].  
2.5. Bridge Construction Progress Monitoring Using Image Analysis 
Monitoring construction progress is a critical task for construction managers. 
Traditionally, it is performed by site superintendents who are required to walk the 
construction site and verify the progress reports and understand the current state of the 
construction process. An alternative, to this, is to use closed-circuit television (CCTV) 
cameras on a wireless local-area-network to monitor the construction. Furthermore, the 
images captured on the CCTV can be compared to 3D models of the final design using 
image-processing. In this manner, the progress of the construction of the structure can be 
gauged and actively compared to the final blueprints to prevent errors in the construction 
process. This method works well during the construction process, but makes no mention 
of how this can be continuously used to monitor the structural health of the structure after 
it is completed [9]. 
2.6. The Application Research of Computer Vision in Bridge Health Monitoring 
Computer vision allows for the computerized detection of bridge deformation and 
deflection. Using a charge-couple device (CCD) camera and image-processing, it is 
possible to monitor deformations and deflections as they occur. Researchers at 
Chongqing Jiaotong University have placed a CCD imaging platform on a cable 
following robot such that the images can span the entire bridge. The robot moves along 
the superstructure of the bridge and uses image stitching to generate a large image of the 
underside of the bridge. Using image-processing, it is then possible to find deformations 
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and measure the deflection of the structure [10]. While this technology is excellent for 
large bridges with a significant under structure, it is not usable for several other types of 
bridges such as stone archway bridges. This technology is also not usable for structures 
other than bridges as it has been specifically designed for long, horizontal structures. The 
computer vision system detailed in this thesis can be used on a larger variety of bridges as 
well as a myriad of other civil structures. 
2.7. New Image-Processing Tools for Structural Dynamic Monitoring 
Structural dynamic monitoring uses full-motion video in an attempt to replace 
accelerometers in the real-time monitoring of structures. Video of the structure is taken 
for a short period of time, (normally under shifting loads) and is then analyzed using 
image-processing frame by frame to determine how the load has affected the structure. 
The frequency of the detectable motion is only half the frame-rate of the video being 
taken (usually 30 FPS) according to the Nyquist frequency law. The method in which the 
video is processed uses the Lucas-Kanade “optical flow” algorithm obtained through 
OpenCV [11]. This process differs from the computer vision system put forward by this 
thesis in many ways. The first difference would be the full motion video system, which 
takes several low-resolution pictures over a short period of time, compared to several 
high-resolution pictures over a longer period. The second would be the goals of each 
device. The dynamic monitoring is primarily used to determine the displacement of a 
structure when under changing loads, while the system in this thesis will detect 
displacement over long periods of time regardless of the load on the structure. In other 
words, this thesis monitors the structure in its regular working conditions. 
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CHAPTER 3 – GOALS OF THE COMPUTER VISION SYSTEM 
There are many methods to monitor the structural health of a civil structure as 
noted in the previous chapter. The primary objective of this thesis is to build a computer 
vision system that will detect movements in a given structure over a period of time to 
determine the health of the structure. This chapter will cover the individual components 
required to accomplish this task and how they are brought together to form the completed 
system. 
3.1. Computer Vision 
Computer vision is the science and technology of machines that see. In this case, 
machines that are able to extract information from an image that is necessary to solve 
some task [12]. For this thesis, the task is to determine if a structure has moved and in 
what manner it has moved. The primary pieces of hardware required are an image sensor, 
a processing medium, and a storage medium. 
The system will process what it sees in two steps. The first will be to locate the 
target within the image and give it pixel coordinates. The second step will be to 
determine how far the target has moved from its original location and then verify if it has 
exceeded its acceptable safety bounds. The safety bounds are set beforehand for each 
target monitored by the computer vision system. Figure 3.1 shows the original location of 
the target at the origin. The doted circle represents the acceptable safety bounds that 
determine if the target has moved too far. If the target is within the circle (green area), 
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then its location is acceptable; however, if the target is found to be outside the circle (red 
area), then it will be considered unsafe and flagged within the software. 
 
Figure 3.1     Acceptable Safety Bounds for Target Movement 
Computer vision is not a new field of study, but it is only recently that computer 
systems have developed to the point where they can process large sets of image data in a 
manner that makes it useful in real-time. There are an abundance of methods for solving 
various well-defined computer vision tasks where most methods are task-specific and 
cannot be generalized. This means that computer vision applications are usually unique to 
the problems they solve [12].  
A large part of a computer vision system is the image-processing software. 
Image-processing is a form of signal processing where the input is an image and the 
output is an image and/or a set of characteristics or parameters related to the image. This 
involves treating the image as a two dimensional signal. The majority of the processing 
occurs in software and is controlled by a set of image-processing algorithms, which will 
be covered in Chapter 4 [13]. 
X Pixels 
Y
 
Pi
xe
ls 
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The implementation of this software would require the use of digital image 
correlation (DIC). DIC can be used to measure deformation, displacement, and strain by 
comparing images. This image-processing method is used in several applications from 
measuring the distance in nanometers between two objects on a piece of silicon wafer to 
tracking stars in the night sky. Unfortunately, the majority of the off-the-shelf software 
packages that focus on DIC are not very flexible, which is why a custom tailored piece of 
software is required for a computer vision based solution. 
3.2. Target Goals of the Computer Vision System 
The overall strategy to use computer vision to track points on a building is simple. 
Taking, for instance, the building in Figure 3.2: 
 
Figure 3.2     The Empire State Building 
the target structure in this photo would be the Empire State Building located here (red 
box) in Figure 3.3a: 
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                            (a) Original Image                            (b) Target Structure 
Figure 3.3     Selected Target Structure 
By isolating the image of the structure in question, a template can be created to 
search future images. Using this template (Figure 3.3b), future images can be recorded 
and analyzed using image-processing software. Consider the following two images: 
   
                             (a)                                                       (b) 
Figure 3.4     Detecting Translational Movement of Target 
the first image (Figure 3.4a) is the original from which the template image was generated. 
If the template image is located within the first image, the starting position of the target 
structure can be determined. If the template image is located within the second image 
(Figure 3.4b), the new position of the target structure can be determined. Using this 
information, the total translational distance of the structure can be calculated. The 
example above was conducted by moving the frame of reference (the camera) instead of 
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the actual island of Manhattan. This would mean that during actual operation, the frame 
of reference should not move. 
Instead of tracking the entire structure, individual points attached to or on the 
structure can be tracked. Observing multiple points on a structure is more beneficial to 
determining the overall structural health of the building. Using multiple points can also 
reveal if certain sections of the structure are under tensile or compression forces. 
A more real world example is depicted in Figure 3.5, which is a picture of the 
Saint Anthony Falls Bridge. This bridge was constructed to replace the I-35 Bridge 
discussed in Chapter 2. 
 
Figure 3.5     Saint Anthony Falls Bridge 
From this perspective, there are several targets of interest. It would be possible to 
detect the displacement of the four center columns (marked 1 in Figure 3.5) and only two 
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of the load bearings (marked 2 in Figure 3.5) fully visible. A better frame of reference 
would be required to gain more information. 
3.3. Hardware 
The hardware required for this solution has three main components. The first, and 
most critical, is the image sensor, which would be used to capture image for processing. 
The second would be the image-processing and storage unit. This device would be used 
to record the acquired images and process the results. The majority of the user-interface 
would be contained in this section of the hardware. The third component would be the 
enclosure that would bring the entire system together. Under normal operating 
conditions, this system would be located outdoors, which would require a weather-proof 
enclosure to be used. In order to support the electronics, a 120V line would need to be 
provided for power. 
 
Figure 3.6     General Hardware Design 
Figure 3.6 depicts the general hardware design described above. It is important to 
note that the frame of reference should change as little as possible during long-term 
measurements to reduce error. 
Image Sensor 
Image-Processing 
and Storage 
120 VAC 
Weather-Proof 
Enclosure Frame of 
Reference 
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3.3.1. The Image-Processing and Storage Hardware 
This section of the hardware was designed to interface with the image sensor and 
process/store the images received. Image-processing is a fairly complicated problem 
since it requires a significant amount of processing resources. A fairly powerful processor 
was required to run the algorithm to process each image as it was received. This left two 
options for the hardware, the first being a totally embedded solution with a high speed 
microcontroller processing the image information and a touchscreen for a simple user 
interface. The second was an onsite computer system running a full operating system. 
There are pros and cons to each type of system, but both will accomplish the same task. 
3.3.1.1. Embedded Hardware Solution 
The most compact way to build the image-processing and storage section of the 
hardware is to use an embedded solution. This form of the hardware would require a 
fairly powerful microcontroller in order to complete the image-processing in a timely 
manner. A simple yet effective way to create a human interface to the device would be to 
use a touchscreen. This method would incorporate all the human input and output 
required for the setup and operation of the entire device. 
The real challenge for using an embedded solution is not in the hardware, but in 
the software. Creating several non-blocking hardware drivers for devices that require 
significant processor overhead can be challenging especially when they are all required to 
run concurrently. The obvious solution to this problem would be to use an embedded 
operating system to schedule all the processor resources appropriately. This would also 
allow for applications created under an object-oriented language like Java or C# to run on 
the embedded platform, which would significantly speed up the development time. This 
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would also simplify the creation of device drivers since most embedded operating 
systems have predefined templates of the most common hardware devices. These 
templates would need to be slightly edited to conform to the selected microcontroller and 
the support hardware. 
3.3.1.2. Computer Hardware Solution 
An alternative to building an embedded system would be to use an ultra-mobile 
computer system. This method would increase the speed of development in several ways. 
The first would be the fact that the hardware has been tested and comes with working 
drivers. This would eliminate the need for any low-level programming of the system. The 
second would be the operating system that would run on the hardware, which would 
provide several benefits. The most prominent of these benefits would be the ease in 
which drivers could be integrated into the system, which negates the majority of the work 
required for an embedded system. Another benefit would be the ease in which a user 
interface could be developed. 
One major drawback is the power consumed by the hardware as well as the need 
to cool the processor. In warm weather, this hardware would require additional 
considerations to protect the electronics from the environment. There is also no cost-
effective way to power the device by battery in case the main power fails. Overall, the 
cost of this hardware would be higher than that of an embedded system. 
3.4. Software Considerations 
Regardless of what hardware platform is used, the software has to accomplish a 
few mission critical tasks. The first is to capture images from the image sensor and record 
them in a time-indexed manner. Recording the images is important in case any post 
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processing is required. Secondly, a user-interface is required to setup the device and 
define how many targets there are, and in what area of the image they exist. The last 
required function of the software would be the actual image-processing algorithm. This 
part of the software should search the current image for the target images and record their 
locations in a log. This log can be used to easily chart the progress of each target over 
time.  
Once setup, the software should be able to run continuously for the entire data 
acquisition period, whatever that may be. This would require the software to be very 
stable and have a significant amount of error handling. 
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CHAPTER 4 – IMAGE-PROCESSING THEORY AND IMPLEMENTAION 
Computer vision is concerned with the theory behind artificial systems that 
extract information from images. The core of the software is the image-processing 
algorithm, which takes the acquired images and processes them in order to calculate the 
movements of the targets. Without this piece of software, the remaining work of this 
thesis would be moot. 
4.1. Using MATLAB for Image-Processing 
There are many off-the-shelf computer vision software packages; however, most 
of these programs are task-specific and do not allow the flexibility needed for this 
project. This means the computer vision software will need to be developed from the 
ground up. The MATLAB image-processing toolbox contains functions for detecting 
spatial transformations within a set of images. This makes MATLAB the preferred 
environment for developing the software to perform the required computer vision task. 
Using this well documented toolbox will decrease the development time significantly. 
4.1.1. Template Matching 
Template matching is a digital image-processing technique for finding small parts 
of an image, which match a template region. If a template image of an object is taken, the 
object can be tracked throughout subsequent images [12]. Taking Figure 4.1 as an 
example: 
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                                  (a) Full image                  (b) Template Image 
Figure 4.1     Extracting a Template Image 
Figure 4.1a shows a circle inside a box. If we consider the circle to be the target image, 
then the image next to it in Figure 4.1b should be considered the template image. If the 
template matching technique is used, then the pixel coordinates of the circle can be found 
within Figure 4.1a relative to the upper-left corner. 
4.1.2. Calculations Behind Template Matching 
Template matching uses normalized cross-correlation. Cross-correlation, also 
known as phase correlation, is a signal processing method in which a signal is compared 
with a time-shifted version of itself. In signal processing, this technique is used to find 
the relative phases of shared frequency components; but more importantly, it can reveal 
the various frequency components held in common between two sequences [12]. From a 
practical point of view, however, cross-correlation can be used to find the timing 
differences between two sequences. If used on a two-dimensional sequence such as an 
image, it can be used to find the physical location of one image within another, which is 
exactly what is needed for this computer vision task [13]. 
Equation 4.1 depicts the method in which the normalized cross-correlation occurs. 
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Equation 4.1     Normalized Cross-Correlation 
where f is the image being searched, ̅ is the mean of the template image, 	, are the 
horizontal and vertical pixel coordinates being searched within f, x,y are the horizontal 
and vertical pixel coordinates within f, ̅, is the mean of (, ) in the region under the 
template [13]. 
The two-dimensional matrix result (, ) is the resulting cross-correlation 
coefficient, which ranges between -1 and 1 where 0 indicates no correlation between the 
two images, -1 represents a strong inverse correlation, and 1 represents a strong 
correlation. For the cross-correlation coefficient to have any meaningful value, the 
template image must be smaller than the image f. The physical representation of what this 
function does is quite simple. The normalized cross-correlation equation above can be 
applied to the image and template from Figure 4.1 [12, 13]. 
The first step would be to calculate ̅, which would be the mean of the template 
image. During the correlation process, all measurements taken will be compared to ̅ 
since it represents the target value. The next step involves “sliding” and comparing a box 
the size of the template image over image f as shown in Figure 4.2. 
 
Figure 4.2     Applying Cross-Correlation 
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The mean of the area under the box is calculated (fu,v) and compared to the value 
of the mean of the template (̅) to form the cross-correlation coefficient for the current 
location of the box (x,y). This is repeated until the box has “slid” over every pixel of the 
image. The resulting two-dimensional matrix (, ) contains every cross-correlation 
coefficient calculated. A surface plot of this data is shown in Figure 4.3: 
 
Figure 4.3     Surface Plot of Correlation Coefficients 
As stated before, the correlation coefficient ranges from -1 to 1. If the matrix 
(, ) is searched for the largest coefficient, then that value will be the location of the 
template image within the image f. The largest value in the matrix (, ) appears to be 
in the very middle of the surface plot, which should be obvious since the location of the 
template image within the image f is in the very middle of the image f. 
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4.2. Methods of Improving Results 
Like most computer vision tasks, the results can be affected by the testing 
environment in both positive and negative ways. Lighting conditions may change or haze 
from smoke or fog may distort the target structure, either of which may result in the 
cross-correlation coefficient calculations being incorrect. This could result in an 
inaccurate detection of movement of the entire structure. There are many ways to 
improve the reliability of the results when implementing both the hardware and software 
in this system. 
4.2.1. Hardware Considerations 
There are several considerations to be made when selecting the hardware to be 
used and placing it in the measurement environment. The smallest unit of measurement in 
an image is a pixel. A single pixel must be translated into a unit of measurement that 
applies to the real-world structure in the image. This thesis uses the measurement ratio of 
millimeters per pixel (mm/px) to represent distances within an image. Reducing this ratio 
to the smallest value possible will increase the accuracy of the measurements taken. This 
makes selecting an appropriate camera one of the most important factors considered 
when setting up the system in the field. 
Higher resolution cameras capture more pixels, which will reduce the mm/px 
ratio. Placing the camera close to the target structure is also important as this reduces the 
field of vision of the image taken. The reduced field of vision allows for more detailed 
images of a smaller area to be taken, which also reduces the mm/px ratio. In cases where 
placing the camera close to the target structure is not possible, then the use of an optical 
zoom attachment for the camera may be warranted. Optical zoom attachments are 
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preferred to digital zoom as they do not distort the data being collected. A final method 
that can be used to increase resolution is to use a wide-angle lens to collect data on the 
axis that is most likely going to see translational movement. Wide-angle lenses have an 
aspect ratio of 16:9, which makes one dimension of the image much larger than the other. 
If the camera is lined up with the axis that is most likely going to see translational 
movement, then more data can be taken along that axis due to the increased number of 
pixels along that area of the image [12]. This would require some forethought by the civil 
engineer setting up the camera. 
4.2.2. Software Considerations 
In order to compensate for environmental changes, many cameras today have the 
ability to adjust for varying levels of brightness. These adjustments may cause slight 
variations within the cross-correlation process. The simplest way to get around these 
issues is to preprocess each image before applying the cross-correlation processes. The 
two most common methods are converting the color space to hue saturation intensity 
(HSI) format and normalizing the image.  
4.2.2.1. Converting the Color Space to HSI 
The majority of cameras save images in the RGB format, which is good for 
displaying the image on a computer since most display adapters are designed to accept 
the RGB format. However, the purpose of computer vision is not to display the image, 
but to analyze the image and report on its features. In the RGB color space, each color 
(red, green, and blue) is stored within 8 bits of data to form the 24-bit RGB color space. 
If the brightness of the image changes, then each color value can vary dramatically. 
Varying brightness levels can be considered like noise on a signal, and in the case of the 
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RGB color space, this noise can have a very large effect on the quality of the image. The 
solution to this problem is to convert the color space of the image to HSI format. On the 
color wheel, the hue angle and the saturation value create a polar coordinate, which can 
be used to describe a color. The intensity value is used to define the brightness of the 
color being described. The hue angle and saturation values change minimally in varying 
brightness conditions while the intensity values change quite a bit. This reduces the noise 
caused by the brightness levels down to one variable instead of three. In some computer 
vision tasks, the intensity value can be ignored entirely, which reduces the amount of 
error caused by varying brightness. Normalizing the image can further reduce the amount 
of noise [12]. 
4.2.2.2. Normalizing 
Normalization, or contrast stretching, is a process that changes the range of pixel 
intensity values across an image to reduce poor contrast due to glare or darkness. This 
process brings the image into a range that is more familiar or “normal” compared to the 
template image. Normalization is not a very processor-intensive task, but can greatly 
improve the cross-correlation results in poor lighting conditions. If the intensity range of 
an image is from 90 to 200 and the desired range is from 0 to 255, then the normalizing 
process begins with subtracting 90 from each pixel’s intensity value making the range 0 
to 165. Then, each pixel’s intensity value is multiplied by 255/165 and then rounded to 
the nearest integer. The resulting pixel intensity range would be the desired 0 to 255. This 
process will allow two similar images taken under different brightness conditions to be 
cross-correlated correctly [12]. 
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4.2.3. Methods of Speeding Up Processing 
4.2.3.1. HSI Color Space 
Moving to the HSI color space is not only good for improving the cross-
correlation results, but can also be used to improve the processing speed. It is possible to 
normalize the image while still in the RGB color space, but this requires the manipulation 
of all three colors and the use of nonlinear equations. However, while in the HSI color 
space, only the intensity component has to be changed with a simple linear equation. This 
makes normalizing in the HSI color space several times faster than in the RGB color 
space. 
4.2.3.2. Reducing Resolution 
As image sizes increase, the amount of time to search them for the template image 
takes longer. A method to reduce this time is to reduce the resolution of both the image 
being searched and the template. If both of these images are reduced to 50% of their 
original size, then the cross-correlation processing time will be reduced by 75%. This 
method, however, sacrifices the accuracy of the cross-correlation result. This method can 
be used to approximate the location of the template within the image. Using this 
approximation, the original template and image can be cross-correlated, but only in the 
area of the approximation. This method will reduce the required processing time by a 
significant amount, but with a certain amount of risk. Lower resolution increases the 
chances of an incorrect approximation [12]. 
4.2.3.3. Searching a Predefined Area 
When considering methods to improve processing speed, it is important to 
consider the task at hand. Solutions to computer vision tasks are unique and highly 
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tailored; therefore, optimizations can be tailored to suit the task. For the majority of the 
structures in question, it is unlikely that they will move more than a few centimeters at a 
time without anyone noticing. Therefore, it would make sense to begin searching the area 
in which the target was found last time. The search area could be considered to be 10% 
larger than the template image centered on the last known location of the template. If a 
strong peak correlation coefficient is found (greater than 0.95), then it can be assumed 
that the structure has not moved, and that there is no need to search the rest of the image. 
For high resolution images, this can save a large amount of processing time while still 
providing accurate data.  
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CHAPTER 5 – PROTOTYPE 
The proof-of-concept phase of the thesis begins with developing the software and 
algorithms required to complete this computer vision task. Once this is completed, the 
software must be moved to a hardware platform that can support it for a long period of 
time. This chapter will discuss the development and verification of the software and its 
implementation on the hardware platform. 
5.1. Software 
5.1.1. MATLAB 
The majority of the off-the-shelf image-processing suits do not allow for a great 
deal of customization. The best compilation of image-processing tools that can be 
completely customized is MATLAB. This software suite also allows for the final code to 
be converted into C code and compiled into a win32 executable. This ability allows for 
the image-processing algorithm to be made portable across a variety of operating systems 
and hardware platforms. 
5.1.1.1. Test for Verification 
The first step in developing the software is creating a test case to verify that the 
algorithm is indeed working. This test case will involve a set of test images used during 
algorithm development. Using a webcam, the following image (Figure 5.1) was taken. 
28 
 
 
 
 
Figure 5.1     Five Objects on a Desk 
As discussed in Chapter 4, the image-processing technique being employed to 
track the movements of the various targets is template matching. The first step of 
template matching is to find the targets in the image and develop a template for each one. 
5.1.1.2. Creating Templates 
Selecting templates from an image is a task that should be done by the user (or 
operator). Since each image is unique, there is no way to have the software determine 
what the templates are unless it is a very simple image. This means that a user interface is 
required when creating the template images during the setup of the software. The 
following user interface screen (Figure 5.2) was created to facilitate the selection of each 
target. 
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Figure 5.2     User Interface for Creating Templates 
This screen allows for each target to be selected and its original position (pixel 
location) to be located. Future images will be compared to this image and the templates 
generated from it. Figure 5.3 shows the selected template images highlighted (see the red 
outline around each object) within the original image.  
 
Figure 5.3     Selected Template Images 
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5.1.1.3. Image Pre-Processing 
As discussed in Chapter 4, there are several methods of improving processing 
speed and reliability of the image-processing algorithm. At this point, the template 
images have to be converted to the HSI color space. This can easily be performed in 
MATLAB via the built in commands. Normalizing the template images is not 
recommended at this point since it is impossible to determine the bounds of the 
normalization function. The last pre-processing step is to save each template image in 
case of a power failure. Figure 5.4 shows each template image by itself. 
 
     (a)                               (b)                           (c)                   (d)                  (e) 
Figure 5.4     Individual Template Images 
5.1.1.4. Normalized Cross-Correlation 
Now that the template images have been created, they may be compared to 
subsequent images in order to detect movement. For the purposes of this test, the five 
objects being tracked were moved by introducing a sudden shock to the desk. A picture 
taken after the shock is shown in Figure 5.5. 
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Figure 5.5     Final Resting Place of Five Objects 
At this point, the image in Figure 5.5 must be converted into the HSI color space 
and then normalized. The bounds of the normalization process should be taken from the 
original image in Figure 5.1, which will reduce errors caused by differing brightness. 
Now that both the template images and the image under test have been pre-
processed, the cross-correlation algorithm shown in Equation 4.1 in Chapter 4 may be 
applied. Each template must be individually searched though the image since they are of 
varying dimensions. 
5.1.1.5. Analyzing Cross-Correlation Results 
The matrix generated by each cross-correlation calculation must be searched for 
the highest cross-correlation coefficient. Figure 5.6 shows the surface plot of each matrix 
and the location of the highest cross-correlation coefficient therein. 
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                       (a) Template a                                         (b) Template b 
 
                      (c) Template c                                         (d) Template d 
 
                      (e) Template e 
Figure 5.6     Surface Plot of Each Template’s Cross-Correlation Coefficients 
Once the greatest coefficient has been found in each plot, it can be compared to 
the original location of the template image. Table 5.1 shows the number of pixels each 
object has moved. 
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Table 5.1     Movement of Each Target 
Target Number X Y 
a 13 -1 
b 6 -5 
c 9 0 
d 12 1 
e 6 -6 
The coordinate system uses the top-left corner of the image as the origin. This 
information can be and was verified by manually counting the pixels within the images. 
5.1.2. LabView 
MATLAB’s strong point is the rapid development of mathematical algorithms for 
deployment, not user interfaces. LabView, however, is known for its simple to develop 
user interfaces and its ability to interface with several different types of sensors and 
instruments. These attributes made LabView the right choice for developing the UI and 
the USB camera interface.  
5.1.2.1. Program Flow 
The LabView section of the software must control the program flow and timing. 
There are several sequential goals for this section of the software. First, the software must 
determine if this is the first time it has been run. If it is the first time, then it must launch 
a setup routine where it assists the user in creating the required template images and sets 
up the log for new entries. Once the program is setup, it should begin capturing images 
and processing them at a set interval. These images should, then, be stored with a date 
and time code so that they may be referred to later during any post-processing. This 
section of the software must be extremely stable as it may be required to continuously run 
for months without any kind of user interaction. 
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5.1.2.2. Developing the UI 
The front end of the user interface must contain all the necessary fields and 
buttons required to easily operate the software without the use of a keyboard. The target 
platform may only have a touchscreen interface and may have an odd screen resolution 
that would require the objects inside the interface to scale appropriately. The user 
interface was designed with these goals in mind. Figure 5.7 shows Revision 3 of the user 
interface. 
 
Figure 5.7     Revision 3 of the User Interface 
This revision of the interface contains several elements that are used to setup and 
monitor the progress of the data acquisition and processing. The shot timer on the far left 
of the interface shows a progress bar that counts down the number of seconds left before 
another image is acquired. The large image shown in the middle of the interface is used 
for displaying the last image taken or the current view of the selected camera when it is 
taking a picture. The surface plot in the lower-right corner shows the cross-correlation 
coefficients of the last target analyzed. The table above shows a log of the data collected 
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since the program was started. The other elements will be discussed in greater detail in 
other sections. 
5.1.2.3. Interfacing with USB Camera 
The software has been developed to be able to work with various brands of USB 
cameras. The only software requirement is that the system drivers for that camera are 
installed and load properly when that camera is attached. In this manner, the software can 
query the OS for any installed USB camera devices and return their names and hardware 
addresses. This means that in the future it would be possible to have several cameras 
setup looking at different points of a structure and have a single storage and processing 
point for all of them. 
Most camera drivers come with a configuration utility that is common to all USB 
cameras. This utility can be accessed through the UI buttons and the camera can be 
configured for things such as resolution, brightness, contrast, and frames per second. 
Figure 5.8 shows an example of the camera configuration utility. 
 
Figure 5.8     Camera Configuration Utility 
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Some cameras do not work well for continuous use over long periods of time or 
are subject to the effects of cold or warm temperatures. In order to prevent control issues, 
the majority of USB camera drivers contain a universal error flag. This flag is checked 
when the camera is in use and if is set high, then the error indicator on the user interface 
will light up. This means that the camera is having communication issues and will be 
rebooted and re-initialized. In most cases, this solves the problems presented by 
communication faults over USB. Errors like this are recorded within the log with a time 
code for future reference. 
5.2. Hardware 
As discussed earlier in Section 3.3, there are two choices in developing the 
hardware that will run the software. The first being a totally embedded solution with a 
high speed microcontroller processing the image information and a touchscreen as a user 
interface. The second would be a computer system running a full operating system. It is 
possible to use a combination of these to improve system performance and reduce the 
cost to implement the system, but for the purposes of this prototype only these two 
methods were considered. 
5.2.1. The Embedded Hardware Solution 
5.2.1.1. The AT91SAM9M10-G45-EK Development Board 
The requirements for the embedded hardware, laid out in Section 3.3, stated that 
this form of the hardware would require a fairly powerful microcontroller in order to 
complete the image-processing in a timely manner. It would also require a touchscreen 
for human input and the ability to interface with a USB camera. Finally, it would also 
require the ability to run an operating system that could run the software. These 
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parameters were met by the AT91SAM9M10-G45-EK development board (hereafter 
referred to as the AT91 board) manufactured by the ATMEL Corporation. Figure 5.9 
shows an image of the AT91 board populated with a SAM9 M10 processor [14]. 
 
Figure 5.9     The AT91SAM9M10-G45-EK Development Board 
Instead of developing the hardware manually, it was faster and cheaper to find a 
development board with all the required peripherals and processing power. The SAM9 
M10 processor from ATMEL is a 400 MHz ARM926 specifically designed for hardware 
video decoding. This specialization and the mix of hardware peripherals on the board 
made it a very good choice to house the developed software [15]. 
5.2.1.2. Hardware Peripherals 
The SAM9 M10 processor has the ability to support the required hardware 
peripherals for this platform. The development board comes with an attached 800X600 
resistive touchscreen, which is integrated into the processor. This will provide the 
majority of the user input and system output during operation of the software. There are 2 
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GB of onboard NAND flash available for the storage of the operating system and the 
designed software with 128 MB of DDR2 SDRAM for application space. Two SD card 
slots provide the removable storage and an Ethernet jack provides network and or 
Internet access. Finally, two USB 2.0 ports (one host and one slave) are provided for 
access to a variety of devices [14]. 
5.2.1.3. Embedded Storage Space 
The 2 GB of NAND flash is inadequate space to store the images taken by the 
software over a long period of time. An alternative storage space lies in the two SD card 
slots available. If two 32 GB SDHC cards are used for storage, then the system will have 
an operational time of up to one hundred twenty-five days. If this is not enough, then a 
mass storage USB device may be attached on a hub to provide additional storage space. 
Images may even be uploaded to a network or the Internet via the Ethernet jack, if the 
appropriate faculties are available. 
5.2.1.4. Embedded Operating System 
Windows CE was selected to be the operating system for several reasons. The 
first is its ability to run win32 applications created by MATLAB and LabView. Also 
considered was the amount of support available from the Microsoft community compared 
to the Android community. While Android is capable of running the software, there is not 
enough support available for writing the hardware drivers for the peripherals on the AT91 
board. ATMEL provides a small set of example drivers with the board that are Windows 
CE compatible along with a board support package (BSP) that can be linked into Visual 
Studio that describes the SAM9 M10 processor capabilities. Figure 5.10 shows a custom 
image of Windows CE running on the AT91 board. 
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Figure 5.10     Windows CE Running on the AT91 Board 
5.2.1.5. Embedded Hardware Drivers 
Unlike regular x86 operating systems, Windows CE must be compiled for a 
specific platform with all the hardware drivers predefined. This means that new drivers 
cannot be added at runtime without risking system stability. Since Windows CE can run 
on a variety of hardware platforms, the built-in drivers require customization towards the 
target platform. In some cases, the driver does not exist and must be created from scratch. 
The board support package provided by ATMEL included several hardware drivers for 
the AT91 board, including the touchscreen, Ethernet, and the USB slave. However, the 
drivers for the SD cards and the USB Host were not given and had to be developed 
manually. Once these drivers were programmed and developed in C++, they were 
integrated into the BSP and compiled into the Windows CE Image. The final size of the 
operating system binary was 17.2 MB, which was placed within the boot loader section 
of the NAND memory in order to load the OS when the AT91 board was powered on. 
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Figure 5.11 shows the BSP drivers loaded into Visual Studio and integrated into the OS 
image. These drivers must be loaded into the registry on startup in order to be recognized 
by the operating system. The final version of the OS image was configured to be loaded 
over Ethernet, which would make it possible to remotely update the software from any 
location provided that an Internet connection was available. 
 
Figure 5.11     Custom BSP Drivers Loaded into OS Image 
5.2.1.6. Running the Software on AT91 Board 
In order to run the software, both the MATLAB and LabView mobile frameworks 
needed to be integrated into the operating system. The final binaries of the software were 
uploaded with the OS image for a grand total of 36 MB of software. Figure 5.12 shows 
the software running on the AT91 board. During runtime, only 85% of the total physical 
memory was ever used. 
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Figure 5.12     Software Running on AT91 Board 
5.2.1.7. Driver Issues on AT91 Board 
The embedded platform was sidelined due to driver issues when integrating the 
USB camera. These problems have yet to be fully resolved and will most likely be fixed 
in the future. The MATLAB and LabView code is working properly and if fed dummy 
images will process them and attempt to correlate the data. For this reason, the embedded 
platform was replaced with an Intel Atom-based computer. 
5.2.2. The Computer Hardware Solution 
5.2.2.1. Selecting Hardware Platform 
Selecting hardware parameters is the only real challenge when pursuing a 
computer hardware platform. Since the MATLAB and LabView software was developed 
under Windows 7, and the USB camera comes with capable drivers, there should be no 
compatibility issues, if the hardware runs Windows 7. The best option would be an Intel 
Atom-based processor and motherboard, because of its low power consumption and, 
therefore, low heat dissipation. If the data is to be stored locally, then a fairly inexpensive 
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hard drive could be used to store data for years (assuming ≈500 MB of images stored per 
day) before needing to be cleared out. 
For the purposes of the prototype, the hardware included a 1.6 GHz dual-core 
Atom processor running on a mini ITX motherboard (945GC chipset). Windows 7 was 
loaded onto a 1-TB SATA hard drive along with the developed software. 2 GB of 
memory was added to the motherboard for running the software. Finally, a 250-watt 
power supply was used to power the computer hardware. 
The methodology behind selecting an image sensor was covered in Section 4.2.1. 
The Microsoft LifeCam Studio USB camera was selected as the image sensor for several 
reasons. The maximum resolution of the camera is 1920X1080, which is fairly high for a 
webcam. Also, the camera has a widescreen lens that can be used to acquire more detail 
on the horizontal axis. Unfortunately, this camera does not have an optical zoom, which 
would improve the mm/px ratio. This means that when this camera is placed closer to the 
structure, it can perform better. 
5.2.2.2. Building a Case 
In order to protect the computer hardware from the elements, a custom weather-
proof case was built. The computer components were mounted inside a standard mini-
ITX computer case in order to protect them from electrostatic discharge related damage. 
Two additional fans were added to the case to keep the processor as cool as possible to 
account for warm weather. Figure 5.13 shows the completed computer case. 
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Figure 5.13     Populated Computer Case 
The computer case, by itself, is far from being weather-proof. In order to further 
protect the electronics, a 16X16X5-inch outdoor electrical panel box was acquired. A 
viewing window for the image sensor was cut and a glass pane was glued with metal 
epoxy over the opening and then sealed with silicone to prevent water damage. The glass 
of the viewing window has a low iron content to improve the opacity (97% light 
transmission) in order to improve the image quality. An anti-glare coating was also 
applied to the glass to prevent white out from sunlight and to protect the electronics from 
UV radiation (99% UV resistant). Mounts for the computer case were placed at the 
bottom of the case to prevent movement of the electronics within the case. These mounts 
also elevate the electronics to protect them from the unlikely case of water entering the 
box. A small metal overhang (similar to a roof) was attached to the top of the box to 
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prevent precipitation from directly striking the viewing window. Finally, the mounting 
holes were sealed with silicone and a hole for wiring was cut. Figure 5.14 shows the 
weather-proof box without the electronics installed. 
 
Figure 5.14     Weather-Proof Box 
5.2.2.3. Positioning and Securing the Case 
In order to prevent the camera from moving as much as possible and to provide 
the correct viewing angle for the target, a small platform was constructed out of 
cinderblocks. The ground around the blocks was leveled with gravel and the blocks were 
stacked to a height where the viewing window could have an unobstructed view of the 
target structure. A bungee cord was used to secure the box to the wall next to it to prevent 
strong winds from knocking it down. The electrical cords were routed through the cinder 
blocks to a weather-proof electrical box for easy access during testing. Figure 5.15 shows 
the complete prototype mounted and operational for testing. 
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Figure 5.15     Complete Prototype 
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CHAPTER 6 – RESULTS AND ANALYSIS 
This chapter is divided into three sections. The first two sections (6.1 and 6.2) 
describe laboratory tests. Section 6.3 describes the field-test.  
6.1. Measuring Displacement 
Structural members can move (e.g., cooling leads to contraction, heating leads to 
expansion) over time, which can cause structural health to degrade. With this in mind, a 
test was developed to determine if a small movement in the member of a structure could 
be detected. 
6.1.1. Methodology of Measuring Displacement  
The structure to be used for this test was constructed out of stacked wooden 
blocks in the form of a small tower, which is shown in Figure 6.1. 
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Figure 6.1     Block Tower Test Setup 
A camera connected to a computer running the software was mounted 30 cm from 
the tower in a manner in which it would not move and was pointed at the center of the 
structure. A white background was used to improve lighting conditions and allow for the 
easy viewing of the empty space between the columns of the tower. The goal of this test 
was to move one of the center members and determine its displacement. The member that 
was moved is highlighted in Figure 6.2. 
 
Figure 6.2     Block Tower Member (Highlighted) to be Moved 
In order to perform the test, the member was moved by approximately 1 mm and 
then imaged for testing. Then, the member was moved by approximately 10 mm and then 
imaged for testing. The results should indicate how far the member has moved. 
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Applying the normalized cross-correlation algorithm to this member involves 
creating a template image of the lower half of the column from Figure 6.3a, which is 
shown in Figure 6.4. 
 
Figure 6.4     Template Image of the Lower Column 
Using this template and Figure 6.3b, the lower half of the column can be tracked 
using the template matching methods detailed in Chapter 4. The surface plot of the 
calculated normalized cross-correlation coefficients values are shown in Figure 6.5. Note 
the single red peak where the exact new position of template image was found after 
displacement. 
 
Figure 6.5     Surface Plot of Coefficients for 1 mm Shift 
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Figure 6.6c shows an optical flow representation of the movement in the column, 
which indicates that a significant change has occurred in the image. Comparing this 
image and Figure 6.3c shows that there is a significant increase in the amount of red, 
which points to a large movement. In addition, it is important to note that the upper part 
of the column has leaned slightly to the right along with the majority of the tower [16]. 
When applying the normalized cross-correlation algorithm, the template in Figure 
6.4 can be reused since the original image has not changed. The surface plot of the 
calculated normalized cross-correlation coefficients results is in Figure 6.7. Note the 
single red peak where the exact position of template image was found. 
 
Figure 6.7     Surface Plot of Coefficients for 10 mm Shift 
The number of pixels the column has shifted was calculated to be 153 pixels left 
and 6 pixels down. The column itself is 335 pixels across and is 22.14 mm across in 
reality. This means a resolution of 0.066 mm/px has been achieved for this image, 
making the total displacement of the column 10.098 mm to the left and 0.396 mm down. 
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The target movement was a 10 mm shift to the left, making the margin of error 0.97%. 
The downward movement is attributed to the angle of the camera such that any 
movement of the column to the left or right would resemble a vertical displacement. 
6.1.3. Analysis of Measuring Displacement 
Measuring the displacement of targets on a building over time can help to 
determine the structural health of the building. In the case of the block tower, movement 
of the single member of the column had an effect on the entire structure that could be 
tracked as the movement increased. Tracking this section of the tower made it possible to 
foresee that the column was indeed moving and was contributing to the degradation of 
the structural health of the building as it moved. If the plot in Figure 3.1 is used with this 
data and a movement threshold of 2 mm is used, then the resulting plot would show how 
the column has moved out of its acceptable range. Figure 6.8 shows this resulting plot. 
 
Figure 6.8     Plot of Column Movement 
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The green circle shows the acceptable movement range for the lower column 
where the original location is at the origin. The 1 mm shift measurement is still inside the 
circle and is, therefore, deemed acceptable while the 10 mm shift is outside the circle and 
is deemed hazardous to the structural health of the tower. 
The measurements taken by the camera and the software have a less than 1% 
margin of error with optimal camera placement and should be reproducible in the field. 
Environmental factors may increase the margin of error and needs to be covered in the 
field-test. 
6.2. Measuring Deformation 
Structural members can deform over time and cause structural health to degrade. 
With this in mind, a test was developed to determine if a small change in the member of a 
structure could be detected. 
6.2.1. Methodology of Measuring Deformation  
In order to measure deformation, a small plastic column was cut and placed 
within a vice to be slowly squeezed. Figure 6.9 shows this test setup. 
 
Figure 6.9     Deformation Test Setup 
54 
 
 
 
A camera connected to a computer, running the software, was mounted in a 
manner in which it would not move and was pointed at the center of the column. A black 
background was used to improve lighting conditions and allow for the easy viewing of 
the white plastic. The column was placed lightly into the vice such that minimal pressure 
was exerted by the vice onto the column yet still kept in place. The goal of this test was to 
take initial images of the column and then slowly deform it to track lateral deformation 
due to buckling.  
The column itself was 68 mm long, 11.5 mm wide, and 3.3 mm thick. The column 
was made out of abs plastic, which is subject to permanent distortion after passing a 
certain threshold. The test involved several discrete movements and measurements to 
detect small amounts of lateral deformation due to buckling. The first movement closed 
the vice 0.5 mm (1/4 turn) and then progressed forward at 0.5 mm intervals until a visible 
distortion was measured. 
6.2.2. Results of Measuring Distortion 
6.2.2.1. 0.5 mm of Compression 
Figures 6.10a and 6.10b show the before and after images of the vice closing 0.5 
mm. This did not make a significant change to the column and most likely did not 
constitute any significant compression on the column as this movement may have simply 
tightened the slack of the vice.  
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(a) Original 
 
(b) Closing of 0.5mm 
 
(c) Optical Flow Analysis 
 
Figure 6.10     Compressing Beam by 0.5 mm 
Figure 6.10c shows the optical flow of the movement of the column. Visibly, this 
added compression has not made the column move at all, but though the optical flow 
view, tiny movements can be seen on the outside edges of the column. These movements 
form the dark blue outline of the column and show that there is a small amount of lateral 
deformation due to buckling in the center of the column while the parts closer to the vice 
remain motionless.  
Applying the normalized cross-correlation algorithm to the column involves 
choosing the correct location on the column to track. The center of the column is the most 
likely location to move should there be any distortion. The template image of the center 
of the column is shown in Figure 6.11. 
No Pixel Change                       Some Pixel Change         Significant Pixel Change 
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Figure 6.11     Template Image of the Column 
Using this template and Figure 6.10b, the number of pixels the center of the 
column has moved can be calculated using the methods detailed in Chapter 4. The 
surface plot of the calculated normalized cross-correlation coefficients is shown in Figure 
6.12. Note the single red peak where the exact position of the template image was found. 
 
Figure 6.12     Surface Plot of Coefficients for 0.5 mm of Compression 
It is important to note that the row of peaks located along with the tallest peak. 
This shows that there are many locations on the column that are visibly similar to the 
template, but only one location that has a very high correlation. This is an example of 
why it is important to search the entire cross-correlation coefficient matrix for its largest 
value rather than finding a value that is significantly large and stopping the search there. 
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By finding the difference between the location of the template image within 
Figure 6.10a and the location of the template image within Figure 6.10b, the number of 
pixels the center of the column has shifted was calculated to be 2 pixels up with no 
horizontal movement. The column itself is 82 pixels thick and is 3.3 mm thick in reality. 
This means a resolution of 0.0402 mm/px has been achieved for this image, making the 
total displacement of the center of the column 0.08 mm up. This movement is accurate if 
lateral deformation due to buckling is expected. 
6.2.2.2. 1 mm of Compression 
Figure 6.12a and 6.12b shows the before and after images of the vice closing an 
additional 0.5 mm for a total of 1 mm. Visibly, there is a significant amount of buckling 
within the column caused by the compression of the vice. 
 
(a) Original 
 
(b) Closing of 1mm 
 
(c) Optical Flow Analysis 
 
Figure 6.13     Compressing Beam by 1 mm 
No Pixel Change                       Some Pixel Change         Significant Pixel Change 
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Figure 6.13c shows the optical flow of the movement of the column. Visibly, this 
added strain has caused a significant amount of movement within the beam, which is 
made even more visible by the large red section within the optical flow representation of 
the compression. This shows how optical flow can be used for enhancing the differences 
between two images. It also shows that the most movement occurs near the center of the 
buckled column. 
Using this template from Figure 6.11 and Figure 6.13b, the number of pixels the 
center of the column travels can be calculated using the methods detailed in Chapter 4. 
The surface plot of the calculated normalized cross-correlation coefficients values is 
shown in Figure 6.14. Note the single red peak where the exact position of template 
image was found. 
 
Figure 6.14     Surface Plot of Coefficients for 1 mm of Compression 
By finding the difference between the location of the template image within 
Figure 6.13a and the location of the template image within Figure 6.13b, the number of 
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pixels the center of the column has shifted was calculated to be 18 pixels up with no 
horizontal movement. The column itself is 82 pixels thick and is 3.3 mm thick in reality. 
This means a resolution of 0.0402 mm/px has been achieved for this image making the 
total displacement of the center of the column 0.7236 mm up. 
6.2.3. Analysis of Measuring Distortion 
If the plot in Figure 3.1 is used with this data and an arbitrary movement threshold 
of 0.1 mm is used, then the resulting plot would show how the column has moved out of 
its acceptable range. Figure 6.15 shows this resulting plot. 
 
Figure 6.15     Plot of Buckling Lateral Deformation 
The green circle shows the acceptable lateral deformation of the buckled column 
where the origin represents no distortion. The 0.5 mm measurement is still inside the 
circle and is therefore deemed acceptable, while the 1 mm measurement is outside the 
circle as is deemed hazardous to the structural health of the beam. The measurements 
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taken by the camera and the software should be reproducible in the field. Environmental 
factors may increase the margin of error and need to be covered in the field-test. 
6.3. Field-Test 
The Center for Environmental Design and Economic Development Building is a 
new addition to the Boise State campus. The building itself is a five story, 90,000 square-
foot facility that has yet to be opened to the public.  
6.3.1. Methodology of Field-Test 
The prototype was placed on top of the Micron Engineering Center (MEC) facing 
the Center for Environmental Design and Economic Development Building as shown 
previously in Figure 5.15. This location was selected due to its direct line of sight to the 
target structure and for its restricted access to prevent tampering. The exact method in 
which the prototype was mounted is covered in Section 5.2.2.3, specifically in Figure 
5.15. The viewing window of the box laid slightly over the parapet of the MEC and the 
camera was internally angled down to provide a full view of the target structure and the 
surrounding area. Figure 6.16 shows how the viewing window was oriented over the 
parapet and the angle of the camera. 
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Figure 6.16     Viewing Window and Camera Orientation 
In order to conduct the field-test, the software was initialized and the Center for 
Environmental Design and Economic Development Building was selected as the target 
structure. The duration of the test was set to one week with samples taken every 15 
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minutes. Figure 6.17 shows the frame of view of the camera, which includes the target 
building within the red box.  
 
Figure 6.17     Camera Frame of View During Field-Test 
The Extended Studies Building (blue box) was also monitored as a reference 
against camera movement. Should the camera move at all, then the location of this 
building within the image can be used to stabilize the image.  
6.3.2. Results of Field-Test 
The prototype was left running for one week without any interaction. At this 
point, the log files and images were collected from the prototype. The hardware and 
software did not encounter errors during this time. The weather-proof box remained 
water-tight even through the inclement weather. Figure 6.18 shows the raw horizontal (X) 
pixel movement and Figure 6.19 shows the raw vertical (Y) pixel movement over the 
week the data was collected. Positive X shifts indicate building movement to the right 
and negative X shifts indicate building movement to the left. Positive Y shifts indicate 
downward movement of the building and negative Y shifts indicate upward movement of 
the building. 
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Figure 6.18     Raw Horizontal Shift Data 
 
Figure 6.19     Raw Vertical Shift Data 
This is new (unprocessed) data. The resolution for this test setup was calculated to 
be 51.35 mm/px. 
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6.3.3. Analysis of Field-Test 
There are several spikes in both the vertical and horizontal pixel shift graphs 
indicative of a large amount of movement. Some of these spikes indicate that the 
structure has moved several feet, which is of course not possible without causing 
significant structural damage. The images that were taken from these spikes were 
reviewed and the cause of the spikes is very apparent. During the course of the test, 
precipitation would accumulate on the viewing window and cause light to refract and 
distort the image. At one point, an icicle formed in front of the camera, blocking part of 
the target structure. Examples of some of these images are shown here in Figure 6.20. 
 
 
Figure 6.20     Precipitation on Viewing Window 
This condition would quickly clear up as the water evaporated or ran off the 
viewing window. A new set of graphs can be generated after removing these corrupted 
data points. Figure 6.21 shows the corrected horizontal (X) pixel movement and Figure 
6.22 shows the corrected vertical (Y) pixel movement over the week the data was 
collected. 
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Figure 6.21     Corrected Horizontal Shift Data 
 
Figure 6.22     Corrected Vertical Shift Data 
The information in these graphs indicates that the target structure did not move 
horizontally over the week, but definitely moved vertically. Over the seven days, the 
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target structure moved downwards by two pixels, then, back to its original location over 
the course of each day. This cyclic movement occurred every day. By analyzing the time 
stamps, it would appear that during the afternoon the building remains in its original 
location. By 11:00 at night, the building shifts downwards by one pixel and by 1:00 a.m. 
the building has moved by two pixels. The sun rose at approximately 7:30 a.m. during 
that week. By 9:00 a.m., the building had moved back one pixel shift and by 11:00 a.m. it 
was back to its original position. This is an overall movement of 102.7 mm a day. 
This cyclic movement is most likely caused by weather. The temperature of the 
structure may vary to the point where it can cause the building to shift. The night 
temperatures were dropping well below freezing during the week, which may have had 
an effect on the building. It is also possible that these temperatures had an effect on the 
camera lens, causing it to expand and contract. It is also important to note that the 
resolution of the measurements is 51.35 mm/px. This data resolution is poor compared to 
the size of the building. This could lead to rounding errors making the actual movement 
of the building anywhere between 77.3 mm and 128.4 mm.  
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CHAPTER 7 – CONCLUSIONS AND FUTURE WORK 
7.1. Conclusions 
There are many uses for computer vision technology when applied to structural 
health monitoring. Overall, it is a cost-effective solution that can be integrated into pre-
existing structures with minimal maintenance overhead. Competing technologies have 
merits, but require installation at the point of construction. In order to improve the current 
method of structural maintenance in the United States, it is imperative that a scientific 
method of maintenance prioritization be employed. This will not only save resources that 
are already stretched very thin but also prevent tragedies like the I-35 bridge collapse. 
With 26% of the nation’s bridges considered either structurally deficient or functionally 
obsolete, it is crucial that this technology be given serious consideration as a mean of 
long-term structural health monitoring. 
The technology, presented in this thesis, has the ability to measure the 
displacement or distortion of multiple structural members within a building. This data can 
be used to determine the structural health of several different types of structures. The 
prototype field-test was able to detect the cyclic movement of a pre-existing structure but 
required an improved camera to accurately measure the amount of displacement 
occurring. Improving the hardware and software aspects of this technology will increase 
the measuring resolution and further increase the types of measurements to be performed. 
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7.2. Future Work 
7.2.1. Hardware Improvements 
The computer hardware method of testing was used strictly for the proof-of-
concept phase when developing this technology. An embedded solution would be not 
only smaller and cheaper but would also be simpler to weather-proof. The computerized 
version of the hardware needed special considerations when it came to cooling the 
processor and mounting the cables that would not be present in an embedded solution. 
Additional improvements to the hardware would include adding a polarized filter 
to the camera to prevent excessive glare from the sun or other light sources. In addition, 
improving the capabilities of the camera such as adding an optical zoom or placing the 
camera on a motorized tripod in order to view multiple areas would increase the hardware 
capabilities. Temperature controlling the camera may also improve results. If multiple 
embedded platforms with multiple cameras were to be placed in a single location, it 
would also be beneficial to have a centralized data-storage unit for recording the images 
and logging the data. 
7.2.2. Software Improvements 
There are many kinds of software improvements that would benefit measuring 
different types of structures. For instance, trusses on a bridge may fail in a completely 
different manner in which a cement column would fail. Specifying the type of target 
being watched would allow for specialized computer vision algorithms to be employed, 
which would improve the ability to gauge the structural health of the target. 
If the software were to be run on an embedded platform, then it would make sense 
to move the processing of the image to another location. The images could be sent to a 
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computerized data-storage unit with a fast CPU (like the Intel Atom box used in the 
prototype) or even across the Internet to a server for analysis. This would mean that the 
software requirements on the embedded side of the hardware would be reduced to image 
acquisition and transmission. 
Figure 7.1 shows the combined hardware and software improvements. This 
system would be much more cost-effective when implemented on a large scale. The 
majority of the cost savings are in implementing the data processing and storage in one 
place rather than in several locations. This turns the image sensors into remote weather-
proof webcams. In addition, in this manner, all of the structure monitoring would be 
taking place in a single location, which would save both time and money. 
 
Figure 7.1     Proposed Improvements 
Multiple 
Image Sensors 
Internet 
Connection 
High Speed 
Image Storage 
and Image-
Processing 
Server 
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7.2.3. Future Tests 
When an improved camera with optical zoom becomes available for integration 
into the prototype, the field-test will need to be rerun. The new camera should increase 
the mm/px ratio considerably giving an even greater data resolution than before. It would 
also be beneficial to measure the ambient temperature along with the images to find the 
correlation between the building movement and the weather.  
Other potential structures to study include the Boise State Norco Building, which 
is known to move due to a construction error. Monitoring buildings under construction to 
verify the physical measurements taken by the software would also be a valuable field 
trail. Figure 7.1 shows the new Boise State Lincoln Parking Garage under construction, 
which would be an excellent target to watch for this purpose.  
 
Figure 7.2     Boise State Lincoln Parking Garage 
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Finally, the Boise State Football stadium would make an excellent target for a 
short term study. It would be possible to measure the amount of displacement the stadium 
suffers when it is empty compared to when it is full. 
 
Figure 7.3     Boise State Bronco Stadium 
Using these test cases will help to find ways to improve the software and the 
computer vision algorithms used therein. 
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