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Summary. This paper presents a new efficient algorithm for solving bidi-
agonal systems of linear equations on massively parallel machines. We use
a divide and conquer approach to compute a representative subset of the
solution components after which we solve the complete system in parallel
with no communication overhead. We address the numerical properties of
the algorithm in two ways: we show how to verify the a` posteriori back-
ward stability at virtually no additional cost, and prove that the algorithm
is a` priori forward stable. We then show how we can use the algorithm in
order to bound the possible perturbations in the solution components.
Mathematics Subject Classification (1991): 65F05, 65G10, 65Y05
1 Introduction
In this paper we present a new parallel algorithm for solving bidiagonal
systems of linear equations. Such systems occur, in particular, when solv-
ing tridiagonal systems of linear equations via the preliminary appropriate
factorization i.e.,LLT orLU . For example, we can factorize symmetric pos-
itive definite systems using the parallel algorithm in [2,4], and then solve
the reduced bidiagonal systems using the algorithm presented here, to get a
highly efficient solution method.
The classical method for solving bidiagonal systems, i.e., backward or
forward substitution, can be theoretically implemented in parallel using the
prefix sumcomputational technique (see, e.g., [17]). In thisway, a bidiagonal
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system of order N = np, where p ≥ log(N) is the number of processors,
could be solved inO(n+log(N)) = O(Np ) floating point operation (flops).
The algorithmwe propose runs in≈ 7(n+log(p))flops and therefore attains
the theoretical bound, and a speedup of≈ 37p over the classical substitution
algorithm of 3N flops. Moreover, we show that for vector parallel machines
such as the CM-5, we may gain even much higher speedup in practice.
The algorithm we propose borrows ideas from both the partition and the
cyclic reduction methods [16,25]. Initially, we partition the system into p
contiguous subsystems, assigned to the p available processors. We then let
each of the first p − 1 processors produce a new equation from which we
create a reduced system of order p− 1. We solve this system using a variant
of the cyclic reductionmethod, obtaining the solution components di = xni,
i = 1, . . . , p − 1, which we call the pivots. Then, using the pivots and the
original partitioned subsystems, we solve the complete system in parallel
with no communication overhead. Here, in particular is where our method
depart from the standard approach [14,21,23], that is, the subsystems that
we solve are, with the exception of one coefficient in each, just part of the
original system. This is of fundamental importance in proving the numerical
stability of our method. As a side result, this also reduces the memory
requirement of our algorithm as compare to the other methods (which use
some O(N) additional storage for the partial results).
We analyze the numerical properties of the new algorithm in the fol-
lowing ways: i) we present a simple a` posteriori criterion for the backward
stability of the solution; ii) we prove, by means of an a` priori analysis, that
the different subsystem solutions are backward stable from which we infer
that the solution as awhole is forward stable. iii) we show that we can use the
parallel algorithm to bound the possible perturbations in the solution com-
ponents. This comprehensive error analysis is quite original to this work,
although Yalamov, independently to our work, has derived some similar a`
priori error bounds for the partition method, see [27].
The rest of the paper is organized as follows. In Sect. 2we introduce some
basic notations and preliminary facts that we use throughout the paper. In
Sect. 3 we present the parallel algorithm, study its complexity, and present
some computational experiments performed on the Connection Machine
CM-5. We study the numerical properties of the algorithm in Sect. 4: in
Sect. 4.1 we discuss the a` posteriori backward stability of the computed
solution, in Sect. 4.2 the a` priori forward stability of the algorithm, and
in Sect. 4.3 the reliability of the computed solution. Finally, in Sect. 5 we
present some numerical examples that demonstrate these various issues.
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2 Notations
We present some basic notations and definitions used in the rest of the paper.
Vectors and matrices. LetRn denote the real n−dimensional vector space
andM(n) the set of n× n real matrices. Then, we let Lx = c with
L =


a1
b2 a2
.
.
.
.
.
.
bn an

 , x =


x1
x2
.
.
.
xn

 , c =


c1
c2
.
.
.
cn

 ,
L ∈M(n),
x, c ∈ Rn,
denote an unreduced bidiagonal system with ai, bi /= 0, and c1 /= 0.
We extend the function |·| and the relational operators <, ≤, and = to
vectors and matrices, with the meaning that they apply componentwise, and
define absolute vector norms as norms ‖ · ‖ such that
max
1≤i≤n
|xi| ≤ ‖x ‖, |x| ≤ |y| −→ ‖x ‖ ≤ ‖ y ‖.
For example, the standard p-norms, i.e.
‖x ‖ =
(
n∑
i=1
|xi|p
) 1
p
, p = 1, . . . ,∞
are examples of absolute norms [13].
Finally, we let e(n)i = (0, . . . , 0, 1, 0, . . . , 0)T (or simply by ei, when n
is understood), denote the unit vector with a 1 in the ith position, and let e
stand for the vector of all ones.
Complexity. We measure the time complexity of a sequential algorithm by
counting the number of flops, i.e., floating point operations. We also refer to
the flop count as to the number of (arithmetic) steps. The time complexity of
a parallel algorithm is the maximum number of steps performed by any one
of the participating processors. We refer to this measure as to the number
of parallel steps. The speedup of a parallel algorithm A over a sequential
algorithm B is the ratio
Sp(n) =
TB(n)
TA,p(n)
,
where TB(n) is the (time) complexity of B on inputs of size n and TA,p(n)
is the complexity of A on inputs of size n with p processors. However, we
will also consider the actual speedup of the algorithm as this may be further
influenced by communication overhead, vectorization on vector machines,
and memory management on RISC machines.
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Numerical issues. We assume that the input coefficients are known only to
some given relative precision, say O(θ), and then consider the perturbed
solutions
Lx = c,
∣∣L− L∣∣ ≤ O(θ) |L| , |c− c| ≤ O(θ) |c| .(1)
We call such solutions backward stable, and an algorithm that always deliver
backward stable solutions a backward stable algorithm. Note that when the
coefficients are not known exactly, which is usually the case in practice,
any one of these solutions should be considered equally likely. In fact, any
solution that is relatively close to this set of solutions could be taken as
equally likely. However, this means that we need also bound the possible
perturbations in the above set (1). We will discuss these numerical issues at
length, later in the numerical section of the paper, see also [1,3,5,7,8].
We denote by θ˜ the precision by which we store the input coefficients
in memory, and assume θ˜ ≤ O(θ)1. We further consider the case where
we may use some higher precision to perform the internal computations,
i.e. using θˆ ≤ θ˜ precision. Let aˆ and bˆ be real numbers in θˆ precision, and
c = aˆ@bˆ where @ ∈ {+,−, ∗, /}. Then we denote by
c˜ = (aˆ@bˆ)(1 + ˜), cˆ = (aˆ@bˆ)(1 + ˆ), |˜| ≤ θ˜, |ˆ| ≤ θˆ
the results obtained by rounding c to θ˜ and θˆ precision respectively.
3 Parallel solution of bidiagonal systems
The parallel algorithm of this section is an example of the divide and con-
quer approach. The original system is split into p subsystems through the
preliminary computation of selected components of the solution, and then
these subsystems are solved in a completely independent way. What distin-
guish this algorithm from previously known methods is the fact that we use
the original subsystems in the final computations and not the modified ones
as is the common practice.
3.1 Basic ideas
Let Lx = c be a bidiagonal system of order N (where, to simplify the
explanation, we assume N = np, p = 2q, and p is the number of available
processors) and consider the following block representation of the input
matrix L
1 The exceptional case where the coefficients could be represented exactly in θ˜ precision
but may be of higher known precision O(θ) is not considered here
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Lz =


L1
R2 L2
.
.
.
.
.
.
Rp Lp

 ,(2)
where each Li is lower bidiagonal of order n and the only nonzero element
of Ri is the one in the top right corner. Accordingly, we also partition the
vectors x and c. For the sake of simplicity of notation, we use zi and fi
(instead of, say, x(i) and c(i)) to denote the blocks of x and c, respectively,
and reserve the notations xi and ci to indicate scalar entries.
Then, by definition,
L1z1 = f1, Lkzk = fk −Rkzk−1 = f ′k, k = 2, . . . , p,
and f ′k coincides with fk except for the first component
c′mk−1+1 = cmk−1+1 − bmk−1+1xmk−1 , mk−1 = n(k − 1) , k = 2, . . . , p.
Thus, if we knew the solution components dk−1 = xmk−1 , which we call the
pivots, we could solve these subsystems in parallel with no communication
overhead. The key idea here lies therefore in the efficient precomputation
of these pivots.
3.2 The algorithm
We initially distribute the input data (i.e., the coefficient matrix L and the
right hand side vector c) so that processor 1 gets L1 and f1, while processor
i is assigned Ri, Li, and fi, i = 2, ..., p. In compact form, we denote the
data assigned to the processors by the augmented matrices
B1 =


a1 c1
b2 a2 c2
.
.
.
.
.
.
.
.
.
bn an cn

 ,
and
Bi =


bmi−1+1 ami−1+1 cmi−1+1
.
.
.
.
.
.
.
.
.
bmi ami cmi

 , i = 2, . . . , p,mi = in.
The algorithm Parallel Solve then proceeds as follows:
(i) Reduction, (ii)Reduced System Solution, (iii) Solution.
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Stage (i): Reduction. The first processor computes d1 (the first pivot) by
solving the bidiagonal subsystemL1z1 = f1 using forward substitution, i.e.
xj =
1
aj
(cj − bjxj−1), j = 1, . . . , n,
with the positions b1 = x0 = 0. Clearly d1 = xn.
In turn, processors i = 2, ..., p− 1 apply a series of linear combinations
to their input data Bi whose overall effect is to make the last equation of
each block to explicitly depend from the last equation of the preceding block.
Suppose, for instance, that n = 3 and consider the transformations applied
by two consecutive processors, say i and i+1. The initial submatrix involved
has the following structure

. . . ∗ ∗ 0 0 0 0 0 . . . ∗
. . . 0 ∗ ∗ 0 0 0 0 . . . ∗
. . . 0 0 ∗ ∗ 0 0 0 . . . ∗
. . . 0 0 0 ∗ ∗ 0 0 . . . ∗
. . . 0 0 0 0 ∗ ∗ 0 . . . ∗
. . . 0 0 0 0 0 ∗ ∗ . . . ∗


.
After two forward elimination steps, performed independently by the two
processors, we get 

. . . ∗ ∗ 0 0 0 0 0 . . . ∗
. . . ∗ 0 ∗ 0 0 0 0 . . . ∗
. . . ∗ 0 0 ∗ 0 0 0 . . . ∗
. . . 0 0 0 ∗ ∗ 0 0 . . . ∗
. . . 0 0 0 ∗ 0 ∗ 0 . . . ∗
. . . 0 0 0 ∗ 0 0 ∗ . . . ∗


,
from which we see that the third equation in block i + 1 can be solved
for the unknown xmi+3 provided that the third equation in block i has
been solved for xmi−1+3. In compact form, the application of the Gaussian
transformations to the blocks Bi can be represented as follows
(
bmi−1+1e1 Li f i
bmie
T
n−1 ami cmi
)
−→
(
bmi−1+1e1 Li f i
y
(0)
i a
(0)
i c
(0)
i
)
,(3)
where Li ∈ M(n − 1) is bidiagonal and e1, en−1, f i ∈ Rn−1. Actually,
only the last row of (3) is explicitly computed by means of the following
detailed algorithm (relative to processor i)
1. Set y = bmi−1+1 and c = cmi−1+1.
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2. For j = 2, . . . , n compute
γ = bmi−1+j/ami−1+j−1,
y = −y ∗ γ,(4)
c = cmi−1+j − γ ∗ c,
3. Set y(0)i = y, c
(0)
i = c, and a
(0)
i = ami .
The above transformations require no additional storage beside that for the
scalar variables γ, y, c.
Stage (ii): Reduced System Solution. We consider the order p system

1
y
(0)
2 a
(0)
2
.
.
.
.
.
.
y
(0)
p−1 a
(0)
p−1




xm1
xm2
.
.
.
xmp−1




d1
c
(0)
2
.
.
.
c
(0)
p−1

(5)
whose coefficients have been computed by processors i = 1, . . . , p − 1
during stage 1. System (5) is clearly “correct” (in the sense that the variables
xmi coincide with those of the original system) because the transformations
applied during stage 1 are linear. Let B(0) denote the coefficient matrix of
(5) and let
D
(0)
1 =
(
1 d1
)
,
B
(0)
i =
(
y
(0)
i a
(0)
i c
(0)
i
)
.
We solve the reduced system by means of two treelike structured compu-
tations called the sweeps, the Bottom-Up sweep, and the Top-Down sweep,
both composed of q − 1 rounds. In each given round, we combine pairs of
rows using one of the following transformations:
1. Forward elimination(
y1 a1 c
′
1
y2 a2 c
′
2
)
−→
(
y1 a1 c
′
1
y a c′
)
.(6)
2. Forward elimination followed by scaling(
1 d1
y2 a2 c
′
2
)
−→
(
1 d1
1 d2
)
.(7)
In the Bottom-Up sweep, we combine pairs of rows that are 20, 21, . . . ,
2q−2 indices apart, i.e., in round 1 we combine rows 1 and 2 (and thereby
compute d2), rows 3 and 4 etc.; in round 2 we combine rows 2 and 4 (com-
puting d4), rows 6 and 8, etc., until in round q − 1 we combine rows 2q−2
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✒✑
✏
✒✑
✏
✒✑
✏
✒✑
✏
✒✑
✏
✒✑
✏
✒✑
✏
✒✑
✏
Reduce
B1 B2 B3 B4 B5 B6 B7 B8
❄ ❄ ❄ ❄ ❄ ❄ ❄
d1 B
(0)
2 B
(0)
3 B
(0)
4 B
(0)
5 B
(0)
6 B
(0)
7
❅
❅
❅
❅❘
❄
❅
❅
❅
❅❘
❄
❅
❅
❅
❅❘
❄
d2 B
(1)
2 B
(1)
3
❍❍❍❍❍❍❍❍❍❥
❄
s=1.
d4 B
(1)
3
❍❍❍❍❍❍❍❍❍❥
❄
s=2.
d2 B
(0)
3 d4 B
(0)
5 d6 B
(0)
7
❅
❅
❅
❅❘
❄
❅
❅
❅
❅❘
❄
❅
❅
❅
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❄
s=1.
d1 d2 d3 d4 d5 d6 d7
❅
❅
❅
❅❘
❅
❅
❅
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❅
❅
❅
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❅
❅
❅
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❅
❅
❅
❅❘
❅
❅
❅
❅❘
❅
❅
❅
❅❘
s=0.
✒✑
✏
✒✑
✏
✒✑
✏
✒✑
✏
✒✑
✏
✒✑
✏
✒✑
✏
✒✑
✏
z1 z2 z3 z4 z5 z6 z7 z8
Solve
Fig. 1. A flowchart for p = 23 processors
and 2q−1 (computing d2q−1). By the end of the Bottom-Up sweep the pivots
d1, d2, d4, . . . , d2q−1 becomes available. In the Top-Down sweep we com-
bine pairs of rows that are 2q−2, 2q−3, . . . , 20 indices apart, i.e., in round
q − 2 we combine rows 2q−1 and 32q−2 (computing d32q−2) etc., until in
round 0 we combine rows 2 and 3, rows 4 and 5, etc. to compute the odd
pivots d2j+1, j = 1, p/2− 1, see for example Fig. 1, for the case of p = 23.
Bottom Up: Round s = 1, . . . , q − 1: We apply the second transfor-
mation to(
D
(s−1)
1
B
(s−1)
2
)
=
(
1 d2s−1
y
(s−1)
2 a
(s−1)
2 c
(s−1)
2
)
−→ D(s)1 =
(
1 d2s
)
,
d2s =
c
(s)
1
a
(s)
1
, a
(s)
1 = a
(s−1)
2 , c
(s)
1 = c
(s−1)
2 − d2s−1y(s−1)2 .
We apply the first transformation to(
B
(s−1)
2i−1
B
(s−1)
2i
)
=
(
y
(s−1)
2i−1 a
(s−1)
2i−1 c
(s−1)
2i−1
y
(s−1)
2i a
(s−1)
2i c
(s−1)
2i
)
i = 2, . . . , p/2s − 1
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yielding B(s)i =
(
y
(s)
i a
(s)
i c
(s)
i
)
with
y
(s)
i = −
y
(s−1)
2i
a
(s−1)
2i−1
y
(s−1)
2i−1 , a
(s)
i = a
(s−1)
2i , c
(s)
i = c
(s−1)
2i −
y
(s−1)
2i
a
(s−1)
2i−1
c
(s−1)
2i−1 .
Top-Down: Round s = q − 2, . . . , 0: We apply the second transfor-
mation to(
D
(s+l)
j
B
(s)
i
)
=
(
1 dj2s+l
y
(s)
i a
(s)
i c
(s)
i
) i = 3, 5, . . . , p/2s − 1,
i = 2lj + 1,
j odd
yielding D(s)i =
(
1 di2s
)
as in the Bottom Up stage above.
Stage (iii): Solution. Processors i = 2, ..., p solve the independent sub-
systems(
1
bn(k−1)+1e1 Lk
)(
dk−1
zk
)
=
(
dk−1
fk
)
, k = 2, . . . , p.(8)
3.3 Parallel complexity
We study the time complexity of the parallel algorithm of Sect. 3.2 by count-
ing the number of parallel arithmetic steps in each stage, i.e., the maximum
number of arithmetic operations performed by any processor during each
stage. We also comment on the communication issues.
Stage (i). The time complexity of this stage is ≈ 4n, as can be easily seen
from the recurrences (4).
Stage (ii). The time complexity of this stage is ≈ 4q for the Bottom-Up
sweep and≈ 3q for the Top-Down sweep, following (6) and (7) respec-
tively. In addition, we have to consider the communication overhead.
During each of the 2(q − 1) = 2(log p − 1) rounds, pairs of proces-
sors must exchange at most 3 floating point numbers (which can com-
bined into a single short message). This communication problem is an
instance of the h-relation routing task, which is well-studied in both the-
ory and practice of interconnection networks for distributed machines
(here h = 3 or h = 1). For many prominent networks, including the
hypercube and the fat-tree, algorithms are known to route an h-relation
in time O(hg(p) + d), where d is the network diameter and g(p) is a
parameter related to the per processor bisection bandwidth of the net-
work [18,24]. For the CM-5 and short messages this meansO(log p) per
round communication complexity and thus O(log2 p) communication
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complexity altogether. In practice, however, the time required to send a
message through a lightly loaded network is dominated by the time taken
by the I/O operations (send and receive). This is almost always the case
in currently available networks and implies that latency can be accurately
modeled as a constant, though a fairly large one2 [9]. The figures shown
in Table 1 confirm that this stage is indeed performed efficiently on the
CM-5.
Stage (iii). The time complexity for the solution stage is ≈ 3n.
The total number Tp of parallel steps is therefore:
Tp ≈ 4n+ 4q + 3q + 3n = 7(n+ q),
while the communication time is proportional to q. When q  n the cost
of the algorithm is governed by the factor 7n = 7Np , so that the speedup
is ≈ 37p. Lastly, we remark that replacing processors 1 and p with a single
processor, we may improve the performance of the algorithm when the
number of processors is small.
Vectorization. We show that for parallel vector machines such as the CM-
5 we consider here, we may obtain far better actual speedups with respect
to the classical substitution algorithm. Here we propose the following im-
plementation: We let the number of logical processors, P , be much larger
than the actual number of physical processors p, i.e., when N = pn, and
n = vm, v = 2r we let P = pv. Then, we simulate the parallel algorithm
for P processors by letting each physical processor simulate the tasks of
correspondingly v = 2r other processors. Evidently, these simulations can
be performed by vectorization, and the overall performance would improve.
Here, the number of flops in stages (i) and (iii) remains essentially the same,
while for (q + v) n their increase from ≈ 7q to ≈ 7(q + v) in stage (ii)
is relatively insignificant. Hence, the speedup with respect to the standard
implementation could become very significant [12,20,11].
3.4 Computational examples
We conclude this section with some examples demonstrating the perfor-
mance of the new algorithm on the CM-5 parallel vector machine with 128
PE’s. Thismachine had actually only 32Nodes, each of whichwas a 33MHz
SPARC machine. However, to each node there were attached four Vector
Units (VU’s), that could compute in parallel. The reasons for using the VU’s
were twofold: (i) the peak speed is approximately 16 times faster than on a
2 For the commercially available CM-5, the I/O time is approximately 3600 machine
cycles
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Table 1. Running times for the CM-5 in seconds
Dim. N=224≈107, Proc. p=128.
v 20 22 28 210
sRed 4.552 1.090 0.193 0.184
sSol 3.864 0.972 0.116 0.109
sSwp 0.001 0.001 0.012 0.043
pSwp 0.005 0.005 0.005 0.005
Total 8.422 2.068 0.326 0.341
Sequential running time ≈ 972 sec.
SpeedUp ≈115 ≈470 ≈2982 ≈2800
CM5 without VU’s, (ii) the communication/computation ratio is more typ-
ical than on the slower machine. We finally note that on each VU, we had
8Mbytes of memory so that the total memory available was 1Gbytes.
We begin with some general observations. We implemented the sequen-
tial and parallel codes in CM-FORTRAN, which is similar to the F90 lan-
guage, using no other special techniques.We have used the CMMDmessage
passing programming model for communication, so that each PN was op-
erating in an MIMD (Multiple Instruction Multiple Data) mode, while the
VU’s were operated by the PN’s in a SIMD (Single Instruction Multiple
Data) mode. However, this could still be regarded as a system with p = 128
independent PE’s, each with its separate local memory storage. We simu-
lated the sequential algorithm in the obvious way, distributing the system
among the p = 128 processors in blocks of rows as in (2), and then solv-
ing these systems consecutively, one after the other, since we could not fit
the problems into the memory of a single VU. However, that was not of
rather significance and the total running time was approximately 128 that
of a single PE.
The parallel algorithmwas implemented by first partitioning the original
system into 128 sub-blocks, assigned to the PE’s as before, and then by
further dividing each block into v sub-blocks. We then let each physical PE
(i.e., a VU) simulate the tasks of the corresponding v logical PE’s.
In Table 1 we depict the running times for the largest problem we could
work with, i.e. N = 224. We denote the running times for the individual
stages as follows:
– sRed: the running times for the simulated reduction inside each physi-
cal processor. Note how these decrease dramaticaly as we increase the
corresponding vector size(v). This is of course due to the vectorization
capabilities of th VU’s.
– sSol: the same for the simulated solutions inside each physical processor.
The same speedup in performance, due to vectorization, is observed here.
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– sSwp: the time taken for simulating the bottom up and top down sweeps
inside each physical processor. Clearly, here, the running times increase
as we increase the number of logical PE’s per physical processors, i.e.
as we increase v.
– pSwp: the time taken for the actual bottom up and top down sweeps on
the set of p = 128 physical processors.
We conclude from these results that the new parallel algorithm is by
much faster than the standard sequential method. In fact, for the current
architecture with p = 128 PE’s, we got an approximate 3000 times speedup.
This is clearly due to the fact that our parallel simulated algorithm takes
advantage of the vector units machines of the CM5 whereas the standard
method could not benefit from this due to the scalar nature of its operations.
We may further conclude from this that the new algorithm provide for a
better sequential algorithm for the CM5 and likewise vector machines than
the standard method.
Finally, we observe that the actual overhead due to communication, i.e.
the pSwp timings, are relatively negligible in our case, showing that the
parallel algorithm is highly efficient, i.e. achieve linear speedup.
4 Numerical analysis
We analyze the numerical properties of the computed solution from three
different views: we give a simple a` posteriori criterion for assessing the
backward stability, present an a` priori error analysis that prove that the
algorithm is forward stable and finally consider the sensitivity of the solution
with respect to possible perturbations in the system coefficients. We assume
in what follows that the system is unreduced, that the coefficients of the
system are stored in θ˜ precision where θ˜ ≤ θ, and that θˆ ≤ θ˜ is the precision
of the computation, see Sect. 2.
4.1 A posteriori backward stability
Let us consider the algorithm for solving the final bidiagonal subsystems
(8) of Stage (iii), i.e.,
xmk−1+i =
cmk−1+i − bmk−1+ixmk−1+i−1
amk−1+i
, i = 1, . . . , n,
where xmk−1 = dk−1 are the pivot from Stage (ii). Then, the computed
solutions satisfy
xˆmk−1+1 =
cmk−1+1−bmk−1+1dˆk−1
amk−1+1
,
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xˆmk−1+i =
cmk−1+i−bmk−1+ixˆmk−1+i−1
amk−1+i
, i = 2, . . . , n− 1,
xˆmk =
cmk−bmk xˆmk−1
amk
,
with
|aj − aj | < 3θ˜ |aj | ,
∣∣bj − bj∣∣ ≤ θ˜ |bj | , j = 1, . . . , N.(9)
However, since dˆ′k = xˆmk is not the same as dˆk, the previous computed
value for xmk that has been used as an input for the k + 1th block, we
can not argue yet that the solution is backward stable. However, using the
following nice theorem of Oettli and Prager [19] (see also [15,22])
Theorem 1 The computed solution xˆ satisfies
(L+ δL)xˆ = c+ δc, |δL| ≤ η |L| , |δc| ≤ η |c| .(10)
for
η = max
1≤i≤N
|Lxˆ− c|i
(|L| |xˆ|+ |c|)i ,
0
0
≡ 0.
we can show that this is indeed the case when dˆ′k ≈ dˆk as follows:
Theorem 2 Let dˆk and dˆ′k be the computed values as above, and let
dˆk
dˆ′k
= 1 + µk, k = 2, . . . , p− 1.
Then by choosing xˆmk to be either dˆ′k or dˆk, we can bound η in (10) to
(11)
η ≈ max
2≤k≤p−1
αk |µk| , αk = min


|bmk+1dˆ′k|
|bmk+1dˆ′k|+|amk+1xˆmk+1|+|cmk+1|
|amk dˆk|
|1+µk|(|bmk xˆmk−1|+|amk dˆk|+|cmk |)

 .
Note also that in either case, µk is an upper bound for η.
Proof. We let Lx = c be the bidiagonal system as defined implicitly in (9).
Then the residual r = c−Lxˆ would be zero except possibly for the indices
mk,mk + 1. For example, for xˆmk = dˆ′k we have rmk = 0 and
xˆmk+1 =
cmk+1 − bmk+1dˆk
amk+1
=
cmk+1 − bmk+1dˆ′k(1 + µk)
amk+1
=
cmk+1 − bmk+1xˆmk(1 + µk)
amk+1
=
cmk+1 − bmk+1xˆmk
amk+1
,
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so that
cmk+1 = cmk+1 − µkbmk+1xˆmk , rmk+1 = µkbmk+1xˆmk .
Alternatively, for xˆmk = dˆk we have rmk+1 = 0 and
xˆmk = (1 + µk)
cmk − bmk xˆmk−1
amk
=
cmk − bmk xˆmk−1
amk
,
so that
cmk = cmk +
µk
1 + µk
amk xˆmk , rmk = −
µk
1 + µk
amk xˆmk .
We may therefore choose xˆmk so that
|rmk | , |rmk+1| ≤ |µk|min(
∣∣∣bmk+1dˆ′k∣∣∣ ,
∣∣∣∣∣ amk dˆk1 + µk
∣∣∣∣∣),
and by Theorem 1
(L+ δL)xˆ = c+ δc,
∣∣δL∣∣ ≤ η ∣∣L∣∣ , |δc| ≤ η |c| ,
for η = max
2≤k≤p−1
αk |µk| and
αk = min


∣∣∣bmk+1dˆ′k∣∣∣∣∣∣bmk+1dˆ′k∣∣∣+ |amk+1xˆmk+1|+ |cmk+1| ,∣∣∣amk dˆk∣∣∣
(1 + µk)(
∣∣bmk xˆmk−1∣∣+ ∣∣∣amk dˆk∣∣∣+ |cmk |)

 .
Finally, L+ δL = L+ δL with
|δL| ≤ ∣∣δL∣∣+ ∣∣∣δL˜∣∣∣ < ((1 + 3θ˜)η + 3θ˜) |L| ≈ η |L|
from which the theorem easily follows. unionsq
The quantity η in Theorem 2 can be computed in O(log(p)) parallel time.
Clearly, if η = O(θ) the bidiagonal system is backward stable.
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4.2 `A priori forward stability
Consider the following tridiagonal system
Tx =

  −11 1 1
1 2



x1x2
x3

 =

11


 = f,(12)
where  1. Then,
T−1 = 11−−2

 1−
2
 − 1
 −2 1
−1 1 −1+

 ≈

 1 − 1 −2 1
−1 1 −1


K∞(T ) = ‖T ‖∞‖T−1 ‖∞ = O(1 ),
and yet the solution is rather completely insensitive to perturbations in the
system coefficients, i.e. x ≈ (1 , 2,−1 )T for relative small perturbations,
independent of  and the condition number of the matrix. In fact, the com-
puted L,U factors by Gaussian elimination with no pivoting, and the right
hand side vector g = L−1f would be
Lˆ ≈

 11
 1
 1

 , Uˆ ≈

  −11
 1−

 , gˆ ≈

 1−1
1

 .(13)
Hence, xˆ ≈ (1 , 0,−1 )T is again stable in the max norm sense, independent
of the condition number of the matrix. We can therefore make the following
conclusion:
Definition 1 We say that a bidiagonal system Lx = c is well defined with
parameters θ, ζ, v when the solution x′ to any perturbed system
L′x′ = c′,
∣∣L′ − L∣∣ ≤ θ |L| , ∣∣c′ − c∣∣ ≤ θ |c| ,(14)
satisfies ∣∣x′ − x∣∣ ≤ ζv, |x| ≤ v, ζ  1.
We say that the system is componentwise well defined when v = |x| and
norm-wise well defined when ‖ v ‖ = ‖x ‖ for some absolute norm ‖ · ‖.
Note that θ, θ = O(θ) in our case, is the so called given precision of
the input coefficients, while ζ, v are the required precision of the solution.
Clearly, unless the system is well defined appropriately, there is no point to
solve the system. Hence, we may assume for the time being that the system
is well defined, and proceed to consider the notion of forward stability. A
more rigorous discussion of this problem is given in the next section.
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Definition 2 We say that the computed solution to the well defined system
Lx = c is forward stable when it is essentially as accurate as possible, i.e.,
|xˆ− x| ≤ ζˆv, ζˆ = O(ζ).
We say that an algorithm for solving bidiagonal systems is forward stable
when this is the case for all computed solutions.
We now proceed to prove that the parallel algorithm is forward stable.
For that purpose we consider the leading bidiagonal systems of (2), i.e.,
L[k]z[k] =


L1
R2 L2
.
.
.
.
.
.
Rk Lk




z1
z2
.
.
.
zk

 =


f1
f2
.
.
.
fk

 = f [k].(15)
Let zˆk denotes the kth block of the computed solution. Then we prove that
zˆk = z
[k]
k where L
[k]
z[k] = f [k] is a correspondingly nearby perturbed
system. Hence, the block component zˆk is backward stable and therefore
following Definition 2 the algorithm is forward stable.
Theorem 3 The computed kth block solution is the exact kth block of
L
[k]
z[k] = f [k], z[k] = (z[k]1 , . . . , z
[k]
k )
T(16)
where the perturbations in L[k] are determined as follows:
– For l = 1, . . . , k − 1∣∣∣a[k]nl−j − anl−j∣∣∣ < 4θˆ |anl−j | , j = n− 1, . . . , 2,(17) ∣∣∣a[k]nl−1 − anl−1∣∣∣ < (log(p) + 3)θˆ |anl−1| ,(18) ∣∣∣a[k]nl − anl∣∣∣ < 4nθˆ |anl| ,(19)
– For i=1,. . . ,n(k-1), b[k]i ≡ bi.
– For j=n-1 ,. . . ,0.∣∣∣a[k]nk−j − ank−j∣∣∣ < 3θ˜ |ank−j | , ∣∣∣b[k]nk−j − bnk−j∣∣∣ ≤ θ˜ |bnk−j | ,(20)
Proof. The proof is given in the Appendix. unionsq
We conclude that when nθˆ = O(θ) the separate solution components are
each backward stable. Otherwise, as the block size n is fixed and relatively
small with respect to N = np, we may argue that θˆ, the computing preci-
sion, should be only slightly higher than θ˜. As noted before, this increase
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in precision is required only for the internal operations, and is sometimes
built in the machine. For example, if θ = θ˜ corresponds to common single
precision then many machines will perform double precision operations es-
sentially in the same time as single ones. In this case, the algorithm is stable
for n = Np ≤ θ˜θˆ ≈ 10
8
.
We can further strengthen the above results for certain cases showing
that the algorithm would be stable even for θˆ = θ˜ = θ. Here we assume for
simplicity that the system is componentwise well defined. i.e.,
Lz = f,
∣∣L− L∣∣ ≤ θ |L| , ∣∣f − f ∣∣ ≤ θ |f | =⇒ |z − z| ≤ ζ |z| .
Proposition 1 There exist diagonal matrices D1, D2 such that
L˜[k]z˜[k] = (D1L
[k]
D−12 )(D2z
[k]) = (D1f [k]) = f˜ [k],(21)
with ∣∣∣L˜[k] − L[k]∣∣∣ < 4θ˜ ∣∣∣L[k]∣∣∣ ,∣∣∣z[k] − z˜[k]∣∣∣ < 4nθ˜ ∣∣∣z˜[k]∣∣∣ ,∣∣∣f˜ [k] − f [k]∣∣∣ < 4nθ˜ ∣∣∣f [k]∣∣∣ .
Proof. Follows from the structure of perturbations given in Theorem 3. unionsq
Let L˜z˜ = f˜ denote the perturbed system as in (21),Lz = f the perturbed
system as in (16), and Lz′ = f˜ , where we omit the superscript [k] for
simplicity. Then, clearly
|z − z| ≤ |z − z˜|+ ∣∣z˜ − z′∣∣+ ∣∣z′ − z∣∣ .
We then conclude, see [8], that∣∣z˜ − z′∣∣ ≤≈ ζ ∣∣z′∣∣ , |z − z˜| < 4nθ˜ |z˜| , ∣∣z′ − z∣∣ ≤ 4nθ˜ ∣∣L−1∣∣ |f | .
Hence, aswemay reasonably assume thatnθ˜ = O(ζ), the solution is forward
stable provided
∣∣L−1∣∣ |f | = O(∣∣L−1f ∣∣). For example, thiswould be the case
for M-matrices with nonnegative right hand sides.
4.3 Sensitivity analysis
In the classical analysis, the sensitivity of the linear system is commonly
treated using the notion of the condition number of the matrix [10,13,26].
For example, suppose θ = O(θ˜). Then,
‖x− x ‖
‖x ‖ ≤
2θκ(L)
1− θκ(L) , κ(L) = ‖L
−1 ‖‖L ‖,(22)
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where we assume that θκ(L) < 1. More recently, Skeel [22,15] proved that
θCond(L, x)
1 + θCond(L)
≤ ‖x− x ‖∞‖x ‖∞ ≤
θCond(L, x)
1− θCond(L) ,(23)
where
Cond(L) = ‖ ∣∣L−1∣∣ |L| ‖∞, Cond(L, x) = ‖ |L−1|(|L||x|+|c|) ‖∞‖x ‖∞ .(24)
and θCond(L) < 1. Hence, we can not use this analysis unless the condition
of the matrix is relatively small, and therefore not for example (12), or the
bidiagonal systems thereafter. We therefore need to use the following more
refined analysis, that is independent of the condition number of the matrix:
Theorem 4 Let Lx = c be well defined for parameter θ. Then, when the
system is well defined in the component sense, i.e. |x− x| ≤ ζ |x|, we have
ζˆ
1 + ζˆ
≤ ζ ≤ ζˆ
1− ζˆ , ζˆ = max1≤k≤n θ
rk
|xk| , r =
∣∣L−1∣∣ (|L| |x|+ |c|),
and more generally ‖x− x ‖ ≤ η‖x ‖ for
η =
η
1− ηˆ , θ
∣∣L−1∣∣ |L| r ≤ ηˆr, θ‖ r ‖ ≤ η‖x ‖.
Proof. See [8,6] unionsq
Let us consider again the system Uˆ xˆ = gˆ, as in (13). Then,
r =

 1 1 1 1
1






  11
 1




 10
1


+

 11

1



 = 2

 32
1


 ,
so that η ≈ η = 6θ. Hence, we may now conclude that the computed
solution is forward stable following the analysis in [7]. Whereas this was
not possible before using the standard techniques. The following algorithm
suggest how to compute, for example, component well definition in general:
– Solve the bidiagonal system Lx = c and set y = |L| |x|.
– SolveMw = y, forM =
∣∣L−1∣∣−1.
– Then, let
ζˆ = 2 max
1≤k≤N
ζk, ζˆk = θ
wk
|xk| .(25)
Note that by the arguments at the end of Sect. 4.2 the single precision
approximation to ζˆ is numerically stable.
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Table 2. Random diagonally dominant matrices
ζ δypar δyseq η δrpar δrseq
0.59E-06 0.11E-07 0.51E-08 0.53E-14 0.70E-12 0.14E-12
0.74E-05 0.43E-08 0.23E-07 0.99E-14 0.45E-12 0.61E-12
0.14E-04 0.10E-07 0.38E-07 0.19E-13 0.22E-11 0.77E-12
0.14E-04 0.12E-07 0.12E-07 0.22E-13 0.23E-12 0.21E-12
0.14E-04 0.11E-08 0.83E-09 0.20E-13 0.19E-12 0.32E-12
0.14E-04 0.16E-07 0.14E-08 0.95E-14 0.14E-12 0.53E-12
5 Numerical examples
We present some examples that demonstrate the numerical issues discussed
in the previous section. In what follows, we consider systemsLx = cwhere
L is some given bidiagonal matrix, x is a random vector, and c is the cor-
responding right hand side. In practice, however, we computed the floating
point approximate cˆ and then solved the nearly the same system Ly = cˆ,
sequentially and in parallel. We denote by yseq and ypar the corresponding
computed solutions, and by
δy = max
1≤i≤N
∣∣∣∣yi − xixi
∣∣∣∣ , δr = max1≤i≤N
∣∣∣∣(Ly − cˆ)icˆi
∣∣∣∣ ,
the relative error in the respective solutions and residuals. We then recorded
the corresponding estimates for the optimal parameter ζ, as computed by
(25), and the parameter η of backward stability according to (11).
The experiments were performed on a DEC Alpha 7000 Model 660
Super Scalar machine; the program was written in FORTRAN 77 using
double precision, i.e., with θ = θ˜ = θ ≈ 10−16. We considered matrices of
order N = 218 and simulated the parallel algorithm for p = n = 29.
We first considered random symmetric and diagonally dominant tridiag-
onal matrices, and used their Cholesky factor for the test. The corresponding
results are depicted in Table 2. Here the parallel algorithm is essentially as
backward stable as the sequential one, and both show a relatively small
residue. The computed solutions, however, are affected by relatively much
larger errors, as predicted by the parameter ζ of well definition.
We then considered random positive definite matrices, from which we
extracted the Cholesky factor as before. The corresponding results are de-
picted in Table 3. The results are similar to the previous ones with respect
to the forward error. However, for the backward error, the results presented
in the a´ priori error analysis of Sect. 4.2 are clearly visible. The parallel
algorithm is not as backward stable as the sequential one.
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Table 3. Random positive definite matrices
ζ δypar δyseq η δrpar δrseq
0.48E-07 0.63E-09 0.63E-09 0.87E-13 0.29E-12 0.29E-12
0.13E-06 0.11E-08 0.11E-08 0.48E-11 0.96E-11 0.21E-12
0.54E-06 0.17E-07 0.22E-07 0.42E-11 0.84E-11 0.11E-12
0.25E-05 0.14E-06 0.14E-06 0.45E-10 0.63E-10 0.86E-12
0.15E-04 0.29E-05 0.29E-05 0.18E-09 0.41E-09 0.25E-12
0.90E-04 0.10E-05 0.10E-05 0.12E-08 0.24E-08 0.66E-11
6 Conclusions
We have presented an efficient parallel algorithm for solving general bidi-
agonal systems and for verifying their sensitivity to perturbations in the
coefficients. These results can be used in the context of solving general
tridiagonal systems of linear equations, as a second step after a general LU
or a symmetric Cholesky factorization. Here as observed, the overall relia-
bility of the computed solution is determined by the well definition of the
respective bidiagonal systems, and this property can be checked in parallel
as shown. We may further consider the generalization of these results to
the solution of block-tridiagonal and band systems as well as to specially
structured linear systems, such as with a Toeplitz coefficient matrix.
A Appendix
In this appendix we develop the proof of Theorem 3.We first observe that, as
a consequence of the known sequential analysis, the bounds stated hold for
the first two sub-blocks of the solution vector, i.e., z1 and z2. Hence we may
concentrate on the generic kth block, k = 3 . . . , p. Before going on, though,
weneed someadditional notations.Weuse the symbol “overbar” (·) to denote
perturbations in the original system as well as exact intermediate values
corresponding to these perturbations, and adopt the “hat” (ˆ·) to indicate
actually computed values. For example, suppose ai, bi, i = 1, . . . , N define
a perturbed system; then γ, y, c denote the corresponding exact intermediate
values in (4) while γˆ, yˆ, cˆ stand for the corresponding computed values. We
denote the computing precision of Stage (i) and (ii) by θˆ ≤ θ˜, and that of
Stage (iii) by θˆ = θ˜. We also use the symbol  (with appropriate subscripts
and/or superscripts) to denote quantities whose absolute value is bounded
by θˆ, and assume thatO(θˆ2) perturbations are less than θˆ.We further assume
for simplicity that 3 log(p) + log2(p) < n.
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A.1 Backward perturbations of Stage (iii)
We rewrite these transformations as

1 x0
b1 a1 c1
b2 a2 c2
.
.
.
.
.
.
.
.
.
bn an cn

 −→


1 x0
b1 a1 x1
b2 a2 x2
.
.
.
.
.
.
.
.
.
bn an xn

 ,(26)
and assume that the computed pivot, i.e. xˆ0, corresponds to some backward
perturbations in L[k−1], i.e., xˆ0 = x0 for some L
[k−1]
.
Lemma 1 For the last stage as in (26), we have
|ai − ai| < 3θ˜ |ai| ,
∣∣bi − bi∣∣ ≤ θ˜ |bi| , i = 1, . . . , n.(27)
Proof. We easily get by induction
xˆi =
(ci − bixi−1(1 + (i)1 ))(1 + (i)2 )
ai
(1 + (i)3 ) =
ci − bixi−1
ai
= xi,
as required. unionsq
A.2 Backward perturbations of Stage (ii)
We consider (7) followed by (6). Then,
d2 =
c′′2
a2
, c′′2 = c2 −Σ(s+1)2 , Σ(s+1)2 = Σ(s)2 + σs+1, σs+1 = y2d1,(28)
where we compute c′′2 by subtracting from c2, the original right hand side
component, the sum of the corresponding shifts, i.e., Σ(s+1)2 = σ0 + · · ·+
σs+1. Here, σ0 is the shift produced during the Reduction stage, σi those
from round i = 1, . . . , s of the Bottom Up sweep, and σs+1 comes either
from round s+1 of the Bottom Up sweep or from round s of the Top Down
sweep. Note also that a2 is the original diagonal element of the coefficient
matrix. Similarly, let
c′1 = c1 −Σ(s−1)1 , c′2 = c2 −Σ(s−1)2 , c′ = c2 −Σ(s)2 .
Then,
Σ
(s)
2 = Σ
(s−1)
2 + σs, σs = γc
′
1, γ =
y2
a1
, y = −γy1.(29)
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Lemma 2 Let σˆi, cˆ′1, cˆ′′2 denote the corresponding computed quantities in
(6) and (7) above. Then,
Σ
(s+1)
2 =
s+1∑
i=0
σi, σi = σˆi(1 + δσi), |δσi | < qθˆ,
with cˆ′′2 = c′′2(1 + c′′2 ), c
′′
2 ≡ c2 −Σ(s+1)2 . Similarly,
Σ
(s−1)
1 =
s−1∑
i=0
σi, σi = σˆi(1 + δσi), |δσi | < (q − 2)θˆ,
so that cˆ′1 = c′1(1 + c′1), c
′
1 ≡ c1 −Σ(s−1)1 .
Proof. For example,
Σ
(s+1)
2 =
s+1∑
i=0
σˆi
s+1∏
j=i
(1 + j) =
s+1∑
i=0
σi, σi =
s+1∏
j=i
(1 + j),
with 0 = 0 and s ≤ q − 2. unionsq
We may conclude from these results that the computed pivot xˆ0 in (26)
satisfies
xˆ0 = (c′′(1 + c′′)/a)(1 + ) = c′′/a = x0, |a− a| < 3θˆ |a| ,(30)
where a = an(k−1).We need therefore associate the remaining perturbations
with the diagonal elements ai, i = 1, . . . , n(k − 1)− 1.
A.3 Perturbing the shifts backward
Let us denote the generic transformations of Stage(i) by

b1 a1 c1
.
.
.
.
.
.
.
.
.
bn−1 an−1 cn−1
bn an cn

 −→


b1 a1 c1
.
.
.
.
.
.
.
.
.
bn−1 an−1 cn−1
y a c′

 ,
y1 = b1, c′1 = c1,
yi = −γiyi−1, γi = biai−1 , c
′
i = ci − γic′i−1,
i = 2, . . . , n,
y = yn, a = an c′ = c′n.
Then,Σ(0) = σ0 = γnc′n−1, and for the first block we further write c′′ = c′
so that d = c′′/a in accordance with the notations of (28).
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Lemma 3 There exist perturbed coefficients ai satisfying
|ai − ai| < 4θˆ |ai| , i = 1, . . . , n− 2, |an−1 − an−1| < (q + 3)θˆ |an−1| ,
such that
σ0 = γnc
′
n−1, yˆ = (1 + δ(0))y,
∣∣∣δ(0)∣∣∣ < θ(0) = (3(n− 1) + q)θˆ.
Proof. We first prove by induction that
cˆ′i = c
′
i(1 + 
(i+1)
3 ), yˆi = (1 + ηi)yi, i = 1, . . . , n− 1,
with
(1 + ηi) =
i∏
j=2
(1 + (j)4 )
(1 + (j)2 )(1 + 
(j)
3 )
, |ηi| < 3(i− 1)θˆ + θˆ.
Considering ci, let cˆ′1 = c′1 = c1. Then,
γˆi =
bi
ai−1
(1 + (i)1 ), i = 2, . . . , n,
and by induction
cˆ′i = (ci − γˆicˆ′i−1(1 + (i)2 ))(1 + (i+1)3 )
= (ci − bi
ai−1
(1 + (i)1 )c
′
i−1(1 + 
(i)
3 )(1 + 
(i)
2 ))(1 + 
(i+1)
3 )
= (ci − bi
ai−1
c′i−1)(1 + 
(i+1)
3 )
= (ci − γic′i−1)(1 + (i+1)3 ) = c′i(1 + (i+1)3 ).
ai−1 =
ai−1
(1 + (i)1 )(1 + 
(i)
2 )(1 + 
(i)
3 )
−→ |ai−1 − ai−1| < 4θˆ |ai−1| .
For yi, let yˆ1 = y1 = b1. Then by induction
yˆi = −γˆiyˆi−1(1 + (i)4 ) = −γˆi(1 + ηi−1)yi−1(1 + (i)4 )
= −γˆi(1 + ηi−1)
(
−yi
γi
)
(1 + (i)4 )
=
(1 + (i)4 )
(1 + (i)2 )(1 + 
(i)
3 )
(1 + ηi−1)yi = (1 + ηi)yi.
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By Lemma 2, σ0 = (1 + δσ0)σˆ0, and therefore
σ0 = γˆncˆ′n−1(1 + 
(n)
2 )(1 + δσ0)
=
bn
an−1
(1 + (n)1 )c
′
n−1(1 + 
(n)
3 )(1 + 
(n)
2 )(1 + δσ0)
=
bn
an−1
c′n−1 = γnc
′
n−1.
Hence,
an−1 =
an−1
(1+(n)1 )(1+
(n)
2 )(1+
(n)
3 )(1+δσ0 )
−→ |an−1 − an−1| < (q + 3)θˆ |an−1| .
yˆn = −γˆnyˆn−1(1 + (n)4 ) =
(1 + ηn)
(1 + δσ0)
yn = (1 + δ
(0))yn,
so that
∣∣δ(0)∣∣ < (3(n− 1) + q)θˆ. unionsq
ByLemma3, the shiftsσ0 are associatedwith perturbations in the leading
diagonal elements of the corresponding sub-blocks.We conclude by relating
the perturbations in the shifts of Stage (ii) with the remaining diagonal
elements.
Lemma 4 Let σs, c′1, y2, y1 and y denote the quantities in (29) correspond-
ing to the perturbed coefficients determined before. Then
σs = γc′1, yˆ = y(1 + δ(s)),
∣∣∣δ(s)∣∣∣ < θ(s),
for
|a1 − a1| < θ(s) |a1| , θ(s) = (3(n+ s− 1) + (s+ 1)q)θˆ.
Similarly, for σs+1, c′′1 and y2 in (28),
σs+1 = y2
c′′1
a1
, |a1 − a1| < θ(s+1) |a1| .
Proof. Considering (29), we have
γˆ =
yˆ2
a1
(1 + 1), σˆs = γˆcˆ′1(1 + 2), yˆ = −(1 + 3)γˆyˆ1,
and by induction, using
∣∣δ(0)∣∣ < θ(0),
yˆ1 = (1 + δ
(s−1)
1 )y1, yˆ2 = (1 + δ
(s−1)
2 )y2,
∣∣∣δ(s−1)1 ∣∣∣ , ∣∣∣δ(s−1)2 ∣∣∣ < θ(s−1).
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Let, σs = (1 + δσs)σˆs = γc′1, with γ =
y2
a1
. Then,
a1 =
a1
(1 + δ(s−1)2 )(1 + δσs)(1 + c′1)(1 + 1)(1 + 2)
,
and
θ(s) = (3 + q + 3(n+ s− 2) + sq)θˆ = (3(n+ s− 1) + (s+ 1)q)θˆ,
as claimed. Finally,
yˆ = −(1 + 3)γˆ(1 + δ(s−1)1 )y1
=
(1 + 3)(1 + δ
(s−1)
1 )
(1 + δσs)(1 + c′1)(1 + 2)
y = (1 + δ(s))y,
with
∣∣δ(s)∣∣ < θ(s). Similarly, for the computed quantities in (28) we have
σˆs+1 = yˆ2dˆ1(1 + 4), dˆ1 =
c′′1(1 + c′′1 )
a1
(1 + 5),
and setting σs+1 = (1+δσs+1)σˆs+1 = y2d1 with d1 =
c′′1
a1
we conclude that
a1 =
a1
(1 + δσs+1)(1 + δ
(s)
2 )(1 + c′′1 )(1 + 4)(1 + 5)
,
as required. unionsq
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