Introduction
Tsunami waveforms are fundamental data used to study the source mechanisms of large submarine earthquakes and the mechanism by which they generate tsunamis. Many studies have modeled the waveforms of tsunamis generated by such earthquakes using the shallow water theory that describes waves having wavelengths much longer than water depth over a rigid ocean floor. However, it has been known for some time that the solid Earth deforms in response to the surface load of the tsunami water mass, and this deformation has been observed in several studies [Nawa et al., 2007; Okal, 2007; Boudin et al., 2013] .
Recent high-quality observations of the tsunamis generated by the 2010 Maule and 2011 Tohoku-Oki earthquakes on offshore deep-ocean pressure sensors have established conclusively that there are significant discrepancies between the observed waveforms and those computed using standard shallow water theory. These discrepancies mainly take the form of a delay in the time of arrival and a small drawdown prior to the first-arriving positive peak in the waveform for the observed versus computed waveforms [e.g., see Fujii and Satake, 2012, Figure 2; Grilli et al., 2012, Figure 14] .
While in the past apparently minor discrepancies in tsunami traveltime were often attributed to factors such as error in the bathymetry [e.g., Baba et al., 2009] , numerical truncation, in the sphericity derivation [e.g., Kirby et al., 2013] ; the observations from the 2010 Maule and 2011 Tohoku events show that these errors are significant and systematic, especially in the far field. These observations prompted recent studies [Tsai et al., 2013; Watada, 2013] that used simplified models of the coupled ocean-solid Earth system to argue that the observed discrepancies are mainly due to two effects not included in the standard shallow water theory: (1) elastic loading of the solid Earth by the tsunami and (2) compressibility of the seawater. These studies showed these effects can reduce tsunami speeds by 1-2%, resulting in delays of more than 10 min in transoceanic paths of the type of long-wavelength tsunami generated by the 2010 Maule and 2011 Tohoku events, which excludes a major contribution of Boussinesq-type dispersion, acting on short wavelength. Tsai et al. [2013] advocate correcting for the tsunami arrival time by using their predictions for a flat Earth of uniform ocean depth. Inazu and Saito [2013] consider a more complete accounting of the surface loading effect in an ocean of variable depth by effectively adjusting the velocity term in the shallow water equations. However, this last approach does not account for the change in waveform of the tsunami due to the dispersion inherent to the surface loading effect, and in particular, it fails to account for the drawdown often observed prior to the first positive peak in many of the tsunami observations. The approach of Tsai et al. [2013] could potentially account for such effects in the direct wave by applying corrections separately to each frequency.
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©2014. American Geophysical Union. All Rights Reserved. In this paper we show how a more rigorous approach can take the surface loading and stratification effects into account in realistic tsunami simulations. We modify the standard shallow water equations to include the response of the ocean floor due to the excess tsunami wave mass loading and a linear seawater density profile. Although computationally expensive, comparisons of tsunami loading calculations using seismic source models of the Maule 2010 and Tohoku 2011 earthquakes show that it can reproduce most of the delay in apparent arrival time and also the waveform distortion evident in recent high-quality observations of deep-ocean tsunamis.
Description of the Model
The computation of tsunami propagation in the deep ocean on a rigid substrate is usually based on the shallow water, nondispersive approximation to the hydrodynamic (Navier-Stokes) equations. In the most general case, these equations are divided into a set of two hyperbolic equations, expressing the conservation of momentum and mass, respectively:
Here ⃗ u denotes the horizontal component of the velocity integrated over the water column, is the variation of sea level, from a reference level of 0 for an ocean at rest, and ⃗ f normally represents the Coriolis and bottom friction. (For the deep-ocean simulations presented here bottom friction is regarded as negligible.). H is the depth of the ocean at rest so that the total water depth is D = + H. Following Hendershott [1972] (equation (3)), the motion of the seabed is accounted for by modifying the continuity equation as follows:
where is the displacement of the seabed from it's depth H when at rest (measured downward, see Figure 1 ). Note that while the exact expression for total water depth is D = H + + , in equation (3) we use D ≈ H + , since as we argue below |∇ | ≪ |∇ |.
To account for the density stratification of seawater, we follow Tsai et al. [2013] in using a linear approximation of the density profile,
where is the bulk modulus of seawater and 0 is the surface density. Analogously to the 1-D case considered by Tsai et al. [2013] , we obtain the depth-averaged continuity equation as
where H ≈ 0 (1 + 0 gH∕ ) is the density at the ocean floor and avg ≈ 0 (1 + 0 gH∕(2 )) is the average density, where we have assumed ≪ H.
As described below, synthetic tsunami waveforms are calculated using a finite difference implementation of equation (1), together with equations (2) and (5) for the case with and without surface loading, respectively. A Sommerfield radiation condition is realized at the open boundaries of the computational domain:
where c is the nondispersive wave velocity of the tsunami (
is used for the wet-dry boundary (i.e., total reflection). In other words, no inundation is computed in this study.
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Incorporation of Elastic Loading
The Earth's response to a mass loading its surface can be calculated using a Green's function that describes the response to a unit mass load concentrated at a point on its surface. Longman [1962] has shown that such a Green's function can be expressed as a sum over spherical harmonics of the form:
where denotes a position on the Earth's surface with the point mass located at ′ , P n refers to the nth Legendre polynomial, the angular distance between ′ and , a is the Earth radius and M e is the mass of the Earth, and h ′ n is the loading Love number of angular order n. The h ′ n can be calculated for any radially symmetric Earth model, and results for G( ) are tabulated in, e.g., Pagiatakis [1990] and Farrell [1972] .
As shown by Hendershott [1972] , the seabed displacement term in equation (3) can be calculated by convolving the Green's function with the change in ocean depth + :
where S is the Earth's surface and and are colatitude and longitude, respectively, in a coordinate system with as origin. Note the last line in equation (9) has made two approximations: (1) + has been replaced by , since | | ≪ | | and (2) the integral over has been truncated at a distance Δ , since the point source Green's function rapidly decays in magnitude with distance from the origin. We have tested this latter approximation to the convolution integral and found that a value of Δ = 800 km is adequate for the calculations presented here, although, in general, the choice of Δ might depend on the tsunami wavelength.
Numerical Method
The shallow water equations (equations (1) and (2)/(3)/(5)) are solved over a staggered grid (Arakawa C-grid [Arakawa and Lamb, 1977] ), with the velocities computed at the midpoints of the cell boundaries and the tsunami surface heights computed in the middle of the cell. The time stepping that we use is a semiimplicit Crank and Nicolson [1947] numerical scheme to ensure stability.
The computational method for including the surface loading effect follows the following steps. Starting from a time step n with the different variables n , u n , v n , and n .
1. The classical shallow water equations with rigid substrate and vertical density profile are solved. This gives us the first approximation of the surface and velocity field at the time n + 1 ( * , u * , v * ) 2. The bottom deformation n + 1 is computed by the convolution of the mass distribution from the surface * with the Green function (equation (9)). (This is step accounts for about 70% of the computation time.). 3. The value of * is corrected by the appropriate equation (see equation (5)) to give the final values at the n + 1 time step: n + 1 .
Earthquake Source Models
In order to compare our numerical results for tsunami including loading and stratification with observations, we consider initial sea level conditions that are appropriate for the 2010 Maule and 2011 Tohoku earthquakes. Since these earthquakes have been studied extensively, there are many source models that could be used. Here we consider the models of Lorito et al. [2011] and Lay et al. [2010] and Satake et al. [2013] and Ammon et al. [2011] for the 2010 Maule and 2011 Tohoku events, respectively.
The sea level displacement we use as the initial condition for tsunami simulation is taken to be equal to the combined effect of vertical and horizontal seafloor displacement on the vertical displacement of the water column on the same 2 ′ grid used for the computations, and bathymetry is from the 30" GEBCO grid ALLGEYER AND CUMMINS ©2014. American Geophysical Union. All Rights Reserved. [ IOC et al., 2003 ] (see Figure 2a for the geographic location and Figures 2b1-2b4 for the source models). The seafloor displacement computed for each earthquake slip model is based on analytic formulae for a dislocation in a homogeneous half-space, as implemented by Okada [1985] .
The source models of Lorito et al. [2011] and Satake et al. [2013] were obtained by inverting observed tsunami waveforms, but they may be biased because these studies did not account for tsunami self-loading or seawater density stratification. The models of Lay et al. [2010] and Ammon et al. [2011] were obtained by inverting seismic waveforms and are therefore not likely affected by such a bias. In any case, a comparison of the earthquake source models for each event (i.e., Figure 2b1 versus Figure 2b2 and Figure 2b3 versus Figure 2b4 ) shows substantial differences over length scales of 50-100 km, corresponding to tsunami arrival time differences of 5-10 min. Therefore, if we want to resolve such differences using tsunami data, we need to model the arrival times to a better accuracy than this. Due to the high shallow slip for the Tohoku earthquake source, which generates a very sharp peak in the surface deformation, we used a Gaussian filter of 40 km of radius to smooth the initial surface; one of the effects of using the filter could be a slight underestimate of the tsunami amplitude.
Results
We compare our results computed for the earthquake models in Figure 2b to the tsunami waveforms recorded by the three ocean-bottom pressure (DART) sensors shown in Figure 2a . We run our new tsunami code for two cases, with and without the loading and density stratification effects. Figure 3 shows the comparison of the observed tsunami waveforms with the simulated deep-ocean records at the three locations for both events, using the seismic derivative sources (in red) and the tsunami derivative sources (in blue). We compare the simulations to the de-tided deep-ocean observation. No filtering was applied on either the observed or simulated waveforms, apart from a vertical shift applied to the observed data to align it with a zero reference level prior to the tsunami arrival.
For sensors close to the sources (Figures 3a and 3f ) , the effect of the loading/stratification is small. The effects of loading and density stratification vary with distance as can be seen in Figures 3b and 3c Comparison between observation and simulation for the two events in three different locations. In black are observations (No filter was applied, but the traces were shifted vertically shift to correspond to zero sea level prior to the arrival of the tsunami.), in red the simulation with the sources derived from seismic data (Lay et al. [2010] and Ammon et al., [2011] for the Maule and Tohoku-Oki event, respectively), and in blue the simulations for sources based on tsunami data (Lorito et al. [2011] and [Satake et al. 2013] ). The dashed curves represent the classical tsunami simulation, and the solid curves represent the simulations using the loading and stratification effect.
ulations that include loading and density stratification result in a better agreement between simulation and observation as well as a better fit in the first negative phase observed before the main wave. Figure 4 shows a snapshot of the tsunami height after 14 h of propagation. The first negative phase is clearly observable for both events.
In order to show the different contributions of the loading and density stratification effects on the waveform, we solve the shallow water equations by adding each effect separately. Figure 5 shows the simulated time series on the DART51407 for the Maule tsunami. In agreement with Tsai et al. [2013] , we conclude that the density stratification results only in a time delay and does not otherwise distort the waveform. The surface loading, on the other hand, not only changes the time of the (positive) peak arrival but also distorts the waveform, which can be seen in Figure 5 by the emergence of a long-period, negative peak prior to the positive peak of the main arrival. This negative phase is the result of the loading effect and is due to the downward flexure of the seafloor in response to the weight of the tsunami.
Plots of similar waveform comparisons for all the available DART data for the events studied are shown in Figures S1 and S2 in the supporting information. For all of the DART waveforms, our new calculations provide a better fit to the observations than calculations using standard shallow water theory. There remains significant misfit, however, and we speculate that this may be due to any combination of the following reasons: (1) errors in bathymetry, (2) Comparison of the impact of the loading and density stratification effects for the tsunami waveform computed at DART51407 for the Maule tsunami, along with the observed data. We clearly observe that the density affects the time delay, but the loading causes both a time delay and a distortion of the waveform. Both effects need to be taken into account to have a better fit between observations and simulations.
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near-nodal parts of the tsunami radiation pattern that might require a value for Δ (equation (9)) larger than the 800 km we used, or (4) some other as yet unknown and poorly modeled aspect of tsunami propagation.
Discussion and Conclusion
In this paper, we have augmented the classical description of tsunami propagation as a shallow water wave involving the motion of a constant-density fluid over a rigid substrate, with a description that accounts for the elastic response of the Earth to the tsunami mass load as well as density stratification of the water column. We have used an implementation of this new description to model two recent large tsunami events and showed that our new description substantially reduces the mismatch between observation and numerical simulations recognized in previous studies. We showed that the loading and stratification effects can correct the time delay and reproduce the small long-period negative phase that is often observed for tsunamis that have propagated over large distances.
In agreement with previous studies [Tsai et al., 2013; Watada, 2013; Inazu and Saito, 2013] , our results show that the effects of loading and stratification are not negligible, at least for studies in which the precise timing and waveform of the tsunami is a concern. While the effect on near-field tsunami waveforms (Figures 3a  and 3e ) is small, the arrival time discrepancies between simulations which include and do not include loading/stratification effects is 10-30 min for the far-field tsunami waveforms in Figures 3b-3e. As discussed above, these differences are large enough to affect tsunami source inversions using far-field data, so it will be necessary to use a physical description of tsunami propagation that accounts for elastic loading and density stratification if such data are to contribute to a better understanding of the tsunami source.
The extent of tsunami waveform distortion caused by the loading/stratification effect described here will depend on the characteristics of the source (e.g., the wavelength), as well as the particular ocean path traversed from source to receiver. These effects do not explain all discrepancies between observed and calculated tsunami waveforms reported in the literature, which can also be due to errors in bathymetry or source model. However, inclusion of the loading effect does allow a systematically reduced misfit for tsunami waveforms recorded at large distances, and so it should allow us to better use these data to identify and correct these additional sources of error.
