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1. INTRODUCTION 
The Barta-Polya Theorem is a well-known result which yields upper and 
lower bounds for the first eigenvalue of Fredholm and elliptic operators. 
This paper presents a practical computational method for determining 
optimum eigenvalue bounds based on the Barta-Polya Theorem. Determina- 
tion of the optimum bounds leads to a Max-Min problem of the type which 
occurs in optimum control and economics. The Fletcher-Powell method can 
be used to solve this Max-Min problem. 
In Section 2, we present the Barta-Polya Theorem. In Section 3, we 
formulate the Max-Min problem and show how the Fletcher-Powell search 
technique may be used to determine optimum bounds. In Sections 4 and 5, 
examples are developed. 
2. BARTA-POLYA THEOREM 
Let R be a bounded n-dimensional region with boundary S. 
Let A0 be the eigenvalue of 
J&l = 4lP+l , (2-l) 
where K is a linear operator with domain D, p(x) and w,,(x) are nonnegative 
in R. For any nonnegative member of D, 4(x), let A, and A, be defined by 
Then 
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This theorem was first proved by Barta [I]. Subsequently, the theorem was 
proved for a general elliptic operator with a general boundary condition [2] 
and for a general Fredholm integral operator with a nonnegative kernel [3]. 
3. THE MAX-MIN PROBLEM 
Let the trial function $ be given by 
(3.1) 
where &(x) E D, i = 1, 2 ,..,, m. To insure that $ is nonnegative the vector p 
must be in a region Q. The optimum eigenvalue bounds satisfy 
where 
W, P) = KG-+ = (f ,Ab$(f ~i$iC4) 
i=l i=l 
and 
w9 = &w/P(4, i = 1, 2 ,..., m. 
Thus, determination of optimum bounds is a Max-Min problem of the 
type that occurs in optimum control and economics [4]. 
Consider the upper bound. Let G(p) be defined by 
G(P) = :gW, P>- 
At the Min-Max point G may not be differentiable. Thus, classical analysis 
cannot determine the optimum bound. 
Digital computers allow the use of direct search techniques. The Fletcher- 
Powell method [5] is the best search technique when accurate gradients are 
relatively easy to obtain [6]. Since the gradients of G(p) are easy to obtain, 
we have used the Fletcher-Powell method in our work. 
4. FREDHOLM EXAMPLE 
Let R be the interval [-1, l] and define K by 
Ku(x) = I1 exe(- I 2 - Y I> V(Y) 4. 
Let D be&(-l, 1). 
-1 
(4-l) 
EIGENVALUE BOUNDS 697 
If p(x) = 1, A, and q,(x) are given by 
A, = 2(1 + lx”) = 1.149310, 
q)(x) = cos ax, 
where 01 is the smallest positive root of 01 = ctn ct. 
Let (b(x, p) be given by 
4(x, p) = 1 - p2x2 + p,x4. (4.2) 
(Without loss of generality, we may assume p, = 1.) 
Then, 4(x), B2(x), and e,(x) are 
e,(x) = 2 - (2/e) cash x, 
e,(x) = - (4 + 2x2 + (10/e) cash x), 
O,(x) = 48 + 24x2 + 2x4 - (130/e) cash x. 
Let the error, E, be defined by 
E = Ai - A, , i= 1,2. (4.3) 
In Table I values of A, , A, , and E are given for three cases. In the first 
case p, and p, are zero and there are no free parameters. In the second case p, 
is zero and p, is a free parameter. In the third case p, and p, are free para- 
meters. 
TABLE I 
PZ P, Al 4 E 
0 0 1.264241 $0.114931 
0 0 0.864665 -0.284645 
0.347285 0 1.152691 +0.003381 
0.357504 0 1.147033 - 0.002277 
0.369748 0.021960 1.149334 $0.000024 
0.369753 0.021965 1.149287 -0.000023 
Table I indicates that the error, E, decreases by two orders of magnitude 
for each free parameter. Since the amount of work increases linearly with the 
number of free parameters [6], a trial function should have many free para- 
meters. 
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The two parameter Max-Min point nearly coincides with the Min-Max 
point. This is not generally true. However, if a trial function is a good 
approximation to the exact solution, the Max-Min and Min-Max points 
should be close together. Furthermore, the Max-Min point is always a 
good place to start the search for a Min-Max point. If a trial function has 
many parameters, G(p) may have several local minima. To find the global 
minimum, the Fletcher-Powell search procedure should be started from 
several different points in Q. 
In a recent paper [7], Wing has considered several methods for obtaining 
upper bounds for h, . (The Rayleigh Quotient determines a lower bound.) 
For our example, his bounds are 1.264, 1.214, and 1.161. The largest of his 
bounds is the same as our no parameter bound. All of his bounds are greater 
than our one parameter upper bound. Thus, our method is capable of deter- 
mining bounds which are considerably better than Wing’s bounds. 
5. ELLIPTIC EXAMPLE 
Let R be the interval [--I, 11, and define K by 
Kw(x) = - (x2w” + xw’). (5.1) 
Let D be the class of functions U(X) such that u”, u’/x, and u are continuous 
in R and u(f1) = 0. 
If p(x) = x2, X, and w,,(x) are given by 
A,, = p2 = 5.783186, 
%4x) = Jo(Ph 
where p is the first zero of the Bessel function J,,(z), i.e., p = 2.404826. 
The ratio F(x, p) will be unbounded on S unless the functions (e,(x)} 
i = 1, 2,..., m are zero on S. We shall choose the {&(x)} i = 1,2, 3 such that 
e,(x) = 1 - X2, 
l!?,(x) = -x2(1 - x2), (5.2) 
e,(x) = X+(1 - x2). 
Thus, 
#I(X) = (1 - x2) (3 - x2)/16, 
#2(x) = - (1 - X”) [5(1 + X”) - 4X41/144, 
&(x) = (1 - x2) [7(1 + x2 + x’) - 9x61/576. 
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In Table 2 values of A, , A, , and E are given for the same three cases as 
Table 1. The parallels between Tables 1 and 2 are so complete that all of the 
comments about Table 1 apply to Table 2. 
TABLE II 
P2 P3 Xl 4 E 
0 0 8.00oooo $-2.216814 
0 0 5.333333 -0.449853 
0.413611 0 5.797959 f0.014773 
0.372894 0 5.728943 - 0.054243 
0.443398 0.067687 5.783928 +0.000742 
0.444979 0.072229 5.782783 -0.000403 
6. CONCLUDING REMARKS 
In this paper we have developed a new general method for determining 
upper and lower bounds for the first eigenvalue of Fredholm and elliptic 
operators. The examples illustrate the resulting bounds can be made very 
narrow if a proper trial function is used. In our numerical calculations, the 
Fletcher-Powell method has determined optimum bounds after a small 
number of function evaluations. The calculation of all of the numbers in 
Table 1 (or Table 2) required less than 4 set on the CDC 6400. 
Note. The Fletcher-Powell algorithm has several termination criteria. 
One of these depends on the assumption that the gradient of G is zero at the 
minimum. Since this is normally not true, this termination criteria cannot 
be used. 
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