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Abstract
In recent years, many manufacturing companies have started exploring innovative
revenue management technologies in an effort to improve their operations and ulti-
mately their bottom lines. Methods such as differentiating customers based on their
sensitivity to price and delays are employed by firms to increase their profits. These
developments call for models that have the potential to radically improve supply chain
efficiencies in much the same way that revenue management has changed the airline
industry.
In this dissertation, we study revenue management models where customers can be
separated into different classes depending on their sensitivity to price, lead time, and
service. Specifically, we focus on identifying effective models to coordinate production,
inventory and admission controls in face of multiple classes of demand and time-
varying parameters.
We start with a single-class-customer problem with both backlogged and discre-
tionary sales. Demand may be fulfilled no later than N periods with price discounts
if the inventory is not available. If profitable, demand may be rejected even if the
inventory is still available. For this problem we analyze the structure of the optimal
policy and show that it is characterized by three state-independent control parame-
ters: the produce-up-to level (S), the reserve-up-to level (R), and the backlog-up-to
level (B). At the beginning of each period, the manufacturer will produce to bring
the inventory level up to S or to the maximum capacity; during the period, s/he
will set aside R units of inventory for the next period, and satisfy some customers
with the remaining inventory, if expected future profit is higher; otherwise, s/he will
satisfy customers with the inventory and backlog up to B units of demands.
Then, we analyze a single-product, two-class-customer model in which demanding
(high priority) customers would like to receive products immediately, while other
customers are willing to wait in order to pay lower prices. For this model, we provide
a heuristic policy characterized by three threshold levels: S, R, B. In this policy,
during each period, the manufacturer will set aside R units of inventory for the next
period, and satisfy some high priority customers with the remaining inventory, if
expected future profit is higher; otherwise, s/he will satisfy as many of the high
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priority customers as possible and backlog up to B units of lower priority customers.
Finally, we examine production, rationing, and admission control policies in man-
ufacturing systems with both make-to-stock(MTS) and make-to-order(MTO) prod-
ucts. Two models are analyzed. In the first model, which is motivated by the automo-
bile industry, the make-to-stock product has higher priority than the make-to-order
product. In the second model, which is motivated by the PC industry, the manu-
facturer gives higher priority to the make-to-order product over the make-to-stock
product. We characterize the optimal production and order admission policies with
linear threshold levels. We also extend those results to problems where low-priority
backorders can be canceled by the manufacturer, as well as to problems with multiple
types of make-to-order products.
Thesis Supervisor: David Simchi-Levi
Title: Professor of Department of Civil and Environmental Engineering and
Engineering Systems Division
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Chapter 1
Introduction
1.1 Motivations
In the past three decades, revenue management - integrating price, inventory control,
and quality of service - has been applied to more and more industries. Techniques
such as market segmentation have been successfully applied in airlines, hotels and
car rental agencies [25]. For example, in the airline industry, companies differentiate
business travel customers from leisure travel customers by setting advance purchase
and Saturday night stay requirements, and they offer different "fare products" for the
same travel in the same O-D market. In the retail industry, to name another example,
dynamic pricing techniques can provide significant improvements in profitability [14].
In recent years, scores of manufacturing companies have started exploring innov-
ative revenue management technologies in an effort to improve their operations and
ultimately their bottom lines. Methods such as differentiating customers based on
their sensitivity to price and delays are employed by firms to increase their profits.
These developments call for models that have the potential to radically improve sup-
ply chain efficiencies in much the same way that revenue management has changed
the airline industry. In other words, we need to extend the research area of revenue
management from traditional industries with perishable products, such as airlines
and hotels, to the manufacturing industry with non-perishable products.
For instance, no company underscores the impact of customized pricing strategies
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more than Dell Computers. Dell separates its customers into different classes, such as
home users, small business, large business, government, education, and so on, and for
the same products, Dell may charge different classes of customers different prices. A
more careful review of Dell's strategy, see [1], suggests that even the price of the same
product for the same industry is not fixed; it may change significantly over time.
Dell is not alone in its use of sophisticated market segmentation and pricing strate-
gies. Other companies, such as IBM, HP, and Gateway, are also applying the same
practice. Ford Motor Co., to name another example from a different industry, credits
$3 billion in growth between 1995 and 1999 for the effort of using pricing strategies
to match supply and demand and target particular customer segments [21].
However, research on the application of revenue management in the manufactur-
ing industry is still in its early stages. There are a number of characteristics that
distinguish general manufacturing industries from the industries mentioned previ-
ously, including the non-perishability of products and the ability to vary production
levels. More importantly, manufacturing differs from most retail environments in
its reordering and capacity characteristics. Specifically, manufacturers typically have
limited production capacity while retailing often involves a single large order at the
start of a selling season.
These developments call for models to effectively coordinate production, inventory
and admission controls in the face of time-varying parameters, such as dynamically
changing prices, stochastic customer demands, as well as fluctuating production ca-
pacities and production costs. This is precisely the focus of Chapters 2 and 3 in this
thesis.
Another important trend in the manufacturing industry is customized produc-
tion, the make-to-order (MTO) environment. Customized production not only gives
more satisfaction to customers, but it also helps manufacturers eliminate finished
goods inventory. However, make-to-order environments suggest important challenges
associated with matching fixed production capacity with highly variable demand.
Specifically, an MTO system implies periods where the facility is idle and other times
in which a large number of orders are waiting for production.
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Of course, while some customers enjoy customizing their products, other customers
would accept a standard configuration in order to receive their products immediately.
To satisfy these customers, manufacturing companies also produce a variety of stan-
dard products to stock, the make-to-stock (MTS) environment. For example, while
selling customized PCs through the internet, Dell also frequently provides promotions
for some low-end products to attract more customers, and for these promotional prod-
ucts, customers usually have very little flexibility in product configurations. This gives
raise to a combination of a make-to-stock/make-to-order (MTS/MTO) environment
that allows manufacturer to better manage their production capacity and increase
expected profit.
The application of make-to-stock/make-to-order manufacturing systems is also
important among part suppliers who face demands from both original equipment
manufacturers (OEMs) and the aftermarket. For example, in the automobile indus-
-try, a part supplier sells its products to automotive assembly plants for installation
into new vehicles, as well as repair shops for replacement in old vehicles [5]. OEM and
aftermarket demands are both important to the part supplier. OEM demands guar-
antee high utilization of the production capacity, while aftermarket demands bring
high profit margins to the supplier. OEM sales are based on long-term contracts, and
they are produced under the make-to-stock mode. In contrast, aftermarket items are
produced under the make-to-order mode due to their large variety.
These developments call for models that integrate production, sequencing and
admission decisions for a hybrid production system with both make-to-stock products
and make-to-order products. This is exactly the focus of Chapter 4 in this dissertation.
1.2 Literature Review
C)ne stream of literature related to our research is inventory control problems with
production capacity constraints. Federgruen and Zipkin [12][13] studied the produc-
tion and inventory control strategies for a single-class-customer problem with pro-
duction capacity constraints and backlogged sales, and they showed that a modified
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order-up-to policy is optimal.
Chan, Simchi-Levi and Swann [6] examined a single-class-customer problem with
production capacity constraints and discretionary sales. In discretionary sales, in-
ventory may be set aside in the current period to satisfy high-price demand in the
future. The authors analyze the structure of the optimal policy and show that it is
characterized by two parameters: the order-up-to level and the reserve-up-to level.
The model presented in Chapter 2 is an extension of this line of research.
Another stream of related literature considers multiple classes of customers with
stochastic demand. Specifically, single-product models with multi-class customers
in a make-to-stock manufacturing systems, the so-called stock rationing problems,
have been studied in various contexts since the late 1960's. Topkis [29] studied a
multi-class-customer problem with lost sales under the periodic review model, and
proved that the optimal policy has a threshold structure in which some level of stock
is reserved for future, more valuable customers. Nahmias and Demmy [24] studied a
two-class-customer problem with backlogged sales and analyzed the cost savings due
to stock rationing under both the periodic review model and the continuous review
model. Cohen, Kleindorfer and Lee [7] studied a two-class-customer problem with
lost sales under a periodic review model. They considered an (s, S) type policy and
developed a heuristic algorithm to minimize the expected cost. Melchiors, Dekker and
Kleijn [23] examined a two-class-customer problem with lost sales under a continuous
review model. They develop an optimal critical level policy in the context of an (r, Q)
inventory model for Poisson demand and deterministic production lead time. In these
papers, the production capacity constraints were not considered.
Stock rationing problems with production capacity constraints have been consid-
ered only in the last few years. Ha [17] studied a multi-class-customer problem with
lost sales. He assumed exponential production time and Poisson arrival demands, and
he characterized the optimal policy with multi threshold levels. In a related study,
Ha [18] also considered a two-class-customer problem with backlogged sales, and he
characterized the optimal policy with switching curves. De Vericourt, Karaesmen,
and Dallery [8] studied a multi-class-customer problem with backlogged sales, and
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they characterized the optimal policy using structural multiple threshold levels. Ex-
tensive reviews for the stock rationing problems can be found in Kleijn and Dekker
[22]. The models presented in Chapter 3 is related with this stream of research.
Finally, limited research exist on make-to-stock/make-to-order environments. On
the other hand, there is a significant amount of literature addressing control problems
for a make-to-order manufacturing system that produces multiple products. The
optimality of simple-index rules, e.g., the c rule, has been extensively studied when
set-ups are not required to switch from producing one product to another. Please
refer to Baras et al. (1985)[2], Buyukkoc et al. (1985)[4], Varaiya et al. (1985)[30]
, Walrand (1988)[32], Gittins (1989)[15] and the references therein. For the problem
with set-ups, researchers focused on heuristic policies and performance evaluation.
Please see Federgruen and Katalan (1996)[11], Duenyas and Van Oyen (1996)[9],
Reiman and Wein (1998) [27] and the references therein.
All the papers above focused on dynamic production and sequencing problems
for either make-to-order systems or make-to-stock systems; however, none of them
considered a hybrid manufacturing system, and admission control was rarely studied.
Carr and Duenyas [5] have been the first to consider both the production and ad-
mission decisions for a make-to-stock/make-to-order system, where the make-to-stock
orders have higher priorities, and they studied a continuous review model and found
an optimal policy characterized by monotonic nonlinear switching curves. The model
in Chapter 4 in this dissertation is directly related to the model in Carr and Duenyas.
1.3 Contributions
In this dissertation, we study revenue management models where customers can be
separated into different classes depending on their sensitivity to price, lead time, and
service. Specifically, we focus on identifying effective models to coordinate produc-
tion, inventory and admission controls in the face of multiple classes of demands and
time-varying parameters, such as dynamically changing prices, stochastic customer
demands, as well as fluctuating production capacities and production costs.
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We start (Chapter 2) with a single-class-customer problem with both backlogged
and discretionary sales. Demand may be fulfilled no later than N periods with price
discounts if the inventory is not available. If profitable, demand may be rejected even
if the inventory is still available. For this problem we extend the base-stock policy
and show that the optimal policy is characterized by three state-independent control
parameters: the produce-up-to level (S), the reserve-up-to level (R), and the backlog-
up-to level (B). At the beginning of each period, the manufacturer will produce to
bring the inventory level up to S or to the maximum capacity; during the period, s/he
will set aside R units of inventory for the next period, and satisfy some customers
with the remaining inventory, if expected future profit is higher; otherwise, s/he will
satisfy customers with the inventory and backlog up to B units of demands.
Next, Chapter 3 studies a single-product, two-class-customer model in which de-
manding (high priority) customers would like to receive products immediately, while
other customers are willing to wait in order to pay lower prices. For this model, we
provide a heuristic policy characterized by three threshold levels: S, R, B. In this pol-
icy, during each period, the manufacturer will set aside R units of inventory for the
next period, and satisfy some high priority customers with the remaining inventory,
if expected future profit is higher; otherwise, s/he will satisfy as many of the high
priority customers as possible and backlog up to B units of lower priority customers.
Finally, in Chapter 4, we study production, rationing, and admission control poli-
cies in manufacturing systems with both make-to-stock(MTS) and make-to-order(MTO)
products. Two models are analyzed. In the first model, which is motivated by the
automobile industry, the make-to-stock product has higher priority than the make-
to-order product. In the second model, which is motivated by the PC industry, the
manufacturer gives higher priority to the make-to-order product over the make-to-
stock product. We characterize the optimal production and order admission policies
with linear threshold levels. We also extend those results to problems where low-
priority backorders can be canceled by the manufacturer, as well as to problems with
multiple types of make-to-order products.
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Chapter 2
Single-Class-Customer Problem
with Backlogged and Discretionary
Sales
2.1 Introduction
In this chapter, we study the coordination of production and admission decisions in
a horizon with multiple planning periods and stochastic demand. In this problem, a
vector of prices is given at the beginning of the horizon, and production and admission
decisions are made at the beginning of each period.
We consider both backlogged and discretionary sales. It is already widely known
that backlogged sales can result in more profit, but discretionary sales are not dis-
cussed so often. In discretionary sale, the inventory is set aside to satisfy future
demands, even though the decision means losing potential sales in the current period.
Discretionary sale may be profitable when it is likely to generate a larger income in
the future, which would typically occur if the price in the future is higher.
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2.2 Model
We analyzed a model with a single product and a single demand class in multiple
planning periods, which are indexed consecutively from 1,. .. , T. The manufacturer's
production capacity in period t is denoted by qt and the production cost is t per
unit, for t = 1,..., T. The inventory cost is ht per unit, charged for inventory carried
over from period t to period t + 1. The salvage value at the end of the horizon is v
per unit, and it is less than the selling price in the last period.
We assume that the amount of demand is a non-stationary, time-dependent, gen-
eral stochastic function, Dt, but we do not assume a particular distribution. Let the
cumulative demand distribution for a given period t be 4<t, and let the corresponding
probability density function be Qt. The product's selling price at period t is Pt. We
assume that customers are willing to wait for up to N periods if the inventory is
not available, and backorders must be fulfilled before new orders are satisfied. We
assume that the manufacturer can either backlog or reject demands. If a backorder is
carried over period t, the manufacturer incurs a backlogging penalty, bt. If a demand
is rejected in period t, the manufacturer incurs a unit of rejection penalty of rt.
The manufacturer determines the production quantity at the beginning of each
period. Let It represent the inventory level at the beginning of period t before produc-
tion, and let Yt be the inventory level after production and before the new demands
are realized. Therefore, Yt - It is the production quantity. At the same time, the
manufacturer also determines the minimum amount of inventory to reserve for future
sales, Rt, and the maximum amount of backorders to the next period for fulfillments,
Bt.
The sequence of events in each period is as follows: at the beginning of a period,
the manufacturer checks the inventory level and decides on the production quantity;
products arrive in zero lead time, and then the manufacturer fulfills the backlogged
demands with the available inventory according to the FCFS (first come first serve)
policy; the manufacturer decides on the minimum amount of inventory Rt to reserve
for future sales, and on the maximum amount of cumulative backlogged demands Bt
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that will be transferred to the following periods; and as demands arrive during the
period, the manufacturer realizes, backlogs, or rejects demands with respect to the
FCFS policy.
Let Qt be the amount of acceptance capacity in period t, let Ht be the amount of
holding inventory at the end of period t, and let Lt be the actual amount of backorders
transferred from period t to t + 1.
Qt Bt + (Yt - Rt) + if Yt > 0
(Bt + Yt)+ if Yt < 
max(Rt, Yt- Dt) if > R
Ht Y if O<Yt<R
0 if Yt<O
Lt {min(Bt, (Dt- (Yt - Rt)+)+) if Y, > 0
min(Bt, Dt - Yt) if Yt < 0
Considering the constraints, < Rt < Yt+, Yt- < Bt Rt + qt+l +... + qt+N, the
above functions can be simplified.
Qt = Bt + Yt-Rt
Ht = max(Rt, Yt-Dt)
Lt = min(Bt,(Dt-Yt + Rt) +)
We use the phrase "profit-to-go" to refer to the expected profit from the current
period until the end of the time horizon. Let Jt(It) be the profit-to-go at the beginning
of period t before production with initial inventory level It, and let Gt(Yt) be the
expected profit to go after production with Yt units of product available. The first
and second derivatives of Jt(It) are denoted in the following manner, respectively:
J(It) and Jt' (It). Given a vector of price, the profit-to-go functions under the Delayed
Production Strategy are:
Jt(It) = max {-ct(Yt - It) + G(Yt)} (2.1)Yt:max{ O,It } <Yt<It+qt
The first term in (2.1) is the production cost, and the second term is the expected
profit-to-go with Yt units of products available after production but before satisfying
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new demands. Gt(Yt) is defined as:
Gt(Yt, R,, Bt) = max f {pt min(Dt, Qt) - htHt
O<Rt<Yt+,Yt- <Bt<Rt+qt+ l +...+ qt+ N (2.2)
-rt(Dt - Qt)+ - btLt + Jt+1(Ht - L))d t
Finally, we let JT+1(IT) = v IT, which is the expected salvage value of leftover
inventory.
The first term in (2.2) is the selling revenue. The second term is the inventory
holding cost. The third term is the penalty associated with rejected demands. The
fourth term is the penalty associated with backlogged demands. The last term rep-
resents the profit-to-go from the end of this period forward.
Next, we show that under an optimal policy, in any period, either the amount
of reserved inventory equals zero or the amount of backlogged demands equals zero.
They cannot both be positive.
Lemma 2.1 In any optimal policy, we have RtBt = 0, for t = 1, 2, ..., T.
Please refer to the appendix for the proof. The intuition behind the lemma is very
simple. Suppose that Rt > 0, which means that the manufacturer may reject some
demands in period t in order to reserve some inventory to the future, then it would
not make sense for the manufacturer to use future inventory to fulfill any demand in
period t, thus we will have Bt = 0. The intuitive explanation of the case with Bt > 0
is similar.
With Lemma 2.1, the structure of the optimal policies can be greatly simplified.
The manufacturer can choose one out of the two policies: either the reserve-inventory
policy (Rt > 0, Bt = 0) or the backlog-demand policy (Bt > 0, Rt = 0), thus,
Gt(Yt) = max{GR(Yt), GtB(Yt)}.
Gt(Yt) and Gt (Yt) represent the profit-to-go with YI units of products available after
production under the optimal reserve-inventory policy or the optimal backlog-demand
policy respectively.
Gt(Y) = max gt (Yt, Rt) (2.3)
Rt :O<Rt <Yt
GtB(Y) max gs (Yt, B) (2.4)
Bt:O<Bt<qt+l 
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gtR(Yt, Rt) indicates the profit-to-go with Yt units of products available after pro-
duction and Rt units are reserved for the next period under the reserve-inventory
policy; gtB (Yt, Bt) indicates the profit-to-go with Yt units of products available after
production and at most another Bt units of demands can be backlogged under the
backlog-demand policy.
gtR('t, Rt) = f{Pt min(Dt, Yt - Rt) - ht max(Rt, Yt-Dt) (2.5)
-rt(Dt - (Yt - Rt))+ + Jt+l(max(Rt, Yt - Dt))}dt
gtB(Yt, Bt) = f{pt min(Dt, Yt + Bt) - ht(Yt - D) + - rt(Dt- Yt- Bt)+ (2.6)
-bt min((Dt - Yt)+, Bt) + Jt+(max(-Bt, Yt - Dt))}dt
2.3 Optimal Policy
:n this section, we show that functions gtR(Yt, Rt) and gtB(Yt, Bt) are quasi-concave
in Rt and t respectively, and each of them has a unique unconstrained optimizer
that is independent of the inventory level Yt. The expected profit functions Jt(It)
and Gt(Yt) are concave functions of inventory It and Yt respectively. These results
are summarized in the following theorem (see the appendix for the proof).
Theorem 2.1 In any period t = 1,...,T,
· gtR(Yt, Rt) is a quasi-concave function of Rt;
· gtB(Yt, Bt) is a quasi-concave function of Bt;
* Gt(Yt) is a concave function of Yt;
* Jt(It) is a concave function of It;
* The unconstrained optimizers of tR(Yt, Rt) and g/B(Yt, Bt), R and Bt*, are in-
dependent of inventory level Yt, where
Rt(Yt) = arg max{gtR(Yt, Rt)}, B*(Yt) = arg max{gt(Yt, Bt)}. (2.7)O<Rt OBt
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Let R' and Bt be the constrained optimizer of gR(Yt, Rt) and g'B(Yt, Bt), respec-
tively; R t = min(R*, (Yt) + ), B t = max(Y-, min(B*, _NI qt+j). Theorem 2.1 implies, , c __ t i=1qt+i). Theorem 2.i  plies
the optimal policy, and thus we have the following corollary.
Corollary 2.1 Given a vector of prices, there exists an optimal policy characterized
by an order-up-to level (St), a reserve-up-to-level (Rc) and a backlog-up-to level (Bt).
The optimal policy is characterized by three parameters, and we denote it as the
(S, R, B) policy. For the order-up-to level, the policy is to produce enough to bring
the inventory level up to St if there is sufficient capacity, otherwise produce to the
maximum capacity. If the reserve-up-to level is positive, the manufacturer will set
aside Rt units of inventory for the future, s/he will only accept Yt - Rt units of
demands; if the backlog-up-to level is positive, the manufacturer will accept up to
Yt + B' units of demands.
2.4 Computational Analysis
In the following, we report a computational study conducted to obtain insights about
the benefits of the optimal policy. Our goal is to examine the relative performance of
the (S, R, B) policy and identify the situations where the (S, R, B) policy can provide
significant increases in profit.
The benchmark we use is a traditional policy, in which the manufacturer uses the
modified basestock policy (S policy) and unsatisfied demands are lost. We compare
this traditional policy to our (S, R, B) policy using the benchmark ratio. We define
the benchmark ratio, Profit Potential, as
Profit Potential = (,RB) 1, (2.8)
Vs
where V(S,R,B) is the expected profit under the optimal policy, and Vs is the expected
profit under the traditional basestock policy.
In the computational study, we examine cases with variations on demand season-
ality, demand uncertainty, production capacity, and customers' waiting time.
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For demand seasonality, we are interested in the variability of the deterministic
portion of demand over the entire horizon. We use the coefficient of variation of E(Dt)
over the horizon, CV = st=l ....T(E(Dt))/Dem*, to measure the demand seasonality,
where Derm* denotes the expected average demand over the horizon. Production
capacity is constant for a particular problem, while it is allowed to vary from problem
to problem from 50% to 100% of the expected average demand over the horizon.
Please refer to Table 2.1 in Appendix 2.7 for the data in the case of CVs = 0.115.
For demand uncertainty, we examine the impact of the epsilon component of the
demand function. We define the coefficient of variation of demand uncertainty in a
given period as CVu = s(Dt)/E(Dt), where s denotes the standard variation, and E
denotes the expected value. For a given test case, the coefficient variation of demand
uncertainty is the same in each period.
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Figure 2-1: Impact of Demand Seasonality
Our computational study reveals a number of valuable insights. The (S, R, B)
policy significantly increases profit, particularly when deterministic demand (season-
ality) is highly variable and when capacity is tight. The relative performance of the
(S, R, B) policy increases as seasonality increases and as capacity decreases, as indi-
cated in Figure 2-1. In the optimal policy, the manufacture can move some inventory
between periods to better match the demand. Therefore the optimal policy becomes
more effective when demand seasonality is high or when production capacity is tight.
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Figure 2-2: Impact of Demand Uncertainty
It is also interesting to find that relative performance of the new policy decrease
as demand uncertainty increases (Figure 2-2). One way to explain this is that when
demand uncertainty increases, it is less incentive to transfer demands or inventory to
the next periods due to the increasing risk. The computational analysis testifies that
both the optimal reserve-up-to level and the optimal backlog-up-to level decrease as
demand uncertainty increases.
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Figure 2-3: Impact of Customers' Maximum Waiting Time
In Figure 2-3, we can see that the relative performance of the (S, R, B) policy
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increases as customers' maximum waiting time increases from one to two periods,
but after that the marginal benefit by increasing customers' waiting time becomes
very small. When the production capacity is tight, the profit potential also increases
by extending customers' waiting time from two to three periods.
2.5 Concluding Remarks
In this chapter we study the optimal production and admission control policy for a
single-class-customer problem in a multi-period horizon. By proving that the profit-
to-go functions are concave throughout the planning horizon, we show that a modified
order-up-to policy, the (S, R, B) policy, is optimal for this problem. In such a policy,
S is the base-stock level, R is the minimum amount of inventory that needs to be
reserved for the next period, and B is the maximum amount of demand that will be
delayed to the next period. Computational analysis demonstrates that the optimal
policy increases profit significantly, particularly when demand has high seasonality
and when production capacity is tight.
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2.6 Appendix A
Proof of Lemma 2.1
Proof: By contradiction, assume that there is an optimal policy with Rt Bt > 0 for some
period t. Let Rt = Rt - 1 and Bt = Bt - 1 be the alternative policy. Let Ct and Ct be
the cost incurred in period t under the two policies respectively, and let It and It be the
inventory level at the beginning of period t + 1. We compare the two policies in the following
four cases:
* Case 1: Yt < 0, then Rt = 0, and the lemma holds.
* Case 2: Yt > 0 and Dt < Yt - Rt, hence Dt < Yt - Rt.
We have Ct = ht(Yt- Dt), It+l = Yt - Dt, Ct = ht(Yt - Dt), It+ = Yt - Dt. So
Ct = Ct, +l = It+l.
* Case 3: Yt > 0 and Dt > Yt - Rt, hence Dt > Yt - Rt.
Ct = htRt + bt min(Bt, Dt - Yt + Rt) + rt(Dt - Yt + Rt - Bt)+
It+l = Rt - min(Bt, Dt - Yt + Rt)
Ct = htft + bt min(Bt,Dt - Yt + Rt) + rt(Dt - Yt + Rt - Bt)+ = Ct - ht- lt < Ct
It+i = Rt-min(Bt, Dt-Yt +Rt) = It+i
With the alternative policy, the selling revenue is the same, and the inventory left to the
future is also the same, but the cost is less than or equal to the original policy. So the alter-
native policy is always better than the original policy, which contradicts that the original
policy is optimal.
The following lemma is used in the proof for Theorem 2.1.
Lemma 2.2 Given g(x, y) is jointly concave in x and y, G(x) = maxg(x, y) is a concave
y
function for x.
Proof: For any xl, x2 C R, let yl = argmax{ylg(xl,y)}, Y2 = argmax{(yg(x2,y)}. For any
A E [0, 1], let xA = Ax 1 + (1 - A)x2, y = AY1 + (1 - A)Y2 . We have G(xA) = maxg(xA, y) >
g(xx, yx) > Ag(xl,yl) + (1 - )g(x2, Y2) = AG(x1) + (1 - A)G(x2).
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Proof of Concavity in Delayed Production Strategy (Theorem 2.1)
Proof: We prove by induction.
1. For period t = T, we have BT = 0 , RT = O and JT+1 (IT) = VIT
GT(Y) = [TYT - rT(DT - YT)]d4T + J [PTDT - hT(YT - DT) + V(YT - DT)]dT
G(Yr) = [PTYT - rT(DT - YT)]dT + ITDT - hT(YT - DT) + (YT - DT)]dT
So GI'(YT) = GR(YT) = GB (YT), and G'(YT) = (PT rT) + fYT (- ht)dT.
Thus GT(YT) is concave in YT since GT(YT) is non-increasing in YT: G(YT)
(v-h T - PT -rT)5T(YT) < 0.
2. Let jt(It,Yt) = -ct(Yt - It) + Gt(Yt), so Jt(It) max jt(It,Yt). Given
Yt:lt<Yt<It+qt
t, t = 1, ...,T , assume that Gt+l(Yt+l) is concave in Yt, then we can prove that
jt+l (I+l: Yt+l) is jointly concave in It+l and Yt+l by the following. For any (I1, Y1), (12, Y2),
let Ix = AI1 + (1 - A)I2, Y = Y1 + (1 - A)Y2. Then,
jt+l (I,, Y) -ct+l(Yx - Ix) + Gt+1 (YA)
-ct+(AYl + (1 - A)Y2 - AI1 - (1 - A)I2) + Gt+l(AY 1 + (1 - A)Y2)
> -Act+l(Y - I) - (1 - A)ct+l(Y2 - 12) + AGt+l(Yi) i- (1 - )Gt+l(Y2)
= Ajt+l(I 1,Y 1) + (1 - )jt+l(1 2,Y 2 )
So by Lemma 2, Jt+l(It+l) is concave in It+,, and as a result J+(It+l) is non-
increasing in It+l.
3. Next, we are going to prove the quasi-concavity of gtR(Yt, Rt) with respect to Rt. First
let us examine the derivative of gtR(Yt, Rt) with respect to Rt.
gR(Rt) = 0 , if Yt < Rt
(-pt- rt - ht + Jt+1(Rt))(1 - 4t(Yt - Rt)) if otherwise
Let us define Rt* as
|* max {I: t + rt + ht < Jt+l(I)} if Pt + rt + ht < J+1 (0)
O otherwise.
Thus we have gR(Rt) > 0, when 0 < Rt < Rt, and gtR(Rt) < 0, when Rt > Rt*,
so, gtR(Yt, Rt) is quasi-concave with respect to Rt. R is the unique unconstrained
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optimizer of gtR(Yt, Rt) and it is independent of inventory level Yt. R = min(R*, Yt)
maximizes g(Yt, Rt), for 0 < Rt < Yt.
4. Next let us prove the quasi-convexity of gtB(Yt, Bt) with respect to Bt.
examine the derivative of gB(Yt, Bt) with respect to Bt.
tB (Bt) = 0 , if Yt- > Bt
(t Pt + rt - bt - J+ (-Bt ))( - t(Yt + Rt)) if Y- < Bt
First let us
Let us define B* as
max{l: Pt + rt - bt > Jt+l(-I)} if Pt + rt - bt >
otherwise.
Thus we have gtB(Bt) > O, when 0 < Bt < Bt*, and gtB(Bt) < O, when Bt >
B*, so, gB(Yt, Bt) is quasi-concave with respect to Bt. B is the unique uncon-
strained optimizer of gtB(Yt, Bt), and it is independent of inventory level Yt. B =
max(min(Bt , Eil qt+i), Yt-) maximizes gtB(Yt, Bt), for 0 < Bt < qt+l.
5. Let us prove the concavity of Gt(Yt) with respect to Yt.
- First let us examine the derivative of GtR(Yt) with respect to Yt.
GR(Yt) = gR(Yt, RC) = f{Pt min(Dt, Yt - RiC) - ht max(R', Yt - Dt)
-rt(Dt - Yt + Rc)+ + Jt+l(max(R, Yt - Dt))}dPt.
Jt+l (Yt) if Yt <0
GR (Yt) = Jt'+l (Yt) - ht if O < Yt < R
fSYtR(Pt t)dt +) t t(dJ (Yt - Dt) - ht)dt if Yt > Rt
- We consider Gt R(Yt) in five cases:
(a)Case 1: Yt < 0:
G R(Yt) = J' 1+l(Yt) < 0, due to th(
(b)Case 2: Yt = 0:
G"R(Yt) = J'+l (Yt) - ht < 0, due t
(c)Case 3: 0 < Yt < R:
G7R(iYt) = Jt+l(Yt) < 0, due to th
(d)Case 4: Yt = R:
e concavity of Jt+l.
;o the concavity of Jt+l.
e concavity of Jt+l.
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Jt4+ (0 )
Gt R(Y) = pt + rt + ht - Jt+1(R7) < 
due to the choice of R* and the concavity of Jt+l.
(e)Case 5: Yt > Rt:
//ER(y) fo R ,,Gt (Yt) = t J 1t+l(Yt - Dt)dFt + (J+l(Rt) -Pt - rt - ht)Ot(Yt - R) < 0
- Since GtR(Yt) < 0 for all Yt, GtR(Yt) is concave in Yt.
6. Let us prove the concavity of GtB(Yt) with respect to Yt.
- First let us examine the derivative of GtB(Yt) with respect to Yt.
GtB (Yt) = gt (Yt, Bt*) = f {pt min(Dt, Yt + Bt ) - ht(Yt - Dt)+ - rt(Dt - Yt - BC)+
-bt min((Dt - Yt)+ , Bc) + Jt+l(max(Yt - Dt, -BC))})t
[ f [-ht + Jt'+1(Yt
GB (Y )= fYA-  +±B * [Pt A rtlId'
t Yt+B [t + JD (
It + Jt+I(Yt - Dt)
- Dt)]dbt + Syt+B [It t J'+l(Yt - Dt)]d(It
- D Pt t 
t - Dt)]dDt + ft+B* [Pt + r]d<St
if Yt > 0
if - B* < Yt < 0
if Yt < B.
V\We consider Gt B(Yt) in four cases:
(a)Case 1: Yt > 0:
G'B (Yt) =Yt Bt J+(Yt - Dt)d t + Ot(Yt + Bt)[-pt - rt + It + Jt+l(-Bt)] +
¢t(Yt)(-ht - It) < 0, due to the concavity of Jt+l and the choice of Bt*.
(b)Case 2: -B* < Yt < 0:
GtB (Yt) = Bt J t+l(Yt - Dt)d(t + t(Yt BL[-pt - t i[- t Jt+l (-Bt*)] < 0,
due to the concavity of Jt+l and the choice of Bt*.
(c)Case 3: Yt = -Bt:
G;:B(Yt) = -Pt -rt +It + Jt'+ (-B*), due to the concavity of Jt+l and the choice
of Bt*.
(d)Case 4: Yt < -Bt:
Q"R(y) ,j I( 0Gti(Yt)= Jt+l (Yt) < 
due to the choice of R* and the concavity of Jt+l.
- Since Gt B(Yt) < 0 for all Yt, GB(Yt) is concave in Yt.
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7. Let us prove the concavity of Gt(Yt).
In each period, we must be in one of the following cases, which are independent of
the value of Yt:
- If (Pt + rt - bt) < J+ 1 (0) < (pt + rt + ht), we have R = B = 0, therefore
R = B = 0, so we have Gt(Yt ) =(Y Gt(Yt), which can be seen from
the formulations directly.
- If J+1(0) > (t + rt + ht) and Yt > 0 we have R* > 0 and B = 0, therefore
R' > 0 and B = 0, so we have Gt(Yt) = G(Yt) > GB(Yt).
- If J+ 1(0) > (Pt + rt + ht) and Yt < 0 we have R = 0 and B = 0, therefore
R > 0 and B = 0, so we have Gt(Yt) = GR(Yt) = GB(yt).
- If (Pt + rt - bt) < J+1(0), we have Bt* > 0 and Rt* = 0, therefore B > 0 and
R = 0, so we have Gt(Yt) = GtB(Yt) > G(Yt).
We see that in each period, Gt(Yt) reduces to some function that is proved to be
concave. Therefore Gt(Yt) is concave.
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2.7 Appendix B
Experimental Data
Table 2.1: Experimental Data for Single-Class-Customer Problem
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Periods c p E(D)
1 80 100 100
2 90 110 80
3 80 100 100
4 70 90 120
5 80 100 100
6 90 110 80
7 80 100 100
8 70 90 120
9 80 100 100
10 90 110 80
11 80 100 100
12 70 90 120
Avg (80 100 100
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Chapter 3
Two-Class-Customer Problem with
Backlogged and Discretionary Sales
3.1 Introduction
In this chapter, we propose an approach to practice market segmentation in the man-
ufacturing industry by differentiating customers according to their sensitivity to lead
time. For example, many manufacturing companies face the following problem: some
customers are willing to pay high price, but they are not willing to wait for delayed
fulfillments; other customers are willing to wait for delayed fulfillments, but they can
only pay low prices. Since the manufacturer has a limited production capacity, the
manufacturer needs to determine how to allocate the capacity effectively in order to
maximize the profit. If the manufacturer can distinguish between different classes,
then the manufacturer can serve different classes with different prices and different
lead times, and manage production and inventory appropriately. On the other hand,
if the manufacturer cannot differentiate the customers, s/he must serve them as a
single class. We call the former strategy the Differentiation Strategy, the latter the
Nondifferentiation Strategy, and compare them with the same exogenous two-class
demands to examine the effect of market segmentation.
The rest of this chapter is organized as follows. In Section 3.2, we present the nota-
tions and assumptions for both strategies. We study the Nondifferentiation Strategy
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in Section 3.3, and the Differentiation Strategy in Section 3.4. In Section 3.5, we do
computational analysis to compare the manufacturer's expected profits under these
two strategies, and we examine the effectiveness of the market segmentation in the
manufacturing industry.
3.2 Assumptions and Notations
We analyze a model with a single manufacture, a single type of product and two classes
of customers. We assume that the 1 t class customers would not wait for delayed
fulfillments (lost sales), and the 2 nd class customers are willing to wait for one period
for delayed fulfillments (partial backorders). We assume that the amount of demands
in each class is a non-stationary, time-dependent, general stochastic function, D',
but we do not assume a particular distribution. We continue to use the notations
in Chapter 2, and we add a class index superscript to the parameters and variables
associated with each demand class.
We study both the Differentiation Strategy and the Nondifferentiation Strategy.
Under the Nondifferentiation Strategy, the sequence of events in every period is as
follows: at the beginning of a period, the manufacturer checks the inventory level and
decides on the production quantity, the minimum amount of inventory to reserve for
future sales, and the maximum amount of backorders to be fulfilled in the next period;
products arrive in zero lead time, and the manufacturer fulfills the backorders with
the available inventory; and as demands arrive during the period, the manufacturer
deals all the demands as from a single class, and the manufacturer realizes, backlogs,
or rejects demands with respect to the FCFS (first come fist serve) policy.
Under the Differentiation Strategy, the sequence of events at the beginning of
each period is exactly the same as under the Non-differentiation Strategy. During the
period, the manufacturer will use different policies to different classes of customers.
The manufacturer will satisfy up to Yt - Rt units of demands from the 1 t class and
backlog up to Bt units of demands from the 2 nd class. The 2 d class demands will not
be realized immediately even if the manufacturer has enough inventories.
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In the following, we study the models under two strategies respectively.
3.3 Nondifferentiation Strategy
3.3.1 Model
In this section, we study the Nondifferentiation Strategy, which is an extension of
the optimal policy for the single-class-customer problem in Chapter 2. This model
is motivated by the reality that some manufacturers are not able to treat customers
differently due to some legislative or industry constraints, even though they know
there are multiple classes of customers.
We assume that under the Nondifferentiation Strategy, the manufacturer serves
the customers as a single class. The manufacturer takes the 2nd class customers
reservation price, p2, as the selling price to all customers. So the total amount of
demand in period t is Dt = Dt1 + Dt2. Among all the customers, only those from the
2 nd class are willing to wait for delayed fulfillments, and we let at be the proportion
of demand ordered by the 2nd class customers, at = E[D2]/E[D't + Dt2]. Let r be the
weighted average rejection penalty for unsatisfied demands, rt = (1 - at)rl + atr2.
Given a price vector, the profit-to-go function under the Nondifferentiation Strategy
is
Jt() = max {-t(Yt - It) + Gt(Y)). (3.1)
Yt:max(O,It ) <Yt <It +qt
The first term in 3.1is the production cost, and the second term is the profit-to-go with
Y units of products available after production but before satisfying new demands.
Gt(Yt) can be calculated as,
Gt(Yt) = max f{pt min(Dt, Yt - Rt + min(Bt, a(Dt - Yt + Rt)+))O<Rt <Yt,O<Bt <qt + 
-ht max(Rt, Yt - Dt) - rl(1 - a) min(Bt/oz, (Dt - Yt + Rt)+))
-rt(Dt- Yt + Rt - Bt/a)+ - b2 min(Bt, a(Dt - Yt + Rt)+)
+Jt+l(max(Rt, Yt - Dt) - min(a(Dt - Yt)+, Bt))}dt.
(3.2)
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Finally, we let JT+1(IT) = V IT, which is the expected salvage value of leftover
inventory.
The first term in (3.2) is the selling revenue. The second term is the inventory
holding cost. The third term is the penalty associated with the lost 1 t class demands
who are not willing to be backlogged. The fourth term is the rejection penalty for
demands beyond the acceptance level. The fifth term is the delay penalty associated
with the backlogged 2 nd class demands. The last term represents the profit-to-go
from the end of this period.
Next, we show that in an optimal policy for the Non-Differentiation Strategy, in
any period, either the amount of reserved inventory equals zero or the amount of
backlogged demands equals zero.
Lemma 3.1 In any optimal policy under the Nondifferentiation Strategy, we have
Rt'Bt =0, for t = 1, 2,...,T.
Please refer to the appendix for the proof. The intuition behind the lemma is very
simple. Suppose that Rt > 0, which means that the manufacturer may reject some
high-price demands in period t in order to reserve some inventory to period t + 1, then
it would not be profitable for the manufacturer to use the inventory in period t + 1
to fulfill any low-price demand in period t, thus we will have Bt = 0. The intuitive
explanation for the case with Bt > 0 is similar.
With Lemma 3.1, the structure of the optimal policies can be simplified. Under
the Nondifferentiation Strategy, the manufacturer choose one out of the two policies:
either the reserve-inventory policy (Rt > 0, Bt = 0) or the backlog-demand policy
(Bt > O, Rt = 0), thus,
Gt(Yt) = max{ gt(Yt), GRt)}
G R(Yt) and G B(Yt) are calculated as:
GR(Yt) = max y g(YtB), (3.3)Rt:0<Rt<Yt (3.3)
(Yt) = max gB (Yt, B),Bt:O<Btqt+
where gtR (t, Rt) and gtB(Yt, Bt) are:
gt (Yt, Rt) = f{pt min(Dt, Yt -Rt) - ht max(Rt, Yt - Dt) - rt(Dt- Yt + Rt) +
+Jt+l(max(Rt, Yt - Dt))}dI)t,
(3.4)
gtB(Yt, Bt) = Sf{p2 min(Dt, Yt + min(Bt, (Dt - t)+))- ht(Yt -Dt) +
-rtl(1 - a) min(Bt/a, (Dt - Yt)+)) - rt(Dt - Yt - Ba) +
-b2 min(Bt, a (Dt - Yt)+) + Jt+((Yt - D) + - min(a(Dt - Yt)+, Bt))}dIdt.
(3.5)
3.3.2 Optimal Policy
Under the Nondifferentiation Strategy, we show that functions gtR(Yt, Rt) and gtB(Yt, Bt)
are quasi-concave in Rt and Bt respectively, and each of them has a unique uncon-
strained optimizer that is independent of the inventory level Yt. We also show that
the expected profit-to-go functions, Jt(It) and Gt(Yt), are concave in It and Yt respec-
tively. These results are summarized in the following theorem.
Theorem 3.1 Under the Nondifferentiation Strategy,
* gR(Yt, Rt) is a quasi-concave function of Rt, for all t = 1, ..., T.
· gB (Yt, Bt) is a quasi-concave function of Bt, for all t = 1, ... ,T.
* Gt(Yt) is a concave function of Yt, for all t = 1, ...,T.
· Jt(It) is a concave function of It, for all t = 1, ...,T.
* The unconstrained optimizers for gtR(Yt, Rt) and gB(Yt, Bt), Rt* and B*, are
independent of inventory level Yt, where
Rt(Yt) = arg max{g(Yt, Rt)}, B (Yt) = arg max{gt(Yt, Bt)}. (3.6)
O<Rt O<Bt
Let Rt and Bt be the constrained optimizers of gtR(Yt, Rt) and gtB(Yt, Bt), R =
min(Rt, (Yt)+-), B = min(Bt*, qt+l). Theorem 3.1 implies the optimal policy for the
Nondifferentiation Strategy, and thus we have the following corollary.
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Corollary 3.1 Given a vector of prices, there exists an optimal policy for the Non-
differentiation Strategy with an optimal order-up-to level (St*), an optimal reserve-up-
to-level (RC) and an optimal backlog-up-to level (Bc).
Thus the Nondifferentiation Strategy leads to an optimal policy characterized by
three parameters, and we denote it as the (S, R, B) policy. For the order-up-to level,
the policy is to produce to bring the inventory level up to SC. If the reserve-up-to
level is positive, the manufacturer will set aside Rc units of inventory for the future,
he will only accept Yt - RC units of demands; if the backlog-up-to level is positive,
the manufacturer will satisfy up to Yt units of demands and backlog up to Be units
of demands and satisfy them in the next period.
3.4 Differentiation Strategy
3.4.1 Model
Under the Differentiation Strategy, the manufacturer offers different prices and differ-
ent lead times to two classes of customers. Given two price vectors, the profit-to-go
function under the Differentiation Strategy is:
Jt(It) = max {-ct(Yt - It) + Gt(Yt)}, (3.7)
Yt:max{O,It}<Yt <It+qt
where the first term is the production cost, and the second term is the profit-to-go with
Yt units of products available after production but before satisfying new demands.
Gt(Yt) is defined as:
Gt (Yt) = OR omax ff{p min(Dt, Yt - Rt) - ht max(Rt, Yt - D)
O<Rt<Yt,O<Bt qt+ 1
-,rl(D - Yt + Rt)+ + (p2 - b2) min(D 2, Bt)
-rt2(D2 - Bt) + + Jt+((Yt - D 1) + - min(D2, Bt))}dtldJ 2
(3.8)
Finally, we let JT+1(IT) = V * IT, which is the expected salvage value of leftover
inventory.
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The first term in (3.8) is the selling revenue to the 1 t class. The second term is
the inventory holding cost. The third term is the penalty associated with rejected
demands of the 1st class. The fourth term is the selling revenue to the 2 nd class. The
fifth term is the penalty associated with rejected demands of the 2nd class. The sixth
term represents the profit-to-go from the end of this period.
Next, we show that in an optimal policy for the Differentiation Strategy, in any pe-
riod, either the amount of reserved inventory equals zero or the amount of backlogged
demands equals zero.
Lemma 3.2 In any optimal policy under the Differentiation Strategy, we have Rt Bt =
0, fort = 1,2,...,T.
Please refer to the appendix for the proof. With Lemma 3.2, the structure of the
optimal policies can be simplified. The manufacturer can choose one out of the two
policies: either the reserve-inventory policy (Rt > 0, Bt = 0) or the backlog-demand
policy (Bt 0, Rt = 0), thus,
Gt(Yt) = max{G(Yt), Gt(t)}.
Gt(Yt) and GtB(Yt) represent the profit-to-go with Yt units of products available
after production under the reserve-inventory policy or the backlog-demand policy
respectively, and they are given by,
Gt (Yt) = max g(Ytt, Rt) (3.9)
Rt :ORt <Yt
G() = BmBax gt (Yt, B) (3.10)
Bt :OBt~qt+l
where gtR(Yt, Rt) indicates the profit-to-go with Yt units of products available after
production and Rt units are reserved for the next period under the reserve-inventory
policy; gtB(Yt, Bt) indicates the profit-to-go with Yt units of products available after
production and at most another Bt units of demands can be backlogged under the
backlog-demand policy. Thus,
gtR(Yt, Rt) := f min(D, Yt - Rt) - htmax(Rt, Yt - Dt) - rt(Dt - Yt + Rt)+
-rt2DtD + Jt+(max(Rt, Y Ot - )))}d 2djt1
(3.11)
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gB(Y,Bt) = S f{pl min(D, Yt) - ht(Y t-D l)+ -r l(D tl-Y)+ -rt2(Dt 2 - Bt)+
b 2) min(D2, B) + Jt+l((Y - Dl) + - min(D, Bt))}dd 2
(3.12)
3.4.2 Structural Results
In the following two sections, we analyze the properties of the profit-to-go functions in
period t, gR(Yt, Rt) and gtB(Yt, Bt), under the condition that the profit-to-go function
in period t + 1, Jt+l(It+l), is a concave function.
Condition 3.1 Jt+l(It+l) is concave in It+l.
Under this condition, for a given value of Yt, both the profit-to-go functions of
gtR(Yt, Rt) and gB(Yt, Bt) are quasi-concave in Rt and Bt respectively.
Lemma 3.3 For a given value of Yt, gt (Yt, Rt) is a quasi-concave function of Rt.
Lemma 3.4 For a given value of Yt, gtB(Yt, Bt) is a quasi-concave function of Bt.
Due to the quasi-concavity, for a given value of Yt, there exist unique maximizers
for gt(Yt, Rt) and gtB(Yt, Bt) respectively.
R* (Yt) = max{RI gt (t, Rt) > }
a'i
B*(Yt) = max{BI (Yt t) > 
Then we will show that the un-constrained optimizer for gtR(Yt,Rt), Rt*(Yt), is
independent of Yt, and GtR(Yt) is concave in Yt.
Property 3.1 R(Yt) is independent of Yt.
Property 3.2 Gt(Yt) is a concave function of Yt.
These properties greatly simplify the structure of the reserve-inventory policy.
Corollary 3.2 The optimal reserve-inventory policy is characterized with an optimal
order-up-to level (St*) and an optimal reserve-up-to level (R*).
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The optimal reserve-inventory policy is to produce enough to bring the inventory
level up to St* if there is sufficient capacity, otherwise produce to the maximum
capacity. The manufacturer will set aside up to Rt units of inventory for the future,
he will only accept (Yt - R*)+ units of demands from the 1st class, and he will reject
all the demands from the 2 nd class. We denote (St, Rt) as the constrained optimizers
for gtR(Yt, Rt).
St = min(St*, It + qt) R = min(Rt, Yt)
3.4.3 Heuristic Analysis
Under the backlog-demand policy, the un-constrained optimizer for g B(Yt, Bt), B (Yt),
depends on Yt, which makes the the control policy under the backlog-demand policy
more complicated than that under the reserve-inventory policy. Let us denote,
{ min{I :J+(-I) Pt2 + t2 } if J(O) < p2 -t2 (3.13)
O if O.W.
Bt = , min{I: J+l(-I) > pl + t + hi} if Jt() < p + + h(3.14)
O if o.W.
It is easy to show that Bt(Yt) > Bt.
Property 3.3 B(Yt) > tB, for Yt > 0.
On the other hand, B(Yt) could be either greater or smaller than Bt. In the
following, we discuss properties of function gB(Bt, Yt) under the condition of Bt(Yt) <
Bt to derive a heuristic policy.
Condition 3.2 B(Yt) < Bt, for Yt > 0.
The following lemma indicates that if Condition 3.2 is satisfied, then there exists
a unique pair of (B*, Yt*) maximizing gB(Bt, Y) - ct(Yt - It).
Lemma 3.5 If Condition 3.2 is satisfied, gB(Bt, Yt) - ct(Yt - It) is jointly quasi-
concave in Bt and Yt for Bt E [0, Bt*(Yt)].
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We can maximize gtB(Bt, Yt) - ct(Yt - It) over Yt and Bt together. We denote SC
and BC as the constrained optimizers of gtB(Yt, Bt).
(St, B') = arg max{gB(Yt, Bt) - ctYt O < Yt < It + qt, 0 < Bt < min{qt+, Bt}}
(Yt,Bt)
Lemma 3.5 implies the optimal policy under Condition 3.2 for the backlog-demand
policy, and thus we have the following corollary.
Corollary 3.3 If Condition 3.2 is satisfied, the optimal backlog-demand policy is
characterized with an optimal order-up-to level (St) and an optimal backlog-up-to
level (B).
The optimal reserve-inventory policy is to produce to bring the inventory level up
to S. The manufacturer will satisfy up to StC units of demands from the 1st class,
and he will accept up to Bf units of demands from the 2nd class.
Under Condition 3.2, we could further explore properties for the backlog-demand
policy.
Property 3.4 If Condition 3.2 is satisfied, GB(Yt) is concave in Yt.
Property 3.5 If Condition 3.2 is satisfied, Gt(Yt) is concave in Yt.
Property 3.6 If Condition 3.2 is satisfied, Jt(It) is concave in It.
Later, in the numerical analysis, we will show that Condition 3.2 holds in 93% of
the cases we examined, and it is 100% satisfied if the proportion of first class demand
is greater than 30%. If Condition 3.2 is not satisfied, i.e., B(Yt) > Bt, the joint
quasi-concavity may not hold, and we use Bt instead of B*(Yt), and we use it as the
heuristic policy.
In summary, the Differentiation Strategy leads to a heuristic policy characterized
by three parameters, S, R, and B. For the order-up-to level, the policy is to
produce to bring the inventory level up to S. If the reserve-up-to level is positive,
the manufacturer will set aside Rt units of inventory for the future, he will only accept
Yt - Rc units of demands from the 1St class, and he will reject all the demands from
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the 2nd class; if the backlog-up-to level is positive, the manufacturer will satisfy up to
Yt units of demands from the 1st class and backlog up to Bt units of demands from
the 2 nd class.
3.5 Computational Analysis
In this chapter, we have analyzed two strategies: the Differentiation Strategy (DS)
and the Nondifferentiation Strategy (NS). In the following, we report a computa-
tional study conducted to obtain insights about the benefits of these strategies. Our
goal is to examine the relative performance of the (S, R, B) policies and identify the
situations where the (S, R, B) policies can provide significant profit increase.
The Differentiation Strategy improves the profit in two ways: market segmentation
and shifting inventory to better match demand. The Nondifferentiation Strategy, on
the other hand, only shifts inventory. So comparing the Differentiation Strategy with
the Nondifferentiation Strategy, we can quantify the profit improvement contributed
by each factor.
The benchmark we use for each of our strategies is a traditional base-stock policy,
namely, when the manufacturer uses the modified order-up-to policy (S policy) and
serves all the customers as in a single class. In the benchmark policy, unsatisfied
demands are lost if the inventory is not available. We compare this traditional policy
to each of our (S, R, B) policies using the benchmark ratio. We define the benchmark
ratio, Profit Potential, as
Profit Potential = (S,R,B) 1, (3.15)
Vs
where V indicates the expected profit of the problem being solved. In the traditional
policy, we use p2 as the price charged to customers.
For demand variability, we focus on demand uncertainty, which is assumed to be
additive to demand with a mean of 0. We define the coefficient of variation of demand
uncertainty in a given period as CV = s(D')/E(Di), where s denotes the standard
deviation, E denotes the expected value and the index i = 1, 2 represents the demand
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class. In all cases shown, the coefficient variation of demand uncertainty is the same
in each period and equals 0.2.
Production capacity is constant for a particular instance, while it is allowed to
take the values of 60% (low), 80% (med), and 100% (high) of the expected average
demand over the horizon, indicated as Dem*. In the numerical study, the total
average demand equals 100 in each experiment. The production cost is the same
across instances but varies by period. Similar experimental results were obtained
when production cost is the same in each period.
In our first set of experiments, we study the impact of the percentage of demand
from the first class. In these cases, the expected demand from the first class customers
takes on the values of 10, 30, 50, 70, and 90, and the second class demand is 100 -
E(D1 ). The prices are constant over the set of experiments but may vary by period.
The average ratio of pll/p2 is fixed at 1.2 for these experiments. Please refer to Table
3.1 in Appendix 3.9 for the data used in this experiment.
1 -U70
*,. 80%
0.
2 40%
a.
0%
_ ._
PL =1. 2
P2
* Cap = 0.6 Dem*, DS
-- Cap = 0.8 Dem*, DS
- Cap = 1.0 Dem*, DS
- - - - - Cap = 0.6 Demf, NS
---- -- Cap = 0.8 Dem*, NS
10% 30% 50% 70% 90%
Percentage of First Class Demand
Figure 3-1: Impact of Demand Ratio
In Figure 3-1, we find that both the Differentiation and the Non-differentiation
Strategies result in a higher profit than the traditional policy. The relative perfor-
mance of each (S, R, B) policy increases as the production capacity decreases. This is
because the (S, R, B) policies can manage the inventory more effectively than the tra-
ditional policy, and their impacts become more prominent as the production capacity
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becomes a scarce resource.
The Differentiation Strategy outperforms the Nondifferentiation Strategy in most
situations except when the 1st class has a very low proportion among the customers
(Figure 3-1). In this situation, under the Differentiation Strategy, the extra revenue
gained from the 1st class is not high enough to cover the additional inventory holding
cost and backlogging cost caused by the delayed fulfillments of the 2nd class demand.
In general, the profit improvement under the Differentiation Strategy is much higher
than that under the Nondifferentiation Strategy, therefore we can see that the market
segmentation factor brings much higher profit improvement than the shifting inven-
tory factor.
For a given capacity level, the profit potential of the Differentiation Strategy
increases dramatically as the proportion of the 1st class customers increases, because
the 1 t class demand can bring high profit to the manufacturer. In contrast, the profit
potential of the Nondifferentiation Strategy decreases as the proportion of 1 t class
customers increases, because more demand will be lost when the inventory is not
available.
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Figure 3-2: Impact of Price Ratio
In the second set of experiments, we study the impact of price difference between
the two classes. In this set of experiments, E(p2 ) is fixed over the instances, and pl is
set according to E(pl)/E(p 2 ) = 1.1, 1.2, and 1.3, where the E represents the average
price over the horizon. The percentage of demand from the first class is fixed at 50%.
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In Figure 3-2, we see that the relative performance of the Differentiation Strategy
increases as the price ratio increases. The relative performance of the Nondifferentia-
tion Strategy stays unchanged since pl affects neither the Nondifferentiation Strategy
nor the traditional policy.
In the numerical analysis, we also find that the heuristic policy under the Differ-
entiation Strategy performs close to the optimal policy. Among all the experiments
we have done, Condition 3.2 is satisfied in 93%, in which case the heuristic is the
optimal policy. Condition 3.2 may not be satisfied when the percentage of demand
from the first class is very low, i.e., D < 30%.
3.6 Concluding Remarks
In this chapter, we study a single-product, two-class-customer problem with both lost
sales and partial backorders under two strategies: under the Non-differentiation Strat-
egy, the manufacturer does not differentiate customers and serves the customers as
a single class; under the Differentiation Strategy, the manufacturer provides different
qualities of service and charge different prices to different classes of customers.
For the Non-differentiation Strategy, we characterize the structure of the optimal
policy with three state-independent parameters: the base-stock level, S, the reserve-
up-to level, R, and the backlog-up-to level, B.
Computational analysis shows that the Differentiation Strategy can increase the
manufacturer's profit significantly, especially when the production capacity is tight,
when the percentage of waiting customers is high, and when price difference between
the two classes is high.
3.7 Appendix A
Proof of Lemma 3.1
Proof. By contradiction, assume that there is an optimal policy with Rt Bt > 0 for
some period t. Let Rt = Rt -1 and Bt be the alternative policy, and let Vt and Vt be the
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expected profit starting from period t under the two policies respectively. We compare the
two policies in the following three cases:
* Case 1: Dt < Yt - Rt, hence Dt < Yt - Rt.
Vt = PtDt - ht(Yt - Dt) + Jt+l(Yt - Dt)
Vt = tDt - ht(Yt - Dt) + Jt+l (Yt - Dt) = Vt
* Case 2: Yt - Rt + Bt/oat > Dt > Yt - Rt, hence Yt - Rt + Bt/at > Dt > Yt - Rt.
Vt = p,2(Yt- Rt + cLat(Dt - Yt + Rt)j) - htRt - bt at(Dt - Yt + Rt)j
_-rt (l- at)(Dt - Yt + Rt)1 + Jt+l(Rt - Lat(Dt - Yt + Rt)J)
Pt t - Rt + + Lt(Dt - Yt + Rt - 1)j - ht(Rt - 1) -bt at(D - Yt + Rt - 1)]
-rt F(1 - t)(Dt - Yt + Rt- 1)] + Jt+l(Rt- 1 - Lat(Dt - Yt + Rt - 1)j)
If Ltt(.Dt - Yt + Rt - 1)J=Lct(Dt - Yt + Rt)], then [(1 - t)(Dt - Yt + Rt - 1)1 =
r(1 - t)(Dt- Yt + Rt)l - 1. We have,
Vt V Vt2 + ht+r -Jt+l(Rt- Lt(Dt-Yt+Rt) )+Jt+l (Rt-1- Lt(Dt-Yt+Rt) )
Since l)t < Yt - Rt + Bt/ot, a new demand from class 2 will be accepted, which means
p2 ht + r2 + Jt+l(Rt- - Lat(Dt- Yt + Rt)J) > Jt+l(Rt - Lat(Dt- Yt + Rt)j).
Thus 1i > Vt.
Otherwise, [at(Dt-Yt+Rt-1)J =L at(Dt-Yt+Rt)j-1, then (1-at)(Dt-Yt+Rt-1)1
[(1 - ot)(Dt - Yt + Rt)]. We have,
Vt = Vt + ht + b > Vt
· Case 3: Dt > Yt - Rt + Bt/olat, hence Dt > Yt - Rt + Bt/at.
Vt p,(Y - R+Bt) - htRt - bt - r(1 - t)Rt/tt - rt(Dt - t R Rt - Bt/ct)
+Jt+l(Rt - Bt)
Vt (- Rt + 1 + Bt - 1) - ht(Rt- )-b)B(- bt )- r( -at)(Bt- 1)/at
-rt(Dt - Yt + Rt - - (Bt - 1)/at) + Jt+l(Rt - Bt)
vt + ht + b + (1 - t)(t1 -rt)
> Vt
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The expected profit under the alternative policy is always grater or equal to that under the
current policy, which incurs a contradiction.
The following lemma is used in the proof for Theorem 3.1.
Lemma 3.6 Given g(x, y) is jointly concave in x and y, G(x) = maxg(x, y) is a concave
y
function for x.
Proof. For any x1, x2 c R, let Yl = argmax{ylg(xl,y)}, Y2 = argmax{ylg(x 2,y)}. For any
A c [0, 1], let xx = Ax1 + (1 - A)x2, yx = Ay1 + (1 - A)Y2 We have G(xA) = maxg(xx, y) >y
g(xx, yx) > Ag(xl,yl) + (1- A)g(x2,y 2) = AG(xl) + (1- A)G(x2). 
Proof of Concavity for Nondifferentiation Strategy (Theorem 3.1)
Proof. Let jt(It,Yt) = -ct(Yt - It) + Gt(Yt), so Jt(It) = max jt(It,Yt). We prove
Yt:ItYt<t+qt
by induction.
1. For period T, we have JT+1(IT) VIT, BT = 0 , RT - 0, and therefore GR(YT) -
GB(YT) = GT(YT)
GT(YT) = Sf{p min(DT, YT) - rT(DT - YT)+ - hT(YT - DT) + (YT - DT)+ dIT.
GT(YT) = fyT(p2 + rT)dDT + fOYT(V - hT)d4DT. Thus GT(YT) is concave in YT since
G'(YT) is non-increasing in YT:
GT(YT) = (v - hT - p2 _ rT)T(YT) < 0.
2. Given t, T = t,...,T , assume that Gt+i(YT) is concave in YT, then we can prove
that jt+l(It+l, Yt+l) is jointly concave in It+l and Yt+1 by the following. For any
(I,Y1),(I 2 ,Y2), let I = AI1 + (1 -A)I2, Y = Y1 + (1- A)Y 2. Then,
jt+1(I, YX) = -t+l (Y - Ix) + Gt+1 (Yx)
= -Ct+(AY, + (1 - A)Y2 - AI1 - (1 - A) 2) + Gt+1l(AY + (1 - A)Y2 )
> -Act+ (Y - II) - (1 - A)ct+l(Y2 -12) + AGt+l(Y1 ) + (1 - A)Gt+l(Y2 )
= Ajt+l(I1,Yi) + (1 - A)jt+l(I2,Y2).
So by Lemma 3, Jt+l(It) is concave in It, and as a result J+l (It) is non-increasing
in It.
3. Next let us prove that gtR(Yt, Rt) is quasi-concave in Rt.
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~'RRt)~~ =( 0 ~if O Yt <Rt
9t (Rt ) (-p - rt - ht + Jt+ (Rt))(l - t(Yt- Rt)) if Yt > Rt.
Let us define R as
R* = max{I: Jt+1(I) < Pt + rt + ht} if (pt + rt + ht) < Jt+I(0)
O otherwise.
Thus we have gR(Rt) > 0, when 0 < Rt < R*, and gR(Rt) < 0, when Rt > Rt*,
so, g(Yt, Rt) is quasi-concave with respect to Rt. R* is the unique unconstrained
optimizer of gtR(Yt, Rt) and it is independent of inventory level Yt. R = min(R*, Yt)
maximizes gtR(Yt, Rt), for 0 < Rt < (Yt)+
4. Next let us prove that gB(Yt, Bt) is quasi-concave in Bt. Take the derivative,
gtB (B) = J Bt[ - bt + rt Jt+(-Bt)]dPt.
Let us define Bt as
max{: pt2 + r2 - b2 > Jt+l(-I)} if (p2 + r2 - bt2) > Jt+l(O)
O otherwise.
Thus we have gB(Bt) > O, when 0 < Bt B, and gB (Bt) O, when Bt > Bt*,
so, gtB(Yt, Bt) is quasi-concave with respect to Bt. B is the unique unconstrained
optimizer of gtB (Yt, Bt) and it is independent of inventory level Yt. BC = min(Bt*, qt+1)
maximizes gtB(Yt, Bt), for 0 < Bt < qt+1.
5. Let us prove the concavity of GtR(Yt) with respect to Yt.
- First let us examine the derivative of Gt (Yt) with respect to Yt.
GTh(Yt) = gt (Yt, R)
= {p~ min(Dt, Yt - Rt) - ht max(Rat, Yt - Dt) - rt(Dt - YT + Rt)+
+Jt+l (max(R{, Yt - Dt))}dt;
G'R(Yt) = Jt+l(Yt) -ht if 0 < Yt < Rt
SY-R (pt2 + rt)dOt + foYtRt(Jt+ (Yt- Dt)- ht)dPt if Yt > Rt*
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- We consider Gt R(Yt) in three cases:
(a)Case 1: Yt < R:
GR(Yt) = Jt1+l(Yt) < 0, due to the concavity of Jt+l.
(b)Case 2: Yt > R:
GIR(Yt) fY -R; "Gt (Yt) = Jtl"(Yt - Dt)dt + (JIt+(R) - pt2 -rt - ht)Ot(t - R*) < O
due to the choice of R* and the concavity of Jt+.
(c)Case 3: Yt = R:
Gt'R(Yt+) - Gt'R(Yt-) = p2 + rt + ht - J+,(R) < 
due to the choice of Rt* and the concavity of Jt+l.
- Since Gt R(Yt) < 0 for all Yt, GtR(Yt) is concave in Yt.
6. Let us prove the concavity of GB (Yt) with respect to Yt.
t(Yt) =9 (Y., B)
= J{p2 min(Dt, Yt + min(B, ca(Dt - Yt)+))+ - ht(Yt - Dt)+
-r(1 - a) min(Bc/a, (D- Yt)+) - rt(Dt - Yt - B )+
+Jt+l((Yt - Dt)+ - min(a(Dt - Yt)+, B)) - b2 min(B, a(Dt - Yt)+)}dbt;
GB (Yt) = Syt+Bt[(1 -a) p+ r) + a(b2+ J+ ((Yt -Dt)))]dDt
+ fot (-ht + Jt'+(Yt - Dt))d~t + SYf B/I(Pt + rt)dt;
GtB(Yt) = -a(p2 + r2 - b2 - Jt+l(-Bt))t(Yt + Bt/a)
+[a(p2 + r2 - b2- Jt+()) - (p2 + rtl + ht - J'(0))]t(Yt)
+ foYt Jt"(Yt - Dt)dt + y YtYt+Bt/aC2Jtl(a(Y - Dt))dbt.
The first term in Gt (Yt) is negative due to the choice of Bt . The third and the fourth
terms in Gt (Yt) are negative due to the concavity of Jt+l(Yt). We have G7tB(Yt) < o
and therefore, GB(Yt, Bt) is concave in Yt.
7. Let us prove the concavity of Gt(Yt).
In each period, we must be in one of the following cases; which are independent of
the Yt values:
- If p2 + r2 - b2 < J+1(0) < p2
RC = Bt = 0, so we have Gt(Yt)
the formulations directly.
+ rt + ht, we have R* = Bt* = 0, therefore
GtR(Yt) = G B(Yt), which can be seen from
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- If Jt'+1(O) > p2 + rt + ht, we have R > 0 and Bt = 0, therefore RC > 0 and
B = 0, so we have Gt(Yt) = GR(yt) > G (Yt).
- If Jt+ 1 (O) < p2 + r 2 - b2 <, we have B > 0 and Rt* = 0, therefore BC > 0 and
.R = 0, so we have Gt(Yt) = G'B(Yt) > Gf (Yt).
We see that in each period, Gt(Yt) reduces to some function that is proved to be
concave. Therefore Gt(Yt) is concave. ·
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3.8 Appendix B
Proof of Lemma 3.2
Proof. By contradiction, assume that there is an optimal policy with Rt Bt > 0 for some
period t. Let Rt = Rt - 1 and Bt = Bt - 1 be the alternative policy, and let Vt and Vt be
the expected profit starting from period t under the two policies respectively. We compare
the two policies in the following four cases:
* Case 1: Dt > Yt - Rt and D2 > Bt, hence D1 > Yt - Rt and D2 > Bt.
t - t) + (p/ - bt)t - httt - - Yt + t) - Bt)Vt = pl(Yt - Rt)  (pt2 -b2)Bt- htRt- rl(D - Yt + Rt)- 2(D- Bt) + Jt+l(Rt - Bt)
Vt = p(Yt - Rt)+ (pt -b) - h - ( - + )-rt rD? )+ Jt+l (t- t)
= Vt + pl +rl + ht- (p2 - b2 + 2)
> Vt
* Case 2: Dt > Yt - Rt and D2 < Bt, hence D > Yt - Rt and Dt2 < Bt.
Vt = P (Yt - Rt) + (pt - b)D2- htRt - rt1(oD - Yt + Rt) + Jt+l(Rt - D2)
t t t 1 t t Vt = pt (Yt-Rt) + (pt - bt)Dt- htRt - rt (DtL - Yt + Rt) + Jt+ (Rt - D)
= + pt + r + ht - t Rt -J +l ( tJtRt -D - Dt2)
Since D2 < Bt, one more unit of class 2 demand will be accepted if it arrives, which
means p- bt2 +Jt+l(Rt -1-D 2 ) > Jt+ (Rt-Dt2)-r 2. Since ptl +rt +ht > p2-b t +rt ,
Vt > Vt 
* Case 3: D l < Yt - Rt and D2 > Bt, hence D l < Yt - Rt and D2 > Bt.
Vt D + (p2 - b2)Bt - ht(Yt - D) - r2(D 2 - Bt) + Jt+l(Yt - D1 - Bt)
PID1 + (p2-b2)Bt - ht(Yt - D) - rt2(D t2- Bt) + Jt+l(Yt -Dl - Bt)
= Pt t t t t -ht ..
= -(p2 + - t- +)-Jt+l(Yt - D1 - Bt)+ Jt+l(Yt -D - Bt + 1)
Since D2 > Bt, class 2 demands beyond Bt will be rejected, which means pt - b +
Jt+(Yt - D - Bt + 1) > Jt+l(Yt - Bt) - rt, thus Vt > Vt.Vt~l~t - t L t tl -U
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* Case 4: D < Yt - Rt and D 2 < Bt, hence D < Yt -Rt and D2 < Bt.t p t - ( -
Vt =pD1 + 2 2- b2)D2-ht(Yt - Dt) + t+l(Yt - D - D)
-t t t)- (t 01) +
t = ptt + (p2 - bt2)Dt2-ht(t - D1) + Jt+(Yt - - D 2)
=Vt
The expected profit under the alternative policy is always greater or equal to that under
the current policy, which incurs a contradiction. ·
Proof of Quasi-Concavity in Rt (Lemma 3.3)
Proof. The first order derivative of gtR(Yt, Rt) with respect to Rt is,
, _g9 r 0 if O< Yt <Rt
R = R (-ptl - r 1 - ht + Jt+l(Rt))(1 - t(Yt - Rt)) if Yt > Rt.
Let us define Rt* as
{ mnax{I: ptrl 1+ ht < Jt+i(I)} if (pt + rl + ht) < Jt+1(0)
Rt = 
0 otherwise.
(3.16)
Thus we have gR(Rt) > 0, when 0 < Rt < Rt, and g'R(Rt) < 0, when Rt > Rt*, so,
gtR(Yt, Rt) is quasi-concave with respect to Rt. R* is the unique unconstrained optimizer
of gf(Yt, Rt) and it is independent of inventory level Yt. R = min(R*,Yt) maximizes
gtR(Yt, Rt), for 0 < Rt < Yt. ·
Before proving Lemma 3.4, let us first prove the following lemma.
Lemma 3.7 For any Yt, if g'(Bt, Yt) < O, then g(Bt + , Yt) < 0, where e is a positive
infinite small number.
Proof. The first and second order derivatives of gtB(Yt, Bt) with respect to Bt are,
gB AJB i t JB 2 - jt +( t klt - Bt)]d 2(k2)dtl(kl)t
+ JYI2 J 
-t - Jt+ I(-Bt)]d42(k2 )dtl(kI). (3.17)
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,, 
0 gB
9BB -OB JB t(Y - - Bt)]d2(k)db(k1)+ t
+ [jl(-Bt)]dp2(k2)d4(Il(kl)f+ i [P - + t2- Jt +(Yt - Bt)]dAI(kl)
+ Y[P- - + J2 - t (-Bt)] (k
£Y 
(3.18)
For simplification, let us denote,
Vt(Bt, Yt) J t+lt - k - Bt)]d2(k 2)dt(k) + JI Jt+l-Bt
Wt(Bt, Yt) = 2 2 J(Y k Bt)]d () 2 - t'-Bt)]d (k).
... t t vtel
Then we have,
(3.19)
(3.20)
By contradiction, assume exists a Bt, such that g(Bt, Yt) < 0 and g(Bt + , Yt) > 0.
By (3.19), we have,
Wt(Bt + , Yt) = g(Bt + , Yt)/[1- 2(Bt + e)] > 0.
Since Jt+l is concave, we have Vt(Bt + e, Yt) < 0, and by (3.20),
9BB(Bt + e, Yt) = Vt(Bt + e, Yt) - Wt(Bt + e, Yt) < 0.
By definition,
" ID 1 v _ gB(B t
Y3BBk\t I ), .Lt -
We have
g9(Bt, Yt) = g(Bt + e, Yt) - EgBB(Bt + E,Yt) > 0.
Contradiction achieved. ·
Proof of Quasi-Concavity in Bt (Lemma 3.4)
Proof. Lemma 3.7 implies that for a given value of Yt, once gtB(Bt, Yt) becomes non-
increasing in Bt, it will keep non-increasing as Bt further increases. In other words,
gtB(Bt, Yt) satisfies one out of the following three conditions: (1) non-decreasing in Bt; (2)
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g~(BY,> = Wt (Bt, y[l~(B~
SIB  A Yt) = Vt A Yt) Wt A, Yt
fl -f r +,E, Yt) - g (Bt, Yt)
non-increasing in Bt; (3) or there exists Bt (Yt) such that it is non-decreasing for Bt < B*t(Yt)
and non-increasing for Bt > Bt*(Yt). Therefore gtB (Bt, Yt) is quasi-concave in Bt. ·
Proof of Property 3.1
Proof. The proof of Property 3.1 is straightforward by noticing that in (3.16), R* is
independent; of Yt. ·
Proof of Property 3.2
Proof.
· Let us first examine the derivative of GtR(Yt) with respect to Yt.
Gt(Yt) = gtR(Yt, RC) = f{pt min(D, Yt-Rc)-ht max(Rc, Yt-Dtl)
-rl(D - Yt + R) + + Jt+l(max(R, Yt - Dl))}dQt1.{R _ JI+(Yt) - ht if O < Yt < R*
R(y) Sy-RPi + rtl)dbl + foYt - R (Jt'+l(Yt - D) -ht)d4t if Yt > Rt*.+l (Rt ) -Pt ht If it+
* We consider Gt 'R(Yt) in three cases:
(a)Case 1: Yt < R*:
Gt (Y) = Jt+1 (Yt) < 0, due to the concavity of Jt+l.
(b)Case 2: Yt > R:
GtR(Y) foY tRt J+ (Yt D)d-t1 + (Jt'+l(Rt*)- ptl - r ht)l(Yt- R*) < 0
= t t +l -- t t 
due to the choice of R* and the concavity of Jt+l.
(c)Case 3: Yt = R*:
GR(Yt) = ptl +tl + ht - J+l(R*) < 0
due to the choice of R* and the concavity of Jt+l.
* Since G[R(Yt) < 0 for all Yt, G(Yt) is concave in Y.
Proof of Property 3.3
Proof. The proof of Property 3.3 is straightforward by plugging (3.13) into (3.17). e
Proof of Property 3.5
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Proof. To prove the joint quasi-concavity, we study the determinants of the bordered
Hessian:
I
gB gBB
0 gB gy ct
D2 =B BB gBY
gy - Ct gBY gYY
It is easy to show ID1 = -(gB)2 < 0, so we only need to show that,
D21 = 2g'(g - ct)gy - gBggYY - (g' - ct)(g -Ct)gBB > O
Denote = N y foYt [J+l(Yt -kl - Bt)]dI2(k2 )dbl(kl), so N > 0. Notice
that N also appears in -gyY and -gBB. So can take the following term out from ID2j,
M = 2gB(g - ct)N + g9B9BN + (gy - ct)(g - ct)N = N(gB + - Ct)2 > O
So if we can prove D 21 - M > 0, then it will be sufficient to show that D21 > 0.
ID21M = -99'fB{j j [JtI'(Yt - kl - k2 )]dt2(k2)dItl(kl)
-t- - ht + Jt'+(-k2)]d2(k2)
+ [p- P l - ht + Jtg+(-Bt)]dIt2(k2 )}
(gy4- ct)(y - ct){J J [JI(-Bt)]d2 (k2)db1(k)
-ji;[P - A , 2- -kl - Bt)]db(ki)
-Jt - + -t roo
The first and the fourth terms are negative due to the concavity of Jt+l. The second and
the third terms are negative under Condition 3.2. The summation of the last two terms
equal to -gB/[1 - 2(Bt)], so it is negative when Bt < Bt*(Yt). So ID2 1- M > 0, and it
completes the proof for Lemma 3.5. e
Proof of Property 3.4
Proof. Let us prove the concavity of GB(Yt) with respect to Yt.
gtB(Yt, Bc) = JfJp min(D,t) ht(Yt - D) +- l(Dtl - Yt)+ - r2(D2 - B) +
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+(p _- bt2) min(D2, Bt ) Jt+((Yt - Dl)+ - min(D2, Bt))}dtld2
GtB(Yi) dt{ j (Jt'+l(Yt - Dl - ) - ht)dt2
+ J (Jt'+(Yt- - Bt) - ht)d2} + (pl rl)dDilGtt t ( i:) 
G"iB(Yi) =- d l{ Jt+l (Yt- Dt i-D,2)d Jt(Yt - D - Bt)dt}
+t (Yt) {fJ (t'+ (-D 2) -ht -rtl 1 p)d2
+tl (Yt){f (Jt (-Bt) - t- t - Pt )djt }
If Condition 3.2 holds, due to the choice of Bt* and the concavity of Jt+l, we have Gt (Yt) <
0 for all Yt, and therefore GtB (Y) is concave in Yt. e
Proof of Property 3.5
Proof. Let us prove the concavity of Gt(Yt).
In each period, we must be in one of the following cases; which are independent of the Yt
values:
* If p + rt2-bt2 < J+1 () < pt + rt + ht, we have R * = Bt0, therefore R = B = 0,
so we have Gt(Yt) = GR(Yt) = GtB(Yt), which can be seen from the formulations
directlyr.
* If Jt'+1 (0) > pt + ri + ht, we have Rt* > 0 and Bt* = 0, therefore Rt > 0 and B = 0,
so we have Gt(Yt) = GR(Yt) > GtB(Yt).
* If J 1 () < p2 + rt2 - b2, we have Bt* > 0 and R = 0, therefore BtC > 0 and R = 0,
so we have Gt(Yt) = GB(Yt) > GR(Yt).
We see that in each period, Gt(Yt) reduces to some function that is proved to be concave.
Therefore Gt(Yt) is concave. e
Proof of Property 3.6
Proof. The proof is the same as Part 2 in Lemma 3.1 e
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3.9 Appendix C
Experimental Data
Table 3.1: Experimental Data for Two-Class-Customer Problem
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Periods c I p I p2 E(D1 +2)
1 70 110 90 100
2 90 130 110 70
3 70 110 90 100
4 50 90 70 130
5 70 110 90 100
6 90 130 110 70
7 70 110 90 100
8 50 90 70 130
9 70 110 90 100
10 90 130 110 70
11 70 110 90 100
12 50 90 70 130
Avg 701 1101 90 100
Chapter 4
Manufacturing Systems with
Make-to-Stock and Make-to-Order
Products
4.1 Introduction
In recent years, many retail and manufacturing companies have started exploring
innovative revenue management techniques in an effort to improve their operations
and ultimately the bottom line. Manufacturing systems that can produce different
types of products have raised more research interest in recent years as many firms
begin to practice market segmentation by providing multiple types of products to
customers, and then differentiating customers according to their choices.
Customized production is a strong trend in the manufacturing industry. For exam-
ple, in the computer industry, many companies allow customers to decide the configu-
ration their products, and companies use the make-to-order (MTO) mode to manage
the production. Produced to order production not only gives more satisfaction to
customers, but it also helps manufacturers eliminate finished goods inventory. How-
ever, the MTO environment suggests important challenges associated with matching
fixed production capacity with highly variable demand. Specifically, an MTO system
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implies periods where the facility is idle and other times in which a large number of
orders are awaiting production.
For instance, no company underscores the impact of customized production and
customized pricing strategies more than Dell Computers. Dell provides very high
flexibility in configurations for customers who are willing to pay high prices. At the
same time, Dell also frequently provides promotions for some low-end products to
attract more customers, and for these products, customers usually have very little
flexibility on configurations. To satisfy these demands, Dell also produces some stan-
dard products to stock, the make-to-stock (MTS) environment. This gives raise to a
combination of a make-to-stock/make-to-order environment that allows Dell to better
manage their production capacity and increase expected profit.
The application of make-to-stock/make-to-order manufacturing systems is also
important among part suppliers who face demands from both original equipment
manufacturers (OEMs) and the so-called aftermarket. For example, in the automo-
bile industry, a part supplier sells its products to automotive assembly plants for
installation into new vehicles, as well as repair shops for replacement in old vehicles
(Carr and Duenyas [5]). OEM and aftermarket demands are both important to the
part supplier. OEM demands guarantee high utilization of the production capacity,
while aftermarket demands bring high profit margins to the supplier. OEM sales
are based on long-term contracts, and they are produced under the make-to-stock
mode. In contrast, aftermarket items are produced under the make-to-order mode
due to their large variety. Note that, as opposed to Dell example, in this case the
high priority products are produced to order.
All these developments call for models that integrate production, sequencing and
admission decisions for a hybrid production system with both make-to-stock prod-
ucts and make-to-order products. Unfortunately, the academic literature for hybrid
manufacturing systems is quite limited.
In this chapter, we study policies to coordinate production, sequencing and ad-
mission controls for two types of manufacturing systems with both make-to-stock
products and make-to-order products. Our model is different from Carr and Duenyas
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[5] in the following sense: (i) We study two types of manufacturing systems: in the
first case, MTS product has higher priority than MTO product, and in the second
case, MTS product has lower priority; While Carr and Duenyas [5] only studied the
first case. (ii) In our model, unsatisfied high-priority demands are fully backlogged;
while in Carr and Duenyas [5], when the high-priority product is out of stock, the
demand is lost. Our backlogging assumption is reasonable since it is often difficult to
find a product matching all the required features from other suppliers immediately.
(iii) Our optimal policies are characterized by threshold levels that have a simple
linear structure, while in Carr and Duenyas [5], the threshold levels do not have a
simple stru cture.
In the first model of this chapter, we study policies to coordinate production, se-
quencing, and admission controls for a manufacturing system with both high-priority
MTS (e.g., OEM), and low-priority MTO (e.g., aftermarket) demands. High priority
customers order identical items from the manufacturer, and these orders cannot be
rejected. When the product is out of stock, the demand is fully backlogged and results
in penalties for delayed fulfillments. Demands for low-priority, customized products
can be rejected if the manufacturer does not have enough production capacity, or
otherwise be backordered with a backlogging cost much smaller than that for high-
priority orders. This model is similar to the model in Carr and Duenyas [5], except
that we assume unsatisfied OEM demands are fully backordered rather than lost. As
we will show, this difference has an important impact on the structure of the optimal
policy. Indeed, unlike in [5] where the optimal policy is characterized by complex
switching curves, in our case the switching curves are linear. In addition, we extend
the optimal policy to a problem in which the manufacturer can cancel low-priority
orders, as well as to a model with multiple types of MTO products.
In the second model, we examine the the production and admission controls in
a manufacturing system with both high-priority MTO (customized) and low-priority
MTS (pre-configured) products. MTO products provide high configuration flexibil-
ities to customers, and thus are sold at higher prices, and MTS products are sold
at lower prices for promotion. Demands for high-priority MTO products will all be
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accepted, and the penalties for delayed fulfillments are also higher; while demands for
low-priority MTS products will be satisfied if the inventory is available, backordered
with a backlogging cost much smaller than high-priority orders, or otherwise rejected
if the manufacturer does not have enough production capacity. We characterize the
optimal policy with linear threshold levels. We also extend our results to systems
with cancelable MTS backorders.
The chapter is organized as follows. In Section 4.2, we study the model with
both OEM and aftermarket demands, and we extend it with cancelable aftermarket
orders by the manufacturer, as well as with multiple types of aftermarket products.
In Section 4.3, we investigate the model with both customized and pre-configured
products, and extend the results to systems with cancelable pre-configured backorders.
In Section 4.4, we use computational analysis to obtain insights into the benefits of
the new policies, and the impact of production capacity, demand structure and cost
structure on system performance. Finally we summarize in Section 4.5.
4.2 Model with OEM and Aftermarket Products
4.2.1 Problem Formulation
We consider a manufacturing system with two types of products in an infinite horizon.
Type 1 is for high-priority orders and has standard configuration, so it is produced to
stock. Demands for type 1 are satisfied if inventory is available, or are fully backlogged
with high backlogging penalty b per item per unit time if type 1 is not available in
inventory. Type 2 has varying features and is produced to order. Demands for type
2 can be either accepted (backlogged) or rejected. The unit backlogging cost of type
2 is less than that of type 1, b2 < b. If a demand for type 2 is rejected, a rejection
penalty, r2, associated with lost sales and loss of good will, is incurred.
We assume that customers pay for products when they place orders rather than
when products are received, and we also assume that the production costs are incurred
when customers pay for the products, so we can use the selling profit (selling price
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minus production cost) to substitute the selling price for each class, and we let Pi be
the selling profit for Class i, i = 1,2. Finally, we assume linear inventory holding
cost, h, per unit time for type 1.
We assume that customers for each type of product arrive according to a Poisson
Process, and we let Ai be the demand arrival rate of Class i, for i = 1, 2. Also, we
assume that the production time of each type of product follows the same exponential
distribution, with production rate f. We further assume that preemptions are allowed,
and no set-up time is needed when the manufacturing system switches from one type
of job to the other. This assumption is reasonable for some assembly production
systems in which setup times are negligible compared to production times.
We note here that the exponential assumption regarding the production times is
what allows us to formulate the problem and characterize the structure of the optimal
policy. However, one can simply extend our analysis to systems with phase-type
distribution. This makes the analysis more complex while not providing additional
insights. Furthermore, after our model reveals the structure of the optimal production
and admission control policies, it becomes clear that our insights are not influenced
by the assumption on production times.
The system state can be described by a vector of two variables, y(t) = (yl (t), Y2(t)),
where yi(t) is the net inventory level of product i with y(t) E Z and y2(t) Z-,
where Z is the set of all positive and negative integer numbers, while set Z- only
includes non-positive integer numbers. We use y+(t) = max{O,y1(t)} to show the
amount of inventory of type 1 at time t, and y (t) = max{0, -yi(t)} to show the
number of backorders at time t. Similarly, -Y2(t) is the number of backorders of
product 2 at; time t. The system state space is Q = Z x Z-.
We use an approach parallel to Ha [17] to analyze the problem. In state y =
(YI, Y2), the system incurs a cost at rate
c(y) = -hy - blyl + b2Y2.
Let c be the time discount rate, let N?'(t) be the number of accepted orders over
interval [0, t] for product i, i = 1,2, and let N2(t) be the number of rejected orders
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for type 2 over the same period of time. We seek an optimal control policy r so as
to maximize either the discounted system profit over an infinite horizon,
max Jr(y(0)) = Ey(0) e- pidNa(t) - e-tr2dN2(t) + eatc(y(t))d
(4.1)
or the average profit over an infinite horizon,
max Ja = lim E [EPiN~(T)- r2N(T) + c(y(t))dt (4.2)
7rT T-00o T -,c T 
In (4.1), J,,(y(O)) is the expected profit function under policy 7r starting from initial
state y(O) = (y1(O), y2(0)). In the rest of this chapter we will mainly focus on the
discount-profit problem. However, the theoretical results in the discounted-profit
model also apply to the average-profit problem.
The optimal function J* (Y, Y2) satisfies the following optimality equation [3]:
J(Y1, Y2) + f + 1 + A2 c(Yl, Y2 )+ HoJ(yl, Y2 ) + AlHJ(Yl, Y 2) + 2H 2 J(Yl, Y2)}
(4.3)
where Ho, H1, and H2 are functions defined by,
HoJ(yi,y 2) = max {J(Y, Y2), J(Y + 1,y2), J(yl,y2 + llY2 < 0)}
H1J(yl,Y2) = J(Yl1-1,Y 2)+P 
H2J(yl,y 2) = max{J(Y,y 2 -1)+p 2, J(yl,y 2)-r 2}.
Ho corresponds to the production decision: the manufacturer can choose to either
produce or stop production. As a constraint, MTO products can only be produced
when there are backorders. H1 indicates that the demands for type 1 will always be
accepted. H2 is associated with the admission control for an arriving demand for type
2. The manufacturer can either accept (backlog) or reject the demand.
Since it is always possible to redefine the time scale, without loss of generality, we
can assume oe + , + A1 + A2 = 1. Then, the optimality equation can be simplified as:
J(l, Y2) = c(y1, Y2) + PHoJ(Y, Y2) + A1H1J(yi, Y2) + A2H2J(yI, Y2) := HJ(yi, Y2)
(4.4)
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The optimality equation under the average-profit criterion is:
J(yi, y2) + g = c(yi, Y2) + UHoJ(Yl, Y2) + AiHiJ(yi, Y2) + A2H2J(Y, Y2) (4.5)
where g is the optimal average profit per unit time.
4.2.2 The Optimal Policy
We investigate the structure of the optimal policy following the approach of Ha [18]
and De Ve:ricourt, Karaesmen and Dallery [8]. We first define a set of optimality
conditions and decision rules, and then show that the optimal expected profit function,
J(y), satisfies the conditions.
For any function f defined on Q, let A 1f(yl,y 2) = f(y + 1,y2) - f(y1,y2), let
A2f(Y1, Y2) = f(Yi, Y2 + 1) - f(yi, y2), and let A12f(Y) = f(yi + 1, Y2) - f(yi, Y2 + 1).
We define the set of functions as C, such that if f(yl, Y2) E C, then,
* C.1: For (Yl,Y 2)E CZ,
Condition C.1.1: Aif(Y 1, Y2) > 0, if yi < 0, i = 1, 2;
Condition C.1.2: A 12f(yi,y 2) > 0, if Yi < 0.
* C.2: For (y1, Y2) E 2,
Condition C.2.1: /lf(yl, Y2) and A 2f(Y 1, Y2) are non-increasing in Yi and
y2;
Condition C.2.2: Aif(y 1,y 2) > 0 for Yi < S, where S = min{zIAlf(z,O) <
0).
* C.3: For (y 1, Y2) E Q and Y2 < 0,
Condition C.3.1: 12f(Y1, Y2) is non-increasing in Yl and independent of y2;
Condition C.3.2: Ai12f(Y1, Y2) > 0 for Y1 < R, where R = min{zli 2f (z, -1) <
0).
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. C.4: For (yl, Y2), (Y1, Y2) E Q and y 2 < 0,
Condition C.4.1: A2f(yY, Y2) = A2 f(Yl, Y2), if Y1 + Y2 = Y1 + Y2;
Condition C.4.2: 2f(Y1, Y2- 1) < P2 + r2 for Y + Y2 > B, where B =
max{z A2f (0, z - 1) > P2 + r2}.
To have some intuition on the above conditions, we apply the condition set C
to the expected profit function J(yl, Y2). Condition C.1.1 implies that, if there are
backorders for a product, it is better to produce the product rather than idle the
machine. Condition C.1.2 indicates that, if there are backorders for both products,
type 1 has higher priority than type 2. Condition C.2.1 implies that the marginal
benefits of increasing Yl and y2 are non-increasing in both yl and Y2. Condition
C.2.2 indicates that for threshold level S, if Y < S, then producing type 1 is better
than idling the machine. Condition C.3.1 and C.3.2 imply that type 1 has higher
priority if the inventory of product 1 is less than a threshold level R (i.e., yl < R),
and type 2 has higher priority otherwise. The sign of P2 + r2 - A2J(yl, Y2 - 1)
determines whether to reject an order for type 2. Condition C.4.1 suggests that
admission decisions depend on total inventory level, but not on the inventory level of
each product, and Condition C.4.2 indicates the acceptance of a new order for type
2 rather than rejection, as long as the the total inventory of products 1 and 2 are
larger than a threshold level B (i.e., Y1 + Y2 > B).
We show that under the optimal conditions, the threshold level S cannot be less
than threshold level R.
Proposition 4.1 In the optimal solution R < S.
In the following, we show that the optimal profit function J(Yl, Y2) satisfies all the
conditions in set C (i.e., J(yl, y2) c C). Lemma 4.1 indicates that the structure of the
function f in C is preserved under functions H.
Lemma 4.1 If f(y1, 2) E C, then Hf(yI,y 2) E C.
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In the next theorem we use the lemma to show that a modified basestock policy
is optimal.
Theorem 4.1 The optimal policy is characterized by three parameters: the basestock
level, S, the rationing level, R, and the admission level, B, such that,
* Production control: when there are no backorders in the system, it is optimal to
produce type 1 if Yl < S, and to stop production if Y1 > S.
* Rationing control: when there are backorders in the system, it is optimal to
produce type 1 if y1 < R, and to produce type 2 if yl > R and Y2 < 0.
* Admission control: it is optimal to accept an arriving demand for type 2 if
yl + Y2 > B, and to reject otherwise.
yJ
o~ o~xoo o0  o o o o o o o Idle
O Produce 2 O O Produce2 O O O C[ S
O Reject2 O Accept2 0 O O O
0.0*. 0. . 0 00 0 
*-40 e e Produce 1 * Produce 1
· * * · Reject 2 · · \ Accept2 1 Y2
4 4 4 4 4 4 4 4 4 4 4 -2
'Admission
* Produce Product 1;0 Produce Product 2; [ Stop Production.
Figure 4-1: The (S, R, B) Policy
The optimal policy can be described in Figure 4-1. Under the optimal policy, the
manufacturer will stop production if the inventory level of type 1 is greater or equal
to S and there is no backorder for type 2. When the inventory level of type 1 is higher
than R and there are backorders of type 2 in the system, the manufacturer will give
higher priority to type 2 backorders. If the inventory level of type 1 is less than R or
there are no backorders for type 2, the manufacturer will produce type 1 to increase
the inventory level. The manufacturer will accept an arriving demand for type 2 if
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the total net inventory yl + Y2 is higher than B or reject it otherwise. We refer to
this policy as the (S, R, B) policy.
4.2.3 Cancelable Aftermarket Backorders
In this subsection, we extend our results to the problem where backorders for MTO
products can be canceled by the manufacturer. We assume that the manufacturer
can cancel a backorder for type 2 with a cancelation penalty 12, 12 > r2. In this case,
the manufacturer needs to decide whether to cancel a low-priority backorder as a
high-priority order arrives. We first change function H1 as
HiJ(Il, Y2) = max{J(yl - 1,y2) + pl, J(yl - 1,Y2 + 1) +P -P2 -P2-12}
Then we can add the following condition to C:
* C.4: For (Y1, Y2) E , Y2 < 0,
Condition C.4.3: A2f(Y1, Y2 - 1) < P2 + 12 for Y1 + Y2 > L, where
L = max{zA2f(0, z- 1) > P2 + 12}
We show that under the optimal conditions, the threshold level B cannot be
greater than threshold level L.
Proposition 4.2 In the optimal solution L < B.
With a few modifications in the proofs, we can show that Lemma 1 holds with the
modified functions and the updated condition set. In addition, we have the following
theorem:
Theorem 4.2 The optimal policy is characterized by four parameters: the basestock
level, S, the rationing level, R, the admission level, B, and the cancelation level, L,
such that,
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* Production control: when there are no backorders in the system, it is optimal to
produce type if y1 < S, and to stop production if Y1 > S.
* Rationing control: when there are backorders in the system, it is optimal to
produce type 1 if yl < R, and to produce type 2 if y1 > R and Y2 < 0.
* Admission control: it is optimal to accept an arriving demand for type 2 if
yl + 1y2 > B, and to reject otherwise.
* Cancelation control: it is optimal to cancel a backorder for type 2 upon arrival
of an order for type 1, if Yl + Y2 < L.
The optimal policy for a two-product problem with cancelation is described in
Figure 4-2. Under the optimal policy, if the total inventory y1 + Y2 is lower or equal
to L, the manufacturer will cancel a backorder for type 2 when an order for type 1
arrives. We refer to this policy as the (S, R, B, L) policy.
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Figure 4-2: The (S, R, B, L) Policy
4.2.4 Multiple Make-to-Order Products
Using the same approach as in Carr and Duenyas [5], we can extend the above model
to a problem with a single MTS product and multiple MTO products. For this
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purpose, we use the same assumption as in Carr and Duenyas [5] that all MTO
products have the same production rate and the same backlogging penalty. Without
loss of generality, the aftermarket products can be indexed from 2 to n, such that
P2 + r2 <_ . <_ Pn + rn-
Since all MTO demands have the same backlogging penalty, it is unnecessary to
differentiate them once they are accepted. All MTO demands have the same priority
in the waiting queue, and the first-come-first-serve rule will be applied. So the system
state can still be described with (Y1, y2), where Yl is the net inventory level of the OEM
product, and -Y2 is the total amount of backorders of all MTO products (product 2
to product n).
To adjust the model to this problem, we change the function Hi, i = 2,.. ., n, as
follows:
Hi J(yl, Y2) = max {J(Y, Y2 - 1) + Pi, J(Y, Y2) - ri}.
Then we can change condition C.4.2 to,
* C.4: For (Y, Y2) E , Y2 < 0,
Condition C.4.2: A2f(y1, y2 - 1) < Pi + ri for Y1 + Y2 > Bi, where
Bi = max{zJAl2f (0, z - 1) > Pi + ri}
Proposition 4.3 In the optimal solution Bi > Bj, for 2 < i < j.
With some modifications in the proof, we can show that Lemma 1 holds for the
modified function, Hi, i = 2,... ,n, and the updated condition set. The optimal
policy of the problem with multiple aftermarket products can be characterized by
the basestock level, S, the rationing level, R, and a sequence of admission levels,
B2, . . ., Bn, where Bi, i = 2,..., n, is the admission level of product i.
The optimal policy for a three-product problem with cancelation is described in
Figure 4-3. If the total inventory, Y + Y2, is between B2 and B3, the manufacturer
will reject demands for type 2, and accept demands for type 3; If the total inventory
is below B3, the manufacturer will reject demands both for type 2 and 3.
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Figure 4-3: The (S, R, B) Policy with Two Types of Make-to-Order Products
4.3 Model with Customized and Pre-configured Prod-
ucts
4.3.1 Problem Formulation
in this section, we consider another type of MTS/MTO manufacturing system, which
pervades in the companies facing consumers directly. For example, Dell provides very
high flexibility for customers to customize their products, and at the same time, it
also frequently provide promotions for some low-end, pre-configured products. The
promotional products not only enlarge the company's market share, but also allows
the manufacturer to better manage the production capacity.
In this model, type 1 is for promotion, and it is produced to stock; type 2 is the
regular product for customization, and hence it is produced to order. Demands for
type 1 is satisfied if inventory is available, and is backlogged or rejected otherwise
depending on the manufacturer decision. Demands for type 2 provide higher profit
margin to the manufacturer, and they are always fully accepted. Type 1 has lower
unit backlogging penalty than type 2, b < b2. We continue with the notations and
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the assumptions in Section 2.
With the above assumptions, we observe that the manufacture does not control
the production and sequencing of type 2 demands. Orders for type 2 always have
higher priorities than for type 1, and within each class, the FCFS policy is respected.
The expected profit generated by type 2 product is determined by the demand process
itself, and the manufacturer only maximizes the "extra" profit generated by the pro-
motional product. The production and admission control of type 1 is independent
of the profit and backlogging penalty of type 2, as long as bl < b2. Therefore, the
two-product problem is reduced to a single-product problem under the impacts of
the higher-priority product, and we only need to incorporate the unit profit and the
backlogging penalty of type 1 into the model. For the same reason, this problem can
be easily extended with n - 1 types of MTO products whose backlogging penalties,
b2,. .. , bn are all higher than bl. Orders for different types of MTO products are
sequenced according to their backlogging penalties, and their impacts on the MTS
product are independent of their types.
In the following, we use an approach parallel to Section 4.2 to analyze a system
with one MTS and one MTO product. In state y = (yl, Y2), the system incurs an
"extra" cost for type 1 at rate
cl(yi) = -hy+ - bly.
We seek an optimal control policy 7r so as to maximize either the discounted "extra"
profit generated by type 1 over an infinite horizon,
max J17 (y(0)) = Ey(o) a e-°tpidNa(t) - e-jtrdN[(t) + e-atcl(y(t))dt ,
(4.6)
or the average "extra" profit generated by type 1 over an infinite horizon,
max d = lim E[ pNa(T) - rdN(T) + cl(y(t))dt (4.7)
In (4.6), J (y(O)) is the expected profit generated by type 1 under policy 7r starting
from initial state y(O) = (yl(O),Y2(O)). In the rest, we will mainly focus on the
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discounted-profit problem. The theoretical results in the discounted-profit problem
are also applicable in the average-profit model.
It can be shown that the optimal function J (Yl, Y2) satisfies the following opti-
mality equation [3]:
J1 (Yl, 2) = A2{l(Yl)+HoJl(Yl, Y2)+AHJl(l, Y2 )+A 2H 2Jl(Yl, Y2 )}
(4.8)
where Hi, i = 0, 1, 2, are functions defined in Q, such that,
HoJ1(y1,y2) = max {J1(yl,y 2), J(y + 1,y2), J(Yl, Y2 + 1Y2< 0)}
HiJ1(yl, Y2) = max {J1(Yl, Y2)-r, J(Yl,Y 2 -1) + Pl}
H2J(Yl,y 2) = J1(Y,Y 2 - 1)
Ho corresponds to the result of the production decision. The manufacturer can
choose to either produce or stop production. Particularly, make-to-order products
can only be produced when there are backorders. H1 is associated with the admission
control for a new arrival of type 1 demand. The manufacturer will satisfy demand
if inventory is available, or choose to backlog or to reject otherwise. Function H2
indicates that an arriving demand for type 2 will always be accepted.
Again, we can assume a +- + A1 + A2 = 1 by redefining the time scale, and the
optimality equation can be simplified as:
Jl(yl, Y2) =: cl(y1) + HoJ1 (Y1, Y2) + A1H1Jl1 (yl, Y2) + A2H2 Jl(yl, Y2) := HJI(yi, y2)
(4.9)
The optimality equation under the average-profit criterion is:
J(Yl, Y2) + 91 = C1(Y1) + -HoJ 1 (Y, Y2) + AlHi J(y 1, Y2) + A2H2J1(Y 1, Y2) (4.10)
where yg is the optimal average profit generated by type 1 per unit time.
4.3.2 The Optimal Policy
We use the same approach in Section 4.2.2 to investigate the structure of the optimal
policy for this model. Let us define a set D of functions such that if f(y1, Y2) E D,
then,
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* D.1: For (Yl, Y2) C Q,
Condition D.1.1: Aif(yl,y2) > 0, if Yi < 0, i = 1, 2.
Condition D.1.2: A12f(Y1, Y2) < 0
* D.2: For (l, 2) E ,
Condition D.2.1: Alf(yl, Y2) is non-increasing in yl and Y2.
Condition D.2.2: A1f(yl1,y2) > 0 for yl < S, where S = min{zlAlf(z,O) <
0).
* D.3: For (Y1, Y2), (Y', Y2) E l, Yl < 0, yl < 0,
Condition D.3.1: A1f(1, Y2) = Af(Y1, Yy), if Yl + Y2 = Y1 + Y.
Condition D.3.2: Alf(yl - 1, Y2) < pi + r1 for Y1 + Y2 > B, where
B = max{zlAlf(z - 1, 0) > pi + rl}
To get some intuition on the above conditions, we apply the condition set to
the expected profit, J(yl, y2). Condition D.1.1 implies that if there are backorders
in any class, the production line needs to keep producing. Condition D.1.2 indicates
that a backorder for type 2 always has a higher priority than for type 1. Condition
D.2.1 implies that the marginal benefit of increasing yl is non-increasing in both yl
and Y2. Condition D.2.2 indicates that if y < S, then the production line needs
to keep producing type 1 when there are backorders for type 2. Since the sign of
P1 + rl - AlJl(y l - 1, Y2) determines whether to reject an order for type 1, Condition
D.3.1 suggests that the rejection decisions depend on total inventory level. Condition
D.3.2 indicates to accept an arriving demand for type 1 as long as the level of
inventory satisfies inl Yi > B.
The following lemma shows that the structure of the functions in D is preserved
under functions H.
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Lemma 4.2 If f(yl, 2) E D, then Hf(yl,y 2 ) D.
Using the lemma we show, in the next theorem, that a modified basestock policy
is optimal.
Theorem 4.3 The optimal policy is characterized by two parameters: the base-stock
level, S, and the admission level, B, such that,
* Production control: if there are backorders for type 2, it is optimal to produce
type 2; otherwise, it is optimal to produce type 1 if yl < S, and to stop production
if y1 _> S;
* Admission control: it is optimal to satisfy an arriving demand for type 1 if
Y1 > 0, to reject if Y1 + Y2 < B, and to backlog otherwise.
le
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* Produce Product 1;0 Produce Product 2; 0 Stop Production.
Figure 4-4: The (S, B) Policy
The optimal policy is described in Figure 4-4. Under the optimal policy, the
manufacturer will stop production if the inventory level of type 1 reaches S, and keep
producing otherwise. When there is no inventory available, the manufacturer will
backlog an arriving demand for type 1 if the net inventory, Y1 + Y2 , is higher than
B, or reject otherwise. In this policy, type 2 orders always have higher priority and
cannot be rejected. We refer to this policy as the (S, B) policy.
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4.3.3 Cancelable Promotional Backorders
In this section, we assume the manufacturer can cancel a backorder for type 1 with a
cancelation penalty 11, 11 rl. In this case, the manufacturer needs to decide whether
to cancel a backorder for type 1 when an order for product 2 arrives. To adjust the
model to this situation, we first change function H2 as follows
H2Jl(Yl, y 2) = max {Jl(Yl, Y2 - 1), Jl(yl + 1,Y2 -1) -pl -}.
Then we can add the following condition to D:
* D.3: For (Yl,Y2) E , Y < 0,
Condition D.3.3: Alf(yl - 1, Y2) < P1 + 11 for Yl + Y2 > L, where
L = max{zlf(z - 1, 0) > P + l}.
We first show that under the optimal conditions, the threshold level B cannot be
greater than L.
Proposition 4.4 In the optimal solution L < B.
With a few modifications in the proof, we can show that Lemma 4.2 holds with
the modified functions and the updated conditions. In addition, we have the following
theorem:
Theorem 4.4 The optimal policy for the problem with cancellable make-to-stock
backorders is characterized by three parameters: the base-stock level, S, the admission
level, B, and the hold-up-to level, L, such that,
* Production control: if there are backorders for type 2, it is optimal to produce
type 2; otherwise, it is optimal to produce type 1 if yl < S, and to stop production
if Y1 > S;
* Admission control: it is optimal to satisfy an arriving demand for type 1 if
Y1 > O, to reject if y1 + Y2 < B, and to backlog otherwise;
* Cancelation control: it is optimal to cancel a backorder for type 1 after accepting
an order for a higher-priority product, if yl + Y2 < L.
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The optimal policy is described in Figure 4-5. Under the optimal policy, if the
net inventory level, yl + Y2, is lower or equal to L, the manufacturer will cancel a
backorder for type 1 when an order for type 2 arrives. We refer to this policy as the
(S, B, L) policy.
* Produce Product 1;0 Produce Product 2; E Stop Production.
Figure 4-5: The (S, B, L) Policy
4.4 Computational Analysis
In this section we report the results of the computational study that we performed
based on the model with OEM and aftermarket products. The computational analysis
based on the model with customized and pre-configured products presents similar
properties, and therefore is omitted.
The goal of our numerical analysis is to investigate the following questions:
1. What is the profit improvement of the optimal policy relative to commonly
used policies? Under what circumstances the improvement is or is not very
significant?
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2. Canceling orders prevents large backlogging costs for the manufacturer. How-
ever, it also decreases customer satisfaction. How much the profit decreases
if the manufacturer does not utilize the flexibility of canceling the customer
orders?
3. In some systems the production capacity is separated between the two products
in a dedicated mode. Pooling the capacity dedicated to the two products and
creating a flexible capacity may be very costly. Thus, it is of interest to study
in what circumstances pooling the capacity of the two products provides a
significant increase in profit.
4. When the objective is to maximize profit, it is sometimes inevitable to sacrifice
the service level of some customers. Therefore, an important question is: What
is the impact of the (S, R, B) policy on the service level of both the aftermarket
and the OEM customers? Does system with pooled capacity also provide a
better service level than systems in which the production capacity is allocated
to two products? How and how much will the service level of each product be
affected by the pooling effect?
Our numerical study consists of 160 cases generated by varying the following para-
meters:
* p = ( 1 + A2)/p: This parameter is an indication of the manufacturer's relative
capacity compared to the market size. We refer to p as potential machine
utilization in the rest of the chapter. Please notice that p is not the real machine
utilization since aftermarket demands may be rejected. We considered five
values for p, specifically, p E {0.6, 0.8,1.0,1.2, 1.4).
* A1/(A1 + A2): This parameter represents the size of the OEM demand compared
to the aftermarket demand. In our numerical study we considered four cases,
namely A1/(A 1 + A2 ) C {0, 0.3, 0.7, 1.0}.
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* P2/P1: This ratio represents the price difference between the two products.
Since the price of aftermarket product is higher than the price offered to the
OEM, we consider four values for P2/P1 that are all greater than one, namely
P2/Pl E {1.0, 1.3,1.6, 2.0}. We did not consider ratios grater than 2, since it is
very uncommon in practice to have cases in which an item is sold twice of its
price for OEM.
* The penalty ratio, b2 /bl, represents the backlogging penalty difference between
the two products. In the numerical study we assume the backlogging penalty of
each product is linearly related to its price, and we consider the following two
scenarios: (bl = 2 0%pi, b2 = 5 %p2), and (bl = 4 0 %pl, b2 = 5 %P2). Note that,
although pi < P2, in both scenarios backlogging of type 1 customers is costlier
than that of type 2 customers.
In order to better present the effects of the parameters on the system performance
(and omit the effects of discount factor), our numerical study uses total expected profit
per unit time as the performance measure.
4.4.1 Simple Base-Stock Policy Versus Optimal Policy
i]n this section we compare the performance of the optimal policy with a policy that
is commonly used in practice (i.e., the simple base-stock policy). The objective is to
investigate how much the expected profit increases if systems switch from using the
simple base-stock policy to using the optimal policy.
The policy that is often used in practice is characterized by two threshold levels:
base-stock level, S', for type 1 products, and admission level, B', for type 2 products.
Under this policy, the system follows a base-stock policy for type 1 products, namely
the system produces type 1 products as long as the inventory is less than S'. When
the inventory of type 1 product reaches S', the system produces type 2 products if
there is a backorder of type 2, or idles otherwise. The orders for type 2 product will
only be accepted if the number of type 2 backorders is less than B'. We call this
policy the (S', B') policy.
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In order to obtain the system's profit under the (S', B') policy we revised the
MDP model (4.3) as follows: For every state of the system we only allow one action,
namely the action that is consistent with the (S', B') policy. This makes our MDP
model a successive approximation model that results in the average profit under per
unit time if policy (S', B') is implemented.
To obtain the optimal values for S' and B', we searched all possible combinations
for values S' and B' and obtained (S'*, B'*) that results in the maximum expected
profit. Considering JSB as the system's profit under the optimal (S', B') policy, we
evaluate the profit improvement under the optimal policy using the following measure:
Profit Potentialoptimal - SB x 100%
JSB
where JSRB is the profit under the optimal (S, R, B) policy.
Based on our numerical study, we found that, on average, the profit improvement
obtained by using the optimal policy is 8%. The maximum profit improvement can
be up to 40%.
We examined the effects of price ratio and potential machine utilization on the
profit improvement. Figure 4-6, which is one set of examples among several that
we studied, depicts the typical behavior of the system. Figure 4-6 is for a case in
which A1/(A l + A2 ) = 0.7 and b = 20%pl. As the figure shows, when the price ratio
increases, implementing the optimal policy results in more profit improvement. The
reason is that, when the price ratio increases, it becomes more beneficial to produce
type 2 products. Therefore, the system tends to give more priority to produce type 2
products. On the other hand, since the backlogging penalty cost for type 1 products
is higher than that for type 2 products, the system also has the tendency to give
priority to type 1 products. Under these circumstances, where the two products are
competing for the capacity, the optimal policy can manage the production and the
inventory more effectively than the simple base-stock policy.
The figure also suggests that profit potential increases as p increases. This is true
since as potential machine utilization increases (i.e., capacity becomes tighter) it is
more and more important to allocate capacity effectively between the two classes of
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products. This is exactly what the optimal policy achieves. However, when p > 1.0,
the expected profits under both the optimal policy and the simple base-stock policy
become negative as p further increases, and the profit difference between the two
policies becomes smaller and finally approaches zero. In this case, since the production
capacity is very tight, both policies behave the same and allocate all production
capacity to type 1 products, and reject the aftermarket demands.
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Figure 4-6: Impact of Price Ratio on Profit Potential.
Figure 4-7 shows the typical system behavior of how changes in demand ratio and
potential machine utilization affect the profit improvement. Figure 4-7 corresponds
to one set of our numerical study in which P2/P1 = 1.6 and b = 20%pl. As the
figure suggests, when the demand ratio, iAl equals 0 or 1, there is only one type
of products in the system, and therefore there is no difference between the optimal
policy and the simple base-stock policy. However, as the demand ratio increases from
0 to 1, the relative performance of the optimal policy increases and then decreases.
The reason is the same as what was described for Figure 4-6. When the demand
ratio is not close to 0 or 1, both products are competing for production capacity,
and therefore] employing the optimal policy that effectively allocates the production
capacity between the two products can dramatically improve the profit.
Figure 4-7 also depicts that, as the total demand relative to the production capac-
ity increases, the profit improvement of the optimal policy increases. In other words,
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manufacturers with tighter capacity benefit more form implementing the optimal
policy. The reason is the same as for Figure 4-6.
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Figure 4-7: Impact of Demand Ratio
4.4.2 Effectiveness of Order Cancelation
We also studied the performance of the cancelation policy analyzed in Section 4.2.3.
Interestingly, we found that in all the scenarios in our numerical study, cancelation
provides very slight profit increase (i.e., less than 0.8% in maximum), compared with
the optimal policy in which order cancelation is not applied. This is quite intuitive.
When the manufacturer has the flexibility to accept or reject an order, having ad-
ditional flexibility of canceling an order later does not have much value. The small
amount of profit increase together with the concerns associated with loss-of-reputation
explains why cancelation policies are rarely used in supply chain practice.
4.4.3 Effectiveness of Pooling
As we mentioned, pooling the capacity dedicated to the two products and creating
a flexible capacity may be very costly. Thus, it is of interest to study in what cir-
cumstances pooling the capacity of the two products provides a significant increase
in profit.
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In this section we therefore study the pooling effect by comparing the performance
of a single-machine system with capacity At with that of a two-machine system with
total capacity A. In the two-machine model, each machine is dedicated to one product.
The total production capacity /t is optimally allocated between the two products.
Specifically:
* Machine 1 produces item 1 according to a make-to-stock policy with base-stock
level S1. This machine has the capacity to produce , 1 items of type 1 per unit
time.
* Machine 2 produces item 2 according to a make-to-order routine with admission
level B2. Machine 2 has the capacity to produce u2 items of type 2 per unit
time, where /l + 2 = .
In order to obtain the optimal allocation of capacity A to machines 1 and 2 (i.e., finding
/L and p/), we compared the summation of the average profits of both machines for
all possible values of ( 1,/ 2 ). For each capacity allocation (l,/ 2 ) we obtained the
optimal base-stock level St that results in the maximum profit for machine 1 and
the optimal admission level B* that results in the maximum profit for machine 2. By
searching over all capacity allocation ( 1, /12) (and its corresponding optimal threshold
level S and B*), we obtained the optimal capacity allocation (, *) that resulted
in the maximum total average profit. We call this profit JTwo. We then measured the
profit potential of polling capacity by:
Profit Potentialpoolin R = - x 100%
JTwo
By examining the 160 cases in on our numerical study, we found that, pooling
capacity of the two machines and implementing the optimal (S, R, B) policy in the
new system can improve profit, on average, by 20%. The maximum improvement can
be up to 80o%.
We also observed that the potential profit of pooling capacity increases as the
price ratio p:2/pl or potential machine utilization increases. However, as production
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capacity gets tighter (e.g., p > 1), the profit potential beginning to decreases as p
further increases. Furthermore, similar to the previous case, the potential profit of
pooling is low when one demand type is much lower (or higher) than the other (i.e.,
A1/(A1 + A2) is either very small or very large).
4.4.4 Impact on Service Level
When the objective is to maximize profit, it is sometimes inevitable to sacrifice the
service level of some customers. Therefore, it is important to understand what the
impact of the (S, R, B) policy is on the service level of both the aftermarket and the
OEM customers. Thus, in this section we study the impact of the optimal policy on
customers' service levels.
Here we define the service level for aftermarket demands, SLAMK, as the fraction
of aftermarket orders that are accepted; and the service level for OEM demands,
SLOEM, as the fraction of OEM orders that are immediately satisfied.
Figure 4-8 illustrates service level for aftermarket demands under the optimal
(S, R, B) policy and the simple (S', B') policy. As the figure shows, when the price
ratio increases, both the optimal policy and the simple base-stock policy increase the
service level for aftermarket demands slightly. This is very intuitive. The manufac-
turer will accept more aftermarket demands when they contribute more profits.
The figure also suggests more service level improvement as p increases. When
the production capacity is sufficient, e.g., p = 0.6,0.8, both policies maintain high
service levels for aftermarket demands, and the service level under the optimal policy
is slightly higher than that under the simple base-stock policy. As capacity becomes
tight (p = 1.0), the optimal policy provides higher service level than the simple base-
stock policy. The reason is the same as that described in Figure 4-6. However, as p
further increases, the difference in service levels of the two policies becomes smaller
and finally approaches zero. In this case, since the production capacity is very tight,
both policies behave the same and allocate all production capacity to type 1 products,
and reject the aftermarket demands.
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Figure 4-8: Service Level for Aftermarket Demands under the (S, R, B) Policy and
the (S', B') Policy
Figure 4-9 illustrates service level for OEM demands. When the price ratio in-
creases, the service level for OEM demand customer under both the optimal policy
and the simple base-stock policy decreases. The figure also depicts that when the
production capacity is sufficient, e.g., p = 0.6, 0.8, both policies maintain high ser-
vice levels for OEM demands. As capacity becomes tight (p = 1.0), service level is
lower under the optimal policy than the simple base-stock policy. This is because
the optimal policy sacrifices the service level for OEM demands in order to accept
more demands from the aftermarket and thus improve the overall profit. As p further
increases, the difference in service level of the two policies becomes smaller and finally
approaches zero.
We also compared the single-machine system with the two-machine system, and we
observed that the optimal policy provides much higher service levels for aftermarket
demands than the two-machine model, but lower service levels for OEM demands.
In summary, the optimal policy increases the expected profit as well as the fraction
of satisfied aftermarket demands. This is particularly true when potential machine
utilization is high.
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Figure 4-9: Service Level for OEM Demands under the (S, R, B) Policy and the
(S', B') Policy
4.5 Concluding Remarks
In this chapter, we studied the production and inventory policies for two different
make-to-stock/make-to-order manufacturing environments. For the model with both
OEM and aftermarket demands, we show that the optimal policy can be charac-
terized by three parameters, the base-stock level S, the rationing level R, and the
admission level B. We extend the optimal policy to problems with cancelable after-
market backorders by the manufacturer, as well as to problems with multiple types of
aftermarket products. For the model where the manufacturer offers both customized
and pre-configured (promotional) products, we show that the optimal policy can be
characterized by two parameters, the basestock level S, and the admission level B. We
also extend the optimal policy to problems with cancelable pre-configured backorders
by the manufacturer.
After conducting an extensive computational analysis, we observed the following:
1. Implementing the optimal policy can result in up to 40% more profit than that
under the base-stock policy. This difference in profit is high when production
capacities is tight, when the backlogging penalty rates of the two products are
close, or when demand arrival rates in the two classes are close.
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2. When the manufacturer has the option of rejecting low priority orders, having
the flexibility of canceling an accepted low-priority order does not provide a
significant increase in profit.
3. Pooling production capacity between two types of products has the potential
to improve the system profit dramatically. The pooling effect becomes more
prominent when production capacities are tight, when the backlogging penalty
rates of the two products are close, or when demand arrival rates in the two
classes are close.
4. The optimal policy improves the profit by allocating the production capacity
more effectively, and therefore having the capability to accept more low-priority
demands. As a tradeoff, when the production capacity is very tight, the service
level for the high-priority demands under the optimal policy is lower than that
under the simple base-stock policy.
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4.6 Appendix A
PROOF OF PROPOSITION 4.1
Proof. By contradiction, assume R > S. By Condition C.3.2, A12f(S, -1) > 0. Notice
that A12f(S, -1) = f(S + 1, -1)-f (S, O)+ f(S + 1, 0) - f(S +1,0) = Alf(S, O) - A2f(S +
1, -1), so we get Alf(S, 0) > zA2f(S + 1, -1), which cannot be true since we know that
A 1f(S, 0) < 0 by Condition C.2.2 and A 2f(S + 1, -1) > 0 by Condition C.1.1. ·
PROOF OF LEMMA 4.1
We prove that function H preserves each condition in C.
Proof for Condition C.1.1: We prove that Hkf preserves Condition C.1.1, i.e., if (y) >
0, for yi < 0, and i = 1,2. Since
AiHf(y) = Aic(y) + AiHof(y) + AiHlf(y) + AiH2f(y),
in order to prove that AiHf(y) > 0 for Yi < 0, we show that all terms on the right hand
side of the above equation are non-negative for Yi < 0 and i = 1, 2.
* For Hof, note that Hof(y + ei) can be written as Hof(y + ei) = f(y + ei + ep),
where ep is one of the following three cases: ep = eo = (0,0), ep = el = (1,0),
or ep = e2 = (0,1). Similarly, Hof(y) = f(y + eq), where eq can be eo = (0, 0),
el = (1, 0), or e2 = (0, 1). Then we have
AiHof(y) = Hof(y + e) - Hof(y) (Def.)
= f(y + e + ep) - f(y + eq) (Above)
> f(y + ei + eq) - f(y + eq) (Max)
= Aif(y + eq) (Def.)
> 0 (C.1.1)
* For Hif, we have Hlf(y + e) = f(x e - el) + pi and Hlf(y) = f(y - el) + pi.
Then we will have
AiHlf(y) = Hif(y+ei)-Hlf(y) = f(y+ei-el)+-pl-f(y-el)-pl = Aif(y-el) > 0.
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* For H2f, using a similar approach as in the first case, we can write H2f(y + ei) =
f(y + ei - ep) + g2 (p), and H2f(y) = f (y-eq) + g2(q) with ep and eq equal to either
eo or e 2, and 92(0) = -r2 and 92(2) = P2. We have
AiH2f(y) = H2f(y + ei)-H 2f(y)
f(y + ei - ep) + g2(p)-f(y - eq) -g2(q)
> f(y+ei - eq) + g2(q) - f(y-eq) - 2(q)
= if(y - eq)
> 0
(Def.)
(Above)
(Max)
(Def.)
(C.1.1)
Thus, we have AiHkf(y) > 0 for k = 0, 1, 2. On the other hand,
bl(yl + 1) + b2 y2 - blyl - b2y2 = bl O0 if
Aic(y) = c(y+ei)-c(y) = blyl + b2(Y2 + 1) - bly1 - b2Y2 = b2 > 0 if
-hy + b2(y2 + 1) + hyl - b2y 2 = b2 O0 if
so Aic(y) = bi > 0 if Yi < 0. Therefore, we have AiHf(y) = Aic(y)
AiHf (y) + AiH 2f(y) > 0. This completes the proof for Condition C.1.1.
Y1 < 0, Y2 O0, i = 1
Y1 <0, Y2 <0, i = 2
YI > 0, Y2 <0, i = 2.
+ AiHof(y) +
Proof for Condition C.1.2: The proof is similar to the proof for Condition C.1.1, and
is therefore omitted.
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Proof for Condition C.2.1: We must prove that AlHkf(y), Alc(y), A2Hkf(y), and
A2c(y) are non-increasing in Yl and Y2.
Proof for AlHof(y): First we prove that AlHof(y) is non-increasing in yl and Y2. By
definition AiHof(y) = Hof(y + el) - Hof(y), so we have,
f(y + 2ei) - f(y + el)
f(y + 2el) - f(y + el)
f (y + el + e2) - f (Y +
f(y + 2ei) - f(y + el)
f(y + el + e2) - f(Y +
f(y + el) - f(y + el)
f(y + el + e2) - f(Y +
f(y + el) - f(y)
f (y + el + e2) - f (Y +
= Alf(y + el)
= Alf(y + el)
el) = A2f(Y + el)
= Alf(y + el)
e2) = Alf(y +- e2)
=0
e2) = Alf(y + e2)
= Alf(y)
e2 ) = Alf(y + e 2)
if yl <R-
if y = R-
if yi= R-
if R<yl <
if R<yl <
if yl =S-
if yl=S-
if yl> S,
if Y >S,
By C.2.1, Alf(y) and A2f(Y) are both non-increasing in yl and Y2, so
1
1, Y2 = 0
1, Y2 < 0
S- 1, Y2 = 0
S-l, Y2 <O
1, y2 = 0
1, Y2 < 0
Y2 = 0
Y2 < 0
1 Ho (y) is non-
increasing in yl and y2 within each of the nine sub-condition intervals listed above. In the
following, we will show that AlHo(y) is non-increasing in yl and Y2 across any two adjacent
intervals.
Here we only show that To show AlHof(y) is non-increasing in yl and Y2 across the second
and the third intervals (when Yl = R - 1 and Y2 = 0). The proofs for other intervals are
similar and are therefore omitted.
let us denote yR = (R - 1, 0). By the results above, we have
AIHof(yR +- el)
AiHof (yR)
A1Hof(yR - el)
= Alf(y R + 2el)
= Alf(yR + el)
= Alf(yR).
On the other hand, by C.2.1, we have
Alf(yR + 2el) < Alf(yR + el) < Alf(yR),
so AilHof(y) is non-increasing in Yl across the adjacent intervals at yR. To show that
AlHof(y) is also non-increasing in Y2 across the adjacent intervals at yR, note that
A1Hof(yR - e2 ) = A2f(YR - e2 + el) = A2f(YR) (C.4.1)
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AlHof(y) =
On the other hand, by C.2.1 and C.3.2, we have
A2f(y R ) > A2f(yR + el) > Alf(yR + el),
so AlHof(y) is non-increasing in Y2 across the adjacent intervals at yR.
Proof for A1Hlf(y): Now let us prove that AiHlf(y) is non-increasing in Yl and Y2. We
know,
A1Hlf(y) = f(y + el - el) + P1 - f(y - el) - pi = Alf (y - el).
By Condition C.2.1, Alf(y) is non-increasing in Yl and Y2. So AlHlf(y) is also non-
increasing in yl and Y2
Proof for AlH 2 f(y): Now we prove that AlH 2f(y) is non-increasing in yl and Y2. For
this case, we have
f(y + el - e2) + P2 - f(Y - e2) -P2 = Alf(Y - e2 ) if Y+Y2 >B
AlH2f(y) = f(y + el - e2) + P2 - f(Y) + r2 =A12f(y - e2) + P2 + r2 if Y+ Y2 =B
f(y + el) -r 2 - f(y) +r 2 = Alf(y) if Yl+Y 2 <B
Using Condition C.2.1, it is easy to show that AlH 2 f(y) is non-increasing in yl and Y2 when
Yl + Y2 < B or when Yl + Y2 > B. However, when Yl + Y2 = B the proof is different. Let us
denote yB = (Y1, Y2), such that Yl + Y2 = B. In the following, we will compare AlH 2f(yB)
with AlIH2f(yB + el), AlH2 f(yB + e2), AlH 2f(yB - el) and AlH 2f (yB - e2), one by
one.
AlH2f(yB) -- AlH 2f(yB + el)
AlH2f ((yB B) - lH2f(yB - el)
12f( B - e2) + p 2 + r2 - Alf(yB - e2 + el) (Above)
A12f(YB) + P2 + r2 - Alf(yB - e2 + el) (C.3.1)
> Alf(YB ) - Alf (yB - e2 + el) (C.4.2)
f(yB + el) - f(yB) _ f(yB -e2 + 2el) + f(yB - e + el)
= Ai12f(yB - e2) - IA12f(YB - e2 + el) (Def.)
> 0 (C.3.1)
= A12f(yB -e 2 ) +P2 + r2 -Alf(yB -el) (Above)
_< Alf(yB - e2) - Alf(yB - el) (C.4.2)
f(yB - e2 + el) - f(yB _ e2) - f(yB) + f(yB _ el)
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= A2f(y B - e2) - A2f(yB - e2- el)
< O (C
Thus, AIlH2f(yB) is non-increasing in yl across the adjacent intervals at yB. We now
compare AiH 2f (yB) with AlH 2f (yB + e2) and A1H2 f (y B -e 2) to show that Al H 2f (yB)
is also non-increasing in Y2 across the adjacent intervals.
AiH2f (yB) - AlH2f(yB + e2)
= P2 + r2 - 2f (YB)
> 0
AH2f (yB) - AlH2f (yB - e2) = A12f(y B - e2) + P2 + r2 - Alf(yB - e2)
= P2 + r2 - A2f(Y B - e2 )
< 0
Therefore, AlH 2f (yB) is also non-increasing in Y2 across the adjacent intervals at yB
Proof for Alc(y): We now show that Alc(y) is non-increasing in yi, Y2. Note that,
Aic(y) = c(y + el) - c(y) { bl(y, + 1) + b2y2 - bly1 - b2y2 = b > O
-h(yi + 1) + b2y2 + hyl - b2Y2 = -h < 0
if Y1<O
if y >O
which is is non-increasing in yl, Y2
In conclusion, since AlHof(y), Al1Hlf(y), A1H2f(y), and Alc(y) are all non-increasing
in yi, Y2, then AiHf(y) is non-increasing in yl, Y2. This completes the proof for AlHf(y).
Proof for A 2Hof(y): Next, we prove that zA2Hkf(y) is non-increasing in yl and Y2. By
definition, A2Hkf(y) = Hkf(y + e2) - Hkf(y), so we have,
A2Hof(Y) =
I
f(y + e2 + el) - f(y +
f(y + 2e2)- f(y + e2)
f(y + e2 + el) - f(y +
f(y + e2) - f(y + e2)
el) = A2f(Y + el)
= A2f(y + e2)
e2) = Alf(y + e2)
= O
if Yl <R
if Y > R,
if S>yl>
if Y1 > S,
Y2 < -1
R, Y2 = -1
Y2 -1
94
(Def.)
:.3.1)
= A12f(y B - e2 ) + P2 + r2 - Alf(B)
= 1 2f(B) + P2 + r2 - Alf(yB)
(Above)
(C.3.1)
(Def.)
(C.4.2)
(Above)
(Def.)
(C.4.2)
Using the same argument as in the proof for AlHof(y), it is easy to show that A 2Ho(y) is
non-increasing in Yl and Y2.
Proof for A 2Hlf(y): Now we prove that A 2Hlf(y) is non-increasing in Yl and Y2, we
have
A2Hlf(y) = f(y + e2 - el ) + pi - f(y - el) - pi = A2f(Y - el).
By Condition C.2.1, we know that A2f(Y) is non-increasing in yi and Y2. Thus, A2Hlf(y)
is also non-increasing in Yl and Y2.
Proof for A 2H2f(y): Now we prove that A 2 H2 f(y) is non-increasing in Yl and Y2, we
have
f(y + e2 -e 2) + P2 -f(Y - e2) -P2 = A2f(Y-e 2 ) if Yi + Y2 > B
A2H2f(Y) := f(y + e2 - e2) + P2 - f(Y) + r2 = P2 + r2 if yI + y2 = B
f(y + e2) -r2- f(y) +r2 = A2f(Y) if Y+Y 2 < B
According to Condition C.2.1, we know that Alf(y) and A2f(y) are non-increasing in
Y1 and Y2- Therefore, A 2H2(y) is non-increasing in yl and Y2 when Yl + Y2 < B or when
Yi + Y2 > B. Using the same argument as in the proof of A1H2 f(y), it is easy to prove
that A2H2 (y) is non-increasing in Y1 and Y2
Proof for A2c(y): Finally, note that A2c(y) = c(y + e2) - c(y) = b2 is independent of yl
and Y2, and therefore non-increasing in yl and Y2. Since A2Hof(y), A2Hlf(y), A2H2f(y),
and A2c(y) are all non-increasing in yl, Y2, then A 2 Hf(y) is non-increasing in yl, y2. This
completes the proof for A 2Hf(y), and therefore the proof for Condition C.2.1.
Proof for Condition C.2.2: Condition C.2.2 is a direct result of Condition C.2.1.
Proof for Condition C.3.1: We prove that Al12Hkf(y) and A 12c(y) are non-increasing
in yl and is independent of Y2. By definition, A12Hkf(y) = Hkf(y + el) - Hkf(y + e2),
so we have,
f(y + e + e 2)- f(y + 2e2) = A1l2f(Y + e2) if Y > R -1
A12Hof( ) = f(y + el + e2 ) - f(y + e2 + el) = 0 if Y = R - 1
f(y + el + el) - f(y + e2 + el) = A12f(y + el) if Yi < R - 1
A12Hlf(y) = fy - e - el) -pi - f(y e2 - el) - pi = 12f(Y - el)
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A12H2f(y) f f(y+el-e 2 ) + P2 - f(y+e 2 -e 2) -P 2 = 12 f(Y-e 2) if yl +2 > Bf(y + el) - r2 - f(y + e2) + r2 = 12f(y) if Yl +Y2 <B
Using the same argument as in the proof for Condition C.2.1, it is easy to show that
A12Hkf(y) is non-increasing in Yl and independent in Y2.
Note that,
A12c(y) = bl - b2 if yl < O
-h - b 2 if Y1 >_ 
which is also non-increasing in Yl and independent in Y2. In conclusion, A12Hf(y) is
non-increasing in yl and is independent in y2.
Proof for Condition C.3.2: Condition C.3.2 is a direct result of Condition C.3.1.
Proof for Condition C.4.1: Condition C.4.1 can be derived from Condition C.3.1. Since
A12f(Y1, Y2) is independent in Y2, we have
A12f(Y1 - 1,Y2) = A12f(Y1- 1,Y2 - 1) (C.3.1)
= f(Yl,Y2) - f(Y - 1,Y2 + 1) = f(Yl,Y2 -1)- f(yl - 1,Y2) (Def.)
f(y1,y2) -f(yl,y2 -1) = f(yl - 1,y2 + 1)-f(yl - l,y2) (Rearrangement)
2f (Y1,Y2-1) = A2f(Yl- 1,Y2) (Def.)
Thus, in general we have zA2f(yl, Y2) A 2 f(Y1 T 1, Y2 ± 1), which directly implies Condition
C.4.1 (Note that Condition C.4.1 can be obtained by adding 1 to one element and deducing
I form the other element of vector y in the above result.
Proof for Condition C.4.2: Condition C.4.2 is a direct result of Condition C.4.1. ·
PROOF OF THEOREM 4.1
We first prove the existence of an optimal stationary policy by following the approaches in
[17] and [18]. For this purpose, we need to show: (i) The set of structured functions C is
complete, and (ii) J(y 1, y 2) C.
By Lemma 4.1, the composite operator H = Ho o H1 o H2 preserves the structural properties
from Condition C.1.1 to C.4.2. Because the limit of any converging sequences of functions
96
in C will be in C as well, the set of structured functions C is complete. On the other
hand, since c(yl, Y2) C, Lemma 1 implies that J(yl, y2) C. So the optimal expected
profit function J is structured and satisfies all conditions in C. Hence, the existence of an
optimal stationary policy under the discounted-profit criterion follows from the corollaries
of Theorem 5.1 of [26].
To argue the structural properties are retained for the average-profit case, we use the three
conditions in Sennott ( 1999, p. 132). Let (0, 0) be the distinguished state, it is easy to show
that SEN1, SEN2 and SEN3 are satisfied in our MDP model. Therefore, the average-profit
problem can be obtained as the limit of discounted-profit problem by letting a - 0+ .
From equation (4.3), we can see that when there is no backorder for any product, the
optimal production control only depends on the sign of l J(yl, Y2): to produce if the sign
is positive, and to stop otherwise. By Condition C.2.2, it is optimal to produce if yl < S.
When there are backorders for both products, by Condition C.1.1, it is always optimal to
produce, and by Condition C.1.2, the manufacturer will always give priority to type 1. If
there are only backorders for type 2, by Conditions C.3.1 and C.3.2, the manufacturer will
produce type 2 if Yl > R, or otherwise produce type 1 to build up the inventory.
The admission control for an arriving order for type 2 depends on the sign of P2 + r2 -
A2J(Yl, Y2 - 1): satisfy or backlog the demand if the sign is positive, reject otherwise. So
by Conditions C.4.1 and C.4.2, the optimal routing policy is to backlog an arriving type
2 demand if Y1 + Y2 > B, and to reject otherwise. ·
PROOF OF PROPOSITION 4.2
Proof. By contradiction, assume L > B. By Condition C.4.2, A 2f(0, L - 1) < P2 + r2 <
P2 + 12. This cannot be true, since by Condition C.4.3, we have Alf(0, L - 1) > P2 + 12.
PROOF OF THEOREM 4.2
Proof. The proof of the production, rationing, and admission control policies are the same
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as in Theorem 1, so we only discuss the cancelation control policy.
When an order for type 1 arrives, the cancelation control for type 2 backorders depends
on the sign of p2 + 12 - A2 J(Yl, Y2): cancel a backorder if the sign is negative, and do not
cancel otherwise. So by Conditions C.2.1 and C.4.3, the optimal cancelation policy is to
cancel a type 2 backorder if yl + Y2 < L. ·
PROOF OF PROPOSITION 4.3
Proof. When 2 < i < j, pi+ri < pj + rj, by Condition C.2.1, A2f (Yl,Y2) is non-increasing
in Y2, so Bi > Bj. ·
4.7 Appendix B
PROOF OF LEMMA 4.2
We show that function H preserves each condition in ZD.
D.1.2 are similar to the proofs for Conditions C.1.1 and
Proofs for Conditions D.1.1 and
C.1.2, and are therefore omitted.
Proof for Condition D.2.1:
Proof for AlHof(y): We first prove that AlHof(y) is non-increasing in yl and Y2. By
definition, AlHof(y) = Hof(y + el) - Hof(y), so we have,
f(y+ el +- e2) - f(y + e2)
f (y + 2el) -f (y + el)
f(y + el) - f(y + el)
f(y + el)- f(y)
A= lf(y + e2)
= Alf(y + el)
= 
= Alf(Y)
if Y2<0
if Y2 = 0 ,
if Y2=0,
if Y2 = 0,
Yi <S-1
Y = S-1
Y > S -1
By D.2.1, Alf(y) is non-increasing in yl and Y2, so AilHof(y) is non-increasing in yl
and Y2 within each of the above four sub-condition intervals. In the following, we show that
A 1lHof(y) is also non-increasing in yl and y2 across any adjacent intervals. We only present
the proof for the case where yl = S - 1 and Y2 = 0. The proof for other cases are similar
and are therefore omitted.
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AiHof(y) =
I
When yl S - 1 and Y2 = 0, let us denote yS = (S - 1, 0). Then we have,
AiHof(yS+el) = Alf(yS+el)
AiHof(ys) = 0
AiHof (ys - el) = Alf(ys)
By D.2.2, we have Alf(yS + el) < 0 < Alf(yS), so AlHof(y) is non-increasing in yl
across the adjacent intervals at yS.
Notice that,
AiHof(ys - e2) = Alf(yS)
so for the same reason, A1 Hof(y) is non-increasing in Y2 across the adjacent
yS.
Proof for A1Hl f(y): Now we prove that A 1Hlf(y) is non-increasing in yl
definition, AIHilf(y) = Hf(y + el) - Hlf(y), so we have,
intervals at
and Y2. By
f(y + el - e) +pi - f(y- el)
f(y + el -el) + Pi - f(y- el)
f(y +el -el) + pi - f(y) + r
f(y + el) - rl - f(y - el) + ri
--P = Al f(y - e1)
- Pl = Alf(y - el)
= Pl + rl
= Alf(y)
if Yl>0
if yl + Y2 > B,
if yl +Y2 = B,
if Y + Y2 < B,
By D.2.1, Alf(y) is non-increasing in yl and Y2, so A\1Hlf(y) is non-increasing in yl and
Y2 within each of the four sub-condition intervals. In the following, we show that Ailf(y)
is non-increasing in Yi and Y2 across any two adjacent intervals. We only present the proof
for the third interval, since the proofs for other intervals are similar.
Let us denote yB = (Yl, Y2), such that Yl + Y2
have,
AiHf(y B + el) =
AH f(yB) =
i1Hlf(y B -el) =
A1Hlf(yB + e2) =
AiHlf(yB - e2 ) =
= B and Yl < 0. With the above results, we
Alf(B)
pi + rl
Alf(yB - el)
Alf(yB + e2 - el)
Alf(yB - e2)
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AlHlf(y) = Y < 0
Y < 0
Yl < 0
Condition D.3.1 and D.3.2 imply that Alf(yB + e2 - el) = Alf(yB) < P1 + rl <
zf (yB - el) = Alf(yB - e2), so Al Hlf(y) is non-increasing in yl and Y2 across the
adjacent intervals at yB.
Proof for AlH 2f(y): Now we prove that A1H2f(y) is non-increasing in yl and Y2. We
have
AIH2f(y) = H2f(y + el) - H2 f(y) = f(y + el - e2) - f(y - e2) = Alf(y - e2).
By D.2.1, it is clear that AiH 2 f(y) is non-increasing in yl and Y2.
Proof for Alc(y): Finally for cl(y) we have
bl(yl +- 1) - byl = bl
-h(yi + 1) + hyl = -h
if y < 0;
if yl > 0.
which is non-increasing in yl and Y2. In Conclusion, A1Hf(y) is non-increasing in yl and
Y2.
Proof for Condition D.2.2: Condition D.2.2 is a direct result of Condition D.2.1.
Proof for Condition D.3.1: We first prove that 12f(y1,Y2) = 12f(Y1 - 1,y2) for Y1 <
O. By definition, A12 Hof(y) = Hof(y + e) - Hof(y + e2), so we have,
f(y + el + e2) - f(y + 2e2) = Al2f(Y + e 2 )
f(y+ el +e2) - f(y+e 2 +el) = O0
if Y2 < -1
if Y2=-1
f(y + el -el) + Pi- f(y + e2 -el)-P 1 = A2f(y - el)
f(y + el ) - rl - f(y e2) rl
if yl +Y2 > B
if yl+Y2 <B
A12H2f(Y) f(y + el - e2) - f(y e2 - e2) = Al2f(y - e2)
Noting that Al12cl(y) = bl is independent of yl for yl < 0, and A12f(Y1,Y2) = 12f(Yl -
1,y2), so A12Hf(yl, Y2) = Al 2 Hf(y1 - 1,Y2).
Then we have
Al2f(Y) = Al2f(y + el)
==> f(y - el)- f(y + e2) = f(y+el +e l)-f(y+el +e2)
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A12 Hof(Y)
Al2Hlf(Y)
(Def.)
Alcl(y) = cy +- el) - cy) =
= A12f(Y)
f(y el e)f(y + e) +e 2)-f(y 2) = f(y el + el) - f(y + el) (Rearrangement)
Alf(y + e 2) = lf(y + el) (Def.)
Therefore, we have Alf(y) = Alf(y + el - e2 ), and Condition D.3.1 can be derived by
adding 1 to one element and deducing 1 form another element in vector y in the above
result.
Proof for Condition D.3.2: Condition D.3.2 can be directly deduced from Conditions
D.2.1 and ).3.1. ·
PROOF OF THEOREM 4.3
The proof for the existence of the optimal policy is similar to the proof in Theorem 4.1.
From equation 4.8, we see that when there are no backorders from any classes, the optimal
production control only depends on the sign of AlJ1 l(y, Y2): produce if it is positive, or do
not produce otherwise. So by Condition D.2.2, it is optimal to produce if yl < S. When
there are backorders, by Conditions D.1.1 and D.1.2, it is always optimal to produce for
the backorder with the highest priority.
The admission control for an arriving demand for type I depends on the sign of P1 + r1 -
AIJl(yl - 1,y2): satisfy or backlog the demand if the sign is positive; reject otherwise.
So, by Conditions D.2.1 and D.3.2, the optimal admission policy is to satisfy an arriving
demand for type 1 from inventory if Yl > 0, to backlog if yl < 0 and yl + Y2 > B, and to
reject if Yl + Y2 < B. u
PROOF OF PROPOSITION 4.4
By contradiction, assume L > B. By Condition D.3.2, zAlf(L - 1, 0) < P1 + rl < P1 + 11.
This cannot be true, since by Condition D.3.3 we have Alf(L - 1, 0) > P1 + 11. ·
PROOF OF THEOREM 4.4
The proof of the production and admission control policies are the same as in Theorem 4.3,
so we only discuss the cancelation control policy.
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After accepting a demand for a higher-priority product, the cancelation control for type 1
backorders depends on the sign of P1 + 11 - A1Jl(yl, Y2): cancel a backorder if the value
is negative, and do not cancel otherwise. So by Conditions D.2.2 and D.3.2, the optimal
cancelation policy is to cancel a type I backorder if Y1 + Y2 < L. ·
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Chapter 5
Conclusions and Future Directions
In this chapter, we summarize our main results and suggest future research directions.
In Chapter 2, we analyze a single-class-customer problem with both backlogged
and discretionary sales. We analyze the structure of the optimal policy and show that
it is characterized by three state-independent control parameters: the produce-up-to
level (S), the reserve-up-to level (R), and the backlog-up-to level (B). In such a
policy, at the beginning of each period, the manufacturer will produce to bring the
inventory level up to S or to the maximum capacity; during the period, s/he will set
aside R unit;s of inventory for the next period, and satisfy some customers with the
remaining inventory, if expected future profit is higher; otherwise, s/he will satisfy
customers with the inventory and backlog up to B units of demands.
In Chapter 3, we study two single-product, two-class-customer models in which
high-priority customers would not wait for delayed fulfillments, while other customers
are willing to wait in order to pay lower prices. For the first model, where the man-
ufacturer does not differentiate customers and serve them as a single class, we show
that the structure of the optimal policy is characterized by three state-independent
control parameters: the produce-up-to level (S), the reserve-up-to level (R), and
the backlog-up-to level (B). In the second model, the manufacturer differentiates
customers according to their sensitivities to leadtime, and charge higher prices to
customers who want the product immediately. For this model, we provide a heuristic
policy characterized by three threshold levels: S, R, B. In such a policy, during each
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period, the manufacturer will set aside R units of inventory for the next period, and
satisfy some high priority customers with the remaining inventory, if expected future
profit is higher; otherwise, s/he will satisfy as many of the high priority customers as
possible and backlog up to B units of lower priority customers.
In Chapter 4, we examine manufacturing systems that produce both make-to-
stock and make-to-order products. Two models are studied: In the first model,
which is motivated by the practice in the automobile industry, the make-to-stock
(OEM) product has higher priority than the make-to-order (aftermarket) product;
In the second model, which is motivated by applications in the computer industry,
the make-to-order (customized) product has higher priority than the make-to-stock
(promotional) product. For both models, we analyze the structure of the optimal
production and admission policies and show that it is characterized by linear threshold
levels. We also extend those results to problems where low-priority backorders can
be canceled by the manufacturer, as well as to problems with multiple types of make-
to-order products.
Finally, we discuss some future research directions.
(1) Joint pricing and allocation decisions with multiple products: This
dissertation raises an important future research direction, the joint pricing and
capacity allocation decisions for multiple products. So far, academic literature
on joint pricing and allocation decisions has confined itself mainly to single-
product and single-class-customer problems, which are not applicable to the
current practice of market segmentation in the manufacturing industry. The
complexity of the joint pricing and allocation problem among multiple products
increases dramatically due to demand diversions among different products, i.e.,
demand for one product not only depends on its own price, but may also be
influenced by the prices of other products. Another issue complicating the
problem is that different products may compete for the same resources, i.e., the
production capacity and components.
(2) Multiple manufacturers: Competition is an important issue in the real world.
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Generally speaking, both price and service (lead time) are important in the
manufacturer's ability to gain a certain amount of market share. Of course,
the impact of price and lead time on the manufacturer's ability to compete
varies from industry to industry. For example, for medical equipment compo-
nent suppliers, fast fulfillment is very important; while for computer component
manufacturers, competition is focused on price. So it is crucial for manufac-
turers to understand customers' preference and make the effective pricing and
capacity decisions.
(3) Capacity expansion: In this dissertation, we assume that the production
capacity is fixed. In reality, the manufacturer may buy or lease some additional
capacity when he/she finds it is necessary. In addition, the manufacturer may
adjust the production capacity if demand has strong seasonality. Hence, the
challenge is to incorporate the option of capacity expansion into the model.
(4) Production lead time and other issues: In this dissertation, we assume zero
production lead time in periodic review models, or exponential production time
in continuous review models. If production time is generally distributed, the
state space has to be expanded, and thus the problem becomes more difficult to
analyze. There are also other issues to be incorporated into the model, such as
general. demand distribution functions, production set-up time/cost for a single
product, or switching times/costs between multiple products.
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