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Wireless network algorithmsIn much of the theoretical literature on global broadcast algorithms for wireless networks,
issues of message dissemination are considered together with issues of contention manage-
ment. This combination leads to complicated algorithms and analysis, and makes it difﬁcult
to extend the work to more difﬁcult communication problems. In this paper, we present
results aimed at simplifying such algorithms and analysis by decomposing the treatment
into two levels, using abstract ‘‘MAC layer’’ speciﬁcations to encapsulate contentionmanage-
ment. We use two different abstract MAC layers: the basic layer of [1,2] and a new probabi-
listic layer.
We ﬁrst present a typical randomized contention-management algorithm for a standard
graph-based radio network model and show that it implements both abstract MAC layers.
Thenwe combine this algorithmwith greedy algorithms for single-message andmulti-mes-
sage global broadcast and analyze the combinations, using both abstractMAC layers as inter-
mediate layers. Using the basic MAC layer, we prove a bound of O D log n
 
logðDÞ  for the
time to deliver a single message everywhere with probability 1  , where D is the network
diameter, n is the number of nodes, andD is the maximum node degree. Using the probabi-
listic layer, we prove a bound of O Dþ log n
  
logðDÞ , which matches the best previously-
known bound for single-message broadcast over the physical network model. For
multi-message broadcast, we obtain bounds of O ðDþ kDÞ log n
 
logðDÞ  using the basic
layer and O Dþ kD log n
  
logðDÞ  using the probabilistic layer, for the time to deliver a
message everywhere in the presence of at most k concurrent messages.
 2011 Elsevier B.V. All rights reserved.1. Introduction
The last few years have seen a rapid growth in analytical
work on algorithms for wireless ad hoc networks. This work
has generally followed one of two approaches. The ﬁrst,
represented, for example, byWalter et al. [3], analyzeswire-
less network algorithms using standard message-passing
models, and ignores interference and other low-level
communication issues, assuming that they are handled bya separate Medium Access Control (MAC) layer. The second
approach, represented by Bar-Yehuda et al. [4], usesmodels
that are close to the actual physical network and requires all
algorithms to handle basic communication issues.
Ignoring MAC layer issues and working with high-level
communication models makes it possible to design and
analyze complex algorithms for high-level problems. The
analysis of typical information-dissemination protocols for
tasks like single-message and multi-message message
broadcast become almost trivial. However, such analysis
may not be entirely realistic: inwireless networks, all nodes
share the samewirelessmedium,whichmeans that, in real-
ity, only a limited amount of information canbe transmitted
per time unit in a local region. Consequently, analyzing
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yields time bounds that are far too optimistic.
Designing algorithms directly for the physical network,
on the other hand, avoids these problems, but requires the
algorithm designer to cope with physical layer issues such
asmessage loss due to interference and collisions. This leads
to complicated algorithms and analysis even for simple
tasks, and makes it prohibitively difﬁcult to study
algorithms for complex high-level problems. Moreover,
there are a variety of wireless communication models
(e.g., [5–7]), requiring algorithms to be rewritten and rean-
alyzed for each new model. This complexity is an impedi-
ment to the development of a theory for wireless network
algorithms.
Recently, Kuhn et al. proposed a new approach with the
goal of combining the advantages of both previous ap-
proaches, while avoiding their major problems [1,2,8,9].
Namely, they deﬁned an Abstract MAC layer service that ex-
presses the key guarantees of real MAC layers with respect
to local broadcast. This service accepts message transmis-
sion requests from nodes and guarantees delivery to near-
by nodes within time that depends on the amount of
current local contention. The abstract MAC layer is in-
tended to decompose the effort of designing and analyzing
wireless network algorithms into two independent and
manageable pieces: one that implements the abstract
MAC layer over a physical network, and one that uses the
abstract MAC layer to solve higher-level problems. More-
over, the abstract MAC layer provides ﬂexibility, in that it
allows different implementations of the layer to be com-
bined easily with different high-level algorithms that use
the layer. To illustrate the approach, Kuhn et al. analyzed
a greedy multi-message global broadcast protocol in terms
of the abstract MAC layer. This work demonstrated how
one might build a theory for high-level wireless network
algorithms that does not ignore issues of contention, but
makes analysis of high-level algorithms tractable.
Kuhn et al. focused on high-level issues of designing and
analyzing algorithms over the abstract MAC layer. They did
not address in detail the low-level issues of implementing
the abstract MAC layer over a physical network, nor issues
of combining high-level and low-level algorithms. They also
did not consider the probabilistic nature ofmanyMAC-layer
algorithms. Typical MAC-layer algorithms use techniques
such as random backoff, which introduce a small probabil-
ity that abstract MAC assumptions will be violated. To
obtain accurate results for higher-level algorithms, one
should also take such probabilities into account.
1.1. This paper
In this paper,wepresent a case study that showshowone
can combine results about high-level protocols based on an
abstract MAC layer with results about algorithms that
implement an abstract MAC layer over a physical network,
and thereby obtain good overall results for the high-level
protocols over the physical network. Speciﬁcally, we devel-
op and analyze greedy protocols for broadcasting a single
message and multiple messages throughout a wireless
network, using a slot-based physical network model that
includes message collisions without collision detection.Each of our protocols is split formally into a high-level
broadcast protocol and a low-level contentionmanagement
algorithm. We use abstract MAC layers to encapsulate the
contentionmanagement. We use two different MAC layers:
thebasic (non-probabilistic) one from [1,2], and a newprob-
abilistic layer.
For contention management, we use a randomized
algorithm called DMAC that is similar to those in [4,10];
in this algorithm, nodes transmit repeatedly using a prede-
termined schedule of transmission probabilities. We show
that DMAC implements the basic abstract MAC layer with
high probability, and that it implements the probabilistic
precisely.
We then combine DMAC with a greedy algorithm for
single-message global broadcast and analyze the combina-
tion twice, using both abstract MAC layers as intermediate
layers. Using the basic MAC layer, we prove that the com-
bined algorithm takes time O D log n
 
logðDÞ  to deliver
the message everywhere with probability 1  , where D
is the network diameter, n is the number of nodes, and D
is the maximum node degree. Using the probabilistic
MAC layer, we prove a bound of O Dþ log n
  
logðDÞ ,
matching the best bound previously obtained without such
a split [4]. Our combined algorithm is similar to that of [4];
the key difference is that we decompose the algorithm and
its analysis into two pieces that can be used and under-
stood independently.
We then present an algorithm for multi-message broad-
cast, obtaining new bounds of O ðDþ k0DÞ log nk
 
logðDÞ 
using the basic layer and O Dþ k0D log nk
  
logðDÞ  using
the probabilistic layer, for the time to deliver a single mes-
sage everywhere in the presence of at most k0 concurrent
messages,with atmost kmessages overall. If k is polynomial
in n, these bounds reduce to simply O ðDþ k0DÞ log n
 
logðDÞÞ and O Dþ k0D log n
  
logðDÞ , respectively. Our
analysis for multi-message broadcast over the probabilistic
layer is not easy; in fact, we believe it would be infeasible
without such a decomposition.
Note that, for both our single-message and multi-mes-
sage broadcast algorithms, the bounds that we have ob-
tained using the new probabilistic MAC layer are better
than those using the basic MAC layer. When we began this
work, we ﬁrst considered just the basic layer, as in [1,2],
and obtained our bounds for broadcast as easy corollaries
of results already proved in [1,2]. However, the bound we
obtained for single-message broadcast was not quite as
good as the best known bound (in [4]), which led us to de-
ﬁne the probabilistic layer and reanalyze the high-level
broadcast algorithms using that layer.
1.2. Discussion
The main contributions of this paper are: (1) the deﬁni-
tionof thenewprobabilisticMAC layer, (2) the cleandecom-
position of a single-message broadcast algorithm similar to
that of Bar-Yehuda et al. [4] into two pieces, a greedy high-
level protocol and the DMAC contention-management algo-
rithm, which can be used and analyzed independently, and
the (3) design and analysis of a multi-message broadcast
algorithm based on the broadcast algorithm of [1,2] com-
binedwithDMAC. This work demonstrates that it is feasible
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prone physical networks using abstract MAC layers. More
evidence for the value of this approach appears in other
recent work: Cornejo et al. [11,12] have developed new
Neighbor Discovery algorithms over the basic abstract
MAC layer. These enable the construction of high-level
dynamic graph models like the one used in [3] over an
abstract MAC layer, which supports the analysis of many
dynamic graph algorithms in terms of abstract MAC layers,
and therefore, in terms of physical network models. Also,
Dolev et al. [13] have recently developed three new imple-
mentations of our probabilistic layer based on physical net-
work models with multiple channels and adversarial
interference; by combining thesewith our high-level broad-
cast algorithms, they automatically obtain algorithms and
bounds for global broadcast for all three models. Also,
Khabbazian et al. [14] have developed an implementation
of the probabilistic abstractMAC layer based onAnalogNet-
work Coding (ANC) techniques [15]. This implementation
yields better bounds than the implementation in this paper,
under certain assumptions. By combining their implemen-
tation with our high-level multi-message broadcast algo-
rithm, they obtain an algorithm and a complexity bound
for multi-message broadcast using ANC.
1.3. Related work
This work relies on [1,2] for the general idea of decom-
posing wireless network algorithms using an abstract MAC
layer, as well as the basic abstract MAC layer speciﬁcation
and the greedy multi-message global broadcast algorithm.
Later versions of this work appear as [8,9]. The later ver-
sions include some small improvements, including remov-
ing a technical assumption that all messages sent on the
MAC layer are unique. Adler and Scheideler [16] also ana-
lyzed high-level wireless network protocols in terms of an
abstract MAC layer. They considered the problem of point-
to-point message routing, and used a different MAC layer
model, which relates message delivery to signal strength.
The problem of single-message global broadcast in an ad
hoc radio network was introduced in [4]. That paper con-
tains a randomized algorithm that accomplishes the task
in O Dþ logðnÞ
 
logðDÞ  steps with probability P1  .
Our single-message broadcast algorithm was inspired di-
rectly by this algorithm; essentially, we split the algorithm
and its analysis into two parts, while retaining the time
bound. Subsequently, numerous papers have addressed this
problem, e.g., [17,18] obtain a bound of O Dþ log n
  
log nD
 Þ, which improves upon [4] for dense networks with
large diameters.
The problem of multi-message global broadcast has not
beenwidely studied. A randomized algorithm for delivering
kmessageswas given in [19]; it relies on a BFS tree built in a
set-up phase prior to the broadcast requests, and routes all
messages through the root of the tree. The overall cost is
O nþ ðkþ DÞ log n
  
logðDÞ , with probability 1  . Our
algorithm is faster for cases where k0D < k + D. Our
algorithmdoes not require anyprecomputation and ismuch
simpler (the high-level algorithm is a trivial greedy algo-
rithm) and more robust (the algorithm is symmetric and
does not have a single point of failure).The paper [18] contains a randomized algorithm for n
simultaneous broadcasts working in time O n log n
 
logðnÞÞwith probabilityP1  . This algorithm differs from
ours and that of [19] in that it allows intermediate nodes to
combine an arbitrary amount of information into a single
message, thus reducing high-level contention.
In all of this prior work on broadcast, the issues involv-
ing broadcast and contention management are intermin-
gled. Earlier versions of this work appeared in [20,21].
The rest of the paper is organized as follows. Section 2
describes mathematical preliminaries. Section 3 presents
our physical network assumptions. Section 4 presents our
two abstract MAC layers. Section 5 presents a probabilistic
algorithm that implements both of our abstract MAC layers
over the physical network. Section 6 deﬁnes the global
broadcast problem and our broadcast algorithms. Section
7 presents our results for single-message broadcast, and
Section 8 our results for multi-message broadcast. Section
9 concludes.
2. Mathematical preliminaries
We collect here some necessary mathematical back-
ground related to graph theory, probability distributions,
and probabilistic timed I/O automata.
2.1. Graph theory
Throughout this paper, we ﬁx a (static) connected undi-
rected network graph G = (V,E). Let n = jVj be the number of
nodes in G, and let DP 1 be the maximum node degree.
Fix r = dlog (D + 1)e slots. Let dist(i,j) denote the distance
(the length, in hops, of a shortest path) between nodes i
and j. Let D be the diameter of G, that is, the maximum dis-
tance between any two nodes in G.
If i 2 V, then let C(i) be the set of nodes consisting of i
and all of its neighbors in G. If I # V, then we deﬁne
C(I) =
S
i2IC(i).
Deﬁnition 2.1 (Consistent shortest paths). For every i, j 2 V,
we ﬁx a shortest path Pi,j from i to j in G. We assume that
these shortest paths are consistent in the sense that, for
every i, j, i0, j0 2 V, if nodes i0 and j0 appear, in that order, on
path Pi,j, then path Pi0 ;j0 is a subpath of Pi,j.
One way to obtain a consistent set of shortest paths is to
deﬁne a total order on the nodes in V, regard a path as a se-
quence of nodes, and deﬁne Pi,j to be the lexicographically
smallest shortest path from i to j.
2.2. Probability distributions
The following simple lemma compares probability dis-
tributions. It is used twice later, in the proofs of Lemmas
7.3 and 8.11.
Lemma 2.2. For every positive integer q, let Xq and Yq be {0,1}
-valued random variables. Suppose that the Yq are a collection
of independent random variables. Suppose further that:
1. Pr (X1 = 1)P Pr (Y1 = 1).
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Pr (Xq = 1jX1 = x1, . . . ,Xq1 = xq1)P Pr (Yq = 1).
Then for every rP 1 and every nonnegative integer d,
Pr
Xr
q¼1
Xq P d
 !
P Pr
Xr
q¼1
Yq P d
 !
:Proof. By induction on r. The base case, for r = 1, follows
from the ﬁrst enumerated assumption. For the inductive
step, suppose the result holds for rP 1 and show it for
r + 1. We have that
Pr
Prþ1
q¼1
XqP d
 !
¼Pr Xrþ1 ¼1j
Pr
q¼1
Xq ¼ d1
 !
Pr Pr
q¼1
Xq ¼ d1
 !
þPr Pr
q¼1
XqP d
 !
P PrðYrþ1 ¼1Þ Pr
Pr
q¼1
Xq ¼ d1
 !
þPr Pr
q¼1
XqPd
 !
¼PrðYrþ1 ¼1Þ  Pr
Pr
q¼1
XqPd1
 !
Pr Pr
q¼1
XqP d
 ! !
þPr Pr
q¼1
XqP d
 !
¼PrðYrþ1 ¼1Þ Pr
Pr
q¼1
XqPd1
 !
þPrðYrþ1 ¼0Þ Pr
Pr
q¼1
XqP d
 !
:
By the inductive hypothesis on r, for both d  1 and d, we
get that this last expression is greater than or equal to
PrðYrþ1 ¼ 1Þ  Pr
Xr
q¼1
Yq P d 1
 !
þ PrðYrþ1 ¼ 0Þ  Pr
Xr
q¼1
Yq P d
 !
¼ PrðYrþ1 ¼ 1Þ  Pr
Xr
q¼1
Yq ¼ d 1
 !
þ Pr
Xr
q¼1
Yq P d
 !
¼ Pr
Xrþ1
q¼1
Yq P d
 !
:
Combining all the inequalities, we get
Pr
Xrþ1
q¼1
Xq P d
 !
P Pr
Xrþ1
q¼1
Yq P d
 !
;
as needed to complete the inductive step. h
The following lemma encapsulates a Chernoff bound
analysis. It is used in the proofs of Lemmas 7.3 and 8.11.
Lemma 2.3. Let Yq,q = 1,. . . be a collection of independent
{0,1}-valued random variables, each equal to 1 with proba-
bility p > 0. Let d and s be nonnegative reals, dP 1. Let
r ¼ 1p ð3dþ 2sÞ
j k
. Then
Pr
Xr
q¼1
Yq < d
 !
6 es:1 Here, we modify Mitra’s model slightly: We assume that the task
scheduler is a mapping that takes each ﬁnite set of tasks of size P2 to an
inﬁnite sequence of individual tasks in the set. This task scheduler is used
to resolve nondeterministic choices whenever a set of two or more tasks
(which are sets of locally-controlled actions) contain actions that are
enabled at the same time.
2 ‘‘Closed’’ means that the execution is a ﬁnite sequence of alternating
discrete and continuous steps, and the ﬁnal continuous step spans a closed
time interval.Proof. Let l = rp. Using Chernoff, we get:
Pr
Xr
q¼1
Yq < d
 !
6 exp 1
2
ðl dÞ2
l
 !
: ð1Þ
Note that the function f ðxÞ ¼ exp  ðxdÞ22x
 
is non-increas-
ing in x for d 6 x. Also, since dP 1, we haved 6 3dþ 2s p ¼ 1
p
ð3dþ 2sÞ  1
 
p 6 1
p
ð3dþ 2sÞ
 	
p
¼ rp ¼ l:
Therefore,
exp 1
2
ðl dÞ2
l
 !
6 exp 1
2
ð3dþ 2s p dÞ2
3dþ 2s p
 !
¼ exp 1
2
ð2dþ 2s pÞ2
3dþ 2s p
 !
6 expðsÞ: 2.3. Probabilistic timed I/O Automata (PTIOA)
We formalize our results in terms of probabilistic timed
I/O automata, as deﬁned by Mitra [22]. PTIOAs include
mechanisms (local schedulers and task schedulers) to re-
solve nondeterminism.1
Throughout the paper, we consider probabilistic execu-
tions of systems modeled as PTIOAs. We analyze the prob-
abilities of events, which are sets of time-unbounded
executions. These probabilities are taken with respect to
the probability distribution that arises by considering the
entire probabilistic execution, starting from the initial sys-
tem state. In addition, we often consider probabilities with
respect to a ‘‘cone’’ in the full probabilistic execution fol-
lowing a particular closed execution b.2 More precisely,
we consider the conditional probability distribution on the
set Ab of time-unbounded executions that extend b. We de-
note this probability distribution by Prb.3. The physical model
We assume a collection of n probabilistic processes. We
assume that time is divided into slots, each of real-time
duration tslot; for simplicity, we assume that tslot = 1. Pro-
cesses have synchronized clocks, and so can detect when
each slot begins and ends. Processes communicate only
on slot boundaries. We assume all processes awaken at
the same time 0, which is the beginning of slot 1. We as-
sume that each node has both transmitter and receiver
hardware. The receivers operate at every slot, and pro-
cesses decide when to transmit.
We assume that the n processes reside at the nodes of
communication graph G = (V,E), one per node. Following
a common conventions, we sometimes ignore the distinc-
tion between processes and the graph nodes at which they
reside, referring to processes as ‘‘nodes’’. Our model is a
special case of the model considered in [1,2], with only a
single, static, undirected graph G. Processes know n and
M. Khabbazian et al. / Ad Hoc Networks 12 (2014) 219–242 223D, but nothing else about the graph; in particular, they do
not know their neighbors in G.
We assume a physical network, Net, with collisions but
no collision detection. When a process transmits in some
slot, its message reaches exactly itself and all its G-neigh-
boring processes. Thus, each process j, in each slot, is
reached by some collection of messages (from itself and
its transmitting neighbors). What process j actually
receives is deﬁned as follows: If j is reached by its ownmes-
sage, then it receives just its own message, regardless of
whether it is reached by any other messages. Thus, a pro-
cess always receives its own message, regardless of what
else reaches it. (a) If j is not reached by its own message,
but is reached by exactly one message (from another pro-
cess), then it receives that message. (b) If j is reached by no
messages, it receives silence, represented by \. (c) If j is
not reached by its own message, but is reached by two or
more messages from other processes, then it receives si-
lence,\. Thus, processes cannot distinguish collisions from
silence; that is, we assume no collision-detection.4. Abstract MAC layers
In this section, we specify the two abstract MAC layers,
a special case of the basic layer of [1,2],3 and the new prob-
abilistic layer. Our layers are deﬁned for a single, static,
undirected communication graph G = (V,E) with maximum
node degree D; this is a special case of the layer in [1,2],
which allows two graphs, G and G0, representing guaranteed
and possible communication.
Both of our speciﬁcations present an interface to higher
layers with inputs bcast(m)i and abort(m)i and outputs
rcv(m)i and ack(m)i, for everym in a givenmessage alphabet
M and every i 2 V. Both speciﬁcations are parameterized by
positive reals, frcv,fack, and fprog. These bound delays for a
particular message to arrive at a particular receiver, for an
acknowledgement to arrive at a sender indicating that its
message has arrived at all neighbors, and for somemessage
from among many competing messages to arrive at a recei-
ver.4 For manyMAC implementations, fprog is notably smaller
than frcv and fack, because the time for somemessage to arrive
at a receiver is substantially shorter than the time for a par-
ticular message to arrive at every neighbor. Both speciﬁca-
tions also use a (small) nonnegative real parameter tabort,
which bounds the amount of time after a sender aborts a
sending attempt when the message could still arrive at some
receiver.
We model a MAC layer formally as a PTIOA Mac. To
implement either of our speciﬁcations,Macmust guarantee
several conditions whenever it is composed with any prob-
abilistic environment Env and the physical network Net
(also modeled as PTIOAs). The composition MackEnvkNet
(again a PTIOA) yields a unique probabilistic execution, that
is, a unique probability distribution on executions. To de-3 The deﬁnition of the basic layer is slightly more general in later
versions of this work [8,9], in that it drops a ‘‘unique message’’ assumption.
Here we retain that assumption, since it makes some things a bit simpler.
4 Since our bounds do not depend on the actual contention, but only on
maximum node degree, we express them as constants rather than as
functions of the contention as in [1,2].ﬁne the guarantees of the MAC layers, we assume some
‘‘well-formedness’’ constraints on the environment
Env: An execution a of MackEnvkNet is well-formed if (a) it
contains at most one bcast event for each m 2M (all mes-
sages are unique), (b) any abort(m)i event in a is preceded
by a bcast(m)i but not by an ack(m)i or another abort(m)i,
and (c) any two bcasti events in a have an intervening acki
or aborti.
4.1. The basic abstract MAC layer
Ourbasic abstract MAC layer speciﬁes worst-case bounds
for receive, acknowledgement, and progress delays. The
speciﬁcation says that the Mac automaton guarantees the
following, for any well-formed execution a of MackEnvk
Net: There exists a cause function that maps every rcv(m)j
event in a to a preceding bcast(m)i event, where i– j, and
that also maps each ack(m)i and abort(m)i to a preceding
bcast(m)i. The cause function must satisfy:
1. Receive restrictions: If a bcast(m)i event p causes rcv(m)j
event p0, then (a) Proximity: (i,j) 2 E. (b) No duplicate
receives: No other rcv(m)j caused by p precedes p0. (c)
No receives after acknowledgements: No ack(m)i caused
by p precedes p0.
2. Acknowledgement restrictions: If bcast(m)i event p causes
ack(m)i event p0, then (a) Guaranteed communication: If
(i, j) 2 E then a rcv(m)j caused by p precedes p0. (b) No
duplicate acknowledgements: No other ack(m)i caused
by p precedes p0. (c) No acknowledgements after aborts:
No abort(m)i caused by p precedes p.
3. Temination: Every bcast(m)i causes either an ack(m)i or
an abort(m)i.
For any a that is well-formed and satisﬁes the above
restrictions, we deﬁne a message instance in a to be a
matched pair of bcast/ack or bcast/abort events.
The speciﬁcation also says that theMac automaton guar-
antees the following three upper bounds onmessage delays.
Here, frcv bounds the time for a particular message to arrive
at a particular receiver, fack bounds the time for an acknowl-
edgement to arrive at a sender, and fprog bounds the time for
some message to arrive at a receiver. The receive delay
bound also includes another constraint, bounding the time
after an abortwhen a corresponding rcvmay occur.
1. Receive delay bound: If a bcast(m)i event p causes a
rcv(m)j event p0, then the time between p and p0 is at
most frcv. Furthermore, if there exists an abort(m)i event
p00 such that p causes p00, then p0 does not occur more
than tabort time after p00.
2. Acknowledgement delay bound: If a bcast(m)i event p
causes an ack(m)j event p0, then the time between p
and p0 is at most fack.
3. Progress bound: If a0 is a closed execution fragment
within a and j is any node, then it is not the case that
all three of the following conditions hold: (a) The dura-
tion for a0 is strictly greater than fprog. (b) At least one
message instance from a neighbor of j completely con-
tains a0. (c) No rcvj event of a message instance that
overlaps a0 occurs by the end of a0.
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Our Probabilistic abstract MAC layer speciﬁes probabilis-
tic bounds for receive delay, acknowledgement delay, and
progress. In addition to the four parameters above
(frcv, fack, fprog, and tabort), this speciﬁcation uses parameters
rcv, ack, and prog, representing error probabilities for satis-
fying the delay bounds.
The probabilistic abstract MAC layer speciﬁcation says
that, for every well-formed execution a of MackEnvk Net,
there exists a cause function as before, satisfying the
following non-probabilistic properties deﬁned in Section
4.1: all the Receive restrictions, No duplicate acknowledge-
ments, and No acknowledgements after aborts. Moreover,
no rcv happens more than tabort time after a corresponding
abort. Note that the Guaranteed communication and Termi-
nation properties do not appear in this list; we replace
these with probabilistic versions, in the acknowledgement
delay bound, below.
The speciﬁcation also says that the Mac automaton
must guarantee the following three probabilistic upper
bounds on message delays. In deﬁning these bounds, we
use the following terminology: If b is a closed execution,
then we say that a bcast event in b is active at the end of
b provided that it is not terminated with an ack or abort
in b. Assume i, j 2 V, and t is a nonnegative real.
1. Receive delay bound: Let j be a neighbor of i. Let b be a
closed execution that ends with a bcast(m)i at time t.
Deﬁne the following sets of time-unbounded execu-
tions that extend b:
 A, the executions in which no abort(m)i occurs.
 B, theexecutions inwhich rcv(m)joccursby time t + frcv.
If Prb(A) > 0, then Prb(BjA)P 1  rcv.
2. Acknowledgement delay bound: Letbbea closedexecution
that ends with a bcast(m)i at time t. Deﬁne the following
sets of time-unbounded executions that extend b:
 A, the executions in which no abort(m)i occurs.
 B, the executions in which ack(m)j occurs by time
t + fack and is preceded by rcv(m)j for every neighbor
j of i.
If Prb(A) > 0, then Prb (BjA)P 1  ack.
3. Progress bound: Let b be a closed execution that ends at
time t. Let I be the set of neighbors of j that have active
bcasts at the end of b, where bcast(mi)i is the bcast at i.
Suppose that I is nonempty. Suppose that no rcv(mi)j
occurs in b, for any i 2 I. Deﬁne the following sets of
time-unbounded executions that extend b:
 A, the executions in which no abort(mi)i occurs for
any i 2 I.
 B, the executions in which, by time t + fprog, at least
one of the following occurs:
(a) an ack(mi)i for every i 2 I,
(b) a rcv(mi)j for some i 2 I, or
(c) a rcvj for some message whose bcast occurs
after b.
If Prb(A) > 0, then Prb (BjA)P 1  prog.
The progress bound says that, if a nonempty set of pro-
cess j’s neighbors have active bcasts at some point, and noneof thesemessageshasyet been receivedby j, thenwithprob-
ability at least 1  prog, within time fprog, either j receives
oneof theseor somethingnewer, or else all of these endwith
acks. This is all conditioned on the absence of aborts.
4.3. Nice executions
We end Section 4 with a technical deﬁnition and lemma
related to our acknowledgement delay bound. These are
used in our analysis in both Sections 7 and 8. The ‘‘execu-
tions’’ considered here are executions of any system of the
form MackEnvkNet, where Mac implements the probabilis-
tic abstract MAC layer with acknowledgement parameters
fack and ack, Env is a well-formed probabilistic environ-
ment for the MAC layer and Net is the physical layer.
Deﬁnition 4.1 (Nice broadcast events and nice execu-
tions). Suppose a bcast(m)i event p occurs at time t0 in
execution a. Then we say that p is nice if ack(m)i occurs by
time t0 + fack and is preceded by a rcv(m)j for every
neighbor j of i. We say that execution a is nice if all bcast
events in a are nice. Let N be the set of all nice executions.
The following lemma bounds the probability that an
execution is not nice.
Lemma 4.2. If Env submits at most b bcasts in any execution
and never submits an abort, then
PrðNÞ 6 b  ack:Proof. For any integer b0, deﬁne:
 Hb0 to be the set of time-unbounded executions that con-
tain at least b0bcast events, and in which it is not the case
that, by time fack after the (b0)thbcastevent, a correspond-
ing ack occurs that is preceded by a corresponding rcv for
every neighbor of the broadcasting node.
 Cb0 to be the set of time-unbounded executions that
contain strictly fewer than b0 bcast events.
 Bb0 tobe the set of ﬁnite executionsb such thatb is a preﬁx
of a time-unbounded execution that contains at least b0
bcast events and b ends with the (b0)th bcast event.
Then N ¼ Sb0 ;16b06bHb0 ; the bound b sufﬁces because
each execution contains at most b bcast events. Also,
Cb0 #Hb0 . Also, the sets fAbgb2Bb0 and Cb0 constitute a
partition of the set of all time-unbounded executions.
(The notation Ab is deﬁned in Section 2.3.)
For each b 2 Bb0 , the deﬁnition of fack implies that
PrbðHb0 Þ 6 ack:
Then we obtain:
PrðHb0 Þ ¼Rb2Bb0 ðPrbðHb0 Þ PrðAbÞÞþPrðHb0 jCb0 Þ PrðCb0 Þ
¼Rb2Bb0 ðPrbðHb0 Þ PrðAbÞÞ6Rb2Bb0 ðack PrðAbÞÞ6 ack:
Then, using a union bound, we obtain:
PrðNÞ ¼ Prð
[
b0 ;16b06b
Hb0 Þ 6 b  ack;
as needed. h
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We implement our abstract MAC layers using a conten-
tionmanagement algorithm DMAC.DMAC uses a probabilis-
tic transmission strategy similar to the Decay strategy of [4]
and the Probability-Increase strategy of [10]. We prove two
theorems about DMAC: Theorem 5.7 says that DMAC
implements the probabilistic abstract MAC layer (exactly),
and Theorem5.13 says that it implements the basic abstract
MAC layer with high probability.
5.1. Modiﬁed decay algorithm
Our Decay probabilistic transmission algorithm differs
slightly fromtheone in [4] in that theprocesses successively
increase their transmission probabilities in each Decay
phase rather than decrease them.5 Also, in our algorithm
the processes choose randomly whether to transmit in each
individual slot,whereas in [4], they choose randomlywhether
to drop out of the entire current Decay phase.We give a lower
bound on the success probability for our algorithm. The algo-
rithm uses knowledge of D, the maximum degree in G.
Decay:
This algorithm runs for exactly r = dlog (D + 1)e slots.
A set I of processes, jIj 6 D, plus another distinguished
process j, participate. We assume that at least one pro-
cess in I participates in all slots. Other processes in I,
and also j, may participate in some slots, but once they
stop participating, they do not participate in later slots.
At each slot s = 1, . . . ,r, each participating process trans-
mits with probability ps, where pr ¼ 12 ; pr1 ¼ 122 ; . . . ;
prs ¼ 12sþ1 ; . . . ; p1 ¼ 12r.Lemma 5.1. In our modiﬁed Decay, with probability at least
1
8, at some slot, some process in I transmits alone (that is,
without any other process in I transmitting and without j
transmitting).
Proof. This depends on the following claim: hClaim 1. At some slot s, the number of participants cs satisﬁes
1
2cs
6 ps 6 1cs.Proof of Claim 1. We must have p1 6 1c1, because if not,
then p1 > 1c1, which means that
1
2dlogðDþ1Þe
> 1c1 P
1
Dþ1. This
implies that 1Dþ1 >
1
Dþ1, a contradiction. If also
1
2c1
6 p1, then
we are done. So assume that p1 < 12c1. Then it must be that
p2 <
1
c2
, because p2 = 2p1 and c2 6 c1. Again, if also 12c2 6 p2,
we are done, so assume that p2 < 12c2. We continue in this
way through all the slots. If we never reach one where
we are done, it must be that pr < 12cr. However, pr ¼ 12
and crP 1, so this is impossible.5 Thus, our strategy might be better called ‘‘Growth’’ rather than ‘‘Decay’’,
but we keep the original name.GivenClaim1,we considerwhat happens at the indicated
slot s. If j participates in slot s, then the probability that some
process in I transmits alone is exactly ðcs  1Þpsð1 psÞcs1.
This is at least ðcs  1Þ 12cs
 
1 1cs
 cs1 ¼ 12 cs1cs
 
1 1cs
 cs1
¼ 12 1 1cs
 cs
. We have that csP 2, because at least one
process in I participates in slot s, in addition to j. So
1
2 1 1cs
 cs
P 12  14 ¼ 18. Thus, if j participates in slot s, the
probability that someprocess in I transmits alone is at least 18.
On the other hand, if j does not participate in slot s, then
the probability that some process in I transmits alone is
exactly cspsð1 psÞcs1. If cs = 1, then this is equal to ps,
which isP 12cs ¼ 12. If cs > 1, then the value of the expression
is at least cs 12cs
 
1 1cs
 cs1 ¼ 12 1 1cs
 cs1
, which is
P 12 1 1cs
 cs
P 12  14 ¼ 18. Thus, if j does not participate in
slot s, then the probability that some process in I transmits
alone is at least 18.5.2. The DMAC algorithm
Our MAC algorithm is DMAC(/), where / is a positive
integer parameter that indicates the number of Decay
phases that are executed.
DMAC(/),/ a positive integer:
We group slots into Decay phases, each consisting of
exactly r slots.
Each MAC layer process i that receives a message from
its environment, via a bcast(m)i input event, starts exe-
cuting Decay with message m (and a unique message
identiﬁer) at the beginning of the next Decay phase.
Process i executes exactly / Decay phases, and then
outputs ack(m)i at the end of the ﬁnal phase. However,
if process i receives an abort(m)i input from the environ-
ment before it performs ack(m)i, then it performs no
further transmission on behalf of message m and does
not perform ack(m)i.
Meanwhile, process i tries to receive, in every slot.
When it receives any message m0 from a neighbor (not
from itself) for the ﬁrst time on the physical network,
it delivers that message to its environment with a
rcv(m0)i output event, at a real time slightly before the
ending time of the slot.
Note that, in DMAC (/), no process starts participating
in a Decay phase part-way through the phase, but it may
stop participating at any time as a result of an abort.
Deﬁne DMAC(/) to be the composition of DMAC (/)i
processes for all i.
5.3. Properties of DMAC
Throughout this subsection, we let Env be any probabi-
listic environment, and consider the unique probabilistic
execution of DMAC(/)kEnvkNet. We prove ﬁve lemmas giv-
ing properties of DMAC (/).
First, Lemma 5.2 asserts that DMAC (/) satisﬁes all of
the non-probabilistic guarantees.
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ity, No duplicate receives, No receives after acknowledgements,
No duplicate acknowledgements, and No acknowledgements
after aborts conditions are satisﬁed. Moreover, no rcv happens
more than time 1 after a corresponding abort.Proof. Straightforward. For the last property, note that
when a message is aborted, its transmitting process i
participates in no further slots for that message. That
implies that the lag time is at most tslot = 1. h
The next lemma gives an absolute bound on acknowl-
edgement time.
Lemma 5.3. In every time-unbounded execution a, the
following holds. Consider any bcast(m)i event in a, and
suppose that a contains no abort(m)i. Then an ack(m)i occurs
after exactly / Decay phases, starting with the next phase that
begins after the bcast(m)i.Proof. Immediate from the deﬁnition of DMAC (/). h
The rest of the section gives probabilistic properties.
First, we apply Lemma 5.1 to obtain a probabilistic version
of the progress bound.
Lemma 5.4. Let j 2 V. Let b be a closed execution that ends at
time t. Let I be the set of neighbors of j that have active bcasts
at the end of b, where bcast(mi)i is the bcast at i. Suppose that
I is nonempty. Suppose that no rcv(mi)j occurs in b, for any
i 2 I. Let g and h be nonnegative integers, h > 0. Let g + 1 be
the number of the ﬁrst Decay phase that starts strictly after
time t. Deﬁne the following sets of time-unbounded execu-
tions that extend b:
 A, the executions in which no abort(mi)i occurs for any
i 2 I.
 B, the executions in which, by the end of Decay phase g + h,
at least one of the following occurs: a rcv(mi)j for some
i 2 I, or a rcvj for some message whose bcast occurs after b.
 C, the executions in which, by the end of Decay phase g + h,
ack(mi)i occurs for every i 2 I.
If Prb(A) > 0, then
1. PrbðB [ CjAÞP 1 78
 h.
2. PrbðA [ B [ CÞP 1 78
 h.Proof. We have that
PrbðB[CjAÞ¼PrbðB[CjC\AÞPrbðCjAÞ
þPrbðB[CjC\AÞPrbðCjAÞ¼PrbðCjAÞ
þPrbðBjC\AÞPrbðCjAÞPPrbðBjC\AÞðPrbðCjAÞ
þPrbðCjAÞÞ¼PrbðBjC\AÞ;
so, for the ﬁrst conclusion, it sufﬁces to show that
PrbðBjC \ AÞP 1 78
 h.
So assume C \ A, that is, that within h phases, not every
i 2 I has an ack(mi)i, and no abort(mi)i occurs for any i 2 I.
Then some neighbor of j participates in all phases q, whereg + 1 6 q 6 g + h. Then Lemma 5.1 implies that, in each
phase q, (regardless of what has happened in the previous
phases), the following holds: With probability P 18, a rcvj
for a message mi, i 2 I, or for a ‘‘new’’ message (one whose
bcast occurs after b), occurs at phase q, unless such a rcvj
occurs at an earlier phase. Thus,
PrbðBjC \ AÞP 1 78
 h
;
as needed.
The second conclusion follows from the ﬁrst since
PrbðA [ B [ CÞ ¼ PrbðA [ B [ CjAÞPrbðAÞ
þ PrbðA [ B [ CjAÞPrbðAÞ
¼ PrbðB [ CjAÞPrbðAÞ þ PrbðAÞ
P PrbðB [ CjAÞ: 
The next lemma gives a probabilistic bound on the re-
ceive delay.Lemma 5.5. Let  be a positive real. Suppose that /, the
parameter for DMAC (/), is equal to 8D ln 1
 
 
. Let i, j 2V, i a
neighbor of j. Let b be a closed execution that ends with
bcast(m)i at time t. Let g + 1 be the number of the ﬁrst Decay
phase that starts strictly after time t. Deﬁne the following sets
of time-unbounded executions that extend b:
 A, the executions in which no abort(m)i occurs.
 B, the executions in which, by the end of Decay phase g + /,
a rcv(m)j occurs.
If Prb(A) > 0, then
1. Prb(BjA)P 1  .
2. PrbðA [ BÞP 1 .Proof. For every q = 1, . . . ,/, we deﬁne 0–1 valued random
variable Xq by
Xq ¼
1 if rcvðmÞj occurs by the end of phase g þ q;
0 otherwise:

ð2Þ
For the ﬁrst conclusion, it sufﬁces to show that
Prb
X/
q¼1
Xq P 1jA
 !
P 1 ;
that is, that
Prb
X/
q¼1
Xq ¼ 0jA
 !
6 :
First, we claim that
PrbðX1 ¼ 1jAÞP 18D : ð3Þ
This is because, by Lemma 5.1, the conditional probability
that some rcvj occurs in phase g + 1 is at least 18, and be-
cause all neighboring senders are equally likely to succeed.
Similarly, for every q,2 6 q 6 /, and x1, x2, . . . ,xq1 2 {0,1},
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Then
Prb
X/
q¼1
Xh ¼ 0jA
 !
¼ PrbðX1 ¼ 0jAÞ  PrbðX2 ¼ 0jX1 ¼ 0;AÞ
 PrbðX3 ¼ 0jX1 ¼ X2 ¼ 0;AÞ  . . .
 PrbðX/ ¼ 0jX1 ¼ X2 ¼ . . . ¼ X/ ¼ 0;AÞ
6 1 1
8D
 /
¼ 1 1
8D
 d8D ln 1ð Þe
6 1 1
8D
 8D ln 1ð Þ
6 e lnð1=Þ ¼ :
The last inequality follows from (1 + x) < ex. The second
conclusion follows from the ﬁrst as in the proof of Lemma
5.4, this time by showing that PrbðA [ BÞP PrbðBjAÞ. h
The ﬁfth and ﬁnal lemma gives a probabilistic bound on
the acknowledgement delay.
Lemma 5.6. Let  be a positive real. Suppose that / ¼ 8Dd
ln 1
 e. Let i 2 V. Let b be any closed execution that ends with
bcast(m)i at time t. Let g + 1 be the number of the ﬁrst Decay
phase that starts strictly after time t. Deﬁne the following sets of
time-unbounded executions that extend b:
 A, the executions in which no abort(m)i occurs.
 B, the executions in which, by the end of Decay phase g + /
,ack(m)i occurs and is preceded by rcv(m)j for every neigh-
bor j of i.
If Prb(A) > 0, then
1. Prb(BjA)P 1  D.
2. PrbðA [ BÞP 1 D.Proof. For the ﬁrst conclusion, note that Lemma5.3 implies
that ack(m)i is certain to occur by the claimed time, in fact,
just at the end of phase g + /. For the rcv(m)j events, we
use Lemma 5.5 to conclude that the probability that each
individual rcv(m)j event occurs within / phases isP 1  .
Thenwe use a union bound to conclude that the probability
that all the rcv(m)j events occurwithin/ phases isP1  D.
The second conclusion follows as in the two previous
proofs. h
5.4. Implementing the probabilistic layer
In this section, we show that DMAC (/), for a particular
choice of /, implements the probabilistic abstract MAC
layer. This implementation claim is precise—no new proba-
bilities are introduced for the implementation relationship.
For this section, we ﬁx several constants:
 , a real number, 0 <  6 1.
 h, a positive integer. This is the number of Decay phases
we will consider for the progress bound.
 / ¼ 8D ln 1
 
 
. This is the number of Decay phases we
will consider for the receive and acknowledgement
bounds.We deﬁne the seven parameters for the probabilistic
MAC layer, as functions of , h, and /:
 frcv = fack = (/ + 1)r.
 fprog = (h + 1)r.
 rcv = .
 ack = D.
 prog ¼ 78
 h.
 tabort = 1.
Using Lemmas 5.2–5.6, we obtain:
Theorem 5.7. DMAC (/) implements the Probabilistic
Abstract MAC layer with parameters as deﬁned above.Proof. We consider a system consisting of DMAC (/) com-
posed with a well-formed probabilistic environment Env
and the physical network Net. We assume that (after all
nondeterminism in Net and in the scheduling is suitably
resolved) that the composition DMAC (/)kEnvkNet yields
a single probabilistic execution. We must show that this
probabilistic execution satisﬁes all of the non-probabilistic
and probabilistic guarantees that are listed in Section 4.2.
Lemma 5.2 implies immediately that the probabilistic
execution satisﬁes all of the needed non-probabilistic
guarantees.
Lemma 5.6, Conclusion 1, implies that the probabilistic
execution satisﬁes the ﬁrst probabilistic requirement, on
the receive delay. In some detail, consider any closed
execution that ends with a bcast(m)i at time t, and deﬁne A
and B as in the deﬁnition of the receive delay bound, where
frcv = (/ + 1)r and rcv = . Suppose that Prb(A) > 0. Let g + 1
be the number of the ﬁrst Decay phase that starts strictly
after time t. Deﬁne B0 to be the set of time-unbounded
executions that extendb inwhicha rcv(m)joccursby theend
of Decay phase g + /. Then by Lemma 5.5, Conclusion 1,
Prb(B0jA)P 1  .
Since Decay phase g + / ends at time (g + /)r and
tP (g  1)r by choice of g, we have that Decay phase g + /
ends by time 6t + (/ + 1)r. It follows that Prb(BjA)P 1  ,
as needed for the receive delay bound.
Similarly, Lemma 5.5, Conclusion 1, implies that prob-
abilistic execution satisﬁes the second probabilistic
requirement, on the acknowledgement delay bound. Here,
we use fack = (/ + 1)r and ack = D.
Finally, Lemma 5.4, Conclusion 1, implies that the
probabilistic execution satisﬁes the progress delay bound.
Here, we use fprog = (h + 1)r and prog ¼ 78
 h. h
Corollary 5.8. DMAC (/) implements the probabilistic
abstract MAC layer with frcv ¼ fack ¼ O D log 1
 
log

ðDÞÞ; fprog ¼Oðh logðDÞÞ; rcv ¼ ; ack ¼ D; prog ¼ 78
 h, and
tabort = O(1).5.5. Implementing the basic layer
In this section,weprove a theoremsaying that,withprob-
abilityP1  , algorithmDMAC (/) implements the basic ab-
stract MAC layer, for certain values of  and /. Actually, our
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implementation for an abstract MAC layer says that the
layer’s guarantees should hold when the implementation is
combined with an arbitrary probabilistic environment
Env. Here,we showthat the guarantees holdwhen the imple-
mentation is combined with an Env satisfying a constraint,
namely, that in any execution, Env submits at most b bcast
s, for some ﬁxed positive integer b. Note that this constraint
implies that the total number of external MAC layer events
(bcast,ack,abort, and rcv) is at most b(D + 2).
For this section, we ﬁx constants:
 , a real number, 0 <  6 1.
 b, a positive integer. This bounds the number of bcast
events.
 a = b(D + 2). This bounds the total number of external
MAC layer events.
 1 ¼ 2a. This is a smaller error probability, which we will
use to bound errors for some auxiliary properties.
 / ¼ d8D ln D1
 
e. This is the number of Decay phases we
will consider for the receive and acknowledgement
bounds.
 h ¼ log8
7
1
1
 
, the real number such that 78
 h ¼ 1.
We deﬁne the four parameters for the basic abstract
MAC layer:
 frcv = fack = (/ + 1)r.
 fprog = (dhe + 1)r.
 tabort = 1.
Before stating the theorem, we deﬁne some terminol-
ogy for describing violations of correctness conditions.
First, we deﬁne the set AV, which represents the executions
in which the acknowledgement delay bound is violated.
We express AV as the union of sets AVq, each of which de-
scribes a violation starting from the qth bcast event.
Deﬁnition 5.9 (AVq, where q is a positive integer, 1 6 q
6 b). If a is a time-unbounded execution, then we say that
a 2 AVq provided that at least q bcast events occur in a and
the following holds. Let bcast(m)i be the qth bcast event.
Then ack(m)i occurs in a, and for some neighbor j of i, a
rcv(m)j does not precede the ack(m)i. We deﬁne
AV =
S
16q6bAVq.
Next, we deﬁne the set PV, which represents the execu-
tions in which the progress delay bound is violated.
Deﬁnition 5.10 (PV). If a is a time-unbounded execution,
then we say that a 2 PV provided that there is a closed
preﬁx b of a such that the following holds. Let t be the
ending time of b. Let I be the set of neighbors of j that
have active bcasts at the end of b, where bcast(mi)i is the
bcast at i. Then I is nonempty, no abort(mi)i occurs in a
for any i 2 I, no rcvj occurs by time t + fprog for any
mi,i 2 I, nor for any message whose bcast occurs after b,
and, for some i 2 I,ack(mi)i does not occur by time
t + fprog.
We can express PV as the union of sets WPVq, where
WPVq describes a violation starting from the qth external
MAC layer event:Deﬁnition 5.11 (WPVq, where q is a positive integer,
1 6 q 6 a). If a is a time-unbounded execution, then we
say that a 2WPVq provided that at least q external MAC
layer events occur in a, b is the closed preﬁx of a ending
with the qth such event, and the following holds. Let t be
the ending time of b. Let I be the set of neighbors of j that
have active bcasts at the end of b, where bcast(mi)i is the
bcast at i. Then I is nonempty, no abort(mi)i occurs in a for
any i 2 I, no rcvj occurs by time t + fprog for any mi, i 2 I, nor
for any message whose bcast occurs after b, and, for some
i 2 I, ack(mi)i does not occur by time t + fprog. We deﬁne
WPV =
S
16q6aWPVq.
Lemma 5.12. PV = WPV.
Proof. Clearly WPV # PV; we argue that PV # WPV. Sup-
pose that a 2 PV. Then by deﬁnition of PV,a is a time-
unbounded execution with a closed preﬁx b such that the
following holds. Let t be the ending time of b. Let I be the
set of neighbors of j that have active bcasts at the end of
b, where bcast(mi)i is the bcast at i. Then I is nonempty,
no abort(mi)i occurs in a for any i 2 I, no rcvj occurs by time
t + fprog for any mi,i 2 I, nor for any message whose bcast
occurs after b, and, for some i 2 I,ack(mi)i does not occur
by time t + fprog.
Deﬁneb0 tobe thepreﬁxofbendingwith the last external
MAC event in b. We know that some such event exists,
because someneighbor of jhas anactive bcast at the endofb.
Let t0 6 tbe theending timeofb0. Let I0 be the set of neighbors
of j that have active bcasts at the end of b0; since no external
MAC events occur in b after b0, we have I0 = I. Since no rcvj
occurs by time t + fprog for any mi,i 2 I, nor for any message
whose bcast occurs after b, we have that no rcvj occurs by
time t0 + fprog 6 t + fprog for anyminor for anymessagewhose
bcast occurs after b0. Since for some i 2 I, ack(mi)i does not
occur by time t + fprog, it also does not occur by time t0 + fprog.
Therefore, b0 illustrates that a 2WPV. hTheorem 5.13. Consider the system DMAC(/)kEnvk Net,
where Env is a probabilistic environment that submits at most
b bcast s. Consider the unique probabilistic execution of
DMAC(/)kEnvkNet.
Then with probability at least 1  , the probabilistic
execution yields an execution that satisﬁes all the properties of
the basic abstract MAC layer, with frcv, fack, fprog, and tabort as
deﬁned above.Proof. We must show that, with probability at least 1  ,
the execution satisﬁes all the properties that deﬁne the
basic abstract MAC layer, including all correctness guaran-
tees and delay bounds. Theorem 5.7 implies that the algo-
rithm satisﬁes all the non-probabilistic properties. Also, by
Lemma 5.3, for every bcasti event that is not terminated
with an abort, a corresponding acki occurs within / Decay
phases, and hence by time fack = (/ + 1)r. Thus, if the
implementation fails for an execution a, it must be because
a 2 AV [ PV. We show that Pr (AV [ PV) 6 . hClaim 1. PrðAVÞ 6 2.
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apply Lemma 5.6, Conclusion 2, with  in that lemma
instantiated as 1D . We use the total probability theorem
(see, e.g., [23]) to combine the resulting bounds for differ-
ent branches of the probabilistic execution, to obtain:
PrðAVqÞ 6 1D  D ¼ 1 ¼

2a
6 
2b
:
Then, using a union bound for all values of q, we obtain
that
PrðAVÞ 6 
2b
 b ¼ 
2
:Claim 2. PrðPVÞ 6 2.Proof of Claim 2. Consider any particular q,1 6 q 6 a. We
apply Lemma 5.4, Conclusion 2, with h in that lemma
instantiated as our dhe, and use the total probability theo-
rem to combine the bounds for different branches of the
probabilistic execution, to obtain:
PrðWPVqÞ 6 78
 h
¼ 1 6 2a :
Then, using a union bound for all values of q, we obtain
that
PrðWPVÞ 6 
2a
 a ¼ 
2
:
In view of Lemma 5.12, we have:
PrðPVÞ 6 
2
:
By Claims 1 and 2, Pr (AV [ PV) 6 , as needed.Corollary 5.14. Consider the system DMAC(/)kEnvkNet,
where Env is a probabilistic environment that submits at most
b bcasts. Consider the unique probabilistic execution of
DMAC(/)kEnvk Net.
Then with probability at least 1  , the execution satisﬁes
all the properties of the basic abstract MAC layer, with
frcv ¼ fack ¼ O D log Db
 
logðDÞ , fprog ¼ O log Db  logðDÞ ,
and tabort = O(1).6. Global broadcast
So far, we have deﬁned our basic and probabilistic ab-
stract MAC layers, presented the DMAC algorithm, and
proved that DMAC implements both layers. This completes
the ﬁrst part of our work. Now we turn to the second part:
deﬁning and analyzing single-message and multi-message
global broadcast protocols over the MAC layers. In this sec-
tion, we deﬁne the global broadcast problem and present
the broadcast protocols that we will consider.
In the multi-message broadcast (MMB) problem, mes-
sages arrive from the environment at arbitrary times, at
arbitrary locations, via arrive(m)i inputs. The algorithm is
supposed to deliver all messages to all locations, using
deliver(m)i outputs. The single-message broadcast (SMB)
problem is essentially the special case of the MMB problemfor a single message originating at a single (known) loca-
tion i0 at the beginning of execution; however, for this case,
for consistency with prior literature, we assume that the
message starts out in process i0’s state.
Our broadcast algorithms are simple greedy algorithms,
based on the basic multi-message broadcast (BMMB) algo-
rithm of [1,2]. These algorithms are intended to be com-
bined with a (basic or probabilistic) MAC layer.
Basic Multi-Message Broadcast (BMMB) Protocol:
Every process i maintains a FIFO queue named bcastq
and a set named rcvd. Both are initially empty. If process
i is not currently sending amessage on theMAC layer and
itsbcastq is not empty, it sends themessage at theheadof
the queue on theMAC layer (disambiguated with identi-
ﬁer i and sequence number) using a bcast output. If i
receives a message from the environment via an arri-
ve(m)i input, it immediately delivers the message m to
the environment using a deliver(m)i output, and adds m
to thebackofbcastqand to the rcvd set. If i receives ames-
sage m from the MAC layer via a rcv(m)i input, it ﬁrst
checks rcvd. Ifm 2 rcvd it discards it. Else, i immediately
performs a deliver(m)i output and adds m to bcastq and
rcvd.
BasicSingle-Message Broadcast (BSMB) Protocol: This
is just BMMB specialized to one message, and modiﬁed
so that the message starts in the state of a designated
initial node i0.
We combine these with our DMAC implementation of
the MAC layer, parameterizing the combined algorithms
with the number / of Decay phases. Namely, BSMB-Decay
(/) consists of BSMB composed with DMAC (/); this combi-
nation is similar to the global broadcast algorithm in [4].
BMMB-Decay(/) consists of BMMB composed with
DMAC(/).
7. Analysis of the single-message broadcast algorithm
In this section, we analyze the BSMB-Decay (/) single-
message global broadcast protocol using both abstract
MAC layers. In Section 7.1, we consider the basic layer
and in Section 7.2, the probabilistic layer. We use different
values of / in these two subsections.
We carry out this analysis by combining results from
Section 5 for our MAC layer implementation with higher-
level analysis of the global broadcast algorithm. Our theo-
rems, Theorems 7.1 and 7.8, take the form of assertions
that, with probability at least 1  , for an arbitrary ,
0 <  6 1, the message is delivered everywhere within
some time t. The goal is to minimize t, as a function of 
and various graph parameters.
The analysis using the basicMAC layer is very simple, be-
cause it uses previous high-level analysis results without
modiﬁcation. However, it yields a slightlyworse bound than
the one obtained by Bar-Yehuda et al. for the intermingled
algorithm[4]. The analysis using theprobabilisticMAC layer
yields the same bounds as in [4], but the high-level analysis
ofBSMB over theMAC layermust be redone. The ideas in this
analysis are derived from those in the portion of the analysis
of [4] that deals with the high-level algorithm, with a little
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plishment here is that we have decomposed the algorithm
and its analysis into two independent and reusable pieces.
7.1. Analysis using basic abstract MAC
In this subsection, we use our basic MAC layer to prove
an upper bound of O D log n
 
logðDÞ  on the time to deliver
the message everywhere with probability at least 1  . In
this section, when we talk about ‘‘executions’’, we mean
executions of BSMB-Decay (/) together with our physical
network and a probabilistic environment, that is, of
BSMB-Decay (/)kEnvkNet.
To deﬁne / (the number of Decay phases), we deﬁne
constants:
 b = n. This is a bound on the number of bcast events. In
this algorithm, the single message gets bcast at most
once by each process.
 a = n(D + 2). This is a bound on the total number of
external MAC layer events.
 1 ¼ 2a.
 / ¼ 8D ln D1
 l m
.
Theorem 7.1. The BSMB-Decay (/) algorithm guarantees
that, with probability at least 1  e, rcv events, and hence,
deliver events, occur at all nodes –i0 by time
O D log
n

 
logðDÞ
 
:
Proof. Theorem3.2 of [2] implies that when the BSMB algo-
rithm is used togetherwith the basic abstractMAC layer, the
message is always received everywhere within time O(D
fprog). Based on the constants deﬁned in Section 5.5, and
using the assumption that r = dlog (D + 1)e, we substitute
fprog ¼Oðh logðDÞÞ;h¼O log 11
  
;1 ¼ 2a ;and a¼OðnDÞ;
to obtain a bound of the form
O D log
n

 
logðDÞ
 
:
This means that, if the algorithm ran with a basic abstract
MAC layer with fprog as above, it would, in every execution,
deliver the message everywhere by the indicated time.
However, instead of the basic abstract MAC layer, we
have an algorithm that implements the abstract MAC with
probability at least 1  , whenever it is placed in an
environment that submits at most n bcasts. Since this is
true for the environment consisting of the BSMB protocol
(plus its own environment), Theorem 5.13 implies that,
with probability at least 1  , the MAC layer achieves the
progress bound fprog for every message. That implies that
the entire system achieves the required message delivery
bound with probability at least 1  . h7.2. Analysis using probabilistic abstract MAC
In this section, we use our probabilistic MAC layer to
improve the bound of Section 7.1 to O Dþ log n
  logðDÞÞ. This is the same bound as in [4], and our analysis
uses similar ideas. However, we have split the analysis into
two parts using an abstract MAC layer.
In our analysis, we ﬁrst assume a probabilistic abstract
MAC layer with parameters fprog, fack, prog, and ack and ana-
lyze the complexity of BSMB in terms of those parameters.
Then, in Section 8.3.4, we replace the abstract layer with
DMAC and combine our bounds for DMAC with our bounds
for BSMB to obtain our overall result, Theorem 7.8.
In Section 7.2.2, our probabilistic statements are with
respect to the system BSMBkMackEnvkNet, where Mac is
an arbitrary implementation of the abstract probabilistic
MAC layer with parameters fprog, fack, prog, and ack, and
Env is some probabilistic environment. In Section 7.2.3,
we consider the system BSMB-Decay (/)kEnvkNet, where
/ ¼ 8D ln 1
 
 
, and Env is some probabilistic environment.
7.2.1. Progress conditions
We deﬁne two constants:
c3 ¼
3
1 prog and c2 ¼
2
1 prog : ð5Þ
Successful progress for the message is captured formally
in the following ‘‘Progress Condition’’, which is parameter-
ized by a nonnegative real s. We also include a (small)
parameter d, because of a technical race condition that
arises from the combination of probability and asynchrony.
Deﬁnition 7.2 (PCdj ðsÞ, where j 2 V  {i0} and d and s are
nonnegative reals). We say that a 2 PCdj ðsÞ if a rcvj event
occurs in a by time
ðc3distði0; jÞ þ c2sÞðfprog þ dÞ:
Also, we deﬁne:
PCdðsÞ ¼
\
j
PCdj ðsÞ:
Let PCj(s) and PC(s) denote PC
0
j ðsÞ and PC0(s), respectively.7.2.2. Probabilistic upper bound on message delivery time
In this section, we prove a lower bound on the probabil-
ity that the message is delivered everywhere, within a cer-
tain time bound that depends on the diameter of the
network and on fprog. Most of the work in our analysis is de-
voted to proving the following lemma, which lower-
bounds the probability of the progress condition PCdj ðsÞ.
It works for any positive value of d, no matter how
small—any nonzero d sufﬁces to handle the race
conditions.
Lemma 7.3. Let s be a nonnegative real number, j 2 V  {i0}.
Let d be a positive real. Then
Pr PCdj ðsÞ [ N
 
P 1 es:
Proof. We begin with an overview of the proof. We con-
sider the distinguished shortest path Pi0 ;j from i0 to j. For
every q, we deﬁne time tq = q(fprog + d). We deﬁne a random
variable Distq to capture the maximum progress made by
the message along the path by time tq, and a Boolean
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between times tq and tq+1;Xq is essentially min(1,Distq+1 
Distq). We prove (in Claim 2) the key fact that, for any ﬁnite
execution b that ends at time tq + d, the probability that
Xq = 1, that is, that progress is made between times tq
and tq+1, conditioned on an execution being an extension
of b, is at least 1  prog. Combining this result for all
such b yields (Claim 3) that the probability that Xq = 1,
conditioned on any values of X0,X1, . . . ,Xq1, is at least
1  prog. Also (Claim 4), the probability that X0 = 1 is at
least 1  prog. We then apply Lemma 2.3 (where the Yq
are 1 with probability exactly 1  ) to obtain the ﬁnal
bound.
Now we give the details. Write Pi0 ;j as i0, i1, i2, . . . , id = j.
Deﬁne tq = q(fprog + d) for every nonnegative integer q. Let
the random variable Distq be the maximum l, 1 6 l 6 d,
such that a rcv il event occurs by time tq; if no such event
occurs then deﬁne Distq = 0. Then Distq is well-deﬁned for
each execution and we have
8qP 0;Distq P 0: ð6Þ
Also, by deﬁnition of Distq,
8qP 0 : Distqþ1 P Distq: ð7Þ
Deﬁne a 0–1 random variable Xq,qP 0, by
Xq ¼
1 if the execution is in N;
1 if Distq ¼ d; and
minð1;Distqþ1  DistqÞ otherwise:
8><
>:
ð8ÞClaim 1. For every time-unbounded execution a and for
every rP 1, if a satisﬁes
Pr1
q¼0Xq P d then either a satisﬁes
Distr = d or a 2 N.Proof of Claim 1. By contradiction. Suppose that a satis-
ﬁes
Pr1
q¼0Xq P d;a does not satisfy Distr = d and a 2 N. Then
(7) implies that it is not the case that a satisﬁes Distq = d for
any q, 0 6 q 6 r  1. Consequently, all Xq,0 6 q 6 r  1, are
determined using Case 3 of (8). Then a satisﬁes:
Distr  Dist0 ¼
Xr1
q¼0
ðDistqþ1  DistqÞP
Xr1
q¼0
Xq P d:
Thus, a satisﬁes DistrP Dist0 + d, so by (6) and the fact that
Distr 6 d, we get that a satisﬁes Distr = d, a contradiction.
Claim 1 implies that
8r P 1 : PrððDistr ¼ dÞ [ NÞP Pr
Xr1
q¼0
Xq P d
 !
: ð9ÞClaim 2. Let a be a time-unbounded execution and qP 0. Let
b be any ﬁnite preﬁx of a that ends at time tq + d 6 tq+1. Then
Prb(Xq = 1)P 1  prog.Proof of Claim 2. Note that the values of random variables
Dist0, . . . ,Distq and X1, . . . ,Xq1 for all a 2 Ab are determined
solely by the preﬁx b. (The notation Ab is deﬁned in Section
2.3.) So we will sometimes refer to the values of these vari-
ables in b.
If b contains any ack events without all corresponding
rcv events, then Ab#N. Then by Case 1 of (8), we get Xq = 1
in b, so Prb(Xq = 1) = 1, which sufﬁces. So from now on,
assume that every ack event in b is preceded by all
corresponding rcv events.
If Distq = d in b, then by Case 2 of (8), we get Xq = 1 in b,
so again Prb(Xq = 1) = 1. So assume that Distq = e in b, where
0 6 e < d.
If e = 0, then a bcasti0 occurs at time t0 = 0, so bcasti0
occurs in b. If e > 0, then by the deﬁnition of Distq, a rcv ie
event occurs by time tq, which implies that a bcastie occurs
in b. In either case, a bcastie occurs in b.
If ackie occurs in b, then, by assumption, it must be
preceded by a rcv ieþ1 . Then by Case 3 of (8), we again have
Prb(Xq = 1) = 1. So assume that ackie does not occur in b.
Let J be the set of neighbors of ie+1 that have an active
bcast at the end of b. Then J is nonempty because ackie does
not occur in b and the BSMB protocol does not use abort
events. If any of these active bcast(m00) events causes a
rcv ieþ1 in b, then by Case 3 of (8), we have Prb(Xq = 1) = 1. So
assume that none of these active bcast events causes a
rcv ieþ1 in b.
Then by the deﬁnition of fprog, applied to b and node ie+1,
with probability at least 1  prog (according to Prb), either
a rcv ieþ1 occurs by time (tq + d) + fprog = tq+1, or else an ackie
occurs by time tq+1 with no preceding rcv ieþ1 . In either case,
we claim that Xq = 1 in the probabilistically-chosen execu-
tion: If a rcv ieþ1 occurs by time tq+1, then this follows from
Case 3 of (8). On the other hand, if an ackie occurs by time
tq+1 with no preceding rcv ieþ1 , then the execution is in N, so
this follows from Case 1 of (8). Thus, we have Prb(Xq = 1)P
1  prog.Claim 3. For every qP 1 and every x0,x1, . . . , xq1 2 {0,1},
PrðXq ¼ 1jX0 ¼ x0;X1 ¼ x1; . . . ;Xq1 ¼ xq1ÞP 1 prog :Proof of Claim 3. Fix q,x0, . . . ,xq1. Let B be the set of ﬁnite
preﬁxes b of time-unbounded executions a such that b
ends at time tq + d, and in which
8i;0 6 i 6 q 1 : Xi ¼ xi:
Let C be the set of minimal elements of B, that is, C ¼
fb 2 Bj– xistsb0 2 B such that b0 is a proper prefix of bg.
Note that every time-unbounded execution a in which
8i;0 6 i 6 q 1 : Xi ¼ xi;
is in exactly one set of the form Ab for b 2 C.
Using Claim 3, we get
PrðXq ¼1jX0 ¼ x0;X1 ¼ x1; . . . ;Xq1 ¼ xq1Þ
¼
X
b2C
PrðXq ¼1jAb^X0 ¼ x0; . . . ;Xq1 ¼ xq1Þ PrðAbjX0
¼ x0; . . . ;Xq1 ¼ xq1Þ¼
X
b2C
PrðXq ¼1jAbÞ PrðAbjX0
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X
b2C
PrbðXq ¼1Þ PrðAbjX0
¼ x0; . . . ;Xq1 ¼ xq1ÞP
X
b2C
ð1progÞPrðAbjX0
¼ x0; . . . ;Xq1 ¼ xq1Þ¼ ð1progÞ
X
b2C
PrðAbjX0
¼ x0; . . . ;Xq1 ¼ xq1Þ¼ ð1progÞ:Claim 4.
PrðX0 ¼ 1ÞP 1 prog :
Proof of Claim 4. The proof is similar to that for Claim 4,
but simpler. Let B be the set of ﬁnite preﬁxes b of time-
unbounded executions such that b ends at time d. Let C
be the set of minimal elements of B, Note that every
time-unbounded execution a is in exactly one set of the
form Ab for b 2 C.
Using Claim 2, we get
PrðX0 ¼ 1Þ ¼
X
b2C
PrðX0 ¼ 1jAbÞPrðAbÞ
¼
X
b2C
PrbðX0 ¼ 1ÞPrðAbÞP
X
b2C
ð1 progÞPrðAbÞ
¼ ð1 progÞ
X
b2C
PrðAbÞ ¼ ð1 progÞ:
We now return to the main proof. Let Yq,0 6 q, be a collec-
tion of independent 0–1 random variables such that
PrðYq ¼ 1Þ ¼ 1 prog :
By Claim 3, we have that for every qP 1, and for every x0,
x1, . . . ,xq1 2 {0,1},
PrðXq ¼ 1jX0 ¼ x0;X1 ¼ x1; . . . ;Xq1 ¼ xq1ÞP PrðYq ¼ 1Þ:
By Claim 4, we have that
PrðX0 ¼ 1ÞP PrðY0 ¼ 1Þ:
It follows from Lemma 2.2 that, for any rP 1,
Pr
Xr1
q¼0
Xq P d
 !
P Pr
Xr1
q¼0
Yq P d
 !
:
Therefore, by (9), we get
PrððDistr ¼ dÞ[NÞPPr
Xr1
q¼0
YqP d
 !
¼1Pr
Xr1
q¼0
Yq < d
 !
:
ð10Þ
Now we set r = bc3d + c2sc. By the deﬁnition of PCdj , we
have that, for any time-unbounded execution a, if Distr = d
in a, then a 2 PCdj ðsÞ. Hence, by (10), we have
PrðPCdj ðsÞ [ NÞP 1 Pr
Xr1
q¼0
Yq < d
 !
: ð11Þ
Now we apply Lemma 2.3, with p = 1  prog, to obtain an
upper bound for the probability of the sum on the right-
hand side of (11):
Pr
Xr1
q¼0
Yq < d
 !
6 es: ð12ÞThen by (11) and (12), we get
Pr PCdj ðsÞ [ N
 
P 1 es;
which completes the proof. h
Note that the d term is used in the proof of Lemma 7.3
to ensure that the values of random variables Dist0, Dis-
t1, . . . ,Distq and X0,X1, . . . ,Xq1 are really determined by
the preﬁx b—this does not follow automatically. Neverthe-
less, we can remove the d from the statement of the
lemma:
Lemma 7.4. Let s be a nonnegative real number, and let
j 2 V  {i0}. Then
PrðPCjðsÞ [ NÞP 1 es:Proof. Follows since Lemma 7.3 holds for every d > 0. In
detail, Lemma 7.3 says that, for every d > 0. Pr PCdj ðsÞ[

NÞP 1 es. Note that, for 0 < d1 6 d2, we have
PCd1j ðsÞ [ N# PCd2j ðsÞ [ N. Therefore,
Pr
\
d>0
PCdj ðsÞ [ N
 !
P 1 es: ð13Þ
We claim that\
d>0
PCdj ðsÞ [ N ¼ PCjðsÞ [ N: ð14Þ
One direction is obvious; we argue the other, that\
d>0
PCdj ðsÞ [ N# PCjðsÞ [ N:
So, let a 2 Td>0PCdj ðsÞ [ N. If a 2 N then a 2 PCjðsÞ [ N and
we are done. On the other hand, if a 2 Td>0PCdj ðsÞ, then
for every d > 0,a contains a rcvj event at a time that is
6 (c3d + c2s)(fprog + d). Since a cannot contain an inﬁnite
sequence of discrete events at successively decreasing
times (a basic property of timed executions for PTIOAs),
the only possibility is that a contains a rcvj event at a time
that is 6(c3d + c2s)fprog. Thus, a 2 PCj(s), which sufﬁces.
Then by (13) and (14), we get that
PrðPCjðsÞ [ NÞP 1 es;
as needed. h
Lemma 7.4 allows us to bound the probability of the
progress condition for all nodes.
Lemma 7.5. Let s be a nonnegative real number. Then
PrðPCðsÞ [ NÞP 1 nes:Proof. By deﬁnition of PC, we have:
PCðsÞ ¼
\
j–i0
PCjðsÞ:
Using a union bound and Lemma 7.4, we obtain:
PrðPCðsÞ [ NÞ ¼ Prð
\
j–i0
ðPCjðsÞ [ NÞÞP 1 nes: 
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satisfy the progress condition for all nodes, and also are
nice, as deﬁned in Section 4.3.
Lemma 7.6. Let s be a nonnegative real number. Then
PrðPCðsÞ \ NÞP 1 nes  PrðNÞ:
Proof. Using Lemma 7.5, we obtain:
PrðPCðsÞ \ NÞP PrððPCðsÞ \ NÞ [ NÞ  PrðNÞ
¼ PrðPCðsÞ [ NÞ  PrðNÞP 1 nes  PrðNÞ: 
Now we combine Lemma 7.6 with Lemma 4.2 (our
upper bound on the probability of N) to obtain our bound
for BSMB over the probabilistic MAC layer.
Theorem 7.7. Let  be a real number, 0 <  6 1. The BSMB
protocol guarantees that, with probability at least
1  nack;
rcv events, and hence, deliver events, occur at all nodes–i0 by
time
c3Dþ c2 ln
n

  
fprog:Proof. By Lemmas 7.6 and 4.2, with probability at least
1 nes  nack;
rcv events occur at all nodes –i0 by time
ðc3Dþ c2sÞfprog :
The conclusion follows by replacing s with ln n
 
. h7.2.3. Analysis of the complete algorithm
Finally, we combine our bound for the BSMB protocol in
terms of the probabilistic abstract MAC layer (Theorem
7.7) with our results for DMAC to obtain a bound for the
combined BSMB-Decay algorithm.
Theorem 7.8. Let  be a real number, 0 <  6 1. Let
/ ¼ 8D ln 1
 
 
. The BSMB-Decay(/) algorithm guarantees
that, with probability at least 1  ,rcv events, and hence,
deliver events, occur at all nodes –i0 by time
O Dþ log n

  
logðDÞ
 
:Proof. Choose ack ¼ 2n. Theorem 7.7, applied with  in that
theorem instantiated as our 2, implies that, with probabil-
ity at least
1 
2
 nack P 1 ;
rcv events occur at all nodes –i0 by time
c3Dþ c2 ln
n

  
fprog:
Using the deﬁnitions of parameters for the implementation
of the probabilistic layer, in Section 5.4, we may assume
that prog 6 78, so this expression is
O Dþ log n

  
fprog
 
:
Again using those parameter deﬁnitions, we substitute
fprog = O(log (D)) into the expression, to get a bound ofO Dþ log n

  
logðDÞ
 
: 8. Analysis of the multi-message broadcast algorithm
Now we analyze the BMMB-Decay(/) multi-message
global broadcast protocol using both abstract MAC layers.
In Section 8.2, we consider the basic layer, and in Section
8.3, the probabilistic layer. We use different values of /
in these two subsections.
We carry out this analysis by combining results from
Section 5 with higher-level analysis of the global broadcast
algorithm. Our theorems, Theorems 8.4 and 8.21, assert
probabilistic upper bounds on the time for delivering any
particular message to all nodes in the network, in the pres-
ence of a limited number of concurrent messages. We as-
sume a bound k on the number of messages that arrive
from the environment during the entire execution.
As for single-message broadcast, the analysis using the
basic layer is simple, while the analysis using the probabi-
listic layer is more difﬁcult and yields a better bound. The
latter analysis is new; it uses many ideas from Section 7.2,
plus new ideas to cope with the on-line arrival of mes-
sages. It also uses a new path decomposition trick. The
analysis is not easy; in fact, we believe it would be infeasi-
ble without such a decomposition.
8.1. Deﬁnitions
We deﬁne the set of broadcast messages that are con-
current with a given broadcast message m. For this, it is
useful to identify the ﬁnal MAC-layer ack event associated
with each broadcast message.
Deﬁnition 8.1 (Clear events). Let a be an execution in N
(the set of nice executions, as deﬁned in Section 4.3), and
letm 2M be a message such that an arrive(m) event occurs
in a. We deﬁne the event clear(m) to be the ﬁnal ack(m)
event in a.
Deﬁnition 8.2 (The Set K(m)). Let a be an execution in N
and let m 2M be a message such that arrive(m) occurs in
a. We deﬁne K(m) to be the set of messages m0 2M such
that an arrive(m0) event precedes the clear(m) event and
the clear(m0) event follows the arrive(m) event. That is,
K(m) is the set of messages whose processing overlaps
the interval between the arrive(m) and clear(m) events.
Since a broadcast message can ﬁrst arrive at a node via
either an arrive or rcv event, we use the following notation
to combine the two possibilities:
Deﬁnition 8.3 (get events). A get(m)j event is deﬁned to be
the ﬁrst event by which node j receives message m; this
may be either an arrive event by which m arrives from the
environment, or a rcv event by which m is received from
the MAC layer.
8.2. Analysis using basic abstract MAC
In this subsection, we use our basic MAC layer to prove
an upper bound of O ðDþ k0DÞ log nk
 
logD
 
on the time
to deliver any particular message everywhere with
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current messages and with at most k messages overall. If k
is polynomial in n, the bound reduces to O ðDþ k0DÞ log n
 
logðDÞÞ. In this section, when we talk about ‘‘executions’’,
we mean executions of BMMB-Decay(/) together with our
physical network and a probabilistic environment, that is,
of BMMB-Decay(/) kEnvkNet.
We deﬁne constants:
 b = kn. This is a bound on the number of bcast events. In
this algorithm, each of the kmessages gets bcast at most
once by each node.
 a = k n(D + 2). This is a bound on the total number of
external MAC layer events.
 1 ¼ 2a.
 / ¼ 8D ln D1
 l m
.
Theorem 8.4. Let m 2M. The BMMB-Decay (/) algorithm
guarantees that, with probability at least 1  , the following
property holds of the generated execution a.
Suppose an arrive(m) event occurs in a. Let k0 be a positive
integer such that jK(m)j 6 k0. Then get(m) events, and hence,
deliver events, occur at all nodes in a within time
O ðDþ k0DÞ log nk

 
logðDÞ
 
of the time of the arrive(m) event.
Note that if k is polynomial in n, the bound reduces to
O ðDþ k0DÞ log n
 
logðDÞ .
Proof. Theorem 3.2 of [2] implies that when the BMMB
algorithm is used togetherwith the basic abstractMAC layer,
the message is always received everywhere within time
ðDþ 2k0  1Þfprog þ ðk0  1Þfack;
which is O((D + k0))fprog + (k0  1)fack. Based on the con-
stants deﬁned in Section 5.5, we substitute
fprog ¼ O log 11
 
logðDÞ
 
; fack
¼ O D log D
1
 
logðDÞ
 
; 1 ¼ 2a ; and a ¼ OðknDÞ;
to obtain a bound of the form
O ðDþk0Þ log nk

 
logðDÞ
 
þðk0 1ÞO D log nk

 
logðDÞ
 
¼O ðDþk0DÞ log nk

 
logðDÞ
 
:
Thus, if the algorithm ran with a basic abstract MAC layer
with fprog and fack as above, it would, in every execution,
deliver each message m everywhere by the indicated
bound.
However, instead of the basic abstract MAC layer, we
have an algorithm that implements it with probability at
least 1  , whenever it is placed in an environment that
submits at most k n bcasts. Since this is true for the
environment consisting of the BMMB protocol (plus its
own environment), Theorem 5.13 implies that, with prob-
ability at least 1  , the MAC layer achieves the progressbound fprog and the acknowledgment bound fack. That
implies that the entire system achieves the required mes-
sage delivery bounds with probability at least 1  . h
8.3. Analysis using probabilistic abstract MAC
Now we use our probabilistic MAC layer to improve the
bound of Section 8.2 to O Dþ k0D log nk
  
logðDÞ . In our
analysis, we ﬁrst assume a probabilistic layer with param-
eters fprog,fack, prog, and ack and analyze the complexity of
BMMB in terms of these parameters. Then, in Section 8.3.4,
we replace the abstract layer with DMAC and combine the
bounds for DMAC and BMMB to obtain Theorem 8.21.
For our analysis of BMMB over the abstract MAC layer,
we begin by redeﬁning the progress condition PC, in Sec-
tion 8.3.1. Then, in Section 8.3.2, we prove a non-probabi-
listic bound on the message delivery time in executions
that are ‘‘well-behaved’’, in the sense that they satisfy the
new PC, and also are ‘‘nice’’ as deﬁned in Section 4.3. Final-
ly, in Section 8.3.3, we bound the probability that an execu-
tion is well-behaved and use this to infer our probabilistic
bound on message delivery time.
In Section 8.3.3, our probabilistic statements arewith re-
spect to the system BMMB kMackEnvkNet, where Mac is an
arbitrary implementation of the abstract probabilistic
MAC layer with parameters fprog,fack, prog, and ack, and Env
is some probabilistic environment that submits at most k
messages. In Section 8.3.4, we consider the system BSMB-
Decay(/)kEnvkNet, where / ¼ 8D ln 1
 
 
, and Env is some
probabilistic environment that submits at most kmessages.
8.3.1. Progress conditions
Our ﬁrst deﬁnition identiﬁes the messages whose pro-
cessing is completed at a particular node or set of nodes
by a designated real time:
Deﬁnition 8.5. For any i 2 V, nonnegative real number t
and execution a, deﬁne Cai ðtÞ to be the set of messages m
such that ack(m)i occurs by time t in a.
For any I # V, nonnegative real number t and execution
a, deﬁne CaI ðtÞ to be the set of messages
T
i2IC
a
i ðtÞ, that is,
the set of messagesm such that ack(m)i occurs by time t for
every i 2 I.
We now redeﬁne the progress condition PC. In this def-
inition, we use the same constants c3 ¼ 31prog and
c2 ¼ 21prog deﬁned in Section 7.2.1. As before, the progress
condition is parameterized by a nonnegative real s.
The condition refers to two arbitrary nodes i and j. It
says that, if a broadcast message is received by, or arrives
at, node i by time t, and is ‘‘new’’ in that it is not already
completely processed in the neighborhood of the path
from i to j by time t, then either this message or some other
‘‘new’’ message is received by, or arrives at node j within a
certain amount of time.
Deﬁnition 8.6 (Progress condition PCi,j(s), where i,j 2 V,i– j,
and s is a nonnegative real). Write Pi,j as i = i0,i1, . . . , id = j,
and let I = {i1, . . . , id} (note that I does not include node
i = i0). We say that the progress condition, PCi,j(s), holds for
an execution a (i.e., a 2 PCi,j(s)) if for every nonnegative
real t, the following holds:
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a
CðIÞðtÞ occurs in
a by time t, then a get(m0)j event for some message
m0 R CaCðIÞðtÞ occurs by time
t þ ðc3dþ c2sÞfprog :
Also, we deﬁne:
PCðsÞ ¼
\
i;j;i–j
PCi;jðsÞ:
Now we deﬁne an alternative progress condition
WPCi,j.WPCi,j differs from PCi,j in that it is stated in terms
of real times at which get or ack events occur, rather than
arbitrary real times. We prove that WPCi,j is in fact equiva-
lent to PCi,j.WPCi,j is more convenient to use in a union
bound analysis in Section 8.3.3.Deﬁnition 8.7 (The set of executions WPCi,j(s), where i, j 2 V,
i– j, and s is a nonnegative real). Write Pi,j as
i = i0,i1, . . . , id = j, and let I = {i1, . . . , id}. An execution a is in
WPCi,j if for every nonnegative real t, the following holds:
If a get or ack event occurs anywhere at time t and a
get(m)i event for somemessagem R C
a
CðIÞðtÞ occurs by time t
then a get(m0)j event for some message m0 R C
a
CðIÞðtÞ occurs
by time
t þ ðc3dþ c2sÞfprog :
Also, we deﬁne:
WPCðsÞ ¼
\
i;j;i–j
WPCi;jðsÞ:Lemma 8.8. For every i, j 2 V, i– j, and nonnegative real s:
PCi;jðsÞ ¼ WPCi;jðsÞ:
Proof. Fix i,j, and s. Assume that Pi,j:i = i0,i1, . . . ,id = j and
I = {i1, . . . , id}. We show that PCi,j(s) # WPCi,j(s) and
WPCi,j(s) # PCi,j(s).
1. PCi,j(s) # WPCi,j(s).
Let a be any execution in PCi,j(s); we show that
a 2WPCi,j(s). Fix a nonnegative real t, and suppose that
a get or ack happens at time t. Further, suppose that a
get(m)i event occurs for some message m R C
a
CðIÞðtÞ by
time t. By the deﬁnition of PCi,j(s), a get(m0)j event for
some message m0 R CaCðIÞðtÞ occurs in a by time
t + (c3d + c2s)fprog. It follows that a 2WPCi,j(s).
2. WPCi,j(s) # PCi,j(s).
Let a be any execution in WPCi,j(s); we show that
a 2 PCi,j(s). Fix t, and suppose that a get(m)i event occurs
for some message m R CaCðIÞðtÞ by time t. We show that a
get(m0)j event occurs for some message m0 R C
a
CðIÞðtÞ by
time t + (c3d + c2s)fprog. Fixm tobe anymessage such that
m R CaCðIÞðtÞ and a get(m)i event occurs by time t. Let
t0,t0 6 t, be the largest real number such that either a get
or an ack event occurs at time t0. We have CaCðIÞðtÞ#
CaCðIÞðt0Þ, because, by deﬁnition of t0, no ack event occurs
after t0 and by time t. Since CaCðIÞðt0Þ#CaCðIÞðtÞ, we get
CaCðIÞðtÞ ¼ CaCðIÞðt0Þ.
Also, by choice of t0, the get(m)i event occurs by time t0,
and either a get or an ack occurs at time t0. Then by thedeﬁnition of WPCi,j(s), a get(m0)j event, m0 R C
a
CðIÞðt0Þ
occurs by time t0 + (c3d + c2s)fprog 6 t + (c3d + c2s)fprog.
It follows that a 2 PCi,j(s), as needed. h
The following lemma follows immediately fromLemma8.8.
Lemma 8.9. For every nonnegative real s:
PCðsÞ ¼ WPCðsÞ:8.3.2. Message delivery guarantee for well-behaved
executions
In this subsection, we prove a lemma giving a non-prob-
abilistic upper bound onmessage delivery time in ‘‘well-be-
haved’’ executions. By ‘‘well-behaved’’, we mean that the
executions satisfy the progress condition and also are
‘‘nice’’; that is, they are in PC(s) \ N. The lemma says that,
if a message m arrives at a node i from the environment at
time t0, j is any node, and l is any positive integer, then either
m reaches j within a certain time that depends on dist(i, j)
and l, or else l new messages reach j in that time. The proof
of this result is the most challenging one in the paper.
Lemma 8.10. Let s be a positive integer. For nonnegative
integers d and l, with l > 0, deﬁne
td;l :¼ t0þððc3þc2Þdþððc3þ2c2Þsþc3þc2ÞlÞfprogþðl1Þfack:
Let a be an execution in PC(s) \ N. Assume that arrive(m)i oc-
curs at time t0 in a. Let M0 # M be the set of messages m0 for
which arrive(m)i precedes clear(m0) in a. Let j 2 V, dist(i, j) = d.
Then for every integer lP 1, at least one of the following
two statements is true:
1. A get(m)j event occurs by time td,l and ack(m)j occurs by
time td,l + fack.
2. There exists a set M00 # M0,jM00j = l, such that for every
m0 2 M00,get(m0)j occurs by time td,l and ack(m0)j occurs
by time td,l + fack.Proof. We prove the lemma by induction on l.
 Base case:l = 1.
We consider subcases based on whether d = 0 or d > 0. If
d = 0, then j = i. Let m0 be the ﬁrst message in i’s queue
immediately after the arrive(m)i event. Then m0 2M0,
get(m0)i occurs by time t0 6 t0,1, and ack(m0)i occurs by
time t0,1 + fack, so Statement 2 is true usingM00 = {m0}.
Ifd > 0, thenweuse the fact thata 2 PCi,j(s) toobtainames-
sage with the needed properties. Write Pi,j as i = i0,i1, . . . ,
id = j and let I = {i1, . . . , id}. If m 2 Caj ðt0Þ then Statement 1
is true. If not, then m R CaCðIÞðt0Þ. Then since a 2 PCi,j(s), a
get(m0)j event for somem0 R C
a
CðIÞðt0Þ occurs by timet0 þ ðc3dþ c2sÞfprog < td;1:
Ifm0 reaches the front of j’s queue by time td,1, then ack(m0)j
occurs by time td,1 + fack. Also, note that m0 2M0, because
m0 R CaCðIÞðt0Þ. So Statement 2 is true using M00 = {m0}. Other-
wise, that is, if m0 does not reach the front of j’s queue by
time td,1, then in the last state of a at time td,1, some other
message m00 is ﬁrst on j’s queue. This implies that get(m00)j
occurs by time td,1 and ack(m00)j occurs by time td,1 + fack.
Also, note that m00 2M0 because m00 is still in j’s queue at
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 Inductive step: l > 1, assume the lemma for l  1 and all
values of d.
Now we proceed by induction on d.
- Base case: d = 0.
Then j = i. Suppose there are exactly l0 messages in i’s
queue immediately after the arrive(m)i occurs at time
t0. Note that the arrive(m)i event is also the get(m)i
event. All of these l0 messages are in M0, and all of
their geti events occur by time t0 6 t0,l. If lP l0 then
we have that ack(m)i occurs by time t0 + l0fack 6 t0 + l
fack 6 t0,l + fack, which implies that Statement 1 is
true. On the other hand, if l < l0, then ack(m0)i events
occur for the ﬁrst l messages on the queue by time
t0 + l fack 6 t0,1 + fack, so Statement 2 is true.
- Inductive step: d > 1, assume the lemma for l and all
smaller values of d.
Write Pi,j as i = i0,i1, . . . , id = j and let I = {i1, . . . , id}.
Assume that Statement 1 is false for j and l, that is,
that it is not the case that get(m)j occurs by time
td.l and ack(m)j occurs by time td.l + fack. We show
that Statement 2 must be true for j and l.
Since Statement 1 is false for j and l, it is also false
for j and l  1. Then by inductive hypothesis, State-
ment 2 must be true for j and l  1. That is, there
exists M00 # M0, jM00j = l  1, such that, for every
m0 2 M00,get(m0)j occurs by time td,l1 and ack(m0)j
occurs by time td,l1 + fack < td,l. Since Statement 1
is false for j and l  1, we have m RM00. Fix this set
M00 for the rest of the proof. hClaim 1. If get(m0)j occurs by time td,l for some m0 2M0 M00,
then Statement 2 is true for j and l.
Proof of Claim 1. Suppose that get(m0)j occurs by time td,l
for some particular m0 2M0 M00. If m0 reaches the front of
j’s queue by time td,l, then ack(m0)j occurs by time td,l + fack,
so Statement 2 is true for j and lusing the size l setM00 [ {m0}.
Otherwise, that is, ifm0 does not reach the front of j’s queue
by time td,l, then in the last state of a at time td,l, some other
message m00 is ﬁrst on j’s queue. This implies that get(m00)j
occurs by time td,l and ack(m00)j occurs by time td,l + fack. Note
that m00 2M0 because m00 is still in j’s queue at time td,l > t0.
Also, m00 RM00, because m00 is still in j’s queue at time td,l
whereas ackj events occur for all messages inM00 before that
time. Then Statement 2 is true for j and l, using the size l set
M00 [ {m00}.
Claim 2. Let j1 and j2 be neighbors. If M
00Caj1 ðtdistði;j1Þ;
l 1þ fackÞ then for some m0 2 M0 M00; getðm0Þj2 occurs by
time tdistði;j1Þ;l1 þ fack.
Proof of Claim 2. By inductive hypothesis for j1 and l  1,
either Statement 1 or Statement 2 is true for j1 and l  1. If
Statement 1 is true then m 2 Caj1 ðtdistði;j1Þ;l1 þ fackÞ. Since
a 2 N, this implies that getðmÞj2 occurs by time tdistði;j1Þ;l1þ
fack, as needed. On the other hand, if Statement 2 is true, then
there are at least l  1 elements ofM0 in Caj0 ðtdistði;j1Þ;l1 þ fackÞ.
Since M00Caj0 ðtdistði;j1Þ;l1 þ fackÞ, this set must contain some
message m0 2M0 M00. Since a 2 N, this implies that
getðm0Þj2 occurs by time tdistði;j1Þ;l1 þ fack, as needed.We return to the main proof. If for some neighbor j0 of
j;M00Caj0 ðtdistði;j0Þ;l1 þ fackÞ, then Claim 2 implies that for
some m0 2M0 M00, a get(m0)j event occurs by time
tdistði;j0Þ;l1 þ fack 6 tdþ1;l1 þ fack < td;l. Then Claim 1 implies
that Statement 2 is true for j and l, as needed.
The remaining case is where, for every neighbor j0 of
j;M00#Caj0 ðtdistði;j0Þ;l1 þ fackÞ. Then for any integer e,0 6 e 6
d  1, let Ie = {ie+1, . . . , id}. Let e0 be the smallest integer,
0 6 e0 6 d  1, such that
M00#
\
j02CðIe0 Þ
Caj0 ðtdistði;j0 Þ;l1 þ fackÞ: ð15Þ
We know that e0 exists because (15) holds for e0 = d  1. For
this e0, we have the following property:Claim 3. There exists m0 2M0 M00 such that getðm0Þie0 occurs
by time te0þ1;l1 þ fack.Proof of Claim 3. If e0 = 0, then m0 =m satisﬁes the claim.
So assume that e0 > 0. By the way e0 was chosen, there must
be some neighbor j0 of ie0 such thatM
00Caj0 ðtdistði;j0 Þ;l1 þ fackÞ.
Then by Claim 2, for some m0 2M0 M00, a getðm0Þie0 event
occurs by time tdistði;j0 Þ;l1 þ fack 6 te0þ1;l1 þ fack, as needed.
Once more, we return to the main proof. Let
d  e0 = qs + r, where q and r are nonnegative integers and
0 6 r < s.
First suppose that q > 0. By (15), we have
M00#CaCðJÞðte0þsþ1;l1 þ fackÞ;
where J ¼ fie0þ1; . . . ie0þsg. This is because, for every
j0 2 C(J),dist(i,j0) 6 e0 + s + 1.
Claim 3 says that there exists m0 2M0 M00 such that
getðm0Þie0 occurs by time
te0þ1;l1 þ fack < te0þsþ1;l1 þ fack:
Fix m0. If m0 2 CaCðJÞðte0þsþ1;l1 þ fackÞ, then getðm0Þie0þs occurs
by time te0þsþ1;l1 þ fackÞ. Otherwise, m0 R CaCðJÞðte0þ
sþ 1; l 1þ fackÞ. In this case, we apply the PCie0 ;ie0þs ðsÞ con-
dition, withm =m0 and t ¼ te0þsþ1;l1 þ fack. This implies that
there exists m1 R C
a
CðJÞðte0þsþ1;l1 þ fackÞ such that getðm1Þie0þs
occurs by time
te0þsþ1;l1 þ fack þ ðc3sþ c2sÞfprog 6 te0þ2sþ1;l1 þ fack:
Note that m1 2M0, because m1 R CaCðJÞðte0þsþ1;l1 þ fackÞ. Also,
m1 RM00, because m1 R C
a
CðJÞðte0þsþ1;l1 þ fackÞ and M00#CaCðJÞ
ðte0þsþ1;l1 þ fackÞ. So m1 2M0 M00. Thus, in either case,
there exists m1 2M0 M00 such that getðm1Þie0þs occurs by
time te0þ2sþ1;l1 þ fack.
We can repeat the same argument using the progress
conditions
PCie0þs ;ie0þ2s ðsÞ; PCie0þ2s ;ie0þ3s ðsÞ; . . . PCie0þðq1Þs ;ie0þqs ðsÞ;
to show that there existsmq 2M0 M00 such that getðmqÞidr
occurs by time
tdrþsþ1;l1 þ fack:
Then, by applying the progress condition PCidr ;jðsÞ, we
show that there exists m00 2M0 M00 such that get(m00)j oc-
curs by time
M. Khabbazian et al. / Ad Hoc Networks 12 (2014) 219–242 237tdrþsþ1;l1 þ fack þ ðc3r þ c2sÞfprog 6 td;l:
Now suppose that q = 0, that is, d  e0 < s. Then using the
progress condition PCie0 ;jðsÞ, we can show that there exists
m00 2M0 M00 such that get(m00)j occurs by time
tdþ1;l1 þ fack þ ðc3r þ c2sÞfprog 6 td;l:
Thus, in any case, a get(m00)j event occurs for some
m00 2M0 M00 by time td,l. Then Claim 1 implies that
Statement 2 is true for j and l, as needed.8.3.3. Probabilistic upper bound on message delivery time
In this section, we prove a lower bound on the probabil-
ity that executions satisfy the progress condition and are
nice, that is, on the probability of the event PC(s) \ N. We
then tie all the results together in Theorem 8.20.
The ﬁrst lemma bounds the probability of fast message
propagation between particular nodes i and j. Speciﬁcally,
after any ﬁnite execution b in which i gets a new message,
the lemma gives a lower bound on the probability that
either some new message is delivered to j within a short
time, or else the execution is not nice. In this lemma, we
consider probabilities with respect to the conditional dis-
tribution on time-unbounded executions of BMMB that ex-
tend a particular ﬁnite execution b. The notation Ab and Prb
is deﬁned in Section 2.3.
As before, the lemma includes a d term to handle race
conditions. We remove d in a following lemma.
Lemma 8.11. Let s be a nonnegative real number. Consider i,
j 2 V, i– j, write Pi,j as i = i0, i1,i2, . . . , id = j, and let I = {i1,
. . . , id}.
Let b be a ﬁnite execution of the BMMB protocol that ends
at time t0. Assume that there exists m R C
b
CðIÞðt0Þ such that a
get(m)i event occurs in b.
Let dbe apositive real. Let Fdbe the subset ofAb inwhich there
exists m0 R CbCðIÞðt0Þ for which a get(m0)j event occurs by time
t0 þ ðc3dþ c2sÞðfprog þ dÞ:
Then
PrbðFd [ NÞP 1 es:Proof. The proof follows the general outline of that for
Lemma 7.3, and again uses Lemma 2.3. Now we use the
path Pi,j, and deﬁne tq = t0 + q(fprog + d). The deﬁnitions of
Distq and Xq are similar to before, only now they talk about
progress for some message not in CbCðIÞðt0Þ, rather than just
the single given message. Arguments throughout the proof
are modiﬁed to give progress guarantees for messages not
in CbCðIÞðt0Þ.
Speciﬁcally, deﬁne tq = t0 + q(fprog + d) for every nonneg-
ative integer q. Let the random variable Distq be the
maximum l,0 6 l 6 d, such that there exists m0 R CbCðIÞðt0Þ
for which a getðm0Þil event occurs by time tq. Since in b, and
hence in all executions in Ab, a getðmÞi0 event occurs by
time t0 and m R C
b
CðIÞðt0Þ;Distq is well-deﬁned for each
execution and we have
8qP 0;Distq P 0: ð16Þ
Also, by deﬁnition of Distq,8qP 0 : Distqþ1 P Distq: ð17Þ
Deﬁne a 0–1 random variable Xq,qP 0, by
Xq ¼
1 if the execution is in N;
1 if Distq ¼ d;
minð1;Distqþ1  DistqÞ otherwise:
8><
>: 
ð18ÞClaim 1. For every a 2 Ab and for every rP 1, if a satisﬁesPr1
q¼0Xq P d then either a satisﬁes Distr = d or a 2 N.Proof of Claim 1. By contradiction. Suppose that a satis-
ﬁes
Pr1
q¼0Xq P d;a does not satisfy Distr = d and a 2 N. Then
(7) implies that it is not the case that a satisﬁes Distq = d for
any q,0 6 q 6 r  1. Consequently, all Xq,0 6 q 6 r  1, are
determined using Case 3 of (18). Then a satisﬁes:
Distr  Dist0 ¼
Xr1
q¼0
ðDistqþ1  DistqÞP
Xr1
q¼0
Xq P d:
Thus, a satisﬁes DistrP Dist0 + d, so by (6) and the fact that
Distr 6 d, we get that a satisﬁes Distr = d, a contradiction.
Claim 1 implies that
8r P 1 : PrbððDistr ¼ dÞ [ NÞP Pr
Xr1
q¼0
Xq P d
 !
: ð19Þ
Claim 2. Let a 2 Ab and qP 0. Let b0 be any ﬁnite preﬁx of a
that ends at time tq + d 6 tq+1. Then Prb0 ðXq ¼ 1ÞP 1 prog .Proof of Claim 2. Note that the values of random variables
Dist0, . . . ,Distq and X1, . . . ,Xq1 for all a 2 Ab0 are determined
solely by the preﬁx b0. So we will sometimes refer to the
values of these variables in b0.
If b0 contains any ack events without all corresponding
rcv events, then Ab0 #N. Then by Case 1 of (18), we get
Xq = 1 in b0, so Prb0 ðXq ¼ 1Þ ¼ 1, which sufﬁces. So from now
on, assume that every ack event in b0 is preceded by all
corresponding rcv events.
If Distq = d in b0, then by Case 2 of (18), we get Xq = 1 in
b0, so again Prb0 ðXq ¼ 1Þ ¼ 1. So assume that Distq = e in b0,
where 0 6 e < d.
By the deﬁnition of Distq, there exists m1 R C
b
CðIÞðt0Þ for
which a getðm1Þie event occurs in b0. If m1 reaches the front
of ie’s queue by time tq, then bcastðm1Þie occurs in b0. If not,
then some other message m2 is at the front of ie’s queue in
the last state of b0 at time tq, in which case bcastðm2Þie
occurs in b0. Note that m2 R C
b
CðIÞðt0Þ. Thus, in either case,
there exists m0 R CbCðIÞðt0Þ for which a bcastðm0Þie event
occurs in b0. Fix such m0.
If ackðm0Þie occurs in b0, then, by assumption, it must be
preceded by a rcvðm0Þieþ1 . Then by Case 3 of (18), we again
have Prb0 ðXq ¼ 1Þ ¼ 1. So assume that ackðm0Þie does not
occur in b0.
Let J be the set of neighbors of ie+1 that have an active
bcast(m00) for some message m00 at the end of b0. Then J is
nonempty because ackðm0Þie does not occur in b0 and the
BMMB protocol does not use abort events. Note that for any
such active bcast(m00) event, we have m00 R CbCðIÞðt0Þ. This is
because J # C(I), and so all nodes in J have cleared all the
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bcast(m00) events causes a rcvðm0Þieþ1 in b0, then by Case 3 of
(18), we have Prb0 ðXq ¼ 1Þ ¼ 1. So assume that none of
these active bcast(m00) events causes a rcvðm0Þieþ1 in b0.
Then by the deﬁnition of fprog, applied to b0 and node
ie+1, with probability at least 1  prog (according to Prb0 ),
either a rcvðm00Þieþ1 occurs for some m00 R C
b
CðIÞðt0Þ by time
(tq + d) + fprog = tq+1, or else an ackðm0Þie occurs by time tq+1
with no preceding rcvðm0Þieþ1 . (For the ﬁrst case, according
to the deﬁnition of fprog,m00 may be either a message that is
active at a neighbor in J after b0, or else a message whose
bcast occurs after b0; either way, we have m00 R CbCðIÞðt0Þ as
claimed.) In either case, we claim that Xq = 1 in the
probabilistically-chosen execution: If a rcvðm00Þieþ1 occurs
for some m00 R CbCðIÞðt0Þ by time tq+1, then this follows from
Case 3 of (18). On the other hand, if an ackðm0Þie occurs by
time tq+1 with no preceding rcvðm0Þieþ1 , then the execution
is in N, so this follows from Case 1 of (18). Thus, we have:
Prb0 ðXq ¼ 1ÞP 1 prog .
Claim 3. For every qP 1 and every x0,x1, . . . , xq1 2 {0,1},
PrbðXq ¼ 1jX0 ¼ x0;X1 ¼ x1; . . . ;Xq1 ¼ xq1ÞP 1 prog :Proof of Claim 3. Fix q,x0, . . . ,xq1. Let B be the set of ﬁnite
preﬁxes b0 of executions a 2 Ab such that b0 ends at time
tq + d, and in which
8i;0 6 i 6 q 1 : Xi ¼ xi:
Let C be the set of minimal elements of B, that is,
C ¼ fb0 2 Bj 9=b00 2 B such that b00is a proper prefix of b0g.
Note that every a 2 Ab in which
8i;0 6 i 6 q 1 : Xi ¼ xi;
is in exactly one set of the form Ab0 for b
0 2 C.
Using Claim 2, we get
PrbðXq ¼ 1jX0 ¼ x0;X1 ¼ x1; . . . ;Xq1 ¼ xq1Þ
¼
X
b02C
PrbðXq ¼ 1jAb0 ^ X0 ¼ x0; . . . ;Xq1 ¼ xq1Þ
 PrbðAb0 jX0 ¼ x0; . . . ;Xq1 ¼ xq1Þ ¼
X
b02C
PrbðXq ¼ 1jAb0 Þ
 PrbðAb0 jX0 ¼ x0; . . . ;Xq1 ¼ xq1Þ ¼
X
b02C
Prb0 ðXq ¼ 1Þ
 PrbðAb0 jX0 ¼ x0; . . . ;Xq1 ¼ xq1ÞP
X
b02C
ð1 progÞ
 PrbðAb0 jX0 ¼ x0; . . . ;Xq1 ¼ xq1Þ ¼ ð1 progÞ

X
b02C
PrbðAb0 jX0 ¼ x0; . . . ;Xq1 ¼ xq1Þ ¼ ð1 progÞ:Claim 4.
PrbðX0 ¼ 1ÞP 1 prog :Proof of Claim 4. The proof is similar to that for Claim 3,
but simpler. Let B be the set of ﬁnite preﬁxes b0 of execu-
tions a 2 Ab such that b0 ends at time t0 + d. Let C be the
set of minimal elements of B. Note that every a 2 Ab is in
exactly one set of the form Ab0 for b
0 2 C.Using Claim 2, we get
PrbðX0 ¼ 1Þ ¼
P
b02C
PrbðX0 ¼ 1jAb0 ÞPrbðAb0 Þ
¼ P
b02C
Prb0 ðX0 ¼ 1ÞPrbðAb0 Þ
P
P
b02C
ð1 progÞPrbðAb0 Þ
¼ ð1 progÞ
P
b02C
PrbðAb0 Þ
¼ ð1 progÞ:
We now return to the main proof. Let Yq, 0 6 q, be a collec-
tion of independent 0–1 random variables such that
PrðYq ¼ 1Þ ¼ 1 prog :
By Claim 3, we have that for every qP 1, and for every x0,
x1, . . . ,xq1 2 {0,1},
PrbðXq ¼ 1jX0 ¼ x0;X1 ¼ x1; . . . ;Xq1 ¼ xq1ÞP PrðYq ¼ 1Þ:
By Claim 4, we have that
PrbðX0 ¼ 1ÞP PrðY0 ¼ 1Þ:
It follows from Lemma 2.2 that, for any rP 1,
Prb
Xr1
q¼0
Xq P d
 !
P Pr
Xr1
q¼0
Yq P d
 !
:
Therefore, by (19), we get
PrbððDistr ¼ dÞ[NÞPPr
Xr1
q¼0
YqPd
 !
¼1Pr
Xr1
q¼0
Yq < d
 !
:
ð20Þ
Now we set r = bc3d + c2sc. By the deﬁnition of Fd, we have
that, for any time-unbounded execution a, if Distr = d in a,
then a 2 Fd. Hence, by (20), we have
PrbðFd [ NÞP 1 Pr
Xr1
q¼0
Yq < d
 !
: ð21Þ
Now we apply Lemma 2.3, with p = 1  prog, to obtain an
upper bound for the probability of the sum on the right-
hand side of (21):
Pr
Xr1
q¼0
Yq < d
 !
6 es: ð22Þ
Then by (21) and (22), we get
PrðFd [ NÞP 1 es;
which completes the proof.
We now remove the d term.
Lemma 8.12. Let s be a nonnegative real number. Consider i,
j 2 V, i– j, write Pi,j as i = i0, i1, i2, . . . , id = j, and let
I = {i1, . . . , id}.
Let b be a ﬁnite execution of the BMMB protocol that ends
at time t0. Assume that there exists m R C
b
CðIÞðt0Þ such that a
get(m)i event occurs in b.
Let F be the subset of Ab in which there exists m0 R C
b
CðIÞðt0Þ
for which a get(m0)j event occurs by time
t0 þ ðc3dþ c2sÞfprog :
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PrbðF [ NÞP 1 es:Proof. Follows since Lemma 8.11 holds for every d > 0. In
detail, Lemma 8.11 says that, for every d > 0:Prb
ðFd [ NÞP 1 es. Note that, for 0 < d1 6 d2, we have
Fd1 [ N# Fd2 [ N. Therefore,
Prbð
\
d>0
Fd [ NÞP 1 es: ð23Þ
We claim that\
d>0
Fd [ N ¼ F [ N: ð24Þ
One direction is obvious; we argue the other, that\
d>0
Fd [ N# F [ N:
So, let a 2 Td>0Fd [ N. If a 2 N then a 2 F [ N and we are
done. On the other hand, if a 2Td>0 Fd, then for every
d > 0,a contains a get(m0)j event for some m0 R C
b
CðIÞðt0Þ at a
time that is 6t0 + (c3d + c2s) (fprog + d). Since a cannot con-
tain an inﬁnite sequence of discrete events at successively
decreasing times, the only possibility is that a contains a
get(m0)j event for some m0 R C
b
CðIÞðt0Þ at a time that is 6
t0 + (c3d + c2s)fprog. Thus, a 2 F, which sufﬁces.
Then by (23) and (24), we get that
PrbðF [ NÞP 1 es;
as needed. h
Next, we prove a lower bound on the probability for PC,
in Lemma 8.19. In doing this, we use the equivalent WPC
deﬁnition from Section 8.3.1. We decompose the analysis
in terms of the number of get or ack events that have oc-
curred so far. This requires another auxiliary deﬁnition, a
version of theWPCi,j deﬁnition that depends on the number
of get or ack events.
Deﬁnition 8.13 (WPCi,j,c(s), where i, j 2 V, i– j, c is a
positive integer, and s is a nonnegative real). Write Pi,j as
i = i0, i1, . . . , id = j, and let I = {i1, . . . , id}. We say that
a 2WPCi,j,c(s) if for every nonnegative real t, the following
holds:
If a contains at least c get or ack events, and the cth such
event occurs at time t, and a get(m)i event for some
message m R CaCðIÞðtÞ occurs by time t, then a get(m0)j event
for some message m0 R CaCðIÞðtÞ occurs by time
t þ ðc3dþ c2sÞfprog :Lemma 8.14. Suppose i, j 2 V, i– j, and s is a nonnegative
real. Then
WPCi;jðsÞ ¼
\
16c62nk
WPCi;j;cðsÞ:
Proof. The deﬁnitions immediate imply one direction, that
WPCi;jðsÞ#
\
16c62nk
WPCi;j;cðsÞ:For the other direction, that\
16c62nk
WPCi;j;cðsÞ#WPCi;jðsÞ;
we use the fact that the total number of get and ack events
is bounded by 2nk: one get and one ack event for each of
the n nodes for each of the 6k messages. h
For use in handling race conditions, it is also helpful to
deﬁne an extension of the previous deﬁnition that includes
a d term:
Deﬁnition 8.15 (WPCdi;j;cðsÞ, where i, j 2 V, i– j, c is a positive
integer, and d and s are nonnegative reals). Write Pi,j as i = i0,
i1, . . . , id = j, and let I = {i1, . . . , id}. We say that a 2WPCi,j,c(s)
if for every nonnegative real t, the following holds:
If a contains at least c get or ack events, and the cth such
event occurs at time t, and a get(m)i event for some
message m R CaCðIÞðtÞ occurs by time t, then a get(md)j event
for some message md R CaCðIÞðtÞ occurs by time
t þ ðc3dþ c2sÞfprog þ d:
Now we prove a lower bound for WPCi,j,c(s). Note that
the probabilities in Lemma 8.16 are with respect to the en-
tire probabilistic execution of BMMB, starting from an ini-
tial state.Lemma 8.16. For any i, j 2 V, i– j, positive integer c, positive
real d and nonnegative real s, we have:
Pr WPCdi;j;cðsÞ [ N
 
P 1 es;Proof. Fix i,j,c,d, and s. Deﬁne theusual notation forPi,j and I.
Deﬁne Bd to be the set of ﬁnite preﬁxes b of executions
a containing at least c get or ack events, such that the cth
such event occurs at time t and b ends at time t + d. Let Cd
be the set of minimal elements of Bd. Note that every time-
unbounded execution a containing at least c get or ack
events is in at most one set of the form Ab for b 2 Cd.
Let D be the set of time-unbounded executions that
contain fewer than c get or ack events. Notice that
D#WPCdi;j;cðsÞ hClaim 1. For every b 2 Cd,
Prb WPC
d
i;j;cðsÞ [ N
 
P 1 es:
Proof of Claim 5. Let t be the time of the cth get or ack
event in b. If b contains no get(m)i event for a message
m R CbCðIÞðtÞ by time t, then by deﬁnition, Ab#WPCdi;j;cðsÞ, so
Prb WPC
d
i;j;cðsÞ [ N
 
¼ 1:
So from now on assume that b contains a get(m)i event for
a message m R CbCðIÞðtÞ by time t. Fix such an m. If
m 2 CbCðIÞðt þ dÞ, then in particular,m 2 Cbj ðt þ dÞ, which im-
plies that get(m)j occurs in b, so again Ab#WPC
d
i;j;cðsÞ, so
Prb WPC
d
i;j;mðsÞ [ N
 
¼ 1:
So from now on assume that m R CbCðIÞðt þ dÞ.
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conclude that, with probability P1  es, either there
exists m0 R CbCðIÞðt þ dÞ such that get(m0)j occurs by time
t þ dþ ðc3dþ c2sÞfprog ;
or the execution is in N. For each such m0, we have that
m0 R CbCðIÞðtÞ, so we get:
Prb WPC
d
i;j;cðsÞ [ N
 
P 1 es:
Then we use Claim 1 to obtain:
Pr WPCdi;j;cðsÞ [ N
 
¼
X
b2Cd
Prb WPC
d
i;j;cðsÞ [ N
 
 PrðAbÞ
þ Pr WPCdi;jcðsÞ [ NjD
 
 PrðDÞ
¼
X
b2Cd
Prb WPC
d
i;j;cðsÞ [ N
 
 PrðAbÞ
þ PrðDÞP ð1 esÞ  PrðDÞ þ PrðDÞ
P ð1 esÞ;
as needed.
And now we remove d:
Lemma 8.17. For any i, j 2 V, i– j, positive integer c, and
positive real s, we have:
PrðWPCi;j;cðsÞ [ NÞP 1 es:Proof. By an argument like the one used to prove Lemma
8.12. hLemma 8.18. Let s be a nonnegative real number. Then
PrðWPCðsÞ [ NÞP 1 2n3kes:Proof. By deﬁnition of WPC and Lemma 8.14, we obtain
that
WPCðsÞ ¼
\
i;j2V ;i–j
WPCi;jðsÞ ¼
\
i;j2V ;i–j;16c62nk
WPCi;j;cðsÞ:
Using a union bound and Lemma 8.17, we obtain:
PrðWPCðsÞ [ NÞ ¼ Prð
\
i;j2V ;i–j;16c62nk
ðWPCi;j;cðsÞ [ NÞÞ
P 1 2n3kes: 
We now use Lemmas 8.18 and 8.9 to obtain our lower
bound on the probability of PC(s).Lemma 8.19. Let s be a positive real number. Then
PrðPCðsÞ \ NÞP 1 2n3kes  PrðNÞ:Proof. Using Lemma 8.18, we obtain:
PrðWPCðsÞ \ NÞP PrððWPCðsÞ \ NÞ [ NÞ  PrðNÞ
¼ PrðWPCðsÞ [ NÞ  PrðNÞ
P 1 2kn3es  PrðNÞ:By Lemma 8.9, WPC(s) = PC(s), which completes the
proof. h
Finaly, we combine Lemma 8.10 with Lemma 8.19 and
the bound for PrðNÞ in Lemma 4.2, and instantiate s as
ln 2n3k
 l m
, to obtain our result for BMMB over the probabi-
listic MAC layer:
Theorem 8.20. Let m 2M and let  be a real number,
0 <  < 1. The BMMB protocol guarantees that, with probabil-
ity at least
1  nkack;
the following property holds of the generated execution a:
Suppose an arrive(m)i event p occurs in a, and let t0 be the
time of occurrence of p. Let k0 be a positive integer such that
jK(m)j 6 k0. Then get(m) events, and hence, deliver events
occur at all nodes in a by time
t0þ ðc3þc2ÞDþððc3þ2c2Þ ln
2n3k

  
þc3þc2Þk0
 
fprog
þðk0 1Þfack:Proof. Let s ¼ ln 2n3k
 l m
. The theorem follows immedi-
ately from two claims: hClaim 1. Suppose a 2 PC(s) \ N. Suppose an arrive(m)i event
p occurs at time t0 in a. Let k0 be a positive integer such that
jK(m)j 6 k0. Consider any node j. Then a get(m)j occurs by time
t1 ¼ t0þ ðc3þc2ÞDþððc3þ2c2Þ ln
2n3k

  
þc3þc2Þk0
 
fprog
þðk0 1Þfack:Proof of Claim 1. LetM0 # M be the set of messagesm0 for
which arrive(m)i precedes clear(m0) in a. Therefore, we
have K(m) # M0.
Based on Lemma 8.10, and using the fact that dis-
t(i, j) 6 D, by time t1, either a get(m)j event occurs or there
exists a setM00 # M0 with jM00j = k0 such that get(m0)j events
occur for all messages m0, m0 2M00. In the ﬁrst case, the
claim holds.
So suppose that the ﬁrst case does not hold and the
second case does hold, that is, a get(m)j event does not
occur by time t1, but there is a set M00 # M0 with jM00j = k0
such that get(m0)j events occur for all messages m0 2M00 by
time t1. Since get(m)j does not occur by time t1,clear(m)
does not occur by time t1. Therefore, the arrive(m0) events
for all m0 2M00 precede clear(m). It follows thatM00 # K(m).
Then because jM00j = k0 and jK(m)j 6 k0, we get M00 = K(m).
Since m 2 K(m), it follows that there is a get(m)j event by
time t1, a contradiction.Claim 2. The probability of the event PC(s) \ N is at least
1    nkack.Proof of Claim 2. By Lemma 8.19, the probability of the
event PC(s) \ N is at least 1 2n3kes  PrðNÞ. Since
sP ln 2n3k
 
, this yields that
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The last inequality follows from Lemma 4.2.8.3.4. Analysis of the complete algorithm
Finally, we combine our bound for the BMMB protocol
in terms of the probabilistic abstract MAC layer (Theorem
8.20) with our results for DMAC to obtain a bound for the
combined BMMB-Decay algorithm.
Theorem 8.21. Let m 2M and  be a real number, 0 <  < 1.
Let / ¼ 8D ln 1
 
 
. The BMMB-Decay(/) algorithm guaran-
tees that, with probability at least 1  , the following
property holds of the generated execution a:
Suppose an arrive(m)i event p occurs in a. Let k0 be a
positive integer such that jK(m)j 6 k0.
Then get(m) events, and hence, deliver events, occur at all
nodes in a within time
O Dþ k0D log nk

  
logðDÞ
 
of the time of occurrence of p.
Note that if k is polynomial in n, the bound reduces to
O Dþ k0D log n
  
logðDÞ .
Proof. Choose ack ¼ 2nk. Theorem 8.20 implies that, with
probability at least
1 
2
 nkack P 1 ;
get(m) events occur everywhere within time
ðc3 þ c2ÞDþ ðc3 þ 2c2Þ ln
4n3k

  
þ c3 þ c2
 
k0
 
fprog
þ ðk0  1Þfack:
Using the deﬁnitions of parameters for the implementation
of the probabilistic layer, in Section 5.4, we may assume
that prog 6 78, so this expression is
O Dþ log nk

 
k0
 
fprog
 
þ ðk0  1Þfack:
Again using those parameter deﬁnitions, we substitute
fprog = O(log (D)) and fack ¼ O D log nk
 
logðDÞ  into the
expression, to get a bound of
O Dþ log nk

 
k0
 
logðDÞ
 
þðk0 1ÞO D log nk

 
logðDÞ
 
¼O Dþk0D log nk

  
logðDÞ
 
:
The reason why we can use fack ¼ O D log nk
 
logðDÞ  here
is as follows. We instantiate  in the parameter deﬁnitions
with 2nkD, for the  in the statement of this theorem. Then
the parameter deﬁnitions say that
ack ¼ 2nkD  D ¼

2nk
:
This yields, from the parameter deﬁnitions, that
fack ¼ O D log 2nkD
 
logðDÞ
 
;which is
O D log
nk

 
logðDÞ
 
;
as needed. h9. Conclusions
In this paper, we have shown how one can use abstract
MAC layers to decompose global broadcast algorithms into
a high-level part for broadcast and a low-level part for con-
tention management. We use both the basic abstract MAC
layer of [1,2] and a new probabilistic layer. The basic layer
is simple to use, but yields bounds that are not optimal.
The probabilistic layer yields better bounds, at the cost of
somewhat more difﬁcult high-level analysis. The approach
is ﬂexible, in that it allows high-level algorithms to be
combined easily with different implementations of the
MAC layer.
Our analysis of the multi-message broadcast algorithm
is sufﬁciently hard that we think it would have been infea-
sible without such a decomposition. Thus, we believe that
this approach enables analysis of more complicated algo-
rithms than one could handle otherwise.
Even with the decomposition, the proofs are not trivial.
Complications arise because of issues such as race condi-
tions, the combination of synchronous and asynchronous
algorithms, and composition of probabilistic systems. Nev-
ertheless, the analysis is not too difﬁcult, and the results
are reusable.
Some technical questions remain. For example, we
wonder whether one could remove the dependence on k,
the total number of messages sent in the entire execution,
in the bound for multi-message broadcast (Theorem 8.21).
Other avenues for future work involve designing and
analyzing other algorithms over the MAC layers, and devel-
oping and analyzing other algorithms to implement the
MAC layers. For instance, as we described in the introduc-
tion, Cornejo et al. [11,12] have developed new Neighbor
Discovery algorithms over the basic abstract MAC layer,
which support higher-level dynamic graph algorithms.
Khabbazian et al. [14] have developed an implementation
of the probabilistic abstract MAC layer based on Analog
Network Coding (ANC) techniques [15], which can be com-
bined with our high-level broadcast algorithms. Many
more examples remain to be studied. We are also inter-
ested in learning how the theoretical results change in
the presence of communication uncertainty, as repre-
sented by the dual graph model of Kuhn et al. [1,2].
We hope that this work will contribute to building a
comprehensive theory for wireless network algorithms,
spanning all the way from the physical network level to
applications.
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