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Einleitung
Verbrennungsvorga¨nge sind in vielen technischen Anwendungen von Bedeutung,
wie Kraftfahrzeugmotoren und Gasturbinen. Eine analytische Beschreibung dieser
Vorga¨nge ist nur sehr eingeschra¨nkt mo¨glich. Hierbei gibt es verschiedene Fragestel-
lungen, wie Brennstoffverbrauch, Wa¨rmefreisetzung, Temperatur- oder Schadstoff-
entwicklung. Mit Simulationen von Verbrennungsprozessen wird versucht, den Ablauf
realer Verbrennungen vorherzusagen.
Modelle zur Simulation von reaktiven Stro¨mungen bauen im Allgemeinen auf den
Erhaltungsgleichungen auf. Es werden die Gesamtmasse und die einzelnen Stoffmas-
sen, sowie Impuls und Energie bilanziert. Diese Methoden sind sehr erfolgreich und es
wird an immer weiteren Verbesserungen und Erweiterungen gearbeitet, meist basie-
rend auf statistischen Verfahren. Insbesondere im Falle turbulenter Verbrennung ge-
staltet sich die Vorhersage von Schadstoffkonzentrationen jedoch noch schwierig. Die
Schadstoffbildung ha¨ngt empfindlich von der detaillierten Dynamik im System ab, das
heißt von der Interaktion der Zeitskalen der beteiligten Prozesse, da ihre Reaktionski-
netik komplex ist. Die Geschwindigkeiten der Reaktionen sind stark unterschiedlich,
zum Beispiel ist die Bildung von Stickoxiden verha¨ltnisma¨ßig langsam. Zur Vorher-
sage von Schadstoffkonzentrationen mu¨ssen die Vorga¨nge in Verbrennungssystemen
wie zum Beispiel Zylinder-Innenra¨ume in Motoren sehr detailliert simuliert werden.
Ebenso gibt es noch kein befriedigendes Modell zur Beschreibung lokalen Verlo¨schens
und Wieder-Zu¨ndens in gekru¨mmten Flammen. Auch Aussagen u¨ber Fluktuationen
sind bisher nur eingeschra¨nkt mo¨glich.
In dieser Arbeit wird ein neuer Ansatz zur Beschreibung von Verbrennungsprozes-
sen verwendet, der auf der Simulation von Reaktions-Diffusions-Systemen aufbaut,
wie sie aus dem Gebiet stochastischer dynamischer Systeme bekannt sind. Derartige
Simulationen sind bereits erfolgreich auf eine Reihe physikalischer und auch nicht-
physikalischer Systeme angewendet worden, wie die Biophysik oder die O¨kologie. Zur
Anwendung auf Verbrennung ist insbesondere die Erweiterung auf die Beru¨cksichti-
gung von Wa¨rme notwendig. Zusa¨tzlich zu den Teilchenzahlen muss die Temperatur
im System als Variable eingefu¨hrt werden. Die Wa¨rmefreisetzung durch die Reak-
tionen und die daraus resultierende Temperaturerho¨hung mu¨ssen betrachtet werden.
Um die Interaktion mit der Diffusion abbilden zu ko¨nnen, mu¨ssen einerseits die Tem-
peraturabha¨ngigkeit der Diffusion und andererseits der Wa¨rmetransport durch die
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Bewegung der Moleku¨le betrachtet werden. Die Anwendbarkeit dieses Modells wird
weiterhin deutlich erweitert durch die Repra¨sentation eines Geschwindigkeitsfelds.
Die Simulation beruht auf einem Monte-Carlo-Verfahren. Verbrennung wird als
diskreter stochastischer Prozess modelliert. Das resultierende Modell ist eine partikel-
orientierte, mesoskopische Beschreibung von Verbrennung. Im Gegensatz zu kontinu-
ierlichen Modellen werden die einzelnen Moleku¨le jedes Stoffes betrachtet. Dies fu¨hrt
zu diskreten Werten der Stoffkonzentrationen im Gegensatz zur kontinuierlichen Kon-
zentration aus Differentialgleichungssystemen, was fu¨r kleine Werte der Konzentra-
tion einen Unterschied bedeuten kann. Die Interaktion zwischen den einzelnen Re-
aktionen einerseits und diejenige der Reaktionen mit der Diffusion sowie eventuell
auch der Einfluss eines Stro¨mungsfeldes andererseits werden detailliert auf den un-
ter Umsta¨nden stark verschiedenen Zeitskalen aufgelo¨st. Die stochastische Simulation
liefert nicht nur die Mittelwerte der Variablen, sondern ebenfalls die Fluktuationen,
so dass grundsa¨tzlich alle Korrelationen ermittelt werden ko¨nnen.
Die Modellbildung fu¨r die Prozesse chemische Reaktionen, Diffusion und Stro¨mung
wird getrennt durchgefu¨hrt. Die sich ergebenden Effekte werden im Einzelnen durch
Simulationen untersucht.
Im ersten Kapitel wird ein U¨berblick u¨ber aktuelle Modelle zur Simulation reakti-
ver Stro¨mungen gegeben. Diese Modelle bauen alle auf dem System der Erhaltungs-
gleichungen auf, die im Allgemeinen nur numerisch gelo¨st werden ko¨nnen. Im Falle
von Turbulenz ist auch dies wegen der extrem hohen Anspru¨che an Rechnerleistung
nur noch sehr eingeschra¨nkt mo¨glich. Daher gibt es verschiedene Modelle, die hier
Lo¨sungen suchen. Diese beruhen auf statistischen Beschreibungen durch Mittelwerte
und Fluktuationen der Variablen. Meist werden die Bilanzgleichungen fu¨r die Gesamt-
masse, die einzelnen Stoffe, Impuls und Energie auf modellspezifische Art gemittelt,
woraus sich ein Gleichungssystem fu¨r die Mittelwerte und Fluktuationen ergibt, das
allerdings aufgrund von Korrelationen nicht mehr geschlossen ist.
Die Grundlagen zu Reaktions-Diffusions-Systemen als stochastische dynamische
Systeme werden im zweiten Kapitel eingefu¨hrt. Die Master-Gleichung zur Beschrei-
bung von Markov-Prozessen und die Exponentialverteilung von Wartezeiten werden
vorgestellt. Ein Monte-Carlo-Verfahren zur Simulation von Markov-Prozessen, die
durch eine Master-Gleichung beschrieben werden, ist die minimal-process-method.
Hierbei werden Realisierungen erzeugt und statistisch ausgewertet. Der Algorithmus
fu¨r ein ra¨umlich ausgedehntes Zellenmodell wird angegeben und diskutiert. Zentral
ist hierbei der Begriff der Raten, die die Ha¨ufigkeit des Auftretens der einzelnen
Zustandsa¨nderungen angeben.
Die Anwendung des im zweiten Kapitel eingefu¨hrten Simulationsverfahrens auf re-
aktive Systeme wird im dritten Kapitel behandelt. Das System wird durch Moleku¨le
in Teilvolumina charakterisiert, die einer Diskretisierung des Raumes entsprechen. Ein
3neuer Ansatz zur Simulation von Verbrennung wird hergeleitet, indem die mo¨glichen
Ereignisse chemische Reaktion, Diffusion und Stro¨mung so modelliert werden, dass sie
durch eine Rate und eine Vorschrift zur Ereignisdurchfu¨hrungen beschrieben werden.
Die Rate beschreibt die Dynamik des Prozesses, die Ereignisdurchfu¨hrung die entspre-
chende Zustandsa¨nderung. Hierbei werden klassische Reaktions-Diffusions-Systeme
um Wa¨rmefreisetzung und -transport durch die Moleku¨le erweitert. Es wird ein Mo-
dell entwickelt, das im Unterschied zu bisherigen Reaktions-Diffusions-Systemen die
Temperaturabha¨ngigkeit der Reaktionen und der Diffusion beru¨cksichtigt.
Reaktionsmechanismen fu¨r die chemischen Reaktionen inklusive der reaktionsspe-
zifischen Parameter fu¨r die Reaktionskonstanten werden vorgestellt. Die Reaktions-
raten werden durch den Stoßzahlansatz mit Reaktionskonstanten, die Arrheniusform
mit pra¨exponentiellem Faktor haben, beschrieben. Die Diffusion wird im Partikel-Bild
durch Teilchenspru¨nge modelliert. Sie ist proportional zur Teilchenzahl und abha¨ngig
vom Gitter. Die Temperaturabha¨ngigkeit dru¨ckt sich in der Diffusionskonstanten aus,
die unterschiedliche Diffusivita¨t der Stoffe in der Lewis-Zahl. Die Erweiterung des
Reaktions-Diffusions-Systems um ein Stro¨mungsfeld wird vorgeschlagen; diesem kom-
plexen Problem ist das sechste Kapitel gewidmet. Bei beiden Transportprozessen,
Diffusion und Stro¨mung, transportieren die Partikel auch Energie.
Die stochastische Simulationsmethode wird im vierten Kapitel auf homoge-
ne adiabate Verbrennung angewendet. Zuna¨chst wird die Wasserstoff-Sauerstoff-
Selbstzu¨ndung – modelliert durch den vollsta¨ndigen Reaktionsmechanismus von
19 Elementarreaktionen – simuliert. Weiterhin wird Methan-Luft-Selbstzu¨ndung
mit dem vollsta¨ndigen Reaktionsmechanismus simuliert, der um ein Vielfaches
aufwa¨ndiger ist als der Satz von Elementarreaktionen, der die Wasserstoff-Sauerstoff-
Verbrennung abbildet. Bei der Verbrennung mit Luft ist zusa¨tzlich auch die Stickoxid-
bildung von Bedeutung. Die Simulation von Methan-Luft-Selbstzu¨ndung wird mit
Stoßrohr-Experimenten verglichen. Die Betrachtung von Selbstzu¨ndung als stocha-
stischem Prozess wird begru¨ndet. Mittelwert und Verteilung der Zu¨ndverzugszeiten
werden fu¨r beide Stoffsysteme berechnet. Die Bedeutung der Anfangsbedingung fu¨r
das Gemisch wird diskutiert und im Falle der Methanzu¨ndung im Vergleich mit den
Experimenten bewertet.
Simulationen zum molekularen Transport werden im fu¨nften Kapitel durchgefu¨hrt.
Es werden Fluktuationen freier Diffusion im ra¨umlich homogenen System betrachtet.
Die Temperaturabha¨ngigkeit der Diffusion wird durch die Wahl einer geeigneten Be-
ziehung fu¨r die Diffusionskonstante im jeweiligen Stoffgemisch modelliert. Es werden
Stoffstro¨me untersucht, die durch die Temperaturabha¨ngigkeit der Diffusion auch oh-
ne Konzentrationsgradienten entstehen ko¨nnen. Die Verwendbarkeit eines reduzierten
Mechanismus wird fu¨r die vorgemischte Wasserstoff-Verbrennung mit zwei globalen
Reaktionen in Verbindung mit der Diffusion diskutiert.
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Bei der Repra¨sentation eines Stro¨mungsfeldes innerhalb des stochastischen Modells
gibt es grundsa¨tzlich zwei verschiedene Mo¨glichkeiten. Dies wird im sechsten Kapitel
betrachtet. Der Einfluss einer Stro¨mung auf das System aus chemischen Reaktionen
und Diffusion kann ausgehend von einem gegebenen Geschwindigkeitsfeld abgebildet
werden. Hierbei wird die Ru¨ckwirkung der chemischen Reaktionen auf die Stro¨mung
vernachla¨ssigt. Dieser Fall wird modelliert und simuliert. Die Variante, die Entwick-
lung der Stro¨mung selbst auch zu simulieren, wird skizziert und ein aussichtsreiches
einfaches Modell vorgeschlagen.
Im siebten Kapitel werden die vorgestellten Ergebnisse noch einmal abschließend
bewertet und ein Ausblick auf zuku¨nftige Arbeiten wird gegeben.
Kapitel 1
Reaktive Stro¨mungen
Das Gebiet der reaktiven Stro¨mungen ist schon seit langem ein sehr aktives und aus-
gedehntes Forschungsfeld. Reaktive Stro¨mungen werden u¨ber die makroskopischen
Erhaltungsgleichungen gegebenenfalls mit dem entsprechenden Quellterm simuliert.
Da das resultierende Gleichungssystem die Grundlage des bei weitem gro¨ßten Teils
von Verbrennungssimulation ausmacht, wird es auch hier kurz vorgestellt. Ausfu¨hrli-
che Einfu¨hrungen finden sich zum Beispiel in [1, 2].
Die Kontinuita¨tsgleichung gewa¨hrleistet die Erhaltung der Gesamtmasse:
∂ρ
∂t
+∇ (ρ~v) = 0 (1.1)
Die Massen der einzelnen Stoffe j ist aufgrund der Reaktionen nicht erhalten. Die
Stoffe werden mit der molaren Rate wj =
∑
rj
wr =
∑
r
(
dNj
dt
)
r
gebildet oder vernich-
tet, wobei rj die Reaktionen bezeichnet, in denen der Stoff j gebildet oder verbraucht
wird. In Abschnitt 3.2 werden die chemischen Reaktionen ausfu¨hrlich eingefu¨hrt.
Die Rate wj multipliziert mit der Molmasse Mj ergibt den Quellterm. Die Bilanz
der Teilchenmassen fu¨hrt auf:
∂ρj
∂t
+∇ (ρj~v) + jj = Mjwj (1.2)
Zusa¨tzlich zum Term fu¨r konvektiven Transport, wie er auch in der Kontinuita¨tsglei-
chung auftritt, gibt es beim Stofftransport einen Diffusionsstrom jj. Wie im Abschnitt
3.3 vorgestellt wird, wird der Diffusionsstrom makroskopisch vom Fickschen Gesetz,
Gleichung (3.14), beschrieben.
Impulsbilanz fu¨hrt auf die Navier-Stokes-Gleichungen:
ρ
(
∂~v
∂t
+ (~v · ∇)~v
)
= ∇τ¯ −∇p+ ρ~g (1.3)
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Hierin ist ~g das Schwerefeld und τ¯ der Spannungstensor fu¨r dynamische Viskosita¨t
und Volumenviskosita¨t. Meist ko¨nnen die Schubspannungen im Fluid durch das New-
tonsche Gesetz beschrieben werden, das in einer einfachen Form in Gleichung (6.13)
angegeben ist. Die Schubspannungen sind proportional zum Geschwindigkeitsgradi-
enten mit der Viskosita¨t als Proportionalita¨tskonstanten.
Energiebilanz ausgedru¨ckt durch die spezifische Enthalpie h ergibt
∂(ρh)
∂t
+∇(ρ~vh) = ∇
(
λ
cp
∇h
)
+ wh (1.4)
unter Verwendung des Fourierschen Gesetzes mit der Wa¨rmeleitfa¨higkeit λ und der
spezifischen Wa¨rmekapazita¨t cp. Der Term wh fasst abgefu¨hrte oder aufgenomme-
ne Wa¨rme resultierend aus den Prozessen Wa¨rmestrahlung, Reibung und durch
Drucka¨nderungen geleistete Arbeit zusammen.
Die Gleichungen (1.1)–(1.4) bilden ein geschlossenes Gleichungssystem, das rea-
gierende Stro¨mungen vollsta¨ndig beschreibt. Es ist allerdings im Allgemeinen nicht
analytisch lo¨sbar.
In speziellen Fa¨llen sind Vereinfachungen mo¨glich. In reaktionsdominierten Sys-
temen, in denen die Zeitskala, auf der die Mischung der Reaktionspartner abla¨uft,
deutlich schneller als die der Reaktionen ist, kann es ausreichen, die Reaktionen ohne
die Transportprozesse zu betrachten, entsprechend einem ra¨umlich homogenen Re-
aktor. Im umgekehrten Fall, in dem der Transport der Reaktionspartner zu einander
deutlich langsamer als die Reaktionen selber ist, kann die Reaktionskinetik außer
Acht gelassen werden, das System ist diffusionskontrolliert. Das Zusammenkommen
der Reaktionspartner fu¨hrt instantan zur Reaktion und damit zur Umwandlung in
die Produkte. Dies wird auch
”
gemischt-gleich-verbrannt-Modell“ genannt.
Im allgemeinen Fall kann das Gleichungssystem nur numerisch gelo¨st werden. So-
lange die Stro¨mung laminar ist, ist dies unter Verwendung klassischer Finite Differen-
zen, Finite Elemente oder Finite Volumen Verfahren mit der verfu¨gbaren Rechnerlei-
stung heutzutage verha¨ltnisma¨ßig gut mo¨glich. Im Falle turbulenter Stro¨mungen wird
dies mit steigender Reynolds-Zahl zunehmend schwierig bis unmo¨glich. Die Reynolds-
Zahl Re = vlρ
µ
mit der Viskosita¨t µ gibt hierbei das Verha¨ltnis von Tra¨gheitskraft zu
Reibungskraft an und ist ein Maß fu¨r die Turbulenz. Die La¨ngenskala der kleinsten
Strukturen in der turbulenten Stro¨mung, die Kolmogorov-La¨nge, wird mit großen
Reynolds-Zahlen sehr klein. Die Anzahl der notwendigen Gitterpunkte in einer Simu-
lation wird damit extrem groß. Die Direkte Numerische Simulation (DNS) turbulenter
Stro¨mungen ist daher auf einfache Stro¨mungen, also einfache Geometrien, mit relativ
geringen Reynolds-Zahlen beschra¨nkt. Aus heutiger Sicht ist es nicht zu erwarten,
dass die Rechnerleistung je ausreichen wird, dies grundsa¨tzlich zu a¨ndern. DNS wird
hauptsa¨chlich eingesetzt, um grundlegende Fragen zum Versta¨ndnis einfacher turbu-
lenter Stro¨mungen zu kla¨ren, wie zum Beispiel in [3, 4].
7Komplexere turbulente Stro¨mungen werden statistisch behandelt. Za¨he Stro¨mun-
gen stellen ein chaotisches System dar. Die Verwendung statistischer Methoden zur
Beschreibung chaotischer Systeme, die grundsa¨tzlich nicht stochastisch, sondern de-
terministisch sind, ist ausfu¨hrlich diskutiert worden, zum Beispiel in [5].
Es gibt verschiedene Modelle, um turbulente (nicht-reaktive und reaktive)
Stro¨mungen statistisch zu beschreiben. Im Folgenden werden die wichtigsten aktuel-
len Modelle zur Beschreibung turbulenter reaktiver Stro¨mungen vorgestellt.
Die Erhaltungsgleichungen werden nach Zerlegung der Variablen in Mittel-
werte und (makroskopische) Fluktuationen gemittelt. Das sich hieraus ergebende
Gleichungssystem ist nicht mehr geschlossen, da zusa¨tzliche Korrelationsterme der
Fluktuationen auftreten. Durch dieses Schließungsproblem werden Turbulenzmodel-
le auch schon im Falle turbulenter Stro¨mung ohne Reaktionen notwendig. Eine
Einfu¨hrung in Turbulenz findet sich zum Beispiel in [6], Turbulenzmodelle in [7].
Im Hinblick auf technische Anwendungen sind in erster Linie die Mittelwerte von
Interesse.
Es sei hier kurz erwa¨hnt, dass die statistischen Eigenschaften der fluktuierenden
Geschwindigkeiten sehr komplex sind. Ein Modell zur Simulation der Geschwindig-
keitsdifferenzen in vollsta¨ndig ausgebildeten turbulenten Stro¨mungen wird von Hilgers
in [8–10] vorgestellt. Die Beschreibung beruht auf der Theorie dynamischer Systeme
und verwendet gekoppelte Abbildungsgitter zur Modellierung der Energiekaskade in
vollsta¨ndig ausgebildeter Turbulenz, dem Energiefluss von großen zu kleinen La¨ngen-
skalen.
Im Falle reaktiver Stro¨mung ergibt sich aus der Mittelung ein noch deutlich kom-
plizierteres System als im Falle nicht-reaktiver Stro¨mungen, da mehr korrelierte Ter-
me auftreten. Dies gilt insbesondere im Falle variabler Dichte ρ und kann durch
die dichte-gewichtete Favre-Mittelung x˜ = ρx
ρ
reduziert werden. Die Favre-Mittelung
fu¨hrt auf weniger Korrelationsterme, es ergibt sich jedoch das Problem, dass sich die
Favre-Mittelwerte physikalisch nicht mehr leicht interpretieren lassen.
Insbesondere die Mittelung der nichtlinearen chemischen Quellterme Mjwj in Glei-
chung (1.2), mit
wj =
∑
r
(
dNj
dt
)
r
fu¨hrt zu Schwierigkeiten, da
wr(T, cj) 6= wr(T , cj) .
Wie in Abschnitt 3.2 ausfu¨hrlicher dargestellt wird, sind die Reaktionsraten pro-
portional einer Reaktionskonstanten kr und den Konzentrationen der Edukte, wr =
kr ·
∏
jEdukte
cνj . Die Reaktionskonstanten haben im Allgemeinen Arrhenius-Form mit
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einem pra¨exponentiellen Faktor kr = ArT
br · exp(− Er
RT
), siehe Gleichung (3.2). Die
chemischen Quellterme sind also hochgradig nichtlinear in der Temperatur und unter
Umsta¨nden auch in den chemischen Konzentrationen.
In vielen Fa¨llen turbulenter, reaktiver Stro¨mungen ko¨nnen schon mit dem oben
bereits erwa¨hnten
”
gemischt-gleich-verbrannt-Modell“ ausreichend gute Ergebnisse
erreicht werden. Das Problem der Reaktionsraten entfa¨llt dann ganz. Wenn jedoch
Prozesse wie zum Beispiel die Bildung von Schadstoffen betrachtet werden sollen,
reicht dies nicht mehr aus. Die Bildung der meisten Schadstoffe, wie zum Beispiel die
der Stickoxide NOx, ist deutlich langsamer als die dominierenden Verbrennungsreak-
tionen. Es ist daher notwendig, auch die Reaktionsdynamik zu simulieren. Wird die
mittlere Temperatur T verwendet, um die Reaktionskonstante zu ermitteln, wird der
Fehler zu groß. Die mit der mittleren Temperatur ermittelte Reaktionsrate und die in
den gemittelten Gleichungen auftretende mittlere Reaktionsrate unterscheiden sich
deutlich. Aus dieser Situation heraus wurden verschiedene Modelle zur Simulation
turbulenter Verbrennung vorgeschlagen, die im Folgenden kurz vorgestellt werden.
Peters [11, 12] und Bray et al. [13] schlagen ein pha¨nomenologisch orientiertes
Modell vor, bei dem die Reaktionszone aus Flamelets zusammengesetzt ist. Peters
Schwerpunkt liegt auf nicht-vorgemischten Systemen, der von Bray auf Vormisch-
flammen.
Die Reaktionszone muss du¨nn sein im Vergleich zur Kolmogorov-La¨nge, das heißt
die kleinste La¨ngenskala der turbulenten Stro¨mung muss deutlich gro¨ßer als die Re-
aktionszone sein. Grundsa¨tzlich gilt dies auch fu¨r die Zeitskalen von Turbulenz und
Reaktion. Diese Bedingung ist fu¨r Vormischflammen meist einfach zu erfu¨llen, im Fal-
le nicht-vorgemischter Verbrennung, wie zum Beispiel in einem Dieselmotor, bedeutet
dies mehr Aufwand.
Innerhalb der Reaktionszone bestehen unter den beschriebenen Voraussetzungen
fu¨r die Skalen lokal die Bedingungen laminarer Stro¨mung. Die du¨nne, gekru¨mmte,
turbulente Flamme wird daher als zusammengesetzt aus vielen, kleinen laminaren
Flammen angesehen, die im einfachsten Falle nur von der lokalen Streckung oder
auch von der lokalen Kru¨mmung der Flamme abha¨ngen.
Conditional Moment Closure (CMC) nach Klimenko und Bilger [14] mittelt das
Differentialgleichungssystem der Erhaltungsgleichungen (1.1)–(1.4) im Sinne beding-
ter Wahrscheinlichkeiten.
Ein bedingtes Mittel (conditional average) bedeutet Mittelung der Variablen, zum
Beispiel der Temperatur, fu¨r einen gegebenen Wert einer bedingenden Variablen (con-
ditioning variable). Zusammen mit der Wahrscheinlichkeitsdichte der bedingenden
Variablen ist das System vollsta¨ndig bestimmt. Die Wahl der bedingenden Variablen
ha¨ngt vom betrachteten System ab. Im vorgemischten System ist es eine Variable,
die den globalen Fortschritt der Verbrennung charakterisiert, im nicht-vorgemischten
System eine Mischungsvariable.
9Wird die bedingte mittlere Temperatur in die chemischen Quellterme eingesetzt,
ergibt sich im Gegensatz zur klassischen Mittelung eine sehr gute U¨bereinstimmung
zum bedingten Mittel der Reaktionsrate. Das Schließungsproblem des chemischen
Quellterms wird durch die bedingten Wahrscheinlichkeiten gelo¨st. Das vollsta¨ndi-
ge Gleichungssystem bedingter Erwartungswerte und Fluktuationen beno¨tigt weitere
Modellierung bezu¨glich der Korrelationen zur Schließung.
Eine sehr erfolgreiche Methode zur Simulation turbulenter Stro¨mungen ist Large
Eddy Simulation (LES), zuerst vorgeschlagen von Smagorinsky im Jahr 1963 [15].
Die Idee beruht darauf, nur die großen Strukturen, die von Interesse sind, mit einem
DNS-a¨hnlichen Modell zu simulieren. Die Auflo¨sung der kleinen Strukturen wird um-
gangen, indem die kleinen Skalen durch eines der Turbulenzmodelle ersetzt werden.
Diese Simulationen sind bezu¨glich der Rechnerleistung immer noch sehr aufwa¨ndig,
aber heutzutage schon gut mo¨glich. Allerdings ergeben sich wiederum Terme, die
Schließung notwendig machen, und die Realisierung von Randbedingungen ist pro-
blematisch. Es gibt aussichtsreiche Ansa¨tze, diese Schwierigkeiten zu lo¨sen [16].
Aufgrund der guten Vorhersage von turbulenten Stro¨mungen ist es ein vielverspre-
chender Ansatz, LES auf reaktive Stro¨mungen anzuwenden, der auch in ju¨ngerer Zeit
erfolgreich zum Beispiel von Steiner und Bushe [17] verfolgt wurde. Hierbei wird der
chemische Quellterm wie bei CMC aus der bedingten mittleren Temperatur ermittelt.
Die Probability-density-function (pdf) method von Pope [18] beschreibt das reakti-
ve Stro¨mungsfeld durch eine Verbundwahrscheinlichkeitsdichtefunktion (joint pdf) fu¨r
den Geschwindigkeitsvektor und einen Skalarenvektor, der die chemische Zusammen-
setzung des Fluids entha¨lt sowie weitere Skalare, wie die Enthalpie beziehungsweise
die Temperatur. Diese joint pdf f(V , ψ;x, t) ist so zu verstehen, dass sie die Verbund-
wahrscheinlichkeitsdichte fu¨r das gemeinsame Auftreten des Geschwindigkeitsvektors
v(x, t) = V und des Skalarenvektors φ(x, t) = ψ an jedem Ort x in der Stro¨mung zu
jedem Zeitpunkt t angibt.
Pope leitet eine Transportgleichung fu¨r die joint pdf her. In [18] findet sich ein
ausfu¨hrlicher U¨bersichtsartikel von Pope, in dem pdf-Methoden auch hergeleitet wer-
den und ihre Vorteile und Einschra¨nkungen diskutiert werden. Dort ko¨nnen mehr
Informationen zu allen im Folgenden skizzierten Details des Verfahrens gefunden wer-
den. Das joint pdf-Modell ist zur Simulation turbulenter Stro¨mungen sowohl mit als
auch ohne Reaktionen geeignet, wenn auch seine große Sta¨rke bei der Simulation
reaktiver Systeme liegt. In der Transportgleichung fu¨r die joint pdf ist insbesondere
der chemische Quellterm geschlossen und braucht nicht modelliert zu werden. Die
chemische Kinetik kann wie im laminaren Fall direkt verwendet werden. Es ko¨nnen
grundsa¨tzlich beliebig komplexe Reaktionssysteme betrachtet werden, auch wenn dem
in der praktischen Umsetzung Grenzen gesetzt sind. Die Beschreibungen von Kon-
vektion, Massenkra¨ften (Schwerkraft) und mittlerem Druckgradienten sind ebenfalls
geschlossen.
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Allerdings treten hier nun andere zu schließende Terme auf, die in den bisher vor-
gestellten Modellen geschlossen waren. Die Effekte durch die molekularen Prozesse
Viskosita¨t und Diffusion sowie der Gradient der Druckfluktuationen mu¨ssen model-
liert werden, da die Terme bedingte Erwartungswerte enthalten.
Molekulare Diffusion betrifft nur die Zusammensetzung φ und wird durch das
”
stochastic mixing model“ (Stochastische Mischung) beschrieben. Es beruht auf einem
Poisson-Prozess und wird umgesetzt, indem Paare
”
stochastischer Teilchen“ zufa¨llig
ausgewa¨hlt werden und beiden der Mittelwert ihrer Zusammensetzung zugewiesen
wird. Stochastische Teilchen entsprechen grob gesagt einer Diskretisierung der pdf
und werden ausfu¨hrlich in [18] diskutiert.
Der Einfluss viskoser Dissipation und des Gradienten der Druckfluktuation wirkt
nur auf den Geschwindigkeitsvektor V . Er kann auf verschiedene Arten modelliert
werden. Eine Mo¨glichkeit besteht in einer Kombination des
”
stochastic mixing mo-
dels“ und eines
”
stochastic reorientation models“. In diesem Falle bedeutet
”
stochastic
mixing“, dass Teilchen ausgewa¨hlt werden und beiden der Mittelwert der Geschwin-
digkeit zugewiesen wird; im
”
stochastic reorientation model“ werden Teilchenpaa-
re zufa¨llig ausgewa¨hlt und ihre Ausrichtung im Geschwindigkeitsraum wird zufa¨llig
gea¨ndert. Die Alternative ist das Langevin-Modell, benannt nach der zugrunde lie-
genden Langevin-Gleichung fu¨r Brownsche Bewegung. Hier beschreibt diese Diffusi-
onsgleichung den Einfluss von Viskosita¨t und Druckfluktuation. Der entsprechende
stochastische Prozess ist der Wiener-Prozess.
Die numerische Lo¨sung der joint pdf Transportgleichung ist nicht mehr mit den
klassischen Finite Differenzen, Elemente oder Volumen Methoden mo¨glich, da die
Dimension des Systems zu hoch ist. Pope schla¨gt zwei Mo¨glichkeiten zur Lo¨sung vor,
eine Monte-Carlo-Methode [19] und ein auf
”
operator splitting“ beruhendes Verfahren
mit dem Namen
”
method of fractional steps“.
Bei der Modellbildung im Bereich turbulenter reaktiver Stro¨mungen sind noch vie-
le Fragen offen. Die Modellierung einiger Effekte, wie zum Beispiel das lokale Zu¨nden,
Verlo¨schen und eventuell wieder Zu¨nden, kann noch nicht zufriedenstellend abgebildet
werden. Um gute Modelle finden zu ko¨nnen, wird mehr Information u¨ber die zugrunde
liegenden Prozesse beno¨tigt, auch wenn diese abschließend fu¨r technische Anwendun-
gen so detailliert nicht mehr von Interesse sind. Gemeinsam mit Experimenten sind
Simulationen ein Weg, diese Prozesse zu untersuchen.
Auf dem Gebiet der turbulenten Stro¨mungen gibt es verschiedene Modelle einer-
seits aus dem Gebiet nichtlinearer dynamischer Systeme und andererseits DNS, die
sehr gut geeignet sind, Informationen u¨ber die Natur turbulenter Stro¨mungen zu lie-
fern. Sie helfen so, ein besseres Versta¨ndnis der Vorga¨nge in turbulenten Stro¨mungen
zu gewinnen und bessere Modelle fu¨r anwendungsorientierte Simulationsverfahren zu
finden. Dies bezieht sich jedoch nur auf Stro¨mungen.
Um ein Simulationsverfahren zu erhalten, das ebenso grundlegende Aussagen
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u¨ber Verbrennung machen kann, reicht es im Allgemeinen nicht aus, lediglich die
Stro¨mungssimulation um Stofferhaltungsgleichungen zu erweitern. Chemische Reak-
tionen werden besser durch ein Modell beschrieben, das die einzelnen reagierenden
Moleku¨le betrachtet, wie es bei den Reaktions-Diffusions-Systemen, die im folgen-
den Kapitel 2 eingefu¨hrt werden, der Fall ist. Bei den bisherigen Anwendungen die-
ses Simulationsverfahrens wurde keine Wa¨rmeentwicklung betrachtet, was fu¨r die
Beschreibung von Verbrennungsprozessen jedoch wesentlich ist. Es sind auch nur
Reaktionssysteme mit wenigen Reaktionen betrachtet worden, wohingegen Reakti-
onsmechanismen fu¨r Verbrennung sehr umfangreich sein ko¨nnen.
In der vorliegenden Arbeit wird ein stochastisches Modell fu¨r Verbrennungssimu-
lationen aufbauend auf Reaktions-Diffusions-Systemen hergeleitet. Die Temperatur
als Variable wird eingefu¨hrt und Wa¨rmefreisetzung beru¨cksichtigt. Im Gegensatz zur
kontinuierlichen Beschreibung werden Moleku¨le betrachtet und das Modell lo¨st de-
tailliert die Interaktion von chemischen Reaktionen und Transportprozessen mit den
resultierenden Fluktuationen auf.
Zusammenfassung
Die Erhaltungsgleichungen fu¨r reaktive Stro¨mungen wurden vorgestellt. Im lamina-
ren Fall ist dieses Gleichungssystem numerisch lo¨sbar. Fu¨r turbulente Stro¨mung ist
die direkte numerische Lo¨sung nur sehr eingeschra¨nkt fu¨r einfache Geometrien und
verha¨ltnisma¨ßig kleine Reynolds-Zahlen mo¨glich. Aus diesem Grunde werden zur Si-
mulation komplexerer Systeme Turbulenzmodelle verwendet. Es wird hierbei eine sta-
tistische Beschreibung durch Mittelwerte und Fluktuationen notwendig. Dies fu¨hrt zu
Schließungsproblemen. Zum einen treten Terme mittlerer Korrelationen der Fluktua-
tionen auf, zum anderen ergibt die Mittelung im reaktiven System einen mittleren
Quellterm und so mittlere Reaktionsraten. Wegen der nichtlinearen Abha¨ngigkeit der
Reaktionsraten von der Temperatur und unter Umsta¨nden auch von den Konzen-
trationen der Reaktanden la¨sst sich die gemittelte Reaktionsrate nicht ohne weiteres
bestimmen.
Es werden die aktuell in der Grundlagenforschung verbreitetsten Modelle zur Simu-
lation turbulenter reaktiver Stro¨mungen vorgestellt, das Flamelets-Model, CMC und
die pdf-method, sowie ein Ausblick gegeben auf die Mo¨glichkeit der Verwendung von
LES. Die pdf-method nach Pope unterscheidet sich grundsa¨tzlich von anderen Turbu-
lenzmodellen, da sie auf einer Transportgleichung fu¨r die Verbundwahrscheinlichkeit
von Geschwindigkeitsvektor und Skalarenvektor aufbaut; der chemische Quellterm ist
hierbei geschlossen und muss nicht modelliert werden.
Abschließend wird ausgefu¨hrt, wie sich das in dieser Arbeit entwickelte Modell zur
Verbrennungssimulation einordnet.
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Kapitel 2
Reaktions-Diffusions-Systeme
Nachdem im vorhergehenden Kapitel 1 ein U¨berblick u¨ber Modelle zur Simulation
reaktiver Stro¨mungen gegeben wurde, werden in diesem Kapitel Reaktions-Diffusions-
Systeme vorgestellt, auf denen aufbauend das stochastische Partikel-Modell in Kapi-
tel 3 hergeleitet wird. Begriffe wie
”
Realisierung“ werden gekla¨rt und die im Folgenden
verwendeten grundlegenden Gleichungen eingefu¨hrt. Weiterhin wird der Algorithmus
angegeben, mit dem sie simuliert werden ko¨nnen.
Reaktion und Diffusion werden als stochastischer Prozess modelliert, im Gegensatz
zu einem sich deterministisch entwickelnden System. Die Entwicklung des Systems
ist also nicht eindeutig bekannt, es ko¨nnen vielmehr nur Wahrscheinlichkeiten ange-
geben werden. Ein solches System ist vollsta¨ndig bestimmt, wenn die Wahrschein-
lichkeit fu¨r jeden Zustand zu jeder Zeit bekannt ist. Ein Zustand kann hierbei ein
hochdimensionaler Vektor sein, in dem viele einzelne Parameter, die einen Zustand
charakterisieren, zusammengefasst sind. Ein solches stochastisches Modell muss mit
statistischen Verfahren behandelt werden.
Die Zusta¨nde von Reaktions-Diffusions-Systemen haben einen diskreten Wertebe-
reich, wenn die Diffusion durch Teilchenspru¨nge zwischen Zellen beschrieben wird. In
diesem Zellenmodell ist der kontinuierliche Raum x diskretisiert, indem er in Teil-
volumina unterteilt wird. Dann ist auch die Partikelbewegung diskretisiert. Es wer-
den zwar wie in einem mikroskopischen Modell Teilchen betrachtet, es wird jedoch
nicht exakt aufgelo¨st, wo diese sich befinden, sondern nur angegeben, in welcher Zelle
sich welche Anzahl von Teilchen befindet. Hierbei werden verschiedene Teilchensor-
ten unterschieden. Teilchentransport ist in dieser Beschreibung gleichbedeutetend mit
Teilchenspru¨ngen von einer Zelle in die Nachbarzelle. Eine anschauliche Interpreta-
tion ist, dass die kontinuierliche Bewegung eines Teilchens durch das Teilvolumen
hindurch zum Erreichen der Zellgrenze fu¨hrt und damit ein U¨bertreten in die Nach-
barzelle erfolgt. Die kontinuierliche Bewegung hat hierbei die Form eines Random
Walk, da die Partikel innerhalb der Zellen miteinander stoßen.
Da die Reaktionen selbstversta¨ndlich nur ganzzahlige A¨nderungen der Teilchen-
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zahlen bewirken, haben sie von vornherein diskreten Charakter.
Zusammengefasst ist ein Reaktions-Diffusions-System also ein Modell, das Reak-
tionen und Diffusion auf einem Gitter aus Zellen beschreibt. In den einzelnen Zellen
finden Reaktionen statt. Die beteiligten Moleku¨le ko¨nnen jedoch durch Spru¨nge der
Moleku¨le zwischen den Zellen auch diffundieren. Eine ausfu¨hrlichere Einfu¨hrung fin-
det sich bei Schnakenberg in [20].
2.1 Markov-Prozesse und die Master-Gleichung
In diesem Abschnitt wird die stochastische Beschreibung von Reaktions-Diffusions-
Systemen eingefu¨hrt.
Ein Prozess, dessen weitere Entwicklung ausschließlich vom momentanen Zustand
abha¨ngt, nicht davon, wie dieser Zustand erreicht wurde, wird Markov-Prozess ge-
nannt [22]. Anschaulich werden Markov-Prozesse als Prozesse ohne Erinnerungs-
vermo¨gen bezeichnet.
Die zeitliche Entwicklung diskreter Markov-Prozesse ist gegeben durch die zeitliche
Folge der diskreten Zusta¨nde n(t), die auch Markov-Kette genannt wird.
Markov-Prozesse ko¨nnen durch die Master-Gleichung beschrieben werden. Sie ist
eine grundlegenden Gleichung aus der Theorie der stochastischen Prozesse, die unter
anderem in [21, 23, 24] ausfu¨hrlich hergeleitet und diskutiert wird. Speziell in Bezug
auf Simulationsalgorithmen wird sie in [20] eingefu¨hrt und verwendet.
Die Master-Gleichung in diskreter Form lautet:
∂pn(t)
∂t
=
∑
n′
[Wn,n′pn′(t)−Wn′,npn(t)] (2.1)
Die diskrete Wahrscheinlichkeit pn(t) stellt die Gesamtwahrscheinlichkeit fu¨r den Zu-
stand n dar. Die Schreibweise ist eine Abku¨rzung fu¨r die Verbundwahrscheinlichkeit
p(n, t|n′′), die die Wahrscheinlichkeit fu¨r den Zustand n zum Zeitpunkt t fu¨r den Fall
angibt, dass sich das System zur Zeit t = 0 im Zustand n′′ befunden hat.
Die Rate Wn′,n gibt die Wahrscheinlichkeit pro Zeit fu¨r eine Zustandsa¨nderung aus
einem Zustand n heraus in die anderen mo¨glichen Zusta¨nde n′ 6= n pro Zeit an. Sie
ha¨ngt im Allgemeinen auch vom momentanen Zustand n ab, der durch die folgende
Zustandsa¨nderung verlassen wu¨rde. Analog gibt die RateWn,n′ die Wahrscheinlichkeit
fu¨r eine Zustandsa¨nderung von n′ in den Zustand n hinein an.
In der Terminologie der stochastischen Prozesse ist eine solche Zustandsa¨nderung
ein Ereignis. Die Rate Wn′,n gibt die Ha¨ufigkeit von Ereignissen pro Zeit an.
Die Master-Gleichung ist bei bekannten U¨bergangsraten eine partielle Differenti-
algleichung fu¨r die Wahrscheinlichkeit pn(t). Wie oben bereits gesagt, ist ein stochas-
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tisches System vollsta¨ndig bestimmt, wenn die Wahrscheinlichkeit fu¨r jeden Zustand
zu jedem Zeitpunkt, also pn(t), bekannt ist.
Die zeitliche A¨nderung der Wahrscheinlichkeit pn(t) ergibt sich nach Gleichung
(2.1) aus der Differenz der Summen
∑
n′Wn,n′pn′(t) und
∑
n′Wn′,npn(t). Der Zu-
gewinn an Wahrscheinlichkeit fu¨r einen bestimmten Zustand n ergibt sich aus al-
len Mo¨glichkeiten, aus anderen Zusta¨nden n′ in den Zustand n u¨berzugehen. Diese
U¨berga¨nge von n′ nach n setzen sich aus der Wahrscheinlichkeit pn′(t), im Zustand
n′ zu sein, und der Wahrscheinlichkeit pro Zeit Wn′,n, aus dem Zustand n′ in den Zu-
stand n u¨berzugehen, zusammen. Die Summe u¨ber alle mo¨glichen anderen Zusta¨nde
n′ ∑
n′
Wn,n′pn′(t)
ergibt den gesamten Zuwachs an Wahrscheinlichkeit fu¨r den Zustand n. Die Wahr-
scheinlichkeit fu¨r den Zustand n verringert sich durch alle Mo¨glichkeiten, den Zustand
zu verlassen. Analog ergeben sich diese aus der Wahrscheinlichkeit der Zusta¨nde n′
und den Raten Wn′,n, diese in den Zustand n hinein zu verlassen und Summation
u¨ber alle n′: ∑
n′
Wn′,npn(t)
Ein Beispiel sind Teilchenspru¨nge zwischen Zellen. Die A¨nderung der Wahrschein-
lichkeit dafu¨r, Teilchen in der Zelle n anzutreffen, ist die Differenz zwischen herein-
springenden und hinausspringenden Teilchen. Der Zugewinn an Wahrscheinlichkeit
ergibt sich aus der Wahrscheinlichkeit Teilchen in einer anderen Zelle n′ anzutreffen
und der Wahrscheinlichkeit pro Zeit, dass diese Teilchen von n′ nach n springen. Um-
gekehrt verringert sich die Wahrscheinlichkeit durch Spru¨nge aus der Zelle n hinaus in
irgendeine andere Zelle n′ hinein, was wieder von der Wahrscheinlichkeit fu¨r Teilchen
in der Zelle n und der Wahrscheinlichkeit pro Zeit fu¨r jeden mo¨glichen Sprung in eine
andere Zelle n′ abha¨ngt.
Die Master-Gleichung fu¨r den ausschließlichen Zerfall eines Zustands n, bezie-
hungsweise seiner Wahrscheinlichkeit pn(t), lautet:
∂pn(t)
∂t
= −
∑
n′
Wn′,npn(t) (2.2)
Hierbei werden nur die Zustandsa¨nderungen aus dem Zustand n heraus betrachtet.
Aus dieser Gleichung la¨sst sich die Verteilung der Wartezeiten τ in einem Zustand
n0, bis das na¨chste Ereignis – beziehungsweise die na¨chste Zustandsa¨nderung – statt-
findet, ermitteln. Die Anfangsbedingung lautet offensichtlich pn0(t0) = 1. Die Lo¨sung
von Gleichung (2.2) lautet:
pn0(τ) = Wn0 e
−Wn0τ , (2.3)
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wobei die Gesamtrate
Wn0 =
∑
n′
Wn′,n0
die Summe u¨ber alle Zustandsa¨nderungen aus dem Zustand n0 zu allen anderen
mo¨glichen Zusta¨nden n′ ist, entsprechend der Gesamtwahrscheinlichkeit fu¨r ein Er-
eignis beziehungsweise eine Zustandsa¨nderung insgesamt, unabha¨ngig davon, welches
Ereignis im Speziellen stattfindet.
Die mittlere Verweilzeit im Zustand n0 ergibt sich aus 〈τ〉 zu 1/Wn0 .
Die hier kurz eingefu¨hrten grundlegenden Aussagen u¨ber stochastische Prozesse
werden in vielen Textbu¨chern ausgefu¨hrt, eine Auswahl ist [23–25]. Eine sehr ausfu¨hr-
liche Einfu¨hrung findet sich bei Schnakenberg [21]. Speziell Markov-Prozesse betrach-
tet Gillespie in [22].
2.2 Simulation der Master-Gleichung
Das im vorhergehenden Abschnitt vorgestellte stochastische Modell fu¨r Reaktions-
Diffusions-Systeme kann mit der minimal-process-method1, einem Monte-Carlo-
Verfahren, simuliert werden. Dieses Verfahren ist allgemein geeignet, Markov-
Prozesse, die durch die Master-Gleichung beschrieben werden, zu simulieren.
Es kann grundsa¨tzlich als ein stochastisches Verfahren zur Lo¨sung partieller Dif-
ferentialgleichungen angesehen werden, wobei im Einzelfall gepru¨ft werden muss, in-
wieweit eine Verwendung sinnvoll ist [26].
Die minimal-process-method wird kurz in [25] vorgestellt. Ausfu¨hrlichere Informa-
tionen finden sich in [20], das sich allgemein mit Algorithmen befasst, und in [22] im
Rahmen der Markov-Prozesse.
Eine Mo¨glichkeit, einen stochastischen Prozess zu simulieren, ist die Erzeugung
einzelner Realisierungen und deren statistische Auswertung. Unter einer Realisierung
wird ein mo¨glicher Pfad durch den Konfigurationsraum verstanden. Aus den vielen
verschiedenen Mo¨glichkeiten, wie sich das System entwickeln kann, wird eine spezielle
ausgewa¨hlt.
In der minimal-process-method werden Realisierungen ausgehend von einem ge-
gebenen Anfangszustand n0(t0) mit den mo¨glichen Zustandsa¨nderungen Wn′,n0 er-
zeugt, entsprechend Gleichung (2.2). Zuna¨chst wird bestimmt, wie lange das System
im Zustand n0 verweilt. Im Sinne einer Realisierung wird eine spezielle Wartezeit τ0
bestimmt, nach der das na¨chste Ereignis stattfindet. Die zeitliche Entwicklung wird
durch Gleichung (2.3) bestimmt. Die Verweilzeit τ0 im Zustand n0 wird entsprechend
dieser Verteilung ausgewa¨hlt. Das Auswahlverfahren wird im Abschnitt 2.2.1 vorge-
stellt. Es ist dann bekannt, wann die na¨chste Zustandsa¨nderung in dieser speziellen
1oder Gillespie-Algorithmus
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Realisierung stattfindet. Falls nun auch bekannt ist, welches das na¨chste Ereignis ist,
kann das System in den Folgezustand u¨berfu¨hrt werden; die Zustandsa¨nderung wird
also durchgefu¨hrt. Das auszufu¨hrende Ereignis wird entsprechend der Raten Wn′,n
ausgewa¨hlt, was in Abschnitt 2.2.2 beschrieben wird.
Wird nun das gleiche Verfahren – Auswahl eines Zeitschritts τ und eines Ereignisses
Wn′,n – auf diesen Folgezustand angewendet, ergibt sich wiederum dessen Folgezu-
stand. Fortgesetzt ergibt sich so eine Folge von Zusta¨nden. Es wird eine mo¨gliche
Entwicklung n(t) des Systems unter allen mo¨glichen Alternativen entsprechend der
Wahrscheinlichkeiten der verschiedenen Ereignisse ermittelt, eine Realisierung.
Die statistische Auswertung eines ausreichend großen Ensembles von Realisie-
rungen ergibt schließlich die gesuchte Wahrscheinlichkeit aller Zusta¨nde zu allen
Zeiten pn(t). Es ko¨nnen so Mittelwerte der Form 〈ξ〉 =
∑
ξ p(ξ) entsprechend
〈ξ〉 = ∫ ξ p(ξ)dξ im kontinuierlichen Falle und Fluktuationen δξ = 〈ξ〉 − ξ aller in n
enthaltenen Parameter angegeben werden.
Aus den konkreten Eigenschaften eines speziellen Systems folgen die mo¨glichen
Zustandsa¨nderungen Wn′,n. Einerseits bestimmt ihre Summe in Gleichung (2.3) die
zeitliche Entwicklung des Systems, andererseits wichten sie die Wahrscheinlichkeiten
der verschiedenen Ereignisse.
Ra¨umliche Auflo¨sung wird durch das oben erwa¨hnte Zellenmodell, das Aufteilen
in Teilvolumina, erreicht. Innerhalb der Teilvolumina wird der Zustand als ra¨umlich
homogen angesehen. Der Zustand n des Gesamtsystems ist dann die Gesamtheit der
Zusta¨nde ni der einzelnen Teilvolumina Vi. Jeder Zelle i werden die in ihr mo¨glichen
Ereignisse li mit ihren jeweiligen Raten Wn,i,li zugeordnet. Jede der Raten Wn,i,li
ist eine Rate vom Typ Wn′,n. Die Zustandsa¨nderung von n nach n
′ entspricht dem
Ereignis li, wenn das System vor dem Ereignis im Zustand n ist. Zusa¨tzlich wird der
Ort i, an dem das Ereignis stattfindet, spezifiziert.
Im Folgenden wird zuerst gezeigt, wie die Wartezeiten erzeugt werden. Anschlie-
ßend wird die Auswahl der auszufu¨hrenden Zustandsa¨nderung vorgestellt. Abschlie-
ßend wird der vollsta¨ndige Algorithmus der minimal-process-method zusammenge-
fasst und ein kurzer U¨berblick zu Anwendungen gegeben.
2.2.1 Erzeugung exponentiell verteilter Verweilzeiten
Es wird davon ausgegangen, dass gleichverteilte Zufallszahlen 0 ≤ r < 1 zur
Verfu¨gung stehen. Dies wird ha¨ufig vom System des Rechners angeboten, besser sind
jedoch Verfahren, wie sie zum Beispiel in [27] zu finden sind. In [20, 21] wird herge-
leitet, wie aus den gleichverteilten Zufallszahlen andere Zahlen τ entsprechend einer
vorgegebenen Verteilung p(τ) erzeugt werden ko¨nnen. Hierzu wird die Verteilungs-
funktion Φ(τ) =
∫ τ
0
p(t) invertiert; fu¨r Φ werden die gleichverteilten Zufallszahlen r
eingesetzt. Beide Quellen zeigen auch, wie dies im Falle der Exponentialverteilung
nach Gleichung (2.3) auf die Beziehung
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τ = − 1
Wn
ln(1− r) (2.4)
fu¨hrt, wobei Wn die Gesamtrate aller Ereignisse in allen Zellen des Systems im Zu-
stand n ist, die durch Summation u¨ber alle Einzelraten Wn,i,li fu¨r alle mo¨glichen
Ereignisse li an alle Orten i erhalten wird:
Wn =
∑
i
∑
li
Wn,i,li (2.5)
2.2.2 Zustandsa¨nderung, Auswahl und Durchfu¨hrung
Die Beschreibung der Zustandsa¨nderungen bezu¨glich ihrer Rate und der
Durchfu¨hrung ist der Kern zur Simulation der Entwicklung eines konkreten Systems.
An dieser Stelle im Simulationsverfahren erfolgt die Modellierung des speziellen Sys-
tems. Fu¨r Verbrennungssimulationen wird dies im Kapitel 3 durchgefu¨hrt.
Anhand der Rate wird innerhalb der minimal-process-method ausgewa¨hlt, welches
in der Realisierung das na¨chste auszufu¨hrende Ereignis ist. Die Rate Wn,i,li gibt die
Ha¨ufigkeit an, mit der ein Ereignis li am Ort i ausgehend vom Systemzustand n pro
Zeit und somit auch im Verha¨ltnis zu den anderen mo¨glichen Ereignissen auftritt:
p(li) =
Wn,i,li∑
li
Wn,i,li
(2.6)
Entsprechend dieser Ha¨ufigkeit wird nun ein Ereignis ausgewa¨hlt.
Im ra¨umlich ausgedehnten System wird zuna¨chst der Ort ausgewa¨hlt, an dem das
na¨chste Ereignis stattfindet. Hierzu wird eine lokale Gesamtrate Wn,i =
∑
li
Wn,i,li als
die Summe aller Raten fu¨r Ereignisse am Ort i definiert. Die totale Gesamtrate wird
dann zu Wn =
∑
iWn,i. Anschließend wird bestimmt, welches Ereignis an diesem Ort
auszufu¨hren ist.
Es gibt verschiedene Verfahren, Ort und Ereignis entsprechend der jeweiligen Ra-
ten auszuwa¨hlen, die je nach Anzahl und Streuung der Werte der einzelnen Raten
unterschiedlich gu¨nstig sind. Die einfachste Methode, ein Ereignis auszuwa¨hlen, ist
das Summationsverfahren. Zuna¨chst wird der Ereignis-Auswahl-Schritt der minimal-
process-method mit diesem Verfahren vorgestellt, anschließend werden Alternativen
diskutiert.
Beim Summationsverfahren wird – wie schon bei der Erzeugung der exponentiell
verteilten Verweilzeiten – eine in 0 ≤ r′ < 1 gleichverteilte Zufallszahl r′ generiert und
mit der totalen Gesamtrate Wn multipliziert. Der Ausdruck Rn = r
′Wn entspricht
einer in 0 ≤ Rn < Wn gleichverteilten Zufallszahl Rn. Der Ort iaktiv, an dem das
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na¨chste Ereignis stattfindet, ist derjenige, fu¨r dessen Rate die Summe
∑
iWn,i u¨ber
i bei der Ausfu¨hrung der Summation das erste Mal gro¨ßer wird als Rn. Anschaulich
ist dies in Abbildung 2.1 dargestellt. Im abgebildeten Beispiel ist iaktiv = 2.
n,1W
nR
W W Wn,2 n,3 n,i
Abbildung 2.1: Grafische Darstellung des Summationsverfahrens zur Ereignisaus-
wahl.
In der Zelle iaktiv wird nun analog das auszufu¨hrende Ereignis ausgewa¨hlt, indem
eine weitere Zufallszahl r′′ in 0 ≤ r′′ < 1 erzeugt wird, das Produkt r′′Wn,iaktiv gebil-
dete wird, und in der Summation
∑
liaktiv
Wn,iaktiv ,liaktiv das Ereignis liaktiv ausgewa¨hlt
wird, fu¨r das die Summe zum ersten Mal gro¨ßer wird als das Produkt r′′Wn,iaktiv .
Die beiden Auswahlschritte – Ort und Ereignis an diesem Ort – werden im vorher-
gehenden Abschnitt mit dem Summationsverfahren realisiert. Dies ist ein sehr einfa-
ches, allerdings bei einer großen Anzahl auszuwertender Raten auch aufwa¨ndiges und
daher in der Simulation langsames Verfahren. Durch Vorsortieren der Raten kann die
Effektivita¨t der Auswahl noch gesteigert werden, insbesondere wenn einzelnen Raten
deutlich gro¨ßer sind als die u¨brigen.
Ein alternatives Auswahlverfahren ist das von Neumannsche Rejektionsverfahren.
Hierbei werden die in 0 ≤ Rn < Wn gleichverteilten Zufallszahlen Rn erzeugt, indem
sie zuerst entsprechend einer einfacher zu simulierenden Verteilung ausgewa¨hlt wer-
den und diejenigen verworfen werden, die der exakten Verteilung nicht entsprechen.
Die vereinfachte Verteilung muss eine obere Grenze der exakten Verteilung sein. Im
einfachsten Falle ist sie eine Konstante, die dem Maximum in der realen Verteilung,
also der gro¨ßten Rate, entspricht. Es kann dann eine der realen Raten gleichverteilt
ausgewa¨hlt und mit einem anschließenden Rejektionsschritt u¨berpru¨ft werden.
Wird der von Neumannsche Rejektionsalgorithmus mit der konstanten oberen
Grenze Wn,max zur Zellenauswahl verwendet, wird zuna¨chst mit Hilfe einer Zufalls-
zahl r1 eine Zelle n
∗ gleichverteilt ausgewa¨hlt. In diesem Schritt sind also alle Zellen
gleichberechtigt. Im zweiten Schritt wird mit einer weiteren Zufallszahl r2 ein Wert
Rn∗ = r2Wn,max gebildet. Ist Rn∗ ≤ Wn∗ wird Rn∗ akzeptiert, das heißt in der Zel-
le n∗ findet tatsa¨chlich das na¨chste Ereignis statt, ansonsten wird Rn∗ verworfen,
was bedeutet, dass das Verfahren neu gestartet wird. Eine neue Zelle wird gleichver-
teilt ausgewa¨hlt und ein Verwerfungsschritt durchgefu¨hrt. Anschaulich dargestellt ist
dieses in Abbildung 2.2. Ein Wertepaar (r1, r2Wn,max) entspricht einem Punkt un-
terhalb von Wn,max. Liegt dieser Punkt ebenfalls in der schraffierten Fla¨che, wird er
akzeptiert.
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Abbildung 2.2: Grafische Darstellung des von Neumannschen Rejektionsverfahrens
zur Ereignisauswahl.
Der vollsta¨ndige Algorithmus findet sich in [20]. Bewertet wird dieser Algorithmus
nach der Akzeptanz, das heißt danach, wieviele der im ersten Schritt erzeugten Zahlen
nicht verworfen werden. Fu¨r die konstante obere Grenze ha¨ngt die Akzeptanz daher
maßgeblich vom Verha¨ltnis des Maximums der Verteilung zu ihrem Mittelwert ab.
Fu¨r viele Raten, die alle von a¨hnlicher Gro¨ße sind, ist dies ein sehr effektives
Verfahren. Falls sich die Raten jedoch stark unterscheiden, wie das zum Beispiel im
Falle von Selbstzu¨ndung oder großen realistischen Reaktionssystemen ha¨ufig der Fall
ist, mu¨ssen zu viele Werte verworfen werden.
Die beiden Algorithmen fu¨r Summations- und Verwerfungsverfahren ko¨nnen auch
kombiniert werden. Von Schnakenberg und Fricke wurde das Konzept vorgeschlagen,
logarithmische Klassen zur Auswahl der Zelle zu verwenden, in der das na¨chste Ereig-
nis stattfindet, [29,35]. Hierbei werden die lokalen Gesamtraten in dual logarithmische
Klassen z mit 2z−1 ≤ Wn,i ≤ 2z sortiert. Es wird dann zuna¨chst ein Klasse ausgewa¨hlt
und innerhalb dieser eine Rate, die die Zelle identifiziert, in der das na¨chste Ereignis
stattfindet. Innerhalb einer Klasse unterscheiden sich die Raten ho¨chstens um den
Faktor zwei. Die Akzeptanz des Verwerfungsverfahrens ist in diesem Falle hoch. Im
Idealfall, dass die Raten innerhalb der Klasse gleichverteilt sind, betra¨gt sie 75%.
Aufgrund der logarithmischen Einteilung der Klassen gibt es typischerweise nur we-
nige Klassen, auch wenn die Werte der Raten Gro¨ßenordnungen u¨berstreichen. Daher
bietet sich zur Klassenauswahl das Summationsverfahren an.
Innerhalb der Zelle wird das Ereignis mit dem Summationsverfahren ausgewa¨hlt.
Hierbei wird davon ausgegangen, dass verha¨ltnisma¨ßig wenige Ereignisse in einer Zelle
stattfinden, jedoch eine weitaus gro¨ßere Zahl an Zellen vorliegt. Das Verfahren la¨sst
sich analog auf den Fall weniger Zellen mit vielen verschiedenen Ereignissen – wie
chemischen Reaktionen – mit stark unterschiedlichen Raten u¨bertragen.
Die Implementation der logarithmischen Klassen ist allerdings deutlich aufwa¨ndi-
ger als die der vorab beschriebenen Verfahren.
Nachdem nun das Ereignis ausgewa¨hlt ist, erfolgt die Durchfu¨hrung. Hierbei wer-
den im Allgemeinen die Zustandsgro¨ßen des Systems aktualisiert. Das bedeutet, dass
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der Zustand der beteiligten Zellen angepasst werden muss. In klassischen Reaktions-
Diffusions-System bedeutet dies Folgendes: Bei chemischen Reaktionen ist nur eine
Zelle beteiligt. Innerhalb dieser Zelle a¨ndern sich die Teilchenzahlen der an der Reak-
tion beteiligten Stoffe. An einem Diffusionssprung sind zwei Zellen beteiligt, diejenige,
die verlassen wird, und die Zielzelle. In beiden wird die Teilchenzahl der Teilchensorte,
die gesprungen ist, angepasst, indem sie um eins erho¨ht oder reduziert wird.
Mit der Modellierung von Raten und Durchfu¨hrung der Zustandsa¨nderungen im
Falle eines Verbrennungssystem befasst sich ausfu¨hrlich das folgende Kapitel 3.
2.2.3 Algorithmus
Der in diesem Abschnitt bisher eingefu¨hrte Algorithmus zur Simulation der Master-
Gleichung wird hier zusammengefasst und noch einmal in kompakter Form angegeben.
Allgemein lautet ein Simulationsschritt:
• Fu¨r jedes mo¨gliche Ereignis li im Volumenelement i (d.h. an jedem Ort x) wird
die Rate Wn,i,li in Abha¨ngigkeit vom Ausgangszustand n ermittelt.
• Die Summe u¨ber die Raten aller mo¨glichen Ereignisse an einem Ort ergibt eine
lokale Gesamtrate Wn,i =
∑
li
Wn,i,li .
• Die Summe der lokalen Gesamtraten ergibt die totale Gesamtrate Wn =
∑
iWn,i
zur Berechnung des Zeitschritts τ .
• Der Zeitschritt τ wird entsprechend den Gleichungen (2.4) und (2.5) bestimmt.
• Entsprechend der lokalen Gesamtraten Wn,i wird ausgewa¨hlt, an welchem Ort
iaktiv das na¨chste Ereignis stattfindet.
• Entsprechend der Raten Wn,iaktiv ,liaktiv wird am ausgewa¨hlten Ort iaktiv ein Er-
eignis liaktiv ausgewa¨hlt und durchgefu¨hrt.
Dieses Schema wird wiederholt, bis eine vorgegebene Anzahl von Simulationsschritten
oder eine vorgegebene Simulationszeit erreicht ist.
Bei der Anwendung auf Reaktions-Diffusions-Systeme werden entweder Teilchen
durch Reaktion vernichtet und/oder erzeugt oder durch Diffusion Teilchen von einer
Zelle in die Nachbarzelle gesetzt. Es wird je Simulationsschritt eines dieser Ereignisse
ausgefu¨hrt. Bei der Durchfu¨hrung einer Reaktion ist also jeweils nur ein Satz Re-
aktanden beteiligt, bei der Diffusion springt nur ein einzelnes Teilchen. Die partikel-
orientierte Ausfu¨hrung der einzelnen Schritte ergibt ein Simulationsverfahren, das die
Interaktion der einzelnen Prozesse detailliert auflo¨st.
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Den beschriebenen Algorithmus auf chemische reagierende Systeme anzuwenden,
wurde von Gillespie [22,30–32] vorgeschlagen und weitergefu¨hrt. Darauf baut [33] mit
der Betrachtung der einfachen Reaktion A+B → inert auch in fraktalen Dimensionen
auf.
Die minimal-process-method hat eine ganze Reihe weiterer Anwendungen, so auch
in der Biophysik [29] oder zur Simulation eines o¨kologischen Aggressionsmodells [34].
Weitere Optimierungen des Algorithmus werden in [28,35,36] vorgeschlagen.
Zusammenfassung
Zuna¨chst wurde aus der Theorie stochastischer dynamischer Systeme die Master-
Gleichung zur Beschreibung von Markov-Prozessen eingefu¨hrt. Dies fu¨hrt zu der Aus-
sage, dass die Verweilzeiten in einem Zustand exponentiell verteilt sind. Derartige
stochastische Prozesse ko¨nnen mit der minimal-process-method simuliert werden, die
detailliert vorgestellt wurde. Die speziellen Prozesse, die in einem konkreten System
stattfinden, werden durch die Raten und durch die Form der Ereignisdurchfu¨hrung ab-
gebildet. Die verschiedenen Ereignisse treten mit dem Gewicht ihrer Rate im Verha¨lt-
nis zur Gesamtrate auf.
Es ergibt sich ein partikel-orientiertes Simulationsverfahren fu¨r Reaktions-
Diffusions-Systeme auf mesoskopischer Ebene. Hierbei wird die Dynamik der Inter-
aktion von Reaktionen und molekularem Transport detailliert aufgelo¨st.
Im na¨chsten Kapitel 3 wird nun die stochastische Simulationsmethode auf Ver-
brennungsprozesse angewendet. Hierzu mu¨ssen die Prozesse wie chemische Reaktion,
molekularer Transport und Stro¨mung im Sinne von Raten und Ereignisdurchfu¨hrung
modelliert werden. Das mesoskopische Modell lo¨st sehr viel feiner auf, als es in den in
Kapitel 1 beschriebenen Modellen der Fall ist, und ist daher auch sehr viel aufwa¨ndi-
ger. Die Betrachtung eines Ensembles von Realisierungen liefert jedoch auch deutlich
mehr Informationen u¨ber die Fluktuationen.
Kapitel 3
Stochastisches Partikel-Modell
In diesem Kapitel werden die Prozesse chemische Reaktion, Diffusion und Stro¨mung,
aus denen sich Verbrennung zusammensetzt, im Sinne stochastischer Ereignisse, wie
sie im vorhergehenden Kapitel 2 eingefu¨hrt wurden, modelliert. Es wird spezifiziert,
wie die Durchfu¨hrung eines solchen Ereignisses ausgefu¨hrt wird und wie die Raten
bestimmt werden.
Die Modelle fu¨r die einzelnen Prozesse sind partikel-orientiert, das heißt, es werden
die Bewegung oder chemische Reaktion einzelner Partikel betrachtet. Im Zellenmodell
fu¨hrt dies auf eine mesoskopische Beschreibung, in der fu¨r jede Zelle der thermody-
namische Zustand bestimmt werden kann.
Zuna¨chst wird der Zustand des Systems im Abschnitt 3.1 definiert. Anschließend
werden chemische Reaktion, Diffusion und Stro¨mung einzeln in den Abschnitten 3.2
bis 3.4 betrachtet.
3.1 Systemzustand
In Abbildung 3.1 ist der vollsta¨ndige Systemzustand n schematisch dargestellt, wobei
ein Teilvolumen Vi ausfu¨hrlich skizziert ist. Vollsta¨ndig bestimmt ist der Zustand ni
in einer Zelle i am Ort xi = (xi, yi, zi) zur Zeit t durch die Angabe
- der Teilchenzahlen Ni,j jeder Moleku¨lsorte j,
- der Temperatur Ti,
- der Ausdehnungen ∆xi, ∆yi und ∆zi, woraus sich das Teilvolumen Vi ergibt,
- und des lokalen Geschwindigkeitsvektors ~vi.
Die Konzentrationen der verschiedenen Stoffe ergeben sich zu
ci,j =
Ni,j
NAVi
,
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∆ y
∆x
T, Nj
∆x ∆ y ∆zV=
v
(x, y, z), t
∆z
Abbildung 3.1: Systemzustand charakterisiert durch die Zusta¨nde der einzelnen
Volumenelemente.
wobei NA die Avogadro-Konstante ist. Die innere Energie ist
Ui =
∑
j
Ui,j =
∑
j
Ni,jui,j(Ti) .
Im allgemeinen Fall von Moleku¨len mit inneren Freiheitsgraden sind die spezifischen
inneren Energien ui,j stoffspezifische Gro¨ßen. Ohne innere Freiheitsgrade der Moleku¨le
gilt unter der Annahme, dass die Teilchen ein ideales Gas bilden, Ui =
3
2
NikBTi, wo-
bei kB die Boltzmann-Konstante ist und Ni =
∑
j Ni,j die Gesamtzahl aller Moleku¨le
im Teilvolumen. Der thermodynamische Druck pi ergibt sich aus der idealen Gasglei-
chung piVi = NikBTi.
Der Index i gemeinsam mit der Systemzeit t in der Sichtweise des Zellenmodells
ist gleichbedeutend mit der Abha¨ngigkeit (x, t).
Die folgenden Prozesse unterscheiden sich grundsa¨tzlich darin, ob eine oder zwei
Zellen beteiligt sind. Chemische Reaktionen finden innerhalb einer Zelle statt, da-
her ist auch nur eine Zelle beteiligt. Die Transportprozesse molekularer Transport
und konvektiver Transport durch das Geschwindigkeitsfeld betreffen zwei Zellen, eine
Start- und eine Zielzelle. In beiden Zellen wird im Zuge der Ereignisdurchfu¨hrung
der Zustand angepasst. Sobald bekannt ist, welche Teilchensorte aus welcher Zelle in
welche Richtung springt, ist das weitere Vorgehen unabha¨ngig davon, welcher Art der
Transportprozess ist. Im Simulationsalgorithmus wird in diesem Fall eine allgemeine
Routine Teilchensprung ausgefu¨hrt.
3.2. Chemische Reaktionen 25
3.2 Chemische Reaktionen
Chemische Reaktionen zur Beschreibung von Verbrennung werden fu¨r den ra¨umlich
homogenen Fall eingefu¨hrt, also fu¨r den Fall eines zu jeder Zeit ideal durchmisch-
ten Volumens, eines homogenen Reaktors. Bei der Verallgemeinerung auf ra¨umlich
ausgedehnte Systeme unter Anwendung des Zellenmodells kann dies direkt auf die
Teilvolumen angewendet werden, da innerhalb einer Zelle ra¨umliche Homogenita¨t
angenommen wird.
3.2.1 Reaktionsmechanismen und -konstanten
Die Gesamtsto¨chiometrie u¨ber alle beteiligten Reaktionen gibt die globale Reaktion
an. Sie gibt die Verha¨ltnisse von Brennstoff, Oxidator und Produkten bei idealer
vollsta¨ndiger Verbrennung an, zum Beispiel
CH4 + 2O2 = CO2 + 2H2O
fu¨r die Verbrennung von Methan (CH4) mit Sauerstoff.
Die globale Reaktion sagt jedoch nichts u¨ber die physikalischen Prozesse aus, die
zwischen den Reaktionspartnern ablaufen. Grundvoraussetzung dafu¨r, dass eine Re-
aktion stattfinden kann, sind Sto¨ße zwischen den beteiligten Moleku¨len. Es ist daher
realistischer, den tatsa¨chlichen Ablauf durch Reaktionen mit maximal zwei, selten
auch drei, beteiligten Moleku¨len zu modellieren, die anschaulich einer Aufteilung der
Gesamtsto¨chiometrie in eine Reihe von Teilreaktionen entsprechen. Genaueres hier-
zu findet sich in [1, 37]. Aus dem Stoß wird auch die fu¨r die Reaktion notwendige
Energie aufgenommen, falls ausreichend Energie vorhanden ist, oder auch abgefu¨hrt,
wenn zum Beispiel ein Moleku¨l zerfa¨llt.
Die Reaktionen, die auf molekularer Ebene ablaufen, werden Elementarreaktion
genannt. Fu¨r die globale Reaktion
H2 + 0.5O2 = H2O
von Wasserstoff und Sauerstoff sind die Elementarreaktionen nach Warnatz [1] im
Kapitel 4.1 zur Wasserstoff-Sauerstoff-Selbstzu¨ndung in Tabelle 4.1 aufgefu¨hrt. Dieser
Reaktionsmechanismus ergibt sich aus den kinetischen Daten fu¨r Verbrennung der
CEC Group [38,39].
Fu¨r die Verbrennung von Methan mit Luft ist der Reaktionsmechanismus im An-
hang B basierend auf dem GRI-Mech 3.0 des Gas Research Institute [40] angegeben.
GRI-Mech ist ein detaillierter Reaktionsmechanismus fu¨r Simulationen von Erdgas-
flammen und -zu¨ndung.
Hier werden nur kurz die in dieser Arbeit verwendeten Reaktionsmechanismen
vorgestellt. Eine umfassende Auflistung von Reaktionsmechanismen findet sich im
Kapitel 1.9
”
Resources for Combustion Chemistry Modeling“ in [37].
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Die Auswahl eines geeigneten Reaktionsmechanismus ist von großer Bedeutung,
da die Qualita¨t einer Verbrennungssimulation selbstversta¨ndlich nie besser sein kann
als der verwendete Reaktionsmechanismus und dessen Parameter fu¨r die einzelnen
Reaktionen. Auch sehr gute Reaktionsmechanismen bilden reale Verbrennung immer
noch nur eingeschra¨nkt ab.
Reaktionsraten
Die Reaktionsrate wr der Elementarreaktionen ist nach dem Stoßzahlansatz propor-
tional zu den Konzentrationen cjEdukte der reagierenden Stoffe jEdukte der jeweiligen Ele-
mentarreaktion r entsprechend dem Betrag ihrer sto¨chiometrischen Koeffizienten νr,j:
wr = kr ·
∏
j=jEdukte
c
|νr,j |
j (3.1)
Diese Reaktionsrate entspricht im Simulationsalgorithmus einer Rate der Form
Wn,i,li , wobei das Ereignis li eine spezielle Reaktion r ist. Die Abha¨ngigkeit vom
Zustand n dru¨ckt sich in den Konzentrationen der reagierenden Stoffe und der Tem-
peratur aus.
Die Temperaturabha¨ngigkeit der Reaktionskonstanten kr hat prinzipiell Arrhenius-
Form.Fu¨r manche Reaktionen wird der tatsa¨chliche Verlauf der Reaktionskonstanten
kr mit einem zusa¨tzlichen pra¨exponentiellem Faktor T
br 6= 1 besser wiedergegeben:
kr = ArT
br · exp(− Er
RT
) , (3.2)
mit der idealen Gaskonstante R. Der Arrhenius-Faktor Ar und der Temperaturex-
ponent br sowie die Aktivierungsenergie Er sind reaktionsspezifisch und mu¨ssen an
Experimente angepasst werden. Ihre Werte sind Teil der oben eingefu¨hrten Reaktions-
mechanismen. Die Parameter fu¨r die Elementarreaktionen werden in [37] ausfu¨hrlich
diskutiert. Die Reaktionskonstanten ha¨ngen deutlich nichtlinear von der Temperatur
ab.
Mit der Fortran Programm-Bibliothek Chemkin [41] existiert ein hilfreiches Werk-
zeug zur Handhabung der aufwa¨ndigen Reaktionsmechanismen, das auch fu¨r die hier
beschriebenen Simulationen verwendet wird. Chemkin liest einen frei wa¨hlbaren Re-
aktionsmechanismus ein1. Die Bibliothek entha¨lt Routinen, die thermochemische Da-
ten berechnen, wie Reaktionskonstanten, Reaktionsgeschwindigkeiten, aber auch Ent-
halpie, Entropie und Wa¨rmekapazita¨ten des Gemisches in Abha¨ngigkeit von Tempe-
ratur und Zusammensetzung. Die thermodynamischen Daten fu¨r die einzelnen Spezies
werden wie der Reaktionsmechanismus eingelesen. Der GRI-Mech entha¨lt auch diese
Daten.
1Der Reaktionsmechanismus muss selbstversta¨ndlich im richtigen Format vorliegen. Fu¨r die mei-
sten wichtigen Reaktionsmechanismen liegen solche Dateien bereits vor, wie auch fu¨r den GRI-Mech.
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Die thermodynamischen Daten werden allgemein in dieser Arbeit mit Hilfe der
NASA-Polynome, die im Anhang A aufgefu¨hrt sind, ermittelt, wie auch die Daten im
GRI-Mech.
Es ist weiterhin einfach mo¨glich, aufbauend auf den vorhandenen Chemkin-
Routinen, eigene Routinen hinzuzufu¨gen. Die in dieser Arbeit verwendete Version ist
Chemkin II Version 2.0. Die jeweils aktuelle Version findet sich unter [42]. Die Fortran-
Bibliothek kann von dem in C++ programmierten Simulationsprogramm aufgerufen
werden. Hierzu werden die verschiedenen Programmiersprachen getrennt u¨bersetzt
und anschließend verbunden.
3.2.2 Reduzierte Reaktionsmechanismen
Die vollsta¨ndigen Reaktionsmechanismen der Elementarreaktionen sind sehr
aufwa¨ndig. Die Wasserstoff-Sauerstoff-Verbrennung in der Tabelle 4.1 besteht schon
aus 19 Reaktionen mit 8 Spezies, die Methan-Luft-Verbrennung in Tabelle B.1 aus
325 Reaktionen mit 53 Spezies. Es wird daher versucht, Reaktionsmechanismen zu
vereinfachen, wobei im Allgemeinen Einschra¨nkungen fu¨r das Verbrennungssystem
gemacht werden mu¨ssen. Die reduzierten Mechanismen sind nur noch fu¨r bestimmte
Bereiche gu¨ltig, wie zum Beispiel fu¨r vorgemischte Flammen, aber nicht fu¨r Zu¨ndung.
Es gibt eine ganze Reihe verschiedener Ansa¨tze, reduzierte Reaktionsmechanismen
herzuleiten. Eine U¨bersicht der verschiedenen Verfahren findet sich im Kapitel 1.8
”
Reduced Chemistry Models of Combustion“ in [37]. Einen ausfu¨hrlichen U¨berblick
mit Anwendung auf Methan-Luft-Flammen bietet [45].
Eine Mo¨glichkeit zur Konstruktion reduzierter Mechanismen sind Ein-Schritt-
Modelle und allgemeiner empirisch hergeleitete globale Reaktionsmechanismen. Hier-
bei wird im einfachsten Fall eine globale Reaktion von Brennstoff und Oxidator zum
Produkt
Br +Ox→ Pr
mit einer Reaktionsrate, die von der Temperatur und den Konzentrationen von Brenn-
stoff und Oxidator abha¨ngt, definiert. Da dies mit realen Moleku¨lsto¨ßen nur noch
sehr indirekt zusammenha¨ngt, ist die Konzentrationsabha¨ngigkeit auch nicht mehr
zwingend proportional, das heißt, die Exponenten n und m in der Reaktionsrate
(3.3) mu¨ssen nicht den sto¨chiometrischen Koeffizienten der globalen Reaktion ent-
sprechen. Eine der Arrhenius-Form, Gleichung (3.2) mit br = 0, gleichende Tempera-
turabha¨ngigkeit wird ha¨ufig gewa¨hlt. Die Reaktionsrate hat dann die Form
w = A exp(−E
T
) cnPrc
m
Ox . (3.3)
Die Parameter A,E, n und m sind Systemkonstanten2 und werden an Experimente
2Die Bezeichnungen der Variablen sind analog zu den Raten der Elementarreaktionen, entspre-
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angepasst. Die realen chemischen Prozesse, wie sie die Elementarreaktionen abbil-
den, werden daher nicht beru¨cksichtigt. Eine Erweiterung stellen empirisch herge-
leitete globale Reaktionsmechanismen dar, bei denen weitere Zwischenprodukte und
Reaktionsschritte eingefu¨hrt werden.
Ein vom vollsta¨ndigen Reaktionsmechanismus der Elementarreaktionen ausgehen-
des Verfahren beruht auf der
”
Steady-State“-Na¨herung, also der Annahme von Qua-
sistationarita¨t fu¨r intermedia¨re Spezies, die in etwa gleich schnell produziert und
verbraucht werden. Die Konzentrationen der Steady-State-Spezies wird als konstant
angenommen. Eine Einfu¨hrung und Anwendungen von Steady-State-Na¨herungen fu¨r
nicht-gestreckte Vormischflammen und Gegenstrom-Diffusions-Flammen finden sich
in [46]. Das Verfahren wird grundsa¨tzlich und schematisch in [47] eingefu¨hrt.
Ohne Transportprozesse, im ideal durchmischten Reaktionsvolumen, bedeutet die
Stationarita¨tsannahme
d
dt
nsteady state = 0 .
Die Konzentrationen der Steady-State-Spezies treten im reduzierten Gleichungssys-
tem weiterhin auf. Die Ausdru¨cke fu¨r die Konzentrationen mu¨ssen noch vereinfacht
werden durch
”
Truncations“, was unter der Annahme partiellen Gleichgewichts fu¨r
spezielle Reaktionen erfolgt. Die Ausdru¨cke fu¨r die globalen Reaktionsraten, die auch
von den Konzentrationen der Steady-State-Spezies abha¨ngen, werden recht kom-
plex. Im Anhang C sind die Gleichungen fu¨r einen globalen 2-Schritt-Mechanismus
fu¨r vorgemischte Wasserstoff-Sauerstoff-Flammen nach Peters [49], aufbauend auf
Mauss et. al. [50], zusammengefasst.
Das stochastische Modell beno¨tigt Reaktionsmechanismen, die globale Reaktionen
fu¨r die Durchfu¨hrung der Reaktion mit Raten angeben. Da die stochastische Simu-
lation auf mesoskopischer Ebene darauf abzielt, reaktive Prozesse in der Interaktion
mit Transportprozessen aufzulo¨sen, sind Modelle, die auf realer Chemie aufbauen,
sinnvoller. Bei auf der Steady-State-Annahme beruhenden reduzierten Mechanismen
erfolgt die Herleitung des globalen Reaktionsmechanismus unter Beru¨cksichtigung der
realen Verbrennungschemie. Es wird daher im Kapitel 5.2 auch eine Simulation mit
dem oben erwa¨hnten 2-Schritt-Mechanismus durchgefu¨hrt.
Weitere Verfahren zur Reduktion von Reaktionsmechanismen beruhen auf auto-
matischer Reduzierung des Elementarreaktionsmechanismus durch eine Sensitivita¨ts-
analyse, wobei die Reaktionsmechanismen fu¨r Kohlenwasserstoffe immer noch verha¨lt-
nisma¨ßig umfangreich bleiben, sowie auf der Eigenwertanalyse und Einfu¨hrung nied-
rigdimensionaler Mannigfaltigkeiten. Sensitivita¨ts-, Reaktionsfluss- und Eigenwert-
analysen des Reaktionsmechanismus und Vereinfachung auf niedrigdimensionale Man-
chen aber nicht mehr direkt dem Arrhenius-Faktor, der Aktivierungsenergie und den sto¨chiometri-
schen Koeffizienten mit deren physikalischer Bedeutung.
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nigfaltigkeiten werden in [1] beschrieben. Diese Verfahren werden hier nicht verwen-
det.
3.2.3 Durchfu¨hrung einer chemischen Reaktion im stochasti-
schen Modell
Nachdem wie im Abschnitt 2.2 eingefu¨hrt eine chemische Reaktion als na¨chstes Er-
eignis ausgewa¨hlt ist, wird der Systemzustand in den Folgezustand u¨berfu¨hrt. Da die
Durchfu¨hrung der chemischen Reaktion nur in einer Zelle stattfindet, wird hier der
Zellindex i der U¨bersichtlichkeit halber weggelassen.
Findet in einem Teilvolumen eine chemische Reaktion statt, a¨ndern sich
- die Teilchenzahlen aller beteiligten Moleku¨le entsprechend der Sto¨chiometrie
der Reaktion,
- die Temperatur in der Zelle durch das Freiwerden der Reaktionswa¨rme.
Die Teilchenzahlen werden folgendermaßen angepasst:
Nj,neu = Nj,alt + νj,r ,
wobei die νj,r die sto¨chiometrischen Koeffizienten der Reaktion r sind. Die νj,r der
Edukte sind negativ, die der Produkte positiv.
Die neue Temperatur
Tneu = Talt + ∆Tr , (3.4)
folgt aus der Temperatura¨nderung ∆Tr, die sowohl positiv als auch negativ sein
kann, da die Elementarreaktionen auch im Falle von Verbrennung nicht immer Wa¨rme
abgeben, sondern sie unter Umsta¨nden auch aufnehmen.
Die Temperatura¨nderung ist bestimmt durch die Wa¨rmefreisetzung Qr der Re-
aktion r mit der temperaturabha¨ngigen Wa¨rmekapazita¨t cV des Stoffgemisches bei
konstantem Zellvolumen:
Qr =
∫ Tneu
Talt
cV (T ) dT
≈ cV,neuTneu − cV,altTalt (3.5)
Die Reaktionswa¨rme ergibt sich aus der Differenz der Enthalpien der Reaktions-
partner vor und nach der Reaktion:
Qr = −∆Hreact =
∑
HProdukte(Tneu)−
∑
HEdukte(Talt) (3.6)
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Die thermodynamischen Daten der temperaturabha¨ngigen, stoffspezifischen
Wa¨rmekapazita¨ten in Gleichung (3.5) und Enthalpien in Gleichung (3.6) werden auch
hier mit Hilfe der NASA-Polynome ermittelt.
Da die Enthalpien und die Wa¨rmekapazita¨ten nach der Reaktion von der noch un-
bekannten Temperatur Tneu abha¨ngen, ist das sich aus den Gleichungen (3.4)–(3.6)
ergebende Gleichungssystem fu¨r Tneu nicht explizit lo¨sbar. Daher werden die Ent-
halpien und Wa¨rmekapazita¨ten bei der Anfangstemperatur ermittelt, was nur einen
geringen Fehler bedeutet. Die Enthalpiedifferenz der reagierenden Moleku¨le vor und
nach der Reaktion ist na¨mlich maßgeblich durch die A¨nderung in den Bindungsener-
gien bedingt. Weiterhin wird die Wa¨rmekapazita¨t des Gemisches in der Zelle fu¨r das
Gemisch vor der Reaktion ermittelt, da die eine auftretende chemische Reaktion die
Gesamtzusammensetzung in der Zelle nur geringfu¨gig a¨ndert. Die Temperaturdiffe-
renz ergibt sich also zu
∆Tr =
Qr
cV,alt
(3.7)
mit
Qr ≈
∑
HProdukte(Talt)−
∑
HEdukte(Talt) . (3.8)
Aus dem neuen Zustand werden abschließend auch alle neuen Raten – Reaktions-
raten und die Raten der Transportprozesse – berechnet.
3.3 Molekularer Transport/Diffusion
Der molekulare Transport, beziehungsweise die Diffusion, wird in der stochastischen
Simulation durch Teilchenspru¨nge zwischen den Zellen realisiert. Hierzu muss die
Diffusion in Form einer Master-Gleichung dargestellt, also als Markov-Prozess mo-
delliert werden. Hieraus ergibt sich dann eine Diffusionsrate. In diesem Kapitel wird
zuna¨chst die kontinuierliche Beschreibung der Diffusion im Kontext stochastischer
Prozesse vorgestellt und daraus die diskrete Ratenbeschreibung hergeleitet. Hierbei
wird unter Diffusion die Bewegung auf molekularer Ebene und der daraus resultie-
rende Transport verstanden. Es kann also auch von der Diffusion einer einzelnen Mo-
leku¨lsorte gesprochen werden. Sie entsteht durch die thermisch angeregte Bewegung
der einzelnen Teilchen und deren Sto¨ße untereinander, die einen Random Walk erge-
ben. Aus dieser prinzipiell isotropen Bewegung ergeben sich makroskopische Stro¨me
durch Konzentrationsgradienten. Ein Beispiel ist ein Beha¨lter, der anfangs durch eine
Wand in zwei Teilvolumina unterteilt ist, von denen eines leer und eines gasgefu¨llt
ist. Wird die Trennwand entfernt, fu¨hrt die ungerichtete Bewegung der Moleku¨le im
einen Teilvolumen schließlich zum Konzentrationsausgleich. Dieser Effekt kann rein
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statistisch durch die gro¨ßere Wahrscheinlichkeit dafu¨r erkla¨rt werden, dass ein Mo-
leku¨l eher von der Seite mit mehr Moleku¨len zu derjenigen mit weniger Moleku¨len
u¨bergeht als umgekehrt.
Anschließend wird der Bezug zur makroskopischen Diffusion hergestellt, das heißt
zu dem auf molekularem Transport beruhenden Stoffstrom aufgrund eines Konzen-
trationsunterschieds, beschrieben durch das Ficksche Gesetz.
Die Diffusionsgleichung lautet
∂
∂t
c(x, t) = D∆c(x, t) (3.9)
mit dem Laplace-Operator ∆ = ∂
2
∂x2
+ ∂
2
∂y2
+ ∂
2
∂z2
.
Wird c(x, t) als Wahrscheinlichkeit dafu¨r interpretiert, dass ein Moleku¨l in der
Zelle i ist, geht die Diffusionsgleichung in eine Fokker-Planck-Gleichung u¨ber. Deren
Lo¨sung ist der Wiener-Prozess, im eindimensionalen Falle
p(x, t) =
1√
4piDt
exp
(
− x
2
4Dt
)
, (3.10)
der einer Gauß-Verteilung mit
〈x〉(t) = 0 , 〈(δx)2〉(t) = 2Dt
entspricht. Die Aussage u¨ber das Schwankungsquadrat 〈(δx)2〉 ist die Einstein-
Relation fu¨r Diffusion.
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Abbildung 3.2: Entwicklung des Wiener-Prozesses fu¨r verschiedene Zeiten aus der
Anfangsbedingung p(x, t = 0) = δ(x) heraus.
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In Abbildung 3.2 ist der Wiener-Prozess fu¨r verschiedene Zeiten dargestellt. Die
Verteilung p(x, t) entspricht der Wahrscheinlichkeit, ein Moleku¨l zur Zeit t am Ort x
anzutreffen, mit der Anfangsbedingung, dass das Moleku¨l zur Zeit t = 0 am Ort x = 0
ist, also p(x, t = 0) = δ(x). Im Mittel gibt es ohne a¨ußere Kraft keinen Transport,
〈x〉 = 0. Daher bleibt das Maximum der Verteilung in Abbildung 3.2 an der gleichen
Stelle. Die Verteilung wird jedoch mit fortlaufender Zeit flacher und breiter, da die
Moleku¨le mehr Zeit haben, sich vom Ausgangsort x = 0 zu entfernen. Sehr anschaulich
ist das Beispiel eines Tintenflecks in Wasser, der mit der Zeit auseinander la¨uft. Der
zwei- und der dreidimensionale Fall sind analog. Die stochastische Theorie diffusiver
Transportprozesse ist ausfu¨hrlich in [21] beschrieben.
Wird die Diffusionsgleichung (3.9) auf das Zellenmodell angewendet, fu¨hrt das
nach [20] im eindimensionalen Fall in x-Richtung auf:
∂
∂t
c(x, t) = D
∂2
∂x2
c(x, t)
=
D
(∆x)2
[c(x−∆x, t)− 2c(x, t) + c(x+ ∆x, t)] +O((∆x)2)
Wird von der Ortsvariablen x auf eine Za¨hlvariable i fu¨r die Zellen mit
x = (i+ 0.5)∆x u¨bergegangen ergibt sich:
∂
∂t
c(x, t) =
D
(∆x)2
[c(i− 1, t)− c(x, t) + c(i+ 1, t)− c(x, t)] +O((∆x)2) (3.11)
Diese Gleichung la¨sst sich unter Vernachla¨ssigung der Terme O((∆x)2) als Master-
Gleichung fu¨r U¨berga¨nge zwischen den Zellen interpretieren, wenn c(x, t) wieder als
Wahrscheinlichkeit dafu¨r angesehen wird, dass ein Moleku¨l in der Zelle i ist. Die Zell-
gro¨ße muss ausreichend klein sein, damit die Vernachla¨ssigung der Terme O((∆x)2)
legitim ist, das heißt die ra¨umliche Diskretisierung muss ausreichend fein sein.
Eine gleichartige Aussage ergibt sich aus dem Anteil D/(∆x)2 der Diffusionsrate,
der in Gleichung (3.11) abzulesen ist. Die Diffusionsrate muss groß gegenu¨ber den
Reaktionsraten sein, damit ra¨umliche Homogenita¨t in den Zellen erfu¨llt ist; die Dy-
namik in den Zellen ist dann reaktionskontrolliert. Hieraus la¨sst sich prinzipiell eine
Bedingung herleiten, wie klein die ∆x mindestens sein mu¨ssen.
Der Ausdruck D/(∆x)2 ist eine zeitliche Rate fu¨r das Durchqueren der Zelle, ihr
Kehrwert (∆x)2/D ist die mittlere Zeit fu¨r das Durchqueren der Zelle.
Die Diffusionsrate aus Gleichung (3.11) la¨sst sich auf Zellen mit einem Gemisch
aus verschiedenen Stoffen j und temperaturabha¨ngiger Diffusion verallgemeinern, also
auf Zusta¨nde n, wie sie im Abschnitt 3.1 definiert wurden. Die Diffusionsrate – be-
ziehungsweise die Rate fu¨r molekularen Transport – fu¨r den Sprung eines Moleku¨ls
der Sorte j aus der Zelle i setzt sich zusammen aus
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- der Wahrscheinlichkeit
ci,j∑
i ci,j
fu¨r ein Moleku¨l der Sorte j in der Zelle i,
- der temperaturabha¨ngigen Diffusionskonstanten Di,j fu¨r die Diffusion des Stof-
fes j im Stoffgemisch.
- der Ausdehnung der Zelle in Sprungrichtung ∆x, ∆y oder ∆z und
- der von der Dimension d abha¨ngigen Anzahl 2d der na¨chsten Nachbarzellen, in
die ein Moleku¨l springen kann.
Die lokale Diffusionsrate Wdiff,x,i,j fu¨r den Stoff j im Teilvolumen i in die zwei
Nachbarzellen in x-Richtung ergibt sich zu:
Wdiff,x,i,j =
Di,j
(∆x)2
ci,j (3.12)
Die Diffusionsraten fu¨r die verschiedenen Koordinatenrichtungen unterscheiden
sich nur bezu¨glich der Ausdehnung des Volumens in Diffusionsrichtung und erge-
ben sich analog. Die Gesamt-Diffusionsrate Wdiff,i fu¨r Spru¨nge aller Moleku¨lsorten
in alle Richtungen aus der Zelle i heraus ergibt sich zu
Wdiff,i =
∑
alle Richtungen
∑
j
Wdiff,x,i,j .
Im Falle gleicher Zellausdehnungen in allen Richtungen ∆x = ∆y = ∆z := l sind
die Diffusionsraten fu¨r die Einzelrichtungen identisch und die Gesamtrate fu¨r Spru¨nge
aus der Zelle i wird zu
Wdiff,i,sym = d
Di,j
l2
ci,j . (3.13)
Bis auf die Diffusionskonstante Di,j ist die Diffusionsrate vollsta¨ndig bestimmt.
Empirisch ermittelt wurde die Diffusionskonstante fu¨r das Ficksche Gesetz
∂m
∂t
= −ρADF ∂c
∂x
, (3.14)
das den Stoffstrom mit der Dichte ρ bezogen auf eine Fla¨che A durch einen Konzen-
trationsgradienten beschreibt.
Division durch die Molmasse Mj und U¨bertragung auf das Zellenmodell fu¨r eine
Zelle i mit konstantem Volumen in x-Richtung ergibt
∆Ni,j
∆t
= −∆Ni→i±1,j Di,j
(∆x)2
ci,j . (3.15)
Fu¨r einen Diffusionssprung ist ∆Ni,j = −1 in der Zelle i, die verlassen wird, und der
Teilchenstrom in die Nachbarzelle i± 1 ist ∆Ni→i±1,j = 1.
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Der Vergleich von Gleichung (3.12) und Gleichung (3.15) zeigt, dass die Diffusions-
konstante in der Ratengleichung mit der Diffusionskonstanten aus dem Fickschen
Gesetz u¨bereinstimmt. Beziehungen fu¨r den Konzentrationsgradienten im Fickschen
Gesetz ko¨nnen fu¨r das Zellenmodell mit der in Gleichung (3.12) definierten Rate
verwendet werden.
Grundsa¨tzliche Aussagen zur Ermittlung von Diffusionskonstanten finden sich zum
Beispiel in [1].
Die Temperaturabha¨ngigkeit der Diffusionskonstanten Di,j des Stoffes j im Stoff-
gemisch wird nach der u¨blicherweise in der Verbrennungsmodellierung verwendeten
Beziehung ermittelt [51]:
Di,j =
1
ρLej
λ
cp
=
(
2.58 · 10−4
ρLej
)(
Ti
298
)0.7
(3.16)
Die Lewis-Zahlen Lej werden hierbei als na¨herungsweise konstant angesehen. Ge-
eignete Werte der Lewis-Zahlen Lej finden sich in der Literatur, zum Beispiel in [51].
Weiterhin ist ρ die Dichte des Stoffgemisches und 2.58 · 10−4 ( T
298
)0.7
g/(cm s) das
Verha¨ltnis der Wa¨rmeleitfa¨higkeit λ und der Wa¨rmekapazita¨t cp.
3.4 Stro¨mung
In diesem Abschnitt werden nur kurz die grundlegenden Gleichungen zur Repra¨sen-
tation eines Stro¨mungsfeldes im Rahmen stochastischer dynamischer Systeme dar-
gestellt. Es ist in der Literatur noch kein Verfahren vorgestellt worden, Reaktions-
Diffusions-Systeme um Stro¨mung zu erweitern. Bei der Simulation von Verbrennung
ist dies jedoch Grundlage, um konvektiven Transport und Effekte wie zum Beispiel
lokale Verlo¨schung durch Streckung bei Auftreten eines relativ großen Geschwindig-
keitsgradienten in die Untersuchung einbeziehen zu ko¨nnen. Daher wird diese Fra-
ge ausfu¨hrlich in Kapitel 6 behandelt. Dort werden zwei grundsa¨tzlich verschiedene
Ansa¨tze betrachtet. Zum einen, wie aus einem gegebenen Geschwindigkeitsfeld v(x, t)
eine Rate hergeleitet werden kann, zum anderen wird skizziert, wie die Entwicklung
des Geschwindigkeitsfeldes selbst zu simulieren ist.
Im Kontext stochastischer Prozesse stellt ein Stro¨mungsfeld einen Strom (oder eine
Drift) verursacht durch eine a¨ußere Kraft oder ein a¨ußeres Feld dar.
Die Fokker-Planck-Gleichung fu¨r den eindimensionalen Fall analog zur Diffusions-
gleichung (3.9) mit einer a¨ußeren Kraft F (x) lautet:
∂
∂t
p(x, t) = − ∂
∂x
F (x)p(x, t) +D
∂2
∂x2
p(x, t) (3.17)
Die Verteilung p(x, t) gibt wieder die Wahrscheinlichkeit an, ein Teilchen zur Zeit t
am Ort x anzutreffen.
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Im Unterschied zur Diffusion, wie sie im vorhergehenden Abschnitt vorgestellt
wurde, ergibt sich ein Nettostrom 〈x〉(t) 6= 0.
Im Falle einer konstanten Kraft F (x) = const. geht der Wiener-Prozess in Glei-
chung (3.10) u¨ber in eine Gauß-Verteilung
p(x, t) =
1√
2pi〈(δx)2〉(t)exp
(
−(x− 〈x〉(t))
2
2〈(δx)2〉(t)
)
(3.18)
mit
〈x〉(t) = (a− b)t
〈(δx)2〉(t) = (a+ b)t , (3.19)
wobei a und b eine Diffusionskonstante in positive und negative x-Richtung bedeuten.
Die Diffusion entspricht dem Sonderfall ohne a¨ußerem Feld mit a = b = D. In Ab-
bildung 3.3 ist p(x, t) fu¨r verschiedene Zeiten ausgehend von der Anfangsbedingung
p(x, t = 0) = δ(x) dargestellt. Wie im Falle ohne Strom werden die Verteilungen
flacher und breiter, das Maximum der Verteilung verschiebt sich jedoch auch.
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Abbildung 3.3: Entwicklung des Wiener-Prozesses mit einer Drift nach Gleichung
(3.18) mit b = 0.5a fu¨r verschiedene Zeiten aus der Anfangsbedin-
gung p(x, t = 0) = δ(x) heraus.
Makroskopisch werden Stro¨mungen bis auf wenige Ausnahmen durch die Navier-
Stokes-Gleichungen (1.3) vollsta¨ndig beschrieben, deren Lo¨sung jedoch große Schwie-
rigkeiten birgt, wie im Kapitel 1 angesprochen.
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Zusammenfassung
In diesem Kapitel wird das mesoskopische Partikel-Modell zur stochastischen Simula-
tion von Verbrennung eingefu¨hrt. Zuna¨chst wird definiert, was unter einem Zustand
des Systems verstanden wird.
Als erste Variante von Ereignissen werden chemische Reaktionen vorgestellt. Die
Reaktionsrate ha¨ngt von der Reaktionskonstanten und den Konzentrationen der rea-
gierenden Spezies ab. Die temperaturabha¨ngige Rate hat Arrhenius-Form mit einem
pra¨exponentiellen Faktor. Die reaktionsspezifischen Parameter Arrhenius-Faktor,
Temperaturexponent und Aktivierungsenergie werden Reaktionsmechanismen ent-
nommen. Diese Reaktionsmechanismen aus Elementarreaktionen sowie Mo¨glichkei-
ten zu deren Reduktion werden vorgestellt. Zur Handhabung der umfangreichen Re-
aktionsmechanismen sowie der Polynome zur Beschreibung der thermodynamischen
Daten existiert die Programm-Bibliothek Chemkin.
Die Durchfu¨hrung einer chemischen Reaktion bedeutet, dass das System in den
Folgezustand u¨berfu¨hrt wird. Es werden die Teilchenzahlen, die Temperatur und die
Reaktionsraten angepasst.
Diffusive Transportprozesse im Rahmen der Theorie stochastischer Prozesse wer-
den vorgestellt. Die gitterabha¨ngige Diffusionsrate fu¨r Reaktions-Diffusions-Systeme
wird hergeleitet. Es zeigt sich, dass die Diffusionskonstante aus dem makroskopischen
Fickschen Gesetz direkt u¨bernommen werden kann. Fu¨r diese kann eine empirische
Na¨herung angegeben werden.
Im letzten Abschnitt zur Stro¨mung wird nur kurz angerissen, wie eine Stro¨mung in
einem stochastischen System auftreten und prinzipiell beschrieben werden kann, und
dass eine makroskopische Stro¨mung durch die Navier-Stokes-Gleichungen (1.3) be-
schrieben wird. Die diffusiven Transportprozesse aus dem vorhergehenden Abschnitt
werden auf den Fall erweitert, dass zusa¨tzlich ein Strom 〈x〉 auftritt. Ausfu¨hrlich
bescha¨ftigt sich Kapitel 6 mit der stochastischen Simulation von Stro¨mung.
Kapitel 4
Vorgemischte Selbstzu¨ndung
In diesem Kapitel wird die Selbstzu¨ndung ideal durchmischter, homogener Gasgemi-
sche betrachtet. Es wird zu jedem Zeitpunkt von idealer Durchmischung ausgegan-
gen; Transportprozesse werden nicht betrachtet. Das Reaktionsvolumen muss daher
nicht unterteilt werden. An diesem System wird gezeigt, dass das vorliegende Modell
geeignet ist, die Entwicklung komplexer, instationa¨rer Reaktionsmechanismen zu si-
mulieren. Wie einleitend erwa¨hnt, werden chemische Reaktionen sowie diffusiver und
konvektiver Transport einzeln betrachtet und validiert.
Ideal durchmischte Selbstzu¨ndung ist ein sehr komplexer Vorgang und stellt da-
her hohe Anspru¨che an ein geeignetes Modell und Simulationsverfahren. Außer fu¨r
stark vereinfachte Systeme ko¨nnen Lo¨sungen nur noch mit Computersimulationen
beziehungsweise numerischen Methoden erhalten werden.
Die Interaktion der chemischen Elementarreaktionen muss detailliert beru¨cksich-
tigt werden. Reaktionsmechanismen, die in der Lage sind, Selbstzu¨ndung zu model-
lieren, sind daher sehr umfangreich. Zum Beispiel besteht schon ein zur Simulati-
on von Selbstzu¨ndung im Knallgassystem geeigneter Reaktionsmechanismus aus 19
Reaktionen mit 8 Spezies, wie in Tabelle 4.1 zu sehen ist. In Kapitel 3.2 wurden
Reaktionsmechanismen im Allgemeinen eingefu¨hrt.
Selbstzu¨ndung ist ein instationa¨rer, hochgradig nichtlinearer Prozess, der sich aus
der Interaktion der zugrunde liegenden chemischen Reaktionen und Freisetzung von
Wa¨rme entwickelt. Verschiedene Mechanismen ko¨nnen zur Explosion fu¨hren. Es gibt
einerseits eine thermische Explosion, bei der der Wa¨rmetransport der dominieren-
de Effekt ist. Ob Zu¨ndung erfolgt, ha¨ngt vom Wa¨rmetransport im Reaktionssystem
und vom Wa¨rmeu¨bergang an die Umgebung ab. Andererseits kann Kettenverzwei-
gungszu¨ndung stattfinden, bei der die Reaktionskinetik maßgeblich ist. Explosion ist
dann eine Kettenreaktion, bei der anfangs hauptsa¨chlich Radikale als Kettentra¨ger
gebildet werden, bei eher geringer Wa¨rmefreisetzung. Hierdurch verschiebt sich das
Verha¨ltnis der Reaktionsraten – die ja proportional zu den Spezieskonzentrationen
sind und reaktionsspezifisch von der Temperatur abha¨ngen – hin zu anderen Reak-
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tionen, bei denen dann mehr Wa¨rme freigesetzt wird. Am Beispiel der Wasserstoff-
Sauerstoff-Verbrennung wird dies im Abschnitt 4.1 ausfu¨hrlicher dargestellt. Die Re-
aktionskinetik muss fu¨r jedes Reaktionssystem im Speziellen betrachtet werden und
kann sehr komplex werden.
Charakteristisch fu¨r Kettenverzweigungszu¨ndung ist, dass die Zu¨ndung erst nach
einer Induktionszeit erfolgt, der Zu¨ndverzugszeit. Sie kann von wenigen Mikrosekun-
den bis zu mehreren Sekunden betragen und somit einige Gro¨ßenordnungen u¨ber-
streichen. Innerhalb dieser Zeit nimmt die Temperatur noch nicht bedeutend zu, es
werden erst Radikale als Kettentra¨ger gebildet. Die Bildung der Radikale fu¨hrt dann
zur Zu¨ndung. Es wird sich im Folgenden noch zeigen, dass die Zu¨ndverzugszeit als
stochastische Variable angesehen werden kann, da sie aus einer konkreten Realisierung
des Reaktionspfades folgt.
Verfahren zur Simulation von Selbstzu¨ndung mu¨ssen sowohl den Einfluss der che-
mischen Reaktionen auf das System – Wa¨rmeproduktion, Vera¨nderung der Zusam-
mensetzung – als auch die Ru¨ckkopplung des vera¨nderten Systemzustands auf die
Reaktionsraten abbilden. Bei der in dieser Arbeit entwickelten Simulationsmethode
werden diese Schritte explizit ausgefu¨hrt. Wie allgemein im Kapitel 3 beschrieben,
wird zuerst ein Anfangszustand festgelegt und davon ausgehend sowohl ein Zeitschritt
als auch ein Ereignis ausgewa¨hlt. Im Fall der Selbstzu¨ndung im ideal durchmisch-
ten System sind letztere ausschließlich chemische Reaktionen. Es wird eine spezielle
Reaktion entsprechend ihrer Wahrscheinlichkeit, das heißt ihrer Reaktionsrate, aus-
gewa¨hlt und ausgefu¨hrt. Eine Reaktion ausfu¨hren bedeutet – wie in Abschnitt 3.2.3
beschrieben – einerseits das Anpassen der Systemzusammensetzung entsprechend der
Sto¨chiometrie der ausgewa¨hlten Reaktion. Die Teilchenzahlen der Edukte werden um
die Zahl des jeweiligen sto¨chiometrischen Koeffizienten verringert, die der Produkte
erho¨ht. Andererseits wird die frei werdende (positive oder negative) Reaktionswa¨rme
berechnet und die Temperatur entsprechend Gleichung (3.7)
∆Tr =
Qr
cV,alt
erho¨ht oder auch verringert. Der so erhaltene neue Zustand ist dann Ausgangszustand
fu¨r die na¨chste chemische Reaktion.
Auf diese Art ergibt sich eine Zustandsfolge, die einer Realisierung eines stochas-
tischen Prozesses entspricht. Die Entwicklung eines zu¨ndenden Systems ist dann cha-
rakterisiert durch die zeitliche Entwicklung des Zustandsvektors n(t) eines solchen
Reaktionssystems, der eine stochastische Variable ist. Was im Detail unter diesem
Systemzustand verstanden wird, wurde allgemein in Kapitel 3 (siehe auch Abbildung
3.1) eingefu¨hrt. Die Entwicklung der Reaktionssysteme wird also durch einen stochas-
tischen Prozess beschrieben. Daher ist auch die Zu¨ndverzugszeit eine stochastische
Gro¨ße; sie ist also durch Mittelwert und Verteilung charakterisiert.
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Zur vollsta¨ndigen statistischen Beschreibung der Systementwicklung mu¨ssen aus-
reichend viele Realisierungen betrachtet werden als Anna¨herung an den theoretischen
Grenzfall unendlich vieler Realisierungen. Es werden dann alle mo¨glichen Pfade durch
den Phasenraum, also alle mo¨glichen Reaktionsfolgen und ihre Wahrscheinlichkeiten
beru¨cksichtigt. Im mesoskopischen Bild kleiner, mit Teilchen gefu¨llter Volumina, ist
Selbstzu¨ndung also ein stochastischer Prozess.
Wie schon in Kapitel 3 diskutiert, greift das hier betrachtete Modell nicht auf
mikroskopischer Ebene an. Das vorliegende Modell lo¨st nur auf, wie viele Teilchen
(jeder Teilchensorte) sich in welchem Teilvolumen befinden. Im hier betrachteten ide-
al durchmischten System reicht grundsa¨tzlich ein einzelnes Volumen zur Beschreibung
des Systems aus. Die einzelnen Teilchensto¨ße werden nicht aufgelo¨st, sondern statis-
tisch behandelt. Auch in Modellen, die die einzelnen Teilchensto¨ße auflo¨sen, ko¨nnen
nur statistische Aussagen gemacht werden, da die Anfangsbedingungen nicht exakt
bekannt sind und viele verschiedene Mikrozusta¨nde den gleichen Makrozustand er-
geben. Es muss daher eine Gesamtheit von Anfangsbedingungen betrachtet werden.
Da sich auch die Anfangsbedingungen konkreter, realer Systeme nicht auf mikrosko-
pischer Ebene kontrollieren lassen, ist es angemessen, auch experimentell ermittelte
Abla¨ufe von Selbstzu¨ndungen als stochastische Prozesse anzusehen. Auch die gemes-
sene Zu¨ndverzugszeit ist also grundsa¨tzlich eine stochastische Gro¨ße.
Die Zu¨ndverzugszeit entspricht in der Theorie der stochastischen Prozesse einer
first-passage-time. Unter first-passage-time (fpt) wird im Allgemeinen die Zeit ver-
standen, die vergeht, bis ein bestimmter Systemzustand erreicht wird, ausgehend
von einem vorgegebenen Anfangszustand. Ausfu¨hrlich diskutiert werden fpt-Probleme
in [20,21,24]. Eine typische Form von fpt-Verteilungen ist im Verlauf der Wahrschein-
lichkeitsdichte der Zu¨ndverzugszeiten pdf(t) in Abbildung 4.5 (durchgezogene Linie)
zu sehen. Allerdings hat die hier dargestellte fpt-Dichte noch starke Fluktuationen,
da zur statistischen Auswertung nur eine begrenzte Anzahl von Werten der Zu¨ndver-
zugszeit zur Verfu¨gung stehen. Hier wurden bereits mehr als 2000 Zu¨ndverzugszeiten
berechnet. Die Anzahl an Werten ist durch die Simulationszeit begrenzt, die in diesem
Falle auf einem Pentium 4 Prozessor mit 1.8 GHz schon etwa fu¨nf Tage betrug. Es fin-
det keine instantane Zu¨ndung statt, daher verschwindet die Wahrscheinlichkeitsdichte
fu¨r kleine Wartezeiten, fpt(t=0)=0. Die Wahrscheinlichkeit fu¨r kurze U¨bergangszeiten
ist sehr gering, steigt dann aber steil zum wahrscheinlichsten Wert an. Charakteris-
tisch fu¨r fpt-Verteilungen ist ein langsamer – im Allgemeinen exponentieller – Abfall
bei langen Zeiten. Zum Vergleich ist in Abbildung 4.5 auch eine Gauß-Kurve mit
dem Mittelwert und Schwankungsquadrat der ausgewerteten Zeiten dargestellt, um
eine bessere Vorstellung von der Asymmetrie zu erhalten; die Gauß-Verteilung hat
hier physikalisch keine Bedeutung. Offensichtlich stimmt die mittlere Wartezeit nicht
mit der ha¨ufigsten u¨berein. Die Abweichung von der Gauß-Kurve kann durch die
Skewness s, allgemein definiert als
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s =
〈(δξ)3〉
〈(δξ)2〉3/2 =
〈(δξ)3〉
σ3
=
1√
N
∑
N(ξ − ξ¯)3(∑
N(ξ − ξ¯)2
)3/2 ,
bewertet werden. Fu¨r symmetrische Verteilungen ist s = 0, fu¨r fpt-Verteilungen ist
s > 0. Dies ist insbesondere im Vergleich mit Experimenten interessant. Wird ein
Experiment unter gleichen Bedingungen mehrfach wiederholt, werden trotzdem nicht
exakt die gleichen Ergebnisse erhalten. Messfehler, die als statistisch unabha¨ngig an-
gesehen werden ko¨nnen, sollten zu einer Gauß-Verteilung der Messergebnisse fu¨hren.
Werden allerdings Wartezeiten gemessen, wie es bei der Messung von Zu¨ndverzugs-
zeiten der Fall ist, ist eine fpt-Verteilung zu erwarten. Auf die Probleme, die sich
hierbei ergeben, wird in Abschnitt 4.2.1 weiter eingegangen.
Simulationen
Im Folgenden wird Kettenverzweigungszu¨ndung im adiabaten System simuliert.
Im ersten Abschnitt 4.1 wird die Selbstzu¨ndung von Wasserstoff mit Sauerstoff
betrachtet. Das Knallgassystem ist das einfachste Beispiel fu¨r realistische Verbren-
nung; es la¨sst sich durch ein verha¨ltnisma¨ßig einfaches System von Elementarreaktio-
nen (vergleiche Tabelle 4.1) modellieren. Aus diesem Grunde ist es auch ausfu¨hrlich
untersucht [52] und gut verstanden. Es bietet sich daher an, die in dieser Arbeit
hergeleitete Simulationsmethode zuerst auf dieses System anzuwenden.
Zudem ist die Verbrennung von Wasserstoff unter o¨kologischen Gesichtspunkten
aufgrund der unproblematischen Emissionen von Bedeutung. Es sei hier angemerkt,
dass sich bei der Verbrennung von Wasserstoff mit Luft wegen der unter Umsta¨nden
hohen Verbrennungstemperaturen allerdings Probleme mit NOx-Emissionen ergeben.
Gerade deren Bildung ha¨ngt stark von der Reaktionskinetik ab. Die Vorhersage von
Stickoxid-Konzentrationen stellt daher eine Herausforderung an Simulationsmetho-
den dar.
Im zweiten Abschnitt 4.2 wird die Selbstzu¨ndung von Methan mit Luft simuliert
und mit Experimenten im Stoßrohr verglichen. Der Reaktionsmechanismus ist um
ein Vielfaches aufwa¨ndiger als derjenige zur Beschreibung der Verbrennung von Was-
serstoff mit Sauerstoff; er besteht aus 325 Reaktionen von 53 Spezies (siehe Anhang
B.1). Zur Handhabung eines derart aufwa¨ndigen Reaktionsmechanismus wurde das
Programm dahingehend erweitert, dass die Chemkin Programm-Bibliothek verwendet
werden kann, die in Abschnitt 3.2 vorgestellt wurde.
Die Verbrennung von Methan mit Luft ist von großem Interesse, da Methan
der Hauptbestandteil von Erdgas ist. Untersuchungen an Methan lassen sich da-
her direkt auf Erdgas u¨bertragen. Die Verbrennung von Erdgas gewinnt aus o¨ko-
logischen Gru¨nden zunehmend an Bedeutung, auch fu¨r Kraftfahrzeugmotoren. Die
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Selbstzu¨ndung von Erdgas beziehungsweise Methan ist hierbei unter zwei Gesichts-
punkten interessant. Einerseits soll im Ottomotor Klopfen vermieden werden, das
durch Selbstzu¨ndung verursacht wird. Andererseits wird auch daran gearbeitet, Die-
selmotoren mit Erdgas zu betreiben [53], nicht zuletzt da ein Großteil der Nutzfahr-
zeuge mit Dieselmotoren betrieben wird. Hierzu ist es notwendig, dass Erdgas – unter
Umsta¨nden mit Zusa¨tzen versetzt – unter Kompression, also bei hohem Druck, selbst
zu¨ndet.
4.1 Wasserstoff-Sauerstoff-Selbstzu¨ndung
Die globale Reaktion fu¨r die Verbrennung von Wasserstoff mit Sauerstoff lautet:
H2 + 0.5O2 = H2O
Ein entsprechender Reaktionsmechanismus ist in Tabelle 4.1 aufgefu¨hrt. Der Reak-
tionsmechanismus wird unter anderem in [1] vorgestellt und wird weit verbreitet ein-
gesetzt, auch in Verbindung mit der in Kapitel 3.2 vorgestellten Programm-Bibliothek
Chemkin. Detaillierte Informationen u¨ber die Daten der Elementarreaktionen finden
sich in [38,39]. In Tabelle 4.1 sind nur Daten fu¨r die Vorwa¨rtsreaktionen aufgefu¨hrt;
die Koeffizienten der Ru¨ckreaktionen werden u¨ber eine Gleichgewichtsbeziehung er-
mittelt, [1].
Die Verwendung von reduzierten Reaktionsmechanismen ist im Falle von
Selbstzu¨ndung problematisch. In der Induktionsphase sind andere Reaktionen von
Bedeutung als nach der Zu¨ndung. Im Knallgassystem sind das zum Beispiel Reaktio-
nen mit H2O2.
Die Zu¨ndgrenzen des Knallgassystems und die zugrunde liegenden Zu¨ndmechanis-
men sind vielfa¨ltig in der Literatur diskutiert. Eine ausfu¨hrliche Darstellung findet
sich zum Beispiel in [1]. Die Grundzu¨ge werden hier zum leichteren Versta¨ndnis der
Selbstzu¨ndung kurz zusammengefasst wiederholt.
In Abbildung 4.1 sind die Zu¨ndgrenzen des Knallgassystems entsprechend [1] dar-
gestellt. Hierbei stehen die Punkte fu¨r Experimente, die Linie fu¨r Simulationen.
Die Zu¨ndgrenzen ha¨ngen im Allgemeinen vom Reaktionsmechanismus und von den
Randbedingungen, also dem Reaktionsgefa¨ß, ab.
Bei sehr niedrigem Druck, zum Beispiel 1mbar bei 800K, ko¨nnen Radikale ha¨ufiger
zur Wand diffundieren, bevor Kettenfortpflanzungs- oder Kettenverzweigungsreaktio-
nen stattfinden. Die heterogenen Reaktionen an der Gefa¨ßwand folgen einem eigenen
Reaktionsmechanismus; die reaktiven Spezies werden zersto¨rt.
Bei relativ hohen Dru¨cken, fu¨r das Beispiel der 800K u¨ber 1bar, steigt die Wa¨rme-
produktion pro Volumen so weit an, dass es zu thermischer Zu¨ndung kommt. Die
freigesetzte Wa¨rme kann nicht mehr an der Wand abgeleitet werden.
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Abbildung 4.1: Zu¨ndgrenzen im Knallgassystem (aus [1], S. 144).
Ist der Druck ausreichend hoch, dass schon die Reaktionen in der Gasphase domi-
nieren, aber noch unterhalb der thermischen Zu¨ndgrenze, bestimmen die kinetischen
Eigenschaften der Elementarreaktionen in der Gasphase das Auftreten von Explo-
sion. Die Verha¨ltnisse der Reaktionsgeschwindigkeiten der einzelnen Reaktionen im
Mechanismus sind nun ausschlaggebend. Im Falle der Selbstzu¨ndung von Wasserstoff
mit Sauerstoff ist die Konkurrenz der kettenverzweigenden Reaktion
H +O2 → OH +O , (4.1)
entsprechend Reaktion 1 in Tabelle 4.1, und der Kettenabbruchreaktion
H +O2 +M → HO2 +M , (4.2)
Reaktion 5, maßgeblich. Kettenverzweigend bedeutet, dass unter Verbrauch des ein-
zelnen H-Radikals als Kettentra¨ger die beiden Kettentra¨ger-Radikale O und OH ge-
bildet werden. Beim Kettenabbruch werden reaktive Moleku¨le abgebaut. Der Ket-
tentra¨ger H wird verbraucht und es entsteht das weniger reaktive HO2-Radikal. In
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Ar br Er
[mol,cm,s,K] [J/mol]
1. O2+H ⇔ OH+O 2.00E+14 0.0 70300.0
2. H2+O ⇔ OH+H 5.06E+04 2.7 26300.0
3. H2+OH ⇔ H2O+H 1.00E+08 1.6 13800.0
4. OH+OH ⇔ H2O+O 1.50E+09 1.1 420.0
5. H+O2+M ⇔ HO2+M 2.30E+18 -0.8 0.0
6. HO2+H ⇔ OH+OH 1.50E+14 0.0 4200.0
7. HO2+H ⇔ H2+O2 2.50E+13 0.0 2900.0
8. HO2+OH ⇔ H2O+O2 6.00E+13 0.0 0.0
9. HO2+H ⇔ H2O+O 3.00E+13 0.0 7200.0
10. H+H+M ⇔ H2+M 1.80E+18 -1.0 0.0
11. H+OH+M ⇔ H2O+M 2.20E+22 -2.0 0.0
12. O+O+M ⇔ O2+M 2.90E+17 -1.0 0.0
13. HO2+O ⇔ OH+O2 1.80E+13 0.0 -1700.0
14. HO2+HO2 ⇔ H2O2+O2 2.50E+11 0.0 -5200.0
15. OH+OH+M ⇔ H2O2+M 3.25E+22 -2.0 0.0
16. H2O2+H ⇔ H2+HO2 1.70E+12 0.0 15700.0
17. H2O2+H ⇔ H2O+OH 1.00E+13 0.0 15000.0
18. H2O2+O ⇔ OH+HO2 2.80E+13 0.0 26800.0
19. H2O2+OH ⇔ H2O+HO2 5.40E+12 0.0 4200.0
Tabelle 4.1: Wasserstoff-Sauerstoff-Reaktionsmechanismus nach [1] fu¨r Reaktions-
raten der Form kr = ArT
br · exp(− Er
RT
) nach Gleichung (3.2) mit dem
Arrhenius-Faktor Ar, dem Temperaturexponenten br und der Aktivie-
rungsenergie Er. M steht in den Reaktionen fu¨r einen Stoßpartner mit
der Konzentration cM = cH2 + 6.5 cH2O + 0.4 cO2 .
Reaktion (4.2) steht M fu¨r einen Stoßpartner, der frei werdende Bindungsenergie
abfu¨hrt. Grundsa¨tzlich kann dies jedes Moleku¨l im Reaktionssystem sein. Bei der
Ermittlung einer Konzentration cM , die fu¨r die Reaktionsrate beno¨tigt wird, werden
allerdings verschiedene Stoffe spezifisch gewichtet. Im vorliegenden Reaktionsmecha-
nismus (Tabelle 4.1) ist cM = cH2 + 6.5 cH2O + 0.4 cO2 . Der Einfluss des Stoßpartners
kann als Einfluss des Drucks interpretiert werden. Reaktion (4.2) wird also mit zu-
nehmendem Druck bedeutender gegenu¨ber Reaktion (4.1). Das Verha¨ltnis verschiebt
sich hin zur Kettenabbruchreaktion. Beim Erreichen eines ausreichend hohen Drucks
findet keine Explosion durch Kettenverzweigung mehr statt. Bei hohen Dru¨cken kann,
wie gesagt, thermische Zu¨ndung stattfinden.
Mit Anna¨herung an die Zu¨ndgrenzen wird die Zu¨ndverzugszeit beliebig groß.
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Da die Zu¨ndverzugszeit, wie oben diskutiert, eine stochastische Gro¨ße ist, mu¨ssen
stochastische Fluktuationen an den Explosionsgrenzen beru¨cksichtigt werden.
Simulationsergebnisse
Die Selbstzu¨ndung eines sto¨chiometrischen Wasserstoff-Sauerstoff-Gemisches mit ei-
ner Anfangstemperatur von 1000K und einem Anfangsdruck von 0.1bar wurde
simuliert. Hierbei wurde die Anfangskonzentration des atomaren Wasserstoffs zu
1.38·10−6 mol
cm3
gewa¨hlt, was einem einzelnen H-Atom entspricht. Fu¨r diese Wahl stim-
men die Zu¨ndverzugszeiten dann gut mit anderen Simulationen u¨berein, wie im Fol-
genden gezeigt wird. Inwieweit diese Anfangsbedingung gerechtfertigt ist, ha¨ngt im
Vergleich mit Experimenten davon ab, wie im Einzelfall die Anfangsbedingungen
eingestellt werden. Dies wird bei der Simulation der Methan-Luft-Selbstzu¨ndung im
na¨chsten Abschnitt diskutiert, fu¨r die zum Vergleich Experimente mit allen detail-
lierten Informationen vorliegen.
In Abbildung 4.2 ist eine Realisierung, das heißt eine mo¨gliche Entwicklung, aus
dem gewa¨hlten Anfangszustand heraus dargestellt. Es sind die Verla¨ufe der Stoff-
Konzentrationen des Brennstoffs H2, des Oxidators O2, des Verbrennungsproduktes
H2O und der Kettentra¨ger-Radikale H, OH und O, sowie der Temperatur zu se-
hen. Nach mehr als 0.35ms ist noch keine Vera¨nderung dieser Parameter erkennbar.
Auch nach 0.45ms wird nur minimal Brennstoff konsumiert und es findet noch keine
nennenswerte Erwa¨rmung statt.
Wie jedoch in Abbildung 4.3 sichtbar, wird in dieser Zeit die Zu¨ndung induziert.
In der Abbildung sind die Konzentrationen von HO2 und H2O2 dargestellt. Hierbei
ist die Skala der Konzentrationen um vier Gro¨ßenordnungen gegenu¨ber Abbildung
4.2 vergro¨ßert und die Entwicklung u¨ber einen gro¨ßeren Zeitraum dargestellt. Diese
beiden Stoffe sind bei der Verbrennung von Wasserstoff mit Sauerstoff grundsa¨tzlich
eher unbedeutend und ko¨nnen meist auch vernachla¨ssigt werden. Bei Selbstzu¨ndung
ist dies jedoch nicht der Fall. In der Induktionsphase sind Reaktionen mit HO2 und
H2O2 maßgeblich. Ohne diese Reaktionen wu¨rde keine Zu¨ndung erfolgen. Ihre Kon-
zentrationen sind sehr gering und insbesondere im Falle von H2O2 ist das Auftreten
in der Entwicklung des Systems auch zeitlich sehr begrenzt. Der Sprung im Verlauf
der Temperatur kennzeichnet den Zeitpunkt der Zu¨ndung, nachdem sich erst HO2
gebildet hat und im Moment direkt vor der Zu¨ndung auch H2O2. Das Auftreten von
H2O2 geht mit einer Senke im Verlauf der HO2-Konzentration einher. Im weiteren
Verlauf der Verbrennung bleibt die HO2-Konzentration bis auf Fluktuationen in etwa
konstant, wohingegen die H2O2-Konzentration nach der Zu¨ndung stark abfa¨llt und in
der Na¨he von 0 fluktuiert, das heißt, es treten nur gelegentlich sehr geringe Mengen
von H2O2 auf.
Im Falle der in den Abbildungen 4.2 und 4.3 dargestellten Realisierung findet die
Zu¨ndung im Bereich um 0.5ms statt. Die Konzentrationen von atomarem Wasserstoff,
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Abbildung 4.2: Eine Realisierung von Konzentrationen und Temperatur fu¨r
Selbstzu¨ndung im Knallgassystem mit dem Anfangszustand von
1000K und 0.1bar.
geringfu¨gig spa¨ter auch die von atomarem Sauerstoff und OH, nehmen schlagartig
zu. Brennstoff und Oxidator werden stark abgebaut und Produkte gebildet. Die Tem-
peratur steigt sprungartig an.
Zu diesem Zeitpunkt findet die gro¨ßte chemische Aktivita¨t statt. Die Konzentra-
tion des atomaren Wasserstoffs steigt zuna¨chst auf ihren maximalen Wert an, der
einhergeht mit einer Senke in der Konzentration des molekularen Wasserstoffs.
Nach der Zu¨ndung gehen alle Zustandsgro¨ßen in einen stationa¨ren Endzustand
u¨ber. Es finden weiterhin chemische Reaktionen statt, aber es halten sich sowohl die
A¨nderungen der Spezieskonzentrationen als auch der Temperatur die Waage. Das
System fluktuiert durch die einzelnen auftretenden Reaktionen leicht um den detail-
lierten Gleichgewichtszustand, wie in Abbildung 4.3 durch den viel feineren Maßstab
deutlich zu erkennen ist.
Verschiedene Realisierungen unterscheiden sich nur durch den Zeitpunkt der
Zu¨ndung. Hat die Zu¨ndung einmal begonnen, ist auch der zeitliche Verlauf fast iden-
tisch, es gibt nur minimale Unterschiede in der Gro¨ßenordnung der Fluktuationen.
In Abbildung 4.4 sind exemplarisch mehrere Realisierungen des Temperaturverlaufs
dargestellt.
In Abbildung 4.5 ist die Wahrscheinlichkeitsdichte pdf(t) der Zu¨ndverzugszeit im
Knallgassystem dargestellt. Die Anfangsbedingungen sind wieder 1000K, 0.1bar bei
sto¨chiometrischer H2-O2-Mischung.
Es wurden mehr als 2000 Zu¨ndverzugszeiten ermittelt, indem Realisierungen im
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Abbildung 4.3: Eine Realisierung der HO2- und H2O2-Konzentrationen fu¨r
Selbstzu¨ndung im Knallgassystem mit dem Anfangszustand von
1000K und 0.1bar.
Anfangszustand gestartet und bis zur Zu¨ndung simuliert wurden. Hierbei wird der
Zeitpunkt der Zu¨ndung als die Zeit definiert, zu der eine Temperatur von 2000K er-
reicht wird. In Abbildung 4.2 und 4.3 ist gut zu erkennen, dass diese Wahl sehr gut
geeignet ist. Wie in Abbildung 4.4 dargestellt, ist der Verlauf der Temperatur bei
allen Realisierungen prinzipiell gleich. Aufgrund der kleinen Zeitschritte und Tem-
peraturvera¨nderungen u¨ber den Zeitschritt, insbesondere bei hoher chemischer Ak-
tivita¨t, la¨sst sich der Zeitpunkt des Erreichens der 2000K sehr genau bestimmen.
Zwischen den abgebildeten Datenpunkten werden wa¨hrend der Simulation sehr viel
mehr einzelne Zeitpunkte ermittelt. Der Fehler la¨sst sich nicht genau angeben, aber
eine Abscha¨tzung ist, dass die Zeitschritte deutlich unter 1µs liegen und die Tempera-
tur weniger als 1K u¨ber den 2000K liegt. Es gibt noch viele alternative Mo¨glichkeiten,
die Zu¨ndverzugszeit zu definieren, sie fu¨hren jedoch alle zu den gleichen Ergebnissen.
Die derart ermittelten Zeiten wurden statistisch ausgewertet. Hierzu muss zuna¨chst
eine Zeitintervall-Breite gewa¨hlt werden, mit der die Zeitachse unterteilt wird. Fu¨r
jedes der sich so ergebenden Intervalle wird die Ha¨ufigkeit ermittelt, mit der Zu¨nd-
verzugszeiten in diesem Wertebereich auftreten. Die korrekte Normierung fu¨hrt zur
Wahrscheinlichkeitsdichte der Zu¨ndverzugszeit.
Die hier gewa¨hlte Intervallbreite von 7 µs und die 2037 durchgefu¨hrten Realisierun-
gen reichen noch nicht aus, um eine glatte Verteilung zu ergeben. Das Zusammenfas-
sen von Intervallen zu gro¨ßeren Wertebereichen, mit der entsprechenden Vergro¨berung
bezu¨glich der Stu¨tzpunkte, oder die Auswertung von mehr Realisierungen wu¨rde zu
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Abbildung 4.4: Verschiedene Realisierungen der Temperatur fu¨r Selbstzu¨ndung im
Knallgassystem mit dem Anfangszustand von 1000K und 0.1bar.
einer glatteren Verteilung fu¨hren. Die Berechnung der vorliegenden Verteilung hat auf
einem Pentium 4 Prozessor mit 1.8 GHz jedoch schon ungefa¨hr fu¨nf Tage in Anspruch
genommen, weshalb auf die Ermittlung einer glatteren Verteilung verzichtet wird.
Die mittlere Zu¨ndverzugszeit betra¨gt 0.42ms. Der statistische Fehler des Mittel-
wertes √
〈t2ig〉 − 〈tig〉2
N − 1
ist verschwindend gering, 1.11 · 10−3ms, was einem relativen Fehler von 0.2% ent-
spricht.
In der Abbildung 4.5 ist ebenfalls eine Gauß-Verteilung mit gleichem Mittelwert
und gleichem Schwankungsquadrat
〈(δt)2〉 = 〈t2ig〉 − 〈tig〉2
zum Vergleich dargestellt. Wie schon bei der Wasserstoff-Zu¨ndung gesagt, ist die
Gauß-Verteilung zur Beschreibung von Zu¨ndung als stochastischem Prozess nicht
von physikalischer Bedeutung, sie dient nur zur Visualisierung der Asymmetrie. Es
ist deutlich zu erkennen, dass die Wahrscheinlichkeitsdichte der Zu¨ndverzugszeit die
charakteristische Form einer fpt-Verteilung hat, wie sie oben vorgestellt wurden.
Die hier betrachtete Anfangskonstellation wurde ausgewa¨hlt, um mit Simulatio-
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Abbildung 4.5: Verteilung der Zu¨ndverzugszeiten fu¨r Selbstzu¨ndung im Knallgas-
system mit dem Anfangszustand von 1000K und 0.1bar (durchge-
zogene Linie) und Gaußverteilung (gestrichelte Linie).
nen von N. Peters und G. Paczko [47]1 vergleichen zu ko¨nnen. Es wurde der gleiche
Reaktionsmechanismus verwendet. Die Simulationen in [47] beruhen auf numerischer
Integration der Erhaltungsgleichungen fu¨r Stoff und Energie.
Die verschiedenen Simulationsmethoden ergeben die gleichen Verla¨ufe fu¨r Spezies-
Konzentrationen und Temperatur (Abbildung 4.2). Das deutliche Maximum der H-
Konzentration und die Senke in der H2-Konzentration treten ebenfalls in den Ergeb-
nissen von [47] auf; das OH-Radikal tritt etwas spa¨ter nennenswert auf. Auch die
stationa¨ren Endzusta¨nde der beiden Simulationsmethoden entsprechen sich.
Die adiabate Endtemperatur von etwa 3100K im hier vorgestellten Simulationser-
gebnis liegt geringfu¨gig u¨ber derjenigen, die sich bei der Simulation in [47] ergibt; die
Abweichung liegt deutlich unter 10%. Die mittlere Zu¨ndverzugszeit betra¨gt 0.42ms,
im Vergleich zu 0.6ms in [47] mit vollsta¨ndigem Reaktionsmechanismus oder 0.43ms
bei Verwendung des reduzierten 3-Schritt-Reaktionsmechanismus. Diese Simulations-
ergebnisse ergeben sich, wie gesagt, aus einer geringen Anfangskonzentration von
atomarem Wasserstoff. Mit der Anfangsbedingung cH(t = 0) = 0 ergibt sich die
Zu¨ndverzugszeit zu 0.055s mit einem statistischen Fehler von 0.00155s, sie ist also
um zwei Gro¨ßenordnungen ho¨her als diejenige, die in [47] angegeben wird. Es wird
deutlich, dass die genaue Wahl der Anfangsbedingung einen großen Einfluss hat. Dies
wird im letzten Abschnitt 4.2.1 ausfu¨hrlich diskutiert im Vergleich sowohl mit nume-
rischen Simulationen der Erhaltungsgleichungen als auch mit Experimenten.
1In dieser Vero¨ffentlichung wurden der Anfangsdruck und die Achsenbeschriftung fu¨r die Kon-
zentrationen irrtu¨mlicherweise falsch angegeben [48].
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In Abbildung 4.6 ist die Verteilung der Zu¨ndverzugszeiten fu¨r verschiedene
Anfangstemperaturen dargestellt. Wie zu erwarten verringert sich mit zunehmender
Anfangstemperatur der Wert der ha¨ufigsten Zu¨ndverzugszeit und die Streuung der
Werte wird kleiner, das heißt mit fallender Anfangstemperatur wird die Verteilung
breiter.
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Abbildung 4.6: Verteilungen der Zu¨ndverzugszeiten fu¨r Selbstzu¨ndung im
Knallgassystem bei 0.1bar fu¨r die Anfangstemperaturen 900K,
950K, 1000K, 1050K und 1100K.
In Abbildung 4.7 sind die zugeho¨rigen Mittelwerte der Verteilungen logarithmisch
u¨ber der inversen Temperatur aufgetragen. Es ergibt sich der typische Verlauf auf
einer Geraden.
Es konnte gezeigt werden, dass die entwickelte Simulationsmethode geeignet ist,
Zu¨ndvorga¨nge als stochastischen Prozess zu simulieren. Daher wird im Folgenden ein
komplexeres Reaktionssystem betrachtet, zu dem experimentelle Daten aus einem
parallel laufenden Projekt vorliegen.
4.2 Methan-Luft-Selbstzu¨ndung
Die globale Reaktion fu¨r die Verbrennung von Methan mit Luft fu¨r den Fall, dass der
Stickstoff auch reagiert, lautet:
CH4 + 3O2 + 3 · 79
21
N2 = CO2 + 2H2O +NO2 +
(
3 · 79
21
− 0.5
)
N2
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Abbildung 4.7: Mittelwerte der Zu¨ndverzugszeiten fu¨r Selbstzu¨ndung im Knallgas-
system bei 0.1bar fu¨r die Anfangstemperaturen 900K, 950K, 1000K,
1050K und 1100K.
Hierbei ist die Zusammensetzung von Luft angena¨hert als 79% Stickstoff und 21%
Sauerstoff.
Die Zu¨ndgrenzen und -mechanismen von Kohlenwasserstoffen wie Methan sind
grob gesehen analog zu denen des Knallgassystems, die im vorangehenden Abschnitt
vorgestellt wurden. Im Detail ergeben sich Unterschiede; dies wird in [1] umfassend
ausgefu¨hrt. Hier wird wieder Selbstzu¨ndung durch Kettenverzweigung betrachtet. Im
Falle von Kohlenwasserstoffen sind um ein Vielfaches mehr Spezies beteiligt, es sind
53 verschiedene Spezies im Vergleich zu nur 8 im Knallgassystem.
Das vollsta¨ndige Reaktionssystem nach [40], das zur Beschreibung der
Selbstzu¨ndung vom Methan-Luft-Gemischen am besten geeignet ist, ist im Anhang
in Tabelle B.1 aufgefu¨hrt.
Bei der Verbrennung mit Luft anstelle von reinem Sauerstoff treten zusa¨tzlich
Stickstoff-Reaktionen auf. Die Emission von Stickoxiden NOx in die Umgebung ist
unter o¨kologischen Gesichtspunkten problematisch. Um das Auftreten von Stickoxi-
den zu verstehen und vorhersagen zu ko¨nnen, ist eine mo¨glichst realistische Simulation
der Stickstoff-Reaktionen und der beteiligten Stoffkonzentrationen von großem Inter-
esse. Es wird daher im Folgenden auch betrachtet, welche Ergebnisse die entwickelte
Simulationsmethode fu¨r die Stickstoff-Reaktionen liefert.
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Simulationsergebnisse
Die Methan-Selbstzu¨ndung wird ausgehend von einem sto¨chiometrischen Methan-
Sauerstoff-Verha¨ltnis simuliert. Die Anfangskonzentration des Stickstoffs wird ent-
sprechend seines Anteils in Luft von rund 79% im Verha¨ltnis zu rund 21% Sauerstoff
gewa¨hlt. Die Anfangstemperatur betra¨gt 1200K, der Anfangsdruck 40atm = 40.53bar.
Dieser Anfangszustand wird hier gewa¨hlt, um die Ergebnisse mit Experimenten
zu Methan-Selbstzu¨ndung bei hohen Dru¨cken (siehe Kapitel 4.2.1) vergleichen zu
ko¨nnen.
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Abbildung 4.8: Eine Realisierung der Brennstoff-, Oxidator- und Produkt-
Konzentrationen fu¨r Methan-Luft-Selbstzu¨ndung mit dem Anfangs-
zustand von 1200K und 40atm.
In Abbildung 4.8 ist eine Realisierung der Verla¨ufe der Konzentrationen des Brenn-
stoffs Methan CH4, des Oxidators Sauerstoff O2 und der Endprodukte Wasser H2O
und Kohlendioxid CO2 aufgetragen, entsprechend der globalen Reaktion
CH4 + 2O2 = CO2 + 2H2O .
Methan wird vollsta¨ndig verbraucht, es verbleibt eine geringe Menge Sauerstoff.
Ein Teil des Methans wird also nicht zu den Endprodukten Wasser und Kohlendioxid
umgewandelt, sondern verbleibt in geringen Konzentrationen von Kohlenmonoxid CO
sowie u¨briger Kohlenwasserstoffe.
Die Zu¨ndung findet wie bei der Wasserstoff-Zu¨ndung sprungartig statt, nachdem
eine gewisse Induktionszeit vergangen ist. Verschiedene Realisierungen unterscheiden
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Abbildung 4.9: Eine Realisierung der H-, OH-, NO- und NO2-Konzentrationen
sowie der Temperatur fu¨r Methan-Luft-Selbstzu¨ndung mit dem An-
fangszustand von 1200K und 40atm.
sich wieder nur durch den Zeitpunkt des Beginns der Zu¨ndung, also die Zu¨ndverzugs-
zeit.
In Abbildung 4.9 ist eine Realisierung der Verla¨ufe der wichtigsten Kettentra¨ger-
Radikale H und OH, sowie der Stickoxide NO und NO2 und der Temperatur darge-
stellt. Die Konzentrationen der Radikale weisen einen deutlichen Peak wa¨hrend der
Zu¨ndung auf. Nach der Zu¨ndung fu¨hren sie Fluktuationen um den Gleichgewichtswert
im stationa¨ren Endzustand aus.
Die Radikale H und OH werden in geringen Konzentrationen schon vor der eigent-
lichen Zu¨ndung wa¨hrend der Induktionsphase gebildet. Stickoxide treten erst mit der
Zu¨ndung selbst auf; in der Induktionsphase werden sie noch nicht gebildet, da die
Temperatur zu gering ist. Die Stickstoffmonoxid-Konzentration ist deutlich ho¨her als
die von Stickstoffdioxid, welches daher in der Abbildung kaum erkennbar ist2. Es fa¨llt
besonders auf, dass Stickstoffmonoxid erst lange nach der Zu¨ndung und Erreichen der
Endtemperatur seine stationa¨re Endkonzentration erreicht. Dies ist darin begru¨ndet,
dass die entsprechenden Reaktionen erst bei hohen Temperaturen ins Gewicht fallen
und selbst dann verha¨ltnisma¨ßig langsam sind. Hier wird sichtbar, warum in techni-
schen Anwendungen die Verweilzeit im Reaktionsraum von so großer Bedeutung in
Bezug auf die Stickoxid-Emissionen ist.
In Abbildung 4.9 fa¨llt weiterhin im Vergleich von OH, H und NO auf, dass die
2Minimal wird NO2 auf der Zeitachse sichtbar
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Fluktuationen in den Konzentrationen verschiedener Spezies stark unterschiedlich
ausgepra¨gt sein ko¨nnen. Die OH-Konzentration fluktuiert im stationa¨ren Endzu-
stand mit deutlich gro¨ßerer Amplitude um den Gleichgewichtswert als NO, wobei
der mittlere Endwert der beiden Konzentrationen in etwa u¨bereinstimmt. Die relati-
ven Fluktuation unterscheiden sich also maßgeblich.
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Abbildung 4.10: Verteilung der Zu¨ndverzugszeiten fu¨r Methan-Luft-
Selbstzu¨ndung mit dem Anfangszustand von 1200K und 40atm
(durchgezogene Linie) und Gaußverteilung (gestrichelte Linie).
In Abbildung 4.10 ist die Wahrscheinlichkeitsdichte der Zu¨ndverzugszeiten fu¨r die
Selbstzu¨ndung eines sto¨chiometrischen Methan-Luft-Gemisches bei der Temperatur
von T=1200K und dem Druck von p=40atm dargestellt. Es wurden 12900 Zu¨ndver-
zugszeiten3 berechnet, die Breite der Zeitintervalle betra¨gt 0.02ms.
Der Mittelwert der Zu¨ndverzugszeiten betra¨gt
〈tig〉 = 1.113ms
mit einer Schwankungsbreite von√
〈(δt)2〉 = 0.2025ms .
3unter optimalen Bedingungen bei einer Rechenzeit von mehreren Wochen
54 Kapitel 4. Vorgemischte Selbstzu¨ndung
Der statistische Fehler des Mittelwertes betra¨gt√
〈(δt)2〉
N − 1 = 1.78 · 10
−3ms ,
was einem relativen Fehler von 1.6% entspricht. Zum Vergleich ist in Abbildung 4.10
auch die Gauß-Kurve mit gleichen Werten fu¨r den Mittelwert und die Schwankungs-
breite dargestellt. Wie gesagt dient die Gauß-Kurve nur der Visualisierung der Asym-
metrie. Die Wahrscheinlichkeitsdichte der Zu¨ndverzugszeit hat im Vergleich zur Gauß-
Verteilung die Form einer fpt-Verteilung mit gro¨ßerem Gewicht zu ku¨rzeren Zeiten
und langsamerem Abfall hin zu langen Zeiten.
Aus der numerischen Simulation der Erhaltungsgleichungen, mit der in [53] expe-
rimentell ermittelte Werte verglichen werden (vergleiche Abschnitt 4.2.1), ergibt sich
bei der Verwendung des gleichen Reaktionssystems ein Mittelwert von 〈tig〉 = 0.88ms.
Der Wert der mittleren Zu¨ndverzugszeit aus der stochastischen Simulation von
〈tig〉 = 1.113ms mit einer Schwankungsbreite von
√〈(δtig)2〉 = 0.2025ms und die
Zu¨ndverzugszeit aus der Simulation der Erhaltungsgleichungen stimmen in etwa u¨be-
rein, allerdings nicht sehr gut. Die Ursache fu¨r die Abweichung kann in den verschie-
denen Rundungsfehlern der stark unterschiedlichen Simulationsmethoden liegen, sie
kann aber auch durch die verschiedene Art der Mittelung zustande kommen.
4.2.1 Stoßrohr-Experimente
Stoßrohr-Experimente sind besonders geeignet zur Messung von Zu¨ndverzugszeiten.
Es ist hierbei mo¨glich, die Anfangsbedingungen fast instantan einzustellen, im Gegen-
satz zu Experimenten, in denen die Anfangstemperatur und der Anfangsdruck durch
langsameres Aufheizen erzeugt werden. Im Rahmen einer Kooperation mit dem De-
partment of Mechanical Engineering der University of British Columbia, Canada,
wurde bei einem Forschungsaufenthalt eine dort bestehende Versuchsanlage genutzt,
um Daten zum Vergleich mit Simulationen zu gewinnen.
Die in [53–55] verwendete Methode basiert auf einem reflektierten Stoß. Hinter dem
reflektierten Stoß stellen sich u¨ber die ganze La¨nge des Stoßrohrs konstante Anfangs-
bedingungen spontan ein. Aus der Geschwindigkeit – beziehungsweise der Machzahl
Ma – des Stoßes la¨sst sich die Temperatur ermitteln. Die grundlegenden Beziehungen
hierzu finden sich neben [53] in Einfu¨hrungen in die Gasdynamik, zum Beispiel auch
in [57]. Nach der Induktionszeit erfolgt die Zu¨ndung, die zu einer Druckerho¨hung
fu¨hrt. Hieraus la¨sst sich die Zu¨ndverzugszeit ermitteln. Das Auftreten der jeweiligen
Stoßwellen wird durch Messen von Drucka¨nderungen identifiziert. Der Druck wird an
zwei Orten gemessen; die Zeit, die vergeht, bis die Druckwelle vom ersten bis zum
zweiten Sensor gelaufen ist, liefert die Geschwindigkeit.
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Anfangsbedingung Zu¨ndverzugszeit [µs]
T [K] p [atm] Experiment Simulation
1170.00 37.50 714.00 1931.21
1177.00 37.80 690.00 1705.52
1183.00 38.20 647.00 1535.94
1188.00 38.50 624.00 1400.89
1189.00 38.60 624.00 1375.28
1196.68 41.01 552.00 1139.76
1201.41 39.60 624.00
1201.00 39.40 660.00
1202.00 39.40 612.00
1204.00 39.60 634.00
Tabelle 4.2: Zu¨ndverzugszeiten bei Methan-Luft-Selbstzu¨ndung aus Stoßrohr-
Experimenten [55,56] und hier durchgefu¨hrten Simulationen.
Wie schon in der Einleitung zu diesem Kapitel begru¨ndet, ist auch hier die Zu¨nd-
verzugszeit als stochastische Variable zu betrachten. Auch wenn die makroskopi-
schen Anfangsbedingungen im Idealfall exakt kontrolliert werden ko¨nnen, wird dieser
Zustand trotzdem von vielen verschiedenen mikroskopischen Zusta¨nden erfu¨llt. Die
Zu¨ndverzugszeit ergibt sich aus einer Folge mikroskopischer Ereignisse. Daher ist sie
prinzipiell eine stochastische Gro¨ße, sowohl im mesoskopischen Bild des in dieser Ar-
beit vorgestellten Modells zur stochastischen Simulation als auch im makroskopischen
Kontext der Stoßrohr-Experimente. Inwieweit – und ob u¨berhaupt – dies von prakti-
scher Bedeutung ist, ha¨ngt davon ab, wie die Zu¨ndverzugszeit im Speziellen verteilt
ist, insbesondere von ihrer Schwankungsbreite.
In Tabelle 4.2 sind Zu¨ndverzugszeiten angegeben, die im Stoßrohr gemessen wur-
den [55,56]. Die Messung fu¨r die gewu¨nschte Anfangsbedingung von 1200K und 40atm
wurde zehnmal wiederholt, um die Reproduzierbarkeit der Experimente zu untersu-
chen. Diese Daten sind auch in Abbildung 4.11 dargestellt. Die tatsa¨chlich realisierten
Anfangsbedingungen variieren um die angestrebten Werte von 1200K und 40atm, da
sie sich nicht exakt einstellen lassen. Abbildung 4.11 zeigt, wie sich die Datenpunkte
im Temperatur und Druck-Raum verteilen. In der dreidimensionalen Darstellung sind
die Punkte zur besseren Orientierung mit einer Linie verbunden, die der zunehmenden
Temperatur folgt, und die Projektion dieser Linie auf die Ebene fu¨r tig = 0 ist einge-
zeichnet. Die Temperaturabha¨ngigkeit ist im Graphen oben links aufgetragen. Fu¨r die
experimentellen Daten sind horizontale und vertikale Fehlerbalken eingetragen. Die
realisierte Anfangstemperatur kann nur bis auf einen Fehler von 25K angegeben wer-
den. Die Messung der Zu¨ndverzugszeit hat einen Fehler von 50µs. Die Fehlerbalken
der simulierten Datenpunkte stellen die Standardabweichung
√〈(δtig)2〉 dar. Wird
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Abbildung 4.11: Zu¨ndverzugszeiten bei Methan-Luft-Selbstzu¨ndung aus Stoßrohr-
Experimenten (Rauten) nach [55, 56] und aus der stochastischen
Simulation (Dreiecke). Fu¨r die durch Simulation ermittelten Wer-
te der Zu¨ndverzugszeit ist die Standardabweichung
√〈(δtig)2〉 in
Form von Fehlerbalken dargestellt.
eine Messung als eine Realisierung interpretiert, reicht der Mittelwert der simulierten
Verteilung allein nicht zum Vergleich aus. Der statistische Fehler ist verschwindend,
die Fehlerbalken sind kleiner als die Symbolgro¨ße. In einem weiteren Graphen ist die
Druckabha¨ngigkeit dargestellt.
Fu¨r den Vergleich simulierter Wahrscheinlichkeitsdichten der Zu¨ndverzugszeit mit
Experimenten ergeben sich zwei Probleme. Einerseits ko¨nnen nicht genug Datenpunk-
te durch Messen ermittelt werden, da die Messungen zu aufwa¨ndig sind. Weiterhin
unterliegen diese Datenpunkte einer Unscha¨rfe in den Anfangsbedingungen. Es kann
also aus den vorliegenden Daten keine Wahrscheinlichkeitsdichte fu¨r eine bestimmte
Temperatur ermittelt werden.
Zu sechs dieser Datenpunkte sind in Tabelle 4.2 und in Abbildung 4.11 auch Werte
fu¨r die mittlere Zu¨ndverzugszeit aus den hier durchgefu¨hrten stochastischen Simula-
tionen angegeben. Die simulierten Werte liegen etwa um einen Faktor zwei u¨ber den
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experimentell ermittelten. In [53] werden die experimentellen Daten mit Werten aus
der numerischen Simulation der Erhaltungsgleichungen verglichen. In dieser Quelle
ist ein Wert von 930ms als Zu¨ndverzugszeit bei der Anfangsbedingung von 1208.0K
und 40.60bar angegeben, der also auch zur Gruppe der Realisierungen der Anfangs-
bedingung 1200K und 40atm za¨hlt. Dieser zu einem anderen Zeitpunkt mit derselben
Versuchsanlage ermittelte Wert der Zu¨ndverzugszeit liegt jedoch deutlich u¨ber den
anderen, obwohl er wegen der relativ hohen Werte von Druck und Temperatur sogar
eher darunter liegen sollte, was eine Unsicherheit in den experimentell ermittelten
Werten vermuten la¨sst. Auch fu¨r diesen Wert zeigt sich fu¨r den hohen Druck von
40atm eine verha¨ltnisma¨ßig große Abweichung der Simulation von den experimentel-
len Daten. Dies la¨sst sich darauf zuru¨ckfu¨hren, dass die Anpassung der Parameter des
Reaktionsmechanismus weitestgehend an Experimente bei niedrigen Dru¨cken erfolgte.
Bei motorischer Verbrennung sind jedoch hohe Dru¨cke relevant.
Die Simulationen wurden mit sto¨chiometrischen Anfangsbedingungen von Methan
und Luft ausgefu¨hrt, wie auch die Berechnungen der Zu¨ndverzugszeiten in [53] durch
Simulation der Erhaltungsgleichungen. In beiden Fa¨llen werden zu große Werte vor-
hergesagt. Eine U¨berlegung ist, ob minimale Anfangskonzentrationen von Stoffen, die
bei den realen Bedingungen der Experimente auftreten ko¨nnen, die Zu¨ndverzugszeit
verringern.
Eine realistischere Anfangsbedingung ergibt sich aus der Mischung der Gleichge-
wichtskonzentrationen eines Systems, in dem vier Wasserstoffatome pro Kohlenstoff-
atom vorliegen, mit feuchter Luft im sto¨chiometrischen Verha¨ltnis. Die Konzentratio-
nen werden jeweils bei einer Umgebungstemperatur von 300K und dem Umgebungs-
druck 1atm ermittelt. Zusa¨tzlich zu Methan, Sauerstoff und Stickstoff liegen dann
auch molekularer Wasserstoff, Wasser, Argon, C2H4, C2H6, C3H7, C3H8, NO, NO2,
N2O, HO2 und H2O2 vor. Die Molenanteile dieser Stoffe im Gemisch sind um Gro¨ßen-
ordnungen geringer als die der Hauptbestandteile. Der kleinste Anteil ist derjenige
von HO2. Er entspricht nur einem Teilchen in einem Volumen von 12.9m
3 bei Umge-
bungszustand. Wird dieses Gemisch auf 40atm verdichtet, liegt schon ein Teilchen in
0.3214m3 vor. Das Volumen des Stoßrohrs betra¨gt nur 0.0116m3, was allerdings nicht
bedeutet, dass mit Sicherheit keines der Teilchen vorliegt, deren Molenanteil zwar
nicht verschwindet, jedoch so klein ist, dass die Anzahl der Teilchen im Volumen
rechnerisch zwischen Null und Eins liegt, 0 < N < 1.
Solange die Molenbru¨che im betrachteten Volumen durch ganzzahlige Teilchen-
zahlen realisierbar sind, ohne einen nennenswerten Fehler zu machen, ist die Simula-
tion volumenunabha¨ngig, da die Reaktionsraten von den Konzentrationen cj =
Nj
V NA
abha¨ngen, also nur vom Verha¨ltnis der Teilchenzahlen zum Volumen. Wird das be-
trachtete Volumen allerdings so klein, oder liegen derart geringe Konzentrationen von
Stoffen vor, die von Bedeutung sein ko¨nnten, dass sich rechnerisch Teilchenzahlen zwi-
schen 0 und 1 ergeben, wird die Simulation volumenabha¨ngig.
Es stellt sich daher die Frage, wie groß der Einfluss dieser Konzentrationen ist.
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Zur Beurteilung dieser Frage wurde ein sehr kleines Volumen von 10−21m3 betrachtet.
In einem Fall wurden die Teilchenzahlen auf ganzzahlige Werte abgerundet; geringe
Konzentrationen fu¨hren unter Umsta¨nden dazu, dass kein Moleku¨l des betroffenen
Stoffes vorliegt. Fu¨r den dritten Datenpunkt in Tabelle 4.2 verringert sich die simu-
lierte Zu¨ndverzugszeit dann von 1535µs auf 1341µs mit einem statistischen Fehler von
6µs, also um etwa 12.6%. Fu¨r auf ganze Zahlen aufgerundete Teilchenzahlen, wenn
also von jeder Moleku¨lsorte, deren Konzentration nicht exakt 0 ist, mindestens ein
Moleku¨l vorhanden ist, verringert sich die Zu¨ndverzugszeit auf 1276µs, also um etwa
16.9% gegenu¨ber der Zeit, die sich mit der rein sto¨chiometrischen Anfangsbedingung
ergeben. Hierbei sind die realisierten Konzentrationen der Stoffe, deren exakte Kon-
zentration rechnerisch eine Teilchenzahl 0 < Nj < 1 ergeben, durch das Aufrunden
auf ein Teilchen teilweise um viele Gro¨ßenordnungen zu groß. Ein HO2 Moleku¨l im
Volumen von 10−21m3, dessen wie oben beschrieben ermittelter Molenanteil in den
Gleichgewichtskonzentrationen 3.18·10−27 betra¨gt, entspricht in der Simulation einem
Anfangs-Molenanteil von 4.22 · 10−6. Trotzdem unterscheidet sich die mit den aufge-
rundeten Werten berechnete Zu¨ndverzugszeit verha¨ltnisma¨ßig wenig von derjenigen,
die mit den abgerundeten Werten ermittelt wurde.
Die mit der Gleichgewichtszusammensetzung ermittelten Werte der Zu¨ndverzugs-
zeit liegen allgemein na¨her an den experimentellen Werten. Es ist nicht mo¨glich zu
bestimmen, welche Anfangsbedingung der Realita¨t des Experiments am ehesten ent-
spricht. Es muss davon ausgegangen werden, dass von Stoffen, die in geringen Kon-
zentrationen vorliegen, teilweise vereinzelte Moleku¨le vorhanden sind, teilweise aber
nicht. Es ko¨nnen jedoch Realisierungen der Zu¨ndverzugszeit in einem System mit dem
Volumen des Experiments mit den verschiedenen Varianten der Anfangsbedingungen
berechnet und kombiniert werden.
Das stochastische Simulationsverfahren hat sich als sehr gut geeignet zur Simulati-
on der komplexen, nichtlinearen Interaktion der Reaktionen und deren Wa¨rmefreiset-
zung erwiesen. Die Simulationen stimmen gut mit den Experimenten u¨berein. Durch
die Beschreibung u¨ber Partikel ero¨ffnet das stochastische Verfahren die Mo¨glichkeit,
den realen Einfluss der Systemgro¨ße auch im homogenen System zu beru¨cksichtigen.
Zur Zu¨ndverzugszeit ko¨nnen zusa¨tzlich zu den Mittelwerten auch die Fluktuationen
ermittelt werden.
Zusammenfassung
In diesem Kapitel wurde homogene Selbstzu¨ndung stochastisch simuliert. Das im
vorhergehenden Kapitel 3 entwickelte Konzept wurde erfolgreich auf ein komplexes,
nichtlineares und instationa¨res Reaktionssystem angewandt. Die stochastische Simu-
lation ist zwar aufwa¨ndiger bezu¨glich der Rechenleistung als herko¨mmliche Simulati-
onsverfahren, liefert aber auch mehr Information. Neben Mittelwerten werden auch
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Fluktuationen erhalten, und es ko¨nnen damit auch statistische Aussagen gemacht
werden.
Es wurde begru¨ndet, warum es sinnvoll ist, Selbstzu¨ndung als stochastischen Pro-
zess beziehungsweise als fpt-Problem zu betrachten.
Die Selbstzu¨ndung eines Wasserstoff-Sauerstoff-Gemisches bei 0.1bar und 1000K,
sowie die eines Methan-Luft-Gemisches bei 40atm = 40.53bar und 1200K wird je-
weils bei sto¨chiometrischen Bedingungen simuliert. Es wird jeweils die zeitliche Ent-
wicklung der wichtigsten Spezies und der Temperatur vorgestellt. Im Falle der Ver-
brennung mit Luft werden ebenfalls Stickoxide betrachtet. Weiterhin wird fu¨r beide
Systeme die Wahrscheinlichkeitsdichte der Zu¨ndverzugszeit sowie deren Erwartungs-
wert angegeben. Die mittlere Zu¨ndverzugszeit wird im Falle des Knallgassystems mit
dem Wert aus numerischer Simulation der Erhaltungsgleichungen unter Verwendung
des gleichen Reaktionssystems verifiziert. Die Zu¨ndverzugszeit fu¨r das Methan-Luft-
Gemisch werden mit Messungen im Stoßrohr verglichen.
Es wurde gezeigt, dass die vorgeschlagene Simulationsmethode sehr gut geeignet
ist, auch realistische Reaktionssysteme zu simulieren. Im Folgenden wird gezeigt, wie
dieses Konzept auf ra¨umlich inhomogene Systeme mit Transportprozessen angewen-
det werden kann.
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Kapitel 5
Diffusion
5.1 Diffusion ohne Reaktionen
Im Abschnitt 3.3 wurde die temperaturabha¨ngige Diffusion eingefu¨hrt. Da in den
folgenden Simulationen die Abmessungen der Teilvolumina in alle Raumrichtungen
gleich sind, ergibt sich die Diffusionsrate nach Gleichung (3.13)
Wdiff,i,sym = d
Di,j
l2
ci,j
mit der Diffusionskonstanten
Di,j =
1
ρLej
λ
cp
=
(
2.58 · 10−4
ρLej
)(
Ti
298
)0.7
nach Gleichung (3.16).
Damit die Annahme von Homogenita¨t innerhalb der Teilvolumen gerechtfertigt
ist, muss die Diffusionsrate ausreichend groß1 sein, was gleichbedeutend mit ausrei-
chend kleinen Zellen ist. Die Anzahl der Teilchen in einem Teilvolumen ergibt sich
aus dem thermodynamischen Druck und der Temperatur und wird als Anfangsbedin-
gung entsprechend vorgegeben. Diese Kriterien ko¨nnen zu einem System fu¨hren, bei
dem die mesoskopischen Teilchenkonzentrationen deutlich fluktuieren, da der Sprung
eines einzelnen Teilchens relativ zur Gesamtteilchenzahl sowohl im Start- als auch im
Zielvolumen ein deutlicher Anteil sein kann.
In Abbildung 5.1 ist eine Momentaufnahme der Diffusion einer einzelnen Teilchen-
sorte in einem zweidimensionalen Volumen auf einem Gitter von 20x20 Zellen dar-
gestellt. Die Anfangsbedingung ist homogen, alle Teilvolumina haben den gleichen
Zustand. Es bestehen keine Gradienten, die als treibende
”
Kraft“ einen makroskopi-
schen Strom verursachen ko¨nnten. Die Randbedingung ist periodisch. Zu Anfang sind
in jedem Teilvolumen 4526 H2-Moleku¨le bei einer Temperatur von 1600K. Aus dieser
1gegenu¨ber der gro¨ßten Reaktionsrate im jeweiligen System
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Abbildung 5.1: Freie Diffusion im homogenen System.
Konstellation entwickeln sich quasi-stationa¨re Fluktuationen um den Mittelwert, der
der Anfangsbedingung entspricht. Im Mittel ergibt sich keine Vera¨nderung.
Der Wa¨rmetransport der Moleku¨le kann im einfachen Fall nur einer Moleku¨lsorte
modelliert werden, indem jedes Teilchen seinen Anteil der Enthalpie in der Ausgangs-
zelle entsprechend Hi
Ni
in die Zielzelle transportiert.
Wird die gleiche Anfangsbedingung variiert durch einen ku¨nstlich aufgepra¨gten
Temperatursprung mit einer ho¨heren Temperatur in ein paar Zellen in der Mitte des
Volumens, entsteht zuna¨chst ein Netto-Strom. Das betrachtete Teilvolumen ist aus-
reichend groß, so dass periodische Randbedingungen weiterhin zula¨ssig sind. In Ab-
bildung 5.2 ist der Anfangszustand (Linien ohne Symbole) und ein Zustand wa¨hrend
des Ausgleichs der inhomogenen Anfangsbedingung (Linien mit Symbolen) darge-
stellt. Die Verla¨ufe der Temperatur und der Konzentration wa¨hrend des Ausgleichs
sind durch Mittelung aus zehn Realisierungen bestimmt. Betrachtet wird ein ein-
dimensionales System. Zu Beginn ist wieder die Teilchenzahl in allen Teilvolumina
konstant. Die Anfangstemperatur macht in der Mitte des Volumens einen Sprung von
1600K auf 2300K.
Die ho¨here Temperatur in der Mitte bedingt eine ho¨here Diffusionsrate, weshalb
mehr Moleku¨le aus der Mitte wegspringen als dorthin von den Zellen niedriger Tem-
peratur zuru¨ckspringen. Daher ergibt sich zuna¨chst eine Teilchensenke am Ort der
ho¨heren Temperatur, umgeben von einem Maximum in der Moleku¨lzahl, die mit fort-
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Abbildung 5.2: Temperatur und molare Dichte als Entwicklung aus einem Tempe-
ratursprung auf dem eindimensionalen Gitter. Die Fehlerbalken der
molaren Dichte geben den statistischen Fehler der Mittelung u¨ber
zehn Realisierungen an; fu¨r die Temperatur ist er verschwindend
gering.
laufender Zeit nach außen la¨uft und abflacht. Gleichzeitig sinkt die Temperatur, da
die heißeren Teilchen die Mitte verlassen und ka¨ltere nachkommen. Der ku¨nstliche
Sprung zu Beginn wird ausgeglichen, die Temperatur fa¨llt kontinuierlich nach außen
hin ab. Der Verlauf des thermodynamischen Drucks, ermittelt aus der idealen Gas-
gleichung zu p = NkBT
V
, folgt dem Temperaturverlauf. Er ist in der Abbildung nicht
aufgetragen.
Die Fluktuationen der Konzentration sind geringer als in Abbildung 5.1, da die
Verla¨ufe in Abbildung 5.2 u¨ber zehn verschiedene Realisierungen gemittelt sind. Die
Fluktuationen in der Temperatur sind deutlich geringer, da die A¨nderung der Tem-
peratur durch die von den Teilchen transportierte Wa¨rme verha¨ltnisma¨ßig geringer
ist als die A¨nderung der Teilchenzahlen. Beim Verlauf der Konzentration sind Feh-
lerbalken fu¨r den statistischen Fehler angegeben.
Der quasi-stationa¨re Endzustand nach dem Ausgleich der Inhomogenita¨t ist analog
zur freien Diffusion, wie sie in Abbildung 5.1 zu sehen ist. Die Temperatur nach dem
Ausgleich ist abgesehen von den geringen Fluktuationen in allen Zellen gleich. Auf
die Darstellung dieses Verlaufs wird in Abbildung 5.2 verzichtet. Sie ist etwas ho¨her
als die Anfangstemperatur von 1600K der weitaus meisten Zellen. Es werden deutlich
mehr Zellen simuliert als in der Abbildung dargestellt sind, damit die periodische
Randbedingung gerechtfertigt bleibt. Die Konzentration ist wieder ausgeglichen und
entspricht dem Anfangswert, nur der sich ergebende thermodynamische Druck ist im
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Temperatur Konzentration
Abbildung 5.3: Sequenz der Temperatur und der molaren Dichte als Entwicklung
aus einem Temperatursprung auf dem zweidimensionalen Gitter.
Die Reihenfolge ist zeilenweise angeordnet. Auf die Darstellung der
Relaxation in den stationa¨ren Endzustand wird verzichtet.
gleichen Maße wie die Temperatur erho¨ht.
In Abbildung 5.3 ist das Ergebnis fu¨r die gleichen Bedingungen im zweidimensio-
nalen System dargestellt. Wie im eindimensionalen Fall bildet sich eine Teilchensenke
ringfo¨rmig umgeben von einem Maximum in der Konzentration aus. In den ersten
beiden Zeile der Abbildung wird die Senke tiefer, der Betrag der maximalen Konzen-
tration nimmt zu. Im Fortlauf bewegt sich das Maximum ringfo¨rmig nach außen, die
Teilchensenke wird breiter und schließlich flacher, wie in der letzten Zeile der Abbil-
dung 5.3 zu sehen ist. Wa¨hrenddessen wird der Sprung in der Temperatur abgeflacht,
der Peak im Temperaturverlauf wird flacher und breiter. Schließlich geht das System
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in den im eindimensionalen Fall beschriebenen homogenen Endzustand u¨ber.
5.2 Reduzierter H2-O2-Mechanismus fu¨r Vor-
mischflammen
Bereits die Simulation der Diffusion ist sehr rechenintensiv. Die Kombination mit
einem vollsta¨ndigen Reaktionsmechanismus wu¨rde noch deutlich mehr Rechenzeit
beno¨tigen. Daher wird hier ein reduzierter Reaktionsmechanismus, der aus Elemen-
tarreaktionen hergeleitet wurde, auf Verwendbarkeit u¨berpru¨ft. Wie reduzierte Me-
chanismen hergeleitet werden, wird in Abschnitt 3.2 beschrieben.
Der 2-Schritt-Mechanismus nach Mauss und Peters [49,50] wurde fu¨r vorgemischte
H2-Flammen entwickelt:
(I) 3H2 +O2 = 2H2O + 2H
(II) 2H +M = H2 +M
Hierbei steht M wieder fu¨r einen Stoßpartner. Die vollsta¨ndige Beschreibung des
Mechanismus ist im Anhang C aufgefu¨hrt. Bis auf den atomaren Wasserstoff wurden
alle Radikale eliminiert. Daher sind die beiden globalen Reaktionen nicht geeignet,
die instationa¨re Dynamik von Zu¨ndung zu simulieren. Der reduzierte Mechanismus
wurde erfolgreich eingesetzt, um die Flammengeschwindigkeit in einem homogenen
Gemisch zu ermitteln. Fu¨r diese Dynamik reicht der 2-Schritt-Mechanismus in den
Simulationen von Mauss und Peters aus, um die Geschwindigkeit gut wiederzugeben.
In Abbildung 5.4 ist die Entwicklung der Konzentrationen von Wasserstoff, Sauer-
stoff, Wasser und dem Radikal H sowie der Temperatur in einem adiabaten Volumen
mit einem Anfangsdruck von 1atm = 1.01325bar und einer Anfangstemperatur von
300K und sto¨chiometrischem Gemisch dargestellt. Hierbei kann die Anfangskonzen-
tration des atomaren Wasserstoffs nicht exakt zu Null gewa¨hlt werden, da dann die
Raten beider Reaktionen verschwinden, wie an den Ratengleichungen (C.1) und (C.2)
direkt zu erkennen ist, und keine Reaktionen stattfinden. Es wird die kleinstmo¨gliche
Konzentration entsprechend eines einzelnen Atoms gewa¨hlt. Da die Reaktionsraten
nicht mehr Raten von Elementarreaktionen sind, beeinflusst dies beide Raten, auch
wenn der atomare Wasserstoff nur in Reaktion (II) als Reaktand auftritt.
Die Reaktionen ko¨nnen nur stattfinden, wenn ausreichend Reaktanden entprechend
der jeweiligen globalen Reaktion vorhanden sind. Das heißt, solange nicht mindestens
zwei Teilchen atomaren Wasserstoffs vorliegen, ist die Rate der Reaktion (II) =0.
Daher ist wII(t = 0) = 0.
Im Laufe der Reaktionen liegt atomarer Wasserstoff ungefa¨hr in der gleichen Kon-
zentration vor wie H2O, da die zweite Reaktion viel langsamer verla¨uft, wie in Ab-
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bildung 5.5 zu sehen ist. Die Raten sind in verschiedenen Maßsta¨ben dargestellt, die
sich um sechs Gro¨ßenordnungen unterscheiden, und auch mit verschiedenen Zeitach-
sen. Zuna¨chst fa¨llt wI stark ab und wII steigt an, wI bleibt jedoch deutlich gro¨ßer
als wII . Die Rate wI fa¨llt weiterhin ab, bis nach la¨ngeren Zeiten die Konzentrati-
on des atomaren Wasserstoffs etwas geringer wird als die des Wassers. Der Einfluss
von wII wird bemerkbar. Nach ungefa¨hr 6.8·10−10s haben wI und wII den gleichen
Wert, schließlich verschwindet wI ganz, ihr Wert wird sogar negativ. Im vorliegenden
Beispiel sind beide Reaktion nur in Vorwa¨rtsrichtung beru¨cksichtigt, negative Raten
werden daher zu 0. Der stationa¨re Endzustand wird nicht erreicht, es bleibt eine zu
hohe H-Konzentration. Diese Ergebnisse unterscheiden sich nicht fu¨r verschiedene
Realisierungen.
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Abbildung 5.4: Konzentrationen und Temperatur fu¨r den 2-Schritt-Mechanismus.
Es liegt nahe, den 2-Schritt-Mechanismus auch in der stochastischen Simulation
einer Vormischflamme einzusetzen. Mit allen 19 Elementarreaktionen des vollsta¨ndi-
gen Mechanismus ist es ausgeschlossen, ein ausreichend großes Reaktionsvolumen zu
simulieren, da die Simulationszeit schon fu¨r eine Realisierung in einem homogenen Vo-
lumen ohne Diffusion, wie sie in Abbildung 4.2 dargestellt ist, mehrere Tage betra¨gt.
Die Berechnung der Realisierung in Abbildung 5.4 mit dem 2-Schritt-Mechanismus
hingegen beno¨tigt nur wenige Minuten. Das legt nahe, diesen Reaktionsmechanismus
mit der relativ rechenzeitintensiven Diffusion zu kombinieren.
Ein eindimensionales System von 1000 Zellen mit einem Volumen von jeweils 1x1x1
µm3, was einer Gesamtla¨nge des Systems von nur 1mm entspricht, wurde auf einem
Pentium 4 mit 1.8 GHz simuliert. Der Anfangszustand ist wieder eine Temperatur
von 300K bei einem Druck von 1atm und einem sto¨chiometrischem Gemisch. In et-
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Abbildung 5.5: Raten der beiden Reaktionen fu¨r den 2-Schritt-Mechanismus.
wa vier Stunden konnte dabei eine Temperaturerho¨hung von ungefa¨hr 5K in den
Zellen simuliert werden. Hierbei wurde das Ratenverha¨ltnis der Diffusionsrate von
2.85816·1020 s−1 zum Zeitpunkt t=0 zur Rate der Reaktion (I) von 2.84865·1019 s−1
zum Zeitpunkt t=0 so gewa¨hlt, dass im Mittel von der Gro¨ßenordnung 10 Diffu-
sionschritte auf einen Reaktionsschritt ausgefu¨hrt werden. Die Diffusionsrate muss
gro¨ßer als die Reaktionsraten sein, damit die Annahme der Homogenita¨t in den Zel-
len gerechtfertigt ist. Wie bei der Simulation der beiden Reaktionen ohne Diffusion
zu sehen ist, nimmt wI im Zuge der Reaktionen ab und wII bleibt klein, sodass sich
das Verha¨ltnis dann zugunsten der Annahme verschiebt.
Die Diffusionsrate ha¨ngt direkt von der Zellgro¨ße l = 1µm ab, mit zunehmender
Zellgro¨ße nimmt die Diffusionsrate mit l−2 ab. Sowohl die Diffusionsrate als auch
die Reaktionsraten ha¨ngen auch u¨ber den gewa¨hlten Anfangsdruck und das Volu-
men indirekt von der Zellgro¨ße ab, da sie die Anzahl der Teilchen in einer Zelle
bestimmt. Da der Systemdruck und die Zusammensetzung vorgegeben sind, mu¨ssen
die Moleku¨lzahlen ebenfalls angepasst werden, wenn das Zellvolumen variiert wird.
Die Gesamtteilchenzahl ist nach der idealen Gasgleichung bei festgehaltenen Werten
von Druck und Temperatur proportional zum Volumen, also zu l3. Die Anzahlen der
einzelnen Moleku¨le ergeben sich aus den sto¨chiometrischen Koeffizienten und sind
daher proportional zur Gesamtteilchenzahl. Dieser Einfluss ist jedoch fu¨r Diffusions-
und Reaktionsraten prinzipiell gleich. Hier wurde das Volumen so groß gewa¨hlt, dass
die Diffusionsrate gerade noch ausreichend gro¨ßer ist, da mit der Anzahl der Diffu-
sionsschritte pro Reaktionsschritt die Rechenzeit steigt. Es stellt sich heraus, dass
in diesem System keine Flamme simuliert werden kann, die sich durch das Volumen
fortpflanzt. Vielmehr reagieren alle Zellen gleichzeitig und haben zu jedem Zeitpunkt
bis auf Fluktuationen den gleichen Zustand.
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Eine alternative Anfangsbedingung ist es, nur in einem Teilvolumen die Anfangs-
konzentration des atomaren Wasserstoffs entsprechend einem Teilchen zu wa¨hlen, in
allen anderen ist sie =0. Daraus folgt, dass alle Reaktionsraten in allen Zellen ver-
schwinden, außer in der Zelle mit dem H-Atom. Dort finden dann Reaktionen statt,
die Temperatur und die H-Konzentration steigen. Durch Diffusion gelangen H-Atome
in die Nachbarzellen, in denen dann auch chemische Reaktionen beginnen.
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Abbildung 5.6: Wasserstoffkonzentration und Temperatur zum Zeitpunkt
t=2.64 ·10−14 s. Zum Zeitpunkt t=0 ist nur in der ersten Zelle
Wasserstoff, die Temperatur ist an jedem Ort 300K.
In Abbildung 5.6 ist ein geschlossenes System, in dem zum Zeitpunkt t=0 ein H-
Atom in der Zelle am linken Rand ist, zum Zeitpunkt t=2.64 ·10−14 s dargestellt. Es
werden wieder 1000 Zellen mit einem Volumen von jeweils 1x1x1 µm3 betrachtet. Die
Wasserstoffkonzentration nimmt zu und breitet sich nach rechts aus. Parallel mit der
Wasserstoffkonzentration steigt auch die Temperatur in den Zellen. Wasserstoff, Sau-
erstoff und Wasser werden im gleichen Verha¨ltnis wie in der Reaktion ohne Diffusion
in Abbildung 5.4 gebildet und verbraucht.
Es ist nicht gelungen, die typische Form einer Flamme, die sich im sto¨chiome-
trischen vorgemischten Gas fortpflanzt, mit dem in diesem Abschnitt verwendeten
globalen 2-Schritt-Mechanismus zu simulieren. Die Ausbreitung der Reaktionszone
durch die Diffusion des H-Radikals konnte jedoch gut abgebildet werden.
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Zusammenfassung
In diesem Kapitel wird zuna¨chst die temperaturabha¨ngige Diffusion ohne Reaktionen
simuliert. Es stellt sich heraus, dass die in Kapitel 3.3 eingefu¨hrte Diffusionsrate
gut geeignet ist, diffusive Prozesse auf mesoskopischer Ebene zu simulieren, wie am
Beispiel des Ausgleichs eines Temperaturgradienten gezeigt wird.
Bei der Kopplung der Diffusion mit Reaktionen sind die hohen Rechenzeiten be-
dingt durch ha¨ufige Diffusionsschritte problematisch. Daher wurde die Kopplung mit
einem reduzierten 2-Schritt-Mechanismus fu¨r die H2-Verbrennung untersucht. Die
charakteristische Dynamik einer Flamme, die sich durch ein mit sto¨chiometrischem
Gemisch gefu¨lltes Volumen fortpflanzt, konnte mit dem reduzierten Mechanismus
nicht abgebildet werden. Die Ausbreitung der Reaktion durch die Diffusion hingegen
wird erfolgreich simuliert.
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Kapitel 6
Stro¨mung
Nachdem in Kapitel 5 die Diffusion betrachtet wurde, wird in diesem Kapitel dis-
kutiert, wie ein makroskopisches Stro¨mungsfeld innerhalb des stochastischen Modells
repra¨sentiert werden kann.
Zur Erweiterung der stochastischen Simulation, das heißt des bisher betrachteten
mesoskopischen Reaktions-Diffusions-Systems, wird ein mesoskopisches Modell fu¨r
Stro¨mung beno¨tigt. Der Schwerpunkt liegt dabei nicht darauf, ein neues Modell zur
Stro¨mungssimulation alternativ zu den vorher beschriebenen Methoden zu entwickeln,
sondern darauf, die Auswirkungen einer Stro¨mung zusa¨tzlich ins Modell einzubinden.
Die Sta¨rke des in Kapitel 3 vorgestellten Modells liegt auf der Seite der chemischen
Reaktionen und des diffusiven Transports der Reaktionspartner zueinander. Nach der
Erweiterung des Modells um Stro¨mung sind prinzipiell alle wichtigen Einflussfaktoren
zur Simulation von technisch relevanten Verbrennungsprozessen vertreten.
Aus der Stro¨mung ergibt sich konvektiver Transport, der selbstversta¨ndlich lokal
verschieden sein kann. Reaktionspartner ko¨nnen zueinander hin transportiert werden,
oder auch voneinander entfernt werden. Das Stro¨mungsfeld bewirkt unter Umsta¨nden
eine Streckung des reagierenden Gemisches. Starke Streckung einer Flamme oder
Reaktionszone kann bei ausreichend langer Dauer zum (lokalen) Verlo¨schen fu¨hren.
Unter einem makroskopischen Stro¨mungsfeld wird ein makroskopisch sichtbarer
Netto-Fluidstrom verstanden, der durch eine zusa¨tzliche a¨ußere Kraft hervorgeru-
fen wird, beziehungsweise durch ein a¨ußeres Feld, wie zum Beispiel das Schwerefeld
der Erde. Ein weiteres Beispiel fu¨r eine a¨ußere Kraft ist eine bewegte Wand, die
u¨ber die Haftung des Fluids an der Wand – no-slip oder Stokessche Haftbedingung –
Scherspannungen im viskosen Fluid erzeugt und so dessen Impuls a¨ndert. Eine sol-
che randgetriebene Scherstro¨mung wird in der Fluidmechanik u¨ber den Impulssatz
beschrieben
d
dt
I =
∑
i
Fi , (6.1)
siehe hierzu zum Beispiel [57]. Es werden die verschiedenen Kra¨fte Fi bilanziert, die
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auf ein Fluid(element) wirken, wie zum Beispiel auch der Druck, oder Reibungskra¨fte
beziehungsweise Schubspannungen. Dies fu¨hrt auf Gleichung (1.3). Hieraus lassen sich
auch die inkompressiblen Navier-Stokes-Gleichungen fu¨r Newtonsche Fluide herleiten
oder die Euler-Gleichungen fu¨r nicht-viskose Stro¨mungen.
Die obigen U¨berlegungen beziehen sich auf Stro¨mung im makroskopischen Bild. Im
mikroskopischen Bild wird das gleiche physikalische System durch Orts- und Impuls-
vektor jedes einzelnen Teilchens zu allen Zeiten beschrieben. Die zeitliche Entwicklung
ergibt sich aus der Gesamtheit aller Bewegungsgleichungen der Teilchen, gekoppelt
durch deren Sto¨ße miteinander.
Simulationen auf mikroskopischer Ebene werden im Bereich der Molekulardyna-
mik1 durchgefu¨hrt. Diese Simulationen sind sehr aufwa¨ndig. Sie liefern viel mehr
Informationen als in den meisten Fa¨llen beno¨tigt werden. Daher werden einfachere
Simulationsmethoden gesucht. Eine weitere partikel-orientierte Simulationsmethode
sind Lattice-Gas- [58–60] oder Lattice-Boltzmann-Modelle [61]. Sie basieren auf der
Theorie der zellula¨ren Automaten. Die mikroskopische Dynamik wird hierbei durch
einfache Regeln repra¨sentiert, nach denen die Teilchen pro Zeitschritt ihren Aufent-
haltsort auf einem Gitter a¨ndern. Die Regeln bestehen aus einem Satz von U¨bergangs-
vorschriften, nach denen die gegebene ra¨umliche Konfiguration zu einem Zeitpunkt in
die darauf folgende u¨berfu¨hrt wird. So ergibt sich eine zeitliche Folge von mikrosko-
pischen Zusta¨nden, aus der das zugeho¨rige makroskopische Stro¨mungsfeld ermittelt
werden kann. Es lassen sich schon mit sehr einfachen U¨bergangsregeln beeindrucken-
de Ergebnisse erhalten, insbesondere in Anbetracht dessen, dass diese Regeln nicht
aus der Mikrodynamik hergeleitet werden mu¨ssen. Die Verwendung eines hexago-
nalen Gitters erho¨ht die Anwendbarkeit dieses Modells noch einmal deutlich. Auch
Lattice-Gas-Methoden sind jedoch noch sehr aufwa¨ndig, wenn auch schon deutlich
einfacher als die numerische Lo¨sung aller gekoppelter Differentialgleichungen der Mo-
leku¨lbewegungen.
Im mesoskopischen Bild werden wie im mikroskopischen Fall Partikel betrachtet,
kein Kontinuum wie im makroskopischen Fall. Es wird jedoch nicht jedes einzelne
Teilchen detailliert betrachtet, sondern ein Volumenelement, das eine gewisse Anzahl
von Teilchen (jeder Teilchensorte) entha¨lt. Bezogen auf ein einzelnes Teilchen bedeu-
tet dies, dass bekannt ist, in welchem Teilvolumen es sich aufha¨lt, aber der exakte
Aufenthaltsort innerhalb des Volumenelements wird nicht aufgelo¨st. Alle Zustands-
gro¨ßen wie Temperatur, Druck und Geschwindigkeit sind dann jeweils fu¨r ein solches
Volumenelement gegeben.
Es ko¨nnen zwei grundsa¨tzlich verschiedene Strategien verfolgt werden, um das
stochastische Modell um Stro¨mung zu erweitern.
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Eine Mo¨glichkeit ist, unter der Annahme, dass die Ru¨ckwirkung der Reaktion auf
die Stro¨mung vernachla¨ssigbar ist, das Geschwindigkeitsfeld als von außen vorgege-
ben anzunehmen. Die Impulsbilanz ist dann schon im Vorfeld bei der Ermittlung des
Geschwindigkeitsfeldes beru¨cksichtigt worden. Die andere – bei weitem schwierigere –
Mo¨glichkeit ist, die Entwicklung der Stro¨mung selbst zu simulieren. In diesem Fall
muss na¨mlich der Impulstransport in geeigneter Form beru¨cksichtigt – das heißt mo-
delliert – werden. Beide Mo¨glichkeiten werden im Folgenden betrachtet, fu¨r die letzte
Variante jedoch nur Ansa¨tze skizziert.
6.1 Vorgegebenes Geschwindigkeitsfeld
Das Geschwindigkeitsfeld v(x, t) muss vorab fu¨r jeden Ort zu jeder Zeit gegeben sein.
Dies ist nur unter der Annahme mo¨glich, dass der Einfluss der Reaktionen auf die
Stro¨mung vernachla¨ssigbar ist.
Die makroskopische Information, die die Geschwindigkeit v(x, t) bedeutet, muss
nun in eine Form u¨berfu¨hrt werden, die dem mesoskopischen, stochastischen Modell
entspricht. Der konvektive Transport muss in Form von Teilchenspru¨ngen von einem
Teilvolumen ins Nachbarvolumen u¨bersetzt werden. Ein Teilchensprung bedeutet da-
bei, dass die kontinuierliche Bewegung eines Teilchens in einem Teilvolumen zum
U¨berschreiten der Grenze zum Nachbarvolumen fu¨hrt. Da jedoch der Ort eines Teil-
chens im Volumenelement nicht aufgelo¨st wird, ist dies gleichbedeutend mit einem
Teilchensprung von einem Teilvolumen in das benachbarte in einem diskreten Bild.
Bisher wurden Teilchenspru¨nge ausschließlich durch Diffusion beziehungsweise
thermische Anregung verursacht, was ausfu¨hrlich in Kapitel 5 vorgestellt wurde. Nun
ko¨nnen Teilchen auch durch die Stro¨mung transportiert werden. Der Diffusionsrate
wird daher eine zusa¨tzlich Rate u¨berlagert, im Folgenden Driftrate genannt. Diese Ra-
te wird wie in Kapitel 3 beschrieben in der Simulation verwendet. Sie geht mit in die
Ermittlung des Zeitschritts – beziehungsweise der Wartezeit, bis das na¨chste Ereignis
stattfindet – ein, und sie bestimmt mit, welches das na¨chste auszufu¨hrende Ereignis
ist. Ein solches Ereignis kann jetzt auch ein stro¨mungsbedingter Teilchensprung sein.
Nachdem ein Moleku¨l ausgewa¨hlt ist, unterscheidet sich die Ausfu¨hrung nicht von
einem diffusionsbedingten Teilchensprung. Die Zusta¨nde von Ausgangs- und Zielzelle
mu¨ssen angepasst werden.
Entsprechend der einzelnen Komponenten der Geschwindigkeit wird fu¨r jede Rich-
tung eine Driftrate definiert. Es wird das Volumenelement i am Ort xi zur Zeit t
betrachtet. Seine Ausdehnung in x-Richtung ist ∆xi, es entha¨lt Ni(t) Teilchen.
Da angenommen wird, dass alle Moleku¨lsorten gleichartig im Geschwindigkeits-
feld transportiert werden, ist es nicht notwendig, die verschiedenen Spezies bei
der Gesamtwahrscheinlichkeit fu¨r einen stro¨mungsbedingten Teilchensprung aus ei-
ner Zelle heraus getrennt zu betrachtet. Bei der Ausfu¨hrung eines stro¨mungsbe-
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dingten Teilchensprungs muss jedoch wie auch bei der Diffusion entschieden wer-
den, welche Teilchensorte j in die Nachbarzelle springt. Da die Moleku¨le bei der
Stro¨mung gleichberechtigt behandelt werden, werden sie entsprechend ihres Molen-
anteils ci,j/ci = Ni,j/Ni ausgewa¨hlt.
Die Driftrate in x-Richtung fu¨r das Volumenelement i ergibt sich damit zu
Wdrift,x,i(t) = Ni(t)
vx,i(t)
∆xi
, (6.2)
wobei vx,i(t) die Geschwindigkeit zur Zeit t in der Zelle i in x-Richtung ist. Die Raten
in y- und z-Richtung sind analog.
Die Driftrate – und damit die Wahrscheinlichkeit pro Zeit – fu¨r einen stro¨mungs-
bedingten Teilchensprung in das stromabwa¨rts gelegene Nachbarvolumen ist propor-
tional zur Teilchenzahl im Volumenelement und invers proportional zum Verha¨ltnis
der Ausdehnung zur Geschwindigkeit in der betrachteten Richtung. Dieses Verha¨ltnis
entspricht der Zeit, die ein Teilchen braucht, um die Entfernung ∆xi ohne Sto¨rung
beziehungsweise Stoß mit der Geschwindigkeit vx,i zuru¨ckzulegen.
Die Driftrate kann auch explizit aus der Massenerhaltung hergeleitet werden, wie
im Folgenden gezeigt wird.
Die Rate fu¨r den Sprung eines Teilchens in x-Richtung ergibt sich aus der A¨nderung
der Teilchenzahl mit der Zeit
Wdrift,x,i(t) =
∆Ni
∆t
(t)
∣∣∣∣
v(x,t)=vx,i(t)~ex,∆Ni=1
(6.3)
fu¨r ∆Ni = 1. Bei der Herleitung der Driftrate kann ein System ohne Reaktionen be-
trachtet werden. Nach dem U¨bergang zu ∆Ni = 1 ist dies keine Einschra¨nkung mehr,
sondern exakt. Es bedeutet in der Terminologie des stochastischen Modells, dass ein
System betrachtet wird, dessen na¨chste Zustandsa¨nderung ein stro¨mungsbedingter
Teilchensprung sein wird. Bei derartigen Teilchenspru¨ngen muss die Masse erhalten
sein. Bis zur Zustandsa¨nderung bleibt das System im vorhergehenden Zustand, es
findet daher auch keine Reaktion statt. Nach Verstreichen einer (der exponentiel-
len Verteilung entsprechenden) Verweilzeit springt ein Moleku¨l in die stromabwa¨rts
gelegene Nachbarzelle.
Wenn keine Reaktionen stattfinden, sind sowohl die Gesamtmasse m als auch die
einzelnen Stoffmassen mj erhalten. Fu¨r jede dieser Massen gilt also die Kontinuita¨ts-
gleichung
∂ρ
∂t
+∇ (ρ~v) = 0 . (6.4)
Es wird wieder das Teilvolumen i und die x-Komponente der Stro¨mung betrachtet.
Aus Gleichung (6.4) folgt unter Verwendung der Aussagen, dass ρ innerhalb einer Zelle
konstant und dass Vi zeitunabha¨ngig ist, in diskreter Formulierung
∆mi
∆t
= ∆yi∆zi ρivx,i = mi
vx,i
∆xi
. (6.5)
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Die Massena¨nderung ist bedingt durch den Massenstrom u¨ber die Grenze des Vo-
lumenelements. Da einzelne Partikel geza¨hlt werden, ist die diskrete Formulierung
korrekt.
Fu¨r die einzelnen Teilchensorten Nj folgt aus (6.5)
Wdrift,x,i,j =
∆Ni,j
∆t
= Ni,j
vx,i
∆xi
(6.6)
und damit fu¨r die Gesamtrate
Wdrift,x,i =
∑
j
Wdrift,x,i,j = Ni
vx,i
∆xi
, (6.7)
was Gleichung (6.2) entspricht.
Die Ermittlung der Raten fu¨r die u¨brigen Geschwindigkeitskomponenten ist analog.
Die Ratenformulierung entspricht einem stochastischen Prozess. In der Simulation
ist die Geschwindigkeit repra¨sentiert durch Teilchenspru¨nge, die entsprechend der
Driftrate verteilt sind. Im Mittel ergibt sich daraus wieder die zu Beginn vorgegebene
Geschwindigkeit. Wie die Mittelung im Speziellen ausgefu¨hrt wird, wird weiter unten
diskutiert. Die Geschwindigkeit hat jedoch auch eine Varianz, die sich in diesem Falle
ausschließlich aus der Simulationsmethode ergibt.
Wird die vorgegebene Geschwindigkeit als deterministisch angesehen, erzeugt dies
eine Art
”
ku¨nstliche Diffusion“. Darunter wird verstanden, dass die aus der Driftrate
resultierende Verteilung nicht nur eine deterministische Drift abbildet, sondern auch
eine u¨berlagerte Diffusion der Teilchen. In der Theorie der stochastischen Prozesse be-
deutet dies eine U¨berlagerung der deterministischen Drift mit einem Wiener-Prozess,
siehe hierzu [21,23,24]. Eine Mo¨glichkeit, dem zu begegnen, ist durch geeignetes An-
passen der Diffusionsrate die unerwu¨nschte ku¨nstliche Diffusion auszugleichen.
Allerdings kann Stro¨mung prinzipiell mit den gleichen Argumenten auf mesoskopi-
scher und makroskopischer Ebene als stochastischer Prozess betrachtet werden, wie
in den vorhergehenden Kapiteln auch schon Reaktion und Diffusion, da sie ebenfalls
durch die mikroskopische Dynamik verursacht wird. Dies rechtfertigt eine Verteilung
der Geschwindigkeit. Die Verteilung der Betra¨ge der einzelnen Geschwindigkeitskom-
ponenten ist dann eine Gauß-Verteilung, die des Gesamtbetrages des Geschwindig-
keitsvektors folgt einer Maxwell-Verteilung.
Zur Auswertung der Simulation muss eine Mittelung u¨ber die Teilchenspru¨nge
erfolgen. Dies entspricht dem U¨bergang von der partikel-orientierten mesoskopischen
Beschreibung zur makroskopischen Kontinuumsmechanik. Es muss u¨ber ausreichend
viele Teilchenspru¨nge gemittelt werden, um eine statistische Aussage gewinnen zu
ko¨nnen. Das Zeitintervall, u¨ber das gemittelt wird, soll aber auch so klein sein, dass
die zeitliche Auflo¨sung der mittleren Geschwindigkeit fein genug ist.
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Nach den Gleichungen (6.2) und (6.3) gilt
Wdrift,x,i(t) = Ni
vx,i
∆xi
=
∆Ni
∆t
(
=ˆ
∂Ni
∂t
)
.
Auflo¨sen fu¨hrt auf
vx,i∆t =
∆xi
Ni
∆Ni . (6.8)
Summation u¨ber die Teilchenspru¨nge in einem Zeitintervall der La¨nge Tm beginnend
zur Zeit tA ergibt:
∑
tA≤t<tA+Tm
vx,i(t)∆t(t) := vx,i(tm = tA + Tm/2)
∑
tA≤t<tA+Tm
∆t(t)
= vx,i(tm = tA + Tm/2) · Tm
=
∑
tA≤t<tA+Tm
∆Ni
Ni
(t)∆xi
Das Zeitintervall Tm muss ausreichend groß gewa¨hlt werden, so dass genu¨gend Teil-
chenspru¨nge zur statistischen Auswertung stattfinden. Hieraus folgt die mittlere Ge-
schwindigkeit zur Zeit tm = tA + Tm/2 zu
vx,i(tm = tA + Tm/2) =
∆xi
Tm
∑
tA≤t<tA+Tm
∆Ni
Ni
(t) (6.9)
Auf diese Weise ko¨nnen wa¨hrend der Simulation ein gleitender Mittelwert und ein
zeitabha¨ngiges Geschwindigkeitsfeld ermittelt werden:
vx,i(tm) =
∆xi
Tm
∑
t∈Im
∆Ni
Ni
(t) (6.10)
mit
tm =
(
m+
1
2
)
Tm ,m = 0, 1, 2, ...
Im = mTm ≤ t < (m+ 1)Tm
Das so ermittelte vx,i(tm) entspricht der in der Simulation zum Zeitpunkt tm realisier-
ten Geschwindigkeit, die vx,i(tm) aus dem vorgegebenen Geschwindigkeitsfeld bis auf
den statistischen Fehler durch die endliche Anzahl der ausgewerteten Teilchenspru¨nge
entspricht. Die anderen Geschwindigkeitskomponenten ergeben sich wieder analog.
Prinzipiell werden alle Teilchenspru¨nge ausgewertet, auch durch Diffusion beding-
te. Aus der Mittelung ergibt sich daher die tatsa¨chlich simulierte beziehungsweise die
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absolute Geschwindigkeit, die grundsa¨tzlich nicht mit dem vorgegebenen Stro¨mungs-
feld u¨bereinstimmen muss. Sie stimmen nur in dem Falle u¨berein, dass die Driftrate
die einzige von Null verschiedene Rate ist, oder wenn die Diffusionsrate keinen Netto-
Teilchenstrom erzeugt.
Im Sonderfall einer stationa¨ren Stro¨mung kann Tm = Tsim gesetzt werden, das
heißt es kann u¨ber die gesamte Simulationszeit Tsim gemittelt werden. Nach einer
transienten Phase, in der sich die Simulation der Stro¨mung erst ausbildet und noch
nicht ausreichend viele Teilchenspru¨nge fu¨r die Statistik stattgefunden haben, bleibt
der Mittelwert der Geschwindigkeit konstant. In diesem Fall sind Ensemble- und
Zeitmittel gleich:
vx,i = 〈vx,i〉 (6.11)
Randbedingungen ko¨nnen fu¨r ein vorgegebenes Geschwindigkeitssystem einfach
realisiert werden. Undurchla¨ssige Wa¨nde werden durch eine verschwindende Rate in
normaler Richtung repra¨sentiert. Damit der Einstro¨mrand nicht dazu fu¨hrt, dass die
ersten Zellen leer werden, mu¨ssen herausspringende Teilchen dem Einzelfall angemes-
sen ersetzt werden, zum Beispiel mit periodischen Randbedingungen. Die Haftbedin-
gung an der Wand ist schon durch die Lo¨sung des Geschwindigkeitsfeldes erfu¨llt.
Im Folgenden wird die Simulation der ebenen Staupunktstro¨mung als vorgegebenes
Geschwindigkeitsfeld gezeigt. Diese Stro¨mungskonfiguration ist ein klassischer Testfall
in Verbrennungssimulationen und Experimenten, da sich eine einfache Flammenform
ergibt. Sie wird in [1] vorgestellt und ist auch im Hinblick auf turbulente Stro¨mungen
von Interesse [62]. An der ebenen Staupunktstro¨mung ist lokales Verlo¨schen experi-
mentell untersucht worden, in Abha¨ngigkeit von Brennstoffkonzentration und vom
Geschwindigkeitsgradienten [63]. Eine schematische Darstellung der stationa¨ren, ebe-
nen Staupunktstro¨mung ist in Abbildung 6.1 dargestellt; das Geschwindigkeitsfeld
lautet:
vx = αx (6.12)
vy = −αy
Hierin ist der Parameter α > 0
α =
∂vx
∂x
= −∂vy
∂y
= const
ein Maß fu¨r die Streckung des stro¨menden Fluids. Eine Reaktionszone in der Stau-
punktstro¨mung wu¨rde fu¨r ausreichend große Werte von α verlo¨schen.
In den Abbildungen 6.2 und 6.3 ist die Auswertung entsprechend Gleichung (6.8)
im stationa¨ren Fall dargestellt. Es wurden 106 Simulationsschritte entsprechend 106
Teilchenspru¨ngen ausgefu¨hrt. In Abbildung 6.2 ist die Geschwindigkeit im ersten Qua-
dranten vektoriell dargestellt und Stromlinien sind eingetragen. Die linearen Verla¨ufe
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y, vy
x, v x
Abbildung 6.1: Skizze einer ebenen Staupunktstro¨mung nach Gleichung (6.12).
X
Y
Abbildung 6.2: Realisierung einer von außen aufgepra¨gten Stro¨mung mit 106 Simu-
lationsschritten =ˆ 106 Teilchenspru¨ngen.
der simulierten Werte fu¨r die einzelnen Geschwindigkeitskomponenten sind in Abbil-
dung 6.3 erkennbar.
Da alle Raten bis auf die Driftrate verschwinden, ergibt sich im Mittel wieder das
Geschwindigkeitsfeld nach den Gleichungen (6.12) mit geringen Fluktuationen. Da im
stationa¨ren Fall Tm = Tsim gewa¨hlt werden kann, kann durch die Wahl einer la¨ngeren
Simulationszeit eine bessere Statistik erreicht werden, bis dahin, dass keine sichtbaren
Fluktuationen mehr vorhanden sind.
Mit der in diesem Abschnitt entwickelten Methode liegt nun ein einfaches Ver-
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Abbildung 6.3: Realisierung einer von außen aufgepra¨gten Stro¨mung mit 106 Simu-
lationsschritten =ˆ 106 Teilchenspru¨ngen.
fahren vor, konvektiven Transport durch ein u¨berlagertes Geschwindigkeitsfeld zu
beru¨cksichtigen. Mit der ebenen Staupunktstro¨mung ist ein Konfiguration realisiert,
die auch Gegenstand experimenteller Untersuchungen ist. Ru¨ckwirkungen der Reak-
tionen auf die Stro¨mung werden hierbei jedoch nicht beru¨cksichtigt.
6.2 Simuliertes Geschwindigkeitsfeld
Eine Alternative zur Repra¨sentation eines vorgegebenen Geschwindigkeitsfeldes wa¨re
es, die Entwicklung der Stro¨mung selbst zu simulieren. Im Folgenden werden Wege
beschrieben, wie dies in zuku¨nftigen Arbeiten umgesetzt werden ko¨nnte.
Zuna¨chst wird ein einfaches Modell skizziert, um viskosen Impulstransport zu
beru¨cksichtigen. Es bleibt zu untersuchen, wie weit dieses einfache Modell verwendbar
ist.
Auch im mesoskopischen Modell beruht die Beschreibung von Stro¨mung auf der
Impulsbilanz. Auf mikroskopischer Ebene gibt es keine Unterscheidung zwischen den
verschiedenen resultierenden makroskopischen Fluidstro¨men. Auf makroskopischer
Ebene werden verschiedene Stro¨me betrachtet und empirisch beschrieben. Es gibt
also eine Trennung der makroskopischen Effekte, die aus den gleichen mikroskopi-
schen Vorga¨ngen resultieren.
Zum Beispiel wird Diffusion durch einen Konzentrationsgradienten verursacht, was
durch das Ficksche Gesetz beschrieben wird, welches ausfu¨hrlich in Abschnitt 3.3 vor-
gestellt wurde. Aus mikroskopischer Teilchenbewegung resultiert ein makroskopischer
Stoffstrom.
Impulstransport bedingt durch einen Geschwindigkeitsgradienten wird empirisch
durch das Newtonsche Schubspannungsgesetz beschrieben. Genaues hierzu findet sich
zum Beispiel in [1, 57]. Es lautet im einfachsten Falle
jρ~v =
∂(mvx)
∂tA
= −µ∂vx
∂x
(6.13)
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mit der Viskosita¨t µ analog zur Diffusionskonstanten im Fickschen Gesetz. A ist die
Fla¨che, auf der die Schubspannung angreift. Fu¨r die Viskosita¨t gibt es analog zur
Diffusionskonstanten den Ausdruck
µ = Pr
λ
cp
= Pr 2.58 · 10−4
(
T
298
)0.7
mit Pr = 0.75, [51]. Durch Diskretisierung la¨sst sich hieraus fu¨r jede Richtung eine
Sprungrate in die Nachbarvolumina herleiten, die die Viskosita¨t des Fluids und die
aktuelle Temperatur beru¨cksichtigen. Wie allgemein im Kapitel 3 beschrieben, ha¨ngt
diese Rate vom Zustand vor dem Sprung ab.
Ein Ereignis im stochastischen Modell ist auch im Falle der Stro¨mung charakteri-
siert durch die Rate und durch die Durchfu¨hrung des Ereignisses. Die Durchfu¨hrung
eines Teilchensprungs erweitert sich hier um die Impulsbilanz. Moleku¨le nehmen Im-
puls aus der Startzelle mit in die Zielzelle. Exakt wu¨rde ein Moleku¨l mit einer Ge-
schwindigkeit entsprechend der Maxwell-Verteilung ausgewa¨hlt; ha¨ufig sollte ein mitt-
lerer Impuls ausreichend genau sein. Der Gesamtimpuls der beteiligten Zellen wird
um den Einzelimpuls vektoriell angepasst. Hieraus ergeben sich die Geschwindigkeiten
nach einem Teilchensprung.
Bei der Stro¨mungssimulation ist die Realisierung von Randbedingungen proble-
matisch. Wa¨nde treten in der makroskopischen Impulsbilanz als Kra¨fte auf, die das
Fluid umlenken ko¨nnen. Im partikel-orientierten Modell ko¨nnen diese Sto¨ße mit der
Wand modelliert werden, indem Spru¨nge, die eigentlich u¨ber die Wand hinaus ge-
hen wu¨rden, stattdessen umgesetzt werden, indem die Richtung des Impulses eines
Moleku¨ls in der Richtung normal zur Wand umgekehrt wird und anschließend der
Gesamtimpuls sowie die betroffene Rate in der Zelle neu berechnet werden.
Die Realisierung der Stokessche Haftbedingung ist problematischer. Hierzu muss
ein Weg gefunden werden, in der an die Wand angrenzenden Zelle die aktuelle Ge-
schwindigkeit parallel zur Wand sowie die entsprechende Rate geeignet anzupassen.
Inwieweit dieses einfache Modell zur Abbildung einer Stro¨mung im in dieser Arbeit
entwickelten stochastischen Simulationsverfahren geeignet ist, bleibt zu untersuchen.
U¨ber einfache Modelle hinaus, die hier unter dem speziellen Gesichtspunkt der
einfachen Modellierung eines zusa¨tzlichen Einflusses im reagierenden System durch
Stro¨mung betrachtet werden, bestehen auch Ansa¨tze zur stochastischen Simulati-
on von fluktuierenden Stro¨mungen. Es gibt Arbeiten von Breuer und Petruccione,
wo erfolgreich Stro¨mungssimulationen durchgefu¨hrt werden, bei denen die Stro¨mung
als stochastischer dynamischer Prozess angesehen und durch eine diskrete Master-
Gleichung beschrieben wird [64,65].
Das in dieser Arbeit hergeleitete stochastische Partikel-Modell baut ebenfalls auf
der diskreten Master-Gleichung (2.1) auf, wie im Kapitel 2 beschrieben wurde. Daher
ist davon auszugehen, dass das Simulationsverfahren von Breuer und Petruccione auf
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das hier verwendete Modell direkt u¨bertragen werden kann. Es wird ebenfalls ein
stochastischer Zeitschritt ausgewa¨hlt sowie Teilchenspru¨nge ausgefu¨hrt und Impuls
transportiert. Die Beschreibung der Zustandsa¨nderungen ist jedoch verschieden von
der in dieser Arbeit gewa¨hlten, so dass die Verbindung der beiden Modelle nicht
ganz trivial ist. Es bleibt herauszufinden, ob ein gekoppeltes Modell bezu¨glich der
beno¨tigten Rechenzeit realisierbar ist.
Die Autoren bezeichnen ihr Verfahren als Alternative zu Beschreibungen mit den
Navier-Stokes-Gleichungen. Dies bedeutet, dass die Einschra¨nkungen bezu¨glich der
Stro¨mungssituationen, die simuliert werden ko¨nnen, nicht gro¨ßer sind als in den Ver-
fahren, die im Kapitel 1 zur Simulation reaktiver Stro¨mungen vorgestellt wurden.
Insbesondere ist das stochastische Simulationsverfahren erfolgreich auf turbulente
Stro¨mungen angewendet worden [66–68]. In diesem Fall ergibt die Einbindung des
Modells von Breuer und Petruccione in das in dieser Arbeit entwickelte Modell zur
Verbrennungssimulation potenziell ein Verfahren, das auf Fragen im Bereich turbu-
lenter Verbrennung angewendet werden kann.
Es bestehen also vielversprechende Ansa¨tze, das stochastische Partikel-Modell um
Stro¨mungssimulation zu erweitern.
Zusammenfassung
In diesem Kapitel wird untersucht, wie im bisher in dieser Arbeit hergeleiteten
Reaktions-Diffusions-System zusa¨tzlich Stro¨mung und der daraus resultierende kon-
vektive Transport beru¨cksichtigt werden ko¨nnen. Hierzu wird zuna¨chst ein kurzer
U¨berblick u¨ber partikel-orientierte Verfahren zur Stro¨mungssimulation gegeben.
Im ersten Abschnitt wird die Ratenbeschreibung eines gegebenen Geschwindig-
keitsfeldes entwickelt. Hiermit kann eine gegebene Stro¨mung unter Vernachla¨ssigung
der Ru¨ckwirkung der Reaktionen auf die Stro¨mung simuliert werden, was am Beispiel
der ebenen Staupunktstro¨mung gezeigt wurde.
Abschließend wird ein Ausblick darauf gegeben, wo die Modellbildung ansetzen
kann, um das stochastische Partikel-Modell um die Simulation der Entwicklung einer
Stro¨mung zu erweitern.
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Kapitel 7
Fazit und Ausblick
Das in der vorliegenden Arbeit entwickelte stochastische Partikel-Modell integriert
alle grundsa¨tzlich fu¨r Verbrennungsprozesse bedeutenden Einflu¨sse wie chemische
Reaktionen, Diffusion und Stro¨mung. Es ist daher gut zur Simulation eines wei-
ten Spektrums von Fragestellungen geeignet, zum Beispiel das lokale Verlo¨schen und
mo¨glicherweise wieder Zu¨nden bedingt durch ein unter Umsta¨nden nur lokal mage-
res, das heißt brennstoffarmes, Gemisch oder auch Streckung der Flamme. Hierbei
sind sowohl die vollsta¨ndige Reaktionsdynamik wichtig, da Zu¨ndung und Verlo¨schen
simuliert werden mu¨ssen, als auch die temperaturabha¨ngige Diffusion und gegebenen-
falls auch die Stro¨mung, also diffusiver und konvektiver Stofftransport. Die diskre-
te Beschreibung der Konzentrationen durch einzelne Moleku¨le lo¨st die kleinskaligen
Transportprozesse exakter auf als Kontinuumsmodelle. Durch die Kopplung des neuen
Simulationsverfahrens mit vorhandenen Bibliotheken fu¨r Stoff- und Reaktionsdaten
ko¨nnen verschiedene Stoffsysteme einfach realisiert werden.
Die gute U¨bereinstimmung der simulierten Zu¨ndverzugszeiten der Methan-
Selbstzu¨ndung mit dem Experiment ist vielversprechend. Hierbei zeigt sich ein weite-
rer Vorteil des stochastischen Simulationsverfahrens bei Situationen mit verschiede-
nen mo¨glichen Anfangsbedingungen im Experiment. Bei der Methan-Selbstzu¨ndung
kann zum Beispiel nicht die genaue Anfangsbedingung fu¨r die Teilchenzahlen weite-
rer Stoffe wie HO2 angegeben werden, die zusa¨tzlich zu Methan und Luft in geringen
Konzentrationen vorliegen. Bei der Ermittlung der Zu¨ndverzugszeit mit dem sto-
chastischen Verfahren kann die Anfangsbedingung der einzelnen Realisierungen so
variiert werden, dass die Wahrscheinlichkeit fu¨r entsprechende Teilchenzahlen richtig
wiedergegeben wird.
Die Rechenzeiten sind zwar teilweise sehr hoch, aber bei der Implementierung des
Modells in dieser Arbeit stand die Rechenzeit-Optimierung nicht im Vordergrund, so
dass noch einiges Optimierungspotenzial besteht. Es gibt noch einige Mo¨glichkeiten
zur Effizienzsteigerung, wie im Folgenden noch ausfu¨hrlicher diskutiert wird.
Das vorhergehende Kapitel 6 schließt schon mit einem Abschnitt u¨ber mo¨gliche
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zuku¨nftige Arbeiten zur Stro¨mungssimulation. Hier werden nun allgemeine Mo¨glich-
keiten diskutiert, das Verfahren der stochastischen Simulation effektiver zu gestalten.
Dies ist zum Erreichen akzeptabler Rechenzeiten fu¨r einige Anwendungen notwen-
dig, insbesondere wenn die verschiedenen Prozesse Reaktion, Diffusion und Stro¨mung
kombiniert werden.
Eine Mo¨glichkeit, die Simulation zu beschleunigen, ist die Parallelisierung. Auf-
grund der sequenziellen Struktur des Verfahrens ist dies nicht einfach umzusetzen.
Parallelisierung kann durch Aufteilen des Simulationsgebietes erreicht werden. Dies
bedeutet das Zusammenfassen von benachbarten Zellen zu Blo¨cken, wobei die Simula-
tion der einzelnen Blo¨cke auf verschiedene Prozessoren verteilt wird. Die Entwicklung
der Blo¨cke kann so lange unabha¨ngig voneinander berechnet werden, wie keine Teil-
chenspru¨nge u¨ber die Blockgrenze stattfinden. Dies ist nur effektiv, wenn die Blo¨cke
im Verha¨ltnis zu ihren Ra¨ndern groß sind. Die zeitliche Entwicklung der einzelnen
Blo¨cke ist bis auf grenzu¨berschreitende Spru¨nge unabha¨ngig und wird jeweils von der
Gesamtrate des Blocks bestimmt. Hieraus ergibt sich ein Problem fu¨r Spru¨nge u¨ber
Blockgrenzen hinaus. Der Zustand der Zielzelle im anderen Block ist zu einer ande-
ren Systemzeit gegeben, da sich die beiden beteiligten Blo¨cke unterschiedlich zeitlich
entwickelt haben. Wegen der unterschiedlich großen Zeitschritte kann die zeitliche
Konsistenz bei grenzu¨berschreitenden Teilchenspru¨ngen auch dann nicht vollsta¨ndig
gewahrt werden, wenn die Blo¨cke optimal synchronisiert wu¨rden. Die Definition ei-
nes (ausreichend kleinen) Zeitintervalls ∆t, innerhalb dessen eine geringe zeitliche
Inkonsistenz toleriert wird, ist notwendig.
Eine alternative Mo¨glichkeit ist, die einzelnen Prozesse auf verschiedene Prozesso-
ren zu verteilen. So kann zum Beispiel die Berechnung der Reaktionsraten in einer
Zelle, deren Zustand sich gea¨ndert hat, auf mehreren Prozessoren erfolgen. Ob dies
von Nutzen ist, muss im Einzelfall u¨berpru¨ft werden.
Eine weitere Mo¨glichkeit, das Simulationsverfahren zu beschleunigen, ist das Zu-
sammenfassen von Ereignissen. Aus den Raten kann ermittelt werden, wie viele Er-
eignisse in einem vorgegebenen Zeitintervall in einer speziellen Realisierung auftreten
wu¨rden [25]. Dabei wird vom aktuellen Systemzustand ausgegangen. Es wird aller-
dings der Fehler gemacht, dass die Zustandsa¨nderungen durch die einzelnen Prozesse
innerhalb des betrachteten Zeitintervalls nicht beru¨cksichtigt werden. Daher eignet
sich dieses Verfahren nur zum Zusammenfassen von Ereignissen u¨ber Zeitintervalle,
in denen keine ausgepra¨gten Zustandsa¨nderungen auftreten.
Ein Beispiel ist ein System, in dem chemische Reaktionen und Diffusion stattfin-
den, und die Diffusionsrate in einem Zeitraum die gro¨ßte Reaktionsrate um Gro¨ßen-
ordnungen u¨bersteigt. Wenn auch keine großen Temperatur- oder Konzentrations-
unterschiede vorhanden sind, werden zwar sehr viele Diffusionsspru¨nge ausgefu¨hrt,
grundsa¨tzlich a¨ndert sich der Systemzustand – Zusammensetzung und Temperatur –
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aber nicht. Die gro¨ßte Reaktionsrate gibt die ho¨chste Frequenz an, mit der eine che-
mische Reaktion auftritt, beziehungsweise die mittlere Wartezeit bis zur na¨chsten
Reaktion.
Fu¨r einen ausreichend kleinen Teil dieser Zeit ko¨nnen die Diffusionsspru¨nge zu-
sammengefasst werden. Der Kehrwert dieses Zeitintervalls steht an der Stelle der
Diffusionsrate; die Ereignisdurchfu¨hrung besteht dann aus der Ausfu¨hrung der zu-
sammengefassten Diffusionsspru¨nge.
Mit dem stochastischen Partikel-Verfahren liegt also nun ein Modell vor zur Simu-
lation der nichtlinearen Interaktionen einerseits zwischen den chemischen Reaktionen
und andererseits der Reaktionen mit den Transportprozessen. Insbesondere bei der
Untersuchung kleinskaliger transportbedingter Pha¨nomene ist die Beschreibung u¨ber
Partikel von Vorteil. Nachteilig erweisen sich zur Zeit noch die hohen Anspru¨che des
Modells an Rechenleistung, zu deren Reduktion jedoch vielversprechende Ansa¨tze
existieren.
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Kapitel 8
Zusammenfassung
In der vorliegenden Arbeit wird ein stochastisches Partikel-Modell zur Simulation von
Verbrennungsvorga¨ngen entwickelt. Hierbei wird ein System in diskreter stochasti-
scher Form beschrieben, bei der die beteiligten Moleku¨le in Teilvolumina betrachtet
werden. Die minimal-process-method als Verfahren zur Simulation von Reaktions-
Diffusions-Systemen wird um die Temperatur als Variable sowie um die Beru¨cksich-
tigung von Wa¨rmequellen und temperaturabha¨ngigen Zustandsa¨nderungen in Form
von Raten erweitert.
Das auf diesem Weg hergeleitete Modell wurde fu¨r die in dieser Arbeit ausgefu¨hr-
ten Simulationen in C++ implementiert, in dessen objektorientierter Struktur sich
Teilvolumina, in denen Ereignisse stattfinden, sehr gut darstellen lassen. Um trotz-
dem Fortran-Bibliotheken fu¨r Stoff- und Reaktionsdaten nutzen zu ko¨nnen, ist die
Verbindung der beiden Programmiersprachen in der Implementierung realisiert.
Das stochastische Verfahren liefert Realisierungen des jeweils betrachteten Sys-
tems. Dies ist ein Vorteil gegenu¨ber den meisten Modellen, die nur die zeitliche
Entwicklung der Mittelwerte der beschreibenden Variablen wie Teilchenzahlen und
Temperatur betrachten. Daher sind auch alle Fluktuationen und somit auch die Kor-
relationen bekannt. Die diskrete Beschreibung schra¨nkt insbesondere den Wertebe-
reich der Stoffkonzentrationen auf ganzzahlige Moleku¨lzahlen ein. Fu¨r kleine Konzen-
trationen resultiert daraus auch fu¨r anwendungsrelevante Systemausdehnungen eine
Mindestkonzentration im Unterschied zu kontinuierlichen Modellen, bei denen Stoff-
konzentrationen ohne einen Cut Off asymptotisch gegen Null laufen ko¨nnen, auch
wenn die Konzentrationen dann deutlich weniger als ein Moleku¨l im betrachteten
Volumen bedeuten.
Zuna¨chst wird das neue Verfahren an der sto¨chiometrischen Wasserstoff-Sauerstoff-
Selbstzu¨ndung getestet. Hierbei besteht das vollsta¨ndige Reaktionssystem aus 19 Ele-
mentarreaktionen. Die zeitliche Entwicklung der Konzentrationen und der Tempe-
ratur sowie die Zu¨ndverzugszeit werden in den einzelnen Realisierungen berechnet.
Die Dynamik der Selbstzu¨ndung und der stationa¨re Endzustand mit der adiabaten
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Endtemperatur werden zufriedenstellend wiedergegeben. Die Verteilung und der Mit-
telwert der Zu¨ndverzugszeit werden durch die Auswertung vieler Zu¨ndverzugszeiten
ermittelt. Es stellt sich heraus, dass der Wert der Zu¨ndverzugszeit von der exakten
Anfangsbedingung abha¨ngt. Die charakteristischen Vorga¨nge im Verbrennungssyste-
men werden vom stochastischen Partikel-Modell gut abgebildet.
Das Verfahren wird anschließend auf die sto¨chiometrische Methan-Luft-
Selbstzu¨ndung bei einem hohen Druck von 40atm angewendet. Im Rahmen einer
Kooperation mit dem Department of Mechanical Engineering der UBC, Canada, wur-
den Stoßrohr-Experimente zur Messung der Zu¨ndverzugszeit durchgefu¨hrt und die
Werte aus Experiment und Simulation verglichen. Die Werte der Zu¨ndverzugszeiten
aus Simulation und Experiment stimmen gut u¨berein, insbesondere wenn die Ein-
schra¨nkungen des Reaktionssystems beru¨cksichtigt werden, das fu¨r niedrigere Dru¨cke
entwickelt wurde. Auch hier zeigt sich wieder eine deutliche Abha¨ngigkeit der Si-
mulation von der genauen Anfangsbedingung. Die Konstruktion einer realistischeren
Anfangsbedingung unter Beru¨cksichtigung chemischer Gleichgewichte anstelle von
Brennstoff und Oxidator im sto¨chiometrischen Verha¨ltnis fu¨hrt zu Zu¨ndverzugszei-
ten, die besser mit dem Experiment u¨bereinstimmen. Die einzelnen Realisierungen
der Methan-Zu¨ndungen zeigen, dass die Fluktuationen verschiedener Stoffkonzentra-
tionen sehr unterschiedlich sind. Zum Beispiel sind die relativen OH-Fluktuationen
deutlich ausgepra¨gter als die NO-Fluktuationen.
Ferner wird die temperaturabha¨ngige Diffusion einer einzigen Moleku¨lsorte un-
tersucht. Diffusionsstro¨me ergeben sich auch ohne Konzentrationsunterschied beim
Ausgleich von Temperaturgradienten. Ein globaler 2-Schritt-Reaktionsmechanismus
wird auf Verwendbarkeit zur Kopplung mit der Diffusion u¨berpru¨ft; es stellt sich
heraus, dass diese sehr eingeschra¨nkt ist. Die Diffusion ist sehr rechenintensiv, da-
her ist die Kopplung mit einem vollsta¨ndigen Mechanismus der Elementarreaktionen
zu aufwa¨ndig. Auch bei der Verwendung des 2-Schritt-Mechanismus sind die Re-
chenzeiten hoch. Um reale Systeme abbilden zu ko¨nnen, sind weitere Performance-
Steigerungen notwendig. Allerdings ist das gesamte Potenzial mo¨glicher Optimierun-
gen und Effektivita¨tssteigerungen hier bei weitem nicht ausgescho¨pft.
Schließlich wird das Reaktions-Diffusions-System um ein Stro¨mungsfeld erweitert.
Hierbei wird zuna¨chst ein vorgegebenes Geschwindigkeitsfeld in Ratenform dargestellt
und eingebunden. So kann eine Streckung des Fluids beru¨cksichtigt werden, was im
Hinblick auf die Betrachtung lokalen Verlo¨schens und Wieder-Zu¨ndens von Bedeutung
ist. Es wird ein Weg, wie die Stro¨mung selbst simuliert werden kann, skizziert. Auch
hier besteht noch hohes Potenzial fu¨r weitere Entwicklungen.
Mit dem stochastischen Partikel-Verfahren liegt nun ein geeignetes Modell zur
detaillierten Untersuchung von Verbrennungspha¨nomenen vor, bei dem Fluktuationen
detailliert mitberu¨cksichtigt werden.
Anhang A
NASA-Polynome fu¨r
thermodynamische Zustandsgro¨ßen
Die NASA-Polynome fu¨r die Wa¨rmekapazita¨t bei konstantem Druck Cp, fu¨r die mo-
lare Enthalpie H und die molare Entropie S lauten:
Cp
R
= a1 + a2T + a3T
2 + a4T
3 + a5T
4 (A.1)
H
RT
= a1 + a2
T
2
+ a3
T 2
3
+ a4
T 3
4
+ a5
T 4
5
+ a6
1
T
(A.2)
S
R
= a1 ln(T ) + a2T + a3
T 2
2
+ a4
T 3
3
+ a5
T 4
4
+ a7 (A.3)
Ausfu¨hrlichere Informationen finden sich in [37,43].
In Tabelle A.1 sind die Koeffizienten fu¨r die Spezies des Wasserstoff-Sauerstoff-
Systems in zwei Temperaturbereichen angegeben. Der vollsta¨ndige Datensatz findet
sich unter [44].
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Anhang B
Methan Reaktionsmechanismus
Der Reaktionsmechanismus mit den Arrhenius-Faktoren Ar, den Temperaturexpo-
nenten br und den Aktivierungsenergien Er fu¨r Reaktionskonstanten nach Glei-
chung (3.2)
kr = ArT
br · exp(− Er
RT
)
fu¨r die Verbrennung von Methan mit Luft aufbauend auf dem GRI-Mech 3.0 lautet:
A b E
[mol,cm,s,K] [cal/mol]
1. 2O + M ⇔ O2 + M 1.20E+17 -1.0 0.0
2. O + H + M ⇔ OH + M 5.00E+17 -1.0 0.0
3. O + H2 ⇔ H + OH 3.87E + 04 2.7 6260.0
4. O + HO2 ⇔ OH + O2 2.00E + 13 0.0 0.0
5. O + H2O2 ⇔ OH + HO2 9.63E + 06 2.0 4000.0
6. O + CH ⇔ H + CO 5.70E + 13 0.0 0.0
7. O + CH2 ⇔ H + HCO 8.00E + 13 0.0 0.0
8. O + CH2(S) ⇔ H2 + CO 1.50E + 13 0.0 0.0
9. O + CH2(S) ⇔ H + HCO 1.50E + 13 0.0 0.0
10. O + CH3 ⇔ H + CH2O 5.06E + 13 0.0 0.0
11. O + CH4 ⇔ OH + CH3 1.02E + 09 1.5 8600.0
12. O + CO (+ M) ⇔ CO2 (+ M) 1.80E + 10 0.0 2385.0
13. O + HCO ⇔ OH + CO 3.00E + 13 0.0 0.0
14. O + HCO ⇔ H + CO2 3.00E + 13 0.0 0.0
15. O + CH2O ⇔ OH + HCO 3.90E + 13 0.0 3540.0
16. O + CH2OH ⇔ OH + CH2O 1.00E + 13 0.0 0.0
17. O + CH3O ⇔ OH + CH2O 1.00E + 13 0.0 0.0
18. O + CH3OH ⇔ OH + CH2OH 3.88E + 05 2.5 3100.0
19. O + CH3OH ⇔ OH + CH3O 1.30E + 05 2.5 5000.0
20. O + C2H ⇔ CH + CO 5.00E + 13 0.0 0.0
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A b E
[mol,cm,s,K] [cal/mol]
21. O + C2H2 ⇔ H + HCCO 1.35E + 07 2.0 1900.0
22. O + C2H2 ⇔ OH + C2H 4.60E + 19 -1.4 28950.0
23. O + C2H2 ⇔ CO + CH2 6.94E + 06 2.0 1900.0
24. O + C2H3 ⇔ H + CH2CO 3.00E + 13 0.0 0.0
25. O + C2H4 ⇔ CH3 + HCO 1.25E + 07 1.8 220.0
26. O + C2H5 ⇔ CH3 + CH2O 2.24E + 13 0.0 0.0
27. O + C2H6 ⇔ OH + C2H5 8.98E + 07 1.9 5690.0
28. O + HCCO ⇔ H + 2CO 1.00E + 14 0.0 0.0
29. O + CH2CO ⇔ OH + HCCO 1.00E + 13 0.0 8000.0
30. O + CH2CO ⇔ CH2 + CO2 1.75E + 12 0.0 1350.0
31. O2 + CO ⇔ O + CO2 2.50E + 12 0.0 47800.0
32. O2 + CH2O ⇔ HO2 + HCO 1.00E + 14 0.0 40000.0
33. H + O2 + M ⇔ HO2 + M 2.80E + 18 -0.9 0.0
34. H + 2O2 ⇔ HO2 + O2 2.08E + 19 -1.2 0.0
35. H + O2 + H2O ⇔ HO2 + H2O 1.13E + 19 -0.8 0.0
36. H + O2 + N2 ⇔ HO2 + N2 2.60E + 19 -1.2 0.0
37. H + O2 + AR ⇔ HO2 + AR 7.00E + 17 -0.8 0.0
38. H + O2 ⇔ O + OH 2.65E + 16 -0.7 17041.0
39. 2H + M ⇔ H2 + M 1.00E + 18 -1.0 0.0
40. 2H + H2 ⇔ 2H2 9.00E + 16 -0.6 0.0
41. 2H + H2O ⇔ H2 + H2O 6.00E + 19 -1.2 0.0
42. 2H + CO2 ⇔ H2 + CO2 5.50E + 20 -2.0 0.0
43. H + OH + M ⇔ H2O + M 2.20E + 22 -2.0 0.0
44. H + HO2 ⇔ O + H2O 3.97E + 12 0.0 671.0
45. H + HO2 ⇔ O2 + H2 4.48E + 13 0.0 1068.0
46. H + HO2 ⇔ 2OH 8.40E + 13 0.0 635.0
47. H + H2O2 ⇔ HO2 + H2 1.21E + 07 2.0 5200.0
48. H + H2O2 ⇔ OH + H2O 1.00E + 13 0.0 3600.0
49. H + CH ⇔ C + H2 1.65E + 14 0.0 0.0
50. H + CH2 (+ M) ⇔ CH3 (+ M) 6.00E + 14 0.0 0.0
51. H + CH2(S) ⇔ CH + H2 3.00E + 13 0.0 0.0
52. H + CH3 (+ M) ⇔ CH4 (+ M) 1.39E + 16 -0.5 536.0
53. H + CH4 ⇔ CH3 + H2 6.60E + 08 1.6 10840.0
54. H + HCO (+ M) ⇔ CH2O (+ M) 1.09E + 12 0.5 -260.0
55. H + HCO ⇔ H2 + CO 7.34E + 13 0.0 0.0
56. H + CH2O (+ M) ⇔ CH2OH (+ M) 5.40E + 11 0.5 3600.0
57. H + CH2O (+ M) ⇔ CH3O (+ M) 5.40E + 11 0.5 2600.0
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[mol,cm,s,K] [cal/mol]
58. H + CH2O ⇔ HCO + H2 5.74E + 07 1.9 2742.0
59. H + CH2OH (+ M) ⇔ CH3OH (+ M) 1.06E + 12 0.5 86.0
60. H + CH2OH ⇔ H2 + CH2O 2.00E + 13 0.0 0.0
61. H + CH2OH ⇔ OH + CH3 1.65E + 11 0.7 -284.0
62. H + CH2OH ⇔ CH2(S) + H2O 3.28E + 13 -0.1 610.0
63. H + CH3O (+ M) ⇔ CH3OH (+ M) 2.43E + 12 0.5 50.0
64. H + CH3O ⇔ H + CH2OH 4.15E + 07 1.6 1924.0
65. H + CH3O ⇔ H2 + CH2O 2.00E + 13 0.0 0.0
66. H + CH3O ⇔ OH + CH3 1.50E + 12 0.5 -110.0
67. H + CH3O ⇔ CH2(S) + H2O 2.62E + 14 -0.2 1070.0
68. H + CH3OH ⇔ CH2OH + H2 1.70E + 07 2.1 4870.0
69. H + CH3OH ⇔ CH3O + H2 4.20E + 06 2.1 4870.0
70. H + C2H (+ M) ⇔ C2H2 (+ M) 1.00E + 17 -1.0 0.0
71. H + C2H2 (+ M) ⇔ C2H3 (+ M) 5.60E + 12 0.0 2400.0
72. H + C2H3 (+ M) ⇔ C2H4 (+ M) 6.08E + 12 0.3 280.0
73. H + C2H3 ⇔ H2 + C2H2 3.00E + 13 0.0 0.0
74. H + C2H4 (+ M) ⇔ C2H5 (+ M) 5.40E + 11 0.5 1820.0
75. H + C2H4 ⇔ C2H3 + H2 1.32E + 06 2.5 12240.0
76. H + C2H5 (+ M) ⇔ C2H6 (+ M) 5.21E + 17 -1.0 1580.0
77. H + C2H5 ⇔ H2 + C2H4 2.00E + 12 0.0 0.0
78. H + C2H6 ⇔ C2H5 + H2 1.15E + 08 1.9 7530.0
79. H + HCCO ⇔ CH2(S) + CO 1.00E + 14 0.0 0.0
80. H + CH2CO ⇔ HCCO + H2 5.00E + 13 0.0 8000.0
81. H + CH2CO ⇔ CH3 + CO 1.13E + 13 0.0 3428.0
82. H + HCCOH ⇔ H + CH2CO 1.00E + 13 0.0 0.0
83. H2 + CO (+ M) ⇔ CH2O (+ M) 4.30E + 07 1.5 79600.0
84. OH + H2 ⇔ H + H2O 2.16E + 08 1.5 3430.0
85. 2OH (+ M) ⇔ H2O2 (+ M) 7.40E + 13 -0.4 0.0
86. 2OH ⇔ O + H2O 3.57E + 04 2.4 -2110.0
87. OH + HO2 ⇔ O2 + H2O 1.45E + 13 0.0 -500.0
88. OH + H2O2 ⇔ HO2 + H2O 2.00E + 12 0.0 427.0
89. OH + H2O2 ⇔ HO2 + H2O 1.70E + 18 0.0 29410.0
90. OH + C ⇔ H + CO 5.00E + 13 0.0 0.0
91. OH + CH ⇔ H + HCO 3.00E + 13 0.0 0.0
92. OH + CH2 ⇔ H + CH2O 2.00E + 13 0.0 0.0
93. OH + CH2 ⇔ CH + H2O 1.13E + 07 2.0 3000.0
94. OH + CH2(S) ⇔ H + CH2O 3.00E + 13 0.0 0.0
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A b E
[mol,cm,s,K] [cal/mol]
95. OH + CH3 (+ M) ⇔ CH3OH (+ M) 2.79E + 18 -1.4 1330.0
96. OH + CH3 ⇔ CH2 + H2O 5.60E + 07 1.6 5420.0
97. OH + CH3 ⇔ CH2(S) + H2O 6.44E + 17 -1.3 1417.0
98. OH + CH4 ⇔ CH3 + H2O 1.00E + 08 1.6 3120.0
99. OH + CO ⇔ H + CO2 4.76E + 07 1.2 70.0
100. OH + HCO ⇔ H2O + CO 5.00E + 13 0.0 0.0
101. OH + CH2O ⇔ HCO + H2O 3.43E + 09 1.2 -447.0
102. OH + CH2OH ⇔ H2O + CH2O 5.00E + 12 0.0 0.0
103. OH + CH3O ⇔ H2O + CH2O 5.00E + 12 0.0 0.0
104. OH + CH3OH ⇔ CH2OH + H2O 1.44E + 06 2.0 -840.0
105. OH + CH3OH ⇔ CH3O + H2O 6.30E + 06 2.0 1500.0
106. OH + C2H ⇔ H + HCCO 2.00E + 13 0.0 0.0
107. OH + C2H2 ⇔ H + CH2CO 2.18E – 04 4.5 -1000.0
108. OH + C2H2 ⇔ H + HCCOH 5.04E + 05 2.3 13500.0
109. OH + C2H2 ⇔ C2H + H2O 3.37E + 07 2.0 14000.0
110. OH + C2H2 ⇔ CH3 + CO 4.83E – 04 4.0 -2000.0
111. OH + C2H3 ⇔ H2O + C2H2 5.00E + 12 0.0 0.0
112. OH + C2H4 ⇔ C2H3 + H2O 3.60E + 06 2.0 2500.0
113. OH + C2H6 ⇔ C2H5 + H2O 3.54E + 06 2.1 870.0
114. OH + CH2CO ⇔ HCCO + H2O 7.50E + 12 0.0 2000.0
115. 2HO2 ⇔ O2 + H2O2 1.30E + 11 0.0 -1630.0
116. 2HO2 ⇔ O2 + H2O2 4.20E + 14 0.0 12000.0
117. HO2 + CH2 ⇔ OH + CH2O 2.00E + 13 0.0 0.0
118. HO2 + CH3 ⇔ O2 + CH4 1.00E + 12 0.0 0.0
119. HO2 + CH3 ⇔ OH + CH3O 3.78E + 13 0.0 0.0
120. HO2 + CO ⇔ OH + CO2 1.50E + 14 0.0 23600.0
121. HO2 + CH2O ⇔ HCO + H2O2 5.60E + 06 2.0 12000.0
122. C + O2 ⇔ O + CO 5.80E + 13 0.0 576.0
123. C + CH2 ⇔ H + C2H 5.00E + 13 0.0 0.0
124. C + CH3 ⇔ H + C2H2 5.00E + 13 0.0 0.0
125. CH + O2 ⇔ O + HCO 6.71E + 13 0.0 0.0
126. CH + H2 ⇔ H + CH2 1.08E + 14 0.0 3110.0
127. CH + H2O ⇔ H + CH2O 5.71E + 12 0.0 -755.0
128. CH + CH2 ⇔ H + C2H2 4.00E + 13 0.0 0.0
129. CH + CH3 ⇔ H + C2H3 3.00E + 13 0.0 0.0
130. CH + CH4 ⇔ H + C2H4 6.00E + 13 0.0 0.0
131. CH + CO (+ M) ⇔ HCCO (+ M) 5.00E + 13 0.0 0.0
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132. CH + CO2 ⇔ HCO + CO 1.90E + 14 0.0 15792.0
133. CH + CH2O ⇔ H + CH2CO 9.46E + 13 0.0 -515.0
134. CH + HCCO ⇔ CO + C2H2 5.00E + 13 0.0 0.0
135. CH2 + O2 ⇒ OH + H + CO 5.00E + 12 0.0 1500.0
136. CH2 + H2 ⇔ H + CH3 5.00E + 05 2.0 7230.0
137. 2CH2 ⇔ H2 + C2H2 1.60E + 15 0.0 11944.0
138. CH2 + CH3 ⇔ H + C2H4 4.00E + 13 0.0 0.0
139. CH2 + CH4 ⇔ 2CH3 2.46E + 06 2.0 8270.0
140. CH2 + CO (+ M) ⇔ CH2CO (+ M) 8.10E + 11 0.5 4510.0
141. CH2 + HCCO ⇔ C2H3 + CO 3.00E + 13 0.0 0.0
142. CH2(S) + N2 ⇔ CH2 + N2 1.50E + 13 0.0 600.0
143. CH2(S) + AR ⇔ CH2 + AR 9.00E + 12 0.0 600.0
144. CH2(S) + O2 ⇔ H + OH + CO 2.80E + 13 0.0 0.0
145. CH2(S) + O2 ⇔ CO + H2O 1.20E + 13 0.0 0.0
146. CH2(S) + H2 ⇔ CH3 + H 7.00E + 13 0.0 0.0
147. CH2(S) + H2O (+ M) ⇔ CH3OH (+ M) 4.82E + 17 -1.2 1145.0
148. CH2(S) + H2O ⇔ CH2 + H2O 3.00E + 13 0.0 0.0
149. CH2(S) + CH3 ⇔ H + C2H4 1.20E + 13 0.0 -570.0
150. CH2(S) + CH4 ⇔ 2CH3 1.60E + 13 0.0 -570.0
151. CH2(S) + CO ⇔ CH2 + CO 9.00E + 12 0.0 0.0
152. CH2(S) + CO2 ⇔ CH2 + CO2 7.00E + 12 0.0 0.0
153. CH2(S) + CO2 ⇔ CO + CH2O 1.40E + 13 0.0 0.0
154. CH2(S) + C2H6 ⇔ CH3 + C2H5 4.00E + 13 0.0 -550.0
155. CH3 + O2 ⇔ O + CH3O 3.56E + 13 0.0 30480.0
156. CH3 + O2 ⇔ OH + CH2O 2.31E + 12 0.0 20315.0
157. CH3 + H2O2 ⇔ HO2 + CH4 2.45E + 04 2.5 5180.0
158. 2CH3 (+ M) ⇔ C2H6 (+ M) 6.77E + 16 -1.2 654.0
159. 2CH3 ⇔ H + C2H5 6.84E + 12 0.1 10600.0
160. CH3 + HCO ⇔ CH4 + CO 2.65E + 13 0.0 0.0
161. CH3 + CH2O ⇔ HCO + CH4 3.32E + 03 2.8 5860.0
162. CH3 + CH3OH ⇔ CH2OH + CH4 3.00E + 07 1.5 9940.0
163. CH3 + CH3OH ⇔ CH3O + CH4 1.00E + 07 1.5 9940.0
164. CH3 + C2H4 ⇔ C2H3 + CH4 2.27E + 05 2.0 9200.0
165. CH3 + C2H6 ⇔ C2H5 + CH4 6.14E + 06 1.7 10450.0
166. HCO + M ⇔ H + CO + M 1.87E + 17 -1.0 17000.0
167. HCO + H2O ⇔ H + CO + H2O 1.50E + 18 -1.0 17000.0
168. HCO + O2 ⇔ HO2 + CO 1.34E + 13 0.0 400.0
96 Anhang B. Methan Reaktionsmechanismus
A b E
[mol,cm,s,K] [cal/mol]
169. CH2OH + O2 ⇔ HO2 + CH2O 1.80E + 13 0.0 900.0
170. CH3O + O2 ⇔ HO2 + CH2O 4.28E – 13 7.6 -3530.0
171. C2H + O2 ⇔ HCO + CO 1.00E + 13 0.0 -755.0
172. C2H + H2 ⇔ H + C2H2 5.68E + 10 0.9 1993.0
173. C2H3 + O2 ⇔ HCO + CH2O 4.58E + 16 -1.4 1015.0
174. C2H4 (+ M) ⇔ H2 + C2H2 (+ M) 8.00E + 12 0.4 86770.0
175. C2H5 + O2 ⇔ HO2 + C2H4 8.40E + 11 0.0 3875.0
176. HCCO + O2 ⇔ OH + 2CO 3.20E + 12 0.0 854.0
177. 2HCCO ⇔ 2CO + C2H2 1.00E + 13 0.0 0.0
178. N + NO ⇔ N2 + O 2.70E + 13 0.0 355.0
179. N + O2 ⇔ NO + O 9.00E + 09 1.0 6500.0
180. N + OH ⇔ NO + H 3.36E + 13 0.0 385.0
181. N2O + O ⇔ N2 + O2 1.40E + 12 0.0 10810.0
182. N2O + O ⇔ 2NO 2.90E + 13 0.0 23150.0
183. N2O + H ⇔ N2 + OH 3.87E + 14 0.0 18880.0
184. N2O + OH ⇔ N2 + HO2 2.00E + 12 0.0 21060.0
185. N2O (+ M) ⇔ N2 + O (+ M) 7.91E + 10 0.0 56020.0
186. HO2 + NO ⇔ NO2 + OH 2.11E + 12 0.0 -480.0
187. NO + O + M ⇔ NO2 + M 1.06E + 20 -1.4 0.0
188. NO2 + O ⇔ NO + O2 3.90E + 12 0.0 -240.0
189. NO2 + H ⇔ NO + OH 1.32E + 14 0.0 360.0
190. NH + O ⇔ NO + H 4.00E + 13 0.0 0.0
191. NH + H ⇔ N + H2 3.20E + 13 0.0 330.0
192. NH + OH ⇔ HNO + H 2.00E + 13 0.0 0.0
193. NH + OH ⇔ N + H2O 2.00E + 09 1.2 0.0
194. NH + O2 ⇔ HNO + O 4.61E + 05 2.0 6500.0
195. NH + O2 ⇔ NO + OH 1.28E + 06 1.5 100.0
196. NH + N ⇔ N2 + H 1.50E + 13 0.0 0.0
197. NH + H2O ⇔ HNO + H2 2.00E + 13 0.0 13850.0
198. NH + NO ⇔ N2 + OH 2.16E + 13 -0.2 0.0
199. NH + NO ⇔ N2O + H 3.65E + 14 -0.5 0.0
200. NH2 + O ⇔ OH + NH 3.00E + 12 0.0 0.0
201. NH2 + O ⇔ H + HNO 3.90E + 13 0.0 0.0
202. NH2 + H ⇔ NH + H2 4.00E + 13 0.0 3650.0
203. NH2 + OH ⇔ NH + H2O 9.00E + 07 1.5 -460.0
204. NNH + M ⇔ N2 + H + M 1.30E + 14 -0.1 4980.0
205. NNH + O2 ⇔ HO2 + N2 5.00E + 12 0.0 0.0
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206. NNH + O ⇔ OH + N2 2.50E + 13 0.0 0.0
207. NNH + O ⇔ NH + NO 7.00E + 13 0.0 0.0
208. NNH + H ⇔ H2 + N2 5.00E + 13 0.0 0.0
209. NNH + OH ⇔ H2O + N2 2.00E + 13 0.0 0.0
210. NNH + CH3 ⇔ CH4 + N2 2.50E + 13 0.0 0.0
211. NNH ⇔ N2 + H 3.30E + 08 0.0 0.0
212. H + NO + M ⇔ HNO + M 4.48E + 19 -1.3 740.0
213. HNO + O ⇔ NO + OH 2.50E + 13 0.0 0.0
214. HNO + H ⇔ H2 + NO 9.00E + 11 0.7 660.0
215. HNO + OH ⇔ NO + H2O 1.30E + 07 1.9 -950.0
216. HNO + O2 ⇔ HO2 + NO 1.00E + 13 0.0 13000.0
217. CN + O ⇔ CO + N 7.70E + 13 0.0 0.0
218. CN + OH ⇔ NCO + H 4.00E + 13 0.0 0.0
219. CN + H2O ⇔ HCN + OH 8.00E + 12 0.0 7460.0
220. CN + O2 ⇔ NCO + O 6.14E + 12 0.0 -440.0
221. CN + H2 ⇔ HCN + H 2.95E + 05 2.5 2240.0
222. NCO + O ⇔ NO + CO 2.35E + 13 0.0 0.0
223. NCO + H ⇔ NH + CO 5.40E + 13 0.0 0.0
224. NCO + OH ⇔ NO + H + CO 2.50E + 12 0.0 0.0
225. NCO + N ⇔ N2 + CO 2.00E + 13 0.0 0.0
226. NCO + O2 ⇔ NO + CO2 2.00E + 12 0.0 20000.0
227. NCO + M ⇔ N + CO + M 3.10E + 14 0.0 54050.0
228. NCO + NO ⇔ N2O + CO 1.90E + 17 -1.5 740.0
229. NCO + NO ⇔ N2 + CO2 3.80E + 18 -2.0 800.0
230. HCN + M ⇔ H + CN + M 1.04E + 29 -3.3 126600.0
231. HCN + O ⇔ NCO + H 2.03E + 04 2.6 4980.0
232. HCN + O ⇔ NH + CO 5.07E + 03 2.6 4980.0
233. HCN + O ⇔ CN + OH 3.91E + 09 1.6 26600.0
234. HCN + OH ⇔ HOCN + H 1.10E + 06 2.0 13370.0
235. HCN + OH ⇔ HNCO + H 4.40E + 03 2.3 6400.0
236. HCN + OH ⇔ NH2 + CO 1.60E + 02 2.6 9000.0
237. H + HCN (+ M) ⇔ H2CN (+ M) 3.30E + 13 0.0 0.0
238. H2CN + N ⇔ N2 + CH2 6.00E + 13 0.0 400.0
239. C + N2 ⇔ CN + N 6.30E + 13 0.0 46020.0
240. CH + N2 ⇔ HCN + N 3.12E + 09 0.9 20130.0
241. CH + N2 (+ M) ⇔ HCNN (+ M) 3.10E + 12 0.1 0.0
242. CH2 + N2 ⇔ HCN + NH 1.00E + 13 0.0 74000.0
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A b E
[mol,cm,s,K] [cal/mol]
243. CH2(S) + N2 ⇔ NH + HCN 1.00E + 11 0.0 65000.0
244. C + NO ⇔ CN + O 1.90E + 13 0.0 0.0
245. C + NO ⇔ CO + N 2.90E + 13 0.0 0.0
246. CH + NO ⇔ HCN + O 4.10E + 13 0.0 0.0
247. CH + NO ⇔ H + NCO 1.62E + 13 0.0 0.0
248. CH + NO ⇔ N + HCO 2.46E + 13 0.0 0.0
249. CH2 + NO ⇔ H + HNCO 3.10E + 17 -1.4 1270.0
250. CH2 + NO ⇔ OH + HCN 2.90E + 14 -0.7 760.0
251. CH2 + NO ⇔ H + HCNO 3.80E + 13 -0.4 580.0
252. CH2(S) + NO ⇔ H + HNCO 3.10E + 17 -1.4 1270.0
253. CH2(S) + NO ⇔ OH + HCN 2.90E + 14 -0.7 760.0
254. CH2(S) + NO ⇔ H + HCNO 3.80E + 13 -0.4 580.0
255. CH3 + NO ⇔ HCN + H2O 9.60E + 13 0.0 28800.0
256. CH3 + NO ⇔ H2CN + OH 1.00E + 12 0.0 21750.0
257. HCNN + O ⇔ CO + H + N2 2.20E + 13 0.0 0.0
258. HCNN + O ⇔ HCN + NO 2.00E + 12 0.0 0.0
259. HCNN + O2 ⇔ O + HCO + N2 1.20E + 13 0.0 0.0
260. HCNN + OH ⇔ H + HCO + N2 1.20E + 13 0.0 0.0
261. HCNN + H ⇔ CH2 + N2 1.00E + 14 0.0 0.0
262. HNCO + O ⇔ NH + CO2 9.80E + 07 1.4 8500.0
263. HNCO + O ⇔ HNO + CO 1.50E + 08 1.6 44000.0
264. HNCO + O ⇔ NCO + OH 2.20E + 06 2.1 11400.0
265. HNCO + H ⇔ NH2 + CO 2.25E + 07 1.7 3800.0
266. HNCO + H ⇔ H2 + NCO 1.05E + 05 2.5 13300.0
267. HNCO + OH ⇔ NCO + H2O 3.30E + 07 1.5 3600.0
268. HNCO + OH ⇔ NH2 + CO2 3.30E + 06 1.5 3600.0
269. HNCO + M ⇔ NH + CO + M 1.18E + 16 0.0 84720.0
270. HCNO + H ⇔ H + HNCO 2.10E + 15 -0.7 2850.0
271. HCNO + H ⇔ OH + HCN 2.70E + 11 0.2 2120.0
272. HCNO + H ⇔ NH2 + CO 1.70E + 14 -0.8 2890.0
273. HOCN + H ⇔ H + HNCO 2.00E + 07 2.0 2000.0
274. HCCO + NO ⇔ HCNO + CO 9.00E + 12 0.0 0.0
275. CH3 + N ⇔ H2CN + H 6.10E + 14 -0.3 290.0
276. CH3 + N ⇔ HCN + H2 3.70E + 12 0.1 -90.0
277. NH3 + H ⇔ NH2 + H2 5.40E + 05 2.4 9915.0
278. NH3 + OH ⇔ NH2 + H2O 5.00E + 07 1.6 955.0
279. NH3 + O ⇔ NH2 + OH 9.40E + 06 1.9 6460.0
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[mol,cm,s,K] [cal/mol]
280. NH + CO2 ⇔ HNO + CO 1.00E + 13 0.0 14350.0
281. CN + NO2 ⇔ NCO + NO 6.16E + 15 -0.8 345.0
282. NCO + NO2 ⇔ N2O + CO2 3.25E + 12 0.0 -705.0
283. N + CO2 ⇔ NO + CO 3.00E + 12 0.0 11300.0
284. O + CH3 ⇒ H + H2 + CO 3.37E + 13 0.0 0.0
285. O + C2H4 ⇔ H + CH2CHO 6.70E + 06 1.8 220.0
286. O + C2H5 ⇔ H + CH3CHO 1.10E + 14 0.0 0.0
287. OH + HO2 ⇔ O2 + H2O 5.00E + 15 0.0 17330.0
288. OH + CH3 ⇒ H2 + CH2O 8.00E + 09 0.5 -1755.0
289. CH + H2 (+ M) ⇔ CH3 (+ M) 1.97E + 12 0.4 -370.0
290. CH2 + O2 ⇒ 2H + CO2 5.80E + 12 0.0 1500.0
291. CH2 + O2 ⇔ O + CH2O 2.40E + 12 0.0 1500.0
292. CH2 + CH2 ⇒ 2H + C2H2 2.00E + 14 0.0 10989.0
293. CH2(S) + H2O ⇒ H2 + CH2O 6.82E + 10 0.2 -935.0
294. C2H3 + O2 ⇔ O + CH2CHO 3.03E + 11 0.3 11.0
295. C2H3 + O2 ⇔ HO2 + C2H2 1.34E + 06 1.6 -384.0
296. O + CH3CHO ⇔ OH + CH2CHO 2.92E + 12 0.0 1808.0
297. O + CH3CHO ⇒ OH + CH3 + CO 2.92E + 12 0.0 1808.0
298. O2 + CH3CHO ⇒ HO2 + CH3 + CO 3.01E + 13 0.0 39150.0
299. H + CH3CHO ⇔ CH2CHO + H2 2.05E + 09 1.2 2405.0
300. H + CH3CHO ⇒ CH3 + H2 + CO 2.05E + 09 1.2 2405.0
301. OH + CH3CHO ⇒ CH3 + H2O + CO 2.34E + 10 0.7 -1113.0
302. HO2 + CH3CHO ⇒ CH3 + H2O2 + CO 3.01E + 12 0.0 11923.0
303. CH3 + CH3CHO ⇒ CH3 + CH4 + CO 2.72E + 06 1.8 5920.0
304. H + CH2CO (+ M) ⇔ CH2CHO (+ M) 4.86E + 11 0.4 -1755.0
305. O + CH2CHO ⇒ H + CH2 + CO2 1.50E + 14 0.0 0.0
306. O2 + CH2CHO ⇒ OH + CO + CH2O 1.81E + 10 0.0 0.0
307. O2 + CH2CHO ⇒ OH + 2HCO 2.35E + 10 0.0 0.0
308. H + CH2CHO ⇔ CH3 + HCO 2.20E + 13 0.0 0.0
309. H + CH2CHO ⇔ CH2CO + H2 1.10E + 13 0.0 0.0
310. OH + CH2CHO ⇔ H2O + CH2CO 1.20E + 13 0.0 0.0
311. OH + CH2CHO ⇔ HCO + CH2OH 3.01E + 13 0.0 0.0
312. CH3 + C2H5 (+ M) ⇔ C3H8 (+ M) 9.43E + 12 0.0 0.0
313. O + C3H8 ⇔ OH + C3H7 1.93E + 05 2.7 3716.0
314. H + C3H8 ⇔ C3H7 + H2 1.32E + 06 2.5 6756.0
315. OH + C3H8 ⇔ C3H7 + H2O 3.16E + 07 1.8 934.0
316. C3H7 + H2O2 ⇔ HO2 + C3H8 3.78E + 02 2.7 1500.0
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317. CH3 + C3H8 ⇔ C3H7 + CH4 9.03E – 01 3.6 7154.0
318. CH3 + C2H4 (+ M) ⇔ C3H7 (+ M) 2.55E + 06 1.6 5700.0
319. O + C3H7 ⇔ C2H5 + CH2O 9.64E + 13 0.0 0.0
320. H + C3H7 (+ M) ⇔ C3H8 (+ M) 3.61E + 13 0.0 0.0
321. H + C3H7 ⇔ CH3 + C2H5 4.06E + 06 2.2 890.0
322. OH + C3H7 ⇔ C2H5 + CH2OH 2.41E + 13 0.0 0.0
323. HO2 + C3H7 ⇔ O2 + C3H8 2.55E + 10 0.3 -943.0
324. HO2 + C3H7 ⇒ OH + C2H5 + CH2O 2.41E + 13 0.0 0.0
325. CH3 + C3H7 ⇔ 2C2H5 1.93E + 13 -0.3 0.0
Tabelle B.1: Methan Reaktionsmechanismus nach GRI-Mech 3.0 [40]
Anhang C
Reduzierter H2-O2-Mechanismus
Der reduzierte Reaktionsmechanismus zur Wasserstoff-Sauerstoff-Verbrennung nach
Peters [49], basierend auf der Arbeit von Mauss et. al. [50] wird hier zusammengefasst
in der Form angegeben, in der er implementiert wird.
Die globalen Reaktionen lauten:
(I) 3H2 +O2 = 2H2O + 2H
(II) 2H +M = H2 +M
Hierbei ist M ein Stoßpartner, der Energie aufnimmt mit
CM = CH2 + 6.5CH2O + 0.4CO2 + CH2 .
Die Reaktionsraten ergeben sich zu:
wI =
k1fCHCO2 [1− (1 + κ)2
C2H2O
C2H
KIC
3
H2
CO2
]
1 + [ACO2 + C(1 + κ)CH2O] CHC2H2 + B(1 + κ)
CH2OC
2
H
C3H2
+
k5k6CMCO2CH
k6 + k7 + γk8 + k9
(C.1)
Mit der unten aufgefu¨hrten Definition fu¨r σ wird:
wI =
k1fCHCO2 [1− (CH2O + σCMCO2)2 C
2
H
KIC
3
H2
CO2
]
1 + [ACO2 + C(CH2O + σCMCO2)] CHC2H2 + B(CH2O + σCMCO2)
C2H
C3H2
(C.2)
+
k5k6CMCO2CH
k6 + k7 + γk8 + k9
(C.3)
wII = k5CMCO2CH (C.4)
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mit
γ =
1
K3
CH2O
CH2
κ =
2k5k6
k3b(k6 + k7 + k9)
CMCO2
CH2O
Der Ausdruck fu¨r κ ist in Simulationen problematisch, da CH2O = 0 oder sehr klein
werden kann. Daher wird σ definiert als:
σ =
2k5k6
k3b(k6 + k7 + k9)
Die weiteren Parameter lauten:
A = 2k1fk1b
k2fk3f
B = 2k1b
k3fK2K3
C = k1b
k2fK3
KI = K1K2K3
K1 =
k1f
k1b
K2 =
k2f
k2b
K3 =
k3f
k3b
Der vollsta¨ndige Reaktionsmechanismus (starting mechanism) lautet:
k1f = 2.000e14 ∗ exp(70.3/(RT ))
k1b = 1.133e13 ∗ exp(0.551/(RT ))
k2f = 5.060e4 ∗ T 2.67 ∗ exp(26.3/(RT ))
k2b = 2.279e4 ∗ T 2.67 ∗ exp(18.5/(RT ))
k3f = 1.000e8 ∗ T 1.60 ∗ exp(13.8/(RT ))
k3b = 4.686e8 ∗ T 1.60 ∗ exp(77.3/(RT ))
k5 = 2.300e18 ∗ T−0.80
k6 = 1.500e14 ∗ exp(4.2/(RT ))
k7 = 2.500e13 ∗ exp(2.9/(RT ))
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k8 = 6.000e13
k9 = 3.000e13 ∗ exp(7.2/(RT ))
Die Konzentrationen der Steady-State-Spezies sind:
COH =
[2k1fCO2 + k3bCH2O(1 + κ)][γk1b(1 + κ)CH + k2fCH2 ]CH
k2fk3fC2H2 + [2k1fk1bCO2 + γk1bk3f (1 + κ)CH2 ]CH + 2γk1bk2b(1 + κ)C
2
H
CO =
k1fCHCO2 + k2bCOHCH
k1bCOH + k2fCH2
CHO2 =
k5CMCHCO2
(k6 + k7 + k9)CH + k8COH
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Nomenklatur
λ Wa¨rmeleitfa¨higkeit
µ dynamische Viskosita¨t
ρ, ρi Dichte
τ Wartezeit
τ¯ Spannungstensor
ξ eine allgemeine stochastische Variable
A Fla¨che
cj Konzentration
cp spezifische Wa¨rmekapazita¨t bei konstantem Druck
cV spezifische Wa¨rmekapazita¨t bei konstantem Volumen
D Diffusionskonstante
d Dimension
fpt first-passage-time
F Kraft
~g Schwerkraft
h spezifische Enthalpie
H Enthalpie
i Zellenvariable
I Impuls
j Stoff
kB Boltzmann-Konstante
kr Reaktionskonstante
mit Ar, br, Er Arrhenius-Faktor, Temperaturexponent, Aktivierungsenergie
l Kantenla¨nge
li Ereignis in der Zelle i
m Masse
Mj Molmasse
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N ,Nj Teilchenzahlen
NA Avogadro-Konstante
n Teichenzahlen in mol
n Systemzustand
p Druck
pn(t) Wahrscheinlichkeit fu¨r den Zustand n zum Zeitpunkt t
pdf Wahrscheinlichkeitsdichtefunktion
Q Wa¨rmemenge
r, r′, r′′, r1, r2, Rn Zufallszahlen
R ideale Gaskonstante
s Skewness
t Zeit
tig Zu¨ndverzugszeit
T Temperatur
Tm Zeitintervall zur Mittelung
Tsim Simulationszeit
Ui, ui innere Energie, spezifische innere Energie
~v, v Geschwindigkeitsvektor
vx, vy, vz Geschwindigskomponenten in x-, y- und z-Richtung
V , Vi Volumen, Teilvolumen
wr, wj, wh Raten, Quellterme
W Raten fu¨r Zustandsa¨nderungen
x = (x, y, z) Ort
∆x, ∆y, ∆z Diskretisierung des Ortes
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