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Abstract
We present e-cient on-line algorithms for learning unions of a constant number of tree pat-
terns, unions of a constant number of one-variable pattern languages, and unions of a constant
number of pattern languages with /xed length substitutions. By /xed length substitutions we
mean that each occurrence of variable xi must be substituted by terminal strings of /xed length
l(xi). We prove that if arbitrary unions of pattern languages with /xed length substitutions can
be learned e-ciently then DNFs are e-ciently learnable in the mistake bound model. Since we
use a reduction to Winnow, our algorithms are robust against attribute noise. Furthermore, they
can be modi/ed to handle concept drift. Also, our approach is quite general and we give results
to learn a class that generalizes pattern languages. c© 2002 Elsevier Science B.V. All rights
reserved.
Keywords: Pattern languages; Tree patterns; Mistake bound learning model; On-line learning
1. Introduction
A pattern p is a string in (T ∪S)+ for sets T of terminal symbols and S of variable
symbols. The number of terminal symbols could be in/nite. For a pattern p, let L(p)
denote the set of strings from T+ that can be obtained by substituting non-empty strings
from T+ for the variables in p. We call L(p) the pattern language generated by p.
The strings in L(p) are positive instances and the others are negative instances. For
example, p=1x10x21x3x10x2 is a 3-variable pattern. The instance 11010111001101011
is in L(p) since it can be obtained by the substitutions x1 = 101; x2 = 11; x3 = 001.
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Pattern languages were /rst introduced by Angluin [4,5]. Since then, they have been
extensively investigated in the identi/cation in the limit framework
[1,16,22,23,33,41,43,44,48,49,50]. They have also been studied in the PAC learning
[26,35,36,42] exact learning [11,19,29,34,35] frameworks. They are applicable to text
processing [39], automated data entry systems [44], case-based reasoning [24] and
genome informatics [7,8,9,13,38,45,46].
Learning general pattern languages is a very di-cult problem. In fact, even if the
learner knows the target pattern, deciding whether a string can be generated by that
pattern is NP-complete [4,27]. Ko and Tzeng [28] showed that the consistency prob-
lem of pattern languages is 
P2 -complete. Schapire [42] proved a stronger result. He
showed that pattern languages cannot be learned e-ciently in the PAC-model assuming
P=poly = NP=poly using any representation that has polynomial time membership. In
the exact model, Angluin [6] proved that learning with membership and equivalence
queries requires exponential time.
A natural approach in making pattern languages learnable is to restrict the number
of occurrences of each variable symbol in the pattern to one [43] or at most some
constant k [35]. Another approach is to bound the number of variables by some con-
stant (though there is no restriction on the number of times each variable symbol
can be used). Kearns and Pitt [26] gave a polynomial-time PAC-learning algorithm
for learning such k-variable patterns under the assumption that examples are drawn
from a product distribution. However, for arbitrary distributions, the problem of PAC
learning k-variable patterns seems to be di-cult even if k =2 [4,18]. We present an
e-cient algorithm that does not place any restrictions on k or the number of times each
variable symbol occurs (albeit at the cost of only allowing /xed length substitutions).
Furthermore, we can also learn the union of a constant number of patterns even with
attribute noise.
For k =1, Angluin [4] presented a learner that produces a descriptive pattern in
O(l4 log l) update time, where l is the length of all the examples seen so far. A
pattern p is said to be descriptive if given a sample S that can be generated by
p, no other pattern that generates S can generate a proper subset of the language
generated by p. Erlebach et al. [16] gave a more e-cient algorithm that outputs a
descriptive pattern in expected total learning time O(l2 log l) where l is de/ned as
above. However, unlike Angluin’s algorithm that always /nds a descriptive pattern
of maximum possible length, the algorithm of Erlebach et al. just /nds a descrip-
tive pattern. Erlebach et al. also showed that if the sample strings are drawn ac-
cording to a probability distribution with expected string length q, then there is a
learner that /nds a descriptive pattern in expected total learning time of O(q2 log q).
This result assumes that strings of equal length have equal probability of being
drawn.
Recently, Reischuk and Zeugmann [41] proved that if the sample S is drawn from
some /xed distribution satisfying certain benign restrictions and the learner is not re-
quired to output a descriptive pattern, then one can learn one-variable patterns with
expected total time linear in the length of the pattern while converging within a con-
stant number of rounds. In the online setting, Inago and Arimura [20,21] presented an
algorithm that learns one-pattern languages with a mistake bound of O(|p| log l) where
S.A. Goldman, S.S. Kwek / Theoretical Computer Science 288 (2002) 237–254 239
|p| is the number of bits needed to encode the target pattern p and l is the length of
all examples seen.
In their paper, Reischuk and Zeugmann [41] suggested several research directions in
learning one-variable patterns. First, they pointed out that even with two variables (i.e.
k =2) the situation becomes considerably more complicated and will require additional
tools. One open problem they suggested is to construct e-cient algorithms for learning
unions of constant number of one-variable pattern languages. In Section 5, we present
an e-cient algorithm to learn the union of L (for L constant) one-variable pattern
languages in the mistake bound model. The number of attribute errors of a labeled
string 〈s; y〉, with respect to a target pattern, is the number of (terminal) symbols of s
that have to be changed so that the classi/cation of the resulting string by the target
pattern is consistent with y. Our algorithm tolerates attribute errors but requires the
learner be given one positive example, which does not contain attribute errors, for
each pattern. The update time is polynomial in the length of the noise-free positive
example of each pattern, and the current instance that we want to classify. However,
it is exponential in L. When L=1 our algorithm is less e-cient than Reischuck and
Zeugmann algorithm. However, our analysis is a worst-case analysis which does not
assume that the sample is drawn from a /xed distribution. It also tolerates concept
drift.
A concept class that closely resembles pattern languages is the class of tree patterns.
A tree pattern p is a rooted tree where the internal nodes are labeled using a set T
of terminal symbols while the leaves may be labeled using T or a set S of variable
symbols. An instance t is a “ground” tree if all the nodes are labeled by terminal
symbols. An instance t is in the language L(p) generated by a tree pattern p if t can
be obtained from p by substituting the leaves labeled with the same variable symbol by
the same ground tree. Those tree patterns where the siblings are distinguishable from
each other are referred to as ordered and otherwise as unordered. A union of ordered
(resp. unordered) tree patterns is called an ordered forest (resp. unordered forests). In
this paper, we consider only ordered trees and forests. For recent results on learning
unordered forests, see Amoth et al. [3].
The study of tree patterns is motivated by natural language processing [15] and
symbolic integration [37] where instances are represented as parse trees and expressions
[37], respectively. Tree patterns are also closely related to logic program representations
[10,25]. Using the exact learning model with membership and equivalence queries,
Arimura et al. [11] showed that ordered forests with bounded number of trees can be
learned e-ciently. Subsequently, Amoth et al. [2] showed that ordered forests with an
in/nite alphabet are exactly learnable using equivalence and membership queries. They
also showed that ordered trees are exactly learnable with only equivalence queries. We
give an e-cient algorithm to learn unions of a constant number of ordered tree patterns
(in the mistake bound model without membership queries) in the presence of attribute
noise. The number of attribute errors of a labeled ground tree 〈t; y〉, with respect to
a target pattern, is the number of (terminal) symbols in the nodes of t that have to
be changed so that the classi/cation of the resulting tree by the target tree pattern is
consistent with y. Our algorithm does not require any restrictions on the alphabet size
for the terminal symbols or on the number of children per node.
240 S.A. Goldman, S.S. Kwek / Theoretical Computer Science 288 (2002) 237–254
2. Our results
In this paper, we present algorithms to learn unions of pattern languages and tree
patterns. We obtain all of our algorithms by reductions of the following Oavor. We
introduce two sets of boolean attributes. One set is to ensure that the terminal symbols
have not been changed. The other set is for ensuring all variable symbols are substi-
tuted properly. The target concept is then represented as a conjunction of a relatively
small number of these attributes. More speci/cally, the number of relevant attributes
depends only on the number of patterns in the target union, the number of variables
in the patterns and the number of occurrences of the variable symbols in the patterns.
We achieve this goal while keeping the total number of attributes polynomial in the
length of the examples (which could be arbitrarily longer than the number of vari-
able symbols). Furthermore, since the target concept is represented as a conjunction
of boolean attributes, we can employ Winnow to obtain a small mistake bound and to
handle attribute noise. Finally, since a disjunction of a constant number of terms can
be reduced to a conjunction (with size exponential in the number of terms) we can use
our technique to learn unions of a constant number of patterns. This approach seems
to be quite general and was employed to learn geometric patterns [17]. It is possibly
applicable to learning other pattern related concept classes as well.
In Section 4, we apply our technique to learn a union of a constant number L of
pattern languages with the only restriction being that there are /xed length substitutions.
A pattern language L(p) is said to have 8xed length substitutions if each variable xi
can only be substituted by terminal strings of constant length l(xi). The constant l(xi)
depends only on xi and can be diPerent for diPerent variables. Trivially, this means
that all strings in L(p) must be of the same length. The resulting algorithm learns
a union of pattern languages L(p1); : : : ;L(pL) with /xed length substitutions using
polynomial time (for L constant) for each prediction and with a worst-case mistake
bound of
O
((
L∏
i=1
(2Vi − ki + 1)
)(
L∑
i=1
log ni
)
+
T∑
j=1
L∏
i=1
min (2Aj; 2Vi − ki + 1)
)
;
where ki is the number of variables in pi; Vi is the total number of occurrences of
variable symbols in pi, Aj is the worst-case number of attribute errors in trial j, and
ni is the length of the given positive example for pi (which must have no attribute
errors). Note that the mistake bound only has a logarithmic dependence on the length
of the examples. In addition, we could assign a penalty (i.e. weight) to each violation
of the rule that a terminal symbol cannot be changed. The weights can be diPerent for
diPerent terminal symbols. Similarly, we can also assign a penalty to each violation of
the rule that a pair of variable symbols, of the same variable, must be substituted by
the same terminal string. If the penalty incurred by an instance for violating these rules
is below a given tolerable threshold then it is in the target concept L′(p) generated
by p. If the penalty is above the threshold then it is not in L′(p). Since Winnow can
learn linear threshold functions, the algorithms we present here can be extended to this
more general class of pattern languages.
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Contrasting this positive result, we prove that if unions of an arbitrary number of
such patterns can be learned e-ciently in the mistake bound model then DNFs can be
learned e-ciently in the mistake bound model. Whether or not DNF formulas can be
e-ciently learned is one of the more challenging open problems. The problem remains
open even for the easier PAC learning model.
Next, in Section 5, we present an algorithm to learn L(p1) ∪ · · · ∪L(pL) where
each pi is a one-variable pattern. Our algorithm makes each prediction in polynomial
time (for constant L) and has a worst-case mistake bound of
O
((
L∏
i=1
2Vi
)(
L∑
i=1
log ni
)
+
T∑
j=1
L∏
i=1
min (2Aj; 2Vi)
)
;
where Vi is the number of occurrences of the variable symbol in pi, Aj is the worst-
case number of attribute errors in trial j, ni is the length of the /rst positive example
for pi (which must have no attribute errors) and m is the length of the example to
be classi/ed. For learning a single one-variable pattern language L(p1), our algorithm
has a mistake bound of O(V1 log n1). This is an improvement over the earlier algorithm
of Inago and Arimura [20,21] which has a mistake bound of O(|p1| log l) where l is
the total length of all the examples seen so far.
In Section 6, we apply our technique to obtain an algorithm to learn ordered forests
composed of trees patterns p1; : : : ; pL. Our algorithm makes each prediction in poly-
nomial time (for constant L) and has worst-case mistake bound
O
((
L∏
i=1
|pi|
)(
L∑
i=1
log ni
)
+
T∑
j=1
L∏
i=1
min (2Aj; |pi|)
)
;
where Aj is the worst-case number of attribute errors in trial j, and ni is the length
of the /rst positive example for pi (which must have no attribute errors). As in the
case of pattern languages with /xed length substitutions, it has been shown that in the
exact learning model with equivalence queries only, e-cient learnability of ordered
forests implies e-cient learnability of DNFs [2]. Thus, it seems unlikely that unions
of arbitrary number of ordered tree patterns can be learned in the mistake bound model.
In all of our algorithms, the requirement that the learner is initially given a noise
free positive example for each pattern or tree pattern in the target can be relaxed. One
way is to sample the instance space for positive labeled instances. If the attribute noise
rate is low then with high probability, we can obtain one noise-free positive example
for each (tree) pattern unless the positive instances for a particular (tree) pattern do not
occur frequently. In the latter, we can ignore that (tree) pattern. We can then run our
algorithms for each L-subset of these positive examples and use the weighted majority
algorithm [32] of Littlestone and Warmuth to “/lter out” the optimum algorithm.
3. Preliminaries
In concept learning, each instance from a given domain X is labeled according to
some (unknown) target concept f. The target concept is assumed to be selected from
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some known concept class C. The model used here is the on-line (a.k.a. mistake-
bound) learning model [6,30]. In this model, learning proceeds in a, possibly in/nite,
sequence of trials. In each trial, the learner is presented with an instance Xt ∈X.
The learner is required to make, in time polynomial in the number of bits to en-
code an example and the number of bits to encode the target concept, a predic-
tion on the classi/cation of Xt . After making its prediction, the learner receives the
desired output f(Xt) as feedback. A mistake is made if the prediction does not
match the desired output. The learner’s objective is to minimize the total number of
mistakes.
An important result in this model is Littlestone’s algorithm, Winnow, for learning
small monotone disjunctions of boolean attributes when there is a large number n of
irrelevant attributes. Winnow maintains a linear threshold functions
∑n
i=1 wixi¿ where
wi is a weight that is associated with the boolean attribute xi. Initially, all the weights
are equal to 1. Upon receiving an input 〈v1; : : : ; vn〉, the algorithm predicts true if the
sum
∑n
i=1 wivi is greater than the /xed threshold  and false otherwise. Typically, the
threshold is set to n.
If the prediction is wrong then the weights are updated as follows. Suppose the
algorithm predicts false but the instance is in the target concept. Winnow promotes
the weight wi, for each attribute xi in the instance that is set to 1, by multiplying wi
by some constant update factor  for ¿1 (typically, we set =2). Otherwise, the
algorithm must have predicted true but the instance is not in the target concept. In this
case, for each literal xi in the instance that is set to 1, Winnow demotes the weight wi
by dividing it by .
By duality, Winnow can also be applied to learning monotone conjunctions of a
small number of attributes which is how we apply it in our work. In particular, this
is done by transforming each example by negating each attribute value and negating
the label. Other transformations can be applied to the instances before giving them to
Winnow. One such transformation doubles the number of attributes in each instance
that is given to Winnow, including each of the original attributes and it complement,
allowing Winnow to learn non-monotone functions.
The number of attribute errors of a labeled example 〈Xt; yt〉, with respect to the
target disjunction, is the number of attributes of Xt that have to be changed so that
the classi/cation of the resulting example by the target is consistent with yt . In the
presence of attribute noise, Littlestone oPers the following performance guarantee for
Winnow.
Theorem 1 (Littlestone, 1991). Suppose, the target concept is a k-conjunction (or k-
disjunction) and has at most A attribute errors. Then Winnow makes at most 8 +
14k ln n+ 4A=O(A+ k log(N )) mistakes on any sequence of trials.
Auer and Warmuth [12] suggested a version of Winnow which tolerates concept
drift. Here the target disjunction may drift (change slowly) in time. The idea is that
when a weight is su-ciently small, we do not demote it any further. We restrict our
discussion in this paper to the original version of Winnow but remark that we could
use the drift-tolerant version of Winnow to yield results that tolerates shifts.
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4. Learning unions of pattern languages with xed length substitutions
Although general pattern languages are di-cult to learn, we prove the following
theorem which states that if the target concept is a union of L (a constant number
of) pattern languages that have /xed length substitutions then we can learn it e--
ciently in the on-line model with the presence of attribute noise. We note that for
the case of a single pattern with /xed length substitutions without any attribute noise,
one can use a direct application of the halving algorithm [14,30] to obtain an algo-
rithm with a polynomial mistake bound. Along with the restrictions mentioned above,
when directly using the halving algorithm exponential time is required to make each
prediction. The algorithm we present handles a union of a constant number of pat-
terns, is robust against attribute noise, and each prediction is made in polynomial
time.
We /rst prove our result for the case where the target is a single pattern with no
attribute noise. Then, we generalize our result to unions of patterns in the presence of
attribute noise.
Lemma 2. Suppose the target concept is the pattern language L(p) with 8xed length
substitutions. Further, suppose that p is composed of variables x1; : : : ; xk with V total
occurrences of the variable symbols in p. Then the target concept can be e<ciently
learned in the mistake bound model with O((2V − k +1) log n) mistakes in the worst
case where n is the length of the 8rst (positive) counterexample. The time complexity
per trial is O(n3).
Proof. Our algorithm obtains its /rst positive counterexample by predicting negative
until it gets a positive counterexample s0. Let n be the length of s0. Since all sub-
stitutions of the same variable in the target have the same length, we know that if
an instance has length diPerent from n then it is a negative instance. Thus, with-
out loss of generality, we assume all the instances are exactly of length n. We de-
note the substring of a string s that begins at position i and ends at position j
by s[i; j] and the ith symbol of s is denoted by s[i]. To make a prediction on an
instance s, we transform s to a new instance with the following sets of boolean
attributes:
• X [i; j; l]; 16i¡j6n; 16l6n− j + 1. Each variable X [i; j; l] is set to 1 if and only
if the two substrings s[i; i + l− 1] and s[j; j + l− 1] are identical.
• C[i; j]; 16i6j6n. The variable C[i; j] is set to 1 if and only if the substrings s[i; j]
and s0[i; j] are the same.
We note that our reduction is a re/nement of a more direct reduction that uses O(n2)
variables (versus the O(n3) variables used above) for the case where the length of
the substitutions must always be one. The following claim shows that by introducing
the n3=6=O(n3) variables of the form X [i; j; l], the target concept can be represented
as a conjunction where the number of relevant variables is independent of n (versus
having a linear dependence on n). By applying Winnow to learn this conjunction, we
obtain a mistake bound with a logarithmic dependence on n versus a linear dependence
on n.
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Claim 1. The target k-variable pattern p can be expressed in the transformed in-
stance space as a conjunction of 2V − k + 1 attributes. Here, V is the total number
of occurrences of the variable symbols in p.
Proof. Since the substitutions of the same variable x must be of the same length l(x),
the substitution of a particular variable symbol in all positive instances must appear in
the same location. That is, for the variable symbol x to appear in a particular location
in p, its substitution in a positive instance must appear in position i to i+ l(x)− 1 for
some /xed i. The substitutions for a variable x that appears in two distinct positions i
and j are the same iP X [i; j; l(x)]= 1.
Consider a particular variable, say xi. Suppose that xi appears in a positive instance
at positions j1¡ · · ·¡ji . Then for an instance to be positive, the (i− 1) transformed
variables X [j1; j2; l(xi)]; : : : ; X [ji−1; ji ; l(xi)] must all be set to 1. Conversely, if one
of these transformed variables are set to 0 then the instance must be negative.
Further, suppose s0[i; j] is a substring of s0 that corresponds to a maximal substring
in p consisting of only terminal symbols. In other words, all symbols in s0[i; j] are
terminal symbols in p, but s0[i−1] and s0[j+1] are symbols obtained from substituting
a variable with a string of terminal symbols. Notice again that the substitution of a
variable symbol must appear at a speci/c location and be of the same length. Therefore,
for an instance s to be positive, the substrings s[i; j] and s0[i; j] must be the same. The
latter means that C[i; j] must be set to 1. Conversely, if for some s0[i; j] that corresponds
to a maximal substring in p consisting of only terminal symbols, the substring s[i; j]
of some instance s does not match s0[i; j] (i.e. C[i; j] = 0) then s must be negative.
There are at most V + 1 of the C[i; j]’s that are positive (since each one, except the
last, must end with one of the V variables).
A positive instance s is positive if and only if (1) all the variables of the same
variable symbol are substituted by the same strings of terminal symbols and (2)
none of the substrings in p consisting of terminal symbols only are substituted. The
above discussion implies that (1) and (2) can be ensured by checking at most∑k
i=1(i − 1)=V − k variables X [i; j; l]’s and V + 1 variables C[i; j]’s are all 1s,
respectively.
Consider the pattern p= x11x301x2001x1x211x1 with substitution lengths l(x1)= 3;
l(x2)= 4; l(x3)= 2 as an example. The proof of the above claim says that it can be
represented as the conjunction
(C[4; 4] ∧ C[7; 8] ∧ C[13; 15] ∧ C[23; 24]) ∧
(X [1; 16; 3] ∧ X [16; 25; 3]) ∧ X [9; 19; 4]:
The variable x1 must appear at position 1, 16 and 25. Thus, the target conjunction must
contain the variables X [1; 16; 3] and X [16; 25; 3]. The substring s[4; 4] of any positive
instance s must always be the same as s0[4; 4] and is the string “1”. Thus, C[4; 4] must
be present. The presence of other attributes can be similarly explained.
From the above claim we know that there are at most 2V −k+1 relevant attributes.
Combined with the fact that there are O(n3) boolean attributes, we obtain the desired
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mistake bound of Lemma 2 by applying Theorem 1. A straightforward implementation
of the above idea would have time complexity of O(n4) per trial since there are O(n3)
attributes that must be evaluated and O(n) time is required per attribute.
To reduce the time complexity, observe that for each distinct pair of i and j; 16i¡j
6n, in O(n) time the learner can /nd the longest common substring of the string
that begins at position i and the string that begins at position j. Say the common
substring is of length l′. Then the learner can set all variables X [i; j; l]; 16l6l′ to 1
and X [i; j; l]; l¿l′ to 0. By doing this, in O(n) time each of the O(n) attributes for
the given i, j can be computed and hence in O(n3) time all X [i; j; l] can be evaluated.
The C[i; j]’s can be evaluated in a similar way. This implementation reduces the time
complexity to O(n3) per trial. This completes the proof of Lemma 2.
We now present a general result that will enable us to extend results such as this
for the case of a union of a constant number of concepts under attribute noise.
Theorem 3. Suppose the target concept is a union of concepts c1; : : : ; cL. Further,
suppose that for 16i6L; ci can be represented as the conjunction of at most ri
relevant variables from a set of si possible variables (with worst-case time ti to
evaluate the si variables). Then c1 ∪ · · · ∪ cL can be e<ciently learned in the mistake
bound model. The number of mistakes made after T trials is bounded by
O
((
L∏
i=1
ri
)(
L∑
i=1
log si
)
+
T∑
j=1
L∏
i=1
min (2Aj; ri)
)
in the worst case. The time complexity per trial is O(t1 · · · tL). Here, Aj is the number
of attribute errors in the jth trial. (For this bound to be meaningful, we assume Aj
is zero in most of the trials.)
Proof. By assumption, concept ci can be represented as a conjunction Ci of ri at-
tributes. The target is a disjunction fˆ of the Ci’s. Thus, its complement can be repre-
sented as a (
∏L
i=1 ri)-term DNF which we denote by f
′. The terms in fˆ must contain
exactly one literal from the set of transformed attributes corresponding to a concept
ci; i=1; : : : ; L. Since there are at most O(si) attributes for each pattern pi, there are at
most O(s1 · · · sL) possible terms to consider. Each such candidate term can be treated
as a new attribute. Applying Winnow (Theorem 1) guarantees a mistake bound of
O
((
L∏
i=1
ri
)
log(s1 · · · sL)
)
= O
((
L∏
i=1
ri
)(
L∑
i=1
log si
))
:
Next we introduce attribute errors. Suppose Aj symbol errors occur at trial j. Each
symbol error can result in at most two relevant attributes of Ci being complemented.
There are at most ri literals in Ci. Thus, at most min(2Aj; ri) of the attributes in Ci
are complemented. This implies that at most
∏L
i=1 min(2Aj; ri) attributes in f
′ are
complemented. This gives us the second term in the mistake bound that is due to
attribute errors.
Finally, the time complexity per prediction is O(t1 · · · tL) since Winnow requires
linear time per attribute once the attributes have been evaluated.
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We now apply Theorem 3 to the reduction given in Lemma 2 to obtain the following
result.
Corollary 4. Suppose the target concept is a union of pattern languages L(p1); : : : ;
L(pL) with 8xed length substitutions. Further, suppose that for 16i6L, pi has ki
variables and Vi total occurrences of variable symbols. Then the target concept can be
e<ciently learned in the mistake bound model. The number of mistakes made after
T trials is bounded by
O
((
L∏
i=1
(2Vi − ki + 1)
)(
L∑
i=1
log ni
)
+
T∑
j=1
L∏
i=1
min(2Aj; 2Vi − ki + 1)
)
in the worst case. The time complexity per trial is O((n1 : : : nL)3). We assume that
initially the learner is given a noise-free positive example, of length ni, for each
pattern pi. Here, Aj is the number of attribute errors in the jth trial. (For this bound
to be meaningful, we assume Aj is zero in most of the trials.)
Proof. From the reduction of Lemma 3, we have that ri=2Vi−ki+1 and si= ti=O(n3i ).
The result follows by Applying Theorem 3.
The /eld of computational learning theory began with Valiant’s seminal work [47] in
which he de/ned the PAC model. In this original paper, Valiant proposed as an open
problem the question of whether or not the class of DNF formulas are PAC-learnable.
This problem remains open and is arguably the biggest open problem in learning theory.
It is widely believed that class of DNF formulas are not PAC learnable. Relying on this
believed hardness of learning DNF, the next theorem suggests that it appears necessary
to bound the number of patterns in the target for it be e-ciently learnable.
Theorem 5. In the mistake bound model, if unions of arbitrary number of pattern
languages with 8xed length substitution restriction can be learned e<ciently, then
DNFs can be learned e<ciently.
Proof. Suppose the learner is asked to learn a DNF f in the mistake bound model.
Without loss of generality, we can assume f is monotone and there are n variables
x1; : : : ; xn. Let {0; 1} and {1; : : : ; n} be sets of terminal and variable symbols, respec-
tively. Each term t in f can be represented as a pattern p(t) with n characters. The
ith character is set to 1 if the literal xi is in term t and i otherwise. We represent an
instance x as an n-bit vector (string). If we restrict l(i)= 1 for all i’s then clearly,
t(x)= 1 iP x∈L(p(t)). This is a polynomial-time prediction preserving reduction [40],
which completes the proof.
5. Learning unions of one-variable pattern languages
We now consider the case of one-variable patterns without the /xed length substitu-
tion requirement. As in the last section, we /rst prove our result for the case where the
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Fig. 1. The ith substitution of x in s must begin at location ′i = i + (i − 1)(m − n)=V and has length
‘′ = ‘ + (m− n)=V .
target is a single pattern with no attribute noise. Then, we apply the same technique
to generalize this result to unions of patterns in the presence of attribute noise.
Lemma 6. Suppose the target concept is a one-variable pattern p with V occurrences
of the variable symbol. Then the target concept can be e<ciently learned in the
mistake bound model with O(V log n) mistakes in the worst case where n is the
length of the 8rst (positive) counterexample and m is the length of the example to
be classi8ed. The time complexity per trial is O(n5m).
Proof. The learner guesses negatively until obtaining a positive counterexample s0.
Denote the length of s0 by n, and the starting position 2 of the ith (counting from the
leftmost end of the pattern) substitution of the variable x by i. For a moment, we
assume the learner is told the number of occurrences V of the variable symbols in the
target, and length ‘ of the substituted terminal string.
Suppose the learner is asked to classify a given unlabeled instance s of length m.
If the diPerence in length of s0 and s is not divisible by V then we can conclude
immediately that s must be classi/ed negative. Henceforth, we assume the diPerence
between the lengths of s0 and s is divisible by V . If s is positive then the substitution
of x in s has length ‘′= ‘+(m−n)=V (see Fig. 1). The ith substitution of x in s must
begin at location ′i = i+(i−1)(m−n)=V and the substitution for the variable x is the
substring s[′i ; 
′
i+‘
′−1]. In other words, to see if all substitutions of x in s are the same,
we simply check for all i=2; : : : ; V , whether s[′i−1; 
′
i−1 + ‘
′ − 1]= s[′i ; ′i + ‘′ − 1].
If this is not so then we can immediately conclude that s ∈L(p).
Unfortunately, we do not know the i’s. To circumvent this problem, we introduce
new attributes X [$; %; i], 26$¡%6n, 16i6V such that X [$; %; i] is set to true if and
only if the substring s[$+ (i− 1)(m− n)=V; $+ (i− 1)(m− n)=V + ‘′− 1] is the same
as s[%+ i(m− n)=V; %+ i(m− n)=V + ‘′ − 1]. Clearly, if all substitutions of x in s are
the same then the (V − 1)-conjunction
CX = X [1; 2; 2] ∧ · · · ∧ X [i−1; i; i] ∧ · · · ∧ X [V−1; V ; V ]
is satis/ed, and vice versa.
2 These positions are not known to the learner.
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To classify an instance correctly as positive, we also need to ensure that the ter-
minal symbols in p remain the same. Let 0 =− ‘ and V+1 = n. Then clearly, the
ith substring of terminal symbols between the ith variable symbol and i+ 1st variable
symbol is the string s0[i + ‘; i+1 − 1] (which is de/ned to be the empty string if
i+‘¿i+1−1). If none of the terminal symbols in this maximal substring of terminal
symbols is changed in s then it must appear in s[′i + ‘
′; ′i+1 − 1]. In other words, to
check if none of the terminal symbols in the target has been replaced, it is su-cient
and necessary to verify that
s[′i + ‘
′; ′i+1 − 1] = s0[i + ‘; i+1 − 1] ∀i = 0; : : : ; V: (1)
As before, since we do not know where the i’s are, we introduce new attributes
C[i; B; E], 06i6V , 16B6E6n. We set C[i; B; E] to 1 when s[B + i(m − n)=V; E +
i(m− n)=V ] = s0[B; E]. It is easy to verify that saying Eq. (1) is satis/ed is the same
as saying the conjunction CT (shown below) is satis/ed.
CT =
V∧
i=0
C[i; i + ‘; i+1 − 1]:
Therefore, the target pattern p can be represented as a conjunction CT ∧CX of 2V
boolean attributes. There are O(n3) possible attributes to consider. Thus by running
Winnow to learn CT ∧CX , Theorem 1 guarantees at most O(2V (log n + logV ))=
O(2V log n) mistakes are made (since V6n).
The question remains in guessing ‘ and V correctly. Well there are only O(n2) such
guesses. We can run one copy of the above algorithm for each guess and run weighted
majority algorithm [32] on these algorithms. The mistake bound is O(log(n2)+2V log n)
=O(V log n) with running time O(n5m).
Lemma 6 can be extended to learn unions of one-variable pattern languages in the
presence of attribute noise (except for the /rst counterexample which must be noise
free). The bound obtained is shown in the next theorem.
Theorem 7. Suppose the target concept p is a union of one-variable pattern lan-
guages L(p1); : : : ;L(pL) where L is a 8xed constant. Further, suppose the number
of occurrences of the variable symbol in pi is Vi. Then p can be e<ciently learned
in the mistake bound model. The number of mistakes made after T trials is bounded
by
O
((
L∏
i=1
2Vi
)(
L∑
i=1
log ni
)
+
T∑
j=1
L∏
i=1
2min(Aj; Vi)
)
in the worst case. The time complexity per trial is O(m(n1 · · · nL)5). Here,
• We assume that initially the learner is given a noise-free positive example, of length
ni, for each pattern pi.
• m is the length of the unlabeled example to be classi8ed in the T + 1st trial.
• Aj is the number of attribute errors in the jth trial. (For this bound to be mean-
ingful, we assume that Aj is zero in most of the trials.)
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Proof. As in the proof of Lemma 6, we begin by assuming that the learner knows
‘i (the substitution length for pi) and Vi (the number of occurrences of the variable
symbol in pi). Now we can extend the reduction given for this situation in Lemma
6 to unions of languages with attribute noise using Theorem 3 by letting ri =2Vi,
si =
∏L
i=1 n
3
i and ti = sim.
Finally, there are only O((n1 · · · nL)2) guesses for the unknown quantities ‘1; : : : ; ‘L;
V1; : : : ; VL. Thus, we can run one copy of this algorithm for each guess and run weighted
majority algorithm [32] on these algorithms. In doing this, the mistake bound increases
by an additive factor of O(log(n1 · · · nL)2)=O(
∑L
i=1 log ni) and the time complexity
increases by a multiplicative factor of O((n1 · · · nL)2).
6. Learning ordered forests
We have demonstrated how the problem of learning unions of pattern languages can
be reduced to learning conjunctions of boolean attributes. Next, we apply this idea to
learning ordered forests with bounded number of trees. No restrictions are needed on
the number of children per node or the alphabet size for the terminal symbols.
Lemma 8. Suppose the target concept p is a tree pattern. Then p can be e<ciently
learned in the mistake bound model. The number of mistakes made after T trials is
bounded by O(|p| log n) in the worst case where n is the length of the 8rst (positive)
counterexample. The time complexity per trial is O(n3).
Proof. Suppose t is a tree and u is a node in t. Let patht(u) denote the labeled path
obtained by traversing from the root of t to u. Given two distinct trees t and t′, we
say patht(u)= patht′(u
′) if and only if the sequences of the node labels (except for the
last) and the branches taken as we traversed from the root of t to u and from the root
of t′ to u′ are the same. As before, we simply keep predicting negative until we get a
positive counterexample t0. Let n denote the number of nodes in t0.
To make a prediction on an instance t, we transform t to a new instance with the
following set of O(n2) attributes (See Fig. 2 for an illustration).
• For each vertex u0 in t0, we introduce a new attribute C[u0]. This attribute is set
to 1 if and only if patht0 (u0)= patht(u) for some node u in t, and the labels of the
nodes u in t and u0 in t0 are the same.
• For each distinct pair of nodes u0 and v0 in t0, we introduce a new attribute X [u0; v0].
X [u0; v0] is set to 1 if and only if there are two distinct nodes u and v in t that
satis/es:
(1) patht0 (u0)= patht(u) and patht0 (v0)= patht(v).
(2) The two subtrees in t that are rooted at u and v are identical. (Since the siblings
are distinguishable, we can check that the subtrees are identical in linear time).
Let t′ be the new instance with
(n
2
)
boolean attributes obtained by the above transfor-
mation.
Claim 9. The target tree pattern p can be represented as a conjunction f of at
most |p| of the new boolean attributes such that given an instance t, the transformed
instance t′ is classi8ed positive by f iA t is classi8ed as positive by p.
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Fig. 2. The /gure on the left shows a tree pattern p. The /gure on the right is a tree instance t0 that can
be generated by p. If t0 is the /rst counterexample obtained then the conjunctive representation of p is
C[1] ∧ C[2] ∧ C[3] ∧ C[6] ∧ X [4; 7].
Proof. To verify an instance t is in L(p), it is necessary and su-cient to ensure the
following two conditions are satis/ed.
(1) For each node uˆ in p that is labeled by a terminal symbol, there is a corresponding
node u in t such that pathp(uˆ)= patht(u) and both uˆ and u have the same terminal
label.
(2) For each pair of distinct leaves uˆ and vˆ in p labeled by the same variable, there are
two nodes u and v in t such that pathp(uˆ)= patht(u) and pathp(vˆ)= patht(v). Fur-
thermore, the subtrees in t rooted at u and v are identical. That is, the substitutions
in t for uˆ and vˆ are the same.
Clearly, pathp(uˆ)= patht(u) is equivalent to patht0 (u0)= patht(u) for the nodes u0 in t0
that corresponds uˆ in p. Condition 1 is satis/ed if and only if for each node u0 in t0
that corresponds to a node in p labeled using a terminal symbol, the attribute C[u0] is
set to 1. To ensure Condition 2 is satis/ed, it is su-cient to check that X [u0; v0]= 1
for each pair of distinct nodes u0 and v0 in t0 that corresponds to some pair of distinct
leaves in p that are labeled by the same variable symbol. Suppose the leaves in t0
that corresponds to substituting a variable symbol xi in p are l1; : : : ; lk . Then it su-ces
to check that X [l1; l2]=X [l3; l4]= · · ·=X [lk−1; lk ] = 1. Therefore, the target concept
can be represented as a conjunctions of at most |p| of the transformed attributes. This
completes the proof of the claim and hence the lemma.
Combining the above Lemma with Theorem 3 yields the following result.
Theorem 9. Ordered forests composed of trees patterns p1; : : : ; pL can be e<ciently
learned in the on-line model. The number of mistakes made after T trials is bounded
by
O
((
L∏
i=1
|pi|
)(
L∑
i=1
log ni
)
+
T∑
j=1
L∏
i=1
min(2Aj; |pi|)
)
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in the worst case. The time complexity per trial is O((n1 : : : nL)3). Here,
• We assume that initially the learner is given a noise-free positive example, of length
ni; for each tree pattern pi.
• Aj is the number of attribute errors in the ( j)th trial. (For this bound to be
meaningful, we assume that Aj is zero in most of the trials.)
Proof. From the reduction of Lemma 8, we have that ri = |pi| and si = ti =O(n3i ). The
result then follows from Theorem 3.
Amoth et al. [12] have shown that DNF and the class of ordered forests with
bounded 3 label alphabet size and bounded number of children per node are equiv-
alent. Hence, it seems unlikely that unions of arbitrary number of tree patterns can be
learned in the mistake bound model.
7. Conclusion
In this paper, we demonstrated how learning unions of pattern languages and pattern-
related concepts can be reduced to learning disjunctions of boolean attributes. In partic-
ular, we presented e-cient on-line algorithms for learning unions of a constant number
of tree patterns, unions of a constant number of one-variable pattern languages, and
unions of a constant number of pattern languages with /xed length substitutions. All of
our algorithms are robust against attribute noise and can be modi/ed to handle concept
drift. Further, our mistake bounds only have a logarithmic dependence on the length
of the examples. The requirement that the learner be given a noise-free example for
each pattern can be removed by sampling as discussed in Section 1.
There are several interesting future directions suggested by this work. As we have
discussed, we could generalize the class of pattern languages by assigning a penalty
(i.e. weight) to each violation of the rule that a terminal symbol cannot be changed.
The weights can be diPerent for diPerent terminal symbols. Similarly, we can also
assign a penalty to each violation of the rule that a pair of variable symbols, of the
same variable, must be substituted by the same terminal string. If the penalty incurred
by an instance for violating these rules is below a given tolerable threshold then it
is in the target concept L′(p) generated by p. If the penalty is above the threshold
then it is not in L′(p). It would be very interesting to explore applications for this
extension and compare our approach to those currently in use.
In this paper, we solved one of the open problems suggested by Reischuk and
Zeugmann [41]. Namely, we gave an e-cient algorithm to learn unions of a constant
number of one-variable pattern languages. We also were able to learn a union of a
constant number of pattern languages (with no restriction on the number of variables)
when we restricted the substitutions to /xed length substitutions. A challenging open
3 They showed that ordered forests can be learned using subset queries and equivalence queries. Further,
if the alphabet size or number of children per node is unbounded, then subset queries can be simulated using
membership queries by using a unique label or a subtree to stand for each variable.
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problem from Reischuk and Zeugmann that we did not resolve here is learning the
class of 2-variable pattern languages (in the mistake bound model). While, additional
tools will be needed to solve this problem, we feel that the technique proposed here
may be applicable for this problem.
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