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Analyzing Housing Demand and its Role in the U.S. Economy: 
by 
Irina Ayzenberg 
Advisor: Chun Wang 
     In the most recent economic downturn, caused by the burst of the housing bubble and the 
subprime mortgage crisis, the housing market took a direct hit: mortgage default rates were over 
10 percent, housing prices fell 35 percent from 2005 to 2009, more than 5 million homes were 
foreclosed since 2008, and interest rates hit rock-bottom.  In response, the U.S. Federal Reserve 
adopted aggressive expansionary monetary policies to get the economy back on track, some of 
which are in effect today. In order to really understand the state and direction of the U.S. economy 
today, we need to better understand the housing market and its effect on the overall economy. 
     This paper deals in great length with “the state of the housing market,” which needs to be 
defined. In studying the response of consumption retail sales to changes in regional and national 
housing market conditions, Moench and Ng (2011) compile a list of regional and national house 
price and house volume indicators to measure the state of the U.S. housing market. More 
specifically, regional data includes 14 house price and volume series, while national data contains 
17 house price and volume series. Using a hierarchical factor model framework (FAVAR), the 
authors extract a common housing factor which accurately defines the state of the housing market. 
The latent state of the housing market can therefore be measured by calculating the number of 
standard deviations the housing factor is above or below its historic average.  
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     Housing prices and housing volume are two important variables used to represent the current 
state of the housing market. It has been established, mainly through equity research, that sales of 
existing homes (which make up the overwhelming majority of total housing sales) are a leading 
indicator of home improvement sales. Home improvement sales have been shown to be highly 
correlated with housing demand (the Trefis Team, 2015, by Forbes), making them an important 
component of aggregate demand in the U.S (with housing roughly a 15.7% share of GDP and 
home improvement sales a 14% portion of investment and consumption housing spending in 2016, 
according to the National Association of Home Builders). Further, analyzing correlations and the 
timing of these key variables may help predict the next turning point in the housing market, by 
separating demand driven by macroeconomic fundamentals from that of the housing price bubble. 
Since bubbles ultimately lead to a sudden collapse of the housing market, policy makers can 
analyze these trends in their early stages in order to make proper offsetting and preventive 
monetary policy decisions.  
     The first chapter titled “Housing Prices and Existing Home Sales: A Study of Frequencies and 
Correlations” studies correlation between housing prices and existing home sales at different 
frequencies utilizing dynamic correlations and the band-pass filter, coming to the general 
conclusion that the farther apart the observations, the higher the correlation between these two 
series, and vice versa. Originally proposed by Akkoyun et al. (2013), this paper focuses more on 
the housing side of the equation, but its result has important economic implications. As Bernanke 
(2010) put it, we need to understand whether house price increases are driven by movements in 
macroeconomic fundamentals or by a housing bubble. Structural Vector Autoregression analysis 
is applied to study the short-term relationship between housing and economic variables, and shows 
a positive correlation between existing home sales and home improvement sales, a proxy for 
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housing demand. Analyzing correlations between housing prices and existing home sales at 
different frequencies can help us study housing trends at shorter and longer time frames. 
     The second chapter titled “Money Demand and Housing:  A Vector Error Correction Analysis 
for the U.S.”, based on Greiber and Setzer (2007), focuses on money demand and the role of 
housing, along with other economic variables, in the U.S. money demand equation. By studying 
impulse response functions from a Vector Error Correction Model, there is more evidence to 
support the “asset inflation channel” (expansionary monetary policy inflates asset prices, or 
causality running from monetary developments to the housing market) rather than the “money 
demand channel” (higher housing prices create greater demand for money, or causality running 
from the housing market to money). Replacing housing prices with existing home sales generates 
an even quicker response in home improvement sales to a positive money shock. In addition, 
extending the data to 2016 allows us to analyze how the financial crisis affected the relationship 
between these variables. 
     The third chapter, titled “Existing Home Sales and their Impact on the U.S. Housing Market:  
Evidence from the Pooled Mean Group Estimation”, uses a panel of fifty U.S. states, and the 
District of Columbia, over a period of 26 years to study the long-run relationship between existing 
home sales, 30-year mortgage rates, gross state product, and home improvement sales, a proxy for 
housing demand. This paper utilizes panel cointegration techniques such as the Westerlund (2007) 
cointegration test, Pooled Mean Group and Mean Group estimation, long-run deviations from 
equilibrium, and Granger causality to analyze the relationship between housing and economic 
variables. These techniques confirm the expected long-run relationship between the variables: a 
positive effect of existing home sales and gross state product on home improvement sales. 
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     While the three chapters differ in their techniques and methodologies (dynamic correlations, 
money demand equation, and panel cointegration analysis), there is a unifying theme of studying 
the housing market and its effect on the overall economy. The chapters use home improvement 
sales as a leading indicator of housing demand, and show that existing home sales are just as 
important, if not more important, than housing prices in analyzing housing trends. This theory is 
popular in equity research and market analysis. For instance, the Trefis Team (2015) by Forbes 
states that the home improvement industry is highly correlated with the state of the housing market, 
with existing home sales being one of the most important drivers for the industry. A Bloomberg 
(2006) article states that home-improvement stores are "particularly sensitive" to existing home 
sales and a Goldman Sachs (2013) research study claims that home improvement retail sales are 
driven by rising housing turnover (existing home sales per household) and recovering home prices. 
To further justify the use of existing home sales over housing prices, Berkovec and Goodman 
(1996) use the search and matching friction model to show that housing turnover is a better 
indicator of changes in housing demand than housing prices and that the price-turnover 
relationship is stronger for lower-frequency data, two significant results. 
     Through a series of interrelated hypotheses and results, we can see the fundamental role housing 
plays in our economic framework. The first chapter on correlations and frequencies suggests that 
by analyzing two related housing indicators, we may miss the bigger picture. Rather, the 
relationship between the two series can change based on how readily the data become available, 
and which region of the country is being analyzed. The second chapter highlights the importance 
of including a housing variable in the standard money demand equation and provides more 
evidence in support of the asset inflation channel. Finally, the third chapter uses panel estimation 
techniques to demonstrate the positive relationship between home improvement sales and existing 
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home sales, which can be used to help predict changes in housing demand. Therefore, based on 
this analysis, the state of the U.S. economy and the state of the housing market are “related 
phenomena” (Greiber and Setzer, 2007) which should be studied conjointly.   
     The dissertation is organized as follows. Chapter I contains the essay titled “Housing Prices 
and Existing Home Sales: A Study of Frequencies and Correlations.” Chapter II contains the essay 
titled “Money Demand and Housing:  A Vector Error Correction Analysis for the U.S.” Chapter 
III contains the essay titled “Existing Home Sales and their Impact on the U.S. Housing Market: 
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CHAPTER 1: Housing Prices and Existing Home 




















The housing market is very important in the U.S. macro-economy (Leung, 2004). Housing 
represents the largest share of household expenditures at all income levels, at around 20% (Chetty 
and Szeidl, 2004). In 2016, total housing expenditures (which include owned and rented shelter, 
utilities, as well as household furnishings, equipment and supplies) rose to 33% of average annual 
expenditures and to 25% of average income, according to the U.S. Bureau of Labor Statistics. 
Furthermore, the total value of the housing stock is comparable in value to annual average GDP 
(Davis and Heathcote, 2001). Davis and Heathcote (2001) also find that while non-residential 
investment lags GDP, residential investment is a leading economic indicator.  In addition to these 
factors, housing taxation, housing credit, and long-term interest rates show just how deeply 
housing is rooted in our macro-economic framework. 
Although it is difficult to define the term “housing market”, Moench and Ng (2011) 
incorporate a comprehensive set of data and methodologies to accomplish this task. In studying 
the response of consumption retail sales to changes in housing market conditions, Moench and Ng 
(2011) compile a list of 14 regional and 17 national house price and volume indicators to measure 
the state of the U.S. housing market. Using a hierarchical factor model framework (FAVAR), the 
authors extract a common housing factor which accurately defines the housing market. The latent 
state of the housing market can therefore be measured by calculating the number of standard 
deviations the housing factor is above or below its historic average. The authors find that national-
level shocks to housing significantly impact national and regional retail sales, and that lower 
consumer confidence stumps housing market growth. 
Since there is no consensus in the literature about which series, housing prices or housing 
volume, is more predictive of housing demand, this research suggests that housing volume is a 
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better indicator of future housing sales trends. Furthermore, there is an ongoing debate whether 
the relationship between these two series is positive or negative. The answer depends on the 
approaches used to analyze this relationship. Along these lines, the question arises: under what 
circumstances are volume and pricing of the housing stock more in line with each other, and under 
what circumstances do these series diverge? In this paper, I use existing home sales in place of 
housing volume, because according to equity research analysis (Merrill Lynch, 2007; Bloomberg, 
2006), existing home sales is a housing volume indicator most closely linked to home improvement 
demand. Existing home sales consist of national and regional sales of condos, co-ops, and single-
family homes, as well as townhomes, that are not considered new construction. 
As Bernanke (2010) put it, we need to understand whether house price increases are driven 
by movements in macroeconomic fundamentals or by a housing bubble. Analyzing correlations 
between housing prices and existing home sales at different frequencies can help us understand 
housing trends for shorter and longer time frames and analyze whether existing home sales are 
keeping up with the rising housing prices. 
This paper is based on methodology employed by Akkoyun et al. (2013). It is impressive 
how so much data can be expressed in just a few graphs, and how the time frame may affect the 
accuracy of the analysis. Dynamic correlation graphs allow us to visualize the relationship between 
housing prices and existing home sales not only through time but also through different frequencies 
on a continuous scale. The authors adopt several tools, namely dynamic correlation developed by 
Croux et al. (2001), the band-pass filter proposed by Christiano and Fitzgerald (2003), the HP filter 
suggested by Hodrick and Prescott (1997), and Granger Causality developed by Granger (1969), 
to conclude that the higher the frequency of the two series, the closer to zero is the correlation 
between them. Akkoyun et al. (2013) suggest that a positive correlation between housing prices 
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and existing home sales mainly occurs at low frequency data. Interestingly, Berkovec and 
Goodman (1996) find that the price-turnover1 relationship is stronger at lower-frequency data, 
such as for annual increments, similar to the results of Akkoyun et al. (2013).   
 The question is: does the frequency of the data affect how one series is correlated with 
another series? Specifically, does the positive correlation between housing prices and existing 
home sales differ based on how often the data becomes available? The hypothesis is that if the data 
points occur more closely together, then the positive correlation is lower because one of the series 
responds quicker to an economic shock than the other. In the longer term, however, the positive 
co-movement between the series is prevalent.   
 There is no one economic theory that approaches this question and over the years, the 
importance of frequency of the data has emerged. Originally, Stein’s (1995) down-payment 
mechanism and Genesove and Mayer’s (2001) behavioral approach suggest the opposite 
occurrence, that the higher the frequency of the data, the higher the correlation between housing 
prices and housing turnover and there is no indication of correlation in the longer-term.  
 Specifically, Stein’s (1995) down-payment effect suggests that once housing prices 
increase, current homeowners may afford to upgrade to a more expensive home since the 
appreciated value of their current home will go towards financing the new down payment. Thus, 
housing prices and housing turnover increase only in the short-term. Genesove and Mayer (2001), 
who use the behavioral approach, suggest that the positive relationship between these series is 
explained by loss averse sellers who set a higher price above market value (and are not flexible on 
the down-side) and still manage to sell their home, but with a longer wait time. Since existing 
                                                          
1 Turnover is the number of per capita home sales, or existing home sales per household. 
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home sales rebound with time, there is no long-term correlation between house prices and existing 
home sales.  
However, Berkovec and Goodman (1996) use the search and matching frictions model to 
show that the positive price-turnover relationship is stronger at lower-frequency data, such as for 
annual increments, and the direction of causality goes from turnover to prices. As housing prices 
decline, there are fewer homes being built but more homes being sold. Using search frictions, 
Peterson (2009) finds a positive relationship between real price growth and housing turnover at 
annual (or lower) frequencies, because buyers and sellers incorrectly assume that the real estate 
market behavior is efficient. This reasoning supports the negative correlation at higher frequencies 
and positive correlation at lower frequencies. Ngai and Tenreyro (2014) show that seasonality2 
plays a big role in the relationship between these variables and high frequency data is too noisy.  
In this paper, I analyze the relationship between housing prices and existing home sales at 
various frequencies using spectral analysis in order to establish which level of data frequency 
provides higher correlations between these relevant housing indicators. I proceed to establish that 
home improvement sales are a good proxy for housing demand, then correlate home improvement 
sales with housing prices and then with existing home sales to study which one is a preferable 
indicator of changes in housing demand. This procedure helps to establish a better housing measure 
for more frequent data points versus more sporadic ones. To further study the relationship between 
home improvement sales and existing home sales at frequent intervals, I analyze the short-run 
behavior between these and other macroeconomic series. A Structural Vector Autoregression 
(SVAR) analysis is adopted to study the impulse responses of home improvement sales to shocks 
                                                          
2 The price series in this paper are seasonally adjusted. 
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in existing home sales and mortgage rates, respectively, in order to better understand how the 
housing market reacts to endogenous shocks in the short-run and the duration of those responses. 
The choice for using existing home sales goes back to Berkovec and Goodman (1996) who 
suggest that turnover of existing homes reacts faster to changes in housing demand than do housing 
prices. In addition, Miller and Sklarz (1986) provide five leading indicators of housing market 
price trends and claim that existing home sales are likely the most important leading indicator, 
because they show in which direction housing demand is shifting. The authors list other leading 
housing indicators, such as percentage of listings sold, mean time on market, mean percentage of 
listing price received, and months remaining inventory, but claim that existing home sales are the 
most revealing (and least used indicator) because analyzing historical trends shows that price 
movements significantly lag changes in turnover. Leamer (2007) also argues that housing is the 
primary driver of the business cycle, because housing “has a volume cycle, not a price cycle.”  
By extending the sample to 2016, this paper confirms the results of Akkoyun et al. (2013) 
that housing prices and existing home sales are more correlated at lower frequencies. In addition, 
I show that home improvement sales and housing prices have a higher correlation at lower 
frequencies, but at higher frequencies, existing home sales reach the highest correlation with home 
improvement sales, a proxy for housing demand. In addition, SVAR analysis and impulse response 
functions reveal a positive short-run effect of existing home sales and a negative effect of mortgage 
rates on home improvement sales. The overall results suggest the significance of using existing 
home sales, over housing prices, to help predict the next turning point in housing demand that is 
proxied by home improvement sales. 
The paper is organized as follows. Section 2 describes the data and its sources. Section 3 
details the spectral analysis methods: dynamic correlation, HP filter, and the band-pass filter. 
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Section 4 reports Granger causality results and compares them to those of the original Akkoyun et 
al. (2013) paper. Home improvement sales and their correlations with housing prices and existing 
home sales are addressed in Section 5. Section 6 provides short-term SVAR analysis on home 
improvement sales, existing home sales, and mortgage rates. Section 7 concludes. 
2. Data Description and Sources  
First, I replicate the original Akkoyun et al. (2013) paper using the same data. Then, I make 
the period of analysis consistent for annual, quarterly, and monthly data, from 1975 to 2016, in 
order to more accurately compare the results. Annual data (1975-2016) consists of existing home 
sales for the U.S. and the four sub-categories: Northeast, Midwest, South, and West regions, as 
well as the Freddie Mac House Price Index (FMHPI), deflated by seasonally adjusted CPI. 
Quarterly data (1975Q1-2016Q4) consists of sales of single-family homes and townhomes for U.S. 
and the four sub-categories: Northeast, Midwest, South, and West regions, as well as the Freddie 
Mac House Price Index (FMHPI), deflated by the 3-month average seasonally-adjusted CPI. 
Similarly, monthly data (1975M1-2016M12) consists of sales of single-family homes and 
townhomes for U.S. and the four sub-categories: Northeast, Midwest, South, and West regions, as 
well as the Freddie Mac House Price Index (FMHPI), deflated by the monthly seasonally adjusted 
CPI. In Akkoyun et al. (2013), monthly data consists of 20 metropolitan areas, using S&P Case 
Schiller prices and sales pair data. Regional FMHPI is computed as the weighted sum of the states’ 
indices (weighed with the 2014 Community Housing Survey), with annual and quarterly data made 
up of average monthly data. 
Home improvement sales are defined as the aggregate of three sub-categories: furniture 
and home furnishing stores (NAIC Code 442), electronics and appliances stores (NAIC Code 443), 
and building materials (such as cement and wood), garden equipment and supplies dealers (NAIC 
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Code 444). This data series has been seasonally adjusted and deflated by the CPI. The Trefis Team 
(2015) by Forbes states that the home improvement industry is highly correlated with the state of 
the housing market, with existing home sales being one of the most important drivers for the 
industry. Therefore, in this paper, I use the home improvement sales as a proxy3 for housing 
demand. Figure 1, with the Great Recession indicated as a vertical line in December 2007, shows 
that existing home sales began their decline the earliest, in November 2005, followed by home 
improvement sales in April 2006. The inventory of existing homes, HPI index and the NAR price 
index began their decline the latest, at the end of 2006.  
Figure 1: Comparison of Existing Home Sales, HPI Index, Home Improvement Sales, and 
Inventory series around the peak of the recession 
      
      
Note: The Great Recession is indicated as a vertical line in December 2007. 
 
3. Spectral Analysis  
3.1. Overview. One approach in spectral analysis is dynamic correlations (with HP filtered data). 
Dynamic correlations were developed by Croux et al. (2001). This spectral analysis method 
                                                          
3 A proxy is a variable that can serve in place of an unmeasurable variable. 
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measures to what extent two components are correlated at various frequencies, with correlation 
ranging from -1 (opposite synchronization) to +1 (exact synchronization). The computational 
method takes the summation of the cross variances across different frequencies, and then 
normalizes the cospectrum. Specifically, dynamic correlation between two stationary series x and 





where 𝑆𝑥(𝜆) and 𝑆𝑥(𝜆) are the individual spectra of x and y (or variances) and 𝑆𝑥𝑦(𝜆) is the 
covariance or the cross-spectrum: 









The cross-spectrum 𝑆𝑥𝑦(𝜆), a part of covariance between x and y attributed to 
frequency(𝜆), can also be computed as: 





Initially, the data is passed through the HP filter in order to make it stationary. In addition, 
I take the first difference of the data to make it stationary, and the results for dynamic correlation 
with HP filtered data and first-differenced data look nearly identical. Typically, HP filter is used 
in business cycle models to remove the cyclical aspect of the series for long-run predictive 
purposes, but in this case, the tool is used to remove the smooth trend and leave the fluctuations 
around zero, thus making the series stationary. A series is broken up into two components, cyclical 
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and trend, so the filter works through penalizing the cyclical component and the growth in the 
trend component.  
Other tools are adopted in this paper to help us analyze correlation and causation. For 
instance, the band-pass filter is a tool to pass only certain frequencies through a specified range 
(with upper and lower limits) and to turn down the rest. It allows us to compare the correlation of 
different series at specified frequencies that are of interest to us.  
Another tool used by the authors is Granger causality (past values of one series can help 
predict the future values of the second series), and it is applied on band-pass filtered data to analyze 
Granger causality at separate frequency ranges (Granger, 1969). 
Calculating frequency ranges is a crucial component in this paper. Burns and Mitchell 
(1946) state that if the frequency of a cycle is 𝑥, then its cycle equals:   
𝐶𝑦𝑐𝑙𝑒 = 2𝜋/𝑥  
Thus, if the annual business cycle is between 2 and 8 years, the business cycle frequency 
range is between 
2𝜋
8
≈ 0.79  and 
2𝜋
2
≈ 3.14. Same definition applies to quarterly and monthly data, 
as well as higher and lower frequencies. 
3.2. HP Filter and Dynamic Correlations. I use the HP filter on the relative price and existing 
home sales data, and then the dynamic correlations function, previously described, to map out 
correlations4 at different frequencies for annual, quarterly, and monthly data. Then I apply the 
band-pass filter to capture frequencies at three different ranges (no high frequency data at annual 
                                                          
4 As in Guarda and Martin (2011), I employ a Matlab dynamic correlations code made available by Forni et al. (2000), 




increments), and find the correlation between respective prices and existing home sales at specific 
frequency ranges. 
After replicating the Akkoyun et al. (2013) paper, I update the annual, quarterly and 
monthly data to 2016 and perform the HP-filter and dynamic correlations on updated data. In 
general, the pattern remains so that business cycle frequencies for annual data demonstrate lower 
correlations than those of lower frequency data as seen in Figure 2. Generally, the patterns have 
not changed. The main visible difference occurs in the West, where the correlation no longer 
touches the x-axis at zero like before. Updated first-differenced annual data looks the same for the 
most part, with the biggest difference being the drop in Northeast and West correlations to almost 
zero at higher frequencies, as shown in Figure 3. As for the real NAR versus FMHPI comparisons, 
the patterns look similar, but NAR correlations are more volatile than those of FMHPI as indicated 
in Figure 4.  
Figure 2: Dynamic correlations on HP filtered annual data, with business cycle frequency shaded 








Figure 3: Dynamic correlations on first-differenced annual data, with business cycle frequency 








Figure 4: Dynamic correlations on HP-filtered annual NAR and FMHPI real data, with business 





Interestingly, correlations between housing prices and existing home sales for quarterly 
data are higher throughout all regions and in the U.S. overall at all frequencies, compared to those 
of Akkoyun et al. (2013). Correlations are no longer negative, only briefly touch the x-axis, and 
continue to remain highest at lower frequencies, with the exception of the Midwest region 
(previously the West region), as seen in Figure 5. This could mean that during the boom period, 
the relationship between these series is more positive than during the bust period.  
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Figure 5: Dynamic correlations on HP filtered quarterly data, with business cycle frequency 




Figure 6 shows the results using monthly data and indicates that the updated data has lower 
correlation overall, across all frequencies, the opposite trend from the quarterly data. Generally, 
the correlations are more volatile than for either annual or quarterly data, and the trends are similar 
through all of the regions, with more negative correlations in the West.  
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Figure 6: Dynamic correlations on HP filtered monthly data, with business cycle frequency 





The discrepancy between the updated higher quarterly correlations and lower monthly 
correlations may suggest that monthly data has too much noise because of the high frequency, and 
since we are in the recovery period, the correlation between existing home sales and housing prices 
should be higher than before the recovery. The quarterly data captures that phenomenon more 
accurately.   
For the dynamic correlations analysis, there are several important observations to note. 
First, annual data seems to have the highest correlations between housing prices and existing home 
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sales, specifically for low frequency data. This result further highlights the strong relationship 
between these series at low frequency intervals, which occur as rare as once every eight or more 
years.  Second, the three main groups of theoretical models5 that attempt to explain the positive 
relationship between housing prices and existing home sales do not explain why correlation is 
roughly zero for the West and some parts of the Northeast at high frequency intervals. The search 
and matching frictions model by Berkovec and Goodman (1996) comes close, but barely touches 
on the reasoning behind the lower frequency results. Berkovec and Goodman’s (1996) general 
explanation for the positive correlation between housing prices and existing home sales is price 
stickiness, meaning that housing demand shocks result in greater movements of existing home 
sales in the short-term, while housing price changes occur with a time lag.  
Peterson (2009) offers a more appropriate explanation on search and matching frictions 
models, specifically with low frequency data. He concludes that behavioral inefficiency is the 
underlying driver of these trends, meaning that buyers and sellers regard past housing prices, at 
annual frequencies, as the fundamental values and view price changes, rather than price levels, as 
a more accurate basis for home value.  In addition, Peterson (2009) finds that the Northeast and 
West regions have larger deviations from fundamentals due to a lower elasticity of supply 
compared to other regions. These conclusions help explain the findings of this paper. 
3.3 Band-Pass Filter. This section provides an analysis of band-pass filter calculations using 
average and end-of-period FMHPI index. A band-pass filter eliminates high and low frequency 
fluctuations, passing through only certain frequencies within a specified range. 
                                                          
5 They are search and matching frictions model, the down-payment model, and the loss aversion model. 
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Average values. The trends generally remain similar between the original and the updated 
data and nothing particularly stands out on an annual basis, as seen in Table 1, except that the new 
low frequency correlations are lower across the board.  
Table 1: Band-pass filter correlations by using average annual FMHPI  
 
 
Comparing band-pass filtered correlations of the original quarterly data with the new data, 
the U.S. trend from high frequency to low frequency is the same, although the high frequency 
correlation turns from negative to positive. This is good news, as short-term U.S. housing sales 
and prices are now more so heading in the same direction. For the Northeast region, we can see 
that the business cycle correlation is no longer higher than the low frequency correlation, and even 
for the West, business cycle correlation is now higher than the high frequency correlation. This 
implies that, unlike the original data, the updated data follows the same pattern of increasing 
correlation with declining frequency across the board, as indicated by Table 2. 










Region High Frequency Business Cycle Low Frequency
US 0.089 0.563 0.818
NE 0.081 0.453 0.492
MW 0.219 0.363 0.885
S 0.158 0.534 0.842
W 0.073 0.110 0.749
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Previously, the monthly data was broken up into twenty major metropolitan areas and in 
that scenario, the trends were similar to those of annual and quarterly data, with the exception of 
the Western metropolitan areas (Phoenix, Los Angeles, Dan Diego) for which the correlations 
were around zero at all frequencies. Table 3 shows that the updated monthly data correlations are 
more straightforward, increasing for all three declining frequencies, even for the West.  
Table 3: Band-pass filter correlations by using monthly FMHPI 
 
 
End-of-period values. Because how monthly and quarterly data is calculated may affect 
the outcome, I also analyze the band-pass filter on end-of-period quarterly and annual data, rather 
than take the average of interim values. For annual data, as seen in Table 4, end-of-period 
correlations are generally higher across the board, with the gains largest in the Northeast and 
smallest in the West, and the low frequency data was more in line with the original correlations. 
The end-of-period annual correlations results are more consistent with those of dynamic 
correlations, having the highest values of the three samples. For quarterly data, as shown in Table 
5, the results are more mixed. Average correlations are higher than end-of period correlations, 
except for high frequency data. Correlations were lower for the West in the high frequency average 
data which also brought down the overall U.S. value. 
Region High Frequency Business Cycle Low Frequency
US 0.098 0.575 0.819
NE 0.125 0.453 0.552
MW 0.161 0.324 0.865
S 0.071 0.539 0.843
W 0.042 0.106 0.749
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Table 4: Band-pass filter correlations by using end-of-period annual FMHPI 
 
 
Table 5: Band-pass filter correlations by using end-of-period quarterly FMHPI 
 
 
Overall, the band-pass filter results confirm the dynamic correlations results, particularly 
when using the end-of-period data. Low frequency data demonstrates the highest correlation 
between housing prices and existing home sales, which is more in-line with Peterson’s (2009) 
theory of behavioral inefficiency.  
 
4. Granger Causality 
For updated annual data, main results mostly point to mutual Granger causalities at both 
low and business cycle frequencies, a departure from a more clear-cut original result6. The mutual 
causality is even more convincing for the low frequency (greater than 8 years) data. For the 
extended quarterly data detailed in Table 7, the pattern remains similar to that of Akkoyun et al. 
(2013), for the most part. While the low frequency data continues to demonstrate mutual Granger 
                                                          
6 House prices Granger-cause existing home sales for business cycle frequencies and existing home sales Granger-
cause prices for low frequencies as shown in Table 6. 






Region High Frequency Business Cycle Low Frequency
US 0.117 0.580 0.817
NE 0.069 0.461 0.498
MW 0.187 0.323 0.858
S 0.056 0.551 0.840
W 0.170 0.048 0.747
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causality across the board, high frequency data has turned more in favor of existing home sales 
Granger-causing prices in the West, Midwest, and all of U.S. (and so has business cycle frequency 
data in the Northeast, Midwest, and South). This is in line with the original result of existing home 
sales Granger-causing prices. 
Table 6: Granger Causality results by using annual data 
 
 
Table 7: Granger Causality results by using quarterly data 
 
In Akkoyun et al. (2013), monthly data consisted of twenty major metropolitan areas and 
in that scenario, Granger causality results using high frequency data were mixed: business cycle 
frequency data demonstrated mutual Granger causality, and for the majority of the cities, existing 
home sales Granger-caused house prices for low frequency data. In the current analysis, by regions, 
Region Null Hypothesis BC frequency F stat BC frequency P stat Conclusion   Low frequency F stat Low frequency P stat Conclusion
US P does not GC EHS 9.63 0.00 Reject 26.37 0.00 Reject
EHS do not GC P 11.29 0.00 Reject 32.62 0.00 Reject
NE P does not GC EHS 2.07 0.14 Do Not reject 5.42 0.01 Reject
EHS do not GC P 0.86 0.43 Do Not reject 3.52 0.04 Reject
MW P does not GC EHS 4.07 0.03 Reject 11.13 0.00 Reject
EHS do not GC P 3.27 0.05 Reject 29.94 0.00 Reject
S P does not GC EHS 13.24 0.00 Reject 30.45 0.00 Reject
EHS do not GC P 8.30 0.00 Reject 26.61 0.00 Reject
W P does not GC EHS 1.48 0.24 Do not reject 11.33 0.00 Reject
EHS do not GC P 4.06 0.03 Reject 24.13 0.00 Reject
Region Null Hypothesis High frequency F stat High frequency P stat Conclusion BC frequency F stat BC frequency P stat Conclusion
US P does not GC EHS 0.85 0.43 Do not reject 5.66 0.00 Reject
EHS do not GC P 4.28 0.02 Reject 12.28 0.00 Reject
NE P does not GC EHS 0.57 0.57 Do not reject 1.77 0.17 Do not reject
EHS do not GC P 2.09 0.13 Do not reject 11.18 0.00 Reject
MW P does not GC EHS 2.27 0.11 Do not reject 1.47 0.23 Do not reject
EHS do not GC P 3.95 0.02 Reject 9.02 0.00 Reject
S P does not GC EHS 2.37 0.10 Do not reject 2.03 0.14 Do not reject
EHS do not GC P 1.31 0.27 Do not reject 3.87 0.02 Reject
W P does not GC EHS 2.34 0.10 Do not reject 3.38 0.04 Reject
EHS do not GC P 6.67 0.00 Reject 39.80 0.00 Reject
Region Null Hypothesis Low frequency F stat Low frequency P stat Conclusion
US P does not GC EHS 117.23 0.00 Reject
EHS do not GC P 173.05 0.00 Reject
NE P does not GC EHS 6.00 0.00 Reject
EHS do not GC P 14.40 0.00 Reject
MW P does not GC EHS 158.91 0.00 Reject
EHS do not GC P 385.70 0.00 Reject
S P does not GC EHS 1197.78 0.00 Reject
EHS do not GC P 301.61 0.00 Reject
W P does not GC EHS 154.00 0.00 Reject
EHS do not GC P 66.82 0.00 Reject
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results now mirror those of the quarterly data. However, they are even more pronounced, with no 
evidence of Granger causality at higher frequency, and mutual Granger causality at lower and 
business cycle frequencies. In the South and West regions, existing home sales Granger-cause 
prices in the business cycle frequency. This is not in line with the results in Akkoyun et al. (2013) 
where there were only several mutual causalities, and the majority of causality went from existing 
home sales to house prices. For all increments, there is mutual causality between prices and 
existing home sales at lower frequency, and more evidence for either no relationship or existing 
home sales Granger-causing prices at higher frequencies. Table 8 summarizes the results.  
Table 8: Granger Causality results by using monthly data 
 
 
5. Home Improvement Sales and Housing Variables 
Berkovec and Goodman (1996) show through simulated demand regressions that at low 
frequency data, such as quarterly or annual data, house price changes are better indicators of 
housing demand changes. However, as the frequency increases to weekly or monthly data, changes 
in existing home sales are a better predictor of housing demand changes.  
Region Null Hypothesis High frequency F stat High frequency P stat Conclusion BC frequency F stat BC frequency P stat Conclusion
US P does not GC EHS 1.31 0.27 Do not reject 12.80 0.00 Reject
EHS do not GC P 0.13 0.88 Do not reject 32.28 0.00 Reject
NE P does not GC EHS 0.78 0.46 Do not reject 9.26 0.00 Reject
EHS do not GC P 0.00 1.00 Do not reject 19.83 0.00 Reject
MW P does not GC EHS 3.76 0.02 Reject 1.22 0.30 Reject
EHS do not GC P 0.10 0.90 Do not reject 17.62 0.00 Reject
S P does not GC EHS 0.98 0.38 Do not reject 0.63 0.53 Do not reject
EHS do not GC P 1.06 0.35 Do not reject 5.52 0.00 Reject
W P does not GC EHS 0.10 0.90 Do not reject 1.31 0.27 Do not reject
EHS do not GC P 1.63 0.20 Do not reject 125.45 0.00 Reject
Region Null Hypothesis Low frequency F stat Low frequency P stat Conclusion
US P does not GC EHS 396.32 0.00 Reject
EHS do not GC P 539.14 0.00 Reject
NE P does not GC EHS 22.66 0.00 Reject
EHS do not GC P 65.76 0.00 Reject
MW P does not GC EHS 621.74 0.00 Reject
EHS do not GC P 1364.54 0.00 Reject
S P does not GC EHS 3772.19 0.00 Reject
EHS do not GC P 837.86 0.00 Reject
W P does not GC EHS 444.53 0.00 Reject
EHS do not GC P 197.02 0.00 Reject
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According to the Trefis Team (2015) by Forbes, the home improvement industry sales, 
made up nearly entirely of Home Depot and Lowe’s revenues, are highly correlated with housing 
demand. In addition, existing home sales drive the home improvement industry, because an 
existing home up for sale or rent needs to be renovated before it goes on the market. Therefore, I 
adopt real home improvement sales7 and investigate which series, the housing prices or existing 
home sales, correlates better with the home improvement sales, which is a proxy for housing 
demand.  
I use monthly existing home sales and house prices data from 1992 to 2016. House prices 
are either the Case Schiller Price Index or the real HPI.  Once the data is HP-filtered, I calculate 
the dynamic correlations between home improvement sales and the Case Schiller Price Index or 
the real HPI, respectively. 
     As shown in Figure 7, existing home sales series has some high peaks in correlation but it 
doesn’t overwhelmingly have the highest correlation at all frequencies. Dissecting the results 
slightly further, existing home sales have one of the lowest correlations with home improvement 
sales at the lowest frequencies (annual) but the highest correlation at the higher frequencies. This 
conforms to the results in Berkovec and Goodman (1996), although instead of using changes in 
housing indicators, this paper uses level data. The results are still significant and suggest that 
monthly existing home sales are a better tool than monthly house price indices for gauging 
potential changes in housing demand.  
  
                                                          
7 Home improvement sales have been used in the literature, such as Miller and Sklarz (1986) and Leamer (2007). 
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Figure 7. Dynamic correlations of existing home sales (EHS), the real HPI, and the real Case 
Schiller Index with home improvement sales on HP-filtered monthly data, with business cycle 
frequency shaded in blue (ranging from 0.35 to 0.10 on the x-axis) 
 
 
Taking this one step further, I use another monthly housing price index (HPI) to correlate 
it to the home improvement sales. The results show that the Case Schiller Index is actually a better 
indicator of the status of the housing market than is the HPI index due to its higher correlation with 
the home improvement sales at all frequencies The indices are calculated differently which may 
explain the discrepancy. The HPI includes all 51 states (unlike the CS-Index which excludes 13 
states); in addition to purchases it also includes refinance appraisals; it uses direct mortgage data 
provided by Fannie Mae and Freddie Mac; and it gives equal weights to all properties (unlike the 
CS-Index which gives more weight to more expensive homes). Therefore, in analyzing longer 
horizons and historic data, the Case Schiller Index is more correlated to true housing demand 
compared to existing home sales. However, given a short-term horizon, existing home sales have 
a stronger predictive power over the direction of housing demand. 
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6. SVAR and Impulse Response Functions 
To further study the relationship between home improvement sales and existing home 
sales, I analyze the short-run behavior between these series in greater detail. I choose existing 
home sales as the primary housing indicator because of the close relationship it has with home 
improvement sales and its predictive properties, as seen in Figure 1. The times series SVAR 
analysis of contemporaneous relationships is used to confirm the positive short-run relationship 
between existing home sales and home improvement sales for monthly data.  I use monthly data 
for SVAR analysis based on the findings of Section 5 that existing home sales have a stronger 
predictive power over the direction of housing demand than do housing prices at high frequency 
intervals. 
I include four variables in the SVAR analysis. EHS are the seasonally-adjusted existing 
home sales, HIS are the real home improvement sales, R is the 30-year fixed-rate mortgage rate 
provided by the Federal Reserve Bank of St. Louis, and F1 is the regional factor for existing home 
sales, obtained by factor analysis in order to combine and reduce the number of regional variables 
(Northeast, West, South and Midwest) from four to one. Table 9 summarizes the correlations 
between the variables used in the SVAR analysis, for high and low frequency data for comparison 
purposes, obtained with the band-pass filter. Generally, low frequency correlations are the highest 
in absolute value, particularly between existing home sales and the regional factor, and between 
the home improvement sales and the regional factor. More importantly, correlation at low 
frequency between home improvement sales and existing home sales is also near +1, whereas at 




Table 9: High (HF) and Low (LF) frequency correlations between the SVAR variables: home 
improvement sales (HIS), existing home sales (EHS), 30-year mortgage rate (Rate), and the 
regional existing home sales factor (F1) 
 
 
The primitive or structural VAR (SVAR) framework has the following structure, in matrix 
form: 
                                 𝐴𝑋𝑡 = Γ0 + Γ1𝑋𝑡−1 + Γ2𝑋𝑡−2 + ⋯+ Γ𝑝𝑋𝑡−𝑝 + 𝑢𝑡                            (1) 
where 𝑢𝑡, a 4 x 1 vector, consists of uncorrelated disturbances across equations and there exists a 





 ) in the coefficient matrix 𝐴.  
The number of lags, or p from the above equation, is determined through selection order criteria 
such as Akaike and Bayesian information criteria. The majority of information criteria indicates 
two lags, which is confirmed with the Likelihood Ratio test, a test which sequentially compares 
the fit of the regular model to the model with the restricted number of lags. The residuals of the 
VAR system are stationary, and there is no autocorrelation in the error terms based on the Lagrange 
Multiplier (LM) test. 
LF HF LF HF LF HF LF HF
HF 1 0.11 0.078 0.009
LF 1 0.937 -0.29 0.934
HF 0.11 1 0.332 0.44
LF 0.937 1 -0.36 0.997
HF 0.078 0.332 1 0.349
LF -0.29 -0.36 1 -0.29
HF 0.009 0.44 0.349 1
LF 0.934 0.997 -0.29 1
Rate
F1 





To obtain the VAR in the standard or reduced from, equation (1) is multiplied by the 
inverse of 𝐴, making Θ𝑡 = 𝐴
−1 Γ𝑡 and 𝑒𝑡 = 𝐴
−1 𝑢𝑡. Since the contemporaneous 𝐴 matrix is 4 x 4, 
we need to impose six coefficient restrictions (determined by the ratio 
𝑛(𝑛−1)
2
 where n is the number 
of variables) to make the system just-identified and to be able to recover the remaining coefficients.  
 The four equations have the following contemporaneous setup on the left-hand side for the 
𝐴 matrix in equation (1): 
                    Factor 1 equation:           𝑎11 F1 +  𝑎12 Rate +  𝑎13EHS +  𝑎14𝐻𝐼𝑆 = …                   
                   Rate equation:                  𝑎21 F1+  𝑎22 Rate +  𝑎23 EHS +  𝑎24HIS = …                 (2) 
                   EHS equation:                  𝑎31 F1 +  𝑎32 Rate +  𝑎33 EHS +  𝑎34HIS = … 
                   HIS equation:                   𝑎41 F1 +  𝑎42 Rate +  𝑎43 EHS + 𝑎44 𝐻𝐼𝑆 = … 
 
It is given that the values along the diagonal are 1, so   𝑎11 = 𝑎22 =  𝑎33 =  𝑎44 =1, since 
that is the relationship of each variable to itself. The remaining restrictions draw from theory. 
Suppose that the existing home sales have no contemporaneous effect on the 30-year fixed rates 
(𝑎23 = 0) but rates have a contemporaneous effect on home improvement sales (𝑎42 ≠ 0). 
Furthermore, we assume that the factor does not play a role here, since we are interested in the 
national figures that we can easily interpret. Thus,   𝑎12 = 𝑎13 =  𝑎14 = 0. If interest rates increase, 
existing home sales decline (𝑎32 ≠ 0), since it becomes more expensive to purchase a home and 
thus home improvement sales also decline (𝑎42 ≠ 0). A drop in existing home sales should also 
inhibit home improvement sales growth (𝑎43 ≠ 0). Thus, the 𝐴 matrix has the following form, 
which resembles the Cholesky-decomposed 4 x 4 matrix: 





     𝑎11 𝑎12 𝑎13 𝑎14
    𝑎21 𝑎22  𝑎23 𝑎24
    𝑎31   𝑎32 𝑎33 𝑎34
    𝑎41   𝑎42 𝑎43 𝑎44







1 0 0 0
. 1 0 0
. . 1 0
. . . 1




The following B matrix contains the variances of structural innovations, in which each element  
along the diagonal is significant.  





     𝑏11 𝑏12 𝑏13 𝑏14
    𝑏21 𝑏22  𝑏23 𝑏24
    𝑏31   𝑏32  𝑏33  𝑏34
     𝑏41    𝑏42  𝑏43  𝑏44







. 0 0 0
0 . 0 0
0 0 . 0
0 0 0 .
]                              (4) 
Although the system is just-identified, several coefficients in the 𝐴 matrix have 
insignificant coefficients.  By checking for overidentifying restrictions after each restriction and 
by eliminating the insignificant coefficients one by one (𝑎13 = 𝑎14 =  𝑎23 = 𝑎24 = 𝑎34 = 0), I 
obtain the following contemporaneous relationship in the fourth home improvement sales 
equation:  
𝐻𝐼𝑆𝑡 − 0.0002 𝐸𝐻𝑆𝑡 =…                                               (5)     
 
such that the coefficient 𝑎43 = −0.000183 from equations (2) and (3), indicating a positive 
relationship between the two variables at time t as originally predicted. Thus, in the short-run, a 
positive correlation between existing home sales and housing demand is confirmed.  
Figure 8 reports the impulse responses of home improvement sales to shocks in existing 
home sales and mortgage rates respectively for 20 periods, or nearly 2 years. Particularly, a positive 
existing home sales shock significantly boosts home improvement sales after 6 months. 
Conversely, a positive mortgage rates shock, or higher rates, significantly reduces home 




Figure 8: Impulse Response Functions of the SVAR: response of home improvement sales 
(HISALES) to shocks in existing home sales (EHS_US) and mortgage rate (RATE30YR) 
   
 
7. Conclusion 
This paper uses spectral analysis, namely dynamic correlations and the band-pass filter, to 
study correlations between U.S. housing prices and existing home sales at different frequencies. 
First of all, this paper confirms the original findings of Akkoyun et al. (2013) that the lower the 
frequency of the data, the higher the correlation between these two series. Moreover, I establish 
that home improvement sales are closely linked to U.S. housing demand, and therefore, the former 
can be used as a proxy for the latter.  
There are several important observations to note. First, using dynamic correlations, data at 
annual increments demonstrates the highest correlations between housing prices and existing home 
sales, specifically for low frequency data. For the band-pass filter, this holds true only when using 
the end-of-period housing price index.  This result suggests that price and existing home sales data 
points of the lowest frequency, more than eight years apart, show greater co-movement than at 
monthly, quarterly, or even annual intervals. Second, after analyzing the baseline theoretical 
models that try to explain the positive correlation between the two series, I find that recent search 
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inefficiency suggests that buyers and sellers regard past housing prices, at annual frequencies, as 
the fundamental values and view price changes, rather than price levels, as a more accurate basis 
for home value.  In addition, Peterson (2009) finds that the Northeast and West regions have low 
supply elasticity relative to other regions and larger deviations from fundamentals, which helps 
explain the zero correlation results these regions experience with quarterly and monthly data. 
Third, correlating home improvement sales with housing prices and then existing home sales 
suggests that existing home sales have a stronger predictive power with respect to the direction of 
housing demand in the short-run. House prices are preferable for low frequency data. Fourth, 
Granger causality results show that there is more evidence to suggest that existing home sales 
Granger-cause housing prices, specifically at high frequencies. Finally, time series analysis of 
SVAR using contemporaneous restrictions and impulse response functions reveals a positive effect 
of existing home sales and a negative effect of mortgage rates on home improvement sales, which 
confirms Trefis Team (2015) analysis and our predictions.  Future research may extend this study 
to the stock market through analyzing high and low frequency correlations between prices and the 
number of shares, in order to identify early, more accurate signs of stock market shifts.  
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CHAPTER 2: Money Demand and Housing:  A 




Housing is a major part of the U.S. economy. According to NAHB1, housing's contribution 
to GDP was 15.7% in 2016, consisting of two major categories: personal consumption 
expenditures such as rent and utilities (12.1%), and residential fixed investment which includes 
construction and remodels (3.6%). Interestingly, that figure was even higher at 19.3% in 1975.  
One of the decades-long debates in the U.S. real estate market is the existence of a causal 
relationship between housing and money variables. The interdependence between housing and 
money has been frequently studied in the literature. One major question is the existence of a causal 
relationship between housing and money (Greiber and Setzer, 2007) – does a greater money supply 
inflate asset prices (“asset inflation channel”) or do growing housing prices create a greater demand 
for money (“money demand channel”)? Does an expansionary monetary policy (an easing of 
interest rates) make housing more affordable and attractive, thus raising housing prices with 
increasing demand, or do growing home values create greater housing wealth and the demand for 
greater loans, in which case housing is a form of collateral (Goodhart and Hofmann, 2008)? Or, as 
Goodman and Hofmann (2008) put it, is there another factor, such as the economic cycle, which 
drives both of these variables? The answer, based on the literature, seems to be a combination of 
these factors. In addition, household wealth should be considered as it acts as a constraint for 
potential buyers and is significant in both asset inflation and money demand scenarios.    
Friedman (1988) provides evidence for the “money demand channel” theory (causation 
going from asset prices to money), in which case rising home values makes investment in housing 
more attractive relative to other assets. Acharya et al. (2009), however, support the “asset inflation 
                                                          
1 National Association of Home Builders 
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channel” theory and partially blame the Fed, which created a long period of low fed funds rate, for 
creating cheap financing, which in turn led to the credit bubble and the housing bubble.  
Some research suggests that the link between housing prices and money is strongest in 
times of a housing boom. There are simply more housing purchases made when the market is more 
optimistic, which creates a greater demand for money and credit. Using a panel of 17 OECD 
countries and controlling for the endogeneity of money and credit, Adalid and Detken (2007) find 
a strong positive relationship between money and aggregate asset price booms, which is 
particularly pronounced in times of economic booms. Adalid and Detken (2007) support the asset 
inflation theory, or causation going from money to asset prices. Goodhart and Hofmann (2008) 
find that money and credit react more to monetary shocks in times of housing price bubbles. 
A particular issue called money illusion, explored by Brunnermeier and Julliard (2006), 
confirms what Case and Schiller (1988, 1989) concluded about the inefficiencies of the housing 
market. While Case and Shiller (1988) focus on expectations, Brunnermeier and Julliard (2006) 
focus on inflation. More specifically, money illusion stems from the fact that most people make 
buy versus rent decisions based on nominal interest rates, and wrongly attribute lower inflation to 
low real interest rates. Thus, this effect drives home prices up in times of lower inflation and makes 
future real mortgage payments more expensive relative to expectations. This example 
demonstrates that the housing market does not only react to money, liquidity, and fundamentals 
but also to other irrational components, making any analysis far from perfect. 
While most papers2 analyzing housing and its role in the U.S. economy adopt housing 
prices as the housing indicator of choice, there is a growing literature that focuses on housing 
                                                          
2 Stein’s (1995) down-payment model or Genesove and Mayer’s (2001) loss aversion model (as well as Greiber and 
Setzer, 2007; Iacoviello, 2004; Goodhart and Hofmann, 2008; Adalid and Detken 2007; Case and Shiller, 1988, 1989) 
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turnover3 instead (Berkovec and Goodman, 1996; Miller and Sklarz, 1986; Leamer, 2007). In this 
paper, I use existing home sales in place of housing volume, because according to equity research 
analysis (Merrill Lynch, 2007; Bloomberg, 2006), existing home sales is a housing volume 
indicator most closely linked to home improvement demand, and ultimately to housing demand. 
Existing home sales consist of national and regional sales of condos, co-ops, and single-family 
homes as well as townhomes that are not considered new construction.  
Previous literature (Berkovec and Goodman, 1996; Leamer, 2007) suggests that in fact 
housing turnover and existing home sales react faster than prices to a negative housing demand 
shock. One reason is price stickiness of housing in economic downturns. Leamer (2007) suggests 
that a price disconnect occurs when a property loses value. The sellers cannot come to terms with 
the financial loss while the buyers tend to look forward to the potential value of the property and 
are not willing to pay above market value. Therefore, existing home sales rather than housing 
prices would be a more accurate predictor of housing demand. With a search and matching frictions 
model, Berkovec and Goodman (1996) find that price expectations take time to adjust, while 
turnover and housing demand are more closely related. They argue that turnover is a better 
indicator of changes in housing demand for shorter periods of time, but the price-turnover 
relationship is actually stronger at lower-frequency data, such as for annual increments (Hort, 
2000; Miller et al. 2011). Akkoyun et al. (2013) demonstrate that price-volume correlations are 
strongest for annual rather than monthly data by plotting correlations on a frequency scale using 
the band-pass filter and dynamic correlations. 
Miller and Sklarz (1986) provide five leading indicators of housing market price trends, 
which include new and existing home sales, percentage of listings sold, mean time on the market, 
                                                          
3 Turnover is the number of per capita home sales, or existing home sales per household. 
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mean percentage of listing price received, and months remaining inventory. They claim that the 
aggregate of new and existing home sales is likely the most important leading indicator, because 
it predicts in which direction housing demand is shifting. 
Miller et al. (2011) analyze the effect of housing turnover on anticipated price changes. 
Using 372 U.S. MSAs over the period of 1981Q1 to 2008Q2 in a panel Vector Error Correction 
Model (VECM), they find that changes in housing turnover affect economic production. More 
specifically, Granger causality results show that changes in housing turnover affect gross 
metropolitan production (GMP) and in turn influence future home prices, proxied by the OFHEO4 
house price index. Impulse response functions confirm this result, with the GMP response to a 
positive shock in housing turnover occurring two quarters ahead of the response in housing prices. 
Therefore, changes in housing turnover can help predict future house price changes (Miller et al., 
2011). 
While a positive correlation between housing turnover and prices has been generally 
established (Clayton et al., 2008; Clayton et al., 2009; Wheaton and Lee, 2009; Ngai and Tenreyro, 
2014), the direction of causality between the two is still under discussion. Shi et al. (2010) conduct 
a study of twelve New Zealand cities for the 1994-2004 period in monthly increments. They claim 
that housing prices include a speculative bubble, and a drop in new and existing home sales means 
that enthusiasm about future house prices has declined. Using a SPAR5 index along with two other 
price indices, the authors employ Vector Autoregression (VAR), Granger causality, cointegration, 
and VECM frameworks, and find that for larger cities, causality flows from new and existing home 
sales to prices, whereas the relationship for smaller cities is more ambiguous. For larger cities, 
there exists one cointegrating relationship between home sales and prices, and the VECM approach 
                                                          
4 The Office of Federal Housing Enterprise Oversight. 
5 The Sales Price Appraisal Ratio is the ratio of current house prices to previous period’s house values. 
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also suggests that causality flows from home sales to prices. These results are in line with the 
search and matching frictions model proposed by Berkovec and Goodman (1996). 
The time series analysis of money demand is brought to light on a global scale in the recent 
literature. A VECM analysis of the Greek housing market shows a long-run relationship in which 
mortgage loans and retail trade are the most significant factors in determining housing prices 
(Panagiotidis and Printzis, 2016).  Using VAR impulse responses, Berlemann and Freese (2013) 
show that monetary policy, in the form of interest rate variations, has a larger effect on the private 
real estate market rather than on commercial properties in Switzerland.  For the Euro area as a 
whole, VAR analysis of monetary policy shocks reveals that the response of housing prices (as 
well as residential investment) to monetary policy shocks is highest in countries with more flexible 
mortgage markets and a variable-rate mortgage structure, characteristics of the more developed 
countries (Calza et al., 2013).  Also, Zhang (2013) concludes that for China, monetary growth 
contributes to house price inflation under sticky prices. When analyzing China’s CPI, more weight 
needs to be placed on the domestic housing market than on trade.   
Furthermore, Greiber and Setzer (2007) add housing variables to a standard money demand 
function in order to study the dynamics of money in light of the housing price bubble that preceded 
the recent financial crisis. Sousa (2010) and Beyer (2009) use a similar approach for the Euro area 
and find mixed results on the relationship between housing wealth and money balances, but 
highlight the dominant specification of including a housing variable in the money demand 
equation.  Greiber and Setzer (2007) aim to explain the apparent instability in the standard money 
demand equation since the mid-1990s and to better understand why in the events leading up to the 
crisis, monetary growth has outpaced the increases in the consumer price index (CPI). Could a 
boom in construction and surging housing prices cause money to grow faster than the rate of 
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inflation? More specifically, was the source of this inconsistency the surging housing prices 
(Friedman, 1988), an expansionary monetary policy (Adalid and Detken 2007), a relaxed loan 
structure (Iacoviello, 2005), a combination of these factors (Goodhart and Hofmann, 2007), or was 
an entirely different factor driving these results? Greiber and Setzer (2007) aim to explain the 
strong money growth since 2004, and determine whether future monetary policy decisions should 
put more emphasis on the developments in the housing sector, particularly if the money demand 
channel proves to be more relevant.  
In this paper, I replicate and extend Greiber and Setzer’s (2007) results. Specifically, I 
compare the 1986-2006 VAR and VECM impulse responses to the 1986-2016 VECM impulse 
responses, in order to study how the recovery period since the peak of the financial crisis has 
altered the relationship between money and the housing variables. I partition the full sample into 
two sub-samples, before and after the peak of the financial crisis, and then compare the coefficients 
on the housing variables under different economic scenarios. I further examine the strength of 
VECM impulse responses using existing home sales rather than housing prices or housing wealth, 
in order to investigate which housing variable reacts faster to a positive money demand shock.  
The remainder of this paper is organized as follows.  Section 2 describes the model and the 
data sources. Section 3 details the VAR analysis for housing prices and household wealth (another 
housing variable closely linked to housing prices). It also provides the cointegration tests for these 
variables, and plots the baseline VECM impulse responses along with the robustness check model, 
comparing Greiber and Setzer’s (2007) with the current results. Section 4 details the VAR and 
VECM time series analysis for existing home sales, and analyzes the VECM impulse responses of 
existing home sales to shocks in macroeconomic variables. It also includes the comparison of the 
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cointegrating coefficients of housing variables between the two sub-samples. Finally, Section 5 
describes the Granger causality results, and Section 6 concludes. 
2. Model and Data 
Greiber and Setzer (2007) seek to determine the relationship between money and housing 
variables, and the direction of causality. The asset inflation theory supports causality flowing from 
money to housing (lower interest rates create greater liquidity thus inflating house prices), while 
the money demand theory supports causality flowing from housing to money (higher house prices 
trigger a greater demand for money). It is possible, and most likely, that both phenomena are 
related. 
To test this hypothesis, the Greiber and Setzer (2007) employ the following model: 
(𝑚 − 𝑝)𝑡 = 𝛼0 + 𝛼1𝑔𝑑𝑝𝑡 + 𝛼2𝑖𝑟𝑡 + 𝛼3𝑝𝑟𝑜𝑝𝑡 + 𝑡 
where 𝑚 is nominal money demand, 𝑝 is the GDP deflator (with (𝑚 − 𝑝)𝑡 being the real M3), 
𝑔𝑑𝑝𝑡 is the real GDP, 𝑖𝑟𝑡 is the short-term interest rate, more specifically the spread between the 
three-month treasury bill and the own rate of M2M, and 𝑝𝑟𝑜𝑝𝑡 is the real housing variable, either 
the housing price index or the household wealth. The authors augment the standard money demand 
function with a housing variable in light of recent economic developments in order to reconcile 
the strong money growth since 2004 with surging housing prices that far outpaced CPI growth. 
Figure 1 shows that housing wealth is larger and less volatile than housing prices, but the upwards 
trend is visible in both series. In Section 4, 𝑝𝑟𝑜𝑝𝑡 also represents existing home sales, and I make 
the case for using existing home sales rather than housing prices or housing wealth. All variables 
with the exception of short- and long-term interest rates are transformed into common logarithms. 
Greiber and Setzer (2007) use the discontinued money supply aggregate M2M, which resembles 
the money supply M3 used in this analysis as displayed in Figure 2.  
38 
 
Economic data series were obtained from the Bureau of Economic Analysis and Federal 
Reserve Bank of St. Louis, and the housing price index was obtained from the Bank for 
International Settlements. Household wealth, which is the value of real estate at market value for 
households and nonprofit organizations, can be found in the Flow of Funds data from the Board 
of Governors of the Federal Reserve System. Total household net worth consists mainly of real 
estate equity, which was nearly 60% of households, net of mortgages, in 2017Q1. In addition, 
household real estate value as a percent of GDP was around 120% in 2017, and mortgage debt as 
a percent of GDP continues to decline (Federal Reserve, Flow of Funds report). 
Greiber and Setzer’s (2007) data is quarterly from 1986 to 2006, and has been updated to 
2016Q4 in this paper. For the robustness check, two additional credit variables are employed – 
residential mortgage loans (Federal Reserve System) and the 30-year mortgage rate (Freddie Mac). 
Table 1 summarizes the data, before the logarithmic transformations. We can see that the short-
term interest rates are lower than the long-term interest rates, while GDP and the housing wealth 
are similar in magnitude and scope.   
Table 1: Summary statistics 
 
MONEY MORTRATE PRICES EXISTING HOME SALES LOANS WEALTH GDP S-T RATE
 Mean 5,060.76       0.069 130.03 5,221,788        6,813,444      1.11E+13 1.23E+13 0.014
 Median 4,090.40       0.070 121.27 4,878,000        5,717,620      8.62E+12 1.27E+13 0.015
 Maximum 12,538.30    0.109 197.67 8,506,000        12,135,815   2.50E+13 1.66E+13 0.039
 Minimum 1,619.90       0.034 102.90 3,187,333        1,799,405      3.14E+12 7.78E+12 -0.007
 Std. Dev. 3,048.21       0.021 24.58 1,325,053        3,710,748      6.51E+12 2.71E+12 0.012
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Figure 1: Real U.S. housing prices (left) and housing wealth (right), in logs, over the 1986-2016 
time period 
 
Figure 2: Comparison of M2M and M3 monetary aggregates, in logs, over the 1986-2016 time 
period  
 
3. Housing Prices and Housing Wealth Analysis: Then and Now 
3.1. VAR and Unit Root. Checking whether the data series have a unit root, I perform the 
Augmented Dickey-Fuller (ADF), Philips-Perron (PP), and the Kwiatkowski–Phillips–Schmidt–



























Table 2: Unit root tests, in level and first difference 
 
Notes: For PP and ADF tests, the null hypothesis is the existence of a unit root, which is rejected if the value falls below -2.9.  
For the KPSS test, the null hypothesis is stationary series, which is rejected if the value falls above 0.46. 
The unit root test results are generally consistent with those of Greiber and Setzer (2007). 
As shown in Table 2, money, GDP, existing home sales, and interest rates are I(1) and are 
stationary (by rejecting the null hypothesis of a unit root) in their first-difference at the 5% 
significance level, based on the Phillips Perron, Augmented Dickly Fuller, and KPSS tests. In the 
original paper, all U.S. variables are I(1); yet for the Euro area, house prices and more specifically 
housing wealth are not I(1) with certainty. This holds true for the updated U.S. housing variables 
as well. We reject the null hypothesis of a unit root for housing wealth only at the 5% level in the 
second difference based on the Phillips Perron and Augmented Dickey Fuller tests. For the KPSS 
test, which is used as a complement to check for stationary, the null hypothesis of stationarity is 
not rejected for prices and wealth at the 5% level in the first difference, so I use the KPSS test 
results to conclude that the series are I(1).  
 I proceed to create a VAR with four variables: (𝑚 − 𝑝)𝑡, 𝑔𝑑𝑝𝑡, 𝑖𝑟𝑡, and 𝑝𝑟𝑜𝑝𝑡. At first, 
𝑝𝑟𝑜𝑝𝑡 represents housing prices, then wealth, and then existing home sales in Section 4. Unlike 
the original Greiber and Setzer (2007) paper, the updated analysis needs to be controlled for the 
recession. The single equation unknown breakpoint test6 suggests a single break date in 2007Q1 
                                                          
6 Obtained using the Quandt-Andrews breakpoint test and confirmed with the multiple breakpoint (Bai-Perron) test, 
using EViews. 
LEVEL First Difference Level First Difference Level First Difference
M-P 2.191 -5.843 2.312 -5.797 1.279 0.547
GDP -1.976 -7.504 0.266 -7.139 1.314 0.382
IR -2.093 -7.112 -2.109 -7.157 0.792 0.036
House Prices -1.593 -2.965 -2.176 -3.073 0.609 0.077
House Wealth -1.819 -2.575 -1.534 -2.570 1.287 0.268




when extending housing prices to 2016; therefore, I include an exogenous dummy variable to 
control for the financial crisis.  In Section 4.6, I compare the coefficients of the two sub-samples, 
before and after the break.  
Based on the Akaike Information Criterion (AIC) and the Final Prediction Error Criterion 
(FPE) as seen in Table 3, VAR using housing prices has 4 lags, and with the Lagrange Multiplier 
(LM) test, VAR residuals show almost no autocorrelation (there is more residual autocorrelation 
at 2 lags). Greiber and Setzer (2007) lagged the price variable by 3 and the wealth variable by 1 to 
eliminate residual autocorrelation. After performing the LM test, there is no evidence of residual 
autocorrelation present, so I do not lag either of the series in the current analysis. Extending 
housing wealth to 2016, I repeat the methodology. The AIC, FPE and other VAR lag criteria 
suggest 2 lags with almost no autocorrelation in the residuals, based on the LM test. This implies 
one lag for the VECM analysis in Section 3.4. 




In the Price Equation LogL LR FPE AIC SC HQ
0 998.15 NA 3.36E-13 -17.37 -17.18 -17.29
1 1990.29 1879.85 1.23E-20 -34.50 -33.92 -34.26
2 2087.76 177.83 2.94E-21 -35.93  -34.96*  -35.53*
3 2101.48 24.07 3.07E-21 -35.89 -34.54 -35.34
4 2129.69 47.52   2.49e-21*  -36.09* -34.37 -35.40
5 2135.24 8.96 3.02E-21 -35.92 -33.80 -35.06
6 2155.43 31.16 2.84E-21 -35.99 -33.49 -34.98
7 2171.79 24.11 2.88E-21 -36.00 -33.12 -34.83
8 2185.60 19.38 3.06E-21 -35.96 -32.69 -34.63
Number of Lags
In the Wealth Equation LogL LR FPE AIC SC HQ
0 938.21    NA 9.61E-13 -16.32 -16.13 -16.24
1 1,969.63  1,954.27  1.76E-20 -34.13 -33.56 -33.90
2 2,094.95  228.65 0.00*  -36.05*  -35.09*  -35.66*
3 2,107.55  22.11 2.76E-21 -35.99 -34.65 -35.45
4 2,122.44  25.07 2.83E-21 -35.97 -34.24 -35.27
5 2,130.75  13.41 3.27E-21 -35.84 -33.73 -34.98
6 2,148.46    27.33* 3.21E-21 -35.87 -33.37 -34.85
7 2,163.45  22.09 3.33E-21 -35.85 -32.97 -34.68
8 2,170.99  10.58 3.96E-21 -35.70 -32.44 -34.38
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3.2. VECM estimates for Housing Prices and Wealth. Proceeding to cointegration estimation, 
based on both the trace test and the eigenvalue test, the Johansen cointegration methodology shows 
2 cointegrating vectors for the money demand equation with housing prices (the price equation) at 
the 0.05 level (Table 4).  For the money demand equation with housing wealth (the wealth 
equation), there is 1 cointegrating vector. For the price VECM equation, I select option 2 (no 
deterministic trend), 3 lags (one less than in the VAR), and the inclusion of the time dummy 
variable previously mentioned.  
For the wealth VECM equation, I also select option 2 (no deterministic trend), one lag (one 
less than in the VAR), and the inclusion of the exogenous dummy variable. The trace test indicates 
one cointegrating relationship. Interestingly, as with housing prices, extending the housing wealth 
sample through the financial crisis reverses its long-term effect on money. 
Table 4: Rank tests using the trace statistics 
 
Note: Residual autocorrelation was not present in the updated data, so there is no need to lag either prices or wealth in 
the current analysis. 
Since the rank test indicates two cointegrating relationships using housing prices and one 
using housing wealth, Table 5 reports two normalized cointegrating price equations and one 
cointegrating wealth equation for 2016, and compares them to the results of Greiber and Setzer 
(2007). One of the current price equations seems to have reversed the effect of prices on money 
demand. Unlike in Greiber and Setzer (2007), where housing prices have a positive effect on 
Number of cointegrating relationships 0 1 2 3
Critical value 47.86 29.8 15.49 3.84
Sample 1986Q1-2016Q4
Original paper: prices (lags = 3) 55.64* 26.48 8.00 1.71
My findings: prices (no lags) 82.71* 35.09* 15.42  0.31
Original paper: prices (lags = 1) 60.08* 22.65 9.15 2.58




money, housing prices now have a negative effect on money in one of the price equations. Rising 
interest rates, as previously reported, have a negative effect on money. The other cointegrating 
price equation, however, is more in line with the original results, as reported in the bottom panel 
of Table 5. Here, the coefficient on housing prices is positive and significant. For the wealth 
equation, a similar dynamic holds as in the first price equation, with wealth now having a negative 
effect on money. One notable difference is the coefficient on GDP in updated equations is no 
longer significant. Interestingly, extending the prices and wealth sample through the financial 
crisis reverses the long-term effect of housing variables on money in two out of the three models. 
Because the housing bubble burst in the period following Greiber and Setzer’s (2007) results, my 
extended results capture the magnitude of the housing market crash and the subsequent housing 
price recovery.  
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Table 5: Cointegrating coefficients, comparing 2006 results with 2016 results 
 
Note: * indicates significance at the 0.05 level. The analysis includes the exogenous dummy variable (for price and wealth). The 
two models with prices represent two cointegrating vectors, based on the trace statistics in Table 4.  
 
 
3.3. VECM Impulse Response Analysis for Housing Prices. The authors initially suggest that 
impulse responses are calculated using levels of data, as proposed by Sims et al. (1990), for a more 
meaningful interpretation. The ordering of the variables is Cholesky, from most exogenous to most 
endogenous: (𝑝𝑟𝑜𝑝𝑡, 𝑔𝑑𝑝𝑡, (𝑚 − 𝑝)𝑡, 𝑖𝑟𝑡). The assumption is that money and interest rates react 
to property prices and GDP. Changing the ordering does not significantly alter the impulse 
response functions. 
For the impulse response functions as shown in Figure 3, now we see a quicker response 
of house prices to a positive shock in money compared to the 2006 results.  Thus, the asset inflation 
dependent variable: (m-p) First Model with Prices S.E. Second Model with Prices S.E. Model with Wealth S.E.
gdp 0.89 1.10 -0.41 0.41 0.67 0.37
irs -34.50 * 6.94 -6.21 * 2.13 -6.42 * 1.22
p_price -3.92 * 1.00 1.01 * 0.38
p_wealth -0.38 * 0.17
constant -8.33 -12.90 13.90 * 4.75 -7.02 * 0.50
First Model with Prices S.E. Second Model with Prices S.E. Model with Wealth S.E.
d(m-p) 0.00 0.00 0.01 * 0.00 0.01 * 0.00
d(gdp) 0.00 * 0.00 0.00 -0.05 0.00 * 0.00
d(irs) 0.00 0.00 -0.14 * -0.03 -0.019 * 0.00
d(p-price) -0.01 * 0.00 0.00 0.00
d(p-wealth) -0.01 * 0.01
d(dummy) 0.00 0.00 0.00 0.00 0.00 0.00
dependent variable: (m-p) Model with Prices S.E. Model with Wealth S.E
gdp 0.87 * 0.03 0.73 * 0.07
irs -4.86 * 0.45 -4.87 * 0.52
p_price 0.77 * 0.07
p_wealth 0.28 * 0.05
constant -4.26 -4.33
Model with Prices S.E. Model with Wealth S.E
d(m-p) -0.11 * 0.05 -0.08 * 0.03
d(gdp) -0.04 0.03 -0.03 0.02
d(irs) 0.01 0.02 0.00 0.14
d(p-price) 0.3 * 0.07
d(p-wealth) 0.1 * 0.03
LONG-RUN RELATIONSHIP, Original Paper (2006)
ERROR CORRECTION TERM, Original Paper (2006)
LONG_RUN RELATIONSHIP, Updated Results (2016)
ERROR CORRECTION TERMS, Updated Results (2016)
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channel is even more pronounced today than it was years ago, before the market crashed (a positive 
response of house prices to a positive money shock). This may account for the fact that once the 
housing bubble burst, housing was more in line with macroeconomic fundamentals. The money 
demand channel is also more significant and lasting than before. In addition, prices became more 
sensitive to higher interest rates and the interest rate is driven down by a positive money shock, 
although less significantly than before, and eventually rebounds. All other impulse response 
functions are similar to those of Greiber and Setzer (2007). 
Figure 3: Comparing 2006 VECM impulse response functions to 2016 VECM results, using housing prices
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Note: Represents selected graphs only. From left to right:  response of  money demand to a shock in prices, response of 
prices to a shock in money demand, response of prices to a shock in interest rate, response of money demand to a shock in interest 
rates, and response of interest rate to a shock in money demand. Both 2006 and 2016 results display a 90-percent bootstrap 
confidence interval. The 2006 housing prices were lagged by 3 to account for autocorrelation. Graphed using Gretl software. 
3.4. VECM Impulse Response Analysis for Housing Wealth. For the wealth equation, the 
response of money to a positive shock in housing wealth has turned from slightly positive to 
negative as shown in Figure 4. In addition, the response of wealth to a shock in money has turned 
more negative with time, as opposed to being significantly positive in the original 1986-2006 
sample. Once again, the response of money to higher interest rates has turned more positive in the 
recent data. We can also conclude that the asset inflation channel with wealth is not as strong as in 
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Figure 4: Comparing 2006 VECM impulse response functions to 2016 VECM results, using 
household wealth 
         
   
 
                                                                  
Note: Represents selected graphs only. From left to right:  response of  money demand to a shock in wealth, response of 
wealth to a shock in money demand, response of wealth to a shock in interest rates, response of money demand to a shock in interest 
rates, and response of interest rates to a shock in money demand. Both 2006 and 2016 results display a 90-percent bootstrap 
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3.5. VECM Impulse Response Analysis for Housing Prices– Robustness Check. For the 
robustness analysis, the authors employ two additional credit variables – lending and long-term 
interest rate. Loans are those provided to households, from one to four family residences, and to 
multifamily residences, in logs, while the long-term interest rate is the 30-year mortgage rate 
(𝑖𝑟𝑙𝑡). The ordering of the variables is as follows:(𝑝𝑟𝑜𝑝𝑡, 𝑔𝑑𝑝𝑡, 𝑙𝑜𝑎𝑛𝑠𝑡,  (𝑚 − 𝑝)𝑡, 𝑖𝑟𝑙𝑡, 𝑖𝑟𝑠𝑡). 
There is one cointegrating vector7 for the price equation when credit variables are included. 
Figure 5: Comparing 2006 VAR impulse response functions to 2016 VECM impulse response 
functions, using housing prices, loans, and long-term interest rates 
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Note: Represents selected graphs only. From left to right:  response of money demand to a shock in price, response of 
price to a shock in money demand, response of loans to a shock in money demand, response of money demand to a shock in loans, 
response of prices to a shock in interest rates, response of GDP to a shock in interest rate, response of prices to a shock in the 
mortgage rate, and response of GDP to a shock in the mortgage rate. Both 2006 and 2016 results display a 90-percent bootstrap 
confidence interval. The 2006 housing prices were lagged by 3 to account for autocorrelation. Graphed using Gretl software. 
 For the 2006 VAR results, as shown in Figure 5, a positive money demand shock leads to 
an increase in housing variables (asset inflation channel) while the money demand channel is 
insignificant. In addition, a shock to money drives up loans but a shock to loans does not boost 
money. Thus, there is more evidence to support the asset inflation channel theory.  
For the 2016 VECM robustness analysis, the asset inflation and money demand theories 
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giving more weight to the asset inflation theory, while the money demand channel theory is not 
significant. As with the 1986-2006 sample, loans are driven up by a positive shock to money. 
In addition, comparing the short-term interest rates with the long-term mortgage rates, we 
see from the 2016 VECM impulse responses that a positive shock to long-term interest rates has a 
slightly more negative effect on housing and economic variables, a change from the original 
results. Thus, we suggest that the long-term mortgage rate is more closely linked to monetary 
policy shocks rather than the short-term interest rate, likely because homeowners are growing more 
optimistic. 
3.6. VECM Impulse Response Analysis for Housing Wealth– Robustness Check. For the 2006 
results, shocks to money drive up loans but shocks to loans are generally indifferent to money 
shocks as indicated in Figure 6. Also, a positive shock to money boosts housing wealth but the 
opposite money demand effects are not as strong, so there is more evidence in support of the asset 
inflation channel once again. 
Figure 6: Comparing 2006 VAR impulse response functions to 2016 VECM impulse response 
functions, using housing wealth, loans, and long-term interest rates.  
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Note: Represents selected graphs only. From left to right:  response of money demand to a shock in wealth, response of 
wealth to a shock in money demand, response of loans to a shock in money demand, response of money demand to a shock in 
loans, response of wealth to a shock in interest rates, response of GDP to a shock in interest rate, response of wealth to a shock in 
the mortgage rate, and response of GDP to a shock in the mortgage rate. Both 2006 and 2016 results display a 90-percent bootstrap 
confidence interval. The 2006 housing wealth were lagged by 1 to account for autocorrelation. There is one cointegrating vector 
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In the robustness check with the 2016 VECM data, loans have a similar response to a 
positive shock in money, compared to the prices scenario. In addition, the response of wealth to a 
positive shock in money is consistently positive, as in the 2006 wealth scenario, whereas the money 
demand effect completely disappears. Thus, we can see that housing wealth equation demonstrates 
stronger evidence in favor of the asset inflation theory in the robustness scenario. 
4. Johansen Methodology for Existing Home Sales 
4.1. Motivation. There are several ways to measure and analyze the state of the housing market. 
One of the more notable price indices is the Case–Shiller index, which measures changes in the 
residential real estate prices in metropolitan areas and nationwide. Another price index is the FHFA 
House Price Index (HPI), for those properties that have done business through Fannie Mae or 
Freddie Mac, making it somewhat bias. Housing volume indicators include housing starts and new 
residential construction, a notable forward-looking indicator of overall economic strength which 
measures “the number of new housing units authorized by building permits” (U.S. Census Bureau). 
A setback of using housing starts when analyzing the housing market is that, in addition to not 
breaking it down by the size and quality of new homes, it does not capture the state of majority of 
homes that are already in existence. Another indicator, the average 15 and 30-year fixed mortgage 
rates, could either accelerate (in the case of falling rates) or hurt (in the case of rising rates) a 
housing recovery. Finally, the existing, pending, and new home sales track the quantity of single-
family, condo and coop homes sales in these categories. Other housing indicators include the 
NAHB Housing Market Index, the housing affordability index, homeowner vacancy rates, 
residential construction spending (public and private), home improvement retail spending, 
delinquency rates on loans, and the residential market report.  
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However, as previously mentioned, there are studies that claim housing turnover reacts 
faster than housing prices to changes in money demand (Miller and Sklarz, 1986; Berkovec and 
Goodman, 1996; Leamer, 2007). The NAR provides the latest data on existing home sales. Since 
existing home sales constitute roughly 90% of total home sales and are closely linked to the home 
improvement market, I adopt existing home sales as the variable to represent housing volume. 
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Housing turnover, which is the number of existing home sales per household, follows a 
very similar pattern to existing home sales, in logarithmic form, as shown in Figure 7. Furthermore, 
when analyzing the long-run relationship between either existing home sales or housing turnover 
with money, I find a stronger impulse response of money to existing home sales shocks rather than 
to housing turnover shocks. Therefore, I continue to work with existing home sales as the housing 
volume variable.  
4.2. VAR and Unit Root. Before investigating the long-run relationship between existing home 
sales and money, I perform the unit root test for existing home sales. All three tests8 confirm that  
                                                          
8 The unit root tests referred to are Phillips Perron, Augmented Dickly Fuller, and KPSS. 
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existing home sales is I(1), as shown in Table 2. Since retail sales are typically seasonal, I check 
for seasonality in existing home sales by the least squares method, and the seasonal dummies turn 
out not to be significant. Further, the 2007-2009 financial recession is now included in the data 
and is addressed with the financial crisis time dummy, as before. 
4.3. VECM estimates for Existing Home Sales. I proceed to create a VECM with just four 
variables: (𝑚 − 𝑝)𝑡, 𝑔𝑑𝑝𝑡, 𝑖𝑟𝑡, and 𝐸𝐻𝑆𝑡, and an exogenous time variable  𝑑𝑢𝑚𝑚𝑦𝑡. According to 
AIC and several other information criteria, the best fit for the model (in level) is VAR (2). Based 
on the LM serial correlation test, there is almost no serial correlation in the residuals. In choosing 
the best fit model for these variables, the constant was significant thus option 2 was chosen in the 
Johansen cointegration test, with no deterministic trend (see Table 6). The trace test indicates one 
cointegrating relationship at the 5% level. Similar to housing prices, existing home sales turn 
negative in their long-run relationship with money, and short-term interest rates have a significant 
negative impact on money, as reported in Table 6. 
Table 6: Cointegrating coefficients including existing home sales (EHS) 
 
Note: * indicates significance at the 0.05 level. The analysis includes the exogenous time dummy variable at 2007Q1. 
The two models with prices represent two cointegrating vectors, based on the trace statistics in Table 4. 
dependent variable: (m-p) 1st Model with Prices S.E. 2nd Model with Prices S.E. Model with Wealth S.E. Model with EHS S.E.
gdp 0.89 1.10 -0.41 0.41 0.67 0.37 0.49 0.56
irs -34.50 * 6.94 -6.21 * 2.13 -6.42 * 1.22 -0.03 * 3.73
p_price -3.92 * 1.00 1.01 * 0.38
p_wealth -0.38 * 0.17
existing home sales (EHS) -1.29 * 0.41
constant -8.33 -12.90 13.90 * 4.75 -7.02 * 0.50 12.40 7.07
1st Model with Prices S.E. 2nd Model with Prices S.E. Model with Wealth S.E. Model with EHS S.E.
d(m-p) 0.00 0.00 0.01 * 0.00 0.01 * 0.00 0.01 * 0.00
d(gdp) 0.00 * 0.00 0.00 -0.05 0.00 * 0.00 0.01 * 0.00
d(irs) 0.00 0.00 -0.14 * -0.03 -0.02 * 0.00 0.00 0.00
d(p-price) -0.01 * 0.00 0.00 0.00
d(p-wealth) -0.01 * 0.01
d(EHS) 0.00 0.01
d(dummy) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
ERROR CORRECTION TERMS, Updated Results (2016)
LONG_RUN RELATIONSHIP, Updated Results (2016)
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4.4. VECM Impulse Response Analysis for Existing Home Sales. Using VECM impulse 
responses, neither the money demand nor the asset inflation theory is fully supported - the response 
is positive in both cases though insignificant, as shown in Figure 8. However, by adding two credit 
variables - loans and long-term interest rates - we see the positive effect of money on existing 
home sales in Figure 9. 
Figure 8: VECM impulse response functions, using existing home sales  
                 
                
        
Note: Represents selected graphs only. From left to right:  response of  money demand to a shock in existing home sales, 
response of existing home sales to a shock in money demand, response of existing home sales to a shock in interest rate, response 
of money demand to a shock in interest rates, and response of interest rate to a shock in money demand. The results display a 90-
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4.5. VECM Impulse Response Analysis for Existing Home Sales - Robustness Check. For the 
robustness check (using two lags), such that loans and long-term interest rates are added once 
again, the graphs in Figure 9 are similar to those found in Greiber and Setzer (2007) with housing 
prices and wealth. Existing home sales drop with higher mortgage rates, intuitively. The response 
of money to changes in existing home sales is more similar to the money demand effects found 
with housing wealth. Moreover, the response of existing home sales to a positive shock in money 
is actually greater than the response of either housing prices or housing wealth. Analyzing the 
relevant graphs in Figures 5 and 9, the peak is reached slightly sooner with existing home sales 
than with housing prices, summarized later in Figure 10, supporting the theory that existing home 
sales are more sensitive to changes in money and housing demand. 
Figure 9: VECM impulse response functions, using existing home sales, loans, and long-term 
interest rates (1 lag)  
               








 0  5  10  15  20
quarters
response of volume to a shock in mdemand, with bootstrap confidence interval











 0  5  10  15  20
quarters
response of mdemand to a shock in volume, with bootstrap confidence interval








 0  5  10  15  20
quarters
response of loan to a shock in mdemand, with bootstrap confidence interval












 0  5  10  15  20
quarters
response of volume to a shock in mdemand, with bootstrap confidence interval











 0  5  10  15  20
quarters
response of mdemand to a shock in volume, with bootstrap confidence interval










 0  5  10  15  20
quarters
response of mdemand to a shock in loan, with bootstrap confidence interval








 0  5  10  15  20
quarters
response of loan to a shock in mdemand, with bootstrap confidence interval










 0  5  10  15  20
quarters
response of mdemand to a shock in loan, with bootstrap confidence interval








 0  5  10  15  20
quarters
response of loan to a shock in mdemand, with bootstrap confidence interval
90 percent confidence band
point estimate
Response of Money to a shock in EHS Response of EHS to a shock in Money 




        
         
Note: Represents selected graphs only. From left to right:  response of money demand to a shock in existing home sales, 
response of existing home sales to a shock in money demand, response of loans to a shock in money demand, response of money 
demand to a shock in loans, response of existing home sales to a shock in interest rates, response of GDP to a shock in interest rate, 
response of existing home sales to a shock in the mortgage rate, and response of GDP to a shock in the mortgage rate. The results 
display a 90-percent bootstrap confidence interval. There is one cointegrating vector for the existing home sales equation when 
credit variables are included. Graphed using Gretl software. 
 
Importantly, we can see that while money demand effects are not particularly strong for 
the housing variables in the 1986Q1-2016Q4 period, existing home sales react faster than prices 
to a shock in money as shown in Figure 10, a similar result to Berkovec and Goodman (1996)’s 
search and matching frictions model. This finding suggests that a housing variable, namely existing 
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Figure 10: Comparison of impulse response functions: the response of existing home sales, 
housing prices, and housing wealth to a positive money demand shock, VECM Robustness 
 
4.6. Sub-sample analysis. By separating the full sample into two sub-samples, one before the 
financial crisis (1986Q1-2007Q1) and one during and after (2007Q-2016Q4), I am able to evaluate 
the long-run relationship between money and macroeconomic, housing, and credit variables at 
different periods of the economic cycle. In particular, before the financial crisis, I confirm the 
positive and significant effects of housing prices and wealth on money, as well as the negative 
effect of short-term interest rates and the positive effect of mortgage rates on money, as shown in 
Table 7. In the sample after the financial crisis, after considering the break, there is a sign reversal 
on all of the coefficients of the housing variables, with only housing prices not being significant, 
and the coefficient on GDP becomes positive and significant in all three models. The mortgage 
rate has a negative effect on money only in the wealth equation. 
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Table 7: Cointegrating coefficients for two sub-samples:  1986Q1-2007Q1 and 2007Q2-2016Q4 
 
Note: * indicates significance at the 0.05 level. There is one cointegrating vector for the price, wealth, and existing home 
sales (EHS) equations when credit variables are included (unlike in Table 5 where there are two cointegrating vectors for the price 
equation). 
  
dependent variable: (m-p) Model with Prices S.E. Model with Wealth S.E. Model with EHS S.E
gdp 0.21 0.14 0.45 0.36 -2.28 * 0.45
irs -1.90 * 0.11 -1.33 * 0.53 4.42 * 0.66
p_price 0.21 * 0.06
p_wealth 0.57 * 0.15
EHS 0.09 0.17
loans 0.23 * 0.07 -0.18 0.13 1.39 * 0.18
mortrate 1.58 * 0.20 2.72 * 0.81 5.85 * 0.97
constant 5.86 * 1.41 1.52 * 0.54 -30.22 * 7.45
Model with Prices S.E. Model with Wealth S.E. Model with EHS S.E
d(m-p) 0.18 * 0.05 -0.02 * 0.01 0.04 * 0.01
d(gdp) 0.00 0.06 0.00 0.01 -0.01 0.01
d(irs) -0.30 * 0.07 0.00 0.01 -0.03 * 0.01
d(p-price) -0.02 0.08
d(p-wealth) 0.06 * 0.01
d(EHS) 0.09 0.08
d(loans) 0.14 * 0.06 0.06 * 0.01 0.01 0.01
d(mortrate) 0.10 0.11 0.01 0.02 0.00 0.02
d(dummy) 0.01 * 0.00 0.00 0.00 0.00 0.00
dependent variable: (m-p) Model with Prices S.E. Model with Wealth S.E. Model with EHS S.E
gdp 3.75 * 0.32 1.52 * 0.39 9.53 * 1.10
irs 1.17 0.61 1.31 1.08 15.48 * 3.25
p_price -0.41 * 0.12
p_wealth -0.45 * 0.12
EHS -3.93 * 0.42
loans 0.57 * 0.16 1.33 0.70 -4.01 * 1.02
mortrate 2.74 * 0.66 -5.70 * 1.04 4.93 * 1.94
constant -41.77 * 5.00 12.14 10.69 60.28 * 19.07
Model with Prices S.E. Model with Wealth S.E. Model with EHS S.E
d(m-p) -0.24 0.14 0.05 * 0.02 -0.04 * 0.01
d(gdp) 0.31 * 0.08 0.03 0.02 0.01 0.01
d(irs) 0.08 * 0.11 0.02 0.02 0.01 0.01
d(p-price) -0.12 0.20
d(p-wealth) -0.08 * 0.02
d(EHS) -0.17 * 0.05
d(loans) -0.07 0.08 -0.01 0.01 0.00 0.00
d(mortrate) 0.05 0.11 -0.04 * 0.02 0.01 0.01
d(dummy) 0.00 * 0.00 0.00 0.00 0.00 0.00
Long-Run Relationship, 1986Q1 - 2007Q2-2016Q4
Long-Run Relationship, 1986Q1 - 2007Q1




During the recovery period, the Fed kept interest rates low and only recently began to 
slowly raise them. Housing has nearly recovered to pre-recession levels, with housing prices 
exceeding 2006 levels and existing home sales slowly but steadily rebounding. There seems to be 
a negative substitution effect playing out during the recovery period. As homeowners’ home value 
continues to grow, they remain cautious. Owners of housing equity would rather save than 
drastically increase their consumption, or move to less costly alternatives such as affordable home 
renovations.  
5. Granger Causality 
Performing the Granger causality test for the 1986Q1-2016Q4 sample period, for which 
the null hypothesis is that the lags of the excluded variable do not affect the endogenous variable, 
I find that individually, money Granger-causes house prices but not vice versa, thus supporting the 
asset inflation channel. However, with existing home sales, that relationship is mutual and with 
housing wealth, neither theory is supported, as shown in Table 8. Therefore, the selection of 
housing variables in the money demand equation matters in empirical work. 
Table 8: Granger causality for the three housing variables 
 
Note: The null hypothesis is that the lags of the excluded variable do not affect the endogenous variable. ** shows 
significance at the 0.05 level. VAR(4) is used for the house pricing equation, VAR(2) is used for the household wealth equation, 
and VAR(2) is used for existing home sales equation. 
 
6. Conclusion 
This paper provides evidence that a housing variable, namely existing home sales, should 
be considered in the money demand equation based on U.S. data over 1986Q1-2016Q4. Though 
Housing Variable = Housing Variable = Housing Variable =
Money Demand Equation (Null Hypothesis) Housing Prices Housing Wealth Existing Home Sales
Probablility Probablility Probablility
Lags of Money Demand do not Granger Cause Housing Variable 0.026** 0.551 0.008**
Lags of Housing Variable do not Granger Cause Money Demand 0.257 0.277 0.007**
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clearly the U.S. money, housing, and credit variables are all intertwined, there is more empirical 
evidence to support the asset inflation channel, which is even stronger than Greiber and Setzer’s 
(2007) claim prior to the financial crisis. Based on a series of cointegration analyses, we find the 
significant impacts of all three housing variables – prices, wealth, and existing home sales – on 
money demand, emphasizing the importance of including a housing variable in the traditional 
money demand equation. 
Further analyzing VECM impulse response functions, we can see that the response of 
existing home sales to a positive money demand shock reaches its peak sooner than the response 
of housing prices or housing wealth, supporting Berkovec and Goodman’s (1996) search and 
matching frictions model that housing turnover is also a better indicator of changes in housing 
demand. This finding is significant due to the mounting evidence that favors the use of housing 
volume measures such as existing home sales rather than housing price indices when analyzing 
the state of the housing market. In addition, by separating the full sample into two sub-samples 
around the financial crisis breakpoint, we find that there is a positive sign on housing variables in 
the earlier sub-sample and a negative sign in the later one. The sign reversal on the coefficients of 
housing variables in the money demand equation suggests a behavioral shift of homeowners in 
response to potential or realized real estate losses during the financial crisis. This negative 
substitution effect implies that owners of housing equity are spending with caution and would 
rather remodel an existing home than trade up through increased consumption spending.  
While including a housing variable in the standard money demand equation helps explain 
the unprecedented money growth since the early 2000s, future research could focus on catching 
the early signs of instability in the standard money demand function and taking more direct 
preventive and offsetting measures. More specifically, what is the time lag between strong 
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monetary growth and the housing price bubble, recently and historically, and the combination of 
what factors determines the ultimate breaking point? Further comparisons of credit markets in the 
U.S. and abroad may be helpful in answering these questions. 
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CHAPTER 3: Existing Home Sales and Their 
Impact on the U.S. Housing Market: Evidence 






 In the most recent economic downturn, caused by the burst of the housing bubble and the 
subprime mortgage crisis, the housing market took a direct hit:  mortgage default rates were over 
10 percent, housing prices fell 35 percent from 2005 to 2009, more than 4 million homes were 
foreclosed, and interest rates hit rock-bottom.  In response, the U.S. Federal Reserve adopted 
aggressive expansionary monetary policies to get the economy back on track. This paper explores 
the relationship between existing home sales, home improvement sales, and macroeconomic 
variables such as GDP, fixed-mortgage rates, and personal income per capita. More specifically, I 
aim to investigate the relationship among these variables in order to be able to predict home 
improvement sales, a proxy for housing demand. The methodology that I use includes panel unit 
root tests, panel cointegration tests, pooled mean-group (PMG) and mean-group (MG) estimations, 
and Granger causality. 
 Panel cointegration approach in this context has been often used to study housing bubbles, 
given the recent global financial crisis. Looking at the relationship between U.S. housing prices 
and rents, Mikhed and Zemčík (2009) find that for each panel of 10 years, the bubble indicator 
(when prices are not stationary) coincides with the high price-rent ratio and conclude that housing 
prices and rents are not cointegrated. Despite earlier work pointing to the contrary (Malpezzi, 1999; 
Abraham and Hendershott, 1994), Clark and Coggin (2011) also find that there is no cointegrating 
relationship between housing prices and fundamental economic variables, leading to the 
conclusion that the U.S. housing price bubble did exist leading up to 2005. Even more powerful 
panel data analysis, such as the bootstrap approach, does not show evidence of cointegration 
leading up to the housing market crash, using national level data (Gallin, 2006). 
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Utilizing long-run panel cointegration techniques such as pooled mean-group (PMG) and 
mean-group (MG) estimations, Pan and Wang (2016) find a long-run relationship between housing 
prices and macroeconomic fundamentals in the U.S., but show that the speed of adjustment varies 
substantially across the fifty-one states. The relationship between changes in consumption and 
housing prices in 16 OECD countries is positive in Ludwig and Sløk (2004) using similar 
methodology, while Kholodilin et al. (2007) show that long-run housing prices are mainly driven 
by real disposable per capita income, long-term interest rates, population growth, and urbanization. 
While the relationship between housing prices and macro-economic variables has often been 
studied in the wake of the recent financial crisis, this paper looks at the other, less studied, side of 
housing – the number of existing home sales. Notable academic and equity research claims that 
existing home sales react faster than the level of housing prices to a housing demand shock, which 
is discussed later in greater detail.  
In this paper, I use the home improvement sales as a proxy for housing demand. The Trefis 
Team (2015) by Forbes states that the home improvement industry is highly correlated with the 
state of the housing market, with existing home sales being one of the most important drivers for 
the industry. Home improvement retail sales combine the state of housing sales with consumer 
sentiment. Based on Hardware Retailing (2013) market measure, home improvement sales closely 
correlate to national housing data, which includes housing starts and consumer confidence. An 
analyst from Seeking Alpha (2006) stock market insights claims that “the home improvement 
industry is highly correlated and significantly influenced by the housing sector, which is one of 
the most important sectors of the U.S. economy as it makes up a large percentage of its GDP.” He 
adds that the home improvement sales and the housing sector are basically “first cousins,” and that 
the upswing in the housing sector helps drive the home improvement industry during the recovery 
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period. Further, Inman (2017) research states that historically, a healthy housing market paves the 
way for a robust remodeling industry and that if homeowners know that the value of their home is 
rising, they are motivated to continue to invest in their home for “potential future returns.” 
Additional independent market research confirms the close relationship between housing 
demand and home improvement sales. Goldman Sachs (2013) analysts claim that a housing market 
recovery should cause consumer spending to rebound, in turn driving home improvement spending 
and home furnishing sales. Fitch (2013) claims that seeing improvements in the home 
improvement industry reinforces their belief that the housing market is slowly coming back. A 
2017 remodeling report from the Harvard Joint Center for Housing Studies (JCHS) states that 
today’s home improvement market is driven by higher incomes, more expensive homes, an aging 
housing stock, and a growing number of households.  The report suggests that the top 50 U.S. 
MSAs experienced a pickup in home improvement activity in 2017 based on growth in several 
leading housing indicators including single-family housing starts and existing home sales. Earlier 
JCHS research (2015) states that the home improvement industry is even outperforming the 
housing market, because homeowners have opted to update their existing home rather than upgrade 
to a new one, following the housing bust and budget constraints. In addition, the demographic 
composition of retiring baby boomers and more millennials choosing to rent is boosting home 
improvement spending.  
While the finding that existing home sales help predict home improvement sales is not 
widely discussed in academic literature, it is widely accepted in the hardlines subdivision of equity 
research literature.  According to North American Hardware Association (2015) market measure,  
“historically, housing activity serves as an extremely accurate leading indicator for home 
improvement growth, especially when you look at the areas of housing starts, existing home sales 
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and home prices.” The report adds that strong consumer spending and a growing number of 
existing home sales and remodels fuel home improvement retail sales growth. Fisher’s Lowe’s 
(LOW) 2005 research report claims that the home improvement industry is growing at a rate of 
12%, which consists approximately of existing home sales growth (7.4%), new house starts growth 
(5.6%) and commercial construction growth (0.1%). This figure is mainly driven by residential 
and commercial real estate construction. A Bloomberg (2006) article suggests that home 
improvement stores such as Home Depot and Lowe’s are "particularly sensitive" to changes in 
existing home sales, and a Goldman Sachs (2013) research study claims that home improvement 
retail sales are currently driven by rising housing turnover1 and recovering home prices.  
The relationship between housing prices and existing home sales is also significant, since 
we are replacing the more popular housing indicator, housing prices, with existing home sales in 
our analysis. While it may seem that the two variables would move in opposite directions, as some 
earlier work would suggest (Follain and Velz, 1995), the current consensus is settled on a strong 
and positive relationship between the two series (Clayton et al., 2008; Wheaton and Lee, 2009). 
While initially counterintuitive, analyzing this relationship further clears up most of the confusion. 
Housing is not a liquid asset, meaning that its mobility and financing is limited, which is why the 
search and matching frictions model is useful in analyzing this paradigm. Berkovec and Goodman 
(1996) and Peterson (2009) show that due to longer time on the market and bargaining power, both 
sales and prices adjust in the same direction, because buyers are willing to overpay for a housing 
unit they find suitable. On the flip side, as soon as a house is purchased, the housing supply goes 
down initially and prices go up, but more sales will occur at a later time (Diaz and Jerez, 2013; 
Caplin and Leahy, 2011).  
                                                          
1 Turnover is the number of per capita home sales, or existing home sales per household. 
68 
 
Novy-Marx (2009) further demonstrates that housing market conditions are very sensitive 
to fundamentals, and that any demand shock (positive or negative) is further amplified by the joint 
response of the buyers and sellers. For instance, a positive demand shock ultimately increases the 
buyers to seller’s ratio and further reinforces the initial shock, because an influx of buyers reduces 
the number of sellers after the sale occurs. By the logic of search market dynamics, housing prices 
and total housing sales both tend to go up in a hot housing market, and vice versa. Further analysis 
suggests that the positive price-sales relationship is strongest at low frequency data, such as for 
annual increments (Berkovec and Goodman, 1996; Peterson, 2009) as discussed in Chapter I. 
Various approaches are used by authors (Berkovec and Goodman, 1996; Miller and Sklarz, 
1986; Leamer, 2007) to come to the conclusion that housing turnover is a more powerful predictor 
of the state of the housing market than housing prices. In a way, the housing market is parallel to 
the stock market, such that in technical analysis, the number of shares being traded is arguably a 
more telling indicator of demand than the stock price or the stock price alone (Campbell et al., 
1993; Blume et al., 1994). In a simulation by Berkovec and Goodman (1996), housing turnover 
reacts faster than prices to a negative housing demand shock. By regressing changes in the turnover 
rate (which is the fraction of owner-occupied housing stock that is bought and sold within a year) 
on key economic variables (and their lags), the authors find positive correlation between changes 
in housing turnover and changes in housing demand.  
Furthermore, Miller and Sklarz (1986) provide five leading indicators of housing market 
price trends, which include new and existing home sales, percentage of listings sold, mean time on 
the market, mean percentage of listing price received, and months remaining inventory (confirmed 
by Stein, 1995). They claim that the aggregate of new and existing homes is likely the most 
important leading indicator, because it shows in which direction demand is shifting. Based on a 
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study of Honolulu and Oahu condominiums in the 1970s and 1980s, significant changes in prices 
were preceded by housing turnover shifts in the same direction. A more recent analysis of this 
theory is provided by Leamer (2007) who argues that housing is the primary driver of the business 
cycle, because housing “has a volume cycle, not a price cycle.” 
A later study by Miller et al. (2011) predicts changes in housing prices with housing 
turnover by analyzing a panel of 372 U.S. MSAs. The authors find that housing turnover helps 
predict changes in housing prices and in gross metropolitan production (GMP) using panel VECM, 
Granger causality, and impulse responses. The economic significance of the number of home sales 
was evident in this study. 
The aim of this paper is to establish a long-run relationship among housing variables and 
macroeconomic fundamentals: home improvement sales, existing home sales, GDP, fixed-
mortgage rates, and personal income per capita; and to determine how existing home sales may 
help predict the home improvement sales, a proxy for housing demand. The paper is organized as 
follows. Section 2 describes the data and its sources, Section 3 presents the theoretical model along 
with PMG and MG estimations, and Section 4 addresses panel unit root test results. Section 5 
performs panel cointegration tests, such as Westerlund (2007). Section 6 describes the empirical 
results and demonstrates results of robustness checks with alternate variables. Section 7 discusses 
the results of the Granger causality tests, and Section 8 concludes.  
2. Data and Sources 
This paper looks at the relationship between home improvement sales and existing home 
sales, along with other economic variables, by state, on an annual basis from 1984 to 2009 (given 
the availability of the detailed state data). For the fixed effects, I create 25 year dummies (excluding 
one for the first year) to account for aggregate trends. In addition, state dummies are used.  
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Home Improvement Sales and Existing Home Sales 
As detailed in the introduction, the home improvement industry is highly correlated with 
the state of the housing market, with existing home sales being one of the most important drivers 
for the industry (The Trefis Team, 2015). Big box retailers dominate the home improvement retail 
industry, with Home Depot (HD) and Lowe’s (LOW) 2010 revenues making up 46% and 33% of 
industry sales, respectively (Home Depot quarterly presentation, Q1 2012 Earnings Per Share). 
Home Depot and Lowe’s annual reports define home improvement sales as the aggregate of the 
following sub-categories: furniture and home furnishing stores (NAIC Code 442), electronics and 
appliances stores (NAIC Code 443), and building materials (such as cement and wood), garden 
equipment and supplies dealers (NAIC Code 444), based on the U.S. Census Bureau wholesale 
and retail trade data. 
A Merrill Lynch (2006) hardlines retailing investor presentation states that home 
improvement demand is linked to existing home sales, real GDP growth, and home ownership 
rates.  Figure 1 demonstrates that year-over-year percent changes in existing home sales, when 
lagged by two quarters, are nearly identical to changes in home improvement sales over time. I 
recreate a similar chart, on an annual basis, to show the close relationship between the two series, 
by incorporating the most current data in Figures 2 and 3.  Merrill Lynch (2007) analysts claim 
that “while positive existing homes are one catalyst for upward movement in the shares of home 
improvement retailers, another factor is interest rates.” Therefore, I include both of these variables 
in my analysis. While home ownership rates by state are provided by the U.S. Census Bureau, the 
data only goes back to 2005, thus I decide to exclude this variable from the model. 
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Figure 1: Home improvement sales and existing home sales, 2Q lag, Merrill Lynch (2006) 
analysis 
 
            Source: Merrill Lynch, National Association of Realtors, and U.S. Census Bureau 
 
Figure 2: Percent changes (y/y) in existing home sales and home improvement sales 
 
         Source: National Association of Realtors and U.S. Census Bureau 
72 
 
Figure 3: Percent change (y/y) in existing home sales, a 1-year lag, and home improvement sales 
 
           Source: National Association of Realtors and U.S. Census Bureau 
 
Until 2012, the U.S. Census Bureau released the Statistical Abstract of the United States, 
which contained the retail services breakdown by state and by type of business, as well as the state-
by-state existing home sales data not reported by the National Association of Realtors. Since 2012, 
Proquest, a private firm, collects the data, but no longer reports the detailed state by state 
breakdown for retail sales and existing home sales.  
The home improvement retail sales are not reported for years 1999, 2003, and 2005. For 
those years, I calculate the home improvement sales as the average of the previous and the 
following years’ home improvement sales.  Home improvement sales are deflated by the annual 
consumer price index (CPI). 
Mortgage Rate 
Freddie Mac releases the 30-year fixed mortgage rate by region (Northeast, Southeast, 
North Central, Southwest, and West) as part of its Primary Mortgage Market Survey. I take the 
average of weekly rates to obtain the annual mortgage rate, and assign each state’s value based on 
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its region. These data are available beginning with the second quarter of 1971 and ending with 
2015 with a regional breakdown. 
Gross State Product, Personal Income per Capita, and Population Growth 
GDP by state, or the gross state product (GSP), is available from the Bureau of Economic 
Analysis website, which also provides the personal income per capita data. The real GSP is 
adjusted for a break in 1997 and is chained to 1997 dollars. Population growth rate for each state 
is provided by the Federal Reserve Bank of St. Louis. I use either the GSP, the personal income 
per capita, or the population growth rate in the analysis, depending on the results of the unit root 
tests. Table 1 summarizes the primary variables used in this paper. 
Table 1: Summary statistics 
 
Note: Gross state product is chained to 1997 dollars. Home improvement sales and personal income per capita are 
deflated by annual CPI. 
  
3. Econometric Model 
3.1 The Model 
The theoretical model for the long-run analysis is:  
𝐻𝐼𝑆𝑖𝑡 = β0𝑖 + β1𝑖𝐸𝐻𝑆𝑖𝑡+β2𝑖𝐺𝑆𝑃𝑖𝑡 +β3𝑖𝑃𝐼𝐶𝑖𝑡 + β4𝑖𝑃𝑂𝑃𝑖𝑡 +  β5𝑖𝑀𝑂𝑅𝑇𝑖𝑡 + +𝛿𝑖 + 𝜇𝑡+ 𝜂𝐷 +ε𝑖𝑡  (1) 
where: 
 𝐻𝐼𝑆𝑖𝑡 represents the log of real home improvement sales in state i at time t 
Variable # Observations Mean Std. Dev. Min. Max.
Existing Home Sales (in thousands) 1,326 94.67 103.64 5.80 708.70
Real Home Improvement Sales (in thousands $) 1,326 4,252 5,381 184 53,400
Real Gross State Product (GSP) 1,326 196,011 254,301 10,651 2,000,000
Personal Income Per Capita (in thousands $) 1,326 144,000 190,000 6,400 1,600,000
Mortgage Rate (%) 1,326 8.14 2.13 5.00 13.96
Log (Existing Home Sales) 1,326 4.05 1.05 1.76 6.56
Log (Home Improvement Sales) 1,326 14.69 1.11 12.12 17.79
Log (GSP) 1,326 11.60 1.09 9.27 14.51
Log (Personal Income Per Capita) 1,326 18.16 1.13 15.67 21.20
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 𝐸𝐻𝑆𝑖𝑡 represents the number of existing home sales in state i at time t 
 𝐺𝑆𝑃𝑖𝑡 represents the log of real gross state product in state i at time t                               or 
𝑃𝐼𝐶𝑖𝑡  represents the log of real personal income per capita in state i at time t                 or 
𝑃𝑂𝑃𝑖𝑡  represents the population growth rate in state i at time t 
 𝛿𝑖 represents state-specific fixed effects 
 𝜇𝑡 represents year-specific fixed effects 
 𝜂𝐷 represents the financial crisis dummy variable 
 ε𝑖𝑡 is the stationary error term 
3.2 PMG and MG estimations 
The long-run representation of the Auto-Regressive Distributed Lag model takes the 
following form: ARDL(p,q,q,q,q): 
𝐻𝐼𝑆𝑖𝑡 = ∑ 𝜆𝑖𝑗
𝑝
𝑗=1 𝐻𝐼𝑆𝑖𝑡−𝑗 + ∑ 𝛿𝑖𝑗
1𝑞
𝑗=0 𝐸𝐻𝑆𝑖𝑡−𝑗 + ∑ 𝛿𝑖𝑗
2𝑞
𝑗=0 𝐺𝑆𝑃𝑖𝑡−𝑗 +   
∑ 𝛿𝑖𝑗
3𝑞
𝑗=0 𝑃𝐼𝐶𝑖𝑡−𝑗 + ∑ 𝛿𝑖𝑗
4𝑞
𝑗=0 𝑀𝑂𝑅𝑇𝑖𝑡−𝑗 + 𝜇𝑡+ 𝜂𝐷 +ε𝑖𝑡                                                     (2) 
and the error-correction model takes the following form: 
∆𝐻𝐼𝑆𝑖𝑡 = 𝛼𝑖(𝐻𝐼𝑆𝑖𝑡−1 − β0𝑖 − β1𝑖𝐸𝐻𝑆𝑖𝑡 − β2𝑖𝐺𝑃𝑆𝑖𝑡 − β3𝑖𝑃𝐼𝐶𝑖𝑡 − β4𝑖𝑀𝑂𝑅𝑇𝑖𝑡−1) +
∑ 𝜃𝑖𝑗
𝑝−1
𝑗=1 ∆𝐻𝐼𝑆𝑖𝑡+ ∑ 𝜃𝑖𝑗
1𝑞−1
𝑗=0 ∆𝐸𝐻𝑆𝑖𝑡−𝑗 + ∑ 𝜃𝑖𝑗
2𝑞−1





𝑗=0 ∆𝑀𝑂𝑅𝑇𝑖𝑡−𝑗+ε𝑖𝑡                                                                                                   (3) 
where 𝛼𝑖 = −(1 − ∑ 𝜆𝑖𝑗
𝑝
𝑗=1 ), β0𝑖 = 
 𝜇𝑖
−𝛼𝑖






















I am looking to estimate long-run coefficients (and short-term error correction coefficients) 
in our model. The Hausman test is often used to determine which estimation procedure is best to 
use – the mean group (MG) or the pooled mean group (PMG), developed by Pesaran and Smith 
(1995) and Pesaran et al. (1999) – to analyze non-stationary dynamic panel data, specifically with 
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housing prices. The null hypothesis states that the long-run coefficients are homogenous, and if 
not rejected, suggests that the PMG estimation method is preferred.  
The MG estimator estimates N separate regressions and compares the distribution of 
estimated coefficients across the cross-sections, while the PMG estimator may have different 
intercepts but the long-run coefficients are still the same, with a homogeneity restriction (Pesaran 
et al., 1999).   
4. Panel Unit Root Tests 
I utilize different types of unit root tests on the variables: Im-Pesaran-Shin (IPS) test by Im 
et al. (2003), Levin-Lin-Chu (LLC) test by Levin et al. (2002), a Fisher-type test by Choi (2001), 
and the cross-sectionally augmented IPS (CIPS) test by Pesaran (2007). The CIPS unit root test 
developed by Pesaran (2007) takes into account the cross sectional dependence between states.  
The results look slightly mixed. We can say with certainty that state GDP has a unit root, and state 
GDP per capita, while only available from 1987, also has a unit root. Home improvement sales are 
I(1) based on the IPS and the Fisher-type tests, while existing home sales are I(1) based on the 
Fisher test, as well as the CIPS and IPS tests (at the 10% significance level). Thus, for the purpose 
of cointegration, these three variables have unit roots in level and are stationary in the first-
difference. Personal income per capita and population growth show a unit root only with the CIPS 
test so I decide to leave them out (including them does not alter the sign or the significance of the 
cointegrating variables). Although we see that the mortgage rate is stationary throughout, 
Kholodilin et al. (2007) use the long-term interest rate in the cointegration analysis, so I keep it as 




Table 2: Panel Unit Root Tests 
 
Note: Reported p-values, except for the CIPS test. Fisher test uses 2 lags. Null hypothesis: Panel(s) contain unit root. 
Critical values for the CIPS statistics for N,T = 51,26 at 1%, 5% and 10% significance levels are −2.3, −2.15, and −2.08,  
respectively. 
 
5. Cointegration test results 
For cointegration purposes, we can only use variables that are of the same order I(1), which 
are home improvement sales, existing home sales, and GDP by state, as outlined in Section 4. I 
adopt the Westerlund (2007) methodology at first, which is preferable if cross-sectional 
dependence is present in the data. The null hypothesis is that no cointegrating relationship exists. 
Only one of the four tests does not reject the null hypothesis at the 5% significance level but it 
does at the 10% level. Three of the test statistics, therefore, indicate that the three variables are 
indeed cointegrated, as shown in Table 3.  
Table 3: Westerlund (2007) ECM panel cointegration tests 
 
Note: The number of lags is chosen automatically by AIC criteria. N=51, T=26. 
An older test for cointegration was developed by Pedroni (1999) using residuals from panel 
regressions, arguably less robust than Westerlund’s (2007) methodology, is shown in Table 4. The 
test provides seven statistics in total, four panels which pool within a cross-section and three group 
panel which pool between cross-sections, and tests the null hypothesis of no cointegration in both 
Variable
Level First-Difference Level First-Difference Level First-Difference Level First-Difference
Log (Existing Home Sales) 0.05 0.00 0.00 0.00 0.38 0.00 -2.145 * -4.416 ***
Log (Home Improvement Sales) 1.00 0.00 0.01 0.00 1.00 0.00 -3.021 *** -5.156 ***
Log (GSP) 1.00 0.00 0.12 0.00 1.00 0.00 -2.257 -3.439 ***
Log (Personal Income Per Capita) 0.00 0.00 0.00 1.00 0.00 0.00 -1.999 -2.893 ***
Mortgage Rate (%) 0.00 0.00 0.00 0.00 0.00 0.00 -4.348 *** -5.195 ***
Population Growth (%) 0.00 0.00 0.00 0.00 0.00 0.00 -2.039 -4.146 ***
CIPSIPS LLC Fisher (PPerron)
Statistic Value Z-value P-value
Gt -3.65 -9.56 0.00
Ga -15.19 -1.52 0.06
Pt -24.27 -8.79 0.00
Pa -16.07 -5.89 0.00
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scenarios. The table for the critical values can be found in Pedroni (1999). All values are 
significant, indicating a rejection of the null hypothesis of no cointegration among the variables at 
the 5% significant level. This suggests that a cointegrating relationship does exist, confirming 
Westerlunds’ (2007) result. 
Table 4: Pedroni (1999) panel cointegration tests 
 
Note: All values are normally distributed. Variance ratio test is right-sided, while the rest of the tests are left-sided. Star 
indicates significance at the 0.05 level. N=51, T=26. 
 Finally, Kao (2007) cointegration test confirms that all panels are indeed cointegrated, 
since the null hypothesis of no cointegration is rejected for all five test statistics as seen in Table 
5. 
Table 5: Kao (2007) panel cointegration tests 
 
Note: The number of lags is chosen automatically. N=51, T=26. 
 
6. Empirical results  
Previous empirical studies of dynamic heterogenous panels mainly study the long-run 
equilibrium between housing prices and macroeconomic variables. This paper takes a different 
approach by incorporating variables that are more closely linked to housing demand. Given that 
home improvement sales, existing home sales, and GSP are cointegrated based on the three panel 
Test Statistic Panel Group
Variance ratio 1.84 * ---
Rho statistic -5.48 * -3.77 *
T statistic -9.97 * -11.55 *
ADF statistic -5.36 * -6.62 *
Statistic Statstic P-Value
Modified Dickey-Fuller t -12.73 0
Dickey-Fuller t -10.26 0
Augmented Dickey-Fuller t -9.23 0
Unadjusted modified Dickey-Fuller t -18.28 0
Unadjusted Dickey-Fuller t -11.67 0
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cointegration tests in Section 5, I proceed to estimate the long-run relationship between these 
variables.  
6.1 PMG, MG and DFE models 
Table 6 presents the estimates of PMG, MG and DFE models. The Hausman test produces 
a p of 0.50, in which case we do not reject the null hypothesis that the difference between the 
coefficients of PMG and MG estimators is not systematic. Therefore, the PMG estimator is 
preferred, in which case the log of personal income per capita coefficient is not significant. The 
second p of 0.9 also suggests that the PMG model is preferred to the DFE model. 
Table 6: PMG, MG, and DFE estimates of the model 
 
Note: N=51 and T=26. ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively. One ARDL lag 
is used in the estimation. For the Hausman test, p(1) suggests that PMG is the efficient estimator versus MG, and p(2) suggests that 
PMG is the efficient estimator versus DFE. 
Based on the results of the PMG and MG estimations in Table 6, existing home sales and 
GSP have a positive long-term relationship with home improvement sales, as expected.  The sign 
on the fixed mortgage rate is positive and significant in the long-run, a counterintuitive result, 
which could partially be explained by the fact that there are more renovations taking place as 
Dependent variable: Log(home improvement sales) PMG MG DFE
Long-Run Coefficients:
log(ehs) 0.441 *** 0.464 *** 0.257 ***
log(gsp) 1.003 *** 0.909 *** 1.022 ***
mort 0.018 *** 0.010 *** 0.005
Short-Run Coefficients:
Speed of Adjustment -0.508 *** -0.691 *** -0.468 ***
Δ log(ehs) -0.172 *** -0.235 *** -0.151 ***
Δ log(gsp) -0.384 *** -0.507 *** -0.337 ***
Δ mort -0.004 0.002 -0.008 *
d_crisis -0.107 *** -0.097 *** -0.128 ***
constant 0.587 *** 1.537 *** 0.803 ***
Statistics:
Hausman p(1) = 0.5 p(2) = 0.9
# Observations 1275 1275 1275
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opposed to new home purchases when mortgage rates are growing. In the short-run, the impact of 
mortgage rates on home improvement sales is insignificant, because by definition, 30-year 
mortgage rates require a longer time horizon. Also, the crisis dummy is negative and significant in 
all scenarios, which helps explain the short-run declines in home improvement sales not captured 
by other economic variables. 
In addition, the dynamic fixed effects (DFE) analysis is added for comparison purposes, as 
shown in Table 6. It is similar to the MG and PMG estimators but restricts the speed of adjustments, 
slope coefficients, and error variances to be equal across all panels (Blackburne and Frank, 2007).  
Baltagi et al. (2000) warn that the DFE model may cause simultaneous equation bias in cases with 
a smaller sample size. Given that the Hausman test does not reject the null hypothesis of long-run 
homogeneity and no significant differences between the three methods of estimation, we choose 
the PMG estimation technique because it is more efficient. 
The average speed of adjustment, represented by 𝛼𝑖 in the model, is negative as expected 
and significant in all three cases, which indicates that home improvement sales tend to return to 
the long-run equilibrium level, in response to a shock. More specifically, a positive shock to 
economic and housing variables would then decrease home improvement sales back to the 
equilibrium, and vice versa. For instance, -0.508 in the PMG model suggests that around half of 
home improvement sales deviations last year (a large number) return to equilibrium this year. The 
half-life of a shock is the time needed to eliminate half of the deviation from the long-run 
equilibrium value. It is calculated as log(0.5)/log(1 + 𝛼𝑖), where 𝛼𝑖, the speed of adjustment, equals 
to -0.508. Thus, the average half-life estimate comes out to about one year, much smaller than that 
of Holly et. al (2010) at 3.5 years, suggesting a relatively quick adjustment.  
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Figure 4 presents the speed of adjustment by state, derived from the PMG estimation. The 
smallest value occurs in Ohio (𝛼36 = −1.35) while the largest value occurs in Nevada (𝛼29 =
−0.22, ℎ𝑎𝑙𝑓 − 𝑙𝑖𝑓𝑒 =  2.8 𝑦𝑒𝑎𝑟𝑠). The half-life does not exist for states such as Ohio, 
Connecticut, and Pennsylvania with 𝛼𝑖 values less than -1.  
Figure 4: Speed of Adjustment Coefficients from the baseline PMG estimation 
 
Note: Each horizontal bar represents the speed of adjustment for each U.S. state over the period of 1984 to 2009, with 
the average speed of adjustment being -0.508. 
In order to calculate temporary deviations from the long-run equilibrium using the error 
correction term, I use the baseline PMG model in Table 6, which was preferred using the Hausman 
test. On average, home improvement sales have been 54% above fundamental values in the 1984-
2009 period, across all states. The reason for the relatively positive deviations could be the 
overheated housing market, since the sample ends in 2009, just after the recession officially begins.   
  




















































Speed of Adjustment Coefficients, PMG estimation, by state
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6.2 Robustness Check 
For the robustness check, I propose several adjustments to the baseline model. First, I 
employ a short-term interest rate, in addition to the long-term mortgage rate, as in Greiber and 
Setzer (2007), to see how the long-run behavior of the variables changes using PMG estimation. 
The shortest-term interest rate available with a regional breakdown is the 1-year adjustable 
mortgage rate, available through Freddie Mac. Second, I add real disposable income to the system, 
provided by the Bureau of Economic Analysis, to see if that alters the sign or significance of the 
endogenous variables. Kholodilin et al. (2007) show that disposable income has a positive effect 
on housing dynamics using similar methodology. Third, I add the unemployment rate to the model 
(provided by the Bureau of Labor Statistics). The reason unemployment rate is not included in the 
baseline model is that several other housing papers utilizing PMG (Kholodilin et al., 2007; Koetter 
and Poghosyan, 2010) also exclude this variable. And fourth, I isolate the period leading up to the 
financial crisis, to see how the pre-recession relationship among the variables differs from that of 
the overall sample. Table 7 summarizes the additional variables and provides unit root test results. 
Generally, real disposable income per capita has a unit root in level, while unemployment and the 
short-term rate show more evidence of stationarity.  
Table 7: Summary statistics of additional variables (top) and unit root tests (bottom) 
 
 
Note: Reported p-values, except for the CIPS test. Fisher test uses 2 lags. Null hypothesis: Panel(s) contain unit root. 
Critical values for the CIPS statistics for N,T = 51,26 at 1%, 5% and 10% significance levels are −2.3, −2.15, and −2.08, 
respectively. 
Variable # Observations Mean Std. Dev. Min. Max.
Unemployment (%) 1,326 5.56 1.79 2.30 14.80
Short-term Rate (%) 1,326 6.33 1.87 3.56 11.50
Real Disposable Income  Per Capita 1,326 140.07 26.42 83.00 247.86
Log (Real Disposable Income Per Capita) 1,326 4.93 0.18 4.42 5.51
Variable
Level First-Difference Level First-Difference Level First-Difference Level First-Difference
Unemployment (%) 0.80 0.70 0.00 1.00 0.03 0.00 -2.041 * -3.819 ***
Short-term Rate (%) 0.00 0.00 0.00 0.00 0.34 0.00 -2.631 *** -4.351 ***
Log (Real Disposable Income Per Capita) 1.00 0.00 0.00 0.00 1.00 0.00 -2.026 -3.714 ***
IPS LLC Fisher (PPerron) CIPS
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 Table 8 provides the PMG estimation results by including disposable income, short-term 
interest rates, and the unemployment rate. In the first scenario, we see that short-term interest rates 
have a more negative effect on housing compared to long-term interest rates. Adding disposable 
income in the second scenario makes the effects of the interest rates even larger. Finally, adding 
unemployment rate decreases the effect of existing home sales on home improvement sales and 
reverses the effect of the mortgage rate into negative territory, although the effect of 
unemployment on home improvement sales is actually positive. The positive sign on the 
unemployment coefficient may be explained by the home improvement sector outperforming the 
housing market in the recent years (JCHS, 2015) and by similar trends in unemployment and home 
improvement sales for most states after 1995. Moreover, using the change in unemployment in 
PMG estimation (as in Castro, 2013) produces a significant negative coefficient of -0.024. 
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Table 8: PMG estimates of alternate models: disposable income, S-T rate, and unemployment 
rate 
 
Note: N=51 and T=26. ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively. One ARDL lag 
is used in the estimation. 
 
 
Table 9 summarizes the results by isolating the sample prior to the 2007 market crash. Prior 
to 2007, the relationship between home improvement sales and existing home sales was slightly 
lower in magnitude, but still significant. The slight change may mean that during the recession and 
subsequent recovery, more housing indicators moved in the same direction.  
  
Dependent variable: Log(home improvement sales); PMG estimation
Long-Run Coefficients: Alternative 1 Alternative 2 Alternative 3
log(ehs) 0.357 *** 0.349 *** 0.195 ***
log(gsp) 1.024 *** 0.898 *** 0.995 ***
st rate -0.041 *** -0.073 *** 0.083 ***
mort rate 0.071 *** 0.134 *** -0.078 ***
log(disp_income) - 1.045 ***
unemployment 0.029 ***
Short-Run Coefficients:
Speed of Adjustment -0.506 *** -0.532 *** -0.708 ***
Δ log(ehs) -0.095 *** -0.060 *** -0.198 ***
Δ log(gsp) -0.379 *** -0.331 *** -0.612 ***
Δ st 0.046 *** 0.055 *** 0.039
Δ mort -0.037 *** -0.053 *** -0.039
Δ log(disp) -0.610 ***
Δ unemp -0.032 ***
d_crisis -0.153 -0.139 *** -0.133 ***
constant 0.524 *** -1.662 *** 1.690 ***
Statistics:
# Observations 1275 1275 1275
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Table 9: PMG estimates of alternate model: baseline versus truncated sample 
 
Note: N=51. ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively. One ARDL lag is used in 
the estimation. 
Performing diagnostic tests on the baseline PMG model in Table 6, the augmented Dickey-
Fuller residual cross sectional dependence test shows that the average correlation of residuals 
between two states is 0.27 (Pesaran, 2004). As a result, the Pesaran (2007) CIPS statistic is used 
in Section 4, which is robust to cross-sectional dependence and uses the cross-sectionally 
augmented Dickey-Fuller regression (CADF) to rid the panels of the unobserved common factor. 
In addition, the test for heteroscedasticity (Levene, 1960) rejects the null hypothesis of equal 
variances among the states, as would be expected. 
7. Panel causality tests’ results  
In this section, I perform the panel causality test, first at the aggregate level and then 
individually. For the joint Wald test, I use the original PMG estimation results in Table 6 to obtain 
𝜒2(3) = 92.84 and a corresponding p = 0. This leads us to reject the null hypothesis that in the 
short-run, the independent variables are not significantly affecting the dependent variable – the 
Dependent variable: Log(home improvement sales) Entire Sample Pre-crisis
Long-Run Coefficients: (1984-2009) (1984-2006)
log(ehs) 0.441 *** 0.378 ***
log(gsp) 0.885 *** 1.051 ***
mort 0.037 *** 0.021 ***
Short-Run Coefficients:
Speed of Adjustment -0.524 *** -0.681 ***
Δ log(ehs) -0.182 *** -0.268 ***
Δ log(gsp) -0.369 *** -0.637 ***
Δ mort -0.009 -0.008
d_crisis -0.116 ***
constant -0.610 *** 0.632 ***
Statistics:
# Observations 1275 1122
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home improvement sales. As for the long run, the t-test for the PMG relationship in Table 6 
produces 𝜒2(1) = 451 and a corresponding p = 0, also leading us to reject the null hypothesis that 
the variables are not significant in affecting the dependent variable. Therefore, using the baseline 
PMG model, causality flows from existing home sales, state GPD and the mortgage rate to the 
home improvement sales, in the short-run and the long-run (Lee and Chang, 2008; Bildirici, 2014). 
The Dumitrescu and Hurlin (2012) test for Granger non-causality in heterogeneous panels 
allows for the coefficients to be different across cross-sections, and tests two variables at a time. I 
use the stationary variables in first difference, as well as the mortgage rate. For this test, there is 
evidence that existing home sales and the mortgage rate Granger-cause home improvement sales 
at the 5% level, as seen in Table 10, a theory popular in equity research (Merrill Lynch, 2007). In 
addition, there is mutual Granger causality between existing home sales and mortgage rates.  




Null Hypothesis: W-bar Z-bar p-value
Δln(existing home sales) does not Granger cause Δln(home improvement sales) 1.66 3.33 0.00
Δln(home improvement sales) does not Granger cause Δln(existing home sales) 1.02 0.11 0.91
Δln(existing home sales) does not Granger cause Δln(GSP) 0.86 -0.69 0.49
Δln(GSP) does not Granger cause Δln(existing home sales) 0.84 -0.83 0.41
Δln(home improvement sales) does not Granger cause Δln(GSP) 4.70 18.69 0.00
Δln(GSP) does not Granger cause Δln(home improvement sales) 0.62 -1.91 0.06
(mort) does not Granger cause Δln(home improvement sales) 0.36 -3.25 0.00
Δln(home improvement sales) does not Granger cause (mort) 1.28 1.43 0.15
(mort) does not Granger cause Δln(GSP) 0.50 -2.51 0.01
Δln(GSP) does not Granger cause (mort) 0.63 -1.87 0.06
Δln(existing home sales) does not Granger cause (mort) 0.42 -2.92 0.00
(mort) does not Granger cause Δln(existing home sales) 1.76 3.83 0.00
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8. Conclusion  
In analyzing the long-run relationship between home improvement sales, a proxy for 
housing demand, and other housing and macroeconomic variables, I find that existing home sales 
and gross state product help predict the home improvement sales, in the period from 1984 to 2009. 
While the effect of short-term and long-term interest rates on home improvement sales varies 
depending on the model specification, generally the 30-year mortgage rate has a positive effect on 
home improvement sales in the long-run, meaning that homeowners typically view their homes as 
a long-term investment property that requires regular maintenance and remodels.  I also find that 
the average half-life estimate comes out to about one year, smaller than expected.  
Robustness checks demonstrate that adding more economic variables to the model, such as 
the unemployment rate, and isolating the period prior to the financial crisis, slightly weaken the 
relationship between home improvement sales and existing home sales but do not undermine its 
significance. In addition, Granger causality seems to be present for nearly half of the variables. 
Lags of existing home sales and the mortgage rate can help predict home improvement sales, but 
interestingly, home improvement sales do not Granger-cause existing home sales. Thus, these 
results demonstrate that existing home sales are a solid leading indicator of the home improvement 
sales, which can help predict the direction of housing demand.  
Future research could incorporate housing prices into the PMG model, to see if they would 
add more accuracy to the long-run relationship between housing and macroeconomic variables. In 
addition, possibly testing the cointegrating relationship between home improvement sales and 
existing home sales on a global level would provide more insight into how housing markets operate 
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