Abstract. Large-scale data centers account for a significant share of the energy consumption in many countries. Machine learning technology requires intensive workloads and thus drives requirements for lots of power and cooling capacity in data centers. It is time to explore green machine learning. The aim of this paper is to profile a machine learning algorithm with respect to its energy consumption and to determine the causes behind this consumption. The first scalable machine learning algorithm able to handle large volumes of streaming data is the Very Fast Decision Tree (VFDT), which outputs competitive results in comparison to algorithms that analyze data from static datasets. Our objectives are to: (i) establish a methodology that profiles the energy consumption of decision trees at the function level, (ii) apply this methodology in an experiment to obtain the energy consumption of the VFDT, (iii) conduct a fine-grained analysis of the functions that consume most of the energy, providing an understanding of that consumption, (iv) analyze how different parameter settings can significantly reduce the energy consumption. The results show that by addressing the most energy intensive part of the VFDT, the energy consumption can be reduced up to a 74.3%.
Introduction
Current advancements in hardware together with the availability of large volumes of data, have inspired the field of machine learning into developing state-ofthe-art algorithms that can process these volumes of data in real-time. For that reason, many machine learning algorithms are being implemented in big data platforms and in the cloud [22] . Examples of such applications are Apache Mahout and Apache SAMOA [4] , frameworks for distributed and scalable machine learning algorithms.
There are several desired properties for an algorithm to handle large volumes of data: processing streams of data, adaptation to the stream speed, and deployment in the cloud. The Very Fast Decision Tree (VFDT) algorithm [6] is the first machine learning algorithm that is able to handle potentially infinite streams of data, while obtaining competitive predictive performance results in comparison to algorithms that analyze static datasets. Since these algorithms often run in the cloud, an energy efficient approach to the algorithm design could significantly affect the overall energy consumption of the cluster of servers.
The VFDT and other streaming algorithms are only evaluated in terms of scalability and predictive performance. The aim of this paper is to profile the Very Fast Decision Tree algorithm with respect to its energy consumption and to determine the causes behind this consumption. Our objectives are to: (i) establish a methodology that profiles the energy consumption of decision trees at the function level, (ii) apply this methodology in an experiment with four large datasets (10M examples) to obtain the energy consumption of the VFDT, (iii) conduct a fine-grained analysis of the functions that consume most of the energy, providing an understanding of that consumption, (iv) analyze how different parameter settings can significantly reduce the energy consumption. We have identified the part of the algorithm that consumes the most amount of energy, i.e. the energy hotspot. The results suggest that the energy can be reduced up to a 74.3% by addressing the energy hotspot and by parameter tuning the algorithm.
The paper is organized as follows. In Section 2 we give a background explanation of decision trees and the VFDT, continuing with a review of related work. In Section 3 we explain the proposed method to profile energy consumption and how to apply it to the VFDT. Sections 4 and 5 present the experiment and the results and analysis of the experiment. Finally, we present the conclusions and pointers to future work in Section 6.
Background

Decision Trees and Very Fast Decision Tree (VFDT)
In a classification problem, we have a set of examples in the form (x, y). x represents the features or attributes, and y represents the label to be predicted. The goal is to find the function, or model, that predicts y given x (y = f (x)) [6] . Decision trees are a common type of algorithms used in machine learning that represent f in the form of a tree. A node in the tree represents a test on an attribute, and the branches of such node, known as literals, represent the attribute values. The leaves represent the labels y. When the model is built, in order to predict the label of a new example x i , the example passes through the nodes based on the different attribute values, until it reaches a leaf. That leaf will be the label y. In order to build the model, the algorithm uses a divide-and-conquer approach. The dataset is passed to the first node, and based on that data chunk, the attribute with the highest information gain is chosen as the root node. The dataset is then split based on that attribute choice, and each chunk of data is passed to the corresponding child. The process is repeated recursively on each node, until the information is homogeneous enough, then the leaf is labeled with the appropriate class.
Very Fast Decision Tree (VFDT) [6] is a decision tree algorithm that builds a tree incrementally. The data is analyzed sequentially and only once. The al-gorithm analyzes the first n instances of the data stream, and chooses the best attribute as the root node. This node is updated with the literals, each being a leaf. The following examples will be passed to the next leaves and follow the same procedure of replacing leaves by decision nodes. On each iteration, the statistics on each leaf are updated with the new example values. This is done by first sorting an example to a leaf l, based on the attribute values of that example and on the parent nodes, and then updating the times each attribute value is observed in l. After a minimum number of examples n are seen in l, the algorithm calculates the two attributes with the highest information gain (G). Let ∆G = G(X a ) − G(X b ) be the difference between the information gain of both attributes. If ∆G > the leaf is substituted by an internal node with the attribute with highest G. represents the Hoeffding Bound [10] , shown in Eq.1. This bound states that the chosen attribute at a specific node after seeing n number of examples, will be the same attribute as if the algorithm had seen infinite number of examples, with probability 1-δ.
Related Work
This section focuses on two areas. The first area regarding energy efficiency in computing and the second relating machine learning, big data and energy efficiency. Many energy-aware hardware solutions have been implemented. For instance, the Dynamic Voltage Frequency Scaling (DVFS) power saving technique is used in many contemporary processors. Several energy-saving approaches present energy efficient solutions for computation [21] . Regarding green computing at the software level, several publications [19, 11, 8] address the importance of developing energy-aware solutions, applications and algorithms. One of the key points is that still there is a very abstract-level research that aims at making energy efficient computations. Companies such as Google, Microsoft, and Intel, are committed to build software, hardware and data centers that are sustainable, energy efficient and environmentally friendly 1 . The Spirals 2 research group builds energy efficient software, showing different factors that affect energy consumption at the processor level [20] .
Moving on to machine learning, there have been different approaches and studies to evaluate machine learning algorithms on large scale datasets. We have identified three studies that we consider to be the most relevant in terms of large scale experiments that follow a fine-grained analysis. The first comparison between different algorithms on large scale datasets was conducted in terms of predictive performance [13] in 1995. This study empirically compares 17 machine learning algorithms across 12 datasets using time and accuracy. More than a decade later, a study was conducted that empirically compared ten supervised learning algorithms across 11 different datasets [3] by using eight accuracy-based performance measures. While these studies analyzed the total or average algorithm performance, another study was presented that evaluated algorithms in terms of time, by using a more detailed approach [1] . More specifically, the authors empirically compare eight machine learning algorithms for time series prediction and with respect to accuracy and the computation time for every function per time series. In the past years there has been an increase in designing machine learning algorithms in distributed systems that are able to analyze big data streams [4, 18] . The Vertical Hoeffding Tree (VHT) [15] algorithm has been recently implemented to extend the VFDT. It is the first distributed streaming algorithm for learning decision trees. There is also a different perspective on how to use machine learning to make cloud computing environments more energy efficient [5] .
There is a current increase of interest on energy efficiency algorithm design starting from the deep learning community, where they try to reduce the overall consumption of a neural network by pruning several nodes in the different layers while minimizing the error [23] . In the field of data stream mining, although they have published several algorithms that can handle large amounts of data, such as the VFDT [6] and it's extensions, we have yet to find an empirical evaluation of these algorithms with respect to energy consumption at the same detailed level. We believe that reducing the energy consumption of these kind of algorithms will have a significant impact in the overall consumption of data centers. In a previous work [16] , we evaluated the impact on energy consumption of tuning the parameters of the VFDT. This work was extended [17] to choose more relevant parameters that could impact energy consumption based on a theoretical analysis of such parameters. For this paper, we focus on investigating the causes behind the energy consumption, by doing a fine-grained analysis of the energy consumption at the function level of the same algorithm.
Energy Profiling of Decision Trees
In order to analyze the energy consumption of the VFDT, we present a methodology to profile the energy consumption of decision tree learners at the function level. This approach allows us to: identify the energy hotspot of the algorithm, by discovering which functions are consuming most of the energy; and compare the energy consumption of different algorithms of the same class. The goal is to break down a specific algorithm into its specific functions, to then map them to the generic functions of the same algorithm class. We apply this to the VFDT in the following subsections. The method is divided in the following four steps:
1. Identification of the generic functions of a decision tree. 2. Identification of the specific functions of the algorithm to be profiled. 3. Mapping the specific functions of step 2 to generic functions of step 1. 4. Energy consumption measurement of the specific functions, to then aggregate those values into the generic functions.
Generic Decision Tree Breakdown
This is the first step in the proposed methodology where we identify the generic functions of a decision tree obtained from analyzing the GrowTree algorithm presented by Peter Flach [7] . Flach has identified four key functions: homogeneous(), label(), bestSplit() and split(). The homogeneous() function returns true if all the instances of the tree can be labeled with a single class. The label() function returns the label for the leaf node. There are different techniques to predict the value of the leaf node, e.g. using the majority class observed. The bestSplit() function returns the best attribute to split on. This can be achieved in different ways, such as using the information gain function. The split() function covers all the functions that are responsible for making the split of an internal node into different children.
Specific Function Breakdown
In the second step of the methodology we identify the specific functions of the VFDT. Specifically, we study the VFDT implementation from MOA (Massive Online Analysis) [2] version 2014.11. We have identified the structure of functions presented in Figure 1 . The training phase starts by calling the function trainOnInstance(), which reads each instance sequentially, and updates the tree by updating the statistics at the leaf after reading the instance. To do so, it calls filterInstanceToLeaf(), which sorts the instance to the leaf by following the tests at the nodes. Then, the function learnFromInstance() updates the statistics and labels the leaf based on the option set by the user (Majority class, Naive Bayes or a hybrid between both). Depending on the type of attribute (numerical or nominal) newNominalClassObserver() or newNumericClassObserver() will be used to keep track of the attribute values at that leaf. attemptToSplit() will then decide between substituting the leaf with an internal node or keeping the leaf with the previously predicted class.
Inside attemptToSplit(), they first calculate if all instances observed so far belong to the same class with observedClassDistributionIsPrune(). If they do not belong to the same class, the Hoeffding Bound [10] is computed, by calling computeHoeffdingBound(). The two best attributes are obtained by calling the function getBestSplitSuggestion(). The difference between those attributes is compared with the Hoeffding Bound previously calculated. Thus, if such difference is higher than the Hoeffding Bound, there will be a split on the tree by replacing the leaf with a new internal node with the best attribute. This internal node is created by calling newSplitNode() and updated with the literals by creating new leaves calling newLearningNode() and setChild(). There are some functions specific to the MOA implementation that were not measured since we consider them a baseline: estimateModelByteSizes(), calculateByteSizes(), findLearningNodes(), enforceTrackerLimit().
Specific To Generic Function Mapping
The third step, shown in Table 1 , is to map each function of the VFDT to the functions of the generic decision tree. Most functions map to the split() and label() functions, since a significant part of the VFDT algorithm and implementation addresses different ways and functions on how to efficiently split the nodes. Both the homogeneous() and bestSplit() functions are used as in the generic decision tree.
Energy Measurement
To estimate the energy consumption at the function level of the VFDT algorithm, we use the tool Jalen [20] . This tool accepts a Java or jar file as input, and outputs the energy consumption (in joules) of each function. Jalen outputs enough granularity to understand the energy consumed at the function level. The main limitation of the tool is the inability to estimate the energy consumption of programs that run during a short period of time, e.g. 5 seconds. We aggregate and combine the energy consumption of the specific VFDT functions to understand where the energy is being consumed in the generic decision tree functions.
Experimental Design
This experiment has been designed with two objectives: -To understand which functions of the VFDT (mapped to generic decision tree functions) consume more energy than others. -To understand the links between parameter configurations and the energy consumption, distributed across the generic functions. For instance, there could be some cases in which modifying the tie threshold parameter will affect the energy consumption of one specific function, and this function is the one that consumes more energy on average.
This knowledge makes it possible to make informed choices regarding parameter tuning to reduce energy consumption while retaining the same level of predictive accuracy.
Experimental Setup
The experiment is conducted as follows: The VFDT algorithm has been tuned with a total of 14 parameters setups (labeled A-N) and tested in four different datasets. Each configuration is an execution of the VFDT algorithm with such a parameter configuration. All 14 configurations have been tested on all four datasets. Therefore, there have been a total of 14 × 4 = 56 executions. Each execution has been repeated 5 times and averaged. The datasets and parameter tuning are further explained in Sections 4.2 and 4.3. We evaluate the predictive performance and energy consumption of the VFDT under the different parameter setups and datasets. The training and testing of the algorithm are carried out in MOA (Massive Online Analysis) [2] , and the energy is measured with Jalen (explained in Section 3.4). The experiment is run on a Linux machine with an i7@2.70 GHz and 8 GB of RAM.
Datasets
Our experiment features four different datasets, summarized in Table 2 . The datasets have been synthetically generated from MOA. The Random Tree generator creates a tree, following the explanation from the VFDT original authors [6] . We consider this dataset as the default behavior of the algorithm. The Hyperplane generator uses a function to generate data that follows a plane in several dimensions [12] . This dataset is often used to test algorithms that can handle concept drift, making it a more challenging synthetic dataset in comparison to the first one. The LED generator predicts the digit displayed on a LED display. Each attribute has a 10% chance of being inverted, and there a total of 7 segments in the display. Finally, the Waveform generator creates three different types of waves as a combination of two or three base waves. The goal is that the algorithm should be able to differentiate between these three types of waves [2] . 
Parameter Tuning
The parameters that have been varied are shown in Table 3 . The nmin parameter represents the number of instances that the algorithm observes before calculating which attribute has the highest information gain. Theoretically, increasing this value will speed up the computations and lower the accuracy [6] . The τ parameter represents the tie threshold. Whenever the difference between the two best attributes is calculated, if this difference is smaller than τ , then there will be a split on the best attribute since the attributes are equally good. The absence of this parameter slows down the computation and decreases accuracy in theory [6] . The δ parameter represents one minus the confidence to make a split. In theory, the higher the confidence the higher the accuracy. The Memory parameter represents the maximum memory the tree can consume. When the memory limit is reached, the algorithm will deactivate less promising leaves. The last parameter is the leaf prediction parameter. This parameter was introduced in the VFDTc, an extension of the VFDT [9] that is able to handle numeric attributes and that features a Naive Bayes classifier to label the leaves. We test between majority class, Naive Bayes, or a hybrid between both (Naive Bayes Adaptive [14] ). The hybrid calculates both the majority class and the Naive Bayes prediction, and chooses the one that outputs higher predictive performance. The goal is to discover if the extra computation done by calculating both Naive Bayes and the majority class in comparison to calculating only one of them, trades-off with a significant increase in accuracy. 
Results and Analysis
The results of the experiment are shown in Tables 4 and 5 . These values are presented per parameter setup and in average. The values with higher accuracy and lower energy consumption are shown in bold. Setup K is not considered as the one with the lowest energy since its accuracy is significantly lower than the rest. Table 6 summarizes Tables 4 and 5 by averaging all setups. Each setup and dataset consume different amounts of energy. By comparing the parameters with the highest energy consumption and the lowest, we can have an energy saving of 52.18%, 47.76%, 74.22%, 76.24%, respectively per dataset. Figure 4 shows the trade-off between accuracy and energy. The correlation between these two variables is of −0.79, which suggests that the higher the accuracy the lower the energy consumption, calculated from Table 6 . The reason for this correlation is that datasets such as the LED dataset are complicated to analyze, thus consuming a lot of energy and obtaining low accuracy results. The opposite occurs in the Random Tree, that is easy to analyze, thus consuming less energy to do so, outputting higher accuracy results.
Energy Hotspot
The aim of this paper is to profile the energy consumption of the VFDT by showing which part of the algorithm is consuming most of the energy. Fig-Table 4 . Results for dataset 1 (random tree) and dataset 2 (hyperplane). In both datasets the energy is consumed in labeling (E1). The setup with lowest energy consumption and high accuracy is N: labeling with majority class. The random tree dataset outputs high accuracy in almost all setups. figure, updates the statistics of every leaf. The second one, represented by learnFromInstance NBA(), predicts the class at the leaf on every iteration of the algorithm applying Naive Bayes and the majority class, to keep count of which one is giving a better predictive performance. The second function is only active when the parameter NBA (Naive Bayes Adaptive) is set (by default in the implementation). Based on the results, it is more energy efficient to split on a node rather than to delay the splitting, because updating the statistics at a leaf and applying Naive Bayes is more expensive on leaves that have already seen many examples. This phenomena can be observed in datasets 1,2 and 3. Dataset 4 has a different behavior than datasets 1-3 because it contains only numeric attributes whose values are not close to each other. The energy consumed in the labeling phase of this dataset is mainly done by the function newNumericClassObserver(), because updating the statistics of such attributes is quite expensive. However, this function consumes less energy when there are less splits on the leaves, as opposed to the behavior of learnFromInstance(). That is why in dataset 4, more splits lead to a higher energy consumption.
In summary, updating the statistics and setting the leaf prediction to Naive Bayes Adaptive are the energy hotspots of the algorithm. They are very ex- Table 5 . Results for dataset 3 (LED) and dataset 4 (waveform). In the LED dataset, accuracy is constant and the energy consumption very high, most of it consumed in labeling when there are less splits on the nodes. In the Waveform dataset energy is consumed between labeling (E1) and calculating the best split (E3). pensive operations, and their energy consumption is higher when the splits on the leaves are delayed. There is a trade-off regarding the numeric estimator, since it consumes less energy whenever the splits are delayed. So, if the data has numeric attributes that are complicated to keep track of, it might be better to have smaller trees, since this can reduce the energy of the numeric estimator, and this function might be consuming more energy than the others in learnFromInstance().
LED dataset
Parameter Analysis
We focus the parameter analysis on such parameters that can reduce the energy consumption of the labeling phase, and in particular of learnFromInstance(), Table 6 . Averaged accuracy, leaves and energy results, from executing the VFDT algorithm in the four datasets shown in Table 2 . Averaged from Tables 4 and 5 . since that is the energy hotspot. The longer it takes to make a decision to split on a leaf (by substituting it with a node), the higher the energy consumption. τ and δ are two parameters that have a great impact on how the tree expands. 1 − δ represents the confidence on making the correct split. The higher the δ, the lower the confidence, leading to more splits and a reduction in energy. τ represents how separate the attributes can be in order to split. The higher the τ , the easier it is to make a split, thus lowering the energy consumption. For this reason, τ = 0.13 and δ = 10 −1 lead to very similar energy patterns. This occurs in datasets 1-3, for the reasons explained in the previous subsection.
In relation to leaf prediction, the default setup for this parameter (Naive Bayes Adaptive) is, on average, a worse choice than the other possible setups: Naive Bayes or majority class. For all datasets, the choice of one of these two setups showed a reduction in energy, hardly affecting accuracy. NBA computes the leaf prediction by applying Naive Bayes and majority class on every iteration of the algorithm for each instance, thus being very computationally and energy inefficient. On the other hand, Naive Bayes and Majority class predict the leaf value on the testing phase, reducing the energy consumption significantly. Moving on to memory consumption, we observe that reducing the amount of memory allocated for the tree drastically decreases energy consumption, but it also significantly reduces accuracy. We propose for future work to tune different values of memory consumption to see if there are important savings without having to reduce the accuracy of the model. Finally, when increasing the nmin parameter the accuracy and energy consumption are not significantly affected.
Suggestions to Improve Energy Efficiency
Based on this analysis, we can extract some suggestions to significantly reduce the energy consumption of the VFDT. -Avoiding using the parameter Naive Bayes Adaptive since it marginally increases accuracy and it consumes a lot of energy. The reason is that Naive Bayes and majority class are computed every time an instance is processed. -Splitting the leaf into a node is more energy efficient than delaying the split, since updating the statistics at the leaves that have already observed many instances is very expensive. -Increasing the δ and τ has positive effects on energy consumption, creating more splits and avoiding delaying the splits. -If the data is numerical and complicated to keep track of, delaying the splits can be more energy efficient.
Conclusions and Future Work
The aim of this paper is to profile the energy consumption of the Very Fast Decision Tree algorithm. To achieve that, we have presented the following: (i) a methodology that profiles the energy consumption of decision trees at the function level, (ii) an experiment that uses this methodology to discover the most energy consuming functions of the VFDT, (iii) a thorough analysis to understand the reasons behind the functions energy consumption, and (iv) which parameter settings decrease the energy consumption of such functions. The analysis of the results show that the functions responsible for the labeling of the decision tree are the main energy hotspots. Specifically, updating the statistics in the leaves and predicting the class at the leaf with parameter NBA are the main reasons for the amount of energy consumed in the algorithm. The energy consumption in labeling is significantly reduced if there are more splits on the leaves, rather than delaying the splitting to gain a higher confidence. Additionally, the results show that the energy can be reduced up to a 74.3% by tuning the parameters of the VFDT. The planned future work is to make an energy efficient extension of the VFDT with the knowledge extracted from this study. We will also investigate in more depth different parameter combinations to see if energy can be reduced further. We also plan to compare the predictive performance and the energy consumption of other tree learners with the VFDT.
