Interactive User Intent Modeling by Bhattarai, Shishir
Aalto University
School of Science
Degree Programme in Computer Science and Engineering
Shishir Bhattarai
Interactive User Intent Modeling:
Usefulness of Session-level Relevance Feedback
Master’s Thesis
Espoo, September 24, 2016
Supervisor: Professor Samuel Kaski
Advisor: M.Sc. (Tech.) Antti Kangasrääsiö
Aalto University
School of Science
Degree Programme in Computer Science and Engineering
ABSTRACT OF
MASTER’S THESIS
Author: Shishir Bhattarai
Title:
Interactive User Intent Modeling: Usefulness of Session-level Relevance Feedback
Date: September 24, 2016 Pages: 44
Major: Machine Learning and Data Mining Code: CS
Supervisor: Professor Samuel Kaski
Advisor: M.Sc. (Tech.) Antti Kangasrääsiö
In information retrieval systems, users often have difficulties in forming precise
queries to express their information need. One approach to express information
need is to explore the information space by providing relevance feedback to rec-
ommended items. This feedback is then used to model user search intent. Studies
have shown how retrieval performance could be improved by allowing users to give
feedback to multiple items such as keywords and documents instead of keywords
only. In this thesis, I extend an existing user model which uses document-level
and keyword-level feedback to include session-level feedback, and study the use-
fulness of this extension. By conducting simulation studies in various settings, I
investigate the effect of session-level feedback. Based on these simulation results,
I conclude that additional session-feedback helps in finding relevant documents
by improving F1-score. Results show that more the additional session-feedback,
more the improvement in F1-score. However, trade-off of session-feedback in-
stead of document and keyword feedback results in drop in document F1-score,
therefore indicating that session-feedback is less informative than document and
keyword feedback.
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Chapter 1
Introduction
1.1 Introduction
The process of finding information that is relevant to the user’s needs is
called information retrieval. After the development of the World Wide Web
(WWW) in 1990, there has been an exponential increase in the amount
of information. For example, according to NetCraft, Web Server Survey
October 2014 [29], there were over 1 billion websites in the WWW.
Finding and re-finding are two different information seeking behaviours
in information retrieval [7]. In finding, users have partial information about
their information need and are uncertain about existence, location and for-
mat of relevant information. To find relevant information, interactive ap-
proaches have been developed [12] [16] [33], where users start by forming an
approximate query and refine it throughout the sessions according to their
information need by providing relevance feedback. Daee et el. [12] demon-
strated how retrieval performance could be improved by allowing users to
give feedback to multiple types of items (keywords and documents) instead
of just one (keywords).
Unlike finding, in re-finding users are certain that the information they
are looking for exists because users have seen those information in their
past search sessions. Studies and research shows re-finding information is a
common activity in information retrieval. Teevan et al. [37] analysed web
queries of 114 users from a one-year period and found that 40% of requested
queries were re-finding queries.
To give an example of re-finding, let us assume that a user wants to collect
information regarding geometry, biology and computer science, as shown in
Figure 1.1. The user issues the queries as geometry, biology and computer sci-
ence separately on the system and adjusts her queries throughout the sessions
1
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by providing relevance feedback to the recommended items. Such feedback
helps the system learn users need in each iteration. After one month, when
the user needs information regarding squares, she remembers that she had
found relevant information related to squares while searching for information
related to geometry. However, it is difficult for her to recall the exact steps
she needs to perform to get to the information she had found earlier. For a
user like her, it is easier to recognise information regarding squares instead of
recalling them. What if we could recommend relevant past search sessions to
her based on the similarity between relevance of keywords and get feedback
on them? If we can recommend relevant past search sessions similar to the
user’s current information need, it could help users recognise relevant past
information, and this way, by interacting with it, she could be able to adjust
her query.
What if we could use past search sessions of a number of users instead of
just one? In the above example, there might be relevant past search session
information related to squares by other users which can be useful in re-finding
information she is looking for. The process of searching information using
information generated by one or more users with common information need
is known as collaborative search [28]. Studies have shown that users actively
participate in collaborative search activities [27] [28].
1.2 Motivation and Scope
Re-finding the relevant past information is ubiquitous activity in information
retrieval. It is easier for a human brain to recognise the relevant informa-
tion that has been found before instead of recalling it from memory. One
approach to help users re-find relevant information is to recommend past in-
formation based on the user’s current search intent and collect feedback on
recommended items to update the user model.
In this thesis, I study the usefulness of giving relevance feedback to rec-
ommended past search sessions. For this, I formulate a user model which
recommends relevant past sessions along with keywords and documents and
updates the user model based on relevance feedback. This thesis is motivated
by the following facts:
1. Common Activity: Re-finding is a common activity in information re-
trieval.
2. Human Limitation: It is easier for users to recognise relevant items
they have found before instead of memorising.
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Figure 1.1: Comparison of two recommendation systems, one with informa-
tion finding and other with information re-finding. Top: A user issued queries
geometry, biology and computer science on June 2016. Bottom: A user needs
information regarding square after one month and she remembers she had
found information related squares before. Bottom Left: The system with
information finding does not help her to re-locate previous relevant informa-
tion she has found related to the square. Bottom Right: The system with
information re-finding helps user to relocate previous relevant information.
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3. Previous Work: Feedback from multiple items (documents and key-
words) can improve the performance of finding relevant documents.
In this thesis re-finding is defined in collaborative setting. Instead of rec-
ommending past information of only one user, the new model recommends
past search information of other users too. Performance of the model is eval-
uated by simulating interactive information system with different simulation
settings. The performance of the new model is compared with the existing
baseline model [12].
1.3 Structure of Thesis
Background information about information retrieval, contextual multi-armed
bandit problem and previous works on interactive user intent modeling are
described in Chapters 2-4. Chapter 2 introduces the necessary background
related to information retrieval and information re-finding followed by contex-
tual bandit problem, exploration and exploitation dilemma and Thompson
sampling in Chapter 3. Chapter 4 introduces existing interactive user intent
models.
Chapter 5 presents simplifying assumptions and formulation of the pro-
posed model followed by interactive information retrieval simulation environ-
ment in Chapter 6. Chapter 7 presents results and analysis of the simulations.
Chapter 8, discusses the summary of the thesis and further enhancements of
the model.
Chapter 2
Information Retrieval
In this chapter, I give an overview of information retrieval, information re-
finding, and information retrieval model evaluation methods. Section 2.1
gives a brief introduction to information retrieval and information retrieval
processes followed by different techniques for document representation in Sec-
tion 2.2. Section 2.3 discusses information re-finding and introduces some of
the existing information re-finding tools. Section 2.4 introduces information
retrieval collaborative processes and their classification based on user intent.
Section 2.5 introduces information retrieval evaluation methods such as pre-
cision, recall and F1-score.
2.1 Introduction
Information Retrieval [26] [34] is "the name of process or method whereby a
prospective user of information is able to convert his need for information
into an actual list of citations to documents in storage containing informa-
tion useful to him". According to Elite and Rose [14], information retrieval
started from the 3rd century when the Greek poet Callimachus created the
world’s first ever library catalogue known as Pinakes. However, only after
the development of the WWW in 1990, there has been huge development
in the field of information retrieval both in academic and commercial fields.
Development of the WWW also made information retrieval popular among
common people. A survey done by Pew Research Center found that 92% of
internet users use search engines to find information on the web and 59%
do so on a daily basis [31]. Before 1990, information retrieval systems were
mostly used by professionals such as medical researchers, government organ-
isation workers, librarians etc.
As defined by Croft [11], there are three basic processes in an information
5
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Figure 2.1: Information retrieval process. Squared boxes in figure represent
data and rounded boxes represent processes. Directed arrows show flow of
data.
retrieval system as shown in Figure 2.1:
• Representation of documents,
• Representation of user’s information need,
• And a comparison of the two.
In order to compare user’s information need and the collection of doc-
uments, each of these needs to be represented by its features. The process
of representing documents by their features, like keywords, topics and so on
is called the indexing process. An indexing process collects, cleans and nor-
malises documents by stemming, removing stopwords and so on. Stemming
is conflating words to their base form such as transforming ’playing’, ’played’,
and ’player’ to the root word ’play’. Removing stopwords is the process of
eliminating very frequent terms such as ’the’, ’of’, ’a’ and so on.
The process of representing a user’s information need in the form of
queries is known as a query formulation process. For example, in boolean
CHAPTER 2. INFORMATION RETRIEVAL 7
model, boolean representation of user’s information need is query formula-
tion process. The boolean vector from the process is the query.
The process of comparing a query against the indexed documents is known
as the comparison process. The output from the comparison process is a
list of documents. Depending on the system, comparison can be binary
classification or ranking of documents. The output documents with relevant
information are known as relevant documents.
In addition to the above processes, some information retrieval systems
additionally have a feedback process. The process of representing responses
provided by users to the recommended items is known as feedback process.
Feedback is classified as:
1. Implicit Feedback, which is not explicitly given by the user but gener-
ated by the user behaviour such as click-through rate.
2. Explicit Feedback, which is explicitly given by the user such as relevance
feedback to a system.
2.2 Representation of Documents
Documents are represented by their features such as terms (keywords), top-
ics, and so on. In this thesis, documents are represented as bags of terms.
The term is assigned a value which gives the importance of the term in the
corresponding document. Some ways of calculating importance of terms are
as follow:
• Term frequency (TF) is the frequency of a term in a document or in a
collection of documents. Some terms like stopwords have high TF but
these terms do not have discriminating power in information retrieval
model.
Inverse document frequency (IDF) scales down the weight of terms with
collection frequency to solve the limitation of term frequency. Collec-
tion frequency is the total number of occurrences of a term in a collec-
tion. Mathematically IDF is defined as
IDFt = log
N
DFt
where DFt is collection frequency with term t and N is number of total
documents.
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• Term frequency - inverse document frequency(TF -IDF ) mathemati-
cally combines term frequency and inverse document frequency as
TF -IDFt,d = TFt,d × IDFt
where TFt,d is term frequency of the term t in the document d and IDFt
is inverse document frequency of term t. TF -IDF is high when term t
occurs many times within a small number of documents and low when
the term occurs in many documents but fewer times in each documents.
• Conditional probabilities which give likelihood of document generating
the terms. In document collection with |D| documents and |K| terms,
document-term matrix M|D|×|K| is
M|D|×|K| =

P (k1|d1)
P (k1|d2) · · ·
P (k|K||d1)
P (k|K||d2)
... . . .
...
P (k1|d|D|) · · · P (k|K||d|D|)
 ,
|K|∑
i=1
P (ki|dj) = 1,
where P (ki|dj) is likelihood of document dj generating term ki. P (ki|dj)
is probability of occurrence of term ki in document dj. The document-
term matrix M is known as language model.
2.3 Re-finding
In information retrieval, finding and re-finding are two different information
seeking behaviours [7]. In finding users have partial information about their
information need and are uncertain about the existence, location and format.
Finding relevant information for the first time is an exploratory search [7].
Exploratory search is an iterative information seeking behaviour where users
information needs evolve throughout the session [24].
In re-finding users look for information related to what they have found
before in their previous search session. In re-finding users are certain that the
information exists in the document collection. Teevan et al. [37] analysed web
queries of 114 users from a one-year period and found that 40% of requested
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queries were re-finding queries. Re-finding is prevalent in Unix commands
[17], library book search [6] and web-search [37]. To re-find information there
are existing tools such as
• HayStack [1], which is similar to a personal notebook where users gather
and store information like corpus, document information, meta infor-
mation, user information and use these pieces of information for per-
sonalising their information retrieval. Haystack uses links between doc-
uments with similar content and user interactions to find relevant items
from the stored information.
• LifeStream [15] is a time ordered system where users collect and man-
age information created by themselves. Lifestream uses techniques such
as stream filter to organise, locate, summarise and monitors incoming
information. Items displayed in the user interface are ordered by time
such that the tail contains past documents and the head contains re-
cent documents. Lifestream uses different colours and animations to
indicate important document features such as read, unread, edited and
writeable.
• Stuff I’ve Seen [13] is a system which uses information a user has seen
before and recommends that information as clues to recognise them.
It has five main components: 1. Gather shows contents such as email,
web page, document and appointment in their original format. 2. Filter
reads the input file and creates streams for processing. 3. Tokenizer
tokenizes streams to words. 4. Indexer creates an index of the tokenised
tokens. 5. Query language uses a boolean query to recommend relevant
information.
The existing re-finding tools discussed above use past information of single
user only to re-find relevant items, and use boolean query and filter soft-
ware to recommended relevant items. To overcome this limitations, feedback
on recommended items can be used to model user search intent and past
information of multiple users can be used to find relevant information.
2.4 Collaborative Search
The process of seeking information with the help of more than one users
with common information need is known as collaborative search [28]. Most
traditional information retrieval systems are single-user systems where the
information generated by single user is used to model the user’s need. Studies
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have shown that users actively collaborate in search activities [27] [28]. In
collaborative search, users are benefited by the wisdom of the crowd, known
as knowledge sharing [10].
Collaborative search can be classified into explicit or implicit based on
user intention [30]. In explicit collaborative search, users are aware of the
common information need. Implicit collaborative search is a passive collab-
oration where search performance is improved by using relevant past search
information from other users without the user being aware. Collaborative
filtering is an example of an implicit collaboration where the system rec-
ommends items based on the preference of other users expressed on those
items.
2.5 Evaluation
Accuracy is the simplest measure used in machine learning algorithms to
evaluate the model performance. But in information retrieval, data is ex-
tremely skewed: 99.9% of documents are in the not relevant category [23], so
maximum accuracy can be achieved trivially by assigning all the documents
as irrelevant which is not the user’s need.
There are several measures in information retrieval, such as precision,
recall, ROC (Receiver Operating Curve), mean average precision and F-
measure. Precision and recall are popular evaluation metrics in information
retrieval community.
Precision (P) is defined as the ratio of number of relevant items retrieved
to the number of retrieved items, such that
Precision = #(relevant items retrieved)
#(retrieved items)
,
where # is count function.
Recall(R) is defined as the ratio of relevant items retrieved to number of
relevant items, such that
Recall = #(relevant items retrieved)
#(relevant items)
,
It measures the ability to find relevant items in collection.
F-measure is the weighted mean of precision and recall. Mathematically,
F = 1
α 1
P
+(1−α) 1
R
= (β
2+1)PR
β2P+R
, where β2 = 1−α
α
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The default balanced F-measure, or F1-score, corresponds to equal weights
of precision and recall, which means α = 1
2
and β = 1. Therefore F1-score is
F1 =
2PR
P+R
.
Chapter 3
Contextual Multi-Armed Bandit
Problem
Studies have shown that relevance feedback in information retrieval system
helps in improvement in search performance but often leads to a context trap;
as a result, the system does not recommend new items and exploits confined
information space [18] [19]. One approach to avoid this problem is to explore
the recommended items while exploiting the current information to maintain
search quality. In an interactive information retrieval system, exploration
and exploitation are balanced by formulating user search intent modeling as
reinforcement learning [16] [33] or contextual multi-armed bandit problems
[9] [12] [20].
In this chapter, I present the mathematical formulation of the contex-
tual multi-armed bandit problem, exploration-exploitation dilemma and an
approach to control exploration and exploitation dilemma using Thompson
sampling.
3.1 Mathematical Formulation
Multi-Armed Bandit Problem (MABP) [32] is a sequential decision making
problem in which an agent tries to optimise his decisions to maximize his
overall reward. For example, MABP describes how a gambler decides which
arm to pull and how many times, in order to maximizes his profit. The
gambler needs to make decision at each iteration t, t ∈ 1, 2, 3...T to pull arm
at from finite set a ∈ 1, 2, 3....N , where N is the total number of arms. In
each iteration t the agent gets reward rt associated with the arm at. The
distribution of rewards at any arm is unknown. An algorithm to choose the
next arm given information (I) available to the agent is known as a policy. I
12
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is set of past information represented by tuples (rt, at). The objective of the
gambler is to maximize the cumulative expected reward given the available
information. Mathematically,
max
[ T∑
t=1
rt
]
.
Contextual multi-armed bandit problem [21] [39] is the special type of
MABP where the agent observes feature vector associated with each arm,
known as the context. The reward from each arm is function of the context
associated with each arm. Agent uses context and reward information col-
lected from the previous play to choose the next arms. The main objective of
the agent is to collect enough information about the relationship between the
reward and the context associated with each arm. Problems such as clinical
trials [39], on-line advertisement display [9] and news article recommendation
[22] can be formulated contextual multi-armed bandit problem.
Let us assume that in each iteration the gambler observes context xt and
pulls arm at such that information It is described by triplets It = (xt, rt, at).
The expected reward has distribution p(rt|I, θ) depending on some policy,
parametrized by θ and information I. After T iterations, using Bayes theo-
rem, the posterior distribution of θ is
p(θ|x, a, r) ∝ p(θ)∏ p(rt|xt, at, θ).
where p(θ) is the prior distribution on θ. The parameter θ is unknown.
The objective of the gambler is to pull arms such that it maximises his ex-
pected reward. The gambler can maximise his immediate reward by pulling
the arm a such that,
max
a
,
∫
E[r|a, x, θ]p(θ|x, a, r)dθ.
By pulling the arm a, the gambler maximises the immediate reward but
does not guarantee to maximise cumulative expected reward. Due to the
uncertainty, gambler has following options:
1. Exploration: Try out each arm to find the best one.
2. Exploitation: Pull the best arm according to current information believing
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it gives the best reward.
3. Balance exploration and exploitation: It is not possible to exploit and
explore at same time. Gambler can balance exploration and exploitation to
maximize cumulative reward.
3.2 Thompson Sampling
In sequential decision-making process where the distribution of rewards is
unknown, there is always a dilemma between exploration and exploitation.
Thompson sampling is one of several approaches to balance exploration and
exploitation. Thompson sampling is a Bayesian optimisation technique [5],
first proposed by Thompson [38] in his work Randomised Bayesian algorithm.
Thompson sampling was considered as a heuristic approach but later studies
demonstrated both theoretical [2] and empirical performance guarantee [9].
There have been empirical studies which show Thompson sampling outper-
forms other popular alternatives such as UCB [8] in information retrieval
tasks, such as advertisement selection and news article recommendation [9].
The basic idea of Thompson sampling is to randomly sample θ from
its uncertainty and select the arm which gives maximum reward using the
sampled θ, such that
at = arg max
a
E[r|xt, a, θt].
Pseudo code for the Thompson sampling which summarises all the above
steps presented as Algorithm 1.
Algorithm 1: Thompson Sampling
1 I = {}
2 for j = 1 to T do
3 Get context xt
4 Draw θt ∼ p(θ|I)
5 select arm, at = argmaxaE[r|xt, a, θt]
6 I = I ∪(xt, at, rt)
Chapter 4
Interactive User Intent Modeling
The process of modeling users information need and using that model for
improving search quality and performance is known as user intent modeling
in information retrieval. One approach of modeling users’ intent is by involv-
ing users to interact with their current search intent, known as interactive
user intent modeling. User interaction on recommended items by estimated
current search intent helps to update the model throughout the session. Such
model starts with the initial user model created based on the user queries
and is updated based on user’s feedback in each iteration.
In this Chapter, I introduce different existing interactive approaches de-
veloped to model user intent. Section 4.1 introduces an interactive user
model where users interact with recommended keywords, followed by a model
where users interact with recommended documents along with keywords in
Section 4.2.
4.1 Keywords Interaction System
Studies have shown that users have difficulty in forming precise queries in
about 50% of the search sessions [36]. To help users form queries, Glowacka
et al. [16] developed an approach where users start with approximate query
and adjust it throughout the session by giving relevance feedback to keywords
displayed in the user interface. Their approach was a combination of the
machine learning algorithm and interactive user interface design. The main
idea of the user interface was to display the keywords which represent the
user search intent and let users interact with the displayed keywords after
typing initial query. In the user interface, keywords were displayed in a circle
as shown in the Figure 4.1. In this user interface, keywords closer to the
center are more relevant. Therefore, users can give explicit positive feedback
15
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Figure 4.1: Interaction with keywords [16]. The orange colored circle at
center represents user model. Dotted arrow from towards the center repre-
sents relevant keyword being drag toward the center; dotted arrow away from
center represents an irrelevant keyword being dragged away.
by dragging relevant keywords towards the centre (in Figure 4.1 the user
drags ’recognition’ towards the centre) and negative feedback by dragging
non-relevant keywords away from the center (in Figure 4.1 the user drags
’language’ and ’communication’ far from centre).
The relation between expected relevancy of keywords kj and its feature
vector xkj was assumed to be
E[rj] = (x
k
j )
T · θ
where θ is unknown weight vector. The weight vector θ is estimated by ap-
plying machine learning algorithm LinRel [3], a special type of reinforcement
learning [35] algorithm.
Document is ranked by the conditional probability
P (k|Mdi) =
∏
kj∈k θˆjP
′
mle(kj|Mdi),
where k is keyword vector weighted by θˆj for each keyword, Mdi is language
model for the document di and P
′
mle(kj|Mdi) is the estimated maximum like-
lihood of keyword kj for given Mdi.
Furthermore, Ruotsalo et el. [33] improved model to display keywords
of users current search intent and estimated future search intent in radar
display as shown in Figure 4.2. The center of radar (grey) represents the
current search intent and the outer grey area represents estimated future
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Figure 4.2: Radar Visualization [33]. Search intents visualized through key-
words (A). Projected future intents are visualised in outer circle (B); Current
intent visualized in inner grey circle (C). Keywords inspected with fish eye
lens (D).
search intent as shown in Figure 4.2. In the radar structure, the radius gives
the relevance of the keywords and angle gives the similarity between the key-
words.
4.2 Documents and Keywords Interaction
System
The previous model models user’s intent using keyword feedback only. Daee
et al. [12] developed an approach where users can provide feedback on mul-
tiple item types (keywords and documents) instead of one item (keywords).
In their work they have demonstrated how adding extra item type improves
search performance.
They use document-keyword matrix M|D|×|K| to express the relationship
between keywords and documents, such that
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M|D|×|K| =

P (k1|d1)
P (k1|d2) · · ·
P (k|K||d1)
P (k|K||d2)
... . . .
...
P (k1|d|D|) · · · P (k|K||d|D|)

where P (ki|dj) is likelihood of document dj generating keyword ki. |D| is
document count and |K| is keywords count.
Daee et al. [12] have made following assumptions for simplicity:
1. Relationship between expected relevancy of documents and keywords
is as follows:
E[rdj ] =
|K|∑
i=1
E[rki ]P (ki|dj)
in matrix notation
E[Rd] = ME[Rk]
2. Expected relevance of keywords have linear relationship with its feature
vector, such that
E[Rk] = MT θ
where θ is unknown weights.
3. Based on the two assumptions above, expected relevance of documents
is
E[Rd] = MMT θ
Based on these three assumptions, Daee et al. [12] formulated the prob-
lem of finding relevant keywords and documents as bandit problem. The
relevance (reward) distribution of keywords and documents is the function
of a feature vector, xd for the document and xk for the keyword, and the
parameter θ. xk is the kth column from matrix M and xd is the dth column
from matrix MMT . In each iteration, users give feedback to the displayed
keywords and documents and θˆ is estimated. Thompson sampling has been
used to balance exploration and exploitation.
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4.3 Limitation of Existing Systems
Teevan et al. [37] analysed web queries of 114 users from a one-year period
and found that 40% of requested queries were re-finding queries. Studies
have also shown that users actively collaborate in search activities [27] [28].
Therefore, information re-finding and collaborative search are two common
activities in information retrieval. However, all the three systems discussed
above are single user activity systems and do not use any past information
to improve search performance.
Chapter 5
Proposed Model
Section 4.3 discusses the limitation of existing user intent models. In this
thesis, a model developed by Daee et al. [12] has been extended to infer
user search intent by using session feedback in addition to document and
keyword feedback. The extended model can be used in both single user and
collaborative setting.
Section 5.1 presents simplifying assumptions of this model, followed by
representation of the model as the bandit problem in Section 5.2. Section
5.3 gives probabilistic model of proposed model. Section 5.4 presents overall
search process of the proposed system.
5.1 Model Assumption
The proposed model extends simplifying assumptions stated in the model
developed by Daee et al. [12], in order to find expected relevancy scores of
past search sessions. The simplifying assumptions are:
1. Relationship between expected relevancy of documents and keywords
is as follows:
E[rdj ] =
|K|∑
i=1
E[rki ]P (ki|dj).
where P (ki|dj) is likelihood of document dj generating keyword ki and
M document-keyword matrix. In matrix notation
E[Rd] = ME[Rk],
20
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where
M|D|×|K| =

P (k1|d1)
P (k1|d2) · · ·
P (k|K||d1)
P (k|K||d2)
... . . .
...
P (k1|d|D|) · · · P (k|K||d|D|)
 .
2. Expected relevancies of keywords have linear relationship with their
feature vector such that,
E[Rk] = MT θ,
where θ is an unknown weight vector.
3. Based on assumptions 1 and 2, expected relevance of documents is
given as
E[Rd] = MMT θ.
4. A past search session is likely to be relevant if the estimated relevancies
of keywords are similar. The expected relevancy of the jth session with
respect to current session c is given by
E[rsj ]c ∝ sim(E[rk]j, E[rk]c)
where E[rk]c and E[rk]j are expected relevancies of keywords in cth
and jth sessions respectively. The function sim is a similarity function
between two vectors which gives their dot product such that,
sim(a, b) = a · b
where a and b are the vectors. Replacing the vectors by E[rk]j and
E[rk]c, we get
sim(E[rk]j, E[r
k]c) = θ
T
j MM
T θc.
Expected relevancy of the jth session with respect to current session c
is given by
E[rsj ]c = P (sj|sc) =
1
z
sim(E[rk]j, E[r
k]c)
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where
1
z
sim(E[rk]j, E[r
k]c) =
1
z
θTj MM
T θc,
z =
∑
j
sim(E[rk]j, E[r
k]c),
E[Rs]c =

P (s1|sc)
...
P (s|S||sc)
 =

E[rsj ]c
...
E[rs|S|]c

=

1
z1
θT1MM
T θc
...
1
z|s|
θT|S|MM
T θc
 = Ms
5.2 Proposed Model as Contextual Multi-Armed
Bandit Problem
In the proposed model, relevance (reward) distribution for documents, key-
words and session are,
p(rd|xd, θ),
p(rk|xk, θ),
p(rs|xs, θ),
where xd, xk, xs are feature vectors of documents, keywords and past search
sessions respectively. After nd document feedbacks, nk keyword feedbacks
and ns session feedbacks, the posterior distribution of θ is given as
p(θ|xd, xk, xs, rd, rk, rs) ∝ p(θ)
∏
d∈nd
p(rd|xd, θ)
∏
k∈nk
p(rk|xk, θ)
∏
s∈ns
p(rs|xs, θ),
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Figure 5.1: Probabilistic model for user feedback on documents, keywords
and past search sessions.
where p(θ) is the prior distribution for θ. In order to apply Thompson sam-
pling:
1. A sample θ is drawn from the posterior distribution;
2. Expected relevancy scores of documents, keywords and past sessions
are evaluated in each iteration.
5.3 Probabilistic Model
To estimate the value of unknown weight θ, I formulate a simple probabilistic
model which considers relevance score for documents, keywords and past
search sessions as a Gaussian distribution, such that
p(rk|xkT , θ, β2K) = Normal(rk|(xk)T θ, β2K),
p(rd|xdT , θ, β2D) = Normal(rd|(xd)T θ, β2D),
p(rs|xsT , θ, β2S) = Normal(rs|(xs)T θ, β2S),
where xdj , xki , xsl are feature vectors of documents, keywords and past sessions
respectively. xki is the ith column of M , xdj is jth column of MMT and xsl
is lth row of Ms. The prior distribution for θ is Gaussian distribution with
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mean 0 and variance η2; Mathematically,
p(θ) = Normal(θ; 0, η2I).
Both prior and likelihood are from Gaussian distribution so the posterior
has closed form solution as Gaussian distribution with mean µ and variance
Σ, such that
Σ−1 = βd−2(Xdn)
TXdn + β
k−2(Xkn)
TXkn + β
s−2(Xsn)
TXns,
µ = Σ(βd−2(Xdn)
TRdn + β
k−2(Xkn)
TRKn + β
s−2(Xsn)
TRsn).
Algorithm 2 summarizes working of the proposed model. In each iteration
θ is sampled from the posterior of the θ. Using sampled θ, expected rele-
vancies of documents, keywords and sessions are calculated. N documents,
keywords and sessions with high relevancies are displayed in user interface
and user feedback is collected (lines 3-5). Based on user feedback on recom-
mended items, the posterior is updated and θ is sampled for next iteration.
Algorithm 2: Proposed Model
1 for each iteration do
2 Draw θd ∼ p(θ|xd, xk, xs, rd, rk, rs)
3 for session arm: select s+ = arg max[1 : N ]s∈SxTs θd
4 for document arm: select d+ = arg max[1 : N ]d∈DxTd θd
5 for keyword arm: select k+ = arg max[1 : N ]k∈KxTk θd
6 update the posterior based on the user feedback and observed
feature vectors.
5.4 Search Process of Proposed System
The proposed system infers the user intent from feedbacks given to recom-
mended documents, keywords, and past sessions. Users provide feedback on
recommended items displayed in user-interface, based on which the proposed
model updates inferred the user intent and calculates expected relevancy of
items. Items are ranked and recommended by their expected score and dis-
played in user-interface in each iteration. Figure 5.2 summaries the search
process of proposed system.
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Figure 5.2: Search process of proposed system. Directed arrows shows flow
of data between the blocks.
Chapter 6
Simulation Environment
In this thesis, I evaluate performance of the proposed model by simulating
an interactive information retrieval system. In this Chapter, I report simu-
lation of documents, keywords and past sessions ground-truth, simulation of
document-keyword matrix M and simulation of past search sessions.
Section 6.1 describes the dataset used to create document-keyword matrix
M . Section 6.2 presents how document, keyword and past session ground-
truth is simulated, followed by simulation of document-keyword matrix and
simulation of past sessions in Section 6.4. Finally, Section 6.5 presents eval-
uation metrics used to evaluate simulated results.
6.1 Dataset
Document-keyword matrix M is constructed from categorical data prepared
by parsing an XML file which contains documents collected from the ACM
digital library database, the actual query that has been used to find the docu-
ment and pre-evaluated relevancy (1 for positive and 0 for negative) for given
query (Source of XML data file: Information Retrieval course (ME-E4400)
at Aalto University). Each query has list of relevant and irrelevant docu-
ments for that query. The XML file is parsed and documents are categorised
and stored based on the queries. Further categorical dataset was manually
cleaned by removing the empty category, empty documents and categories
with fewer documents. The final dataset is categorical data with 29 cat-
egories based on the query used to find that document in ACM-database.
In simulation, simulated user selects at random only one category form the
search target in each session.
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Figure 6.1: Example of search target, document ground-truth and keyword
ground-truth. The Black box (top) represents categorical dataset. Name
of the folder in the black box is categorical label for the set of documents
stored in that folder, for example documents in the blue box (bottom-left)
is a set of documents under the category industrial process simulation. Red
box (box inside box in top) indicates search target, blue box indicates docu-
ment ground truth for selected target group and green box indicates keyword
ground truth for selected target group.
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6.2 Simulation of Ground-truth
In search session simulations, ground-truth documents and keywords allow us
to simulate respective feedbacks, i.e a positive feedback if the recommended
document or keyword is part of the ground-truth, and a negative feedback if
otherwise. Documents in each category serve as the ground-truth documents
for the search target. Also, twenty keywords with high TF−IDF weight in
the search target are ground-truth keywords. In the example shown in Figure
6.1, industrial process simulation is a search target, and the documents in
the folder (shown in the blue box) are the document ground-truth. In the
same example, keywords in green box are the keyword ground-truth.
Similarly, ground-truth sessions for the purpose of generating feedback
for recommended sessions are constructed from multiple session simulations
using document and keyword feedbacks, to be discussed in 6.3. These ground-
truth sessions are categorised and stored by their respective category names.
6.3 Simulation of Document-Keyword Matrix
and Past Search Session
Simulated document-keyword matrix M is the normalised TF−IDF repre-
sentation of the documents collection. The Matrix M is the language model
which gives conditional probabilities of each keyword in a given document.
Past search session is simulated using only document and keyword feed-
backs. I assume that in each past search session, user interacts with thirty
keywords and thirty documents among which fifteen are relevant and fifteen
are irrelevant items for each type. To simulate documents and keywords
positive feedback, fifteen items are selected in random from document and
keyword ground-truth. Similarly for negative feedback, fifteen items which
are not in documents and keywords ground-truth are randomly selected.
Simulated search sessions are grouped and stored by their target category
name.
Based on past search sessions, in addition to single-user setting, the pro-
posed model can be used in collaborative setting as well, where past search
sessions are created by other users. In this thesis, for simplicity past search
sessions are assumed to be created only by single-user.
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6.4 Evaluation
The proposed model helps users find both relevant documents and re-find
past search sessions and its performance is evaluated against a similar model
which does not use session feedback, developed by Daee et al. [12], as the
baseline . The baseline model does not help in re-finding search sessions, so
I evaluate performance trend of re-finding search sessions across iterations.
Performance in finding is evaluated using document F1-score compared
against baseline model. Re-finding past search session is evaluated using
session F1-score.
Chapter 7
Analysis of Results
Search performance of the proposed model is evaluated by conducting dif-
ferent simulation experiments for both finding relevant documents and re-
finding relevant sessions.
7.1 Experiment 1: Session-Feedback in Addi-
tion to Document and Keyword Feedback
7.1.1 Setting
Assumption: Number of feedback given by the user depends on number of
item types recommended to the user.
In this experiment setting, simulated user in proposed system gives feed-
back to past search sessions in addition to documents and keywords. The
performance of proposed model is evaluated against the baseline where feed-
back is given to documents and keywords only. The numbers of document
and keyword feedback on both systems are equal. In proposed system, sim-
ulated user gives 4, 4, 2 feedbacks to document, keyword and session respec-
tively, whereas in baseline model simulated user gives the 4 feedbacks each
to documents and keywords in each iteration as shown in Figure 7.1.
7.1.2 Results
Figure 7.2 shows simulated results from above experiment setting. The docu-
ments F1-score plot (left) shows that session feedback in addition to keyword
and document feedback marginally improves the performance in finding rel-
evant documents. This result shows that there is improvement in document
F1-score after twentieth feedback iteration.
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Figure 7.1: Distribution of total number of feedback in proposed and base-
line systems for Experiment 1.
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Figure 7.2: Adding session feedback marginally improves the performance in
finding documents. F1-score is average over 500 simulated sessions and 50
feedback iteration. X-axis represents feedback iteration and y-axis represents
the corresponding F1-score. The blue line in plots represents proposed system
and green line represents baseline system. Left: Document F1-score for each
feedback iteration. Right: Session F1-score for each feedback iteration.
Session F1-score plot (Figure 7.2 right) shows session F1-score in each
iteration in experiment 1. Results shows that sessions F1-score increases
across feedback iteration in experiment 1 setting.
7.2 Experiment 2: Session-Feedback Instead of
Other Feedback
7.2.1 Setting
Assumption: Number of feedback given by the user is equivalent to time spent
in each iteration.
In previous experiment setting, the proposed system gets additional 2
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Figure 7.3: Distribution of total number of feedbacks in the proposed system
and the baseline system for Experiment 2.
feedback in each iteration compared to baseline. In this experiment, simu-
lated users give equal number of feedbacks to both systems. In the baseline
system, simulated user gives 6 feedbacks to documents and keywords each.
In the proposed system, documents, keywords and past sessions get 4 feed-
backs each. The reduced number of feedbacks to keywords and documents
are compensated by session feedback such that the total remains unchanged
in each iteration, as shown in Figure 7.3.
7.2.2 Results
Figure 7.4 shows results of the simulation from Experiment 2 setting. It
shows documents F1-score plot (7.4 left) and session F1-score (7.4 right) in
each feedback iteration. Document F1-score plot shows a drop in perfor-
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Figure 7.4: Feedback on session improves results less than feedback on doc-
uments and keywords. F1-score is average over 500 simulated sessions for 50
feedback iterations. X-axis represents feedback iteration and y-axis repre-
sents corresponding F1-score. The blue line represents the proposed system
and green line represents baseline system. Left: Document F1-score for each
feedback iteration. Right: Session F1-score for each feedback iteration.
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mance compared to the baseline, which indicates that session feedback is less
informative than document and keyword feedback.
Session F1-score plot (Figure 7.4, right) shows session F1-score in each
feedback iteration. Results shows that session F1-score increases in across
feedback iteration in experiment 2.
7.3 Experiment 3: Additional Numbers of
Session-Feedback
7.3.1 Setting
Experiment 1 shows that additional session feedback along with document
and keyword feedback marginally improves search performance of the pro-
posed system. In Experiment 3, I examine performance of the proposed
system by varying the number of session feedbacks. For example in Figure
7.5, in 2 session feedback block, simulated user provides 2 session feedback
and 4 document and keyword feedback each whereas in 4 session feedback
block, simulated user provides the same number of document and keyword
feedback but 4 session feedback. In this experiment, I consider 0 session
feedback (document and keyword feedback only) as baseline.
7.3.2 Results
Simulated document F1-score result form Experiment 3 in Figure 7.6 shows
that after seventh iteration there is clear improvement in document F1-score
when more than 6 additional session feedbacks are given in each iteration.
Also, giving session feedbacks results in improvement in F1-score after at
most twenty feedback iterations.
Figure 7.7 shows performance comparision between varying number of
session feedbacks on session F1-score. Result shows session feedback helps in
improvement in re-finding past session after atmost eight feedback iteration.
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Figure 7.5: Variations in number of session feedbacks for the Experiment 3.
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Figure 7.6: Simulated document F1-score for 50 feedback iterations, aver-
aged over 500 search sessions. Different colors represents different number
of session feedbacks (Black: 0, red: 2, green: 4, blue: 6, light blue: 8 and
pink: 10). X-axis represents feedback iteration and y-axis represents the
corresponding document F1-score.
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Figure 7.7: Simulated session F1-score for 50 feedback iterations, averaged
over 500 search sessions. Different colors represents different number of ses-
sion feedbacks (Black: 0, red: 2, green: 4, blue: 6, light blue: 8 and pink: 10).
X-axis represents feedback iteration and y-axis represents the corresponding
session F1-score.
Chapter 8
Conclusion
In this section I summarize the thesis and present ideas for further work.
8.1 Discussion
Daee et al. [12] demonstrated that feedback from multiple sources (docu-
ment and keyword) instead of one (keyword) helps in finding the relevant
information. Studies have shown that re-finding previous searched informa-
tion is ubiquitous in information retrieval. Not only re-finding, collaboration
is also common activity in information retrieval. Studies show that people
collaborate while searching for information. In this thesis, I extended the
existing model developed by Daee et al. (2016) [12] using session-feedback
in addition to document and keyword feedbacks which can be used in both
single user and collaborative setting. I formulated the extended model as a
passive collaborative model which uses past search information of other users
to improve search performance. Additionally, I investigated the usefulness of
giving session-feedback by simulating various experiment settings.
The results from Experiment 1 showed that leveraging additional session-
feedback along with document and keyword feedback improves document F1-
score but improvement was marginal. Further, to study the effect of session-
feedback, I compared performance of the model by varying the number of
session-feedback. Results showed that more the session feedback, more the
improvement in F1-score, which indicates that additional feedback on past
search sessions helps to infer user search intent and improves quality of finding
documents.
However, in experiment 2 providing session feedback instead of other
feedback resulted in drop in document F1-score, which means session-level
feedback is less informative than document and keyword feedback. Drop in
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F1-score is due to noisy session-feedback. Past sessions are recommended
based on similarity between expected relevancies of keywords in past session
with respect to current session. Although past search sessions might not be
relevant, few keywords in those session might be relevant. Feedback to these
session is noisy which drops performance of model.
8.2 Limitation and Future Work
One limitation of this work is that all analysis in this thesis are based on
simulations. In real world scenario, a user-friendly interface is required to
display past search sessions in order to get feedback from users. There-
fore reproducing the experiments in real-user scenarios can be part of future
work. Also, investigations of performance of the model in re-finding as well
as collaborative settings can follow from this work, where I only investigate
performance in the case of finding in single-user setting.
As user search intent is estimated with smaller data sample compared to
the dimension, use of spike and slab prior [25] can be investigated as part of
later work instead of using Gaussian prior as in the current model for sparse
model.
Additionally, in addition to the three types of explicit feedback considered
for this work, the model can be extended in the future by using possible
implicit relevance feedbacks [4].
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