Neurons in primary visual cortex have been characterized by their selectivity to orientation, spatiotemporal frequencies, and motion direction, among others all essential parameters to decompose complex image structure. However, their concerted functioning upon real-world visual dynamics remained unobserved since most studies tested these parameters in isolation rather than in rich mixture. We used voltage-sensitive dye imaging to characterize population responses to natural scene movies, and for comparison, to well-established moving gratings. For the latter, we confirm previous observations of a deceleration/acceleration notch. Upon stimulation with natural movies, however, a subsequent acceleration component was almost absent. Furthermore, we found that natural stimuli revealed sparsely distributed nonseparable spacetime dynamics, continuously modulated by movie motion. Net excitation levels detected with gratings were reached only rarely with natural movies. Emphasizing this observation, across the entire time course, both average and peak amplitudes were lower than nonspecific, that is, minimum, activity obtained for gratings. We estimated a necessary increase of~30% of movie contrast to match high grating activity levels. Our results suggest that in contrast to gratings, processing of complex natural input is based on a balanced and stationary interplay between excitation and inhibition and point to the importance of suppressive mechanisms in shaping the operating regime of cortical dynamics.
Introduction
The statistical structure of natural scenes is obviously different from simple standard laboratory stimuli. While the latter class of stimuli allows for precise control of parameters, natural conditions do not permit parametrical modifications but nevertheless represent the ecologically relevant input to the sensory system. Despite their complexity, natural settings are characterized by intrinsic regularities (Field 1994) . Moreover, as they form only a marginal subset of all possible parameter configurations, it is conceivable that cortical circuitries are specifically adapted in order to process the incoming signals efficiently (Barlow 1961; Simoncelli and Olshausen 2001; . Indeed, recent research has shown that cortical ) and subcortical (Dan et al. 1996) neuronal function incorporates adaptive strategies to account for the statistical structure of natural scenes. However, large-scale space-time cortical dynamics in response to complex natural stimuli and the general differences with respect to the processing of parametrically simple input remain unexplored. Therefore, simultaneous recordings of distributed neuronal populations that process dynamic natural scenes may facilitate further understanding of the discrepancies in results between different classes of stimuli (Smyth et al. 2003; David et al. 2004; David and Gallant 2005) .
Our working hypothesis is that the cortical circuitry does not embody a fixed generic computational structure in which all possible visual signals evoke the same processing mode. In particular, the balance between excitation and inhibition, identified by the momentary state of large populations of cortical neurons (David et al. 2004) , may characterize different operating points for different categories or complexity of stimuli. In fact, a recent intrinsic optical imaging study demonstrated strong inhibitory modulations upon presentation of 2 superimposed gratings indicating divisive normalization (MacEvoy et al. 2009 ). Thus, even a modest increase in complexity, such as the composite of 2 simple stimuli, revealed massive involvement of suppressive cortical mechanisms in comparison to single, that is, elementary, stimulus presentations (Jancke et al. 1999 ).
Here, on the cost of exact parametrical control, we went a crucial step further in complexity and measured cortical responses to natural scene movies. These movies were recorded by cats that freely explored natural habitats and redisplayed to anesthetized preparations. By using voltage-sensitive dye, we applied a large-scale optical recording method to investigate cortical activity dynamics with both high spatial and temporal resolutions. This method reports changes in synaptic potentials across several millimeters of cortex with an emphasis on supragranular layers (Grinvald et al. 1994; Arieli et al. 1996; Shoham et al. 1999; Petersen et al. 2003; Grinvald and Hildesheim 2004; Jancke et al. 2004; Chen et al. 2006; Palagina et al. 2009; Meirovithz et al. 2010 ). On one side, optical imaging does not provide a picture of single neuron activity or its dependence on different cortical layers. On the other side, the method avoids biased sampling of neurons, captures population activity irrespective of receptive field locations, and preferred feature selectivities (Jancke et al. 1999; Jancke 2000) , thus faithfully providing the global state of the cortex under different stimulus conditions .
Several basic measures of population activity in response to dynamic natural movies were quantified: peak amplitudes, average activity, stimulus motion locking and temporal characteristics, space-time separability, as well as second-and higher-order statistics. Compared with the most simplest stimulus condition, a drifting square-wave grating, we additionally report suppressive effects that may indicate fundamental quantitative and qualitative differences in the processing regime between stimulus categories of different complexity.
Materials and Methods

Stimulus Acquisition and Presentation
We presented natural movies along with drifting square gratings to anaesthetized cats (11 hemispheres, 10 animals). Natural movies were originally recorded by freely moving cats with a head-mounted pair of cameras (DFM-5303; The Imaging Source Europe) while exploring a forest ( Fig. 2A , see also Supplementary Video). We excluded movies that were characterized solely by immobile fixation behavior of the cats. In this study, we used the data recorded from one of the cameras only; hence, no binocular depth cues were given. The cameras and the supporting frame (~70 g) were attached reversibly to an electrophysiological implant.
The gain of the camera was set to a constant value, and frames were recorded with a sampling rate of 25 Hz. The output of the camera was recorded with a VCR (Roadstar, VDR-6205K) carried by the experimenter. Recorded analogue movies were later digitalized and transformed to grayscale with a size of 640 3 480 pixels. The average luminance and root mean square (RMS) value were then equalized to the respective average values of the movies in our database so that each frame in our database had globally the same average luminance and RMS value.
A 24$ Sony monitor (Sony Triniton GDM-FW900) covering a visual field of 30°3 40°was used to present the stimuli with a refresh rate of 100 Hz (thus, each cat-cam movie frame was repeated 4 times). The stimuli were displayed using Matlab (Mathworks) and the Psychophysics Toolbox extensions (Brainard 1997; Pelli 1997) . A relatively long recording duration of 2 s (including a 200-ms prestimulus period) was chosen in order to capture the entire spatiotemporal response dynamics, including onset of the response, peak activity, and subsequent evolution of activity. Stimuli were presented binocularly on the monitor located 50 cm distant from the cat's eyes. The line of sight was converged by a prism in front of the eye that was ipsilateral to the recorded hemisphere. The mean achromatic luminance of the stimuli was 11 cd m -2 with 54 cd m -2 for the brightest pixels and 1.6 cd m -2 for the darkest pixels. The average luminance of the screen during stimulation and interstimulus intervals (15 s) was kept constant during the course of the experiment. Stimuli were presented in a pseudorandom order.
In each experiment, 2 different natural movies and gratings were used. Square-wave gratings with a spatial frequency of 0.2 cycles/ degrees and drifting velocity of 6.25 Hz were shown in horizontal and vertical orientation. Their mean luminance and contrast (i.e., standard deviation [SD] of luminance values) were adjusted to match the natural movies. In order to improve the generality of our results, we presented in total 9 different movies. In cases where the same movies were used, different portions of the movies stimulated the recorded cortical area.
The portion of the screen directly stimulating the recorded cortical area was located at an eccentricity of approximately 3--6°. Prior to and during the experiments, the recordings were complemented by retinotopical mappings in order to estimate which local parts of the movies directly activated the imaged cortical region (Fig. 1A) . Furthermore, these rough retinotopical mappings were validated by presenting local stimulus patches (Fig. 1B) . These test stimuli evoked localized activity in accord with the retinotopical organization. We were thus able to precisely infer the locations on the screen that directly activated the recorded cortical area. The activity related to the local patches was not further analyzed in the present study.
We analyzed the local average luminance and luminance contrast of our stimuli: As the recorded area was directly activated by a large portion of the screen (~10°3 5°) multiple cycles of the grating were simultaneously present leading to the situation where local and global image characteristics were equal (see Fig. 2A , third row). In contrast, due to the intrinsic properties of natural movies, local average luminance and luminance contrast values exhibit some degree of variation across space and time that potentially might lead to discrepancies between global and local statistics. Within these restricted regions, the mean luminance contrast computed across all the natural movies was equal to 100.67% of the global value (99.9% confidence interval [CI] = [99.97%, 101.2%]), whereas average luminance value was slightly but significantly higher (103.93%, CI = [103.24%, 104.21%]). Compared with the size of effects reported below, there was no strong systematic bias in the part of the movies that was directly received by the recorded cortical area. Therefore, we consider that local fluctuations of contrast and luminance do not constitute an obstacle for the comparison of activities across both the stimulus categories and the differences in the activity levels are not attributable to the local differences in stimulus power.
For each movie within the restricted region that stimulated the imaged area, we quantified the amplitude of the flow-field vector representing the net motion independent of its direction. This was done by computing 2D cross-correlogram between 2 consecutive video frames and evaluating the distance of the peak value with respect to the center point. In order to compare the flow-field vector with the evoked Figure 1 . Retinotopical mapping. (A) Mapped receptive fields are shown together with a single movie frame. Retinotopy across the imaged cortical region for 2 different hemispheres (top row, left hemisphere; bottom row, right hemisphere) was evaluated by hand mapping of receptive field locations (colored rectangles) at various penetration sites (see corresponding colored dots in vascular image), P 5 posterior, M 5 medial, scale bar 5 1 mm. (B) To complement the retinotopical measurements, we additionally presented the natural movies locally. The portion of the movie that directly stimulated the recorded cortical area could therefore be determined precisely.
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Preparations for Optical Imaging
All surgical and experimental procedures were approved by the German Animal Care and Use Committee (AZ 9.93.2.10.32.07.032) in accordance with the Deutsche Tierschutzgesetz and NIH guidelines. In brief, animals initially were anesthetized with ketamine (15 mg kg -1 intramuscular [i.m.]) and xylazine (1 mg kg -1 i.m.), supplemented with atropine (0.05 mg kg -1 i.m.). After tracheotomy, animals were artificially respirated (Ugo Basile), continuously anaesthetized with 0.8--1.5% isoflurane (Abott Laboratories) in a 1:1 mixture of O 2 /N 2 O, and fed intravenously. Heart rate, intratracheal pressure, expired CO 2 , body temperature, and electroencephalography were monitored during the entire experiment. The skull was opened above area 17/18, and the dura was resected. Paralysis was induced and maintained by ALLO-FERIN (Valeant Pharmaceuticals). To control for eye drift, the position of the area centralis and receptive field positions were measured repeatedly. Eyes were covered with zero-power contact lenses as protectives. External lenses were used to focus the eyes on the screen. A stainless steel chamber was mounted, and the cortex was stained for 2--3 h with voltage-sensitive dye (RH-1691; Optical Imaging Inc), and unbound dye subsequently was washed out with artificial CSF.
Data Acquisition
Optical imaging was accomplished using an Imager 3001 (Optical Imaging Inc) and a tandem lens macroscope (Ratzlaff and Grinvald 1991) , 85 mm/1.2 toward camera and 50 mm/1.2 toward subject, attached to a CCD camera (DalStar, Dalsa, Colorado Springs). The camera was focused~400 nm below the cortical surface. For detection of changes in fluorescence, the cortex was illuminated with light of 630 ± 10 nm wavelength, and emitted light was high-pass filtered with a cutoff of 665 nm using a dichroic filter system. Cortical images were acquired at a frame rate of 220 Hz and covered regions of approximately 10 3 5 mm 2 of primary visual cortex. 
Preprocessing
The raw data were processed in 2 steps. First, in order to remove differences in illumination across different pixels, divisive normalization was performed by dividing all the samples of a given pixel by its DC level during prestimulus period. Thus, the average value of each pixel during this period was equalized to one for all pixels. Divisive normalization is preferred over subtractive normalization, as it also equalizes for the SD of different pixels. This is due to the linear relationship between the prestimulus DC amplitude and SD of the pixels' activities. Second, heartbeat and respiration-related artifacts were removed by subtracting the average blank signal recorded in the absence of stimulation. These differences were later normalized by the blank signal in order to gain independence from the global activity level fluctuations occurring during the course of an experiment. As our recordings were synchronized with the heartbeat and respiration cycle of the animal, this blank subtraction step effectively removes these artifacts. Moreover, this method is preferred over the cocktail blank correction because our conditions were not composed of orthogonal stimuli. These steps were applied for each trial separately, and the outcome was averaged across trials. The number of trials ranged from 20 to 37 for different experiments.
Selection of Regions of Interest
In cases where we restricted the analysis to a limited region of interest (ROI) of the recorded area, selection heuristics were based on either time-averaged responses or peak activity levels computed for each pixel. ROIs were created from these maps according to the percentile ranges of the pixel's activities. This method of ROI selection has many advantages. As the selection merely depends on the ranking of the pixels based on their activity levels and not their absolute value, it facilitates the use of the same heuristics for different experiments that may have slightly different absolute activity levels. A further benefit is that different ROIs originating from different experiments are all composed of similar numbers of pixels.
Latency Detection
Response times were evaluated using z-score transformed data. The z-score directly translates a given activity level to its distance from baseline in units of the baseline process' SD and is therefore invariant to changes in the absolute level of activity occurring during different experiments. Baseline activity was characterized by averaging activity levels during the prestimulus period. The SD of the baseline activity for a given pixel was computed by pooling all of its prestimulus samples over all conditions; this increased the sample size and therefore reduced the uncertainty of the approximation. Because of the slight spatial dependencies of average and SD statistics, we separately computed each pixel's average and SDs for the baseline period. After z-score transformation, latency was determined for each pixel by detecting the time point at which activity exceeded 2 times the prestimulus standard deviation in 2 consecutive time frames.
Confidence Intervals
Due to variability across experiments, in some cases, it was preferable to first compare natural and grating conditions in a pairwise fashion within each experiment and then evaluate the significance of the deviations across all experiments. For pairwise comparisons, we first averaged across 2 natural movie (movie 1 and movie 2) and grating conditions (horizontal and vertical) and then proceeded with the comparison (11 comparisons). In all other cases, all observations across all experiments corresponding to a given condition (natural or grating) were used for statistical tests. This amounted to 22 observations. In order to estimate the CIs, we used the statistical bootstrap method. We derived the distribution of the statistic of interest by resampling the observations with replacement 10 5 times. The CIs are given in the text within square brackets following the mean values.
Singular Value Decomposition
We applied singular value decomposition (SVD) to the evoked activity using the svd command of Matlab software (Mathworks). We removed the topological relationship between neighboring pixels and transformed each frame into a vector. This resulted in evoked activity being represented as a matrix of size 200 (number of frames) times approximately 3000 (number of pixels, which was slightly different across experiments). This resulted in N separable functions c i g i ðx; t Þ, where c i represents the weight of the ith component in decreasing orders of magnitude, and N, the number of frames. Most of these separable functions were dominated by noise; we therefore needed to detect which were significantly different from noise. Typically, in a logarithmic scale, singular values, c i , increased linearly with decreasing rank, and important components were characterized by a very sharp increase in their value with respect to the previous components. We thus detected the first component that had a significant increase; the rank of this component was assigned as the number of significant singular values representing the evoked activity.
Results
We presented natural movies along with drifting gratings to anaesthetized cats and performed voltage-sensitive dye imaging across primary visual cortex. Our natural movies contained a rich spatiotemporal structure captured by cats freely exploring a natural habitat. They depict natural scenes from the cat's point of view and incorporate temporal dynamics mainly due to head and body motion. The statistical properties of a similar set of movies recorded under identical conditions has been described in detail elsewhere (Betsch et al. 2004) . In choosing drifting square-wave gratings for comparison, we exploited the most specific and frequently used stimulus in electrophysiological and imaging experiments of past decades to investigate this model sensory cortex. Both stimulus categories were presented subtending a large part of the visual field (~40°3 30°) under equal global luminance and luminance contrast conditions ( Fig. 2A ; for details, see Materials and Methods).
Response Onset and Deceleration/Acceleration Notch
The recorded region comprised several square millimeters, retinotopically driven by a portion of approximately 10°of visual stimulus covering the central visual field representation ( Fig. 2A , white rectangle in leftmost column; see Fig. 1A for electrophysiological retinotopic mapping). It therefore comprised a large number of neuronal components spanning multiple orientation columns and pinwheel centers thus, constituted a representative sample of the primary visual cortex. Figure 2A depicts evoked activity recorded under different stimulation conditions along with the local portions of the movies that were directly received by the recorded cortical area. The cortical response is shown in 20 frames, each representing the average activity during nonoverlapping intervals of 100 ms. Following the onset of the natural movies, excitatory responses were observed within the first 100 ms ( Fig. 2A , first (movie 1) and second (movie 2) rows; see also Supplementary Video). The average latency computed from spatially averaged data ( Fig. 2B ) was 57 ms (SD = 12 ms), not significantly different from the latency to the gratings (55 ms, SD = 11 ms, paired t 21 = -0.51, P = 0.61). However, when computing latencies separately for each pixel, we found that not all pixels responded simultaneously. To quantify this spatial inhomogeneity, we computed the SD of pixel latencies: the median SD computed over all experiments (n = 11) was significantly different for gratings and natural movies (17 and 40 ms, respectively, P < 0.001, sign test). This increased variability of latencies suggests that the response onset to Cerebral Cortex November 2011, V 21 N 11 2545 natural movies generates spatially patterned and inhomogeneous activity across the cortical surface.
Following response onset, responses to gratings appeared in form of ripple-like stationary spatial patterns reflecting the typical columnar architecture of orientation selective domains ( Fig. 2A, third row) . These patterns emerged on a plateau-like orientation unspecific excitation, distributed widely across the imaged area (Sharon et al. 2007 ). Activity increased sharply, peaked at 300 ms, and continuously decayed (Fig. 2B, black  curve) . In contrast, responses to natural movies ( Fig. 2A , first and second rows; Fig. 2B , orange/blue traces) exhibited dynamic spatial modulations characterized by propagation of spatial activity patterns. These patterns co-occurred with temporal fluctuations in overall activity levels. No global trend, such as the continuous decay in activity levels as in the case of gratings, was observed. Moreover, the appearance of large regions of low activity (e.g., frame 6 in movie 1 and frame 10 in movie 2) suggests that the excitatory drive was at times completely counter-balanced by inhibition. At these intervals, the average activity within the imaged area approached nearly prestimulus baseline levels indicating effective suppression of the continued visual input.
We next focused on the transient part of the cortical responses. The steep increase of activity, representing the arrival of the visual input to the superficial layers, was interrupted by a transient slowdown over a short period of time (Fig. 3A, upper panel, 4 examples) . This finding has been referred to as the deceleration/acceleration (DA) notch in voltage-sensitive dye imaging experiments, and it was suggested that it corresponds to the establishment of cortical inhibition following excitatory input (Sharon and Grinvald 2002) . In all but 2 experiments, we observed the DA notch approximately 100 ms after stimulus onset, however, its exact time varied slightly between experiments (Fig. 3A, red arrows) . In order to align different experiments in time, we calculated the zero crossing of the second derivative of the dye signal (shown schematically in Fig. 3A , bottom panel) and proceeded by averaging the time courses (Fig. 3A , bottom panel, black and green curves).
In case of stimulation with gratings, the initial deceleration followed by pronounced acceleration was evident (Fig. 3A , bottom panel, black curve). A similar deceleration of activity occurred also in response to natural stimuli. However, a subsequent acceleration component was almost absent for natural movies (green curves).
To control whether any bias in luminance contrast of the natural movies could be responsible for this outcome, we computed the contrast statistics within the region of the movies that provided direct input to the recorded cortical area during the relevant temporal interval, that is, the first 300 ms. Natural movie luminance contrast was 100.29% of the grating luminance contrast; 99.9% CI = [94.1%, 105.2%]. Therefore, any bias in contrast levels within the initial stimulation period cannot be held responsible for the discrepancies found during the notch phase. Instead, these observations demonstrate major differences between both stimulation conditions starting from the onset of cortical activation.
Motion Locking
The temporal dynamics of our natural movies were dominated by the body and head motion of the recording cat (for a detailed account of a similar set of movies, see Einha¨user et al. 2009 ). As expected after the transient response, we observed that the time course of the global activity displayed considerable fluctuations when stimulating with natural movies. For each movie, we computed the amplitude of the flow-field vector representing the motion between consecutive frames within the local input portion (Fig. 3B , black traces; see also Supplementary Video). Owing to the relatively long recording interval, we quantified the extent to which the observed fluctuations in global activity were related to the absolute velocity profiles of the movies by computing the correlation coefficient at different lags of time (Fig. 3C, right panel) . For the Figure 3 . Motion locking of average activity. (A) Four plots illustrating the DA notch during the response onsets to gratings (black traces) and natural movies (green traces). The time window ranges from 0 to 200 ms. Note that deceleration was not strictly followed by consecutive acceleration during natural conditions. The average across all experiments and 95% bootstrap CIs are shown below. The time sample where the second derivative (schematically at bottom) of the grating response crossed zero (see zero in x-axis and red arrows) was used to align different experiments in time prior to averaging. The area under the second derivative, spanning zero-crossings, was used to quantify the strength of the deceleration and acceleration (blue and orange areas, respectively). (B) Time courses of spatially averaged activity (red/blue traces, left y-axis) together with the absolute amplitude of the flow-field vector (black lines) computed between consecutive movie frames. In order to discard the transient part in the beginning of responses, the time period between 200 and 1800 ms after stimulus onset was used. The thickness of lines represents bootstrap 99.9% CIs computed by resampling all pixels in a given frame. (C) The correlation between the amplitude of the flow-field vector and the time course of activity computed at different time lags. The 2 examples in B are depicted as orange/blue traces. Green trace represents the mean overall experiments and movies (11 experiments, 2 movies each). Shaded area represents 95% bootstrap CIs. The dotted line is drawn at 90 ms where the correlation peaks; the gray horizontal bar represents the 95% bootstrap CI of the peak locations.
2 examples shown in Figure 3B , the cross-correlogram peaked at approximately 100 ms and reached values up to 0.7 (Fig. 3C , blue and orange traces). The correlation curve averaged across all experiments peaked at 90 ms with a correlation value of 0.41 (95% CI = [0.6, 0.15]) and was significantly different from zero at the peak position (Wilcoxon signed-rank test, P < 0.001; Fig. 3B, green trace) . In order to evaluate the variability of the peak positions across different experiments and movies, we computed the peak position of the individual correlation curves between the interval of 0--300 ms. The average peak was located at 91 ms (95% CI = [71, 122 ms]; Fig. 3C , gray horizontal bar). These results show how motion cues within dynamic natural stimuli entail spatially widespread activity fluctuations across simultaneously driven large numbers of neurons.
Separability of Space-Time Cortical Dynamics
To analyze the characteristics of the spatial patterns coupled to these temporal dynamics, we evaluated the space-time separability of the evoked activity. A function f ðx; t Þ describing space-time dynamics is separable if it can be decomposed into the outer product of its single dimensional constituents, that is, AEf ðxÞae t and AEf ðt Þae x , which represent signals averaged across the temporal and spatial dimensions, respectively. Thus, under the separability hypothesis, the effects of spatial and temporal dynamics are assumed to be independent. We used SVD analysis to evaluate the separability of the evoked activity (Prechtl et al. 1997; Senseman et al. 1999; Sornborger et al. 2003) . SVD transforms the original signal f ðx; t Þ into a weighted sum of separable functions + i c i g i ðx; t Þ where c i represents the weight of the ith component in decreasing orders of magnitude. Following SVD transformation, the first component, g 1 ðx; t Þ, represents the outer product of the average spatial and temporal profiles. If the signal is separable, this results in all singular values except the first one to be equal to null. Hence, in that case, the first component completely captures the dynamics of the recorded data.
The signal reconstructed under the separability hypothesis (i.e., the first SVD component only) is depicted in Figure 4A for the same data shown in Figure 2A . In order to obtain a measure of the degree of separability, we computed the residuals between the predicted activity and the evoked activity, where larger residuals indicate less separable space-time dynamics. The resulting evolution of the prediction error averaged across all experiments is shown in Figure 4B (see color-matched triangles for individual experiments). During stimulation with natural movies, the residuals (Fig. 4B , green traces) reached a plateau shortly after the response onset and thus stayed relatively constant throughout the entire time course. The error profile in response to gratings (black curve) started with a phasic peak and quickly dropped (Fig. 4C) . The median amplitude of prediction errors was lower for gratings and corresponded to less than 8.8% (95% CI = [7.72%, 10.50%]) of the average activity (Fig. 4C) . This was significantly smaller as , pairwise bootstrap) with a mean error of 13% (95% CI = [11.1%, 15.4%]). We additionally computed the separability index, a previously used measure (Escabi et al. 2003 ) that quantifies the ratio of the first singular value to the sum of all singular values. It represents the variance accounted for by the first SVD component. The separability index spans the interval [0,1], with a value of 1 indicating a separable function. The median separability index was 0.81 and 0.64, for gratings and natural movies, respectively (P < 0.01, pairwise bootstrap). Accordingly, we found that the number of significant singular values necessary to describe the activity patterns evoked by gratings were smaller compared with natural movies. While on average, 5 (99.9% CI = [4.3, 5.6]) singular values were found to be significant in response to gratings, the number was equal to 7.3 (99.9% CI = [6.4, 8.5]) in case of natural stimulation. We thus conclude that activity within superficial layers is characterized by nonseparable spatiotemporal dynamics in response to gratings (Onat et al. 2011 ) and even more so upon stimulation with natural movies.
Operating Regime and Cortical Selectivity
In the following, we investigated how the observed differences in cortical drive affected the overall cortical operating regime. We define an operating regime as the first-, second-, and higherorder characteristics of the distribution of activity levels. Figure 5A depicts overall activity levels averaged across the recorded area and stimulus presentation period thus, illustrating the firstorder statistics. Average activity during the presentation of all natural movies was 0.57 3 10 -3 DF/F (95% CI = [0.46 3 10 -3 DF/F, 0.68 3 10 -3 DF/F]). A value of 0.7 3 10 -3 DF/F (95% CI = [0.58 3 10 -3 DF/F, 0.82 3 10 -3 DF/F]) was observed with gratings. Due to variability across experiments, we computed the differences between grating and natural conditions within each experiment separately. In 9 of 11 experiments, gratings evoked stronger responses (Wilcoxon signed-rank test, P = 0.004) reaching values as high as 158% of the activity evoked by natural movies, and across all experiments the mean activity was 126% (99% CI = [109%, 141%]).
Although overall average activity evoked by natural movies was relatively low, it could still be the case that local groups of neurons were highly activated. Therefore, to complement this analysis, we focused on the upper tail of the distribution of activity levels and analyzed the percentage of the recorded samples lying above a given common threshold value (Fig. 5A,  right panel) . A value of 17% (99% CI = [16%, 18%]) was observed consistently when the threshold was set to one SD above average activity recorded during stimulation with Comparison of average activity evoked by natural movies and drifting gratings as a scatter plot for the complete data set (n 5 11). Two different natural movies (movie 1 and movie 2) and 2 gratings (horizontal and vertical) were averaged for each experiment. Plus sign represents average and standard error of the mean. Right: Each dot represents the percentage of pixels above a common threshold for gratings (black dots) and natural movies (green dots). The threshold was set to 1 SD above the mean based on the activity distribution evoked by gratings for each experiment. The same absolute threshold was used for natural conditions. (B) Left panel shows single condition maps obtained for vertical and horizontal gratings (averaged over the entire period of stimulus presentation). Pixels with orientation preference matching the stimulus are delineated with black lines (5th percentile of the activity distribution). Blue lines represent pixels with orthogonal orientation selectivity. Scale bar depicts 1 mm. Bar plot in the middle panel contrasts activity induced by the preferred oriented grating (Pref., black bar) and nonspecific activity induced by the orthogonal grating (nSC, blue bar) averaged across all pixels and experiments. The difference between these 2 is termed modulation depth (MD, see text) . Green bar represents average activity across both sets of pixels after presentation of natural movies (Nat). Rightmost plot shows the result of the same analysis computed across peak activities. (C) The relationship between orientation selectivity quantified as MD and strength of the DA-notch components (deceleration in the left panel; acceleration in the right panel). Two experiments of 11 were excluded because no notch was detected. Shaded areas represent the 95% CIs for the regression line. (D) Average time courses of activity (black, gratings; green, natural stimuli) across the entire data set (n 5 22, 2 grating and natural movie conditions per hemisphere). As the various natural movies had different dynamics, average responses were necessarily less structured than individual time courses (cf. Figs 2 and 3B). Shaded areas represent 99% bootstrap CIs. Dotted lines represent the time course of MD (red traces) and nonspecific (nSC, blue traces) in response to gratings. gratings (Fig. 5A, black dots) . The median percentage of pixels lying above the same absolute threshold value was only 5% in the case of activity distributions evoked by natural movies (Fig.  5A, green dots) . This suggests that the net excitation levels commonly reached during grating conditions were reached only rarely during processing of natural movies.
As our method recorded simultaneously neurons spanning the entire orientation space, we were able to separate 2 attributes of the tuning curve, namely specific and nonspecific activity. The nonspecific activity represents activity evoked by a grating that was orthogonally oriented to the preferred (Sharon and Grinvald 2002) . The incremental change in activity when changing to the preferred orientation is termed modulation depth. As the gratings were presented in 2 orthogonal orientations, we obtained a pair of specific and nonspecific values for a given pixel. For each experiment, we selected the 5% highest-responding pixels for vertical gratings and the 5% highest-responding pixels for horizontal gratings (Fig. 5B , pixels delineated with black/blue contours). Specific and nonspecific activity was averaged over these pixels, and subsequently over experiments. Values for specific and nonspecific activity were 1. DF/F, 0.88 3 10 -3 DF/F]). Strikingly, this value was lower than for nonspecific activity evoked by gratings (Fig. 5B , middle panel green bar). In a pairwise comparison, we found that on average, activity induced by nonpreferred grating orientation was still 19% higher (95% CI = [7%, 30%]) than activity during natural movie conditions (Wilcoxon sign-rank test, P = 0.018).
We repeated the same analysis as above but detected for each pixel its maximum activity level during the 2 s presentation time (Fig. 5B, right panel) . Peak values averaged across experiments were~2 times higher than average amplitudes across the entire grating time course. Peak values for most of the pixels were reached approximately at 300 ms while processing gratings, whereas peak times during natural conditions were distributed uniformly. The usage of peak values resulted in a slightly reduced modulation depth value of 14% (95% CI = [12%, 16%]). This suggests that even during periods of strongest excitatory drive, activity of neurons conform to the functional cortical domains but with reduced selectivity. Furthermore, the results confirmed that nonspecific peak responses to gratings were still 8% (95% CI = [2%, 12%]) higher than maximum values attained during natural movie conditions (Wilcoxon sign-rank test, P = 0.024).
Altogether the analysis revealed that the processing of gratings is concomitant to a widespread vigorous excitatory drive. As a consequence of this strong nonspecific activity, even suboptimally driven neuronal populations were subject to a strong net excitation that resulted in activity levels that were rarely encountered during stimulation with natural movies. We therefore conclude that the processing of grating stimuli and natural movies occurs in qualitatively different operating regimes.
We next quantified how this strong activity interferes with cortical feature selectivity. We reasoned that a strong net excitation may hinder cortical functioning by decreasing its feature selectivity. To test this hypothesis, we evaluated orientation selectivity by computing the modulation depth and quantified its relationship to the magnitude of different DAnotch components across different experiments. The magnitude of acceleration and deceleration components was computed by integrating the area neighboring the zero crossing of the second derivative of the raw dye signal (shown schematically in Fig. 3A bottom, as orange and blue shaded areas). Importantly, while the deceleration component was not significantly correlated with the cortical selectivity (r = 0.25, 95% CI = [-0.41, 0.68], Fig. 5C ), the acceleration was strongly anticorrelated (r = -0.6, 95% CI = [-0.96, -0.003], Fig. 5C ). This finding further supports our view that the cortex becomes less selective during an overly strong artificial drive, in contrast to natural conditions under which neurons show high selectivity throughout their responses ).
Balance of Excitation and Inhibition
In order to further analyze the main characteristics of the temporal evolution of activity, we computed the average time courses for both stimulus conditions (Fig. 5D , gray and green traces; shaded area represents 99% CI). These graphs represent the activity averaged across different experiments and therefore illustrate the systematic effects of each stimulus category rather than experiment-specific influences (such as, e.g., flow field locked specific temporal dynamics, as shown in Fig. 3B ). Only a weak adaptation was observed in the time courses during stimulation with natural movies. In sharp contrast, despite their constancy, the processing of drifting gratings showed a strong adaptational decay of net excitation levels. For gratings, its negative slope was equal to -48%/s (99% CI = [-59%/s, -35%/s]), meaning that after only 1 s of presentation time amplitudes declined to half of the peak activity levels. During stimulation with natural movies, the mean adaptational decay was -24%/s (99% CI = [-44%/s, -5%/s]), and the median slope was found to be only marginally different from zero (sign test, P = 0.065).
We next analyzed the relationship between temporal evolution of the nonspecific activity component and modulation depth (Fig. 5D , orange and blue traces). We found that modulation depth increased during the first second of the presentation and lately reached a constant plateau (Fig. 5D) . . This increase was concomitant with a decrease in the nonspecific activity component (blue trace). In accord with our findings above, this was similar to the time course of the overall responses (black trace), revealing that the decrease in nonspecific activity was the major source of adaptation. Thus, drifting oriented gratings are processed in a nonstationary regime and, in contrast, natural movies processing is generally characterized by overall stationary balance of excitation and inhibition.
Effect of Fluctuations in Luminance and Luminance Contrast
To what extent were local properties of the natural movies, such as fluctuations in luminance and luminance contrast (cf., e.g., Fig. 6 , top row of frames) responsible for the observed differences in activity levels? Figure 6 depicts the distribution of luminance contrasts in percentage relative to the luminance Cerebral Cortex November 2011, V 21 N 11 2549 contrast of the grating within those regions that directly stimulated the imaged cortical area (See Materials and Methods). Note that these regions contained several grating cycles. Consequently, the translation of gratings over time did not result in large temporal fluctuations of luminance contrast. In comparison, the movies' luminance contrast values ranged between 65% and 128% (see abscissa Fig. 6 ). For each presented frame, we computed its associated evoked activity level while accounting for the observed lag of 90 ms of peak activity relative to stimulus velocity. We then compared this value with activity evoked by gratings during the initial acceleration interval (80--240 ms) and computed the ratio. The median of the ratios was calculated after pooling all data points belonging to a given luminance contrast percentile interval (Fig. 6, green dots) . As expected, the biggest difference in activity between natural movies and gratings occurred for frames that had the lowest luminance contrast (corresponding to the interval of 65% and 88%). The median ratio of activity levels was as high as 150% (Fig. 6, leftmost green dot) . However, within the interval where the luminance contrast of the natural stimuli was approximately equal to the target grating contrast (percentile interval of 99% and 103%), the median ratio decreased to 120%, indicating that gratings evoke stronger responses. The extrapolated intersection of the linear fit (Fig. 6 , green line, r = -0.78, 99% CI = [-0.98, -0.07]) with the abscissa is located at 132% contrast. This indicates that an estimated artificial increase of 32% in the luminance contrast of natural stimuli is necessary in order to obtain same activation levels as with gratings.
We conducted the same analysis with luminance values. However, we found no evidence of correlation between mean luminance and differential evoked activity (r = -0.79, 99% CI = [-0.97, 0.26] ). Taken together, these results show that fluctuations in local luminance contrast but not in local luminance induce associated changes in the population activity levels. These changes were however much smaller than the observed differences in mean activity levels between grating and natural conditions.
Second-and Higher-Order Characteristics of Activity Levels In case of activity patterns evoked by natural movies, a measure similar to modulation depth does not exist since natural stimuli are not segregated into simple orthogonal orientation components. To circumvent this problem associated with the characterization of second-order properties of activity distributions, we computed the SD of activity over time (in total 20 frames, each representing average activity during 100 ms, as depicted in Fig. 2A) . We then averaged the results across experiments in order to obtain systematic differences between the 2 stimulus conditions (Fig. 7A) . We found that gratings induced slightly stronger spatial inhomogeneities, however, these differences were not significant. The same results were obtained with 4 times smaller temporal intervals (25 ms). This demonstrates that the second-order statistics, contrary to firstorder properties, are not different between both stimulus categories and thus shows that activity levels are characterized by a similar dynamic range.
We constructed histograms of activity levels by pooling all recorded samples of all experiments (excluding prestimulus times and the transient part of responses), separately for gratings and natural conditions (Fig. 7B) . The most significant difference between these histograms was the rightward shift of the distribution characterizing the grating responses. This shift reflects the differences in first-order characteristics reported above. Moreover, differences in extreme values were evident: while lowest values were numerous during natural conditions, the opposite was true for highest values (Fig. 7B , see bottom black trace). We quantified the kurtosis of these distributions as a signature of higher-order characteristics. The distribution of activity levels during natural conditions was found to be slightly more leptokurtotic with a kurtosis of 3.32 (95% CI = [3.31, 3.33]). In contrast, a value of 3.07 (95% CI = [3.07, 3.08]) was obtained for the distribution of activity levels for gratings.
These histograms incorporate changes in activity levels that occur over the entire stimulus presentation. Hence, their shapes are to some extent dominated by fluctuations in average activity; for example, the continuous adaptive decay of activity during stimulation with gratings may have a nonnegligible contribution to the shape of the histogram depicted in Figure 7B . In order to eliminate such confounding effects and to emphasize the characteristics of the spatial distribution of activity levels, we recomputed the histograms after removing average activity from each frame, thus centering all frames at zero level (Fig. 7C) . Both of these distributions deviated significantly from a Gaussian distribution in terms of their kurtosis. A value of 3.35 (95% CI = [3.34, 3.37] ) was calculated for the spatial distribution of pixels in case of gratings. For natural movies, the distribution was more leptokurtotic with a value of 3.91 (95% CI = [3.88, 3.93] ). These results show that the spatial distributions of activity levels evoked by gratings and natural stimuli have in fact different higher-order properties. . Relationship between local luminance contrast and population activity. Distribution of luminance contrast within constricted movie regions (e.g., white frame in Fig. 2A ), values of x-axis range from 65% to 128% representing regional luminance contrasts in percentage of grating contrast. y-Axis on the left represents the number of frames with a given relative contrast value. Example frames with increasing luminance contrast from left to right are shown on top. Contrast was computed by measuring the SD of luminance. Triangle denotes the mean of the distribution, which is slightly higher than 100% (Wilcoxon signed-rank test, P \ 0.05), an effect that is due to an increased luminance contrast in local movie regions. The distribution was divided into 9 intervals of equal number of frames, and for each frame, the deviation from activity evoked by gratings were computed (green dots). The median value of the deviation is depicted by green dots. The best fitting line had an equation of (r 2 5 0.61, 95% CI 5 [0.94, 0.11]) and crossed the y 5 100% line at 132%.
Moreover, the higher kurtosis value detected under natural conditions is compatible with the view that neuronal populations display a sparse representation of the visual input.
Discussion
Probing visual processing with well-controlled stimuli like oriented bars and gratings has contributed tremendously to our understanding of the mammalian visual system. As long as stimulation parameters are varied in isolation or in lowdimensional settings (Jancke 2000; Jancke et al. 2004; Benucci et al. 2007; Geisler et al. 2007 ), responses to simple stimuli are well predicted by linear models (Basole et al. 2003; Benucci et al. 2009 ) incorporating nonlinearities at the output stages (Chichilnisky 2001; Touryan et al. 2002; Rust et al. 2005; MacEvoy et al. 2009; Markounikau et al. 2010 ). However, the success of such prediction is largely contingent upon the precise properties of the stimuli, as performance drops considerably when more complex realworld stimuli were used (Smyth et al. 2003; Weliky et al. 2003; David et al. 2004; David and Gallant 2005) . In our view, these discrepancies result from qualitatively different processing regimes that we have demonstrated in response to simple gratings-frequently considered as the ''optimal'' stimulus to drive primary visual cortex-and complex natural stimulation.
We found that complex natural movies evoked sparsely (Vinje and Gallant 2000) distributed population activity characterized by highly nonseparable space-time dynamics that were locked to the intrinsic motion signals present in the movies. A major observation was the modest net activity that we interpret as an outcome of balanced excitation and inhibition. This was in stark contrast to the vigorous net excitation in response to drifting gratings, specifically in the initial period after presentation. Furthermore, nonspecific activity levels were even higher than maximal levels observed during processing of natural movies. We thus propose that complex natural conditions may lead to a cortical state in which suppressive mechanisms are more efficient.
Balanced Operating Regime under Natural Conditions
The response onset period was characterized by a steep increase in activity followed by a deceleration notch after around 100 ms. The notch could result either from withdrawal of excitation or increase in inhibitory strength. Because the dye signal reflects net changes in potentials across membranes it prevents from an isolated inspection of depolarizing and hyperpolarizing contributions. Nonetheless, withdrawal of excitation seems unlikely given that the initial drive in this period was constant during both grating and movie conditions. Moreover, in response to gratings deceleration was strictly followed by recurrent acceleration indicating continued excitatory drive. It was therefore argued previously that the notch results from inhibition within the cortical circuitry (Sharon and Grinvald 2002) , presumably triggered by a transient decrease in membrane conductance (Borg-Graham et al. 1998; Hirsch et al. 1998 ; but see Mrsic-Flogel and Hu¨bener 2002) . In fact, because activity within pixels coding for orthogonal orientation decelerated stronger than for preferred orientation (Sharon and Grinvald 2002) , the notch has been interpreted as a signature of cross-inhibition (Bonds 1989; Ben-Yishai et al. 1995; Somers et al. 1995; McLaughlin et al. 2000; Sharon and Grinvald 2002; Shapley et al. 2003) . In response to natural movies, we observed a comparable deceleration in activity. However, a subsequent acceleration component was virtually absent. This may indicate effective inhibition leading to a sharp termination of further increase in net excitation. For gratings, the initial excitation may overcome such inhibitory mechanisms leading to rather high levels of activity and lower selectivity further on. In opposition, processing of natural stimuli leads the system into a regime in which excitation and inhibition are more balanced.
Several reports documented the role of inhibitory mechanisms upon stimulation with natural images: The strength of inhibitory subregions within receptive fields of neurons in the lateral geniculate nucleus (Lesica et al. 2007 ) and in V1 (David et al. 2004 ) increases significantly when natural stimuli were used. Increasing the size of a natural movie such that it extends to the modulatory surround of the classical receptive field creates a net suppressive effect and reduced overall population activity Gallant 2000, 2002) , increased sparseness Gallant 2000, 2002) , and increased feature contrast sensitivity . Altogether these observations underline the impact of suppressive mechanisms on cortical processing capacities and suggest its functional efficacy (Kremkow et al. 2010 ) within cortical circuits upon complex natural input.
Overall activity levels under natural conditions were lower than for gratings that, however, had identical mean contrast and luminance. Strikingly, the responses to natural movies were even lower than nonspecific activity levels obtained for orthogonal grating orientation. We interpret this finding as another strong indication for efficient suppression in case of natural scene processing. In addition, whereas the beginning of the grating responses was characterized by an increase in modulation depth (Sharon and Grinvald 2002) , the strength of the following acceleration was negatively correlated with orientation selectivity. This suggests that inhibitory intracortical mechanisms, which sharpen orientation selectivity, are less effective when excitation is excessively pushed.
In order to interpret the high amplitudes of nonspecific activity evoked by gratings, we have to consider several methodological issues. First, due to the highly reciprocal interconnectivity within superficial layers and the spatial extension of dendritic trees beyond functionally distinct domains (Gilbert and Wiesel 1989; Douglas and Martin 2004) , the optically recorded signal, which partly reflects postsynaptic subthreshold activity (Petersen et al. 2003; Jancke et al. 2004; Palagina et al. 2009 ), could suffer from averaging unspecific inputs (Sharon et al. 2007 ). However, within a radius of less than 500 microns it was shown that the majority of dendritic contacts do not exhibit iso-orientation connections (Malach et al. 1993; Bosking et al. 1997; Buza´s et al. 2006) . Thus, each orientation domain receives indeed broad horizontal input from differently tuned neighboring neurons. These nonspecific response components are evident in the orientation tuning of depolarizing responses, which are generally wider than for spike responses (Carandini and Ferster 2000; Monier et al. 2003) . The moderate bias in connections between functional columns of similar preferred orientation (Rockland and Lund 1982; Gilbert and Wiesel 1989; Kisvarday et al. 1994) limits such an averaging effect. In any case, the scenario of diverse input applies even more to natural movies that incorporate a rich spectrum of orientations and spatial frequencies (Simoncelli and Olshausen 2001) . Second, fibers of passage could add to the measured activity at a given pixel and therefore may lead to an erroneous overestimation of the amplitude of the nonspecific grating response component. However, it has been shown that the dye signal strongly correlates to the changes in membrane potential at the soma (Sterkin et al. 1998; Petersen et al. 2003) . Moreover, our data reveal a large difference in the first-order statistics of activity, yet the differences in second-order statistics are smaller in comparison. Therefore, it seems unlikely that activity at nonspecific pixels is particularly infiltrated by specific signals originating from remote cross-orientation columns. We suggest therefore that the strong nonspecific activity observed for gratings-higher than the average activity induced by natural stimuli-is real and a signature of 2 qualitatively different processing regimes.
The fact that we found nonseparable spatiotemporal activity dynamics supports the view that optical imaging does not suffer from the aforementioned problems. The nonseparability of activity during the processing of natural movies resulted mainly from the emerging spatial patterns that propagated across time and space. Notably, despite their simple statistical structure, the processing of gratings was also, albeit to a lesser extent, governed by nonseparable space-time dynamics (Onat et al. forthcoming) . The main source of nonseparability in this case was the slight increase in feature selectivity accompanying the strong adaptational decay of unspecific activity. We conclude that nonseparable spatiotemporal dynamics is an important general quality of cortical responses to both simple and complex visual stimulation.
Cortical Adaptation and Feature Selectivity
The monotonic decay in activity during presentation of gratings relates to the well-known phenomenon of adaptation found in electrophysiological (Maffei et al. 1973; Vautin and Berkley 1977; Ohzawa et al. 1982; Kohn and Movshon 2003) and psychophysical (Gibson and Radner 1937; Blakemore and Campbell 1969) investigations. It is widely used as a tool in functional magnetic resonance imaging experiments to reveal the selectivity of brain areas (Krekelberg et al. 2006) . Commonly, adaptation is induced by a constant stimulation that lasts longer than 20 s, up to many minutes. In our experiments, activity was already reduced bỹ 50% after 1 s of stimulus presentation. Interestingly, the decay in activity was not specific to neuronal populations receiving the preferred grating orientation. Instead, as shown by the decay of nonspecific cortical activity, the entire recorded cortex, regardless of whether optimally or suboptimally activated, underwent such an adaptational process. Therefore, changes in nonspecific activity levels were the major source of nonstationarity. This shows that adaptation occurs at very early times under constant stimulation. Finally, the finding reveals that the cortical processing of the most commonly employed visual stimulation protocol takes place within a highly nonstationary cortical state.
In contrast, during processing of natural movies overall activity levels were much more stationary as seen by the very weak adaptational decay. Here, the time course was rich in dynamics reflecting the stimulus content. We demonstrated a main source of these fluctuations being the motion cues. Indeed, electrophysiological recordings have previously shown that under conditions in which stimulus velocity is not constant, local field potentials exhibit stimulus-locked modulations (Kayser et al. 2003; Kayser and Ko¨nig 2004; Mazzoni et al. 2008; Schall et al. 2009 ), which result in action potentials that are characterized by high degrees of reliability across trials (Mainen and Sejnowski 1995; de Ruyter van Steveninck et al. 1997) .
We showed that local luminance contrast was another feature that modulated activity levels of neuronal populations. Most importantly however, these local changes in contrast did not account for differences in activity between grating and natural conditions. In fact, an increase of~30% of luminance contrast of natural movies was found to be necessary in order to equalize activity levels between the 2 stimulus conditions. This finding may explain the poor performance of models that rely on neuronal responses to parametric stimuli in predicting activity from local image structure under natural conditions Olshausen and Field 2005) . Furthermore, long-range contextual effects (Vinje and Gallant 2000; Smyth et al. 2003) and neuronal adaptation to the specific phase structure of natural images ) have been proposed to be responsible for these discrepancies. Along this line, Weliky et al. (2003) suggested that a population code rather than individual neurons be the minimum required substrate that effectively represents local structure of natural images. In the future, precise retinotopical mappings in conjunction with optical imaging are necessary to ascertain this proposition. We here put forward the view that the major contribution to these discrepancies is the difference in the operating regimes within which different stimulus categories are processed.
Concluding Remarks
Our approach opposed simple artificial and complex natural stimuli under controlled conditions. Although these may be seen as extremes on a continuous scale, we found qualitative differences. The here observed ongoing balance between excitation and inhibition may help to keep different neuronal subnetworks in a highly competitive state, allowing sensitive, and flexible processing of input (Deco et al. 2009 ). From an evolutionary perspective, these observations might not be utterly surprising but a necessity to limit the energy consumption of the brain to a sustainable level (Laughlin et al. 1998) . Indeed, heightened attention to the processing characteristics under natural conditions is clearly needed .
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