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ABSTRACT
Minimum measuresets(MMSs) summarizethe information of a
(single-class)dataset.In many situations,they canbe preferredto
estimatedprobabilitydensityfunctions(pdfs): they arestronglyre-
latedto pdf level setswhile beingmucheasierto estimatein large
dimensions.
The main contribution of this paperis a theoretical connection
betweenMMSs andoneclassSupportVectorMachines.This justi-
fiestheuseof one-classSVMsin thefollowing applications:novelty
detection(wegiveexplicit convergencerate)andchangedetection.
1. INTRODUCTION
Signal/Imageprocessingdecisionalgorithms often rely on theesti-
mationof probabilitydensityfunctions(pdfs).Typical examplesare
in speechrecognition,signalclassification,or pattern(image)recog-
nition. This maybeperformedby nonparametrictechniques,suchas
Parzenwindows,or by semiparametrictechniques,suchasmixtures
of Gaussian.All theseapproaches,however, suffer from thecurseof
dimensionalityproblem,thatis, theestimationbecomesharderwhen
thedimensionof thespacethepdf is definedon increases.
In most Signal/Imageprocessingapplications,however, solu-
tions canbe found without estimatinga pdf. A typical exampleis
that of dataclassification,whererecentalgorithmssuchassupport
vectormachines(SVM) [1] areconstructedwithout estimatingden-
sities.Anotherexampleis thatof kernelchangedetection[2], where
abruptchangesaredetectedwithout estimatinga pdf asaninterme-
diate step. In this paper, we proposean overview of an alternate
methodwhich canbeusedinsteadof pdf estimationin many prob-
lems. This approachproposesto useinsteadof thepdf a minimum
measuresetof this pdf. As will beshown below, minimummeasure
set(MMS) estimationis mucheasierthanpdf estimation(especially
in high dimension),andcapturesenoughinformationaboutthedata
to enableaccuratedecisions.
Briefly, givena training setof vectors{x1, . . . , xn} in a space
X , MMS estimationconsistsof finding a subsetC of X suchthat
1) C hasminimum“volume” undersomemeasureand2) assuming
the xi’s are distributed accordingto someprobability measureP ,
andgiven someλ ∈ [0; 1], the subsetC verifiesP (C) = λ (see
Section2 for a rigorousdefinition).





probability densityfunctions(pdf) plug-in approaches.In this pa-
per, we proposea unifiedview, wheretheMMS is soughtin a class
of subsetswhoseboundariesbelongto akernelspace(e.g., aRepro-
ducingKernelHilbert Space– RKHS).Moreprecisely, theboundary
of sucha subsetC is {x ∈ X|f(x) = 0} wheref(·) : X 7→ R
belongsto somefunction spacewith kernelk(·, ·). The main con-
tributions are i) a formal connectionbetweenone-classSVM and
excessmassapproaches(Section3); ii) the derivation of a conver-
genceratefor theprobabilityof falsealarmsin one-classSVM nov-
elty detection1 (Section5). Section2 below recallssomefundamen-
talsaboutMMSs, Section4 pointsout someconvergencestudy for
the Lebesguemeasureof the symmetricdifference,and Section6
proposesconclusionsandfuturework directions.
2. MINIMUM MEASURE SETS





suchthatQ dominatesP . LetC ⊂ B(X ) acollec-
tion of Q-measurablesubsetsof X . We assumethatQ is known; P
is supposedlyunknown but a learningsetx1, . . . , xn
i.i.d.
∼ P is avail-
able.Let λ ∈ [0; 1]; we definetheminimumQ-measuresetof P in
C asthesetC(λ) suchthat:
(
P (C(λ)) = λ
Q(C(λ)) = arg inf
C∈C
{Q(C); P (C) = λ} (1)
In the following, we assumethatP admitsa densityp with respect
to themeasureQ2. Then,thereexistspλ ∈ [0; supx∈X |p(x)|] such
thatMMS in Eq.(1) canalsobedefinedas:
C(λ) = {x ∈ X : p(x) ≥ pλ} (2)
wherepλ dependson bothλ andQ. Eq. (1) andEq. (2) areequiv-
alentdefinitions of C(λ), which implies thatonecanuseeitherthe
parametrizationthat useseither λ or pλ. However, many reasons
make thedefinitionin Eq. (1) moresuitable.In particular:1) asthe
learningsetsizen tendsto infinity, λ is asymptotically the ratio of
learningsamplesthatactuallyfall in C(λ); 2) Any decisionproblem
involving the comparisonof two or moreMMSs requiresthat they
aredefinedfor somefixed λ andnot for fixed pλ (the comparison
doesnot have any senseotherwise);3) λ hasa direct interpretation
in termsof distribution quantiles.This is neededwhendealingwith
1A similar ratecanbe obtainedfor one-classSVM basedchangedetec-
tion.
2Thisassumptionis aimedatmakingthepresentationclearer, but it is not









Fig. 1: Whenconsideringonly onepdf, definingtheMMS with the
densitylevel pλ or its P -measureλ is equivalent,and(1 − λ) is the
P -measureof thetails of thepdf (left). However, thecomparisonof
two pdfsp1 andp2 hasto bemadefor constantλ andnot constant
pλ (right).
applicationssuchasoutliersdetectionor changedetection. In the
following, though,weusethedefinitionin Eq.(2) becauseit enables
clearanddirect algorithmsderivations. We will show that, in fine,
thedefinitionactuallyusedin algorithmsis thatof Eq (1). In prac-
tice,theprobabilitymeasureP is unknown,andanestimate,denoted
bCn(λ), is learnedfrom {x1, . . . , xn}. Here,weconsideranonpara-
metricestimateandit hasto: 1) be(strongly)consistent;2) achieve
relatively fastratesof convergence;3) leadto apracticableandcom-
putationallycheapalgorithm. Moreover, as many applicationsof
MMSs involve decision,we also require that similarities between
MMSs estimatescan be calculatedin a computationallytractable
way, thoughX mayhave largedimension.Theserequirementsare
somehow hardto meetjointly. Methodsfoundin thestatisticsliter-
atureeitherfail atproviding acomputationallytractable,practicable
algorithm,at having goodratesof convergenceor at beingsuitedto
high dimensionaldata. In the next Section,we show that a RKHS
togetherwith excessmassmethodsmakesuchgoodsolutionspossi-
ble.
3. A (REPRODUCING) KERNEL-BASED
NONPARAMETRIC ESTIMATION PROCEDURE
Themainresultin [5] is thatafastrateof convergencefor estimating
MMSs canbe achieved if C is a poor classof sets,suchasVC or
Glivenko-Cantelli. However, no practicablealgorithmis provided.
On the otherhand,so-calledRKHSmethods[6, 7] provide a mean




ThesetC(λ) is thesetin C thatmaximizestheexcessmassm(C)
of asetC , definedas:
m(C) = P (C) − pλQ(C) =
Z
C
(p(x) − pλ)dQ(x) (3)
Indeed,for this set, the part of the integrationsetC in Eq. (3) for
whichp(x)−pλ is negativeis reducedto its minimum,thusensuring
thatp(x) ≥ pλ for x ∈ C(λ), seeEq. (2). For practicalestimation,
wedefinean empiricalcounterpartmn(C) to thetruem(C) andlet:
bCn(λ) = arg max
C∈C
mn(C) (4)
Thesimplestempiricalcounterpartfor m(C) surelyis (where1xi∈C










1 xi∈C − pλQn(C) (5)




















i=1 1 {xi /∈C}
´ (6)
This problemis, however, ill-posedandcannotbe solved easily in
practice.The following sectionshows that RKHS approacheshelp
solve theproblem.
3.2. The kernel approach and connection with 1-class Support
Vector Machine
The problemin Eq. (6) can be solved using kernels. Suchmeth-
odshavealreadyprovenusefulin many machinelearningproblems,
mostly becausethey yield linear interpretationof nonlinearprob-
lems, and because they enableeasyevaluationof functionscom-
plexity (via the inducednorm). Let H be a RKHS with reproduc-
ing kernel3 k(·, ·). We now defineC asthecollectionof sets{x ∈
X ; f(x) ≥ ρ} for f ∈ H andρ ≥ 0, andwe usethe shorthand
{f ≥ ρ} to denotetheset{x ∈ X suchthatf(x) ≥ ρ}. In prac-
tice,weneedto estimatef andρ from thelearningset{x1, . . . , xn}
and we denotesuchestimatesbfn and bρn. In addition to propose
a choicefor C, we also modify the criterion in Eq. (6) by chang-
ing 1{xi /∈C} into (ρn − fn(xi)) 1 {fn(xi)<ρn}(this is the standard
hinge losswhich is usedin, e.g., SVMs). Similar smoothingalso









i=1 (ρn − fn(xi)) 1 {fn(xi)<ρn}
+pλQn({fn ≥ ρn})
(7)




i=1 (ρn − fn(xi)) 1 {fn(xi)<ρn} is ahingeloss
andthetermpλQn({fn ≥ ρn}) is a regularizer, independentof the
learningset. The regularizationparameteris the densitylevel pλ.
Wenow stateour mainresult.
Proposition 3.1 (Choice of the measure Q). For any RKHSH,
there exists a measure Q such that minimizing the inducednorm
‖fn‖
2
H in theRKHSH impliesminimizingtheregularizerin (7), i.e.
1-classSVMsimplementanexcessmassapproach.
Proof (sketch): Let T : L2(X ) → H = Im(S) ⊂ RX , g 7→ f =
Tg andH bedensein L2(H). We have (see,e.g., [7]): 〈f, f〉H =
〈Tg, Tg〉H = 〈g, g〉L2(x). Let 1H denotethefunction in H which
is theclosestto theunit constantfunction,in thesenseof theL2(X )
norm.Then,
q(·) = (T−11 H)
2(·) (8)
is suchthattheoptimumof 1-classSVM criterionis theminimizerof











−1fn〉L2(X ) = ‖fn‖
2
H, which provesProposition3.1.
3We do not discussin heretheconditionsonk neededto ensurethecon-
vergenceof bfn.
Alternateproof consistsin: Let µ = 1{fn>ρn} andassumetheexis-
tenceof Γt(.) ∈ L2(µ) suchthatk(t, τ) =< Γt(.), Γτ (.) >L2(µ).
With P : L2(µ) → H (built as a bijection, gn = P−1fn and
q(x) = gn(x)
2µ(x), onehasQ(fn > ρn) = ‖gn‖2L2(µ) = ‖fn‖
2
H ,
which yields theequivalence(with strongerassumptions).Onecan
easilycheckin bothcasesthatQ = limn→∞ Qn is ameasure. 











the richnessof classesof functionsobtainedby minimizing ‖ · ‖2H
expressesexplicitly astheminimizationof acertainmeasureof sub-
setsof X ; 2) With H densein L2(X ), thefn’s areapproximations
for the indicator functionof C(λ) andtheoscillatingeffect andthe
rationalefor choosingρ shortly lower thanthe densitylevel in [4]
areexplained.
3.3. Parameter tuning
Proposition3.1 shows that one-classSVMs arespecialinstancesof
excessmassbasedkernel MMS estimation. More importantly, it
also yields a representer theoremfor excessmassestimation: the




αik(xi, ·) with α1, . . . , αn in R (10)
Thehardissuein theabovesettingis thetuningof pλ (seeSection2),
becauseit may not be easilyexpressedasa practicablefunction of
λ, andbecauseit is a level of thedensityp, definedwrt themeasure

















This modificationenablesto comebackto the initial MMS estima-
tion settings,Eq. (1). It caneasilybeshown that#{xi : fn(xi) <
ρn} ≤ νn ≤ #{xi : fn(xi) ≤ ρn}. Moreover, sincealmostsurely
with {x1, . . . , xn}, , limn→∞ P ({fn = ρn}) = 0, we have that
ν
a.s.
= limn→∞ P ({f ≤ ρ}). Hence,λ = 1 − ν which settlesthe
connexion andshows thepracticabilityof theapproach.
In this Section, the interpretationof one-classSVMs asan ex-
cessmassapproachin RKHS for estimatingMMS is establishedfor-
mally. Thisconnectionenablesthedirectuseof, e.g., thepioneering
work by Polonik [5] in order to derive theoreticalstudiesof one-
classSVMs convergenceproperties. Moreover, it justifies the use
of one-classSVMs in many applicationssuchasfor novelty detec-
tion and changedetectionin Section 5. Underthe assumptionof a
Gaussiankernel,a rateof convergenceof 1-classSVM is obtained
in forthcoming[9], whichyieldssimilarconclusionsin theproposed
framework.
4. CONVERGENCE ISSUES
For the sake of clarity, we statethe rate of convergenceobtained
in [9] for the specialcaseof a Gaussiankernel (Seealsowork by
Steinwartandcoauthors).Letk(·, ·) beaGaussiankernelwith width
parameterσn (which decayrateis chosenspecifically), let d denote
thedimensionof X , andsupposethat for some0 ≤ β ≤ 1, c1 > 0
andfor δ ≥ 0, thepdf p satisfies:
sup
‖x−x′‖≤δ
|p(x) − p(x′)| ≤ c1δ
β (12)
Then,for any ε ≥ 0:









In thefollowing,weneedto expressthisrateof convergencein terms
of thesetsbCn(λ) andC(λ) ratherthanthefunctionscfn andf . We
measurethis ratewith thesymmetricdifference:









Thefirst termin theright handsidewrites(asimilar reasoningholds
for thesecondterm):
Leb( bCn(λ)\C(λ)) = Leb({ bfn ≥ ρn}\{f ≥ ρ})
≤ Leb
„









Leb({x ∈ X ; |f(x) − ρ| ≤ η}) . ηγ (16)
whichyields:
Leb( bCn(λ)\C(λ)) . n−
2γβ
4β+(2+β)d (17)
In particular, if theLebesguedensityof P is regular(γ = 1), then:







In the following, we usethe rateobtainedin Eq. (18) to justify the
useof 1-classSVM for novelty detection.Similar developmentcan
bederived for changedetectionbut will beomittedheredueto the
lackof space.
5. APPLICATIONS AND EXPERIMENTS
5.1. Novelty detection
Novelty detectionconsistsof deciding whethernew samplex is
novel or not, basedon the learningset{x1, . . . , xn}, which yields
thefollowing hypothesistest,for agivenλ:

HypothesisH0 : Samplex is notnovel, i.e. x ∈ bCn(λ);
HypothesisH1 : Samplex is novel, i.e. x /∈ bCn(λ).
(19)
with H0 thenull hypothesis.This testhasprovedto yield solid per-
formancein applications (industrial[10], audio[11]). A key quan-
tity in theanalysisof nonparametricdetectiontestsis theprobability




x /∈ bCn(λ)|x ∈ C(λ), x1, . . . , xn
o
(20)
We studytheasymptoticbehavior of theprobability of falsealarm,
andareinterestedin deriving a central limit theorem-like resultfor
theconvergenceof pfan to 0.
Proposition 5.1 Undertheassumptionsof Section4:
P{|pfan − En[p
fa









n (x1, . . . , xn)
− pfan (x1, . . . , xi−1, x
′
i, xi+1, . . . , xn)|





Theprooftechniquesemployedaresimilarto thosein [12] where
similar convergenceratesarederivedfor bCn(λ = 1) a nonparamet-
ric estimatefor thesupportof P madeof unionof ballscenteredon
thexi’s (i = 1, . . . , n). In ourcase,however, ratesarefasterandob-
tainedfor any level λ. Up to our knowledge,theabove convergence
rateis thefirst resultof this typefor kernel-basednovelty detection.
5.2. Change detection
Theapplicationweaddressin thisSectionischangedetection,which
framework is similar to thatof Section5.1. Here,however, we test
T samplesinsteadof one.More formally, let x1, . . . , xn
i.i.d.
∼ P0 and
xn+1, . . . , xn+T
i.i.d.
∼ P1. We do not considerthe classicdetection
problemof decidingwhetherP0 = P1 or not; instead,we concen-
trateon therelateddetectionproblembasedon thecomparison,for
a givenλ, of C0(λ) andC1(λ), asin [3, Section4]. We therefore
implementthefollowing hypothesistest,for thresholdt:

HypothesisH0 : d∆( bC0,n(λ), bC1,T (λ)) < t;
HypothesisH1 : d∆( bC0,n(λ), bC1,T (λ)) ≥ t.
(23)
with H0 thenull hypothesisandwhere bC0,n(λ) (resp. bC1,T (λ)) is
theestimateof theQ-MMS with P0-measure(resp.P1-measure)λ
basedon thelearningset{x1, . . . , xn} (resp.{xn+1, . . . , xn+T }).
Theabove procedureenableschangedetectionvia thetuningof
λ. The test replacesthe comparisonof the unknown measuresP0
andP1 with a comparison of MMSs. A slightly modifiedversionof
this testwassuccessfullyappliedto musicsegmentationof complex
audiosignals,see[2].
In theremainderof thisSection,wecomparetheperformanceof
kernel-basedMMS (1-classSVM) changedetectionto aparticlefil-
ter basedGeneralizedLikelihoodRatio(GLR) approach.Thetime-













with ωi ∼ N (0, 0.1) andvi ∼ N (0, 1). Both approachesareused
to detectchangesin the time-seriesfor 500 realizationsof ωi and
vi; in thefirst 250 signals,thereis a changeat time instantT in the
modelparameters,with a1 jumping from 25 to 12.5, anda2 from
0.05 to 0.1035. The other 250 signalsarekept with a1 = 25 and
a2 = 0.05.
The two approachesare tunedas follows. The MMS method
usessettingsdescribedin see[2] where the spaceX derives from
the Gaussianwindow (length51 points)Spectrogramof {yi}, for
i = 1, 2, . . .. 51. Eachxi is sub-imagemadeof 25 consecutive
spectrogramcolumns;thelearningsetssizesaren = T = 10. The
ν 1-classSVM parametersare ν = 0.5 and σ = 25 for kernel
width. Theparticlefilter GLR is giventhecorrectmodelandtuned









Fig. 2: ROC curves(left) andhistogramsof estimatedchangetime
instantsfor MMS-basedapproach(solid, andtop right) andparticle
filtering basedGLR (dash,andbottomright). MMS-basedapproach
andtheparticlefilter GLR bothperformvery accurately.
6. CONCLUSION AND PERSPECTIVES
In thispaper, we recallfundamentalsconcerningMMSsandpresent
results including estimation, connectionwith 1-classSVMs, the-
oretical justification for MMS novelty detection. The application
to change detection,thoughimplementinga suboptimalhypothesis
test,yieldsbetterperformanceonahighly nonlineartimeseriesthan
a particlefilter GLR usingthe correct model. Short-termperspec-
tivesincludetheapplicationof MMSs to theproblemof defininga
kernelbetweenfinite setsof vectorsaswell asthe improvementof
first goodresultsobtainedfor changedetectionin musicsignals.
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