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Numerical study of detonation in solid explosives under
hydrodynamic and elastic-plastic confinement
Eleftherios Ioannou
Initiation devices used in mining have strict requirements for safety and efficiency.
However, the analysis of their operation is encumbered by their complex design which
involves multiple explosive charges and inert materials. We use numerical simulations to
study detonation in configurations involving complex geometry and multiple materials
with the aim of revealing key features of their internal processes and improving their
reliability and performance. The mathematical model is based on a two-phase reactive
formulation and is extended with porosity and shock desensitization models. It is coupled
with appropriate inert material models for fluids and solids to accurately capture their
interaction with the detonation wave.
We initially consider detonation propagation in annular charges. The model and
implementation are validated against experimental data for steady state propagation. Then,
the numerical solution is used to obtain a detailed description of the speed of the detonation
wave along the annular arc and a new description of the transition phase is proposed.
Further, a parametric study is performed in which the dependence of the transition phase
and steady state on the dimensions of the annulus is analysed.
The rest of the thesis examines detonation in explosive devices used in the initiation of
tertiary explosives in mining. First, we consider the response of a detonator in isolation,
guided by an underwater explosion test. Following validation, the strength of the blast wave
is examined at several distances from the detonator. Results show that the blast wave in the
near field is asymmetric and stronger along the axis of the detonator. Further, the near field
blast wave varies considerably between detonators of different shell material and thickness
while the pulse in the far field is similar. This indicates that the fine differences between
detonators cannot be captured by tests that consider the blast wave at a single point in the
far field.
Lastly, we study the complete configuration used to initiate explosives in mining
blastholes which involves a detonator and a booster. The reactive model is extended to
account for shock desensitization. The model is validated and a series of simulations of
the detonator and booster configuration, with and without desensitization, are performed.
These show that the influence of desensitization is significant and can lead to the formation of
dead zones in the explosive which have a critical impact on booster performance. Depending
on the material of the detonator shell, the initiation of the booster can result in only a small
non-reacted region or in an extensive desensitized zone which prevents the detonation of a
large portion of the explosive.
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Chapter 1
Introduction
Explosive devices are used in a variety of civil applications ranging from mining and
construction to welding and airbag deployment. They have seen rapid development
driven by the growing interest of government agencies focusing on safety and security as
well as of the private sector which strives for more efficient and cost-effective solutions.
In addition, explosives are of interest to the academic community because of their
complex micro-structure and dynamic response which can produce pressures and
temperatures of extreme magnitude.
The advancements in explosive technology have led to more refined, precision
devices. These have complex designs that involve multiple charges in arbitrary shapes
and are confined with a variety of materials. In particular, the initiation of tertiary
explosives in mining blastholes uses a three-step mechanism which involves a detonator
and booster configuration. This means that the initiating impulse is generated by a
process in which detonations are transmitted through multiple charges and undergo
several wave phenomena such as diffraction and interaction with material interfaces
before transmitting a shock wave into the blasthole explosive.
The explosives considered in this study belong to the category of high explosives in
which reactions propagate at supersonic speed forming a detonation wave. In particular,
we consider explosives in the physical forms of pressings, castings and polymer bonded
which are blends of explosives and inert materials with tailored mechanical and reactive
properties. These are solid, heterogeneous explosives with a complex micro-structure
that may involve explosive grains of several sizes, pores and cracks. The micro-structure
plays an important role in the behaviour of these explosives. It allows for a multitude of
physical processes that lead to the formation of hotspots and influence the characteristics
of the initiation and propagation of detonation in the explosive.
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The scientific study of detonation spans over a century and began with the classic
theories of Chapman-Jouguet (CJ) and Zel’dovich-von Neumann-Döring (ZND) [1].
These are one-dimensional analytic models that can determine the properties of a steady
detonation wave. However, the study of more complicated configurations involving
unsteady detonation waves and complex geometry requires the use of reactive models
coupled with hydrodynamics and solved computationally.
Reactive models are concerned with the continuum scale and ignore the micro-
structure of the explosives. Instead, they rely on phenomenological models which aim
to capture the macroscopic behaviour of the explosive and are based on the underlying
processes that govern the initiation and propagation of detonation. The formulation of
these rate laws, makes them easy to incorporate in hydrodynamic codes which solve a
set of equations derived from the conservation laws of mass, momentum and energy.
The calibration of these models relies on experimental data. Over the years,
experiments have been performed for the purposes of providing parameter sets for
different explosives. More recently, high quality data from experiments utilizing new
diagnostic techniques have led to the development of high-fidelity reactive models and
the extension of older ones. One of the most widely used models is the pressure-based
Ignition and Growth [2] which has been used to simulate a large range of reactive
experiments with considerable success. Its drawback is that some detonation processes
require a different set of parameters to be accurately captured and the fact that it does
not naturally account for shock desensitization (the effect of weak shocks on the reactive
properties of the explosive). More recent models include the entropy-based CREST [3]
and shock temperature dependant AWSD [4] which have shown encouraging results for
modelling explosives in different initial conditions and account for shock desensitization
without modifications. A review of reactive models along with their successes and
challenges is presented in a recent review paper by researchers at AWE [5].
The work presented in this thesis uses reactive models to study detonation propa-
gation in charges of complex geometry and its effects on the surrounding materials.
The detonation in such geometries undergoes diffraction and interaction with material
boundaries that introduce additional waves which influence the propagation of detona-
tion. The complexity of the resulting flow makes these configurations difficult to tackle
analytically and cumbersome to investigate experimentally. The success of reactive
models in capturing a variety of detonation processes motivates the numerical study of
such configurations which have the potential of providing useful insights and aid the
experimental investigations in the development of safer and more efficient initiation
devices.
2
1.1. Case studies
The reactive model used in this work is Ignition and Growth (I&G) which was
selected because of its extensive library of parameter sets for different explosives.
For some of the applications considered, the model is extended with a porosity and
desensitization model. The response of the detonation is heavily dependant on the
inert confining materials. As such, appropriate models are used for the inert materials
present in the simulation. These are an inviscid hydrodynamic model for fluids and
an elastic-plastic formulation for metal materials. A multi-material methodology is
employed that allows for the simulation of materials described by different models and
captures their interaction. The numerical methods used for the solution of the material
models and the multi-material algorithms are implemented within a parallel adaptive
mesh refinement framework that allows for increased resolution at regions of interest
and efficient use of computational resources.
1.1 Case studies
The first application considered is the propagation of detonations in annular charges.
Experimental studies [6, 7] have shown that a detonation propagating from a straight
to an annular charge will undergo a transition phase and eventually reach a new
steady state of constant angular velocity. The study follows the configuration of
experiments performed at Lawrence Livermore National Laboratory (LLNL) which used
an unconfined annular charge of LX-17 [6]. The numerical solution is validated against
experimental studies of steady detonation in one-dimensional and cylindrical charges
before being used to examine the transition of detonation in the annular region. The
numerical results show good agreement with the experimentally measured steady
detonation angular velocity, however the evolution of the outer detonation speed during
the transition phase deviates from the exponential model proposed by Souers et al. [6].
The deviation from the proposed model motivated further analysis of the transition
phase to gain more insight into the underlying processes. We examined configurations
in which the explosive charge has only one of the boundaries of the annulus. These
reveal that the behaviour of the detonation in the transition phase can be divided into
two regimes where the first is governed by local effects at the outer boundary and
the second by the effects originating from the inner boundary. At initial times, the
local effects dominate before the disturbances from the change in geometry at the
inner boundary travel across the detonation front and influence the outer part of the
detonation. Furthermore, the effect of the dimensions of the annulus is investigated
for both the transition phase and steady state. The results confirm a size effect for
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the angular steady state speed of the detonation which is observed experimentally but
show a more complex dependence for the transition phase.
The second application is an investigation of the initiation capability of detonators.
A detonator is a cylindrical device made out of a thin metal shell filled with a small
explosive charge and used to ignite larger, less sensitive explosive charges. The issue
of which methods are most appropriate for estimating initiation capability has not
reached consensus but most studies advocate for the use of indirect tests [8, 9, 10].
Indirect tests place the detonator within the explosive that is meant to initiate as
opposed to direct tests that measure the blast wave from an isolated detonator inside
an inert material. In this study we consider a direct test performed in water which
is described by the European standard [11] for determining the equivalent initiation
capability of the detonators. This test measures the pressure pulse generated by the
ignition of the detonator at a single point 400mm off the side of the detonator. Despite
this being a direct test which is believed to not portray the complete picture of the
initiation capability, it is a widely used test and the existence of experimental data
allows for the comparison with the numerical solution. Further, the numerical study of
this configuration will provide certain insights which demonstrate the shortcomings of
such tests.
The detonator design is based on the i-kon II detonators made by Orica which
has a copper shell and PETN (Pentaerythritol tetranitrate) base charge. The manufac-
turing process of the detonators leaves the explosive highly porous (void fraction of
approximately 15%) which influences its detonation characteristics. Thus, the reactive
model is extended with the snow plough porosity model along with an adjustment of
the parameters to match experimental values of CJ detonation. Further, we consider
additional materials for the metal shell which include aluminium and steel.
The numerical solution is compared with experimental data from Klapötke et al. [12]
which used similar detonators. Then we examine the blast wave generated by the
detonator at several distances in the directions along and normal to the axis of the
detonator. The results show that the blast wave is asymmetric and is stronger in the
axial direction. The difference is significant since the blast wave peak pressures along
the axis have twice the magnitude of the normal direction. In addition, the investigation
into different materials for the shell of the detonator indicates that the near field blast
wave varies greatly between materials. The aluminium detonator generates a blast
wave that has double the peak pressure of the blast wave produced by the copper and
steel detonator. However, this difference does not persist in the far field where the blast
wave from all detonators is similar.
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The asymmetric nature of the blast wave generated by detonators and the differences
between materials in the near field, indicate that tests of initiation capability that
consider a single point in the far field do not capture the fine features of it. This agrees
with arguments presented in several experimental studies that the detonators should
be investigated through indirect tests that consider the explosive it is meant to ignite.
In the case of the mining detonators, this is the booster explosive.
The study of the initiation process of a booster device is the last application
considered. A booster is the second part in the initiation train of a tertiary explosive.
It consists of an insensitive high explosive placed in a plastic shell. The detonator is
placed within the booster charge and its purpose is to provide an impulse that will
generate a detonation in the booster which in turn will provide a strong stimulus for
the initiation of the insensitive explosive in the blasthole.
The directional variation in the strength of the shock wave produced by the detonator
makes the booster explosive susceptible to shock desensitization. This phenomenon has
been observed in all polymer bonded explosives and has different manifestations [5].
During double shock initiation, if the first shock is not strong enough to initiate reaction,
it will make the explosive harder to initiate by the subsequent shock. In detonation
propagation, an established detonation can be quenched when it enters a region that
has been desensitized by the prior passage of a weak shock. This will result in a portion
of explosive remaining non-reacted, commonly called dead-zone.
The cause of shock desensitization is not completely understood and two explana-
tions exist [13]. By extension, there are also different ways of modelling it depending
on the reactive model. For the pressure-base model I&G used in this study, capturing
the desensitization effect requires the use of a desensitization model. We use the model
proposed by DeOliveira et al. [14] which has shown encouraging results in capturing
dead zone formation.
The booster design also follows an actual booster, the 400 g Global Booster produced
by Orica. The explosive inside is selected to be composition B which has been widely
used in boosters and also because of the availability of a reaction parameter set and of
experiments required to determine the desensitization parameters. The study considers
the initiation of the booster with and without desensitization and for a range of different
detonators. The numerical results indicate that desensitization is significant and leads
to the formation of dead-zones. In the case of aluminium, the dead zone is small
and has minimal impact on the performance of the booster. However the copper
detonator causes a slower formation of the detonation that allows for a more extensive
desensitization and eventually inhibits the detonation of the majority of the explosive.
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The study concludes with the examination of thicker detonator shells and an alternative
design which places the detonator closer to the top of the booster.
1.2 Computational framework
The reactive model presented in the study is implemented within a general Computa-
tional Fluid Dynamics (CFD) code developed by the Laboratory for Scientific Computing
(LSC) at the University of Cambridge. This framework provides the required data
structures and numerical methods required for solving hyperbolic systems of equations
using finite volume methods in an Eulerian frame of reference. It incorporates parallel
Adaptive Mesh Refinement (AMR) which enables increased resolution in areas of interest
as well as the ability to run on multiple processors.
Further, the LSC code implements a multi-material methodology which enables
the simulation of materials described by different models and their interaction. This
is achieved by the combined use of level-set algorithms for interface tracking and
ghost-fluid methods for capturing the interaction between materials. Each material is
represented by a separate model and can be solved by an independent solver. A level-set
function is used to track the boundaries of each material as it moves in the domain.
The interaction between materials is captured through mixed Riemann solvers. These
allow the solution of the Riemann problem between two different types of materials.
The computed solution is used to populate the ghost fluid cells outside the material
and to advect the level-set of the material. Thus, every material model within the LSC
framework must be accompanied by the appropriate mixed Riemann solvers depending
on the materials it interacts with.
The explosive materials considered in this study are modelled using a hybrid diffuse-
interface and corresponding equations of state, reaction and desensitization rate. The
implementation of this model and accompanying solvers was performed by the author
for the purposes of this study. The inert materials make use of material models already
implemented within the LSC computational framework. The fluid materials such as
water are represented with the inviscid Euler equations and appropriate equations of
state. The metal materials are modelled with an elastic-plastic formulation based on the
Godunov-Romenskii formulation [15] and follow the work of Barton and Drikakis [16]
for the elastic part and Miller and Colella [17] for the plastic update. The model
represents an Eulerian formulation of the equations of solid mechanics and allows for
an accurate description of the elastic and plastic response of the material. Further
details on the implementation of this model within the LSC computational framework
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can be found in previous works by members of the laboratory [18, 19].
1.3 Outline of the thesis
The next chapter presents the mathematical model used for the explosive materials. The
focus is on deriving the expressions for the partial derivatives used in the calculation of
sound speed for the case of a general equation of state. These expressions are used
both in the calculation of the time step as well as for the estimation of the wave speeds
in the HLLC approximate Riemann solver. The chapter also presents the I&G reactive
model which includes the JWL equation of state and the reaction rate.
Chapter 3 presents the numerical study of detonation propagation in annular charges.
It is preceded by an extensive validation which considers steady state propagation
of detonation in one-dimensional, cylindrical and annular geometries. The evolution
of detonation speeds along the boundaries of the annulus is presented along with
configurations omitting one of the boundaries of the annulus. The study concludes
with the parametric study to determine the influence of the dimensions of the annulus
on the transition phase and steady state.
The following two chapters (4 and 5) consider the three-step initiation train used
to ignite the explosive in mining blastholes. It consists of the detonator and the booster.
The detonator is studied in isolation in chapter 4 where the properties of the generated
blast wave are identified. This is in addition to an investigation into the differences
between detonators of different shell material and thickness. There is also a description
of the snow plough model used to account for the porosity of the explosive used in
industrial detonators. The complete detonator and booster configuration is considered
in chapter 5. The desensitization model used in this part is introduced and validated
against several test cases. Subsequently, the investigation considers the effects of
desensitization in the initiation of the booster as well as the differences in the initiation
by different detonator designs.
The last chapter is dedicated to conclusions and a discussion of future work.
1.4 Publications
Part of the work presented in this thesis has already been published in the following:
1. Ioannou, E., Schoch, S., Nikiforakis, N. and Michael, L., 2017. Detonation
propagation in annular arcs of condensed phase explosives. Physics of Fluids, 29(11),
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1.4. Publications
p.116102.
2. Ioannou, E., Nikiforakis, N. and Michael, L., 2018. Modeling of Detonation and
Desensitization in Condensed Phase Explosives of Complex Geometry. Sixteenth
International Detonation Symposium.
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Chapter 2
A hybrid multiphase model
Numerical simulations involving explosives under confinement require a mathematical
formulation that can model the physical properties of multiple materials and capture
their interactions. Modelling heterogeneous explosives poses a particular challenge
because resolving their complex micro-structure in a mesoscale numerical simulation
is beyond the current computational capabilities. Instead, it is common to use a
homogenized treatment at the continuum scale which averages the fine scale features of
the explosive and accounts for the heterogeneous effects through a phenomenological
reaction rate law.
The hydrodynamic model employed in this work was proposed by Michael and
Nikiforakis [20] and follows the approach described above. It is a hybrid formulation
for interfaces between immiscible homogeneous fluids, where one of the materials is
further divided into two phases following the augmented Euler approach for modelling
two phase explosives. It assumes a continuum hydrodynamic representation of the
materials and allows for the modelling of an explosive with distinct equations of state
for the reactants and products, and also for an additional inert material.
This formulation is particularly suitable for modelling explosives under compliant
confinement because it can handle high density gradients across interfaces, without
the generation of spurious oscillations in the solution. In addition, it allows for the use
of most types of equations of state and can be used for both ignition and detonation
propagation studies.
9
The mathematical model is defined by the following system of equations
∂푧휌1
∂푡
+ ∇ · 푧휌1u = 0,
∂(1 − 푧)휌2
∂푡
+ ∇ · (1 − 푧)휌2u = 0,
∂휌u
∂푡
+ ∇ · (휌u ⊗ u + 푝퐼) = 0,
∂휌퐸
∂푡
+ ∇ · (휌퐸 + 푝)u = 0,
∂푧
∂푡
+ u∇푧 = 0,
∂푧휌1휆
∂푡
+ ∇ · 푧휌1휆u = 푧휌1R.
(2.1)
It features two continuity equations which represent the discrete conservation of mass
for each material as well as conservation laws for the momentum and energy of the
mixture. Quantities 휌1 and 휌2 correspond to the density of the explosive and the inert
material respectively. Quantities 휌, u, 푝 and 퐸 are the mixture density, velocity, pressure
and total specific energy defined as
퐸 = 푒 +
‖u‖
2
,
where 푒 is the specific internal energy of the mixture.
The composition of the mixture is determined by the quantity 푧 ∈ [0, 1] which
represents the volume fraction of the explosive and is governed by an advection equation.
Equivalently, quantity 1 − 푧 is the volume fraction of the inert material. The explosive
material is further divided into two phases, which represent the reactants and the
products. We define 휆 ∈ [0, 1] as the mass fraction of the reactants. This is also
governed by an advection equation with a source term R describing the chemical
reactions that turn reactants into products. However, it is combined with the continuity
equation of the explosive material and put into a conservative form which represents
the conservation of mass of the reactants in the absence of reactions. The equations do
not include any terms for viscous friction or heat conduction as it is assumed that their
effect is negligible in the considered case studies.
The formulation allows for the interface to diffuse on a small number of compu-
tational cells over which a set of mixture rules has to be defined. These rules relate
the thermodynamic variables of the mixture to those of the individual constituents.
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2.1. Conservative variables formulation
Considering mass and energy as additive quantities, the mixture variables are given by
휌 = 푧휌1 + (1 − 푧)휌2,
휌푒 = 푧휌1푒1 + (1 − 푧)휌2푒2,
(2.2)
where quantities with subscript 1 and 2 correspond to the explosive and the inert
material respectively. Subsequently, the density and the specific internal energy of the
two-phase explosive are given by
1
휌1
= 휆
1
휌a
+ (1 − 휆) 1
휌b
,
푒1 = 휆푒a + (1 − 휆)푒b,
(2.3)
where subscripts 푎 and 푏 denote quantities of the reactants and the products that
comprise the explosive.
In addition to the mixture rules, the system requires closure conditions to be fully
determined. Between the explosive and the inert material only one closure condition is
necessary, as the density of each material is readily available from the state variables of
the equations. Between the reactants and the products, two mixture rules are required
as only the total explosive density is known and root finding procedures are required to
determine the individual reactants and products densities. Here, the closure conditions
chosen are isobaric between the explosive and inert material as it has been proven to
give better stability at the interfaces [21], and isobaric and isothermal between the
reactants and products as in similar studies [22, 23, 24, 25].
We note the convention of using the term materials to refer to the explosive and
inert material which have individual mass conservation equations and the term phases
to refer to the reactants and products of the explosive.
2.1 Conservative variables formulation
The system of equations needs the definition of a relation between pressure and the
rest of the thermodynamic variables to be complete. In single material models this
is given by the EOS, however in the case of multiple materials one has to define an
equivalent generalized equation of state for the mixture. This definition is based on the
individual EOS for each material and the selected closure conditions. In general, we
can assume that pressure will be a function of variables 휌1, 휌2, 푒, 푧, 휆.
The analysis of the formulation begins by expressing the system in quasi-linear form
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and examine the Jacobian flux matrix. We restrict the analysis in one dimension for
simplicity and reformulate the equations to an equivalent, fully conservative form. The
homogeneous system in vector form
풒푡 + 풇푥(풒) = 0, (2.4)
has vectors
풒 =

푧휌1
(1 − 푧)휌2
휌푢
휌퐸
휌푧
휌휆

and 풇 (풒) =

푧휌1푢
(1 − 푧)휌2푢
휌푢2 + 푝
(휌퐸 + 푝)푢
휌푧푢
휌휆푢

. (2.5)
The above system is then expressed in a quasi-linear form
풒푡 + 퐽 풇 (풒)풒푥 = 0, (2.6)
where 퐽 풇 (풒) is the Jacobianmatrix. The Jacobianmatrix represents the partial derivatives
of the flux vector with respect to the conserved variables of the state vector and thus
the flux vector elements must be expressed as a function of the conserved variables.
This calculation makes use of a general form of the pressure relation 푝(휌1, 휌2, 푒, 푧, 휆) to
relate pressure to the rest of the variables.
The derivation of the Jacobian matrix was performed using Wolfram Mathematica
along with the calculation of its eigenvalues. These are 푢, 푢, 푢, 푢 − 푐, 푢 + 푐 where 푐 is
given by
푐2 =
푝
휌2
(
∂푝
∂푒
)
휌푖,푧,휆
+
1,2∑
푖
휌푖
휌
(
∂푝
∂휌푖
)
푒,푧,휆
, (2.7)
and corresponds to the mixture sound speed.
As can be seen, the sound speed calculation involves partial derivatives of the
mixture pressure function. Determining this function requires the definition of the
closure conditions that complete the system.
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2.2 Closure conditions
The selected closure conditions are isobaric between materials and isobaric and
isothermal between the phases of the explosive.
푝1 = 푝2 = 푝a = 푝b (2.8)
푇a = 푇b (2.9)
The above relations, combined with the mixture rules (2.2) and (2.3) result in a system
of three equations
휌−11 = 휆휌
−1
a + (1 − 휆)휌−1b
휌푒 = 푧휌1[휆푒a(휌a, 푝) + (1 − 휆)푒b(휌b, 푝)] + (1 − 푧)휌2푒2(휌2, 푝)
푇a(휌a, 푝) = 푇b(휌b, 푝)
(2.10)
with three unknowns (휌a, 휌b, 푝). Having complex equations of state, such as those used
in modelling condensed phase explosives will result in a nonlinear system which can be
difficult to solve. In most cases an analytical expression of the solution cannot be found
and an iterative numerical method is used.
2.3 Sound speed
The mixture pressure function 푝(휌1, 휌2, 푒, 푧, 휆) is implicitly defined by a system of
equations given in (2.10) which complicates the derivation of the partial derivatives.
One way of deriving them is to use an expression for the EOS such as the Mie-
Grüneisen form, which is a general form that most EOS can be written into. A second
way is to use implicit differentiation of system (2.10). Alternatively we follow the
analysis in [21] and consider the total differential of the general pressure function
d푝 =
1,2∑
푖
∂푝
∂휌푖
d휌푖 +
∂푝
∂푒
d푒 +
∂푝
∂푧
d푧 +
∂푝
∂휆
d휆. (2.11)
If such expression can be found it will provide the required partial derivatives.
The EOS of each single material can be written in the form of differential
d푒푖 =
∂푒푖
∂휌푖
d휌푖 +
∂푒푖
∂푝푖
d푝푖 푖 = a, b, 2, (2.12)
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but in the case of material 1, it is a mixture of two phases so the expression will also
include the mass fraction variable 휆
d푒1 =
∂푒1
∂휌1
d휌1 +
∂푒1
∂푝1
d푝1 +
∂푒1
∂휆
d휆. (2.13)
Expanding the differentials of the mixture rules (2.2) yields
d휌 =
1,2∑
푖
d(푧푖휌푖) =
1,2∑
푖
푧푖d휌푖 +
1,2∑
푖
휌푖d푧푖, (2.14)
d(휌푒) =
1,2∑
푖
d(푧푖휌푖푒푖) → 휌d푒 + 푒d휌 =
1,2∑
푖
푧푖휌푖d푒푖 +
1,2∑
푖
푒푖d(푧푖휌푖). (2.15)
Replacing the expressions of the differentials (2.12), (2.13) and (2.14) into (2.15) we
obtain
1,2∑
푖
푧푖휌푖
∂푒푖
∂푝푖
d푝푖 = 휌d푒 +
1,2∑
푖
푧푖(푒 − 푒푖 − 휌푖 ∂푒푖
∂휌푖
)d휌푖
+
1,2∑
푖
(푒 − 푒푖)휌푖d푧푖 − 푧1휌1 ∂푒1
∂휆
d휆, (2.16)
and by applying the isobaric closure condition d푝 = d푝푖 and using d푧 = d푧1 = −d푧2,
simplifies the expression to
Θd푝 = 휌d푒 +
1,2∑
푖
푧푖
(
푒 − 푒푖 − 휌푖 ∂푒푖
∂휌푖
)
d휌푖
+ [(푒 − 푒1)휌1 − (푒 − 푒2)휌2]d푧 − 푧1휌1 ∂푒1
∂휆
d휆 (2.17)
where
Θ =
1,2∑
푖
푧푖휌푖
∂푒푖
∂푝
(2.18)
Expression (2.17) is the total differential of the generalized pressure function from
which we can obtain the required partial derivatives.
The derived partial derivatives of the generalized pressure function are replaced
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into the mixture sound speed expression (2.7) yielding
Θ푐2 =
1,2∑
푖
푦푖
(
푒 − 푒푖 − 휌푖 ∂푒푖
∂휌푖
)
+
푝
휌
→
Θ푐2 =
1,2∑
푖
푦푖
(
푝
휌푖
− 휌푖 ∂푒푖
∂휌푖
)
→
Θ푐2 =
1,2∑
푖
푦푖
∂푒푖
∂푝
휌푖푐
2
푖 , (2.19)
where
푦푖 =
푧푖휌푖
휌
, (2.20)
is the mass fraction and
푐2푖 =
푝
휌2푖
(
∂푝
∂푒푖
)
휌푖
+
(
∂푝
∂휌푖
)
푒푖
, (2.21)
the sound speed of each material.
Expression (2.19) implies that the mixture sound speed is a weighted average sound
speed of each material. This sound speed expression allows the calculation of the
eigenvalues of the system of equations that make up the mathematical model. The
eigenvalues calculation is required for the numerical solution of the system using finite
volume methods and are not necessarily related to a physical sound speed of the
mixture.
Material 2 is a single phase material and its sound speed is readily available from its
EOS. However, material 1 is a two-phase material and has a form of generalized EOS
which is implicitly defined by the mixture rule (2.3) and the closure conditions.
Similar to the system of equations in (2.10), we can define a subsystem which relates
the thermodynamic variables of each phase of material 1.
휌−11 = 휆휌
−1
a + (1 − 휆)휌−1b
푒1 = 휆푒a(휌a, 푝) + (1 − 휆)푒b(휌b, 푝)
푇a(휌a, 푝) = 푇b(휌b, 푝)
(2.22)
In general, this is a nonlinear system of equations and an analytical expression of
the solution is not possible. Thus, the derivation of the partial derivatives requires the
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use of implicit differentiation. For a system of 푚 equations and 푚 + 푛 variables
퐹푖(푥1, . . . , 푥푛, 푦1, . . . , 푦푚) = 0 푖 = 1, . . . ,푚 (2.23)
where 푥1, . . . , 푥푛 are the independent variables and 푦1, . . . , 푦푚 are the dependent vari-
ables, the partial derivatives of the dependent variables with respect to an independent
variable 푥푘 are given from the solution of the linear system
∂퐹푖
∂푦푗
∂푦푗
∂푥푘
= − ∂퐹푖
∂푥푘
. (2.24)
The implicit differentiation of system (2.22) was performed using Wolfram Mathe-
matica and produced the following expressions of partial derivatives
(
∂푒1
∂휌1
)
푝,휆
=
휌2a휌
2
b
(
휆 ∂푒a∂휌a
∂푇b
∂휌b
+ (1 − 휆) ∂푒b∂휌b
∂푇a
∂휌a
)
휌2
(
휆휌2b
∂푇b
∂휌b
+ (1 − 휆)휌2a ∂푇a∂휌a
) (2.25)
(
∂푒1
∂푝
)
휌1,휆
= 휆
∂푒a
∂푝
+ (1 − 휆)∂푒b
∂푝
−
휆(1 − 휆)
(
휌2a
∂푒a
∂휌a
− 휌2b ∂푒b∂휌b
) (
∂푇a
∂푝 − ∂푇b∂푝
)(
휆휌2b
∂푇b
∂휌b
+ (1 − 휆)휌2a ∂푇a∂휌a
) (2.26)
which are used to compute the sound speed of the two-phase material 1.
It is useful to note that it is possible to use implicit differentiation on the system
of equations (2.10) to directly derive the partial derivatives required in the sound
speed calculation (2.7). However, this results in more complicated and computationally
expensive expressions. The method shown in this section decouples the two materials
and requires the use of implicit differentiation only for the partial derivatives of material
1 which leads to simpler and faster computations. In addition, the calculation of the
sound speed of each phase is also required in the calculation of the wave speeds at a
cell interfaces.
2.4 Hyperbolicity
The system is hyperbolic if the mixture sound speed expression (2.7) is positive
푐2 ≥ 0.
As shown in section 2.3, the sound speed expression with the isobaric closure
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conditions is a weighted average of the sound speed of each material (2.19). So if the
phase sound speeds are well defined by their individual material EOS, then the mixture
sound speed will also be well defined.
2.5 JWL equation of state
The definition of an equation of state (EOS) for each material is required to close
the system of equations of the mathematical formulation presented in this chapter.
Following the standard Ignition and Growth formulation, reactants and products are
modelled using two distinct Jones-Wilkins-Lee (JWL) equations of state.
The JWL equation of state can be written in the Mie-Grüneisen form
푒 − 푒ref(휌) = 푝 − 푝ref(휌)
휌Γ(휌) , (2.27)
푇 =
푒 − 푒ref(휌)
푐v
, (2.28)
with a constant Grüneisen coefficient Γ(휌) = Γ0 and the following reference curves
푝ref(휌) = 퐴 exp
(
−푅1휌0
휌
)
+ 퐵 exp
(
−푅2휌0
휌
)
, (2.29)
푒ref(휌) = 퐴
휌0푅1
exp
(
−푅1휌0
휌
)
+
퐵
휌0푅2
exp
(
−푅2휌0
휌
)
− 푄, (2.30)
where 퐴, 퐵, 푅1 and 푅2 are parameters calibrated for the particular explosive.
For the explosive products, the pressure reference curve of the JWL EOS represents
the isentrope through the Chapman-Jouguet (CJ) point and is fitted to experimental
data, usually from cylinder tests [1]. The energy reference curve is determined by
integrating the pressure reference curve, since d푒 = −푝d푣 for an isentropic process. For
the reactants, the parameters are fitted to measurements of the Hugoniot locus through
an initial state.
2.6 Reaction rate law
The reaction rate law used in this study is Ignition and Growth (I&G) [2] and plays
an important role in capturing the reactive properties of the granular explosive within
the homogeneous representation of the material. The heterogeneity of the explosive
material is accounted for through this multi-stage, pressure-based reaction rate, which
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provides a phenomenological description of the effects of the micro-structure of the
explosive using macroscopic material parameters.
The I&G reaction rate model is given by
R = RI +RG1 +RG2 , (2.31)
and the three terms are defined as,
RI = 퐼(1 − 휙)푏(휌 − 1 − 푎)푥퐻(휌/휌0 − 1 − 훼)퐻(휙ig − 휙), (2.32)
RG1 = 퐺1(1 − 휙)푐휙푑푝푦퐻(휙G1 − 휙), (2.33)
RG2 = 퐺2(1 − 휙)푒휙푔푝푧퐻(휙 − 휙G2), (2.34)
where 퐻(푥) is the Heaviside step function, 휙 = 1−휆 is the mass fraction of the products
and 휌 and 푝 are the density and pressure of the explosive respectively. The rest of the
parameters are constants that are calibrated for each particular explosive.
The I&G model captures the complex ignition and burning processes in hetero-
geneous explosives by using three terms to represent the processes occurring in the
initiation and propagation of detonations in such explosives [23]. In the shock to
detonation transition process, ignition occurs due to shock-induced heating and friction
as well as hotspot formation through cavity collapse in porous explosives. These
initiation mechanisms are represented in the ignition term (2.32) which is activated
when density increases above a threshold 훼 and is used only in the initial stages of the
reaction.
The remaining two terms are called growth terms and have different interpretations
depending on whether the application involves initiation or propagation of detona-
tion [23]. In the first case, the second term represents the slow reactions starting at the
hotspots and expanding into the surrounding explosive while the third term describes
the quick transition to detonation induced by the coalescence of the growing hotspots.
In the case of detonation propagation, the growth terms represent the formation of the
products. In particular, term (2.33) models the rapid formation of gas products and
term (2.34) the slow diffusion-controlled formation of solid carbon.
The JWL and I&G parameters are selected and adjusted jointly to accurately
represent a specific explosive and regime of detonation. For example the parameters
can be different between applications that involve either ignition or propagation of
detonation, even for the same explosive.
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2.7 Numerical solution
The mathematical formulation presented in this chapter constitutes a nonlinear hyper-
bolic system with source terms and is solved computationally using a series of numerical
methods. Starting from the initial conditions, the numerical solution is advanced in
time through the process of operator splitting. This allows for the separate solution of
the homogeneous part using an appropriate hyperbolic solver and the independent use
of an ODE solver to compute the effect of the source terms.
The hyperbolic part is solved using the finite volume method MUSCL-Hancock [26].
It is a high-resolution, shock capturing, Godunov-type reconstruction scheme which
is second order accurate in time and space. To avoid spurious oscillations near steep
gradients in the flow that would otherwise occur in high order schemes, we use the van
Leer slope limiter [27], set on the primitive variables. The scheme requires a Riemann
solver for calculating fluxes at cell interfaces for which we use HLLC [28]. The reaction
rate source term, as well as geometric source terms arising from axisymmetric problems
in cylindrical coordinates are solved using a 4th order Runge-Kutta method.
The multiphase nature of the hybrid model requires additional numerical methods
and procedures that are beyond the classical methods for hyperbolic conservation laws
mentioned above. In fact, the hybrid model is a fusion of two multiphase paradigms.
The first uses a non-conservative volume fraction equation and two continuity equations,
one for each of the partial densities of the two materials (reactive and inert). In contrast,
the two phase densities of the explosive (reactive material) are not explicitly tracked,
but are implicitly defined by the mass fraction and the total density of the mixture
which are directly represented in the equations of the model. Each paradigm has its
own advantages and challenges and requires different numerical treatment.
In the case of the non-conservative formulation, the equation that governs the
volume fraction is solved with the Godunov method for advection equations [29]. This
method reformulates the advection equation into the form
∂푧
∂푡
+
∂푢푧
∂푥
− 푧∂푢
∂푥
= 0 (2.35)
where only one dimension was considered for simplicity. The equation is then discretized
following the finite volume method which uses the cell interface values
푧푛+1푖 = 푧
푛
푖 −
Δ푡
Δ푥
[
(푢푧)푛
푖+ 12
− (푢푧)푛
푖− 12
− 푧푛푖
(
푢푛
푖+ 12
− 푢푛
푖− 12
)]
. (2.36)
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The above scheme updates the volume fraction and can be incorporated within a finite
volume method by considering that quantity
푓 푛
푖± 12
= (푢푧)푛
푖± 12
− 푧푛푖 푢푛푖± 12 (2.37)
represents the flux. It is apparent that this flux is not conservative since it depends on
the value of the cell that is being updated. At each interface between neighbouring
cells, two fluxes are calculated which correspond to the amount that exits one cell and
enters the other. Since these two values are not the same, the quantity is not conserved
in the flow. This scheme guarantees volume fraction positivity during the hyperbolic
step and can be extended to second order with the use of a reconstruction scheme.
The second multiphase paradigm involves conservative equations only which can
be solved with the classic finite volume methods, but the calculation of the phase
densities and pressure of the mixture requires the solution of a nonlinear system of
equations. This system was introduced in section 2.2 and is expressed by equation
(2.10). The challenging aspect of this formulation is that it does not guarantee a unique
solution. In fact, it is possible to have as many as five solutions when the explosive is
represented by empirical equations of state, such as the JWL. Most of the solutions
are not physical, either because of having negative pressure or imaginary sound speed.
Thus, the procedure of obtaining a solution requires that each solution is assessed and
rejected it if not physical.
For the solution of the system, we first use the substitution method in which all
equations are condensed into one single variable function. This is a function of one of
the phase densities of the explosive and is solved with a root finding procedure. The
particular phase, that the system will be solved for, is selected according to the mass
fraction value. This is done to avoid loss of significance errors in the calculation of one
phase density from the other. This calculation makes use of the densities mixture rule
푣0 = 휆푣a + (1 − 휆)푣b (2.38)
where 푣 = 휌−1 is the volume, and involves the subtraction of the total volume of the
explosive with the phase volume multiplied by its mass fraction. If the solution is
computed for the dominant phase of the cell, then the subtraction may involve similar
values which will lead to loss of accuracy due to catastrophic cancellation.
The root finding procedure combines the Newton-Raphsonmethodwith the bisection
method to benefit from the speed of the first and the robustness of the second. Further,
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the methods are set to iterate over a series of starting values and ranges respectively,
until a physical solution is found. In the case of the Newton-Raphson method, the initial
point is the solution in the previous time step. The Newton-Raphson method is sensitive
to the starting point and thus, if an unphysical solution is returned, the procedure
moves to a different starting point in an attempt to reach a new solution. It was found
that the previous value, the total density and the reference (initial) density provide
enough variation to eventually lead to the physical solution for the great majority of
the cells.
The bisection method is used if all Newton-Raphson attempts fail. The range of
phase density is set to an upper limit of 10-times the initial density (well above the
maximum expected compression of the von Neumann point) and a corresponding lower
limit is set according to the state of the cell. Any physical solution is expected to lie in
this range. Additional solutions can exist outside this range, but are more likely to be
unphysical. In practice, the initial range has been successful in leading to a physical
solution whenever the solver had to resolve to the bisection method. Nevertheless, the
implemented algorithm does extent the range incrementally to cover for the general
case, but it is not required for the simulations performed in this study.
The numerical procedure for the solution of the nonlinear system is a result of
practical considerations and does not eliminate cases where only unphysical solutions
are computed. This is a weakness of the mathematical formulation which does not
guarantee that a physical solution is always available. In particular, the use of empirical
equations of state will not be physical if the flow conditions move outside the range they
were calibrated against. Thus, the robustness of this numerical algorithm will depend
on the material models and initial conditions of a particular simulation. However, this
procedure has proven to be a reliable way of obtaining a physical solution if it exists
and has allowed the simulation of a wide range of explosive applications not limited to
the ones considered in this study.
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Chapter 3
Detonation propagation in annular
explosive charges
3.1 Introduction
Arbitrarily-shaped explosive charges are used in a variety of modern applications. The
propagation of detonation waves in such charges is influenced by the geometry of
the charge and exhibits different behaviour from the well-studied case of straight
charges. This study uses numerical simulations to investigate detonation propagation
in unconfined annular explosive charges in air. The aim is to identify the characteristic
features of detonation in such geometries and to determine its dependence on the
dimensions of the annular charge.
This work is guided by two experimental studies on annular charges. The first was
performed by Lyle and Hayes at the Lawrence Livermore National Laboratory (LLNL)
in the 1980s and is presented in a study by Souers et al. [6]. These used unconfined
charges of various compositions of LX-17 shaped as a 90◦ annular arc with a square
cross section. The detonation was initiated in a straight charge and was left to reach
steady state before entering the annular section, as illustrated in figure 3.1. A series
of electrical pins were used at the edges of the charge to measure arrival times of
the detonation wave, in addition to a streak camera used to capture the shape of the
detonation front as it exits the charge. The second experiment was performed by
Lubyatinsky et al. [7] who presented results of arrival times and front break-out traces
of detonation waves propagating in 180◦ annular arcs of an unspecified high explosive.
This experiment involved explosive annuli of various widths and radii confined by two
types of material, steel and PMMA.
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Experiments on annular charges were also performed for the purpose of calibrating
and validating mathematical models for detonation propagation such as Detonation
Shock Dynamics (DSD). Tonghu et al. [30] studied 60◦, 90◦ and 125◦ annular arcs
of a TATB-based explosive. They obtained detonation arrival times and front shapes
using arrays of electrical pins and high speed photography and compared them against
numerical results from a DSD computational code. Similarly, Bdzil et al. [31] measured
the speed and front shape for a detonation exiting a 135◦ unconfined annular arc of
PBX-9502. This was used for the validation of time-dependent [32] and steady [33] DSD
calculations and were found to be in good agreement with the experimental results.
Similar experiments have been performed for gaseous explosives motivated by the
development of rotating detonation engines. Nakayama et al. [34] studied annular
configurations of different inner radii and same width for a range of characteristic
detonation cell width. They classified detonation propagation in different modes;
unstable, critical and stable depending on the magnitude of the variation of inner
normal detonation velocity. A condition for stable propagation was determined based
on the ratio of inner radius to characteristic cell width. In addition it was found
that a scaled 퐷푛(푘) relation exists which is almost independent of the configuration
parameters, inner radius and characteristic cell width.
A common outcome of the aforementioned studies is that detonation propagation
in annular charges settles to a steady state. This is characterized by constant angular
velocity of the detonation wave as opposed to constant linear velocity observed in
straight charges. Furthermore, there is a dependence of the steady angular velocity
on the charge dimensions, similar to the diameter effect seen in straight charges. In
particular, the reciprocal steady angular velocity has an affine dependence on the inner
radius of the annular arc [7].
The shape of the detonation front in annular charges is asymmetric, in contrast to
straight charges which is symmetric about the centre line. Its leading peak is close to
the inner edge as seen in figure 3.1. Its position depends on the confining material
which also affects the speed of the leading peak. Materials with high impedance induce
higher leading peak speeds and smaller distances between the leading peak and the
inner edge [7].
The condition of constant angular velocity results in notably different detonation
speeds at each edge of the front. Denoting the steady detonation speed measured along
the inner edge as 푉S and along the outer edge as 푊S, the constant angular velocity
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Figure 3.1: Illustration of the an-
nular charge configuration. The
annulus is of width 퐷 and inner ra-
dius 푅. The angular position is de-
fined by angle 휃. The detonation is
initiated by a high pressure region
shown as the dark region at the
bottom of the charge and the solid
thick lines represent the detona-
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points represent the electrical pins
used to measure detonation arrival
times in the Lyle experiment.
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Figure 3.2: Experimental measurements of deto-
nation speeds along the outer and inner bound-
aries of the explosive annulus adopted from the
Lyle experiment [6]. The black curves correspond
to the exponential model suggested by Souers et
al. [6] to describe the evolution of the detonation
speed along the annulus.
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condition translates to
푊S =
(
1 +
퐷
푅
)
푉S, (3.1)
where 푅 and 퐷 are the inner radius and width of the arc respectively, as depicted in
figure 3.1. It is evident that depending on the ratio of width to radius, steady state
velocity measured along the outer edge of the charge can have a significantly larger
magnitude than at the inner edge.
There is a fundamental difference in the nature of speeds measured along the inner
and outer edge of the annulus. At the inner edge, the detonation front velocity is
tangent to the boundary of the annular charge and the measured speed is the actual
speed at which the detonation propagates along that edge. However, the detonation
velocity at the outer edge is not tangent to the boundary of the annulus and does not
propagate along the outer boundary. Instead, the outer edge of the detonation at any
moment has originated from a previously interior part of the detonation front. Thus,
the measured speed is an apparent speed that the detonation front exhibits along the
curve defined by the outer boundary as if it is moving across it. This explains why
the speed measured at the outer boundary can be significantly higher than the ideal
CJ velocity, which would otherwise be considered not physical for self-propagating
detonations.
The transition phase is defined as the period beginning when the detonation enters
the annular section until steady state is reached. The inner part of the detonation
reaches steady state earlier than the outer part which has a longer transition phase, as
can be seen from the results of the Lyle experiment in figure 3.2.
Although the dynamics of the detonation wave during the transition phase are
not completely understood, it is suggested to involve a process where equilibrium is
achieved through an energy flow across the detonation front [35]. Souers et al. [6]
suggest that the evolution of the inner and outer speeds during the transition to steady
state follows an exponential function of time given by
푢(푡) = 푈S + (푢S − 푈S)
(
1 − exp
(−푡
휏
))
, (3.2)
where 푢 is the wave speed at either edge, 푢S is the corresponding steady speed, 푈S is
the steady speed in the straight section and 휏 is a time constant. The time constant is
different for the inner and outer edge and it determines the extent of the transition
period. It is derived by approximating the speed of sound as three quarters of the
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steady detonation speed in the straight section and is given by
휏 =
4Δ퐷
3푈S
, (3.3)
where Δ퐷 is the distance of the corresponding edge from the leading peak of the
detonation front. Plots of the exponential functions that are suggested to describe the
detonation front speed at the inner and outer edge of the explosive charge are shown
in figure 3.2.
The uncertainty in the measurements of the Lyle and Hayes experiments is not
provided in the work of Souers et al. [6] but is assumed to be significant since several
parts of the data show unphysical behaviour. The outer speeds show oscillations during
the transition phase which have not been observed in any of the related experiments
and there is no indication of a physical mechanism that would lead to such instabilities
during the acceleration of the detonation front. The inner speeds also show oscillating
behaviour, but at a later time, well after the detonation has reached steady state. This
also has no physical basis since the detonation is steady in that region. In fact, the
original study ignores the last three points of the inner velocity and the steady inner
velocity is calculated from the steady outer velocity and the condition of constant
angular speed of the detonation. Overall, these oscillations are not considered physical
and are caused by imperfections of the experimental apparatus which are further
amplified by the numerical calculation of the speed of the detonation.
The large uncertainty in the experimental data also hinders the assessment of the
exponential model for the evolution of the detonation speed during the transition phase.
Nevertheless, the curve defined by the model is consistently above the experimental data
for the transition phase, as can be seen in figure 3.2, which suggests an overprediction
of the outer detonation front speeds. In addition, the exponential form of the model is
an assumption that is not based on any physical considerations. These two facts raise
doubts about whether the exponential model is the true description of the transition
phase of the detonation.
Detonations in annular charges have also been investigated by a number of numerical
studies. Short et al. [33] studied steady solutions of the DSD model for a 2D annular
charge using both numerical methods and asymptotic analysis. The results showed a
multi-layer structure of the detonation and determined the dependence of angular speed
and front structure on the size of the annulus and on different degrees of confinement.
The analysis distinguishes between thin and thick arcs where different approximations
are made for the ratio of width to inner radius. For thick arcs, the steady angular speed
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corresponds to the Huygens limit with correction terms which depend only on the inner
confinement.
Souers et al. [6] compared results from the Lyle and Hayes experiments against
numerical simulations using LLNL production codes VHEMP with program burn and
DYNA2D with the Ignition and Growth reaction rate model. The simulations were
performed with a resolution of Δ푥 = 500 µm at most and show good agreement with
the experimentally measured times to steady state. However, detonation speed is
overestimated by VHEMP and underestimated by DYNA2D and detonation fronts have
larger curvatures compared to the experimental results.
Similarly, Vágenknecht and Adamík [36] performed three-dimensional numerical
simulations of the same experiments using LS-DYNA and the beta burn model. They
used a resolution of Δ푥 = 500 µm and reported good agreement with the experimental
detonation front curvature parameters but they also under-predicted the steady speed
values compared to the experiment. Tarver and Chidester [37] used the Ignition and
Growth model and a resolution of Δ푥 = 50 µm to simulate several of the aforementioned
experiments on detonations in annular charges. The focus was on the steady state
speeds of the detonation front for which they showed good agreement with experimental
data.
The work presented here extends on the outcomes of previous studies on detonations
in annular charges. It uses direct numerical simulations to present a complete description
of the propagation of detonation along the annular arc. Particular focus is given to the
transition phase and the identification of the effects that govern the evolution of the
detonation wave during this phase.
The numerical solution is used to calculate the detonation speed along the inner
and outer edge of the annular charge with respect to angular position and to time.
The steady state speeds show good agreement with experimental results. However,
the evolution of outer detonation speed during the transition phase deviates from the
suggested exponential model. We propose a new description of the transition phase and
show that it can be divided into two regimes. In the first regime, the outer detonation
speed is governed by local effects at the outer boundary which lead to a dependence of
detonation speed on angular position. In the second regime, effects originating from
the inner boundary reach the outer edge and bring the detonation to steady state.
This work concludes with a parametric study where the inner radius and width of
the annular charge are varied. This reveals the dependence of the transition phase and
the steady state on the dimensions of the annular arc. We show that the reciprocal
steady angular velocity has an affine relation with inner radius of the arc which was
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also observed by Lubyatinsky et al. [7]. The dependence of the extent of the transition
phase on the dimensions of the annular charge is studied in terms of angle and time to
steady state. Both increase with width, whereas larger radii lead to a decrease of the
angle at which steady state is reached. In terms of time, there is opposing behaviour
between configurations of small and large widths. The transition duration increases
with radius for large widths but decreases for smaller widths.
The system is modelled using the recently proposed diffuse-interface method of
Michael and Nikiforakis [20]. The explosive considered is LX-17 (92.5% TATB, 7.5% Kel-F)
which makes the results directly comparable to the Lyle and Hayes experiments [6]. It
is modelled using two JWL equations of state and the Ignition and Growth reaction rate
law [2]. This choice was facilitated by the existence of widely used sets of parameters
for the particular explosive, as well as by the availability of accessible experimental
data that can be used to validate the mathematical model and implementation of the
numerical methods.
Particular care was given in ensuring that the numerical simulations are adequately
resolved because the phenomenology of the Ignition and Growth model depends on the
resolution of the computations. This is facilitated by the use of a parallel, hierarchical,
block-structured adaptive mesh refinement framework.
3.2 Mathematical model and numerical solution
The physical system considered in this chapter is modelled with the hybrid multiphase
formulation which was described in chapter 2. The reactive material is the explosive
LX-17 and the inert is air. These are modelled with the JWL EOS, presented in 2.5, and
the ideal gas EOS respectively. The parameter set for the aforementioned materials
along with the reference values for the non-dimensionalization of the equations are
presented below. The section concludes with the description of the procedure followed
to detect the position of the detonation front from the simulation output.
3.2.1 Data set and non-dimensionalization
The parameter sets found in literature for the equation of state and reaction rate
of a particular explosive can often vary. The variation is attributed to the different
experiments to which the parameters were fitted but also to the particular process that
the parameter set intents to model. The data set for the explosive LX-17 used in this
study is taken from the work of Tarver [24] and has been used in similar studies [23, 25].
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Parameters
LX-17
Reactants Products
Γ0 0.8938 0.5
퐴 [1011 Pa] 778.1 14.8105
퐵 [1011 Pa] −0.050 31 0.6379
푅1 11.3 6.2
푅2 1.13 2.2
푐푉 [m2 s−2 K−1] 1305.5 524.9
푄 [106m2 s−2] 0 3.94
휌0 [kgm−3] 1905 1905
Table 3.1: JWL EOS parameters for LX-17 [24].
The parameters for the JWL EOS are shown in table 3.1 and the reaction rate parameters
in table 3.2. This set is suggested to be more suitable for detonation propagation rather
than initiation [24].
The equation of state and reaction rate parameter sets are often given in a non-
dimensional form, where particular parameters related to the application are used
as reference values in the non-dimensionalization process. Following the example of
Kapila et al. [23] we use the CJ detonation speed of the explosive as one of the reference
values. This is calculated analytically using the CJ theory [38]. The reference values
used for non-dimensionalization are
휌0 = 휌ref = 1905 kgm−3
퐷CJ = 푢ref = 7.6799mm µs−1
푡ref = 1 µs.
(3.4)
From the above, the reference values for the rest of the flow variables can be calculated
as
휌0퐷
2
CJ = 푝ref = 112.359GPa
퐷2CJ = 푒ref = 58.98mm
2 µs−2
퐷CJ푡ref = 푙ref = 7.6799mm.
(3.5)
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R푖푔 R퐺1 R퐺2
퐼 [s−1] 4.0 × 1012 퐺1[GPa−3ms−1] 4500 퐺2[GPa−1ms−1] 30
푎 0.22 푏 0.667 푐 0.667
푑 1 푒 0.667 푔 0.667
푥 7 푦 3 푧 1
휙푖푔 0.02 휙퐺1 0.8 휙퐺2 0.8
Table 3.2: Ignition and Growth parameters for LX-17 [24].
3.2.2 Detonation front detection
This study focuses on the analysis of the speed of a detonation wave and therefore, it
requires accurate detection of the wave front and calculation of its speed. The position
of a detonation front in the simulation output can only be accurate to within one grid
cell at best. In addition, the use of a shock capturing numerical method means that
discontinuities are smeared over a few grid cells which introduces additional uncertainty
in the position of the shock.
The algorithm used in this study for detecting shock position from the numerical
solution relies on the large pressure gradients across shock waves compared to the rest
of the domain. After every time-step, the normalized gradient of pressure is calculated
for every cell. The position and state of cells that are above a predefined threshold
‖∇푝‖
푝
> 10, (3.6)
are output along with the simulation time. The extracted cells are then grouped into
cells that are at the same distance from the centre of the annulus within a range of the
cell size Δ푥. The positions of all cells in a group are then averaged and the calculated
points mark the detonation front position. The obtained data will unavoidably have an
error variance of a few computational cells but the above method provides a consistent
way of detecting front location which does not dependent on how the discontinuity is
smeared over the cells.
The values of position over time are then used to calculate the instantaneous speed
of the detonation using a central differences scheme. The calculation of derivatives
from experimental or simulation data greatly increases the noise levels in them. Thus,
the stencil used in this scheme is chosen to be wide, using up to ten data points in each
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Figure 3.3: The numerical solution of the one-dimensional steady detonation in LX-17.
The results are plotted at constant time intervals of 푡 = 0.5. The horizontal lines
represent the analytically calculated values at the CJ and von Neumann points.
direction in order to provide a smooth representation of the detonation front speed.
3.3 Validation and grid convergence
The mathematical model and implementation of the numerical methods are assessed
through a series of test problems to ensure their validity and suitability for the considered
application. These include the study of the one-dimensional steady detonation and
of the diameter effect in cylindrical charges. In addition, a grid convergence study is
performed to establish the resolution for which the solution has sufficiently converged.
3.3.1 One-dimensional steady state detonation
We consider the numerical solution of a one-dimensional steady detonation. The
structure of the detonation wave is described by the ZND detonation model [38].
Characteristic quantities, such as the states at the von Neumann and CJ points are
calculated analytically and are used to verify the implementation of the model.
The setup is one-dimensional and contains the explosive only. The initial conditions
consist of a small region of high pressure placed at the left end of the domain and the
rest of the explosive is at ambient conditions. The pressure in the high pressure region
is set to 0.24 (27GPa) which is close to the expected CJ pressure of the explosive. This
causes the rapid expansion of the explosive in this region, which compresses and ignites
the explosive ahead, leading to the quick formation of a steady detonation wave.
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Figure 3.4: Pressure plots of the structure of steady detonation waves propagating in
cylindrical charges of different radii. The white line is the explosive-air interface, the
black line corresponds to the reaction zone end (RZE) and the red line to the sonic
locus which outlines the detonation driving zone (DDZ).
The numerical solution of the one-dimensional detonation wave is shown in figure
3.3 for a resolution of Δ푥 = 6.25 × 10−3. The solution is presented in a series of density
and pressure plots, for times after the detonation has settled to steady state. The
von Neumann and CJ points of the numerical solution match the values calculated
analytically.
3.3.2 Steady detonation in cylindrical charges
The two-dimensional implementation is validated using an unconfined rate stick
configuration. The configuration is three-dimensional axisymmetric and is solved in a
two-dimensional domain with the addition of geometric source terms. Each rate stick
is defined by its radius 푅 and has a length of 퐿 ≈ 10푅 which was found to be sufficient
for the detonation to settle to steady state before it reaches the end of the charge. The
detonation is initiated through a region of high pressure, similar to the case of the 1D
steady detonation.
A base grid resolution of Δ푥 = 0.1 is used, with two levels of refinement, each
with a refinement factor of 4, yielding an effective resolution of Δ푥 = 6.25 × 10−3. It
was ensured that the solution has converged by performing a convergence study, as
presented in section 3.3.3 for the case of annularly shaped charges.
The numerical solutions of steady state detonation in rate sticks of radius 10mm
and 20mm are shown in figure 3.4. As the detonation wave propagates, the explosive
products expand against the surrounding material which results in a diverging flow as
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evidenced by the position of the explosive-air interface. Also depicted is the reaction
zone end (RZE) locus, defined as the contour 휆 = 0.001 and the sonic locus, defined as
the curve which satisfies
푀 ≡ ‖v‖
푐
= 1,
where v is the flow velocity in the frame of the detonation and 푐 is the local speed of
sound.
The sonic locus outlines the region behind the shock in which the flow is subsonic
and is often referred to as the detonation driving zone (DDZ). Outside the DDZ, the flow
is supersonic and does not influence the propagation of the detonation. In the steady
detonations of figure 3.4, the sonic locus intersects the detonation front and not the
explosive-air interface. This means that the detonation wave is completely decoupled
from the surrounding material because the flow along the explosive-air interface is
supersonic. This classifies the configuration as unconfined, since the surrounding
material has no effect on the propagation of the detonation.
The sonic locus being inside the reaction zone is characteristic of the diverging flow
in charges of finite radius. This results in some of the chemical energy released in the
reaction zone not being supplied to the detonation front. In charges of smaller radius,
the curvature of the detonation front increases and the sonic locus moves further away
from the RZE which results in the DDZ covering less of the reaction zone region. This
translates to even less energy being used to drive the detonation wave and gives rise
to the diameter effect in which the detonation slows down as the radius of the charge
decreases and eventually leads to detonation failure. The difference in the position of
the sonic locus with respect to the RZE for rate sticks of different radii can be seen in
figure 3.4.
To assess the suitability of the mathematical model in capturing the dependence of
detonation speed on charge radius, we compare the numerical results of detonation
speeds against experimental results. The experiments were performed at the Lawrence
Livermore National Lab [39] and used LX-17 charges confined by thin shells of either
copper or PMMA, as well as bare charges. They measured the average detonation speed
over the last third of the charge in which the detonation is assumed to be in steady
state. The PMMA shells had thickness between 1mm –3.25mm which is at most 25%
of the charge radius. These configurations are considered unconfined and are used to
compare against the results of the numerical simulations.
The experimental and numerical detonation speeds can be seen in figure 3.5. The
diameter effect curve obtained from the numerical solution is concave downwards
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Figure 3.5: Numerical and experimental [39] steady detonation speeds over reciprocal
radius for unconfined cylindrical LX-17 charges.
which is typical of heterogeneous condensed phase explosives [40]. The numerical
detonation speeds are within the range of values of the experiment. The calculated
failure radius is between 5.5mm –6mm which agrees with the numerical results from
Tarver and McGuire [41] and with their reported experimental value of 6mm. The
large error margins of the experimental values do not allow for assessing the accuracy
of the numerical results. Experimental measurements of higher accuracy are required
for a more conclusive validation of the model and parameters. Nevertheless, this test
establishes the ability of the model to capture the diameter effect for condensed phase
high explosives.
3.3.3 Convergence study
The use of sufficient resolution for the computations is essential in capturing the
phenomenology of the Ignition and Growth model. If the reaction zone is not adequately
resolved, it does not exhibit the intended phenomenological description of the reaction
processes in the explosive and leads to critical loss of accuracy in the solution. Bdzil
et al. [31] studied a simplified pressure-based reaction rate law and determined that
predicting the detonation speed of a straight cylindrical charge within 1m s−1 of the
actual value requires 50 or more cells in the reaction zone.
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Figure 3.6: Convergence and AMR coverage study for the annular arc configuration. (a)
Depiction of two levels of AMR covering the detonation front and material interface. (b)
Detonation speed over time at the inner and outer boundary of the explosive, calculated
from solutions of increasing resolution.
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The convergence of the numerical solution is assessed by examining the detonation
speed over time for a series of simulations of increasing resolution. We use the annular
charge configuration and the detonation speed is calculated along the inner and outer
parts of the charge. The domain boundary conditions are set to transmissive [28]
to allow for waves to exit the domain without any effect on the flow inside. This
condition is not perfectly satisfied in multi-dimensional problems and partial reflections
occur which influence the flow inside the domain. Thus, we ensured that the domain
boundaries are sufficiently far as to not influence the reaction zone and interfere with
detonation propagation.
The initial resolution is set to Δ푥 = 0.05 which corresponds to 384µm and is halved
for every subsequent simulation. In addition, we ensure sufficient coverage of the
important regions by the adaptive mesh refinement (AMR) process. This is done by
comparing the numerical solution obtained using a uniform grid with one that used an
AMR grid at the same effective resolution. The refinement criterion is set using the
density gradient, i.e.
‖∇휌‖
휌
> 1.
This results in refining the detonation front and the reaction zone, as well as the
interface between the explosive and air due to the sharp density difference between
the two materials.
Figure 3.6 shows the speed of the detonation wave over time at the inner and outer
edge of the explosive charge for the set of resolutions used. The solution gives indis-
tinguishable detonation speeds for resolutions higher than Δ푥 = 6.25 × 10−3(48 µm)
which is the resolution selected for this study. Moreover, identical solutions are also
obtained when utilizing AMR which ensures that the refinement criterion results in
sufficient coverage of the appropriate regions.
Having validated the mathematical model and the numerical algorithms we now
turn to the study of the propagation of detonations in annularly shaped explosive
charges. The configuration is as shown in figure 3.1 and consists of an unconfined
explosive charge of rectangular cross section with a straight and an annular section.
The annular arc extents to 90◦ and is defined by the inner radius 푅 and width 퐷. We
assume that the explosive charge is sufficiently long in the direction of the axis of
curvature to allow modelling the system as two-dimensional.
The explosive is ignited by the rapid expansion of a high pressure region placed at
the low end of the straight charge. This leads to the quick formation of the detonation
wave, which reaches steady state in the straight section and subsequently enters the
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(a) t=1.6 (b) t=9.6 (c) t=13.6 (d) t=17.6
Figure 3.7: Density gradient plots of the propagation of a detonation wave in an
annularly shaped explosive. The dark lines represent the interface between explosive
and air as well as the detonation wave front. The shock developed in the air is shown
with a lighter shade. The charge is of radius 푅 = 11.578 and width 퐷 = 3.308 which
corresponds to the Lyle experiment.
annular section of the explosive charge. The detonation speed is measured along the
edges of the annulus and angular position is given by angle 휃, also shown in figure 3.1.
3.4 The Lyle and Hayes experiments
We initially study the configurations used in the Lyle and Hayes experiments [6] for
which experimental results are available. These used unconfined LX-17 charges of
different dimensions. The Lyle experiment had an annular charge of inner radius
푅 = 88.9mm and width 퐷 = 25.4mm, while the Hayes configuration had 푅 = 63.5mm
and 퐷 = 38.1mm. The straight section was of length 퐿 = 116mm, which allowed
enough travel distance for the detonation to reach steady state before entering the
annular section.
Figure 3.7 shows density gradient plots of the detonation wave propagating in the
annular section of the explosive for the case of the Lyle configuration. These plots
highlight the interface between the explosive and air as well as the detonation wave
front. The shock wave in air is shown with a lighter shade. The results show the
development of an apex in the explosive-air interface. This is an effect of the different
geometry between the straight and annular sections. A steady detonation wave exerts
a constant force on the interface in the direction normal to the interface. In the straight
section this keeps the interface straight, whereas in the annular section each point of
the interface is pushed in a different direction and the resulting interface is curved.
Thus, an apex develops at the point where the charge geometry changes.
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The detonation wave is initiated and propagates steadily in the straight section at
a constant speed. As it enters the annular arc every part of the front has the same
linear speed and hence the outer segments have lower angular velocity compared to
the inner parts. Thus, the inner parts propagate faster along the arc. This results in
the deformation of the shape of the front with its peak shifted towards the inner wall.
Figure 3.8 shows the evolution of the detonation front for the configuration of the
Hayes experiment. The curvature of the detonation front shape increases during the
transition period until steady state is reached, in which the front moves at constant
angular velocity and maintains its shape.
Figure 3.9 shows the numerical results for the speed of the detonation wave along
the inner and outer boundaries of the annular charge against the experimental values
and the exponential time-dependent model suggested by Souers et al. [6]. The inner
part of the detonation moves to steady state quicker than the outer part, which has
a larger transition period, consistent with the experimental results. The steady state
values of the speeds are also matched well. However, the numerical results do not
follow the exponential description of the transition phase. The speed at the inner edge
follows a slower exponential decay than predicted by the model. At the outer edge, the
detonation speed exhibits multiple stages of distinct behaviour. There is a short initial
period where the speed increase appears to be linear. Then the detonation exhibits
increasing acceleration and eventually, the acceleration decreases until zero where the
detonation has reached constant steady state speed.
This behaviour is notably different to the exponential model and is also within the
scatter of the experimental points. However, the comparison with the experimental
results cannot not affirm that the observed behaviour is a more accurate description
than the exponential model due to large uncertainties in the experimental measure-
ments. A more definite assertion requires higher quality experiments that make use
of more accurate techniques for the determination of the characteristics of detonation
propagation in annular arcs.
3.5 The effect of the boundaries of the annular charge
The study of the Lyle configuration indicates that the evolution of the detonation speed
deviates from the suggested exponential model. This section provides further analysis
of the transition phase by considering the physical processes involved and examining
the effect of each of the two boundaries of the annular charge separately.
We consider two test cases where one of the two boundaries of the two-dimensional
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Figure 3.8: Evolution of the detonation front for the Hayes configura-
tion. The fronts are shown at constant time intervals starting when
the detonation enters the annular section (black) and move from dark
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Figure 3.9: Detonation speeds at the inner and outer edge of the annular
charge calculated in this numerical study along with experimental results and
the exponential model suggested by Souers et al. [6]. The speeds are plotted
against angular position 휃 defined in figure 3.1.
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annular charge is removed and the remaining space is filled with the explosive. This
results in a semi-infinite explosive charge with a single edge, as shown in the illustrations
of figure 3.10. The configurations also include a straight section where the detonation
is initiated and left to reach steady state. In both test cases, we calculate the speed of
the detonation wave along the curve defined by the outer boundary of the original arc
configuration. These curves are illustrated in figure 3.10 and the resulting detonation
speeds for each test case are shown in figure 3.11.
In the case of inner-only boundary, the detonation along the outer curve initially
accelerates at an increasing rate. It then reaches an inflection point and the acceleration
decreases until it becomes zero and the detonation travels at constant speed. The
evolution of the detonation speed in this case can be divided into two regimes based on
the physical processes involved. The change of geometry at the inner edge alters the
detonation dynamics and its effects travel along the front at a finite speed. The first
regime corresponds to the period before the effects from the inner boundary reach the
outer part of the detonation front. An inflection point signals the start of the second
regime where the inner boundary effects have reached the outer part and progressively
move the detonation to steady state.
During the first regime, the outer part of the detonation is yet to be affected by
the changes in the geometry of the explosive charge and the change in detonation
speed is a result of local effects at the curve representing the outer boundary of the
original configuration. A mathematical description of the first regime can be deduced
by considering that the detonation wave during this period is simply a plane wave
propagating in the direction normal to the front. Assuming a constant straight section
speed 푈S, the speed measured along the curve defined by the outer boundary푊 will
follow
푊 = 푈S sec 휃, (3.7)
where 휃 is the angular position along the arc. Hence, the measured speed is not the
actual speed at which each part of the detonation front propagates in the explosive, but
rather the rate at which the detonation front reaches the curve as it travels across it.
In the second regime, the effects from the inner boundary reach the outer part
causing a change in the curvature of the detonation front and in the direction of
propagation. This results in the observed decrease in the acceleration of the detonation
which eventually reaches steady state.
In the case of outer-only boundary, the speed exhibits an initial stage where it
appears to increase linearly. This is followed by a stage of increasing acceleration of the
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(a) Original arc (b) Inner-only (c) Outer-only
Figure 3.10: Depiction of the original annular configuration and of the test cases devised
to examine the influence of the boundaries of the annulus. The shaded area represents
the explosive and white space is air. Detonation speed measurements are made along
the curves defined by the thick lines and are pattern and colour coded to match the
plots of figure 3.11.
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Figure 3.11: Detonation speed over angular position for the devised test cases and
original annular arc setup. The configuration is of radius 푅 = 6.616 and width
퐷 = 6.616.
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detonation leading to very high speeds. The detonation front is flat and travels at the
same direction as in the straight section.
We expect the propagation of the detonation wave in the outer-only case to be
similar to the first regime of the inner-only boundary configuration because in both
cases the front propagates at a constant velocity and measurements are taken along a
90◦ arc. Hence, the detonation speed will follow equation (3.7). This is indeed seen
in the second stage, but with an offset, because of the observed linear increase in
detonation speed during the initial stage.
The existence of the initial stage is attributed to the curvature of a small segment of
the detonation front next to the outer boundary of the straight section. As discussed
in section 3.3.2 the front of a steady detonation in charges of finite size is curved
and its curvature depends on the diameter of the charge. In the case of outer-only
boundary, the explosive charge is semi-infinite and the detonation front has a small
curved segment only at the edge of the charge while the rest is flat. Due to this convex
curvature, the front reaches the outer boundary faster than if it were flat, resulting in
the observed linear increase. The fact that this curvature is limited to a small segment
of the front next to the boundary means that only a short initial stage is influenced by
it.
The detonation speed along the outer boundary for the original annular configuration
is also shown in figure 3.11. Based on the test case of inner-only boundary, we again
distinguish between two regimes in which the change in detonation speed is caused by
different effects. The first regime is caused by local effects at the outer boundary of the
annular charge. This leads to the behaviour seen in the case of outer-only boundary,
where the outer detonation speed depends on angular position; it increases linearly at
first and then as sec 휃. The second regime is induced by the effects of the inner edge.
When these reach the outer edge of the annulus, the outer speed goes through an
inflection point and the acceleration of the detonation decreases until it reaches constant
steady state speed in a way that exactly follows the second regime of the inner-only test
case. This shows that steady state is caused solely by the effects originating from the
inner edge. Similar findings have been reported by the asymptotic analysis of a DSD
model [33]. In the thick arcs approximation 퐷/푅 ∼ O(1), the dependence of steady
angular velocity on inner radius and degree of inner confinement is caused by a small
boundary layer region along the inner arc surface. Also, the outer radius and degree of
confinement do not enter in any terms that determine the steady angular velocity.
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Radius 6.616 8.27 9.924 11.578 13.232
Width 1.654 3.308 4.962 6.616
Table 3.3: The values for inner radius and width used in the parametric study to study
the effect of the dimensions of the annulus
3.6 The effect of the dimensions of the annular charge
The dependence of detonation propagation on the dimensions of the annular charge is
investigated through a parametric study in which the width and inner radius of the
annulus are varied. A set of values for the radius and width are selected as multiples
of the greatest common factor of the radius and width used in the Lyle and Hayes
experiments. The set of values used is shown in table 3.3.
Simulations were performed for all twenty combinations of the values above. The
obtained inner and outer speeds against angular position along the annular section are
presented in two sets of figures. Figure 3.12 arranges the results in configurations of
the same radius whereas the graphs of figure 3.13 correspond to configurations of the
same width.
We note that stable detonation was observed in all configurations. Experiments with
gaseous explosives performed on similar configurations showed unsteady propagation
for certain configurations [34]. However, the minimum width employed in this study
is double the failure radius of the considered explosive and any unsteady or failing
detonation was not observed.
3.6.1 Steady state
We initially consider the steady state of detonation in annular arcs and investigate its
dependence on the dimensions of the explosive charge. The plots of figure 3.12 show
a clear increase of outer steady state speed푊S with width. The values are consistent
with the condition of constant angular velocity given by
푊S = 휅(푅, 퐷)푉S, (3.8)
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Figure 3.12: Detonation speeds over angular position along the inner and outer edge of
the annular arc. The plots correspond to configurations of different radii in which the
width varies from small (lighter colour) to large (darker colour).
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Figure 3.13: Detonation speeds over angular position along the inner and outer edge of
the annular arc. The plots correspond to configurations of different width, in which the
radius varies from small (lighter colour) to large (darker colour).
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where 푉S is inner steady state speed and 휅 is defined as the magnification coefficient
which depends on the dimensions of the arc
휅(푅, 퐷) = 1 + 퐷
푅
. (3.9)
In contrast, inner steady speeds do not differ for explosive charges of different width
and same radius. Despite the fact that steady detonation speed in the straight section
increases with width due to the diameter effect, once the detonation reaches steady
state in the annular section, the inner speed is the same for all configurations of the
same radius. This implies that the steady state angular velocity, 휔S, is also independent
of width since it can be expressed as
휔S ≡ 푉S
푅
. (3.10)
The independence of steady angular velocity on the outer radius is also seen in the
asymptotic analysis of the DSD model performed by Short et al. [33] for arcs where
퐷/푅 ∼ O(1) as in this study.
The dependence of steady angular velocity on the dimensions of the annulus is seen
in figure 3.14. Due to the independence of the angular velocity on width, configurations
of the same width fall on the same point in the plot. Furthermore, we observe an affine
dependence of the reciprocal angular velocity on inner radius which agrees with the
results by Lubyatinsky et al. [7]. We perform a linear fit on the data using the model
function
휔−1S =
푅 + ∆0
D∞
, (3.11)
and obtain the values
D∞ = 0.9707(11) ,
∆0 = 0.537(12) ,
which are characteristic of the combination of explosive and confining material consid-
ered here. Parameter D∞ represents the upper limit of detonation speed at the inner
edge as 푅→∞. Parameter ∆0 resembles the behaviour of failure thickness of a straight
explosive slab because it decreases with increasing impedance of the confining material
as reported by Lubyatinsky et al. [7].
Expression (3.11) allows for the relations between inner or outer steady state speeds
and the dimensions of the annulus to be determined analytically. From figure 3.13 we
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Figure 3.14: The reciprocal steady state angular velocity over inner radius for all studied
configurations. These show an affine dependence of the reciprocal angular velocity on
the inner radius of the annulus but no dependence on the width of the annulus.
can deduce that the inner steady state speed increases with arc radius,
d푉S
d푅
> 0. (3.12)
Utilizing equation (3.11), we see that the above expression holds when ∆0/D∞ > 0,
which has to be satisfied to ensure positive angular velocity as 푅→ 0.
The dependence of the outer steady state speed on the annulus dimensions is also
seen in the plots of figures 3.12 and 3.13. It increases with width
∂푊S(푅, 퐷)
∂퐷
> 0, (3.13)
and decreases with radius
∂푊S(푅, 퐷)
∂푅
< 0, (3.14)
in contrast to the increase of steady inner speed (3.12). Combining relation (3.11) with
the condition for constant angular velocity (3.8) shows that expression (3.14) holds
when width is larger than a threshold,
퐷 > Δ0. (3.15)
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For the explosive and confining material considered here this value is Δ0 = 4.12mm
and the condition holds for all configurations used in this study.
As expressed by (3.8), outer speed depends on themagnification coefficient and inner
speed. These two quantities change with radius in opposite ways. The magnification
coefficient decreases while the inner speed increases. Expression (3.15) means that
when the width of the annulus is larger than a threshold, the magnification part of
equation (3.8) is dominant and decreases more with radius than the inner speed
increases, whereas the opposite applies for widths smaller than the threshold.
3.6.2 Transition phase
The transition phase is the period during which the detonation shifts from a steady state
of constant linear speed in the straight section to a steady state of constant angular
speed in the annular section. The inner part of the detonation front reaches steady
state earlier than the outer edge of the front, which is the last segment to reach steady
state speed and determines the extent of the transition phase.
The dimensions of the annulus influence the inner and outer speeds of the deto-
nation front during the transition phase in different ways. Figure 3.12 indicates that
configurations of different inner radius have qualitatively similar evolution of speeds
whereas figure 3.13 shows distinct acceleration profiles of the outer detonation front
for configurations of different width. In particular, configurations of larger widths
demonstrate more pronounced local effects at the outer boundary and more extensive
transition phases. The inner radius of the annulus only influences the last stage of the
transition phase and leads to reaching steady state at smaller angles with increasing
radius.
The extent of the transition phase is a function of the acceleration profile during the
transition phase and of the difference between the steady speeds in the annular and
straight section. Thus, its dependence on the dimensions of the annulus can be deduced
from knowing the respective dependence of these two quantities. The dependence of
steady speeds on the dimensions of the annulus is well understood and is presented
in section 3.6.1, but the acceleration of the outer front is only known qualitatively,
as discussed in section 3.5 and no exact function that describes the whole process is
known.
We consider the extent of the transition phase in terms of angle and time. We define
the equilibration angle and time as the points at which steady state is reached and thus
they mark the transition phase extent. Angle is measured as shown in figure 3.1 and
49
3.6. The effect of the dimensions of the annular charge
0
휋/8
휋/4
3휋/8
휋/2
6 8 10 12 14
3
6
9
12
15
18
21
6 8 10 12 14
Radius
(a) Equilibration angle
Radius
(b) Equilibration time
Figure 3.15: Equilibration angle and time for annular arcs of different inner radius and
width. Time is zero when the detonation enters the annular arc. Configurations of
different width are represented as seen in the legend of figure 3.14.
time is set to zero when the detonation wave enters the annular region. The criterion
used to determine when steady state is reached is
푊 ≥ 0.99푊S,
where푊 is the speed at the outer edge. The value of steady outer speed푊S, is defined
in equation (3.8) and requires knowledge of the inner steady state speed 푉S. This value
is obtained from the numerical solution by averaging the speed values measured at the
inner edge well after it has reached steady state.
Figure 3.15 presents equilibration angles and times for the studied configurations.
The results indicate that both the equilibration angle and time increase with the width
of the explosive annulus. Charges of larger width require more time for the effects of the
inner edge to reach the outer parts which results in a more extensive transition phase
in terms of both angle and time. In addition, the first regime is also more extensive and
the distinctive sec 휃 evolution is more prominent. In contrast, configurations of small
width have a less extensive first regime and transition phase in general. In fact, for the
configurations of the smallest width considered (figure 3.13a), steady state is reached
early enough that the local effects of the outer edge do not develop significantly and
the transition to steady state can be described solely by a bounded growth function.
The influence of the inner radius on the transition phase is more complex. Equilibra-
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tion angle decreases with radius for all configurations but in the case of equilibration
time we see opposing behaviour between configurations of different width. The ex-
ponential time dependent model predicts that the transition phase duration increases
with steady outer speed. If this was a valid description of the transition phase and
using expression (3.14), the transition phase duration should decrease with inner radius.
Instead the equilibration time increases with radius, with the exception of small widths.
The increase of the transition duration despite the reduction of steady speed indicates
that the acceleration of the wave front decreases with inner radius. As seen in section
3.5, the outer speed during the first regime of the transition phase depends on angular
position which translates to a dependence on the dimensions of the annulus since,
d푊(휃)
d푡
=
d푊(휃)
d휃
d휃
d푡
=
d푊(휃)
d휃
푊
푅 + 퐷
. (3.16)
The acceleration is inversely proportional to the inner radius of the annulus and hence,
large radii have slower acceleration which results in reaching steady state at later times
but not at larger angles. This can also be seen in figure 3.16, which shows detonation
speeds over time during the propagation of detonation in the annular section.
The discrepancy between equilibration angles and times is a result of the local
effects at the outer boundary. Thus, it is observed in configurations of sufficiently large
width, where the effects of the outer edge are pronounced. If outer speed followed
the suggested time-dependent exponential function during the transition phase, the
transition phase duration would decrease with inner radius. This is indeed seen in
small width configurations in which the local effects at the outer boundary are not
developed and for which both equilibrium angle and time decrease with radius.
3.7 Conclusions
This study presented in this chapter is concerned with detonation propagation in
condensed phase explosive charges consisting of a straight and an annular section.
When a steady detonation in a straight charge enters the annular section, it goes
through a transition phase and eventually reaches a new steady state of constant
angular velocity. The characteristic features of both phases of detonation propagation
in annular charges are identified and examined, as well as their dependence on the
dimensions of the annular arc.
A diffuse-interface formulation [20] is employed for the calculations herein, which
allows the modelling of a two-phase explosive with distinct equations of state for the
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Figure 3.16: Detonation speeds over time along the inner and outer edge of the 90◦
annular arc. The plots correspond to configurations of different width, in which the
radius varies from small (lighter colour) to large (darker colour). Time is zero when
the detonation wave enters the annular region.
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reactant and products and of an additional inert material. The explosive considered is
LX-17 which is a granular, porous, polymer bonded explosive. It is modelled by two
JWL equations of state and the Ignition and Growth reaction rate law. This provides a
macroscopic description of the effects of the micro-structure of a heterogeneous high
explosive and enables the homogeneous treatment of the explosive.
The computations in this study were performed within a parallel adaptive mesh
refinement framework which allows the use of high resolution with small computational
cost. Convergence studies were performed for all configurations studied to ensure that
the solution is independent of the grid resolution.
The mathematical model and numerical methods were validated through several
tests. These included the study of steady detonation in one-dimensional and cylindrical
charges. The structure of the steady detonation obtained from the numerical solution
was consistent with theory and was compared against analytic solutions in the one-
dimensional case. In addition, a study of detonation speed over radius in cylindrical
charges was performed. This showed good agreement with experimental values and
demonstrated the capability of the model to capture the diameter effect curve of the
explosive.
The study of annular charges follows the configurations used in the Lyle and Hayes
experiments [6]. The steady state detonation speeds show good agreement with the
experimental values but the transition phase deviates from the suggested exponential
model. The numerical solution of the transition phase indicates that the outer speed
increases linearly at the beginning, then at an increasing rate and in the final stage the
acceleration decreases to zero and the detonation reaches steady state. These results
are within the scatter of the experimental points but the strong oscillations present in
the experimental measurements renders them unable to be used for the validation of
the suggested description of the transition phase. Even though these experiments were
conducted over thirty years ago, there have been no later experiments on detonation
in annular charges that can provide more accurate measurements of the evolution of
the detonation wave velocity. High quality data from experimental studies that utilize
embedded gauges are required to provide a better depiction of the transition phase and
to assess the numerical results of this study.
The effects that govern the evolution of detonation speed during the transition phase
are investigated through configurations with only one of the boundaries that make up
the annular arc. These indicate that steady state is induced by effects originating from
the inner edge and travel along the front at a finite speed. Thus, the transition phase
of the outer speed can be divided into two regimes. In the first regime, the effects of
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the inner edge have not yet reached the outer part of the detonation and the outer
speed is governed by local effects at the outer edge. These lead to a dependence of
the detonation speed on the angular position along the arc. The second regime begins
when the effects from the inner edge reach the outer part of the detonation. These
change the curvature of the detonation front and lead the detonation speed towards
the steady state value in a bounded growth manner.
The dependence of detonation propagation on the dimensions of the annular charge
was investigated through a parametric study. We varied the inner radius and width
of the charge and obtained the corresponding detonation speeds along the annulus.
Results show that steady angular velocity depends only on the inner radius. In particular
we observed an affine dependence of steady state angular velocity on the inner radius
which has also been reported by Lubyatinsky et al. [7]. The width of the annulus does
not influence the steady angular velocity but it affects the outer steady speed which
increases with width due to the condition of constant angular velocity.
The dimensions of the annulus influence the transition phase as well. The width
of the charge determines the extent of the first regime of the transition phase with
larger widths leading to more pronounced local effects at the outer boundary. The inner
radius influences only the second regime of the transition phase. Increasing radius
brings the shape of the charge closer to a straight charge and results in less difference
between inner and outer steady detonation speeds, as well as reduced angles at which
steady state is reached.
The extent of the transition phase was studied in terms of the angle and time at
which steady state is reached. Both equilibration time and angle increase with width
for configurations of the same inner radius. For annuli of the same width, increasing
inner radius leads to a decrease in equilibration angle. However, the equilibration time
shows different behaviour depending on the width of the configuration. It increases
with radius for large widths and decreases for the configuration of the smallest width.
This discrepancy is attributed to the first regime of the transition phase. The
dependence of detonation outer speed on angular position during this regime leads
to an inversely proportional relation between the acceleration of the outer part of
the detonation and the inner radius of the annulus. This results in longer transition
duration as the inner radius is increased in contrast to the decrease in equilibration
angle. In the configurations of the smallest width, the equilibration time decreases
with inner radius because the first regime is small and does not develop sufficiently to
influence the transition duration.
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Chapter 4
Initiation capability of detonators
4.1 Introduction
Detonators (or blasting caps, in mining terminology) are devices used to ignite insen-
sitive explosive charges. They contain small quantities of sensitive high explosives
and are designed to generate a shock that induces a detonation wave in a secondary
explosive. One of the first versions of a detonator was invented in 1864 by Alfred Nobel
when he observed that a small quantity of powerful explosive in a metal cup provided
a more reliable and effective method for detonating nitroglycerine than simply using a
flame [8].
Since then, safety concerns have led to the use of increasingly more insensitive
explosives. To ensure their reliable ignition without requiring large quantities of
sensitive explosives, a procedure called explosive initiation train is employed. This
makes use of multiple explosives of increasing sensitivity in decreasing quantities. The
sensitive explosives are used in small amounts, just enough to ignite a larger charge
of a less sensitive explosive, and thus minimize the impact of an accidental ignition.
Modern initiating trains can be either two-step, involving a detonator and the bulk
explosive or three-step which also includes a booster between the detonator and bulk
explosive. Three-step trains are commonly used in mining to initiate blastholes filled
with ANFO which has very low sensitivity and cannot be ignited with a detonator alone.
A modern standard detonator has a cylindrical metal shell which is usually made out
of aluminium, copper, steel or some alloy. The shell contains two different explosives, a
sensitive primary charge called primer and a less sensitive explosive called base charge.
In commercial detonators the most common explosives used are Lead Azide for the
primary charge and PETN for the base charge.
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The reliable and efficient initiation of explosives is a matter of critical importance
for the safety of explosion sites. A failure in the initiation of a blasthole filled with
explosives will pose a severe post-blast hazard while an inefficient initiation will lead to
a partial detonation with unpredictable outcomes. In addition, the failure of initiation
can cause significant financial cost and delays especially in operations that involve time
critical processes such as those designed to take advantage of the effect of multiple
detonations.
There is continuous research and development of new detonators driven by the strict
safety requirements, increasing environmental concerns, cost and better suitability
to specific applications. This development is seen mostly in the synthesis of novel
explosives with tailored properties, but aspects such as shell material and shape play an
equally important role in detonator performance.
The impact of each part of the construction of a detonator on its initiating capability
is not fully understood. Industry usually classifies detonators based on the type and
quantity of base charge included. However, aspects such as the primary explosive,
explosive density, the use of a confining cup, the material and design of the outer shell
also influence the initiating power of a detonator [42, 43].
A range of tests have been devised to assess the initiating power of detonators
but there has not been a clear consensus as to which is the most appropriate test and
contradictory results have been reported [9, 10]. Bajpayee and Hay [10] suggest that
the explosive energy output cannot be reduced to a single parameter and the differences
between tests might be caused by orientation effects since certain tests concern only
the axial direction whereas others consider the total energy output. They showed that
detonators have different initiation capability when inserted in different orientations
and that these differences vary between detonators as well.
Many studies that investigate the initiation power of detonators use the underwater
test specified by the European standard EN 13 763-15:2004 [11]. The test determines the
total energy output of a detonator in terms of the equivalent shock energy and equivalent
bubble energy and provides expressions for their calculation from measurements of
pressure over time at a specified distance from the detonator. The concept and
assumptions behind this test will be discussed in a following section but its undisputed
value is that it is widely used to compare the performance of detonators and experimental
data is available for this configuration.
The study by Klapötke et al. [12] provides detailed data from the underwater test
for a series of novel and common explosives used in detonators. They used aluminium
shells and followed the methodology of the European standard which prescribes the
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same pressing pressure for all detonators. The resulting density of the PETN charge
was 1.5 gm−3 for detonators with base charge mass of 0.5 g and 0.7 g.
Orica, a leading manufacturer of mining products including detonators, underwent
an effort to determine the energy output of its detonators according to the underwater
test of the European standard [44]. They used the detonators of varying mass of
PETN base charge and different shell material as well as the reference detonator 4 [11].
Their results show that the total energy output increases monotonically with the mass
of the explosive charge and that detonators of the same mass and different shell
materials have similar shock energy but differ in bubble energy. The shock energy of
all considered detonators was equivalent to the reference detonator but the bubble
energy of the copper/zinc detonator was found to be 5% lower than the reference
detonator value while the aluminium detonator had 14% higher bubble energy. It also
reports that previous experimental studies which measured detonator initiation power
using different tests agree that the initiation capability of copper detonators is less than
that of the corresponding aluminium detonators. However, the reasons behind this
discrepancy are not known and the significance of the bubble energy with respect to
the initiating capability is not understood.
The initiation capability of the detonator can also influence the strength of detonation
in the receiving charge, especially in the case of highly non-ideal explosives such as ANFO.
In a study by Bjarnholt and Holmberg [45], large ANFO charges showed differences in
total energy output between the cases of initiation by detonators of different explosive
mass. Bohanek et al. [46] studied the velocity of detonation (VOD) of ANFO initiated by
detonators and boosters of increasing explosive mass. The detonators used followed the
specifications of the reference detonators 1-5 described in the European standard [11]
and were tested for their energy output according to the procedures of the standard.
When the initiation was performed by the detonators, the VOD showed very low values
and varied up to 150% between the smallest and largest detonator which implies that
these were failed or partial detonations. In the case of boosters, the VOD also increased
with increasing mass of explosive in the booster but only showed 13% variation between
smallest and largest explosive mass. This is in agreement with the suggestion of
explosive manufacturers that ANFO should be initiated with a booster and not just with
a detonator.
The use of numerical methods in the analysis of detonator initiation capability
provides the means to study complex configurations in a safe and cost effective way.
The subject of initiation power has many aspects which are often not captured by the
experimental setups. This study follows the underwater test procedure described in the
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European standard to investigate detonators of different shell materials and thickness.
4.1.1 Types of detonators
Simulating the response of a detonator requires knowledge of the structure and
composition of such devices. Over the years, detonators have become more elaborate
devices and the industry is now producing a range of detonators to suit different
applications. This section gives a brief description of the characteristics of contemporary
detonators including the technical specifications of detonators produced by the leading
manufacturers in the mining industry.
The initiation of a detonator begins with a small impulse which ignites the primary
explosive. The detonation of the primary charge ignites the base charge. Subsequently
the detonation in the base charge generates a shock wave in the metal shell which is
transmitted into the explosive outside and ignites it.
The design of a detonator can be broadly divided into four aspects. These are the
mechanism of initiation, amount and type of priming charge, amount and type of base
charge, and the material and shape of the metal shell. There are also secondary design
features, such as the type of shielding to prevent accidental damage and electronic
interference, the packaging and securing of the components and other choices that
relate to the manufacturing process.
The mechanism of initiation is an aspect that has seen great development and several
methods have been developed. One of the earliest types is the fuse which uses a slow
burning material to initiate the primary charge. The most popular type of commercial
detonators is the electric detonator where initiation is provided by a wire heated by
an electric current. With the addition of delay compositions, these devices were able
to have delays in the orders of milliseconds to seconds. For shorter delay periods,
an exploding bridge wire was developed where higher intensity current is supplied
and at a higher rate. This causes the vaporization of the wire which sends a shock
wave into the primary explosive. The initiation delay is in the order of nanoseconds
and is very precise. They are used in the initiation of nuclear weapons where the
simultaneous initiation of explosives is required. Other types include shock tube for
situations where electric circuits cannot be used and more modern types are the slapper
and laser detonators.
The primary charge is an explosive that must be sensitive to small external stimulus
while having low enough sensitivity to be safe for handling and transportation. It is
required to be able to ignite by a simple initiating impulse (SII) which is a non-explosive
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type of impulse, such as heat, impact, friction, spark. The primary explosives can be
further divided based on whether they can detonate almost immediately after ignition
and those that require some distance/time to develop a stable detonation [48]. The
first substance to be used as primer was Mercury Fulminate but has now been replaced
by Lead Azide as the most popular primary explosive. Other examples of primary
explosives are lead styphnate and silver azide. Efforts to reduce the amount of lead,
and other heavy metals emitted into the atmosphere have led to the development of
DDNP (diazo dinitro phenol), but a suitable replacement of lead azide practically does
not exist today [48].
The base charge is usually a secondary explosive such as TNT or tetryl for military
detonators and PETN for commercial detonators. During the manufacturing of detona-
tors, PETN is pressed into the detonator shell up to a specified compacting pressure.
The value of the compacting pressure is an important aspect, since it controls the
density of the explosive. In turn, the density affects the sensitivity of the explosive and
the characteristics of the detonation wave such as velocity and CJ pressure and density.
Subsequently, these affect the energy of the shock wave generated by the detonator
and will influence its initiation capability. Thus, the estimation of the energy output
of the detonator requires accurate specification of the density of the PETN charge.
Unfortunately the manufacturing process of pressing the PETN in place means that the
only available data is the compacting pressure and rarely is the density specified.
The last of the four main aspects of detonator design is the metal shell. This usually
has a simple cylindrical shape with a small thickness of less than 1mm. In some designs,
the shell is tapered and has a slightly thicker upper part which gets progressively thinner
towards the bottom. Another variation is having a dent at the bottom of the detonator
shell. This creates a shaped charge effect where the metal forms a small jet of high
velocity that enhances the initiation power of the detonator in the axial direction [10].
4.1.2 Tests of detonator initiation capability
There is an increasing need for standardized, reliable test procedures to assess and
compare the efficiency of detonators, especially as more improvements in detonator
design are being developed. This subject has been explored by the explosives community
for more than a 100 years but it has yet to conclude on an effective and practical test that
reliably correlates with the initiation capability of the detonator. The challenging aspect
is that initiation efficiency cannot be represented by a single measurable parameter [10].
It depends on multiple factors of the detonator design as well as on the particular
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application that is intended for. Thus, the most reliable test would be to study the
detonator within the charge that is intended to initiate. However, such tests can be
expensive and cumbersome which has led to the creation of multiple alternative tests.
Hall and Howell [8] classified detonator tests into direct and indirect methods.
Direct methods measure the mechanical effect of the detonator directly, without
inserting it into the insensitive explosive that is meant to initiate. Such tests, usually
place the detonator in sand, water or next to a metal plate and measure its effect on
the surrounding material. These tests are simpler and cost-effective to perform but may
lead to grave inaccuracies if not verified by indirect methods [8]. Indirect methods
place the detonator inside a charge of insensitive explosive and the configuration is
tested as a whole.
A selection of direct tests used over the years are listed below.
Weight of explosive The most elementary direct test is to consider the weight of
the charge. This was more useful when there was no variation of explosive
compositions but nowadays, explosives have largely different characteristics and
it is no longer relevant.
Lead-plate This test was used for quality control in factories that manufacture the
detonators. The detonator is placed vertically on the centre of the plate. The
performance of the detonator is assessed by measuring the size of the hole or the
number and nature of radiating marks produced. There has been no evidence
that the results of this test represent the initiation capability of the detonator [9].
Lead-block tests Similar to the lead plate test, but the detonator is placed in a tight
cavity within a lead block. The test measures the increase of the volume of the
cavity to assess the initiation capability. As with the lead plate test, it has not
been shown that it correlates with initiation efficiency.
Sand test This test inserts a detonator in a barrel of specified mass of sand. After
ignition the sand is screened and the amount of sand that was crushed is
taken as a measure of the ability of the detonator to initiate an explosive.
This test was compared to an indirect method by Grant and Tiffany [9] and
showed contradictory results. The authors suggest that the sand test is generally
misleading as a measurement of initiating efficiency.
Indirect tests place the detonator within a receptor explosive charge and examine
its ability to initiate it. The original method can be traced back to Esop’s method [49]
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which placed the explosive in an explosive mixture of adjusted sensitivity, specifically a
mixture of cottonseed oil and picric acid, and determined the amount of oil that can be
added without preventing detonation of the mixture. Several modified versions have
been developed since then using different receptor explosive but also different criteria
for determining the extent of detonation in it.
TNT-talc and a lead plate This test uses a mixture of TNT and talc (hydrated magne-
sium silicate) and examines the diameter of the cavity made into a 3 cm lead
plate after firing the detonator within the explosive mixture. The talc in the
mixture is increased until the cavity diameter in the lead plate is as small as
the diameter of the charge itself, where it is assumed that the detonation was
incomplete.
Miniature cartridge test This test places the detonator within a 5 g of TNT and iron
oxide mixture contained in a paper cartridge of 12.5mm in radius and 68.8mm
in length. The cartridge is then placed in a steel barrel filled with 1 kg of sand of
specific distribution of particle size. The extent of the detonation is determined
by measuring the crushed sand after the detonator was fired. This is determined
using sieves to separate the sand particles that have been reduced to a lower than
a specified value. An innovation of this method is the measurement of the crushed
sand in the case of firing the detonator within an inert material of purely iron
oxide and its subtraction from the results of the mixtures containing explosive.
Thus, the results represent the effect of the detonator on the receptor charge and
not of the detonator itself. Results from this test contradicted previous sand test
results [9] and lead-plate results [42] which suggests that they are unreliable,
since the miniature cartridge test is an indirect test which is considered more
appropriate.
Liquid Nitromethane This test was proposed by Bajpayee and Hay [10] of the U.S.
Bureau of Mines. It uses liquid explosive mixtures of Nitromethane and Ethylene
Diamine where the sensitivity is adjusted using 2-Nitropropane. The use of a
liquid mixture was chosen because it involves less uncontrolled variables relating
to the homogeneity of the mixture. A solid granular explosive requires precise
control of the particle size and bulk density while a liquid mixture is simpler
to produce. The liquid is put in a steel tube of length 127mm and diameter
35.1mm and placed on a metal witness plate. The proportion of 2-Nitropropane
was increased until the detonator could not detonate the desensitized mixture.
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The criterion for detonation was whether a hole was punched in the witness
plate. An innovation of this test is that it places the detonators in different
orientations which are: fully immersed, end-on and side-on. Initial tests by the
authors showed that the initiating capability of detonators was different for each
orientation. This is suggested to explain the inconsistency between direct tests
since some of them account for total energy while others measure the energy in
the axial direction only.
The theme that direct tests have no proven correlation with initiation efficiency
and that indirect tests should be preferred has been reported multiple times in the last
century [8, 49, 9, 10]. Yet, the most popular test of recent years is the direct underwater
test which has also been adopted as a European standard [11].
4.1.3 European standard test
A widely used test for rating detonators is described in the European standard EN
13 763-15:2004 [11]. This is a direct test which ignites the detonator inside a water
tank and measures the blast wave produced in the water to determine the equivalent
initiating capability of the detonators. A pressure gauge is placed at a specified distance
from the detonator to measure values of pressure over time. Certain quantities are
calculated from this signal and are compared to the results from a reference detonator
of given characteristics.
Underwater explosions produce an initial blast wave in the water and an expanding
gas bubble of detonation products. A blast wave consists of a sharp increase in pressure
and other state parameters of the fluid followed by a decrease that is roughly exponential.
The gas bubble initially expands rapidly into the surrounding water while pressure and
temperature within reduces. The inertia of the moving water leads to the expansion of
the gas bubble to pressures lower than the hydrostatic pressure which causes the reversal
of water velocity and the contraction of the bubble. Similarly the contraction does not
lead straight to pressure equilibrium but re-compresses the detonation products which
results in another cycle of expansion and contraction and the emission of a secondary
pressure pulse of smaller amplitude than the initial. The process is repeated while
the gas bubble rises through the water until the energy losses cause the system to
reach pressure equilibrium or the gas bubble reaches the water surface. The blast wave
propagation and gas bubble oscillation occur at different timescales. In the case of
reference detonators, the shock wave reaches the measuring point in µs whereas the
gas bubble oscillation has period of the scale of ms [12].
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The data of pressure over time are used to calculate the energy output of the
detonator using expressions taken from the classical work of Cole on underwater
explosions [50]. As the author states, the relation between experimental shock wave
pressures and possible forms of energy is not clear. In this case, the energy is calculated
as the sum of the shock wave and the energy of the gas bubble oscillations.
The energy from the shock wave is determined by considering the work done on a
spherical surface ahead of the shock
퐸푠푤 = 4휋
∫ 휏
0
푟2푃푢푑푡, (4.1)
where 푟 is the position of the surface, 푃 is pressure, 푢 is particle velocity. Considering
the acoustic approximation, the particle velocity is replaced by
푢(푡) = 푃 − 푃0
휌푤푐푤
+
1
휌푤푟
∫ 휏
0
푃(푟, 푡) − 푃0푑푡, (4.2)
where 휌푤 is the water density and 푐푤 is the speed of sound in water. The second term
is dropped as it relates to kinetic energy of the water which will be returned when the
gas bubble is compressed which results in
퐸푠푤 =
4휋푅2
휌푤푐푤
∫ 휏
0
푃2(푡)푑푡. (4.3)
There is an arbitrary selection of the time 휏 used as the upper limit of the integral.
Cole [50] suggests that it should be of the order of the time constant 휃 for which
푃(휃) = 푃푝푒푎푘/푒 and the European standard specifies integration up to one time constant.
The energy of the gas bubble is determined by the interval, 푡푏, between the first
pressure peak and the first collapse of the bubble signified by a second blast wave.
In the case where there are no effects from the boundaries this energy has a simple
relation with the bubble period and the hydrostatic pressure
푡푏 ∼ 퐸
1
3
푏 푃
5
6
ℎ . (4.4)
The test configuration described in the European standard uses a tank of specified
minimum dimensions with added lining to absorb reflections from the walls. The
detonator is fixed in a vertical position and the sensor is at a distance of 400mm from
it and at the same height. The conditions such as pressure and temperature should not
vary more than some prescribed thresholds. Since the measurements are made with
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the same configuration and conditions, then the energy expressions can be simplified
to the equivalent energy quantities. These are
퐸푠푤 =
∫ 휃
0
푃2(푡)푑푡, (4.5)
for equivalent shock energy and
퐸푏 = 푡
3
푏 , (4.6)
for equivalent bubble energy.
The standard requires firing twenty detonators of each type tested and ten of the
reference detonator and calculate the mean value and standard deviation. These values
are then compared with the values from the reference detonator to assess whether they
are of equivalent initiating energy. To classify as equivalent with a reference detonator,
the mean shock energy of the test detonators shall be not less than the mean shock
energy of the reference detonators and all single values of the shock energy shall be
greater than 90% of the mean value of the reference detonators.
Even though this test provides useful standardization for comparing detonators,
there are several arguments against its suitability for assessing the initiating capability
of detonators. The test considers the shock wave in a single direction, off the side of
the detonator. The reasoning is that the distance at which the shock wave is measured
is in the far field (more than 100 times larger the radius of a reference detonator)
where the blast wave has become spherical. However, measuring at the far field is
also a disadvantage of the test, as these devices are in close contact with the explosive
that needs to be ignited and the magnitude and shape of the blast wave in the near
field is the most important factor of it. At large distances, the blast wave becomes
spherical independent of the nature of its source [51] and eventually degenerates to a
near acoustic wave which conceals the distinguishing characteristics that it had in the
near field.
The underwater explosion test has been widely used to measure the brisance and
heaving power of explosive charges, represented by the two types of energy described.
However, while the connection of the shock wave with the initiation process of an
explosive is evident, there is no such connection for the bubble energy. This process
has a much slower timescale than the initiation process and there is no empirical or
theoretical arguments for its influence on the initiation of an explosive. Furthermore,
this test and the corresponding energy expressions have been designed to give a measure
of the total energy of the explosive. However, the initiation capability of an explosive is
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not merely an issue of energy magnitude but also of how this energy is released.
4.2 Equations of state
The physical response each material is described the equation of state (EOS). In this
work, the PETN reactants and products are modelled using two distinct Jones-Wilkins-
Lee (JWL) equations of state presented in section 2.5. In the next section we describe a
modification to accommodate the snow plough porosity model. Also described is the
stiffened gas equation of state used to model the water.
The elastic-plastic materials use a hyperelastic equation of state which is a function
of the principal invariants of the Finger deformation tensor and entropy and is described
in the work of Barton and Drikakis [16] along with the parameters for the materials
aluminium, copper and steel. For plastic flow we use the perfect plasticity model of
constant yield stress [17].
4.2.1 The snow plough porosity model for the JWL EOS
The classic expression of the JWL equation of state [1] written in the Mie-Grüneisen
form
푒 − 푒ref(휌) = 푝 − 푝ref(휌)
휌Γ(휌) , (4.7)
has a constant Grüneisen coefficient Γ(휌) = Γ0 and the following reference curves
푝ref(휌) = 퐴 exp
(
−푅1휌0
휌
)
+ 퐵 exp
(
−푅2휌0
휌
)
+ 퐶
(
휌0
휌
)−(Γ+1)
, (4.8)
푒ref(휌) = 퐴
휌0푅1
exp
(
−푅1휌0
휌
)
+
퐵
휌0푅2
exp
(
−푅2휌0
휌
)
+
퐶
휌0Γ
(
휌0
휌
)−Γ
, (4.9)
where 퐴, 퐵, 퐶, 푅1 and 푅2 are parameters calibrated for the particular explosive.
The expressions of the reference curves are usually written without the third term
because they cancel each other when replaced in equation 4.7. Without the third
term, the 푝ref(휌) and 푒ref(휌) curves do not correspond to the isentropic values but this
does not affect calculations which require only an incomplete EOS 푝(푒, 휌). However,
the Hybrid formulation makes use of temperature of the materials and requires the
definition of a thermal equation of state 푇(푝, 휌).
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An extension to a complete EOS is achieved with the expression
푇 − 푇ref(휌) = 푝 − 푝ref(휌)
푐v휌Γ(휌) , (4.10)
which requires the use of a temperature reference curve [52]. It is evident that if
expression 푝ref(휌) does not correspond to the actual isentropic value and 푇ref(휌) does,
then the temperature value will be invalid. For example, for an isentropic process the
temperature should follow the 푇ref(휌) expression, but if 푝ref(휌) does not represent the
isentropic value then (푝 − 푝ref(휌)) will have a value other than zero and the retrieved
temperature will differ from the value of 푇ref(휌).
The reference curve for temperature can be determined by considering that it is an
isentropic curve and must satisfy the thermodynamic identity
Γ(푉)
푉
= −1
푇
(
∂푇
∂푉
)
푆
. (4.11)
In the case of JWL EOS, Γ is a constant and the integration yields
푇ref(휌) = 푇0
(
휌0
휌
)−Γ
, (4.12)
where 푇0 is the initial temperature.
It is interesting to note that expression 4.12 has the same form as the third term
of the energy reference curve of expression 4.9. This means that the two terms may
cancel each other when replaced in a thermal EOS of the form 푇(푒, 휌) if the parameters
for an explosive are such. This would allow the use of reference curves that omit
the temperature curve and the third term of the pressure and energy reference curve
without leading to the calculation of unrealistic temperature values. However, the
proximity of the calculated values to the appropriate temperature values depends on
the particular parameters and a general set of parameters for an explosive may not
produce physical temperatures without the use of appropriate reference curves.
The manufacturing process of detonators involves pressing the explosive in the
shell up to a specified pressure which results in a porous material. The porosity of the
explosive influences the velocity of detonation and CJ state as well as the von Neumann
spike which justifies the use of a porosity model. A porous material of density 휌0 is
characterized by a skeletal density 휌00 of the material without the pores. In the case
of an explosive, the skeletal density corresponds to the theoretical maximum density
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(TMD) that the explosive can be pressed into a charge. During the compression of
porous material the closing of the voids happens first and requires little work compared
to compression above the skeletal density.
The porosity model chosen in this study is the snow plough model [53] which
considers the work required to compress a porous material up to its skeletal density to
be negligibly small. Evidently, this assumption is more accurate for strong shocks that
compress the material to high densities but is less appropriate for weak shocks where
difference between the work for compressing up to the skeletal density and beyond
that is not high. A detonation wave compresses the material to densities much higher
than the skeletal density which justifies the use of the snow plough model. In addition,
it is simple to implement and does not introduce additional parameters that would
require calibration.
The compression work is defined by the integral of pressure over volume. To
minimize the work for compressing up to the skeletal density, the pressure reference
curve is set to zero for densities lower than the TMD. To maintain continuity of the
reference equations, pressure should be zero at the TMD value as well. However, the
condition 푝ref(휌00) = 0 is not generally satisfied by the form of the JWL reference curves
and it is up to the parameters to satisfy this condition. In this work, the value of 퐶 is
adjusted so that it satisfies the above condition.
The complete expressions for the reference curves with the snow plough porosity
model are
푝spref(휌) =

0 휌 ≤ 휌00
푝ref(휌) 휌 > 휌00
, (4.13)
푒spref(휌) =

푒0 = 푒ref(휌00) 휌 ≤ 휌00
푒ref(휌) 휌 > 휌00
, (4.14)
푇 spref(휌) =

푇0 휌 ≤ 휌00
푇ref(휌) 휌 > 휌00
. (4.15)
and the parameters for PETN are given in table 4.2.
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Rayleigh line
Reactants Hugoniot
Porous Reactants Hugoniot
Products Hugoniot
0.5 0.6 0.7 0.8 0.9 1.0
v [v0]
2×1010
4×1010
6×1010
8×1010
P [Pa]
CJ
von Neumann
Figure 4.1: Comparison of the regular and porous reactants Hugoniot plotted in the
푝 − 푣 phase space for the PETN parameters used in this study. The von Neumann
pressure is reduced for the porous explosive. Also plotted is the products Hugoniot and
the Rayleigh line.
4.2.2 Stiffened gas EOS
The water is modelled by the stiffened gas EOS which is given by
푝(휌, 푒) = (훾 − 1)휌푒 − 훾푝∞ (4.16)
where 훾 and 푝∞ are empirically determined constants. The stiffened gas EOS has been
extensively used to model water especially in underwater explosion applications and a
large range of parameters exist in literature. The parameters used in this study are
taken from Shyue [54] and are shown in table 4.3. These parameters were chosen
because they yield a sound speed value of 1450m s−1 which corresponds to water at
10 ◦C [55] as were the conditions in the experiment by Klapötke et al. [12].
The stiffened gas EOS emulates an ideal gas that is already at pressure 푝∞. In
the case of water, this value is of the order of 1000 atm and thus requires a similarly
large change in pressure to produce a significant change in density which explains the
common assumption of incompressibility of water.
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The expression of speed of sound is
푐2 =
훾(푝 + 푝∞)
휌
(4.17)
and is well defined for negative pressures or tension. While this is physical in general,
the accuracy of the EOS in the range of negative pressures is debatable. Negative
pressures would most likely lead to cavitation.
4.2.3 Parameter set for the explosive
The explosive used most widely in industrial-grade detonators is PETN. However, the
manufacturing and packing process varies significantly within the industry which results
in explosives of different characteristics. During manufacturing, the PETN is machined
or hand pressed in the detonator shell. The result is a porous explosive with a density
around 1.5 g cm−3. Given that the density of PETN crystals is 1.778 g cm−3 [56], the
void fraction is approximately 15%.
The porosity of the explosive has a great impact on the characteristics of the
explosive. Critically, it sensitizes the explosive since the voids and grains that make up
a porous explosive are locations where hotspots are formed. These hotspots eventually
coalesce and lead to the formation of a detonation wave in the explosive. The sensitizing
effect is valid for small levels of porosity. At larger values it actually has the opposite
effect and causes the desensitization of the explosive. The initial density of the explosive
also influences the CJ and von Neumann states of the detonation wave. The pressure
of both states reduces with increasing porosity as the reactants Hugoniot steepens
and the energy density reduces. Thus it is critical to use explosive equations of state
and parameters that produce the experimental detonation properties of the explosive
in order to accurately simulate the underwater explosion of the detonator. For the
explosive considered here, the difference between the regular and porous Hugoniot can
be seen in figure 4.1 and results in a 11% difference in the pressure of the von Neumann
spike.
The explosive characteristics of pure PETN crystals have been extensively studied
and there exist well verified parameters for PETN at the theoretical maximum density
(TMD) of 휌TMD = 1.778 g cm−3 [56]. In the case of porous versions of PETN the data are
not so extensive. The LLNL High Explosives Handbook [57] provides JWL parameters
for a range of porous versions of PETN. However, Green and Lee [58] reported flaws in
the calculations of the study that the LLNL EOS parameters are based on and redid the
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experiments with significantly different results. They provide revised values for the
velocity of detonation (VOD) and CJ density and pressure for a range of initial densities
which are mostly lower than the original study. Thus appropriate calibration of the
explosive parameters is required.
In the two phase model, the CJ state and the VOD are controlled by the products
equation of state. The initial parameter set is taken from the LLNL High Explosives
Handbook [57] but the coefficients 퐴 and 퐵 are adjusted to match the CJ state from the
study of Green and Lee [58]. Since the study has no data for the exact initial density
of 휌0 = 1.5 g cm−3, the values are interpolated from the two closest densities and are
given in table 4.2. The coefficient 퐶 is determined from the condition 푝ref(휌0) = 0
for the porous reactants and 푝ref(휌CJ) = 푝CJ for the products. The parameters for the
reactants are taken from a study of Tarver et al. [56] and correspond to PETN of density
휌0 = 1.778 g cm−3 which is close to TMD. The snow plough model is used to model the
porous PETN of density 휌0 = 1.5 g cm−3. Lastly, the parameter set for the reaction rate
is taken from the study of Lee and Tarver [2] which matched initiation experiments for
porous explosive at density 휌0 = 1.6 g cm−3.
4.3 Problem setup and convergence
The problem setup follows the underwater detonator test described in the European
standard. The basic components are a detonator and a pressure gauge placed in a
water tank and separated by a distance of 400mm. The setup is axisymmetric around
the axis of the detonator and the equations are solved in cylindrical coordinates in a
two-dimensional domain.
The detonator is made of a column of explosive of radius 푅 = 3.3mm and the
length of the charge is determined from the mass and density of the explosive for each
simulation. The charge is confined by a thin metal shell of thickness 푇 = 0.5mm which
is representative of most industrial detonators. A metal cup of thickness 퐶 = 6.2mm is
placed above the explosive charge to emulate the actual cup and additional components
placed on top of the charge in detonators. The length of the simulated detonator shell
is shorter than in industrial detonators and covers only the explosive charge and cup.
A longer detonator shell does not change the solution since the blast wave depends
only on the section that includes the explosive. Real detonators have longer shells for
practical reasons such as for housing the circuitry required for operation and for the
insulating and safety materials.
The rest of the domain is filled with water. The domain size is 500mm by 400mm.
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Parameters
PETN
Reactants Products
Γ0 0.5675 0.28
퐴 [1011 Pa] 202.80 6.51712
퐵 [1011 Pa] -0.03752 0.19187
퐶 [109 Pa] 0.4596 1.308
푅1 10 6
푅2 1 2.6
푄 [106m2 s−2] 0 5.975
푐푉 [m2 s−2 K−1] 1528.4 625
푇0 [K] 293 3811
휌0 [kgm−3] 1500 1500
휌00 [kgm−3] 1778 -
퐷 [ms−1] 7370
휌CJ [kgm−3] 2016.2
푝CJ [109 Pa] 20.86
휌vN [kgm−3] 2752.4
푝vN [109 Pa] 37.07
Table 4.2: JWL EOS parameters for PETN [56, 57, 58].
Parameters Water
훾 7
푝∞ [109 Pa] 0.3
Table 4.3: Parameters of the stiffened gas EOS for water [54].
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Figure 4.2: The detonator configuration involves an explosive charge of radius 푅 and
length 퐿 placed in a metal shell of thickness 푇 and enclosed by a cap of thickness 퐶. This
is placed in water in a domain of dimensions 500mm by 400mm along with gauges at
several points in the axial and normal direction. The refinement criterion is reduced in
areas of the domain that are further from the detonator to ensure proper refinement of
the expanding blast wave.
The boundary conditions are reflective along the axis of the detonator and transmissive
at the rest. The transmissive condition is not perfect in multi-dimensional problems
and partial reflections occur which can influence the flow inside the domain. Thus, we
ensured that the domain boundaries are sufficiently far as to not influence the blast
wave in areas of interest.
The charge in the detonator is initiated by a hemispherical high pressure region
of radius 0.3푅 and pressure 20GPa. This leads to a prompt formation of a detonation
in the base charge of the detonator. The detonation propagates in the explosive and
induces a shock in the confining metal which is subsequently transmitted in the water.
The domain is considerably extensive compared to the length-scale of the detonator.
The distance of 400mm at which the pressure is measured is more than 100 times
the radius of the detonator and four orders of magnitude larger than the resolution
required to adequately resolve the reaction zone of the explosive. Such simulations are
made possible with the use of adaptive mesh refinement (AMR). The grid is refined
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Material Variable Threshold
Explosive 휆 106
Metal 휇 106
Water 휌 103 − 10
Table 4.4: The refinement criterion uses a different variable for each material. The area
is refined if the normalized gradient of the variable (∇푣/푣)2 exceeds the prescribed
threshold.
according to refinement criteria shown in table 4.4 which increase the resolution around
the detonation and shock waves in the metal and water in addition to continuous
refinement at material interfaces. In the case of water, the refinement criterion is
lowered for regions further from the detonator, as shown in figure 4.2b, to keep the
blast wave refined as it expands.
The convergence of the numerical solution is assessed by examining the blast wave
in water for a series of simulations of increasing resolution. The detonator has an
aluminium shell and the comparison is on pressure over time at a distance of 400mm
which will also be used for validating the solution against experimental data. The
initial resolution is set to Δ푥 = 200 µm and is halved for every subsequent simulation.
Figure 4.3 shows pressure over time in water for increasing resolution. The solution
convergences in an expected rate and the difference between resolution Δ푥 = 50 µm
and Δ푥 = 25 µm is very small in the context of this study. Thus the selected resolution is
Δ푥 = 50 µm which is adequate for comparing the experimental results and for assessing
the differences in the blast wave strength between different detonators.
4.4 Validation
4.4.1 One dimensional steady detonation
The structure of the steady one-dimensional detonation wave is described by the
ZND detonation model [38] and characteristic quantities, such as the states at the von
Neumann and CJ points are calculated analytically and used to verify the implementation
of the model.
The setup considered in this section is one-dimensional and contains solely the
explosive. The initial conditions consist of a small region of high pressure, equivalent
to a booster, placed at the left end of the domain and the rest of the explosive is at
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Figure 4.3: Convergence study for the numerical solution of the pressure pulse measured
at 400mm for the case of 0.5mm thickness aluminium shell detonator.
ambient conditions. The pressure in the booster region is set to 20GPa which is close
to the CJ pressure of the explosive. This causes the rapid expansion of the explosive
in this region, which compresses and ignites the explosive ahead, leading to the quick
formation of a steady detonation wave.
The numerical solution of the one-dimensional detonation wave is shown in figure
4.4 for a resolution of Δ푥 = 25 µm. The solution is presented in a series of pressure
plots, for times after the detonation has settled to steady state and the density, pressure
and mass fraction profile of a single instance of the wave. The solution demonstrates
the almost ideal detonation of PETN with a very thin reaction zone of approximately
150µm or 20ns. The von Neumann and CJ points of the numerical solution match the
values calculated analytically.
4.4.2 Underwater initiation capability test
The complete configuration of the detonator underwater is validated against the
experimental work of Klapötke et al. [12]. The experiments follow the methodology
of the underwater initiation capability test described in the European standard EN
13 763-15:2004 [11]. The detonators have an aluminium shell and are filled with
different amounts of PETN charge. The European standard specifies the pressure that
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Figure 4.4: Plots of the numerical solution of the one-dimensional steady detonation
wave in PETN. The left graph shows pressure of the propagating wave along with the
von Neumann and CJ values determined analytically. The right graph shows an instance
of the steady detonation wave in PETN showing scaled values of density and pressure
and the mass fraction of the reactant.
the charge is pressed into the shell. This leads to different density depending on the
mass of the explosive. The density for the detonators with explosive mass of 500mg
and 700mg was measured at 휌0 = 1.5 g cm−3 which is the density that corresponds to
the explosive parameters presented in section 4.2.3.
Figure 4.5 shows the pressure trace measured experimentally against the results
of the simulation. The numerical solution shows stronger blast waves than reported
experimentally for both amounts of explosive. The differences can be seen quantitatively
in table 4.5. The numerical peak pressure differs by approximately 10% and the
equivalent energy by almost 30%. A higher energy output is expected from the
numerical simulation because some of the energy released by the explosive is spent in
fracturing the metal shell which is not modelled in this study. However, this cannot
account for the whole difference since the amount of energy lost in fragmenting the
shell is not more than 7% of the shock wave energy, even with the most favourable
metrics [43].
Furthermore, the blast wave from the experiments appears significantly diffused.
Experimental studies of blast waves in water estimate the shock front thickness between
10−8m –10−7m and a rise time of less than 1ns [59, 50] even for a weak wave travelling
close to the speed of sound. The numerical solution shows a sharp discontinuity that is
expected as a weak solution of the Euler equations which do not include viscous or heat
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Figure 4.5: Comparison between experiment and numerical solution for the blast wave
pressure measured at 400mm for detonators containing different amounts of explosive.
Mass Experiment Simulation Difference
peak P [MPa]
700mg 8.06 (0.04) 9.02 11.9%
500mg 7.12 (0.12) 7.73 8.6 %
equiv ES [106 Pa2 s]
700mg 463 (5) 598 29.2%
500mg 339 (5) 430 26.8%
Table 4.5: Comparison of the numerical and experimental values for maximum pressure
and equivalent shock wave energy.
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conduction terms. The choice for omitting these terms is justified for this application as
the Reynolds number is of the order of a million and the inclusion of diffusion terms
would have negligible results.
However, the experimental data show a more extensive front with a rise time of
around 5µs which is not explained physically. The cause of this appeared diffusion is
the limitations of the pressure gauge. Even though the European standard specifies the
use of gauges with response time of less than 2µs this usually corresponds to static load
and the transient response characteristics are worse due to the finite size of the sensor.
The distortion of the blast wave because of their finite size is a fundamental problem
of piezoelectric sensors [50]. This distortion manifests as increased rise times and lower
peak pressures because the shock wave requires time to cover the entire piezoelectric
crystal. This leads to increased rise time of the order of the time required for the
shock wave to cover the entire sensor. In addition, since the electric signal generated is
proportional to the total compression of the piezoelectric crystal this leads to reduced
pressure measurements as well.
The pressure sensor used in the experimental study is the PCB Piezotronics Inc,
model 138A5. It uses a cylindrical tourmaline crystal of 3.2mm in diameter and 1mm
in length. It has a rise time of less than 1.5µs and a bandwidth of 2.5Hz –106Hz. A
study by Zhou et al. [60] analysed the performance of two commercial piezoelectric
pressure sensors (one of which was the sensor used in the experiment) in capturing
blast waves in water generated by electric wire explosions. Results showed that the PCB
sensor severely distorted the wave forms resulting in a more extensive front and a lower
and rounder peak compared to the sensor of smaller size and lower response time.
The limitations of the pressure gauge is thus the main cause of the discrepancy
between the experimental and numerical results of table 4.5. Cole [50] reported that
measurements of the blast wave produced by a 25 g explosive charge had an error of
17% for the peak pressure and Zhou et al. [60] reported lower peak pressures for the
PCB sensor ranging from 9% up to 27%. Several studies considered reconstruction
techniques for obtaining the correct blast wave from the gauge data but these have
been application specific and are validated by actual measurements using sensors of
higher specifications. A study of the blast wave using sensors of ns response time and
large frequency bandwidth would be beneficial in revealing the true characteristics of
the blast wave produced by detonators.
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Figure 4.6: Plots of pressure from the numerical solution of the blast wave generated by
the detonation of the explosive charge in a detonator with 0.5mm aluminium shell. The
blast wave is asymmetric in the near field and becomes progressively more spherically
symmetric as it expands.
4.5 The nature of the blast wave
We examine the blast wave produced by a detonator placed underwater. This configu-
ration has an aluminium shell of 0.5mm in thickness and a base charge of 700mg of
PETN which is sealed by a copper cup placed on top of it. Figure 4.6 shows selected
times in the formation and expansion of the blast wave. Initially, the blast wave is
ellipsoidal due to the geometry of the charge. The major axis of the ellipse is in the
direction of the axis of symmetry of the detonator and the blast wave is stronger and
faster in this direction. As the blast wave expands, the magnitude of the shock decays
at different rates in each direction and eventually, the difference between the axial and
normal direction is minimized, leading to a spherical blast wave.
The initial stages of the blast wave are characterized by a complex wave structure
which varies along the front of the blast wave. As can be seen in figure 4.6b, certain
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sections of the blast wave show additional wave fronts behind the primary blast wave
which have higher pressures than the leading blast wave. These secondary waves are
produced by the internal reflections inside the base charge and shell of the detonator.
Hence, the generated blast is formed by the coalescence of several blast waves of
different strength and radii. As these expand, they equilibrate and form a regular blast
wave with a single shock discontinuity followed by falling flow parameters.
Along with the formation of the blast wave, the shell and cup of the detonator are
compressed and deformed by the detonation wave and the expanding gaseous products.
Initially, the detonation propagating in the base charge pushes the surfaces of the shell
in the normal and axial direction, causing the formation of an inverse corner. Then, the
isotropic expansion of the products takes over and causes extreme elongation of the
metal shell while leading to a more rounded shape that persists until the late stages.
The metal cup is also compressed but is significantly less deformed compared to the
shell of the detonator. Since the mathematical formulation does not include a fracture
model, the metal flows without breaking which would be expected in these conditions.
The pressure traces from the gauges positioned along the normal direction are
shown in figure 4.7. The explosion of the detonator produces a pulse in the water with
peak pressure of almost 6GPa at a distance of 1mm from the side of the detonator. As
the wave propagates to larger distances, the peak pressure falls and the pulse width
increases. In the first few mm (near field), the blast wave shows two peaks resulting
from reflections of the shock wave within the metal shell. The first peak has larger
magnitude and travels faster than the following peak. As they propagate, the peaks
move away from each other and are eventually incorporated into a single peak blast
wave at a distance of approximately 10mm.
The pressure pulse in the axial direction is significantly stronger and has peak
pressure of more than twice the values in the normal direction as can be seen in figure
4.8. This means that the blast wave is also faster in this direction which leads to the
ellipsoidal shape of the blast wave with the major axis in the axial direction. The
difference between the strength of the blast wave in the two directions persists until
approximately 10mm where the magnitude of the blast wave is approximately 1GPa
in both directions, but the blast wave has not attained a spherical front yet. Further,
the blast wave in the axial direction also exhibits a secondary peak of lower magnitude.
Similar to the normal direction, the two peaks move away from each other as they
expand and eventually form a regular blast wave, but are seen to persist longer in this
direction.
The decay of the peak pressure of the blast wave with distance is plotted in figure
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Figure 4.7: Pressure plots of the blast wave measured at several points along the
direction normal to the axis of symmetry of the detonator.
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Figure 4.8: Plots of pressure obtained by gauges positions at several distances in the
axial direction.
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4.9. The plot compares the two directions considered and illustrates the persistence
of higher peak pressure in the axial direction up to the distance of 10mm where the
peak pressure in both directions becomes similar. At larger distances, the blast wave
in the normal direction exhibits slightly higher values, suggesting a slower rate of
decay compared to the axial blast wave. Overall, the decay behaviour exhibits a similar
trend in both directions. It starts with a slow decay rate which increases as the blast
wave expands and reaches an approximately constant power law decay at the larger
distances.
There is a clear distinction in the decay behaviour between the near and far field.
The initial decay of pressure is not linear in the log-log plot and therefore cannot be
described by a single power law. In addition, it is slower than the inverse first power
law (푟−1). This behaviour has been observed in experiments and is a result of the finite
time required for the energy transfer from the explosive to the surrounding material [61,
62]. The extent of this formation process depends on the ratio of energy release over
the initial mass of the explosive. Brode [63] suggests that for a conventional explosive
(TNT), the blast wave has fully formed when its radius engulfs a mass of the surrounding
material that is roughly ten times the mass of the explosive. In the case of 700mg PETN
and water, which are considered in this study, this distance is at approximately 12mm.
This is the distance at which the change in the decay rate is observed in figure 4.9.
In the far field, the decay rate is increased and resembles a power law. A fit of
the obtained peak pressures in the normal direction yields a power value of −1.321(7)
which also describes the axial values well. A value of higher than the inverse power law
is expected for strong shock waves [50]. The rate of decay in this regime depends on
the amplitude of the wave. The dissipation of energy at the shock front increases with
shock pressure, therefore there is smaller loss of energy as the blast wave expands and
its peak pressure is reduced. This explains the lower decay rate of the blast wave in the
normal direction which has lower pressures in the near field and thus dissipates less
energy as it expands. At even longer distances, the blast wave becomes an acoustic
wave and the decay is expected to reduce further and converge to the inverse first
power law which is the asymptotic solution for spherical acoustic waves.
It should be noted that the classic Sedov-von Neumann-Taylor similarity solution
for a point source explosion predicts a decay rate of 푟−3. However, as mentioned in the
original work of Taylor [61], the range at which this solution can be compared to actual
high explosives is limited. Firstly, the solution concerns point sources instead of an
extensive explosive charge. This assumption sets a lower limit for the distance from the
explosive charge that the solution applies, which is at the point where the involved mass
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Figure 4.9: Logarithmic plot of the decay of peak pressures of the blast wave with
distance in the two directions considered.
of the surrounding material is several times the explosive mass. Secondly, an upper
limit is also introduced from the assumption of strong shock waves. Taylor [61] suggests
that the solution is valid for shock pressures above 1MPa in air. This corresponds to
shock waves travelling with speed above Mach 3 or shock pressure of above 4.2GPa in
water. Shock waves of such strength are not observed after the blast wave has expanded
beyond the lower limit and therefore, there is no range in which the similarity solution
is applicable for the blast wave produced by the underwater detonator.
The differences in the nature of the blast wave in the near field compared to the far
field should be considered in the assessment of the initiation capability of a detonator.
Most experimental tests, including the widely used test specified by the European
standard, consider only a single point in the far field. However, the asymmetric blast
wave strength and low decay rate, that characterize the blast in the near field, do not
persist in the far field. In addition, the overall decay rate is different between the two
directions considered. The axial blast wave has higher pressure in the near field but
decays faster and exhibits comparable and even slightly lower values of shock pressure
than the normal direction in distances beyond 10mm. Given that the initiation of the
neighbouring explosive is heavily dependant on the shock pressure in the near field,
tests that consider the blast wave only in the far field will not accurately capture the
initiation capability of the detonator.
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4.6 The effect of shell material
The material of the detonator shell is an important aspect of detonator design. The
most commonly used metals are aluminium and copper, but manufacturers have
been introducing new metal alloys in an effort to balance the requirements for low
cost, efficiency and reliability. Experimental studies have shown that the initiation
capability of the detonator is influenced by the type of the shell [42, 44], but the
physical mechanism behind this effect is not well understood. The significance of the
material of the shell is also evident when considering the physical processes involved
in the generation of the blast wave. The detonation wave initiated in the base charge,
induces a shock wave in the metal shell and subsequently in water through a series
of transmissions and reflections at the material interfaces which depend on material
properties. This section compares the blast waves generated from detonators of different
metal shell in order to identify the nature and extent of the influence of the detonator
shell.
The materials considered are aluminium, copper and steel. They differ in density
with aluminium being the lighter (2710 kgm−3) whereas copper (8930 kgm−3) and
steel (8030 kgm−3) have approximately three times larger density. The materials
also have different sound speed with copper having the lowest value (4600m s−1),
aluminium the highest (6220m s−1) and steel approximately in the middle (5680m s−1).
These translate to different specific acoustic impedance values which is a quantity that
determines the ratio of transmitted and reflected wave at an interface. Lastly, these
materials also differ in terms of yield strength. Copper has the lowest yield point at
140MPa and will exhibit more plastic deformation, followed by aluminium (298MPa)
and steel (1370MPa) which has the highest value.
The flow field after the initiation of the copper detonator is shown in figure 4.10.
The generated blast wave is initially ellipsoidal and progressively transforms into a
spherical wave as it expands, as in the case of the aluminium shell. However, the initial
wave transmitted in water (figure 4.10a) is seen to have multiple secondary peaks of
equivalent strength. This is caused by strong reflections at the interfaces of the shell and
leads to typical reverberations or ’ringing’ in the metal [64]. Once the reactions in the
explosive have completed, the resulting blast wave has a complex structure and variable
strength along its front which was observed in all materials. The deformation of the
cup and shell is similar to the aluminium case for times up to 10µs. In later times, the
copper shell continues to feature the inverse corner and has more anisotropic expansion
compared to aluminium due to lower yield strength leading to more extensive plastic
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Figure 4.10: Plots of pressure from the numerical solution of the blast wave generated
by the detonation of the explosive charge in a detonator with 0.5mm copper shell.
The blast wave is asymmetric in the near field similar to the aluminium case, but the
internal reflections lead to multiple peaks of approximately half the strength of the
blast wave generated in the case of aluminium.
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Figure 4.11: Comparison of the pressure pulse generated underwater for 0.5mm thick
detonators for different shell materials.
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flow.
The comparison of the pressure pulses obtained at selected points in the near and
far field of the detonators is shown in figure 4.11 for the three shell materials examined.
The three materials show little variation in the generated blast wave when observed
in the far field but have stark differences in the near field. The peak pressure for the
copper and steel detonators at the distance of 1mm is a little over 2.5GPa which is
half the value of the aluminium detonator. Similar behaviour is observed in the axial
direction. The pulse of the aluminium detonator has almost double the pressure peak
of the copper and steel detonators.
Furthermore, the copper and steel detonators also feature multiple peaks which are
a result of stronger reflections of the shock wave within the copper/steel shell. This is
caused by the higher impedance difference of copper/steel and water which means
that the shock wave is mostly reflected at the interface of metal and water and only
a small portion is transmitted outside. The shock wave is also reflected at the inner
interface between metal and explosive products where the impedance mismatch is also
large. This results in more pressure peaks of lower amplitude compared to the case of
aluminium case.
As the blast wave expands to larger distances, the stronger pressure peaks merge
with the slower ones ahead while the weaker ones behind decrease further and are
incorporated into the tail of the blast wave. After this equilibration process, only a
single peak remains. At the distance of 400mm the blast wave has peak pressure of
around 9MPa for both aluminium and copper and slightly lower for steel.
Figure 4.12 shows the decay of shock pressure with distance in the normal direction
for all materials considered. The higher peak pressures observed in aluminium extend
to a distance of 10mm while copper and steel exhibit similar peak pressures and
decay. At larger distances the blast wave from all configurations shows nearly identical
values of pressure and the decay rate specified by the power law 푟−1.321(7) describes
all materials within error. Similar results are observed for the blast wave in the axial
direction.
Overall the blast waves from these configurations are seen to differ only in the near
field. As the wave expands, the blast waves converge and they are practically the same
at the distance of 400mm. As a result, the shock energies measured at this point would
be similar for all detonators which would mean that they have equivalent initiation
capability, according to the European standard test. However, the strength of the shock
is the leading factor in the initiation of heterogeneous solid explosives [65, 66]. The
initial pressure pulse must be above a threshold to ensure the reliable initiation of
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Figure 4.12: Logarithmic plot of the decay of peak pressure of the blast wave with
distance in the direction normal to the detonator and for the three materials considered.
the explosive and thus, the reduced peak pressure of the copper and steel detonator
indicates lower capability in the initiation of secondary explosives. In addition, the
weak blast wave can also lead to effects of shock desensitization which is common in
heterogeneous secondary explosives. The important differences in the near field are not
accounted for by tests that focus on the far field performance which suggests limited
suitability for assessing initiation capability.
4.7 The effect of the shell thickness
This section examines the effect of shell thickness on the blast wave generated by
detonators. The mass of the shell, determined by its thickness, is expected to affect
the equivalent energy yield of the device because the explosive charge and the shell
have comparable masses [51]. We consider detonators of 1mm in shell thickness which
is double the value of the previous configurations and made out of the same three
different materials as in the previous section.
The plots of figure 4.13 compare the pressure pulse calculated for the thick detonators
at selected points. Interestingly, the blast wave in the far field (400mm) is not
considerably different from the case of the thinner detonators. In particular, the
pressure pulse of the aluminium shell is largely similar and for copper and steel the
reduction in peak pressure is approximately 5%. The increased effect for the case of
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Figure 4.13: Comparison of the pressure pulse generated underwater for 1mm thick
detonators for different shell materials.
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copper and steel detonators is caused by the fact that the increase in mass is much
larger for these denser materials compared to aluminium.
In the near field, the relative differences between materials are also similar to the
previous section. The aluminium detonator generates pulses of approximately double
in pressure than copper and steel which have similar values. The existence of multiple
peaks in the case of detonators made out of high impedance materials (copper/steel)
is also observed, but the period of the oscillations is now larger due to the increased
thickness and hence the larger time between reflections within the shell.
The increased shell thickness does however cause a significant reduction in the
strength of the pressure pulses observed in the near field. All materials show decreased
pressure pulses with the most extreme cases being the reduction of the pulse strength
in the normal direction. The pressure peaks for this case have reduced to almost half.
However, the reduction in the axial direction is less severe, with the aluminium reducing
by 20% and the copper and steel by 35%.
An additional distinction to the case of thin detonators is the difference between the
pressure pulses in the axial and normal direction which is larger for the thick detonators.
In the 0.5mm thick shells, the pulse in the axial direction had approximately twice the
peak pressure in the normal direction, but for the shells of 1mm this increases to three
times larger pressure peaks.
A comparison of the decay of peak pressure of the blast wave between the thin and
thick detonator is shown in figure 4.14 for the case of the aluminium shell. The plot
shows that they deviate only in the near field where the doubling of the thickness leads
to approximately halving of the pressure peak. However, at distances beyond 10mm
the shock pressure is similar for detonators of both thicknesses. This indicates that
the mass of the shell mostly affects the formation regime of the blast wave. Once the
energy of the explosive has been transferred to the surrounding material, the generated
blast wave is similar for both sizes of detonator shell.
Overall, the results indicate that the increased thickness of the shell leads to a
significant reduction in the near field pressure values. This suggests that the detonator
will have lower capability in igniting an explosive. However, the impact of the shell
thickness does not persist into the far field which follows the theme that is observed in
the previous sections. Thus, direct initiation capability tests that consider the blast wave
only at the far field are not able to fully capture the effect of the shell thickness and will
demonstrate little difference in performance between the thin and thick detonators.
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Figure 4.14: Logarithmic plot of the decay of peak pressure of the blast wave with
distance in the normal direction for aluminium detonators of different shell thickness.
4.8 Conclusions
This study investigates the blast wave generated by a detonator underwater and follows
the initiation capability test described in the European standard [11]. This is a direct
test of initiation which has not been shown to correlate with the actual initiation
capability of the detonators. However, it is widely used for assessing detonators and
there exist experimental data for it which motivated its use in this study. The aim is
twofold, to study the blast wave generated by different types of detonators and also to
examine potential shortcomings of using this test for estimating the initiation capability
of detonators.
The design of the detonators is based on actual devices produced by Orica and is
also similar to the design of the reference detonator provided by the European standard.
The explosive used in detonators is usually highly porous because of the manufacturing
methods. In the case of the Orica i-kon II detonator, the density is 1.5 g cm−3 which is
16% lower than the maximum density of PETN. This prompted the use of a porosity
model and the adjustment of the reactive parameters to match experimental CJ values
for this density.
The numerical solution is validated against the experiments of Klapötke et al. [12]
which used detonators of 500mg and 700mg of PETN of the same density as mentioned
above. The numerical results show higher pressure peaks and larger shock energy
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than measured experimentally. This is attributed to imperfections of the experimental
pressure measurement equipment. An experimental study by Zhou et al. [60] examined
the same pressure gauge used in the experiments of Klapötke et al. and showed
that piezoelectric sensors distort the pressure pulse due to their size which results in
increased rise times and reduced pressure measurements as was the difference between
the numerical and experimental results.
The numerical solution of a blast wave generated by a detonator underwater shows
distinct features between the near and far field of the detonator. In the near field, the
blast wave has an ellipsoidal shape and is twice as strong in the axial direction than in
the normal direction. In addition, this region is where the blast wave goes through its
formation regime which is characterized by a slow rate of decay. Once the blast wave
has engulfed a large portion of the surrounding water, it is considered established and
exhibits a faster rate of decay which follows a power law. Finally, as the blast wave
propagates into the far field, the variability of its strength with direction is minimized
and attains a spherical shape.
The analysis into the effect of the metal shell on the generated blast wave has
revealed a common theme. The blast waves produced by the different types of detonators
can have significant differences in the near field, but these are minimized after the
expansion of the wave into the far field. The results show that the pressure pulse in
the far field is similar for all shell materials. In the near field however, the blast wave
is critically different for the case of aluminium which produces a pressure pulse with
double the peak pressure of the denser metals, copper and steel. This is caused by
the larger impedance difference between the water and copper/steel which leads to
stronger reflections within the metal shell and results in blast waves with multiple
peaks. The impact of the thickness of the shell also follows the same theme. In the far
field, the aluminium detonators show very similar pressure pulses for both thin and
thick detonators and for the thicker copper and steel detonators, the reduction in peak
pressure is approximately 5%. Contrary to that, the near field peak pressure of the
pulse is reduced to half in the normal direction and by 20%-35% in the axial direction
for all thicker shells.
The distinct features of the blast wave in the near field play an important role in the
initiation capability of detonators because the initiation of heterogeneous explosives
is believed to depend primarily on the strength of the blast wave. In addition, the
experimental observations of the lower effectiveness of copper detonators compared to
aluminium as well as the change in initiation capability depending on the orientation
of the detonator can be explained by considering the differences in the strength of the
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pressure pulse in the near field. However, this variation in the generated blast wave
does not persist in the far field and is not captured by tests that examine the blast wave
only in the far field. These tests, such as the standard underwater test, would show
similar performance for most detonators which suggests that they are not able to fully
assess the effectiveness of a detonator.
The outcomes of this work highlight the need for experimental studies that consider
the full extent of the blast wave. These require advanced experimental techniques that
are able to capture the short timescales and multi-dimensional character of the blast
wave in the near field. Recent studies have proposed the use of high-speed imaging and
optical techniques [43] which are able to measure the near field blast wave strength
and its variation with direction. A detailed description of the blast wave obtained from
accurate experimental data will provide invaluable insight into the properties of the
blast waves generated by detonators and can be used to validate the results of numerical
studies. Lastly, the utilization of leading experimental techniques will also pave the
way for the development of improved tests that will provide a more comprehensive
evaluation of detonator performance.
The development of new tests will also have to be supported by experiments that
confirm their ability to capture the initiation capability of a device. This is required for
all direct tests that consider the detonator in isolation. In particular, for the class of tests
that consider the blast wave generated by a detonator, it must be examined whether
the distinct features of the blast waves produced by each type of detonator correlate
with their actual initiation capability. Theoretical considerations of shock initiation of
heterogeneous explosives support this connection but it must also be verified through
indirect tests that place the detonator within an explosive. These experiments will
reveal the impact of each aspect of detonator design on the initiation capability and
will allow to evaluate the suitability of a direct test in assessing it.
The next chapter extends the numerical investigation by considering the detonator
within a booster. This configuration is used to initiate mining blastholes but can also be
viewed as an indirect test of initiation capability. The aim is to examine the performance
of the booster and compare the initiation capability of the detonators in the actual
configuration that they are designed to operate in.
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Chapter 5
Performance evaluation of boosters
5.1 Introduction
Mining operations involve drilling holes in the rock, filling them with explosive
and igniting them in a specific pattern designed to increase the efficiency of rock
fragmentation. The explosive that is most commonly used by the mining industry is
ANFO (Ammonium Nitrate mixed with Fuel Oil). It is a very insensitive explosive that
has beneficial safety and usability characteristics, in addition to low cost. However, its
detonation is highly non-ideal with low detonation velocity and poor performance in
small diameters. It requires strong stimulus for initiation and is recommended to use a
three-step initiation train which includes a detonator and a booster.
A booster is an explosive device that is part of the three-step explosive initiation
train. It provides an additional explosive layer between a detonator and a tertiary
explosive to ensure reliable initiation of non-detonator-sensitive explosives. As such,
it has to be sensitive enough to be ignited by a detonator and powerful enough to
provide a sufficient impulse for the ignition of insensitive tertiary explosives such as
ANFO. Similar to detonators, these devices exist in several designs which have different
types and quantity of explosive as well as shell material and shape. Their industrial
design must satisfy a long list of specifications which relate to safety, cost and ease of
use which inevitably leads to compromises in performance.
The study is motivated by the need to assess the performance of these initiation
devices. The detonator and booster configuration have a complex structure which
encumbers any analytical efforts to predict the behaviour of the detonation. Further,
this study is also an extension of the investigation of the previous chapter. As mentioned,
the estimation of the initiating capability of a detonator can be conclusively assessed
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only through experiments involving the explosive it is meant to ignite. In this chapter,
the detonator and booster configuration will be also considered as the simulation of an
indirect test for the initiation capability of the detonators.
The studied configuration includes a detonator which is placed within a secondary
charge. The booster explosive is less sensitive than explosives used in detonators
and is usually a heterogeneous explosive that can exhibit shock desensitization. The
initiation process begins with the ignition of the detonator where a detonation is quickly
established. As it propagates, it generates shock waves in the metal confinement
which are transmitted in the secondary explosive. If these shock waves are not strong
enough to ignite the explosive, they might desensitize it and lead to the formation of
a dead zone within the explosive of the booster. Extensive dead-zones will obstruct
the propagation of the detonation and can be detrimental to the performance of the
booster.
The impact of shock desensitization on mining operations has been considered in
several studies by the mining industry. The investigations have mostly focused on the
effect of shock waves from neighbouring blasts in situations where multiple blastholes
are initiated sequentially [67, 68, 69]. The generated shock waves travel through rock
at high velocities and can reach adjacent blastholes ahead of their initiation. Depending
on the strength of the shock, this can cause an untimely initiation of the blasthole or
desensitization of the explosive and loss of performance of the blast. In addition, it has
been observed that the shock wave can also interfere with the initiating devices such as
the detonator [70] and render them unable to initiate the blasthole.
Shock desensitization can also influence the initiation of the booster by the detonator.
Orica performed internal experimental studies, called aquarium tests, in which they
used ultra-high-speed photography to capture the initiation of a commercial booster
placed underwater. They made observations of the detonation front on the surface of
the booster which demonstrated the complex initiation process as well as indicated
that certain regions of the explosive are desensitized, leading to the formation of
dead-zones. This is also recognized in accompanying numerical investigations in which
it was observed that several regions were not promptly ignited when shocked, because
of low shock strength, and would have been desensitized. However no desensitization
was included in the mathematical model to allow for the complete study of the effect.
The heterogeneous nature of the explosives and the geometry of the booster indicate
that its initiation can be affected by shock desensitization. As seen in the previous
chapter, the blast wave obtained by the detonator has variable strength along its front
which can cause the initiation of a region of the explosive while other regions are
96
5.2. Shock desensitization of solid explosives
desensitized by the weaker parts of the blast wave. However, experimental studies
investigating the initiation of a booster device do not exist in the literature. Experiments
utilizing x-ray or proton radiography can be performed to analyse the extent of reactions
within the detonator and booster configuration and provide valuable insight into the
influence of shock desensitization during the initiation of the booster.
This study employs numerical simulations to study the detonator and booster
configuration based on a design that is used by the mining industry. We consider
the detonators used in the previous chapter inserted within the booster device and
examine their ability to initiate the booster explosive as well as the effect of shock
desensitization on this process. The reactive model is extended with a desensitization
model to account for the effect of shock desensitization. This extension is required
for the Ignition and Growth model to capture dead zone formation as has been shown
by previous studies [23, 14]. The shock desensitization effect and the related model
are discussed in the next section along with extensive validation. Following this, the
booster configuration is presented and examined in several configurations. The study
considers the initiation process of the booster with and without the desensitization
model, for different types of detonators, and for a case of different positioning of the
detonator.
5.2 Shock desensitization of solid explosives
Shock desensitization is the phenomenon where the sensitivity of an explosive is
decreased by the passage of a shock wave that is not strong enough to ignite it. The
degree of desensitization increases with the strength of the shock and can have different
manifestations depending on the setup. For example, desensitization effects include
the delay of shock to detonation transition in the case of double shock initiation and
the quenching of an established detonation when it encounters a desensitized region.
The physical processes behind this phenomenon are quite intricate and despite
studies spanning over five decades, there has not been a consensus on the underlying
causes. However, it is a subject of great interest to the explosives community because of
its wide reaching implications ranging from being a useful safety feature for rendering
explosives difficult to initiate to being a highly undesirable effect in applications
concerned with the performance and efficiency of explosive devices.
Shock desensitization of solid explosives was first mentioned in a study by Campbell
et al. [71] in which they performed experiments on shock initiation of heterogeneous
explosives. The authors observed that the layer of the explosive which was first to
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experience the shock did not proceed to complete reaction and it was deduced that the
shock had desensitized that region.
Subsequent investigations have distinguished between different manifestations of
shock desensitization [72, 5]. In the context of shock initiation, desensitization is
observed in double (or reflected) shock initiation where there is a delay in the transition
to detonation of the explosive compared to single shock case. This suggests that the
first shock has desensitized the explosive making it harder for the second shock to ignite
it. When considering detonation propagation, shock desensitization is expressed as the
quenching of detonation in parts of the explosive that have been previously shocked. In
many occasions, detonation will propagate around these regions and will leave portions
of non-reacted or partially reacted explosive, commonly called “dead zones”.
Multiple experimental studies have investigated shock desensitization and a useful
aggregation of the experimental evidence is provided in the study of Hussain et al. [72].
Double shock initiation experiments have found that if the first shock induces no
reactions by the time the second shock catches it, then the time or distance to initiation
is increased. However, when measured from the catch point, it is almost the same as
initiation from a single shock of the same pressure as the second one. In cases where the
second shock never overtakes the first, such as in reflected shock scenarios, no reactions
are induced in the explosive. This suggests that the initiation of an explosive requires a
single shock of strength above a certain threshold, while splitting it to multiple shocks
will not ignite the explosive even if the final shock is above the initiation threshold.
On the aspect of detonation quenching, Drimmer and Liddiard [73] performed
one of the first experiments involving detonation failure in pre-shocked HMX-based
explosives. Campbell and Travis [74] performed similar experiments on RDX-based
explosives and more recently Vandersall et al. [75] studied the interaction of detonation
with weak shocks in TATB-based explosives. All studies reported that detonation
degenerated into an inert shock for a range of pre-shock pressures that were weak
enough not to induce reactions in the explosive. However, detonation did proceed for
shock pressures below a minimum value. The studies concluded that desensitization is
a time dependant phenomenon were strong shocks lead to faster desensitization and
by extension, faster failure of detonation.
Advances in experimental diagnostics have enabled the study of dead zone formation
and have shown that they occur for all polymer bonded explosives [5]. The usual setup
used in such studies involves an abrupt change in geometry such as an increase in
charge radius which forms a corner. As the detonation moves into the wider explosive
region, it is diffracted and may propagate in the radial direction usually referred to as
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“turning the corner”. In most cases, the detonation in the radial direction is established
at some distance from the corner which results in some parts of the explosive not
reacting. Cox and Campbell [25] performed one of the earliest experiments involving
detonation diffraction and reported dead zone formation in TATB-based explosive.
Similar experiments performed by Held [76] showed dead zone formation in an
RDX-based explosive.
The formation of dead zones in charges with sharp corners is a result of a weak
shock propagating radially as the detonation expands into the wider explosive region.
This shock is not strong enough to induce prompt reactions and results in desensitizing
the explosive. The detonation continues to propagate in the initial direction as well as
expanding radially, at a rate faster than the weak shock. It eventually reaches the outer
boundary of the corner but it is unable to penetrate the desensitized region resulting
in a pocket of non-reacted explosive. The dead zone is more extensive if the corner
is covered with a high sound speed confining material. In this case, the shock wave
formed in the confining material is transmitted into the explosive region along the
corner much earlier than the detonation is able to diffract and reach it. This results in
the desensitization of a large region of the explosive along the corner which might not
be consumed by the detonation.
The processes involved in the formation of dead zones are the result of the complex
interactions between the rarefaction, shock, and detonation waves. The resulting size
and shape of the dead zone is heavily dependant on the fine details of relative timings
and strengths of these interactions. As mentioned in the review paper by Handley et
al. [5], detonation diffraction experiments are very sensitive to initial conditions and
explosive composition and show significant variability between similar experiments.
This sensitivity is observed in the numerical simulations as well which has made this
class of experiments an ideal case for assessing the accuracy and capabilities of reactive
models.
All of the effects of shock desensitization described above have been explained
by the simple notion that shocks which are too weak to induce reactions will instead
desensitize the explosive and that the degree of desensitization will vary depending on
the strength of the shock. However, the underlying cause of shock desensitization of
explosives is still debated between two concepts.
The classic view [74, 77] considers the hotspot mechanisms and advocates that the
weak first shock activates the hotspots in the explosive to a small degree that does
not lead to hotspot coalescence and ignition. When the second shock arrives, the
hotspots are no longer available and initiation fails. This view resides heavily on the
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pore collapse mechanism for hotspot generation and it is assumed that the majority of
the pores are closed by the first shock making them unavailable to subsequent shocks.
In this view, desensitization is a time dependent effect since certain time is required for
the shock to activate the hotspots, similar to the induction time.
The second hypothesis has been proposed by James and Lambourn [13] and is
based on thermodynamic and hydrodynamic arguments. In this view, desensitization
arises naturally when assuming that the reaction rate depends on a thermodynamic
quantity that is greatly reduced behind multiple shocks compared to a single shock.
Such a thermodynamic variable can be temperature or entropy which can been shown
to raise significantly less than pressure behind subsequent shocks and do not provide
sufficient stimulus for ignition. The observed time dependence of the desensitization
is then explained as hydrodynamic effects resulting from the reduced reaction rate
and will also be different depending on how the desensitization manifests, e.g. delay
in run to detonation or detonation quenching. This view is supported by simulations
using temperature and entropy based reaction rates which naturally capture the
desensitization effects as will be discussed in the following section.
The main difference between the two hypotheses is that the classic view considers
the cause of desensitization to be a physical change in the structure of the explosive
which is time dependant, while the new view assumes that the reaction depends on a
thermodynamic quantity that is not sufficiently increased by secondary shocks. Further
experimental and numerical investigations are required for settling this debate which is
related to the need for a deeper understanding of the shock initiation mechanisms in
solid explosives. It is also possible that the two concepts are not competing, as they
have been presented, but are in fact compatible and can be fused to provide a complete
picture of the desensitization processes. It should be noted that A.W. Campbell who
introduced the idea of the deactivation of hotspots, also mentions the reduction of shock
temperature as a cause of the higher induction times in double shock initiation [74].
5.3 Mathematical model of desensitization
The traditional development of reaction models relies mostly on run to detonation and
velocity of detonation experimental data for their calibration. Effects of shock desensiti-
zation such as delayed initiation or dead zone formation were not considered. Owing to
better diagnostic methods and to a range of new experiments involving desensitization
effects, there has been an increased interest in investigating the capabilities of reactive
models on such configurations. The wealth of experimental data produced is being
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used to assess, calibrate and develop new reaction models.
Popular pressure-based reaction rates, such as I&G have been quite successful in
matching shock initiation and detonation propagation experiments, but have been
unable to capture desensitization effects. Aslam et al. [78] evaluated different reactive
models by comparing them with experiments of multiple shocks and isentropic compres-
sion of PBX-9502. These experiments generated pressures of more than 20GPa in the
explosive which would normally cause a prompt run to detonation if attained through
a single shock. However, the multi-shock and nearly isentropic compression did not
initiate any reactions in the explosive. The study considered the pressure-based models
Ignition and Growth [41], WSD [79], and WSD extended for desensitization [80] as
well as the entropy based model CREST [3]. Results confirmed that pressure-based
models predict detonation in all cases where pressure rises above a threshold regardless
of the process that has lead to this increase, whereas the entropy-based model produced
the best match to the experimental results.
Tarver [24] has presented numerical results from the I&G for the hockey puck
configuration where dead zones were experimentally observed. The simulations show
good agreement with the breakout times of the diffracted detonation and even report
the formation of dead zones. However, subsequent investigation by Kapila et al. [23]
showed that the dead zones are not sustained and in fact they are quickly consumed as
the detonation expands around the corner. These results further reinforce the notion
that pressure dependence makes the reaction models too reactive in situations where
shock desensitization occurs.
While the original pressure-based reactive models have been unsuccessful in
capturing desensitization, there has been a large number of enhancements aimed to
replicate desensitization effects with pressure-based reaction rates. Initial efforts used
switches to deactivate reaction if a critical range of shock compression is generated in
the explosive [81]. However, these cannot replicate the time dependence observed in
detonation quenching experiments. A more sophisticated approach was proposed by
DeOliveira et al. [14] which suggested the addition of a desensitization parameter that
is advected with the flow coupled with a desensitization rate similar to the reaction
rate. This modification has managed to match experimental results for detonation
quenching [75] and corner turning [82] in TATB-based explosives.
Despite the success of the desensitization models for pressure-based reaction models,
their introduction requires a desensitization rate formulation and an adjustment of
the reaction rate for which not much is known. In addition, the introduction of new
parameters requires calibration for each explosive and it is possible that different
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applications will require different parameters, similar to the need for different initiation
and propagation parameters for I&G. For example, the parameters by DeOliveira were
reported by Tarver [25] to produce heavier desensitization in the case of the Jack Rabbit
experiments whereas Vandersall et al. [75] had to slightly increase desensitization to
better match the experimental data for the same explosive.
The use of a desensitization model to reproduce the effects of desensitization
follows from the classical view that desensitization is caused by the activation of the
available hotspots in the explosive. However, reaction rates dependant on entropy or
temperature have been shown to account for desensitization naturally. In particular,
the entropy-based reaction model CREST has been shown to agree with experimental
corner turning data at different initial temperatures [83] using one set of coefficients.
This has given rise to an alternative theory for the cause of desensitization, as discussed
in the previous section.
In essence, the different methods of modelling desensitization emerge from the two
views on the cause of desensitization. The question of which is the most appropriate
method will be addressed by the outcome of the debate between the two hypotheses.
Further investigations are required to provide conclusive arguments.
5.3.1 The desensitization model by DeOliveira et al. [14]
The Ignition and Growth reactive model has been quite successful in modelling
detonation and a large range of explosives have been calibrated for this reactive model.
However, its dependence on local pressure makes it unable to capture desensitization
effects. A proposed desensitizationmodel [14] has showed promising results in capturing
dead zone formation. This will allow the use of the extensive I&G parameter sets to
applications involving desensitization phenomena.
The proposed desensitization model is based on the concept that two competing
transformations are taking place when an explosive charge is shocked [77]. One is
the chemical transformation which turns reactants into products with the release of
energy and the second is a mechanical transformation that activates the hotspots
and progressively makes the explosive less sensitive. In this view, reactions and
desensitization behave similarly which warrants similar treatment. The desensitization
model introduces a desensitization parameter 휓 ∈ [0, 1] that is advected in the flow
∂휓
∂푡
+ u∇휓 = C, (5.1)
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where 휓 = 0 represents the pristine explosive and 휓 = 1 represents the completely
desensitized state. The inclusion of this variable in the hybrid model (chapter 2), is
done by combining it with the continuity equation for the reactive material, similar to
the reaction progress variable which yields
∂푧휌1휓
∂푡
+ ∇ · 푧휌1휓u = 푧휌1C. (5.2)
This introduces a desensitization rate C for which DeOliveira et al. proposes the
form
C= 퐴푝(1 − 휓)(휓 + 휀), (5.3)
where 푝 is local pressure, 퐴 is a constant representing the strength of the desensitization
and 휀 is a small number required for the desensitization rate to produce non-trivial
solutions at휓 = 0. The form of the desensitization rate is parabolic concave down which
means that it is minimum at the least and most desensitized states and has a maximum
at the midpoint of 휓 = 0.5. There is no physical justification behind this choice. In fact
the rate being lowest at the beginning is counter-intuitive when considering that the
closure of pores is assumed to be the strongest cause of desensitization. Compression of
a porous material requires the least energy at the beginning and progressively becomes
harder as it is compacted. Thus the desensitization rate should have a maximum during
the initial compression and decrease as desensitization increases.
Further, the linear dependence on pressure is contrary to experimental studies.
Campbell and Travis [74] and later Mulford et al. [84] found that pressure 푝 and time
to desensitization 휏 are related by an expression of the form
푝푚휏 = 푐 (5.4)
where 푚 and 푐 are constants. The exponent was found to be 푚 = 2.2 for HMX-based
PBX9404 which suggests that the addition of an exponent on the pressure dependence
will allow it to calibrate to experimental data more accurately.
The parabolic form of the desensitization rate has proven useful in the numerical
modelling of desensitization despite having no physical justification. In its suggested
form, the desensitization rate does not depend on the reaction progress variable and
the desensitization proceeds independently of whether the reactant is being consumed
or not. The minimal desensitization rate when the material is pristine, allows for the
reactions to be initiated undisturbed if the stimulus is above the initiation threshold.
This ensures that the desensitization model does not alter the standard I&G detonation
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initiation and propagation characteristics in regimes where the desensitization does not
have an effect. For prompt initiation, the reaction progress variable 휆 should increase
faster than the desensitization variable 휓. If, instead, the desensitization variable grows
faster than the reaction variable, it will hinder further growth of the reaction and either
fail to initiate or quench the detonation.
Another numerical advantage of the parabolic form is that the differential equation
can be solved analytically which would allow for its quick and accurate numerical
update without the need for numerical solution algorithms. The differential equation
푑푦
푑휏
= 퐴푝(1 − 푦)(푦 + 휀) →
∫ 휓
휓0
푑푦
(1 − 푦)(푦 + 휀) =
∫ 푡
0
퐴푝푑휏, (5.5)
yields
휓(푡) =
exp(퐴푝푡(1 + 휀)) + 휀휓0−1휓0+휀
exp(퐴푝푡(1 + 휀)) − 휓0−1휓0+휀
, (5.6)
which is used to update the desensitization variable at each time step.
The desensitization model also modifies the reaction rate so that it also depends
on the desensitization parameter. The modifications by DeOliveira et al. [14] aim
to increase the ignition threshold and inhibit the growth terms. This is achieved by
replacing the constant 훼 in the I&G rate with the function
훼(휓) = 훼0(1 − 휓) + 훼1휓, (5.7)
where 훼0 is the original threshold and 훼1 is a newly introduced constant that represents
the ignition threshold of the completely desensitized explosive. In addition, the lower
limit of the growth term is increased by the introduction of a minimum value of reaction
progress before it is activated. This term is set to
휆min퐺1 = 휆푐휓, (5.8)
where 휆푐 a constant. Even though the original study suggests this restriction only for
the first growth term, since the second already has a usually high 휆min퐺2 threshold, our
implementation sets the lower threshold for the second growth term to be the maximum
between the original I&G parameter and the value of equation (5.8) to ensure that no
growth terms are activated below the desensitized threshold regardless of the original
I&G parameters.
Overall, the desensitization model introduces four new parameters. Two relating to
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the desensitization rate and the two for the inhibition of the reaction rate. The rate
parameters can be found using data of time to desensitization over input pressure for
which experiments have been performed for a few explosives. The calibration usually
concerns parameter 퐴 since 휀 is only required to be a small number. However, as
previously mentioned, experiments suggest that the desensitization time and pressure
are related with an exponent which can be added to the desensitization rate for a more
faithful representation of the experimental data as suggested by Hussain et al. [72].
The parameters for the adjustment of the reaction rate are more arbitrarily deduced.
Experiments investigating the increase in the threshold of initiation for completely
desensitized explosive can be used to determine parameter 훼1 while the restriction of
the growth terms is chosen so that experiments involving formation of dead zones are
matched.
5.4 Validation
The study of desensitization and formation of dead zones usually involves the diffraction
of a detonation wave at a sharp edge, known as corner turning experiments. The
desensitization model implemented for this study is validated through a series of test
cases involving this geometry starting with the hockey puck geometry which was used
in the study introducing the desensitization model. Two variations of the material of
the corner are considered. One has rigid walls, as in the original work of DeOliveira et
al. [14] and the second has steel, modelled as an elastic-plastic material. Lastly, the
implementation is assessed in the case of the Jack Rabbit experiments which provide a
much more challenging configuration and for which there is useful experimental data.
The numerical computations involving the desensitization model require the use
of appropriate resolution to exhibit the intended phenomenology of the model. This
is inherited from the original I&G reaction model which also requires finely resolved
simulations to capture the phenomenology that is designed into the equations. Thus,
this validation section also aims to explore the resolution required to adequately capture
the reaction and desensitization processes.
5.4.1 Detonation diffraction around a rigid corner
The hockey puck configuration considered here is shown in figure 5.1. It follows the
experiment by Souers et al. [85] which used a cylindrical LX-17 explosive charge with
a coaxial cylindrical cavity of 푅 = 19.05mm in radius and 퐿 = 15mm in length. The
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푧
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Figure 5.1: A two-dimensional illustration of the axisymmetric hockey puck config-
uration. It involves a cylindrical disk of radius 푅 and height 퐿 which is surrounded
by explosive. The detonation is initiated by a hemispherical region of high pressure
positioned in the middle of disk’s top surface.
LX-17 is initiated by a hemispherical TATB charge embedded within the LX17 at the
base of the cavity. The experimental study used streak cameras to record breakout
times along the side and base of the charge as well as x-ray photography to examine
the detonation front. Results showcased the formation of dead zones in LX-17.
Figure 5.2 shows numerical results for the hockey puck configuration using rigid
walls, as done in the study by DeOliveira. The setup is axisymmetric and the explosive
is initiated by a hemispherical region of 7.68mm in radius filled with products at the
pressure of 31.46GPa and positioned at the base of the cavity. This setup causes the
formation of a hemispherical detonation that is well established when it reaches the
corner at 푡 = 1.6 µs as seen in the first plot of figure 5.2.
Subsequently, the detonation is diffracted and while it continues to propagate
undisturbed in the region above the corner, it is weakened as it expands around the
corner. The reactions stop and a curved inert shock emanates from the corner which
compresses and desensitizes the explosive as can be seen in the second frame. As
the detonation continues to propagate radially outwards it expands and approaches
the corner. Since it travels faster than the inert shock, it manages to go around
the desensitized region and eventually touch the corner. This forms a region in the
explosive where no reactions have taken place. Even the stronger shock reflected
once the detonation hits the wall is not sufficient to overcome the increased reaction
threshold and the resulting dead zone persists as seen in the last plot of figure 5.2.
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(d) t=3.3µs (e) t=3.8µs (f) t=4.8µs
Figure 5.2: Plots of pressure from the numerical solution for the hockey puck con-
figuration used in the experimental study by Souers et al. [85]. The shaded region
represents areas where the explosive has not reacted (dead zone) and the resolution is
Δ푥 = 10 µm. The weak lateral shock produced after the detonation reaches the corner
leads to the desensitization of the explosive and the formation of a dead zone.
(a) Δ푥 = 40 µm (b) Δ푥 = 20 µm (c) Δ푥 = 10 µm
Figure 5.3: Increasing resolution plots for the numerical solution of the hockey puck
configuration at time 4.8µs. The resulting dead zone is not adequately capture with
resolutions of 40µm or more. The solution shows adequate convergence for cell size of
20µm.
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The computational mesh used in this validation case had a cell size of 160µm and
was adaptively refined using two levels of refinement by a factor of four each resulting
in an effective resolution of 10µm and was selected based on a convergence study.
Figure 5.3 shows the resulting pressure field and dead zone for increasing resolution.
The shape of the dead-zone requires at least 20µm to converge while the position and
shape of the detonation front has sufficiently converged even for the 40µm resolution.
It should be noted that for resolutions of 80µm or lower, the explosive is immediately
desensitized, before the hemispherical detonation is established. This reinforces the
notion that the effect of the desensitization model requires significant resolution to
manifest and even more resolution to ensure convergence. The results presented in
this section can be directly compared to the example used in the study by DeOliveira et
al. [14]. The results are very similar which validates the implementation used in the
study.
5.4.2 Detonation diffraction around a solid corner
We consider the same configuration as used in the previous section but with a solid
material replacing the rigid corner. The material is steel and is governed by the
elastic-plastic formulation along with the hyperelastic EOS and parameters given in
the study of Barton and Drikakis [16] and the perfect plasticity model of constant
yield stress [17]. The addition of a high sound speed and high impedance material in
the corner means that the shock wave formed in the confining material will be fast
enough to reach the explosive in the region shadowed by the corner ahead of the weak
lateral shock resulting from the diffraction of the detonation. This has the potential to
desensitize a larger portion of the explosive and produce a larger dead zone.
The explosive is initiated by a hemispherical region of high pressure products as
in the previous section. Figure 5.4 plots the numerical solution of the detonation
diffracting around the solid corner at selected times. Initially, the propagation of
the detonation along the steel disk generates a shock wave in the solid. This shock
propagates within the solid to reach the vertical side of the corner and transmit a shock
in the explosive. This is in addition to the lateral shock formed by the diffraction of the
detonation. These two shock waves are not strong enough to induce reactions in the
explosive and they jointly desensitize the explosive.
In subsequent times, the detonation expands and propagates round the corner. It
does not penetrate the desensitized region where it is quenched and degenerates into
an inert shock wave. Plot 5.4e illustrates the complex wave structures formed after the
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Figure 5.4: Plots of the pressure field from the numerical solution of the hockey puck
configuration with a solid corner. The shaded region represents non-reacted regions of
the explosive and the resolution is Δ푥 = 10 µm. The shock wave formed in the solid
material is transmitted into the explosive along the vertical side of the corner. This
desensitizes the explosive region and leads to the formation of a dead-zone.
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(a) Δ푥 = 40 µm (b) Δ푥 = 20 µm (c) Δ푥 = 10 µm
Figure 5.5: Increasing resolution plots for the numerical solution of the hockey puck
configuration with a solid corner. The solution has sufficiently converged even for the
resolution of 40µm.
diffraction of the detonation. The shock wave transmitted from the solid produces an
oblique shock in the explosive that has propagated farthest from the corner. Upstream
of it, the curved inert shock generated at the corner follows and forms a Mach stem as
it interacts with the oblique shock. The pressures generated in these regions have not
exceeded the initiation threshold and no reactions have occurred. However, the region
is completely desensitized and the expanding detonation upstream is quenched as it
encounters this region. The locus of interaction between the Mach stem formed by the
two inert shock waves and the detonation is approximately the boundary of the formed
dead zone.
The configurations of rigid and solid corner show differences in both the diffraction
of detonation and the formed dead-zone. Initially, the detonation reaches the corner at
similar times with the detonation in the solid corner slightly behind because of the loss
of a fraction of energy in deforming the solid. However, the detonation around the solid
corner expands faster than around the rigid corner because the solid corner has become
slightly rounded by the passage of the detonation. Already at 2.6µs after initiation, the
detonation in the solid corner configuration has acquired significant curvature while
in the rigid case, detonation has not been established below the height of the corner.
Consequently the dead zone formed next to the solid corner is smaller than in the
case of the rigid corner. However, the dead zone next to the solid corner is longer in
height due to desensitization by the oblique shock wave transmitted from within the
solid. Overall, the deformation of the solid corner leads to a weaker diffraction of the
detonation wave and the formation of a smaller dead zone.
A convergence study was performed for the configuration of the solid corner and
can be seen in figure 5.5. The numerical solution of this configuration seems to have
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adequately converged for a resolution of 40µm even in terms of the shape of the dead
zone. This indicates that the resolution required for convergence depends on the shape
complexity of the dead zone. As this can not be determined a priori, appropriate
resolution studies are required for each application.
5.4.3 The Jack Rabbit experiments
The desensitization model is further validated against the so-called “Jack Rabbit”
experiments performed at the LLNL[86]. These are a series of five experiments (PT3-7)
with a complex setup that have been specifically designed to assess mathematical
models of detonation in terms of detonation diffraction and desensitization. Several
studies has considered the numerical simulation of these experiments using the most
popular reactive models, including the one used in this study [25] as well as CREST [83]
and more recently WSD(T) [87]. These studies have shown reasonable agreement with
the experiment but neither has a complete match. In addition, the discrepancies vary to
different degrees for each configuration. It is overall accepted that the numerical results
are very sensitive to EOS and reaction rate parameters and that careful calibration is
required for a more accurate match.
The configuration of this experiment can be seen in figure 5.6. The detonation is
initiated at the centre of the uTATB charge and develops a hemispherical detonation
front that is transferred to the LX17 charge. The existence of the steel plate forces the
detonation to diffract around it while a shock propagates through the steel plate and
into the explosive region between the two plates. The shock is designed to be weak
enough to desensitizes the explosive in that region. When the detonation reaches the
desensitized explosive it is quenched which leaves a non-reacted portion of explosive.
The experimental setup used photon Doppler velocimetry (PDV) to measure the axial
velocity along the lower aluminium plate in addition to x-ray photography.
The numerical simulation of the complex processes involved in the Jack Rabbit
experiments requires that the setup and the material parameters used are a faithful
representation of the actual configuration. Thus, both of the explosives were modelled
as a two phase reactive material using the hybrid multiphase model without an inert
phase. The parameter sets for the explosives ultra-fine TATB and LX-17 were taken
from the study of Tarver[24] and the desensitization parameters from DeOliveira et
al. [14]. The solid disks were modelled with the elastic-plastic formulation as mentioned
previously.
Figure 5.7 shows the numerical solution at selected times for the PT5 configuration.
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Figure 5.6: Illustration of the axisymmetric configuration used in the Jack Rabbit
experiments. It involves a hemispherical ultra-fine TATB charge placed on top of a
steel disk. These are embedded in a cylindrical LX-17 charge with aluminium plates
at its bases. The uTATB is initiated by a detonator housed in the steel plate which is
represented in the simulations by a high pressure region (grey area). The setup is
designed to produce a weak shock in the region between the steel and aluminium plates
which will desensitize the explosive there, before the detonation is diffracted around
the steel disk and into that region. The points on the outer surface of the aluminium
disk indicate the positions where the speed of the plate is measured. The distances
correspond to the E5 variation (other versions have different values but same setup).
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Figure 5.7: Plots of density from the numerical solution of experiment PT5 of the Jack
Rabbit experiments [86]. As the spherical detonation propagates along the steel disk,
an inert shock is transmitted into the explosive on the other side of the disk. This
desensitizes a large region of the explosive which remains non-reacted as was seen in
the experiment.
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Figure 5.8: Comparison of experimental (solid lines) and numerical results (dashed
lines) for the Jack Rabbit experiment PT5. The plot shows axial velocity measured at
given radial distances from the centre of the aluminium plate.
The detonation in the hemispherical charge was initiated by a small region of high
pressure uTATB products. This was embedded in the steel disk as was the detonator
used in the actual setup. The first plot shows the detonation wave establishing in the
ultra-fine TATB. It is then transmitted into the LX-17 and propagates along the steel
disk. At the same time, a shock has formed in the steel plate which propagates through
the material and is transmitted into the lower explosive region, between the two disks.
It does not induce any reactions in the explosive but completely desensitizes a large
region of the explosive between the two disks.
Once the detonation has reached the corner, it is diffracted and a weak shock
forms which desensitizes a small pocket of explosive similar to the cases discussed
in the two previous sections. This is in addition to the larger region of desensitized
explosive between the metal disks. As the detonation turns around the steel plate and
moves into the desensitized region, the reactions stop and it is reduced to an inert
shock propagating in the reactant. The inert shock wave moves towards the axis of
symmetry of the configuration while a detonation propagates radially outwards into
the undisturbed explosive. This is evident by the curved shape of the lower aluminium
plate caused by being pushed with different force depending on whether the detonation
or the inert shock is propagating along it. The point where there is a change in the
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curvature of the aluminium disk indicates the approximate radial extent of the dead
zone. Meanwhile, the inert shock propagating in the desensitized region is focused
on the axis of the configuration which strengthens it and initiates reactions in that
region. However, it is promptly extinguished as it begins to propagate outwards and
degenerates into an inert shock once again as seen in the last plot of figure 5.7.
The comparison between the numerical and experimental axial velocity values and
resulting dead zone for the PT5 experiment is shown in figures 5.8 and 5.10. Our results
show good agreement with the experiment in terms of peak axial speeds and resulting
dead zone. The detonation first impacts the aluminium plate somewhere between the
45mm –55mm as in the experiment. In terms of jump off times, best agreement is
seen for positions ahead of the point of first impact, in which the detonation propagates.
However, the numerical solution shows a slightly slower propagation of the detonation
as indicated by the increasing discrepancy in larger radial distances. This fact, in
conjunction with the somewhat bigger dead zone of the numerical solution indicate that
the desensitization parameters should be adjusted to produce less desensitization, as is
also mentioned by Tarver [25]. In the region where the inert shock propagates (inside
the point of first impact), the numerical solution predicts a faster travelling shock wave
than seen in the experiment. This indicates that a calibration of the reactants EOS is
required for a more accurate prediction. It should also be noted that the ignition seen
at the region near the axis of the plate caused a rapid increase of the velocity at the
centre of the plate which is also seen in the experimental results.
Similar results are seen for the case of the PT6 experiment which are compared with
the experimental values in figure 5.9. This configuration has twice the distance between
the steel and aluminium disk compared to the PT5 experiment but the same radius
for the steel disk. This means that the point of first impact of the detonation on the
aluminium plate is similar to before. However, the detonation manages to propagate
further inwards in this configuration since the inert shock did not have the time to
cover the whole region between the metal disks. A discrepancy with the experimental
values is seen in later times where the ignition of some explosive as the shock wave is
focused on the axis of the setup causes a large increase in the axial speed which greatly
exceeds the experimental value.
A final distinction between the numerical and experimental results is seen in the
speed of the aluminium plate after the initial peaks. The experimental data show
constant velocity for the plate whereas the numerical results predict oscillating values.
The oscillations of the numerical simulation are considered physical and are caused
by the consecutive reflections of the shock wave inside the aluminium plate. The lack
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Figure 5.9: Comparison of experimental (solid lines) and numerical results (dashed
lines) for the Jack Rabbit experiment PT6 similar to figure 5.8
Figure 5.10: Comparison of dead zone formed in experimental (left) and numerical
results (right) for the Jack Rabbit experiment PT5.
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(a) The numerical axial velocities obtained with a resolution of Δ푥 = 20 µm (solid lines) and of
Δ푥 = 40 µm (dashed lines).
(b) Δ푥 = 80 µm (c) Δ푥 = 40 µm (d) Δ푥 = 20 µm
Figure 5.11: Plots of increasing resolution for the numerical solution of the PT5 Jack
Rabbit experiment.
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of oscillations in the case of the experiments is probably caused by spallation. As the
plate is bent, fragments break off and interfere with the velocimeter which registers
the constant velocity of the fragments instead of the plate velocity.
A convergence study for this configuration can be seen in figure 5.11. This shows
that the solution has converged for the resolution of Δ푥 = 40 µm both in terms of the
resulting dead-zone and of the axial velocities. As seen for previous configurations
as well, the effect of desensitization is not properly captured for the resolution of
Δ푥 = 80 µm where the detonation is quenched before it turns the corner. This
contradicts the study by Tarver [25] which used a resolution of Δ푥 = 100 µm to perform
the same study.
5.4.4 Desensitization model parameters for composition B
The most common explosive used in mining boosters has been composition B (RDX,TNT)
which is progressively being replaced by pentolite (PETN,TNT). For both of these
explosives there exist validated parameter sets for the regular Ignition and Growth
reactive model. However, the desensitization model of DeOliveira et al. [14] has only
been used for the TATB-based explosive LX-17 and no parameters exist for either of
these explosives. Fortunately, one of the original studies on shock desensitization had
used composition B [74] and includes the necessary experimental data to determine
the parameters for the desensitization model. Furthermore, dead zone formation in
composition B has been observed experimentally which allows for the validation of the
selected parameters. For these reasons the study of the booster configuration considers
composition B as the booster explosive instead of pentolite.
The desensitization rate requires two parameters, 퐴 and 휀. These were determined
based on the experimental data on desensitization time over shock pressure taken from
the study of composition B-3 (60/40 RDX/TNT) of initial density 1.737 g cm−3 [74].
The study provides just two data points but the form of the desensitization rate does not
allow for both to be satisfied as discussed in section 5.3.1. Parameter 휀 is only required
to be a small number so 휀 = 10−3 is chosen as in the original study. Parameter 퐴 is
chosen so that it is equally close to both experimental data points. This yields a value
of 퐴 = 3.5 × 10−3 Pa−1 s−1.
The parameters for equation of states and reaction rate for composition B are taken
from the study of Urtiew et al. [88] which considered a 63/36/1 RDX/TNT/wax variant
of composition B with initial density 1.717 g cm−3. The density threshold for initiation
was set so that it can be ignited by shock waves of 0.5GPa or stronger. This does not
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Figure 5.12: Contour plot of reactants mass fraction variable at 휆 = 0.5 which depicts
the dead zone formed in composition B once the detonation diffracts into the wider
cylindrical charge. Three solutions of increasing resolution are shown, starting with
the Δ푥 = 40 µm (blue dotted line), Δ푥 = 20 µm (green dashed line) and Δ푥 = 10 µm
(red solid line).
agree with the study of Campbell and Travis [74] in which shock waves up to 2.4GPa
did not ignite the explosive. The discrepancy is attributed to the different composition
B variant used for each study. To ensure that the desensitization behaviour is replicated,
the density threshold of the pristine explosive was raised to 훼0 = 0.1 so that shock
waves of approximately 2GPa do not ignite it.
The next two parameters required for the desensitization model correspond to the
change of the reaction rate when the explosive is desensitized. These are 훼1 which
represents the increased density threshold for initiation and 휆푐 which restricts the
growth terms until some reactions have occurred. There is no proper method for
determining these parameters and following the example of DeOliveira, they are chosen
so that they reproduce dead zones in configurations that have been experimentally
observed to produce them.
The experimental study on dead zone formation in composition B was performed by
Held [76]. The author used a semi-cylindrical charge of a variation of the composition
B explosive that had RDX/TNT ratio of 65/35 and an average density of 1.72 g cm−3.
The charge had a radius of 29mm and was initiated by a cylindrical charge of 95/5
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RDX/wax and a radius of 4mm. The detonation from the small charge passed into the
semi-cylindrical charge where it was diffracted and was recorded using a streak mask
positioned on the flat surface of the semi-cylindrical charge. The results confirmed the
formation of a dead zone and measured a corner turning distance somewhere between
8mm –10mm.
The parameter values 훼1 = 0.5 and 휆푐 = 0.2 were found to reproduce the formation
of a dead zone for the configuration used in the experimental study by Held [76]. The
dead zone formed in the simulation is shown in figure 5.12 for solutions of increasing
resolution. It should be noted that the configuration used in the simulation has a
complete cylindrical charge instead of a semi-cylinder. This was chosen to allow for an
axisymmetric two-dimensional domain. Thus, it is expected that the resulting dead
zone will be smaller than in the experimental study due to additional release waves
that weaken the detonation in a semi-cylindrical charge.
5.5 The booster configuration
The configuration considered here is inspired by the 400 g Global Booster produced by
Orica. The actual booster is made of multiple parts and has a complex design to allow
for the use of different types of detonators, detonator cord and even a sensitizing PETN
bottle. The design adopted here is simpler and axisymmetric to allow for a solution in
a two-dimensional domain and make high resolution simulations possible.
The booster is made out of an outer shell filled with the explosive and a cap on
top. There is a cylindrical cavity along the axis for placing the detonator. The shell
has a cylindrical shape of 25mm in radius and 130mm in length with a rounded lower
corner of radius 20mm and is made from a thermoplastic polymer of 1mm in thickness.
It is modelled as a fluid using the Euler equations and the shock Mie-Grüneisen EOS
with parameters corresponding to PMMA from the work of Hamada et al. [89]. The
high pressures that are imparted by detonation waves justify the assumption of purely
fluid behaviour given the low yield strength of plastics.
The booster explosive is composition B which has been extensively used in mining
boosters and for which there exist validated reactive parameter sets and extensive
experimental studies. The parameter set was taken from the study of Urtiew et al.[88]
and the desensitization model parameters were determined as described in section 5.4.4.
The initial density of composition B is 1.717 g cm−3 and the volume of the booster is
233.36 cm3 which translates to approximately 400 g as in the Global Booster produced
by Orica.
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Figure 5.13: The booster and detonator configuration have an axisymmetric design
which is based on actual devices used in the mining industry. The booster has a plastic
shell (shown in grey) and is filled with approximately 400 g of composition B (not
shown). The detonator is placed inside the booster charge and is made of a metal shell
(shown in purple) and contains 780mg of PETN.
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The design of the detonator also follows the specifications of an industrial detonator
and specifically of the i-kon II by Orica. This has a copper shell of 3.3mm in radius and
89mm in length with a thickness of 0.5mm. It is filled with 780mg of the explosive
PETN which is placed at the base of detonator, deep inside the booster explosive. The
PETN is modelled as a two phase explosive with the I&G reactive model and parameters
from the study by Tarver et al. [56]. The explosive charge is sealed with a copper cup
of 6.2mm in length. The metal shell and cup of the detonator are both modelled with
the elastic-plastic formulation as in the previous chapter.
The assembled configuration of booster and detonator is initiated by a small
hemispherical region of high pressure PETN products as shown in figure 5.13 (with red).
The expansion of the products leads to a prompt detonation of the PETN detonator
charge which generates a shock in the detonator shell and subsequently in the explosive
of the booster. The material surrounding the booster is water which emulates aquarium
tests used for performance assessment of explosive devices. The water is modelled with
the inviscid Euler equations and the stiffened gas EOS with parameters given in table
4.3. The numerical solution was computed with a resolution of 40µm which was found
adequate for the convergence of the detonation front and formed dead zones.
5.6 Initiation of the booster without desensitization
The study of the booster configuration begins by considering the initiation processes
without accounting for desensitization effects and modelling the explosive with the
regular pressure-based I&G reaction rate. This aims to investigate the already intricate
processes involved in the initiation and propagation of a detonation in the booster and
to allow for comparisons and evaluation of the impact of desensitization.
The initiation of a booster depends on several factors in addition to potential
desensitization effects. Initially, the impulse generated by the detonator must lead
to a run to detonation distance that is well inside the boundaries of the explosive.
Also, the established detonation should have curvature that does not exceed the limits
for a self-sustained detonation. This will determine the ability of the detonation to
diffract and establish a self-propagating detonation upstream of the detonator. Lastly,
as the detonation propagates in the explosive, additional waves are generated from the
interaction with the material boundaries of the detonator and the booster shell. These
waves disturb the flow behind the detonation and have the potential to interfere with
the reaction zone and influence the propagation of detonation.
An ideal initiation of the booster will lead to the detonation of the entire explosive of
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the booster and extract the maximum energy from the device. This will depend on the
characteristics of the detonator and explosive in the booster but also on the geometry
and size of the booster charge. The impact of desensitization effects on the initiation
processes will likely be a delay in the run to detonation, slow detonation diffraction
and most critically, the formation of regions of non-reacted explosive. However, the
proper assessment of the impact of desensitization must first establish the characteristic
features of the initiation process without the influence of desensitization effects, which
is done in this section.
The booster configurations considered involve the regular detonator of 0.5mm in
thickness with either aluminium, copper or steel shell. The initiation of the booster
with the aluminium detonator is shown in figure 5.14. The impulse produced by the
detonator leads to the formation of an extensive detonation front mainly downstream of
the detonator while a shock of approximately 1GPa –3GPa (at 3µs) is transmitted from
the sides of the detonator and propagates upstream without inducing reactions. The
detonation quickly expands and increases its curvature. An upstream and downstream
front have been established by the time it reaches the outer shell of the booster as
seen in plot 5.14b. In subsequent times both fronts continue to propagate undisturbed
until all of the explosive is consumed. A curved shock front is transmitted into the
surrounding water which expands outwards and is supported by the expansion of the
explosive products.
The booster with the copper detonator is shown in figure 5.15. In this setup, the
detonation of the base charge in the detonator induces a weaker pulse in the explosive
of the booster. This is caused by the larger impedance difference between the cooper
shell and composition B as was also observed in the study of the isolated detonators in
section 4.6. The buildup to detonation is slower and the run to detonation distance
is larger. Nevertheless, a detonation is established which progressively expands and
attains enough curvature to propagate upstream before it reaches the boundary of the
explosive. The detonation upstream propagates through a large region of previously
shocked explosive. The shock strength is less than from the aluminium detonator and
in the range of 1GPa –2GPa. However, the detonation is not affected by desensitization
effects since the pressure-based reactions are activated regardless of the state of the
explosive ahead.
In both considered cases, the booster explosive was completely consumed. The
copper detonator caused slower formation of the detonation but apart from a time
delay, the pressure pulse generated in the surrounding water was similar. The results
of this section have shown that the detonator and booster configuration do lead to
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Figure 5.14: Plots of density depicting the initiation of the booster explosive from an
aluminium detonator without accounting for desensitization. A detonation is promptly
established and propagates through the entire charge.
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(a) 푡 = 3 µs (b) 푡 = 5 µs (c) 푡 = 7 µs (d) 푡 = 9 µs
Figure 5.15: Plots of density depicting the initiation of the booster explosive from a
copper detonator without accounting for desensitization. The detonation is established
at a slower rate compared to the aluminium configuration but also manages to diffract
upstream of the detonator and consume the entire booster charge.
successful initiation but have indicated that the parts of the explosive were subjected to
pre-shocking which has the potential to desensitize the explosive.
5.7 The effect of detonator shell material
Having examined the initiation of the booster for the case where the explosive is
modelled with the regular I&G reactive model, we now include the desensitization
model and investigate the influence of the desensitization phenomena on the initiation
processes. The configurations considered are similar to the previous case where the
material of the detonator is altered between aluminium and copper that is commonly
used in industrial detonators and steel. Steel has a speed of sound that is roughly in
the middle of the values of copper and aluminium and with a high density (similar to
copper), it has higher impedance than the other two metals.
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(a) 푡 = 3 µs (b) 푡 = 5 µs (c) 푡 = 7 µs (d) 푡 = 12 µs
Figure 5.16: Plots of density depicting the effect of desensitization on the initiation of
the booster explosive from an aluminium detonator. Part of the explosive is desensitized
by the shock transmitted from the side of the detonator and remains non-reacted while
the detonation propagates around it and consumes most of the booster charge.
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Figure 5.16 shows plots of the initiation of the booster by the aluminium detonator.
The ignition of the detonator generated an impulse in the booster and lead to the
formation of a detonation that is virtually indistinguishable from the case of no
desensitization in early times. In fact, the initiation of the explosive in the area
downstream of the detonator is the same as in the case of no desensitization. However,
the upstream area shows distinct behaviour as is evident 5µs after initiation, in figure
5.16b. The inert shock transmitted from the side of the detonator has desensitized
part of the explosive which prevents it from reacting. Nevertheless, the expansion of
the detonation front is fast enough that overtakes the desensitizing shock, which gets
slower and weaker as it expands, and manages to propagate around the desensitized
region. Inside the desensitized part of the booster explosive, the detonation is quenched
and is reduced to an inert shock.
In later times, the detonation propagates stably in the booster area above the
detonator charge and consumes the remaining explosive. The non-reacted region
persists through the simulation and is slightly compressed by pressure waves in the flow
field. The explosive products expand and support the shock generated in the water.
The case of the booster initiated by the copper detonator in shown in figure 5.17. The
differences with the case of no-desensitization are more profound for this configuration.
The detonation front established by the time mark of 5µs is smaller and restricted
close to the axis of the configuration. The weaker pulse transmitted from the sides of
the detonator was not able to induce reactions. In subsequent times, the detonation
expands into the pristine explosive downstream and even attains enough curvature to
begin upstream propagation. However, this happens at a rate that has allowed the inert
shock to desensitize a large region of the explosive next to the detonator. Once the
detonation encounters this region, it is quenched and continues upstream as an inert
shock.
For the configuration which has the steel detonator, the results are vastly similar to
the copper shell. The detonation in the booster only manages to establish downstream
of the detonator whereas a large region upstream is desensitized which prevents the
detonation from further propagation. The resulting dead zone is shown in the plot
of figure 5.18 and can be compared with the one from the copper configuration. The
shape is similar with the only difference being that detonation was slightly faster and
managed to propagate slightly further upstream.
The desensitization observed in the case of the copper detonator is critically
extensive. The majority of the explosive has not been ignited as a desensitized region
has blocked the propagation of the detonation upstream. As a consequence, the shock
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(a) 푡 = 5 µs (b) 푡 = 7 µs (c) 푡 = 9 µs
Figure 5.17: Plots of density depicting the effect of desensiti-
zation on the initiation of the booster explosive from a copper
detonator. The slower formation of the detonation allows for
the desensitization of a large region of the explosive which
hinders the propagation of the detonation upstream of the
detonator.
(a) 푡 = 9 µs
Figure 5.18: Initia-
tion of the booster
by a steel detonator
is similar to case of
copper.
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produced in the water is weaker and will also decay faster as it expands because of less
support from the expansion of the explosive products. Overall, the quenching of the
detonation in the booster will reduce its ability to ignite the surrounding explosive and
potentially lead to failure in the initiation of the blasthole.
5.8 The effect of detonator shell thickness
We examine the effect of increasing the detonator shell thickness to 1mm. The increased
thickness will weaken the impulse from the detonator leading to a slower formation
of the detonation. At the same time, the shocks transmitted from the side of the
detonator which have been shown to desensitize the explosive will also be weaker
and the desensitization will be slower. The combined effect of these processes will
depend on their relative timings and strength and will be investigated in the following
configurations.
Figure 5.19 displays plots from the configuration of the 1mm thick aluminium shell.
The booster explosive is ignited and a curved detonation front is established by the
time mark of 5µs. Compared to the case of the 0.5mm thick aluminium detonator
the expansion of the detonation front is slower but does attain enough curvature
to begin propagation upstream. However the shock transmitted from the sides of
the detonator has caused the desensitization of a large region which has rendered
it unable to detonate. Thus, the detonation can only propagate into an increasingly
narrower region of pristine explosive. After the detonation is restricted to a region of
approximately 3mm in width, the detonation fails and most of the booster explosive
remains non-reacted.
The copper and steel detonators with a thickness of 1mm do not ignite the explosive
in the booster at all. The thicker shell absorbs much of the energy from the explosion
of the detonator and the impulse generated is too weak to cause a shock to detonation
transition. Figure 5.20 shows the inert shock propagating in the explosive which is
similar for both copper and steel. The shock is desensitizing the explosive but its effect
is of no importance since a detonation has not been established.
5.9 The effect of detonator positioning
The investigation in the previous sections revealed that the influence of desensitization
on the initiation process of the booster is to desensitize a region of the explosive next to
the detonator which hinders the upstream propagation of the detonation. On the other
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0 0.9 1.8 2.7
composition B 휌 [1 × 103 kgm−3]
0 3.3 6.7 10
water 푝 [GPa]
(a) 푡 = 5 µs (b) 푡 = 6 µs (c) 푡 = 7 µs (d) 푡 = 8 µs
Figure 5.19: Plots of density depicting the initiation of the booster explosive from
a 1mm thick aluminium detonator. The impulse from the detonator is weakened
compared to the thinner detonator and the detonation is slow to establish allowing
for the extensive desensitization of the explosive. The detonation fails to propagate
upstream from the detonator.
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(a) Copper (b) Steel
Figure 5.20: Plots of density for the
booster configurations with a 1mm thick
copper and steel detonators which fail
to ignite the explosive in the booster
(푡 = 5 µs).
(a) 푡 = 5 µs (b) 푡 = 9 µs
Figure 5.21: Plots of density depicting the
initiation process for the booster configu-
ration with a withdrawn steel detonator.
The explosive upstream is desensitized
and remains non-reacted but the detona-
tion propagates downstream undisturbed,
consuming most of the explosive.
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hand, the detonation downstream propagates into pristine explosive and once it is
established, it propagates undisturbed. This has motivated the examination of whether
the positioning of the detonator will have a considerable impact on the efficiency of the
booster.
We consider a configuration where the detonator is withdrawn by 60mm towards
the top of the booster and has a length of 30mm. Given that the column of base
explosive is only 13mm in length, the explosive is not affected and its mass is the
same as in the previous detonators. However, we do not consider whether such a
short detonator is feasible from a manufacturing aspect and whether the additional
components and circuitry can fit in such a short detonator. This design has the potential
to ensure robust detonation of the majority of the booster even for configurations that
are most prone to desensitization such as the 0.5mm thick copper and steel shell.
Figure 5.21 shows plots for the configuration of the withdrawn detonator with a
0.5mm thick steel shell and similar results are observed for the case of the copper
shell as well. The detonation is established downstream while the region next to the
detonator is being desensitized. Similar to the configuration of the longer detonator, the
detonation does not manage to propagate upstream before the explosive is desensitized.
However, the detonation downstream propagates as a single front and consumes all of
the explosive below the detonator. Since most of the booster charge has detonated, the
performance of the booster is greatly increased compared to the configurations of the
long detonator in which all of the explosive upstream has not reacted.
5.10 Conclusions
The study presented in this chapter investigates the initiation process and performance
of the detonator and booster configuration used to initiate tertiary explosives in mining
blastholes. The numerical solution was obtained using several mathematical models
ranging from the Euler equations for the fluid materials, to a two phase reactive model
with desensitization for the explosive and an elastic-plastic formulation for the metal
shell of the detonator.
The phenomenon of shock desensitization of explosives was introduced along with
an extension of the reactive model to account for this effect. The implementation of
the model is initially validated against a previously studied configuration involving
diffraction around a rigid corner. This is extended to the case of a solid corner and even
further by examining the configuration of the Jack Rabbit series of experiments.
The study of the initiation and performance of the booster used a design based on
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actual industrial devices. An explosive commonly used in boosters is composition B
which was modelled using the I&G reactive model for which a set of parameters exist
in literature. However, the desensitization model has not been previously applied to it
and no parameters exist. Following the example of DeOliveira et al. [14] and based
on experiments from Campbell and Travis [74] and Held [76] a set of desensitization
model parameters for composition B were determined.
The study of the booster configuration has revealed that the effect of shock desensi-
tization can have great impact on the initiation of the booster charge and by extension,
on its performance. In the cases without desensitization, all configurations lead to the
complete detonation of the explosive in the booster. However, when accounting for
desensitization effects all configurations were influenced and formed dead zones even
though the amount of the remaining non-reacted explosive varied greatly depending
on the type of detonator.
The mechanism by which desensitization influences the booster charge is through
the shock transmitted from the side of the detonator. This shock is weaker than the one
transmitted in the axial direction and does not lead to prompt reactions. Instead, it
desensitizes an expanding region of the explosive next to the detonator and unless a
detonation is established quickly and overtakes the weak shock it will desensitize the
explosive all the way to the boundary and prevent the detonation from propagating
in the upper region of the booster. This will result in a large portion of the explosive
remaining after the detonation was quenched even though not all of it has been
desensitized.
The effect of different materials for the shell of the detonator on the initiation of
the booster was investigated. As was shown in chapter 4 the blast wave produced
by detonators of different metal shell has significantly different magnitudes in the
near field and this has a critical impact on the fine balance between desensitization
and detonation. The aluminium detonator, which produces a stronger pulse, leads to
the quick formation of a detonation which expands and propagates upwards before
desensitization extends to a large region in the explosive. This is not the case for the
copper shell where the detonation takes longer to establish and once it is diffracted
upwards it encounters a fully desensitized region and is quenched.
Similar effects were observed for the configurations with the thicker detonator
shells. The increased thickness causes a weaker impulse which made the initiation
process more prone to desensitization. The configuration of the aluminium detonator
led to detonation downstream of the detonator but it did not propagate upstream while
the copper and steel shell did not ignite the booster explosive at all.
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The outcomes of the numerical simulations clearly demonstrate that shock desensi-
tization can have a detrimental impact on the initiation and performance of the booster
which warrants its experimental investigation. Orica performed underwater tests of
booster initiation in which they observed the detonation front on the surface of the
booster and suggested that a dead zone was formed but they did not examine the
process internally or the dead zone itself. Experimental studies that focus on shock
desensitization in these devices are not available in literature and are highly required
to establish the actual impact of shock desensitization and the extent of the agreement
with the numerical results.
The critical influence of shock desensitization on the initiation of the booster
identifies it as an important factor to be considered in the design of these devices.
This study considered a configuration with a short detonator placed higher in the
booster which was motivated by the observation that the detonation downstream of
the detonator is robustly established in all cases and is not significantly influenced
by desensitization. The results have confirmed that this configuration leads to the
detonation of a larger portion of the explosive which increases the ability of the booster
to ignite the surrounding explosive. Further investigations may consider alternative
designs such as dumping the shock from the sides of the detonator using a specialized
material or a simple air gap.
The work presented herein also showcases the capabilities and potential of the
numerical methodology to aid the design and assessment of initiation devices. However,
the use of a desensitization model is still a novel technique and there exist alternative
reactive models that have shown promising results in capturing this phenomenon
using different approaches. These should be further explored and evaluated in a wide
range of applications involving shock desensitization to establish their accuracy and
applicability in performing high-fidelity simulations of such applications. This effort
also requires the extension of the available experimental data on the physical behaviour
of explosive materials to enable the validation and advancement of the mathematical
models as well as the calibration of the parameter sets.
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Chapter 6
Conclusions
The advancement of reactive models for detonation and computational methods for
multi-material simulations as well as the continuous increase of computational power
have enabled the numerical study of increasingly complex explosive configurations. In
this work, we employ the widely used and validated Ignition and Growth reactive model
with extensions for porosity and desensitization along with accurate fluid and solid
material models build into a multi-material framework to study explosive configurations
of academic and industrial interest.
A hybrid diffuse interface model was implemented for the purposes of this study
and was used to model two-phase explosives and an inert fluid material. The partial
derivatives required for the calculation of the sound speed and the approximate Riemann
solver wave speed estimates were derived for the case of a general equation of state. This
allows the hydrodynamic model to be used with the majority of the continuum reactive
models which usually feature two general EOS for the reactants and products and a
reaction rate. The numerical algorithm was also extended beyond the classical finite
volume methods to tackle the challenging aspects in the solution of the mathematical
formulation.
The thesis begins with the study of detonation propagation in annular charges
which considers both the transition and the steady state phase. The numerical results
provide a full description of the evolution of detonation speed along the annular arc
which resolves the fine features of the transition phase. These show a deviation from the
exponential model suggested by other studies. A new description of the transition phase
is proposed and supported by physical arguments and simulations of special test cases.
The results are compared against an experimental study of the same configuration but
the large uncertainties in the experimental data do not allow for a definite assessment
135
of the agreement between them. Experimental studies that consider the velocity of the
detonation in annular charges are limited and there is a need for additional experiments
that can provide high quality data for the validation of the outcomes of this study.
In addition, we conducted a parametric study on the dependence of the transition
and steady state phase on the dimensions of the annulus. We confirmed previous
findings on the affine dependence of reciprocal steady angular velocity on the inner
radius of the annulus. The transition phase is examined in terms of its angular and
temporal extent. We observed that the duration of the transition phase can either
increase or decrease with inner radius depending on the width of the charge. This
behaviour is explained using the new description of the evolution of detonation speed
during the transition phase.
In the rest of the thesis, the focus was on the study of explosive devices used in the
initiation of explosive blastholes in mining. In particular, we considered the detonator
and booster configuration based on actual designs used in the industry. These devices
have a complicated structure with multiple layers of explosive and inert materials that
leads to complex interactions between the detonation wave and the solid structures.
The detonator was first studied in isolation guided by the underwater setup described
in the European standard which is extensively used to assess the initiating capability of
detonators. The investigation into the nature of the blast wave revealed distinct features
in the characteristics of the blast wave between the near field and far field. In the near
field, the blast wave is asymmetric and is stronger along the axis of the detonator in
addition to showing distinct features depending on the material and thickness of the
metal shell. However, these differences are lost in larger distances where the blast
waves from different configurations all show similar features. Theoretical arguments
and experimental evidence indicate that the differences in the blast waves observed in
the near field translate into differences in the initiation capability. This suggests that
the direct tests that consider the blast wave only at a single point in the far field are
unable to accurately assess the initiation capability of detonators.
The detonator is then placed within a booster and the complete initiation con-
figuration is examined. The explosive model was extended to account for shock
desensitization and validated. Desensitization parameters for the booster explosive
were determined from experimental data and used in the study of booster initiation.
The numerical results showed that shock desensitization plays an important role in the
performance of the booster. Desensitization is caused by the weak shock transmitted
from the side of the detonator and unless a detonation is quickly established and
proceeds to overtake it, it will lead to an extensive desensitized zone and prevent the
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detonation of a large part of the explosive.
In the configuration which used the aluminium detonator, the desensitized region
is limited and the detonation wave propagates around it and consumes the majority of
the booster charge. Copper and steel detonators, which were found to generate weaker
blast waves in the near field, lead to the desensitization of a large part of the booster
charge next to the detonator and detonation was established only in the explosive region
downstream. This motivated a configuration with a short detonator placed in the upper
region of the booster. The impulse developed into a full detonation downstream and
consumed the majority of the explosive. Large non-reacted parts of the booster charge
indicate significant loss of the expected performance of the explosive initiation train.
The study of the different configurations considered herein, highlights the influence of
the materials and design in the ability to initiate explosives and showcase the potential
of numerical methods in examining and assessing the initiating capability of detonators
and boosters.
The numerical simulations of the detonator and booster configuration have provided
insights into the internal initiation processes and performance of these devices that
have not yet been observed experimentally. Modern experimental techniques are
able to produce detailed and high quality experimental data that will provide a more
comprehensive view into the physical behaviour of these devices. Such experiments
should be pursued in order to provide the necessary data for the validation of the
numerical results but also to assist in the advancement of the mathematical models.
6.1 Future work
Extensions of this study can be found in many directions. Considering the initiation
capability of the detonator and booster device, an interesting investigation would be
to place this configuration in an actual tertiary explosive used in mining and asses its
initiation performance. This is straight-forward in terms of implementation, as it can
be done with the models and methods used in this study. There exist several reactive
models for ANFO that can be used within the computational framework of this study
which also allows for multiple explosive and inert materials to be added. The difficulty
with this extension would be the heavy computational cost of simulating such a setup
and the large differences in the length scales and time scales of the involved processes.
In addition, the computational framework can be used to assess other designs for
the booster that could alleviate the effect of desensitization. Certain shock damping
materials or even an air gap can be placed between the detonator and booster to
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examine its ability to weaken the shocks from the side of the detonator and evade
heavy desensitization.
In addition to the study of applications, a further direction would be an improvement
of the reactive material models. In particular, the desensitization model considered
here is somewhat arbitrary and does not follow the relation between input pressure and
desensitization time that has been observed experimentally. Further, the parameters of
the model require calibration through experiments designed for this purpose, which
has not been done yet. Lastly, another alternative is the use of a different reactive
model, such as an entropy or temperature based model which have shown promising
results in capturing desensitization without a dedicated desensitization model. A broad
comparison of these models in conjunction with experimental data will be invaluable
in determining the most appropriate representation of shock desensitization and will
guide future numerical studies on the topic.
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