Abstract. We introduce and study a class of operator tuples in complex Hilbert spaces, which we call spherical tuples. In particular, we characterize spherical multi-shifts, and more generally, multiplication tuples on RKHS. We further use these characterizations to describe various spectral parts including the Taylor spectrum. We also find a criterion for the Schatten Sp-class membership of cross-commutators of spherical m-shifts. We show, in particular, that cross-commutators of non-compact spherical m-shifts cannot belong to Sp for p ≤ m.
Introduction
The motivation for the present paper comes from different directions. Firstly, as there is considerable literature on circular operators (refer to [44] , [23] , [4] , [38] , [40] ), it is natural to look for the higher-dimensional analogs of circular operators. There are of course two possible analogs, namely, poly-circular tuples and spherical tuples. Multi-variable weighted shifts (for short, multi-shifts) form a subclass of the class of poly-circular tuples, and indeed, there are some important papers on this latter class (see, for instance, [32] , [15] , [27] , [20] ). There are also several important papers on multivariable weighted shifts that are spherical, see [8] , [6] , [2] , [7] , [1] , [27] , [25] . However, the higher-dimensional counter-parts of many important results in the masterful exposition [44] by A. Shields are either unknown or not formulated. The main objective of this paper is to introduce spherical operator tuples in an abstract way and to study some of their basic properties, as well as properties of spherical multi-variable weighted shifts, which form a subclass of this class.
One of our motivations is the following phenomenon concerning multi-dimensional crosscommutators and Hankel operators, which is often referred to as "cut-off": in several particular situations, these operators cannot be too small unless they are zero, see [31] , [48] , [51] , [19] , [37] , [50] . More recently, related questions have been studied in relation with the multi-variable Berger-Shaw theory and the so-called Arveson conjecture, see, for instance, [18] , [3] , [21] , [22] , [28] , [34] and others. In our context, we prove that cross-commutators of non-compact spherical m-shifts do not belong to S p for p ≤ m.
If N stands for the set of non-negative integers, we denote by N m for the cartesian product N × · · · × N (m times). Let p = (p 1 , · · · , p m ) and n = (n 1 , · · · , n m ) be in N m . We write p ≤ n if p j ≤ n j for j = 1, · · · , m. For p ≤ n, n p is understood to be the product n 1 p 1 · · · nm pm and |p| is understood to be p 1 + · · · + p m .
For a Hilbert space H, let H (m) denote the orthogonal direct sum of m copies of H. Let B(H) denote the Banach algebra of bounded linear operators on H. If the opposite is not specified, all the operators we consider will be assumed linear and bounded.
If T = (T 1 , · · · , T m ) is an m-tuple of commuting bounded linear operators T j (1 ≤ j ≤ m) on H then we set T * to be (T * 1 , · · · , T * m ) and T p to be T We say that T is spherical if for every U ∈ U (m), there exists a unitary operator Γ(U ) ∈ B(H) such that Γ(U )T j = (T U ) j Γ(U ) for all j = 1, · · · , m. If, further, Γ can be chosen to be a strongly continuous unitary representation of U (m) on H then we say that T is strongly spherical. (1) Any permutation of T is unitarily equivalent to T. In particular, T j is unitarily equivalent to T k for any 1 ≤ j, k ≤ m. Note that ker(D T ) = m i=1 ker(T i ). Next, we need to invoke the basics of the theory of multi-shifts [32] . First a definition. Let T be an m-tuple of commuting operators T 1 , · · · , T m on a Hilbert space H. A closed subspace M of H is said to be cyclic for T if
We say that T is cyclic with cyclic vector x if the subspace spanned by x is cyclic for T. Let w (j)
n : 1 ≤ j ≤ m, n ∈ N m be a multi-sequence of complex numbers. An m-variable weighted shift T = (T 1 , · · · , T m ) with respect to an orthonormal basis {e n } n∈N m of a Hilbert space H is defined by T j e n := w (j) n e n+ε j (1 ≤ j ≤ m), where ε j is the m-tuple with 1 in the jth place and zeros elsewhere. The notation T : {w (j) n } n∈N m will mean that T is the m-variable weighted shift tuple with weight multi-sequence w (j) n : 1 ≤ j ≤ m, n ∈ N m . Notice that T j commutes with T k if and only if w [32, Corollary 9] , T is bounded if and only if sup |w
We always assume that the weight multi-sequence of T consists of positive numbers and that T is commuting. Note that T : {w
n } n∈N m is cyclic with cyclic vector e 0 . Let T : {w (j) n } n∈N m be an m-variable weighted shift. Define β n = T n e 0 (n ∈ N m ) and consider the Hilbert space H 2 (β) of formal power series
It follows from [32, Proposition 8] that any m-variable weighted shift T is unitarily equivalent to the m-tuple M z = (M z 1 , · · · , M zm ) of multiplication by the co-ordinate functions z 1 , · · · , z m on the corresponding space H 2 (β). Notice that the linear set of polynomials in z 1 , · · · , z m (that is, formal power series with finitely many non-zero coefficients) is dense in H 2 (β). Equivalently, M z is cyclic with cyclic vector the constant formal power series 1 (that is, the formal series n∈N m a n z n , for which a n = 0 for all non-zero n ∈ N m and a 0 = 1). The relation between weights w (j) n and the sequence β n is given by
is spanned by the constant formal power series 1. Recall that all formal power series in H 2 (β) converge absolutely on the point-spectrum [32, Propositions 19 and 20] . In particular, H 2 (β) may be realized as a reproducing kernel Hilbert space (RKHS) with reproducing kernel κ :
assuming that σ p (M * z ) has non-empty interior. Conversely, as it follows from Theorem 2.11 below, the multiplication m-tuple M z acting in a RKHS H with reproducing kernel κ of the form (1.3) is unitarily equivalent to an m-variable weighted shift on H 2 (β) if all complex polynomials in z 1 , · · · , z m are contained in H . Notice that the norm in H 2 (β) has polycircular symmetry: f (ζ · z) β = f (z) β for any f ∈ H 2 (β) and any ζ ∈ T m , where ζ · z = (ζ 1 z 1 , . . . , ζ m z m ). So if the largest open set where all series in H 2 (β) converge is not empty, it is a Reinhardt domain.
We denote by B R the open ball centered at the origin and of radius R > 0:
The sphere centered at the origin and of radius R > 0 is denoted by ∂B R . For simplicity, the unit ball B 1 and the unit sphere ∂B 1 are denoted respectively by B and ∂B. Let us discuss three basic examples of (spherical) weighted m-variable shifts, with which we are primarily concerned. Example 1.3. For any real number p > 0, let H p be the RKHS of holomorphic functions on the unit ball B with reproducing kernel
If M z,p denotes the multiplication tuple on H p then it is unitarily equivalent to the weighted shift m-tuple with weight sequence
The RKHS's H m , H m+1 , H 1 are, respectively, the Hardy space H 2 (∂B), the Bergman space A 2 (B), the Drury-Arveson space H 2 m . The multiplication tuples M z,m , M z,m+1 , M z,1 are commonly known as the Szegö m-shift, the Bergman m-shift, the Drury-Arveson m-shift respectively. The spaces H p have been studied in many papers. In [47] , a characterization of Carleson measures in these spaces has been given. In [33] , the spaces F q = H 1+m+q have been studied; in particular, a kind of model theorem and von Neumann inequalities related to these spaces for row contractions is established there and some K-theory results are proved for the corresponding Toeplitz algebras. In this work, a scale of Dirichlet-type spaces corresponding to q < 0 is also considered, but their definition is different, and they do not belong to the collection of spaces H p .
As it is proved in [6] , M z,p is subnormal for any p ≥ m. In fact, M z,p is jointly subnormal if and only if p ≥ m, see the discussion after Theorem 5.3.
The paper is organized as follows. In the second section, we present various characterizations of spherical tuples. The main results of this section are Theorem 2.1, where we characterize m-variable weighted shifts (equivalently, multiplication m-tuples), which are spherical, and Theorem 2.5, which gives abstract conditions, when an arbitrary spherical operator m-tuple is unitarily equivalent to a multiplication m-tuple. We also discuss some examples. In Section 3, we describe various spectral parts of spherical multi-shifts, including the Taylor spectrum. In particular, we obtain refinements of some results in [27] . In Section 4, we provide a sufficient and necessary condition for the Schatten p-class membership of cross-commutators of spherical m-shifts. We deduce that for a noncompact m-tuple In the last Section 5, we mainly discuss the cut-off phenomenon for some special classes of spherical multi-shifts, such as q-expansions, q-isometries and jointly hyponormal tuples.
Spherical Tuples
Let C [z] stand for the vector space of analytic polynomials in z 1 , · · · , z m . We define
For a polynomial p ∈ C [z] and an integer k ≥ 0, we denote by p [k] ∈ Hom(k) the homogeneous part of p of degree k. More generally, f [k] stands for the homogeneous part |n|=k a k z n of a formal power series f (z) = n∈N m a n z n . Let σ denote the normalized surface area measure on the unit sphere ∂B. We often use the short notation L 2 (∂B) for the Hilbert space L 2 (∂B, σ) of σ-square-integrable "functions" on ∂B.
The first theorem of this section provides a handy characterization of spherical multi-shifts. The multi-shifts with weight multi-sequence given by (2.6) arise naturally in the study of reproducing C[z 1 , · · · , z m ]-modules with U (m)-invariant kernels, refer to [27, Section 4].
Theorem 2.1. Let M z be a bounded multiplication m-tuple in H 2 (β). Then M z is spherical if and only if the norm · β on H 2 (β) can be expressed as
for a sequenceβ 0 ,β 1 ,β 2 , · · · , of positive numbers. If this happens then M z is unitarily equivalent to the m-variable weighted shift T : {w
n } n∈N m with the weight sequence
In this case, the sequence β n = z n β can be expressed as
Remark 2.2 : Whenever {β n } n∈N m is a multi-sequence, which gives rise to a spherical tuple M z , we will denote by {β k } k∈N the corresponding scalar weight sequence, related to β via formula (2.7).
n } n∈N m be a spherical m-variable weighted shift and let {β k } k∈N be the corresponding scalar weight sequence. Then the shift associated with T is the onevariable weighted shift T δ : {δ k } k∈N , where
It is easy to see that the following statements are equivalent:
(1) A scalar weight sequence {β k } gives rise to a bounded spherical m-tuple M z on H 2 (β), where β is given by (2.7); (2) The spherical m-variable shift T : {w
The one-variable shift T δ , associated with T , is bounded.
When dealing with a spherical multiplication m-tuple M z and with the corresponding mvariable weighted shift T, we will always assume that the condition (3) above holds.
For an m-tuple T of commuting bounded linear operators The next result characterizes all multi-shifts within the whole class of spherical tuples and should be combined with the above Theorem 2.1. Recall that for an m-tuple S = (
Theorem 2.5. Let T be a commuting, bounded spherical operator m-tuple on a Hilbert space H. Then the following assertions are equivalent.
(1) ker(D T * ) is a one-dimensional cyclic subspace for T ; (2) T is unitarily equivalent to an m-variable weighted shift; (3) T is unitarily equivalent to a multiplication m-tuple M z on a space H 2 (β).
Before we turn to the proofs of Theorems 2.1 and 2.5, let us see a couple of instructive examples.
Example 2.6. Let M z be a bounded spherical multiplication m-tuple on a space H 2 (β) and suppose that the ball B R , where all power series in H 2 (β) converge has positive radius (see Theorem 3.4(2) below for the description of R = r(M z ) in terms of β k 's). Fix an integer s > 0. Then the set
Then T is a spherical m-tuple (see Theorem 2.12 below), but the dimension of ker(D T * ) is greater than one. This gives an example of an m-tuple of operators of multiplication by the co-ordinate functions z 1 , . . . , z m on a Hilbert space of scalar power series in z 1 , . . . , z m , which does not satisfy the equivalent conditions (1)- (3) of Theorem 2.5.
Example 2.7. Here we show that the existence of a cyclic vector for a commuting spherical operator m-tuple T also does not imply the above conditions (1)- (3). Namely, take any integer ℓ > m − 1 2 . Consider the Sobolev space H = W ℓ,2 (∂B); we refer to [29] for a definition. We will need also the dual space H ′ = W −ℓ,2 (∂B); its elements are complex-valued distributions, defined on the unit sphere ∂B. Both spaces are Hilbert, and infinitely differential functions are dense both in H ′ and in H. The pairing between H and H ′ is a continuation of the L 2 pairing f, g = ∂B fḡ, defined for C ∞ functions.
Let T be the multiplication tuple M z on H ′ . Since the spaces H and H ′ and their norms are invariant under unitary rotations in C n , T is a (strongly) spherical tuple.
It is easy to see that T is not unitarily equivalent to a spherical m-variable weighted shift. Indeed, if S denotes the m-tuple of multiplication by z on H ′ then m j=1 T j S j = I. It follows that ker(D T * ) = {0}, and hence T cannot be unitarily equivalent to a weighted shift.
Nevertheless, T has a cyclic vector. Indeed, choose any dense sequence {a n } of points on ∂B such that their first coordinates z 1 (a n ) are all distinct. The adjoint tuple to T coincides with the multiplication tuple M z , acting on H. By the Sobolev embedding theorem, H is continuously embedded into C(∂B). Hence for any sequence {c n } in ℓ 1 , the linear functional
is bounded on H and therefore is an element of H ′ . We assert that if the sequence {c n } does not vanish and decays sufficiently fast, then the vector ψ ∈ H ′ is cyclic for M z 1 and therefore for the whole tuple T .
Indeed, suppose that some function f ∈ H satisfies
for any λ with |λ| > 1. Suppose that c n = 0 for all n, and n n −2 log |c n | = −∞. Since the points z 1 (a n ) are all distinct, it follows from a theorem by Sibilev [46] that c n f (a n ) = 0 for all n, which implies that f is zero. Hence ψ is cyclic for the operator M z 1 on H ′ . We remark that a similar construction of a cyclic vector for a family of normal operators is given in [42] .
Before proving Theorems 2.1 and 2.5, we need several lemmas.
Lemma 2.8. Let L be a finite-dimensional Hilbert space and let π : U (m) → B(L) be an irreducible unitary representation with respect to two unitary structures defined by scalar products ·, · 1 and ·, · 2 on L. Then there is a constant γ > 0 such that
Proof. By the Riesz Representation Theorem, there exists a positive operator A on L such that x, y 2 = Ax, y 1 for every x, y ∈ L. Since L is finite-dimensional and A is positive, the point-spectrum of A is a non-empty finite subset of (0, +∞). Let γ be the minimal eigenvalue of A. We claim that ker(A − γI) = L. Since A − γI is a nonnegative operator, for x ∈ L, one has
Let U ∈ U (m) and x ∈ ker(A − γI). By assumption, π(U ) preserves both scalar products, and hence by (2.8),
It follows that ker(A−γI) is invariant under π(U ). Since π(U ) * = π(U −1 ), ker(A−γI) is indeed a reducing subspace for π(U ). Since ker(A − γI) = {0} and π is irreducible by assumption, we must have ker(A − γI) = L. Thus the claim stands verified. The desired conclusion now follows from (2.8) and the polarization identity.
We also need an analogue of this lemma for reducible representations.
Lemma 2.9. Let L be a finite-dimensional Hilbert space and let π : U (m) → B(L) be an unitary representation with respect to a unitary structure defined by a scalar product
spaces L j and suppose these subspaces are of distinct dimensions. Suppose that we are given another semidefinite sesquilinear product ·, · 2 on L, which is invariant with respect to π: π(U )x, π(U )y 2 = x, y 2 for all x, y ∈ L and all U ∈ U (m). Then there are nonnegative constantsβ 1 , . . . ,β k such that the following statements hold:
Proof. Similarly to the previous proof, there is a nonnegative operator A on L such that x, y 2 = Ax, y 1 for every x, y ∈ L. By the assumption, one has a decomposition π = π 1 ⊕ π 2 ⊕ · · · ⊕ π k , where π j : U (m) → B(L j ) are irreducible representations. We obtain assertion (1) by applying Lemma 2.8 to representations π j (if the product ·, · 2 is not definite, one can apply Lemma 2.8 to positive definite products ·, · 1 and x, y 3 = x, y 1 + x, y 2 ). To see (2) , note that π j are all inequivalent representations and apply [43, Corollary 2.21] .
Next lemma will be crucial in the proof of Theorem 2.5.
Lemma 2.10. Let T be a commuting, bounded spherical operator m-tuple on H. Suppose that ker(D T * ) is one-dimensional and is spanned by a vector e ∈ H. Suppose that e is cyclic for T . Then there is sequence of positive weights {β k } k≥0 such that for any polynomial p ∈
where p 2 L 2 (∂B) = ∂B |p(z)| 2 dσ(z) for the surface area measure σ on the unit sphere ∂B. The sequence {β k } is defined uniquely.
Proof. Notice first that ker D T * = (T 1 H + · · · + T m H) ⊥ is invariant under the action of U (m). Hence for any U in U (m), there is a scalar constant ζ(U ), |ζ(U )| = 1, such that Γ(U )e = ζ(U )e.
Fix a positive integer N , and denote by H N the space of polynomials in C [z] of degree less or equal to N . Clearly, H N is a closed subspace of L 2 (∂B); the corresponding scalar product will be denoted as ·, · 1 . Define a second semidefinite sesquilinear product on H N by p, q 2 = p(T )e, q(T )e H .
Both products are invariant under the action of
for all p, q ∈ H N . It follows from [43, pg. 175 ] that the decomposition of (H N , ·, · 1 ) into irreducible subspaces with respect to the action of U (m) on H N is given by H N = Hom(0) ⊕ Hom(1) ⊕ · · · ⊕ Hom(N ). This fact and Lemma 2.9 imply formula (2.9) for some nonnegative constantsβ 0 , . . . ,β N . If a constantβ j were zero, it would follow that p(T )e = 0 for any homogeneous polynomial p ∈ Hom(j), which would imply that p(T )e = 0 for all p ∈ Hom(k, 0) with k > j. Since e is cyclic, this would imply that H is finite dimensional, which gives a contradiction.
Since N is arbitrary, the statement of Lemma follows.
Proof of Theorem 2.1. First of all, we mention that z n , z k L 2 (∂B) = 0 for any distinct multiindices n, k ∈ N m see [52, formula (1.21), page 13]. So the functions z n , n ∈ N m form an orthogonal sequence in L 2 (∂B). It follows that the norm, defined by (2.5), is an H 2 (β) norm for certain multi-sequence β n . It is clear that the multiplication tuple M z on the Hilbert space with the norm (2.5) is spherical. This gives the "if" part of the first statement.
Conversely, for each multiplication tuple M z , the space ker(D M * z ) is one-dimensional and is spanned by the formal power series 1. So we can apply Lemma 2.10 to get the "only if" part of the first statement.
Finally, one can make use of (2.5) and of the formula (2.10)
(see [52, Lemma 1.11] ) to derive the expressions (2.6) and (2.7) for w (i) n andβ n respectively.
Proof of Theorem 2.5. The equivalence of (2) and (3) has been noted already. If (3) holds, then ker(D T * ) is one-dimensional and is spanned by the image in H of the formal power series 1 under the unitary equivalence. This implies (1). Finally, suppose that (1) holds, and let e be a unit vector that spans ker(D T * ). Then it follows from Lemma 2.10 that there is a sequencẽ
extends to a unitary map from H 2 (β) to H, which intertwines T with M z .
Let Λ ⊂ Z m + be a set of multi-indices. In what follows, we will say that Λ is inductive if for any n ∈ Λ, the multi-indices n + ε j are also in Λ for j = 1, . . . , m.
Theorem 2.11. Let Ω be a Reinhardt domain in C m such that 0 ∈ Ω. Let H be a M zinvariant RKHS of functions on Ω such that H ⊂ Hol(Ω), the inclusion being continuous. Let κ(z, w) (z, w ∈ Ω) denote the reproducing kernel of H .
Then the following statements are equivalent.
(1) For every ζ ∈ T m ,
(2) For every ζ ∈ T m , f (ζ·) ∈ H whenever f ∈ H , and
(4) There exists an inductive set Λ ′ ⊂ Z m + such that the functions z n , n ∈ Λ ′ , are contained in H and form there an orthogonal basis. (5) There exist an inductive set Λ ′′ ⊂ Z m + and a family {α n } n∈Λ ′′ of positive numbers such that
Moreover, if (1)- (5) hold, then Λ = Λ ′ = Λ ′′ .
In (3), in the equality H = H 2 (β) Λ we identify analytic functions in Ω with the corresponding formal power series centered at the origin. This equality means that these two Hilbert spaces consist of the same functions and the norms in these two spaces are identical.
Theorem 2.12. Let H be a M z -invariant RKHS of functions on B R in C m . Suppose H ⊂ Hol(B R ), the inclusion being continuous. Let κ(z, w) (z, w ∈ B R ) denote the reproducing kernel of H .
(1) For every U ∈ U (m),
(3) There exist s ∈ Z + and a scalar sequence {β k } k∈N such that H = H 2 (β) s , where the multi-sequence β is given by (2.7) and
If any of the conditions (1) - (3) holds, then M z is a strongly spherical tuple.
Remark 2.13 : Some statements close to the above Theorem 2.12 are given in the beginning of Section 4 of the paper [27] by Guo, Hu and Xu, though they do not discuss the continuity of the representations Γ. As follows from their discussion, the spaces H 2 (β) s are defined uniquely by their generating function F (t), analytic in the disc |t| < R 2 in the complex plane, such that
Such representation always exists, all the coefficients a n in the expansion F (t) = ∞ k=s a k t k are positive and are given by (2.14)
(it follows from (1.3) and (2.7)).
Lemma 2.14. Let G be a subgroup of the group GL m (C) of invertible, complex m×m matrices and let Ω be a G-invariant (that is, gz ∈ Ω whenever g ∈ G and z ∈ Ω) domain in C m such that 0 ∈ Ω. Let H be a M z -invariant RKHS of functions on Ω such that H ⊂ Hol(Ω), the inclusion being continuous. Let κ(z, w) (z, w ∈ Ω) denote the reproducing kernel of H . Let (
(2) For every g ∈ G, f (g·) ∈ H whenever f ∈ H , and
If this happens then the representation
is strongly continuous, unitary and satisfies
Proof. (1) implies (2): Suppose that (1) holds. Set
We check that Γ extends to a unitary representation of G on H . By the reproducing property of κ and (2.15),
Since {κ(·, w) : w ∈ Ω} = H , Γ(g) extends isometrically to the entire H . Since g(Ω) = Ω, Γ(g) is surjective, and hence unitary. Finally, since Γ(g) * = Γ(g −1 ), it follows that
for any z ∈ Ω and any f ∈ H .
(2) implies (1): Assume that (2) is true. By the uniqueness of the reproducing kernel, it suffices to check that κ(gz, gw) is a reproducing kernel for H for every g ∈ G. However,
which gives (1). The fact that Γ is a unitary representation of G on H follows from (2). It follows from the closed graph theorem that the operators M z j are bounded. Notice that by Hartogs' separate analyticity theorem [35] , κ(z, w) is holomorphic in z, w, and it follows that the map w → κ(w, w) is continuous. Since κ(·, w) − κ(·, w 0 ) 2 = κ(w, w) + κ(w 0 , w 0 ) − 2 Re κ(w, w 0 ), the function w → κ(·, w) ∈ H is norm continuous. Therefore Γ(g)κ(·, w) depends continuously on g for any w. Since the reproducing kernels are complete, Γ is strongly continuous. The remaining part is a routine verification. Proof of Theorem 2.11. By Lemma 2.14, (1) and (2) are equivalent. It is clear that (3) and (4) are equivalent, and the corresponding sets Λ and Λ ′ coincide whenever (3) and (4) hold. It is also clear that (3) implies (2).
(2) implies (4). Assume that (2) holds. Define the set Λ ′ ⊂ N m by Λ ′ = n 0 ∈ N m : ∃f = a n z n ∈ H : a n 0 = 0 .
, t ∈ R m , where e it z = (e it 1 z 1 , . . . , e itm z m ). By applying Lemma 2.14, we get that S is a unitary strongly continuous m-parameter group. Given any function f (z) = a n z n ∈ H and any n 0 ∈ N m such that a n 0 = 0, we notice that
(The integral is understood in the Bochner sense. The equality is true because it holds pointwise for any z ∈ Ω.) It follows that for any n 0 ∈ Λ ′ , z n 0 ∈ H . Now take any p, q ∈ N m such that p = q. Then for some 1 ≤ j ≤ m, p j = q j . Let ζ = wε j + i =j ε i , where w ∈ T. Then z p , z q = ζz p , ζz q = w p j −q j z p , z q , which is possible for all w ∈ T only if z p , z q = 0. We have checked that the functions z n , n ∈ Λ ′ form an orthogonal sequence in H . Any f ∈ H has a Taylor series representation f (z) = n∈Λ ′ a n z n , which converges weakly in H . Therefore the sequence {z n } n∈Λ ′ is in fact an orthogonal basis in H .
Given any orthonormal basis {φ k } k∈K in H , the reproducing kernel of H can be expressed by the well-known formula κ(z, w) = k∈K φ k (w)φ k (z). It follows that (3) implies (5) (with Λ ′′ = Λ).
It is immediate that (5) implies (1), which concludes the proof of the fact that conditions (1)- (5) Proof of Theorem 2.12. By Lemma 2.14, (1) is equivalent to (2) . It is clear that (3) implies (2) . It remains to prove that (2) implies (3). Suppose that (2) holds. Then we can apply Theorem 2.11 and deduce that H = H 2 (β) Λ for an inductive set Λ. Let s = min{|n| : n ∈ Λ}, then the intersection R of H with the space Hom(s) of analytic homogeneous polynomials of order s is non-zero, and the group U (m) acts on R. Since the action of U (m) on Hom(s) is irreducible (we already have used it in Lemma 2.10), it follows that R = Hom(s). Since Λ is inductive, Λ = {n ∈ N m : |n| ≥ s}, which gives (3).
By Lemma 2.14, if any of the equivalent conditions (1)- (3) holds, then the tuple M z consists of bounded operators. Now (3) implies that M z is strongly spherical.
Spectral Theory for Multi-shifts
For a masterful exposition of various notions of invertibility, Fredholmness and multiparameter spectral theory, the reader is referred to [13] . For T ∈ B(H), we reserve the symbols σ(T ), σ p (T ), σ ap (T ), σ e (T ) for the Taylor spectrum, point-spectrum, approximate-point spectrum, essential spectrum of T respectively. It is well known that the spectral mapping theorem for polynomial mappings holds for both the Taylor and the approximate-point spectra. Except the point-spectrum, all spectra mentioned above are always non-empty.
Given a commuting m-tuple T = (T 1 , · · · , T m ) of operators on H, set
We define inductively Q 0
Lemma 3.1. Let T be a spherical commuting, bounded m-variable weighted shift with respect to an orthonormal basis {e n } n∈N m . Let T δ : {δ k } k∈N be the (one-variable) shift associated with T with respect to an orthonormal basis {f k } k∈N . Then
Proof. It is easy to see that the operator Q k T (I) is diagonal with respect to the basis {e n }, and
The desired conclusion is now immediate. Proposition 3.2. Let T be a spherical commuting, bounded m-variable weighted shift with respect to the orthonormal basis {e n } n∈N m . Let T δ : {δ k } k∈N be the shift associated with T with respect to the orthonormal basis {f k } k∈N . Then the geometric spectral radius r(T ) := sup{ z 2 : z ∈ σ(T )} of T is equal to the spectral radius of T δ .
Proof. By [39, Theorem 1] and [10, Theorem 1] , the geometric spectral radius R of T is given by
It is easy to see that the orthogonal basis {e n } n∈N m diagonalizes the positive operator Q k T (I). Also, by (3.19) , Q k T (I)e n , e n = T k δ f |n| 2 for every k ∈ N and n ∈ N m . It follows that
by the well-known general formula for the spectral radius of a linear operator.
Let C(H) denote the norm-closed ideal of compact operators on H. Since B(H)/C(H) is a unital C * -algebra, the Calkin algebra, there exist a Hilbert space K and an injective unital * -
We . We refer to [49] for an additional information.
It follows that a commutative tuple T is essentially normal whenever [T * j , T j ] are compact for j = 1, . . . , m. 
The main theorem of this section describes several spectral parts of spherical m-shifts.
Theorem 3.4. Let M z be a bounded spherical multiplication m-tuple in H 2 (β), so that the norm in H 2 (β) is given by (2.5) for a certain sequenceβ 0 ,β 1 ,β 2 , · · · , of positive numbers. Let
, and the following statements are true: converge.
, where A i(Mz), R(Mz ) stands for the closed ball shell in C m of inner-radius i(M z ) and outer-radius R(M z ). Note further that statement (5) of the theorem is precisely [27, Theorem 4.5(2)]. We can give a more general version of this statement.
Lemma 3.5. Let T be an essentially normal spherical m-tuple. Then the essential spectrum of T is given by
Proof. We adapt the proof of [27, Theorem 4.5 (2) ] to the present situation. Suppose T is essentially normal. Equivalently, (q(T 1 ), · · · , q(T m )) is a commuting normal m-tuple in the Calkin Algebra. Let M be the maximal ideal space of the commutative C * -algebra C * (q(T )) generated by q(T 1 ), · · · , q(T m ). By [12, Corollary 3.10] , the essential spectrum of T is given by
If λ ∈ σ e (T ) then for some φ ∈ M,
Clearly, φ annihilates q(Q T (I) − λ 2 I) ∈ C * (q(T )). Thus q(Q T (I) − λ 2 I) is not invertible, and hence λ 2 ∈ σ e (Q T (I)). Conversely, suppose λ 2 2 ∈ σ e (Q T (I)) for some λ ∈ C m . Thus q(Q T (I) − λ 2 2 I) is not invertible in the Calkin algebra, and hence in C * (q(T )). Thus there exists some φ λ ∈ M annihilating q(Q T (I) − λ 2 2 I). This gives
. By the spherical symmetry of the essential spectrum, we must have λ ∈ σ e (T ).
Let us pass to the proof of Theorem 3.4. It involves several lemmas and propositions. The first lemma is a multi-variable analog of a well-known fact about the approximate point spectrum [44, Proposition 13] . Lemma 3.6. Let T be a commuting m-tuple of operators on a Hilbert space. Then the approximate point-spectrum of T is disjoint from the open ball B m∞(T ) , where
Proof. Take any λ ∈ C m such that λ 2 < m ∞ (T ). Then there exist some µ > 0 and integer k > 0 such that λ 2 < µ and
Hence, by the Cauchy-Schwarz inequality, for any unit vector h ∈ H,
), where
, and hence by the spectral mapping property, 0 ∈ σ(M * z | M 2 ). Since 0 / ∈ K 2 , we must have y = 0. It follows that M 1 contains the dense linear manifold k≥1 ker(D S * k ), and hence M 1 = H. Thus the Taylor spectrum of M * z is equal to K 1 . In particular, the Taylor spectrum of M z is connected.
Lemma 3.9.
Proof. For k ≥ 0 and j ≥ 1, put
.
It is easy to see that ρ kj is an increasing function of k (for a fixed j). Hence ρ 1 2j
0j → 1 as j → ∞, both statements of the Lemma follow.
Proof of
with spherical symmetry are balls and ball shells. This follows from the fact that the unitary group U (m) acts transitively on any sphere. Since 0 belongs to the spectrum σ(M z ), it must be a ball centered at the origin. The formula for the spectral radius of M z now follows from Proposition 3.2 and the known formula for the spectral radius of T δ [44] .
(2): Let w ∈ B r(Mz) . We claim that any power series in H 2 (β) converges absolutely at w. It suffices to check that w belongs to the point spectrum σ p (M * z ) of T * , or, equivalently, n≥0 |w n | 2 / z n 2 β < ∞ (see [32, ). Since σ p (M * z ) has spherical symmetry, it suffices to check thatw = (|w|, 0, · · · , 0) ∈ B r(Mz) belongs to σ p (M * z ). But
β −2 n 1 |w| 2n 1 < ∞, and the claim follows. This also shows that B r(Mz) ⊆ σ p (M * z ). Finally, note that the maximal ball contained in the domain of convergence of the above series is precisely B r(Mz) .
(3): This is clear from the proof of (2) and the spherical symmetry of σ p (M * z ). (4): First of all, it follows from (3.19) that
(see (3.24) ). By Lemma 3.6, the open ball B i(Mz) is disjoint from σ ap (T ). Since the approximate point-spectrum of M z is contained in the Taylor spectrum, it follows that σ ap (T )
To prove the converse inclusion, consider the bounded linear operator
It is a one-variable weighted shift in the basis {z 
The proof is divided into two cases:
If this happens then by the preceding discussion, i(
. Now by the projection property for the approximate point-spectrum [13, Pg. 18] , the projection of σ ap (M z ) onto the
. It follows that w 2 = · · · = w m = 0, and hence (R(M z ), 0, · · · , 0) ∈ σ ap (M z ). Since σ ap (M z ) has spherical symmetry, it contains the degenerate ball-shell A i(Mz),R(Mz ) .
i(M z ) < R(M z ): Since the approximate point-spectrum is always closed, it suffices to check that A i(Mz),R(Mz) ⊆ σ ap (M z ). Let w ∈ A i(Mz),R(Mz ) . By the spherical symmetry of σ ap (M z ), we may take w of the form ( w , 0, · · · , 0). We adapt the argument of [41, Theorem 1] to the present situation. Choose numbers a, b such that i(M z ) < a < w < b < R(M z ). Let ε > 0 be given. Choose positive integers n, k such that ( w /b) n < ε, 1/k < ε and z actually yields (S 1 − w I)f < ε S 1 f , where f ∈ M is given by
Set g(z) = f (z 1 ), and note that g ∈ H 2 (β) and (
Since ε > 0 is arbitrary, w ∈ σ ap (T ). (5): The assertion about the essential spectrum is already obtained in [27, Theorem 4.5(2) ]. Alternatively, it may be deduced from [27, Lemma 4.7] , Remark 3.3 and Lemma 3.5.
We remark that for an essentially commuting tuple T satisfying σ e (T ) = ∂B, the C * algebra it generates can be described using the results of [26] .
Let T be an essentially normal, spherical m-tuple. It follows from Lemma 3.5 that the essential spectrum of T is connected if and only if the essential spectrum of m j=1 T * j T j is connected. If in addition, T is a multi-shift, then this always happens as seen above. In view of this, it is interesting to note that there exists a jointly hyponormal 2-shift with disconnected essential spectrum [17, Theorem 2.5] .
We close the section with the following question. As it is shown in [36, Example 3.7.7] , one always has
The Membership of Cross-commutators in the Schatten Classes
In this section, we discuss the so-called p-essential normality of spherical tuples. Recall that an m-tuple T of commuting bounded linear operators T 1 , · · · , T m is p-essentially normal if the cross-commutators [T * i , T l ] belong to the Schatten p-class for all j, l = 1, · · · , m. As before, we put δ k =β k+1 /β k , k ∈ N. Throughout this section, we assume that m ≥ 2. The main part of this Section is devoted to the proof of the following criterion of when the cross-commutators of a spherical weighted shift belong to the Schatten class S p . Theorem 4.2. Let M z be a bounded spherical multiplication m-tuple in H 2 (β), so that the norm in H 2 (β) is given by (2.5) for a certain sequenceβ 0 ,β 1 ,β 2 , · · · , of positive numbers. Let 1 ≤ p ≤ ∞. Then the following statements are equivalent:
belong to the Schatten class S p for all indices j, l; (3)
We refer to [33] for some related results, such as the membership of I − M * z j M z j in classes S p , see Proposition 6.9 and other results in Section 6 of the cited work.
The following notation will be used. We will say that two quantities F k , G k , depending on k ∈ N, are comparable, and write F k ≈ G k (k → ∞) if there exist positive constants A, B, k 0 (that may depend on m and p) such that
Proof. By symmetry, it suffices to consider the case j = 1, l = 2. One has
which gives the assertion of the Lemma.
Lemma 4.4. Let 1 ≤ p < +∞. For any j, 1 ≤ j ≤ m, and any s ∈ R, one has
where the constants involved in the relation ≈ can depend on p, m but not on k and s.
Proof. Denoting l = n j , we get
So the estimate in one direction is trivial:
To prove the reverse estimate, define the interval I(s) as follows:
Indeed, in the first case |sl − 1| ≥ |sl| − 1 ≥ (1 + |s|l)/2 and in the second case, |sl − 1| ≥ 1 − |sl| ≥ (1 + |s|l)/2. So for some positive constants C 2 , C 3 one gets
Proof of Theorem 4.2. We will use the following formulas, which are easy to deduce from (2.6).
By symmetry, to prove that (1) is equivalent to (3), it suffices to give two-sided estimates of the self-commutator [T * m , T m ]. Equation (4.27) gives
By substituting s/t for s in (4.26), one gets
(where the constants involved in the relation ≈ do not depend on s, t ∈ R and k). It follows that
Now, by applying the two-sided estimate
where C 1 and C 2 are positive constants, it is easy to see that the relation
It is obvious that (2) implies (1), so it only remains to prove that ( The Bergman m-shift is jointly subnormal while the Drury-Arveson m-shift is a joint misometry [24] . The Szegö m-shift being a joint isometry is jointly subnormal. It is also a joint q-isometry for any q ≥ 1.
Remark 5.2 : Let T be a spherical m-tuple. Assume further that T is a joint p-isometry or a joint 2-hyperexpansion. Then the approximate point-spectrum σ ap (T ) of T is a subset of the unit sphere [9, Proposition 3.4] . Since σ ap (T ) is always non-empty, by its spherical symmetry, it must be the entire unit sphere. 
is positive definite for every n ∈ N m . Let P ij , Q ij denote the (i, j)th entry of m × m matrices P, Q respectively. It follows that
Since {δ k } k∈N is an increasing sequence, P is positive definite. Conversely, suppose T is jointly hyponormal. Then it follows from [9, Lemma 4.10] that Q 2 T (I) ≥ Q T (I) 2 , where Q T (X) = T * 1 XT 1 + · · · + T * m XT m (X ∈ B(H)). It is immediate from (3.20) that {δ k } k∈N is an increasing sequence.
Let p > 0, and let M z,p be as introduced in Example 1.3. Note that the sequence δ k there is given by δ 2 k = (k + m)/(k + p). It is now easy to deduce from Theorem 5.3(5) that the tuple M z,p is jointly hyponormal if and only if p ≥ m. As we already mentioned there, for p ≥ m, M z,p is actually jointly subnormal (see [33, Theorem 9 .8] for a closely related fact). Here are a few more consequences of Theorem 5.3:
for k > k 0 , so that |∇γ k | ≤ C/k. Next, for k > k 0 , ∇ 2 γ k = |∇γ k |−|∇γ k+1 | ≤ |∇γ k | ≤ C/k, and once again, we obtain that |δ k+1 −δ k | ≤ C/k by using (5.32) and the assumptionβ k ≥ const > 0.
Therefore in both cases A and B, Corollary 4.6 implies assertion (2).
Example 5.8. In the part 2) of the last Proposition, one cannot drop the assumptionβ k ≥ C > 0. Indeed, define {β k } byβ 2 2k = 12 −k andβ 2 2k+1 = 12 −k /3, k ≥ 0. Then (∇ 3 γ) 2k = −(2/9) · 12 −k and (∇ 3 γ) 2k+1 = −(23/144) · 12 −k , k ≥ 0, so that ∇ 3 γ k < 0 for all k. On the other side, δ 2 k+1 − δ 2 k = (−1) k+1 /12 for any k, so that in this case, the tuple M z is bounded, but is not essentially normal (and therefore the self-commutators do not belong to any S p ).
Remark 5.9 : Let T : {w (i) n } n∈N m be a spherical m-variable weighted shift and let T δ : {δ k } k∈N be the shift associated with T. Suppose that {δ k } k∈N converges to a non-negative number λ. Then by Remark 3.3, T is essentially normal. Moreover, by Theorem 3.4(5), the essential spectrum of T is ∂B λ . This happens whenever T is jointly hyponormal, a joint q-isometry or a joint 2-hyperexpansion. In case T is jointly hyponormal, λ = T δ while in the remaining two cases λ is equal to 1.
