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LES (a, b)-ALGE`BRES A` HOMOTOPIE PRE`S
WALID ALOULOU
Abstract. We study in this article the concepts of algebra up to homotopy for a structure defined
by two operations . and [ , ]. Having determined the structure of G∞ algebras and P∞ algebras,
we generalize this construction and we define a structure of (a, b)-algebra up to homotopy. Given
a structure of commutative and differential graded Lie algebra for two shifts degree given by a
and b, we will give an explicit construction of the associate algebra up to homotopy.
Re´sume´.
On e´tudie dans cet article les notions d’alge`bre a` homotopie pre`s pour une structure de´finie par deux
ope´rations . et [ , ]. Ayant de´termine´ la structure des G∞ alge`bres et des P∞ alge`bres, on ge´ne´ralise cette
construction et on de´finit la stucture des (a, b)-alge`bres a` homotopie pre`s. Etant donne´e une structure d’alge`bre
commutative et de Lie diffe´rentielle gradue´e pour deux de´calages des degre´s donne´s par a et b, on donnera une
construction explicite de l’alge`bre a` homotopie pre`s associe´e.
1. Introduction
Conside´rons une alge`bre A pour une ope´ration m (m est par exemple une multiplication asso-
ciative ou un crochet de Lie) munie d’une diffe´rentielle d. On dira juste que A est une alge`bre de
type P . Dans beaucoup de cas, on sait de´finir la notion d’alge`bre de type P a` homotopie pre`s et
construire l’alge`bre a` homotopie pre`s enveloppante de A. Cette alge`bre donne naturellement les
complexes d’homologie et de cohomologie associe´s a` ce type d’alge`bre pour A et ses modules.
LorsqueA posse`de deux ope´rations avec des relations de compatibilite´, la construction de l’alge`bre
a` homotopie pre`s enveloppante correpondante est plus difficile. En particulier, le complexe de Pois-
son et celui de Gerstenhaber consiste a` composer les structures de la coge`bre cocommutative colibre
et de la coge`bre de Lie colibre associe´es a` chaque alge`bre. On obtient une bicoge`bre codiffe´rentielle
colibre. Cette composition tient compte des degre´s. Les structures de bicoge`bre obtenues diffe`rent.
Pour chaque type, on appelle la bicoge`bre obtenue l’alge`bre a` homotopie pre`s, c’est la P∞ alge`bre
pour une alge`bre de Poisson et la G∞ alge`bre pour une alge`bre de Gerstenhaber.
Le pre´sent travail consiste a` unifier ces constructions d’alge`bre a` homotopie pre`s dans les cas des
alge`bres de Poisson et des alge`bres de Gerstenhaber, ce qui nous permet de de´finir la structure d’une
(a, b)-alge`bre a` homotopie pre`s. Disons qu’une (a, b)-alge`bre diffe´rentielle est un espace vectoriel
gradue´ A muni d’un produit commutatif . de degre´ a ∈ Z (|.| = a), d’un crochet [ , ] de degre´ b ∈ Z
(|[ , ]| = b) et d’une diffe´rentielle d de degre´ 1 tel que
(
A[−a], ., d
)
est une alge`bre commutative
associative diffe´rentielle gradue´e et
(
A[−b], [ , ], d
)
est une alge`bre de Lie diffe´rentielle gradue´e. Le
produit et le crochet ve´rifient une relation de compatibilite´ entre eux dite identite´ de Leibniz donne´e
par:
∀α, β, γ ∈ A, [α, β.γ] = [α, β].γ + (−1)(|β|+a)(|α|+b)β.[α, γ].
Ce travail a e´te´ effectue´ dans le cadre de l’accord CMCU 06 S 1502. W. Aloulou remercie l’Universite´ de Bourgogne
pour l’accueil dont il a be´ne´ficie´ au cours de ses se´jours.
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Dans le cas ou` a = 0 et b = −1, on retrouve les alge`bres de Gerstenhaber et dans le cas ou`
a = b = 0, on retrouve les alge`bres de Poisson gradue´es.
Dans cet article, on reviendra dans la deuxie`me section a` la construction des alge`bres de Ger-
stenhaber a` homotopie pre`s. Dans la troisie`me section, on donnera la construction de la structure
des alge`bres de Poisson a` homotopie pre`s. Dans la quatrie`me section, on ge´ne´ralisera la construc-
tion des alge`bres de Gerstenhaber et de Poisson a` homotopie pre`s et on donnera la structure des
(a, b)-alge`bres a` homotopie pre`s. Dans la cinquie`me section, on donnera quelques exemples de (a, b)-
alge`bres diffe´rentielles gradue´es en introduisant, en particulier, les super-crochets de Schouten et de
Poisson pour un super-espace Rp|q.
2. Les alge`bres de Gerstenhaber a` homotopie pre`s
2.1. De´finitions.
Soit V =
⊕
i∈Z
Vi un espace vectoriel gradue´. On note par V [k] l’espace V muni de la graduation
V [k]i = Vi+k.
Soit W un autre espace gradue´. Une application line´aire f de degre´ k de V dans W sera note´e
f : V −→W [k].
Une alge`bre de Gerstenhaber est un espace vectoriel gradue´ G muni d’une multiplication commu-
tative et associative gradue´e . : G ⊗ G −→ G de degre´ 0 et d’un crochet [ , ] : G ⊗ G −→ G de degre´
−1 tel que (G, .) est une alge`bre commutative associative gradue´e et (G[1], [ , ]) est une alge`bre de
Lie gradue´e et que, pour tout α homoge`ne, l’application [α, . ] est une de´rivation gradue´e pour la
multiplication .. En notant |α| le degre´ d’un e´le´ment homoge`ne α de G, on a donc:
α.β = (−1)|α||β|β.α,
α.(β.γ) = (α.β).γ,
[α, β] = −(−1)(|α|−1)(|β|−1)[β, α],
(−1)(|α|−1)(|γ|−1)
[
[α, β], γ
]
+ (−1)(|β|−1)(|α|−1)
[
[β, γ], α
]
+ (−1)(|γ|−1)(|β|−1)
[
[γ, α], β
]
= 0,
[α, β.γ] = [α, β].γ + (−1)|β|(|α|−1)β.[α, γ]
et donc aussi:
[α.β, γ] = α.[β, γ] + (−1)|β|(|γ|−1)[α, γ].β.
Si de plus, on a une diffe´rentielle d : G −→ G[1] (ou d : G[1] −→ G[2]) de degre´ 1 telle que d ◦ d = 0,
d(α.β) = dα.β + (−1)|α|α.dβ et d([α, β]) = [dα, β] + (−1)|α|−1[α, dβ], on dit que
(
G, ., [ , ], d
)
est
une alge`bre de Gerstenhaber diffe´rentielle gradue´e. (Voir [G])
Le degre´ sur G[1] sera note´ dg, de´fini par: dg(α) = |α| − 1. Alors, le degre´ du crochet devient 0
et celui du produit vaut 1 (dg([ , ]) = 0, dg(.) = 1).
Le produit . e´tait commutatif et associatif pour | | mais il ne l’est plus pour dg.
Pour chaque k, l’espace
∧k
(G[1]) est line´airement isomorphe a` l’espace Sk(G)[k]. Cet isomor-
phisme n’est pas canonique. Nous choisissons ici l’isomorphisme de´fini dans [AAC1]:
α1 ∧ · · · ∧ αk 7−→ (−1)
Pk
i=1(k−i)dg(αi)α1 . . . αk.
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On transforme donc le produit . en l’application µ sur G[1] de´fini par: µ(α, β) = (−1)dg(α)α.β. Le
produit µ est anticommutatif et antiassociatif de degre´ 1:
µ(α, β) = −(−1)dg(α)dg(β)µ(β, α)
µ (µ(α, β), γ) = −(−1)dg(α)µ (α, µ(β, γ))
et
d(µ(α, β)) = −µ(dα, β) + (−1)dg(α)+1µ(α, dβ).
Le crochet [ , ] est antisyme´trique de degre´ 0 dans G[1] ve´rifiant Jacobi et Leibniz:
[α, β] = −(−1)dg(α)dg(β)[β, α],
(−1)dg(α)dg(γ)
[
[α, β], γ
]
+(−1)dg(β)dg(α)
[
[β, γ], α
]
+ (−1)dg(γ)dg(β)
[
[γ, α], β
]
= 0,
[α, µ(β, γ)] = (−1)dg(α)µ([α, β], γ) + (−1)dg(α)(dg(β)+1)µ(β, [α, γ])
ou encore
[µ(α, β), γ)] = µ(α, [β, γ]) + (−1)dg(β)dg(γ)µ([α, γ], β).
De plus, on a
d([α, β]) = [dα, β] + (−1)dg(α)[α, dβ].
2.2. Produit battement.
Soit V un espace vectoriel gradue´. Notons ici le degre´ d’un vecteur homoge`ne αi de V par la
meˆme lettre αi et εα(σ
−1) = ε
( α1,...,αp+q
α
σ−1(1),...,ασ−1(p+q)
)
la signature de la permutation σ−1 en tenant
compte des degre´s, c’est a` dire, la signature de la restriction de σ−1 aux indices des vecteurs de
degre´ impair.
Rappelons qu’un (p, q)-battement (p, q ≥ 1) est une permutation σ ∈ Sp+q telle que:
σ(1) < · · · < σ(p) et σ(p+ 1) < · · · < σ(p+ q).
On appelle Bat(p, q) = {σ ∈ Sp+q/σ est un (p, q)-battement} l’ensemble de tous les (p, q)-
battements. Pour deux tenseurs α = α1 ⊗ · · · ⊗ αp et β = αp+1 ⊗ · · · ⊗ αp+q, on de´finit le produit
battement de α et β par:
batp,q(α, β) =
∑
σ∈Bat(p,q)
εα(σ
−1)ασ−1(1) ⊗ · · · ⊗ ασ−1(p+q)
=
∑
σ∈Bat(p,q)
ε
( α1,...,αp+q
α
σ−1(1),...,ασ−1(p+q)
)
ασ−1(1) ⊗ · · · ⊗ ασ−1(p+q).
Ceci repre´sente la somme signe´e de tous les tenseurs αi1 ⊗ · · · ⊗ αin dans lesquels les vecteurs
α1, . . . , αp et αp+1, . . . , αp+q apparaissent range´s dans leur ordre naturel. (Voir [GH] et [Lo])
On note
⊗n
(G[1]) l’espace quotient
⊗n
(G[1])upslope ∑
p+q=n
p,q≥1
Im(batp,q)
de
⊗n
G[1] par la somme de
toutes les images des applications line´aires batp,q telles que p+ q = n.
On pose
H =
⊗+
(G[1]) =
⊕
n≥1
(⊗n
(G[1])
)
.
L’espace H est engendre´ par les ‘paquets’ X qui sont les classes des tenseurs α1 ⊗ · · · ⊗ αn dans
le quotient. On notera ces classes par X = α[1,n] = α1⊗ . . .⊗αn.
Leur degre´ est:
x = dg(X) = dg(α1) + · · ·+ dg(αn).
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Proposition 2.1.
Le produit battement est associatif et commutatif gradue´ de degre´ 0: Pour tout α ∈
⊗p
G[1],
β ∈
⊗q G[1], γ ∈⊗r G[1],
(i) batp,q(α, β) = (−1)
dg(α)dg(β)batq,p(β, α),
(ii) batp+q,r(batp,q(α, β), γ) = batp,q+r(α, batq,r(β, γ)).
2.3. Complexe de Gerstenhaber.
La the´orie des ope´rades dit que le dual d’une structure d’alge`bre commutative est une structure
de coge`bre de Lie. On conside`re, alors, la coge`bre de Lie
(
H =
⊗+
(G[1]), δ) ou` δ est le cocrochet
sur
⊗+
(G[1]) de´fini pour X = α1⊗ . . .⊗αn ∈ H par
δ(X) =
n−1∑
j=1
α1⊗ . . .⊗αj
⊗
αj+1⊗ . . .⊗αn − ε
( α1...αj αj+1...αn
αj+1...αn α1...αj
)
αj+1⊗ . . .⊗αn
⊗
α1⊗ . . .⊗αj
=
∑
U⊗V=X
U,V 6=∅
U
⊗
V − (−1)vuV
⊗
U.
Le cocrochet δ est coantisyme´trique de degre´ 0 et ve´rifie l’identite´ de coJacobi:
(i) τ ◦ δ = −δ,
(ii) (id⊗3 + τ12 ◦ τ23 + τ23 ◦ τ12) ◦ (δ ⊗ id) ◦ δ = 0,
ou` τ est la volte de´finie pour X,Y ∈ H par: τ(X
⊗
Y ) = (−1)xyY
⊗
X , τ12 = τ⊗id et τ23 = id⊗τ .
Graˆce a` notre de´calage, µ et d sont de meˆme degre´ 1 dans G[1]. On peut maintenant les re´unir
en une seule ope´ration homoge`ne sur H.
On prolonge le produit µ et la diffe´rentielle d a` H =
⊗+
G[1] comme des code´rivations µ1 et d1
du cocrochet δ de degre´ 1 en posant:
d1(α1⊗ . . .⊗αn) =
∑
1≤k≤n
(−1)
P
i<k dg(αi)α1⊗ . . .⊗d(αk)⊗ . . .⊗αn
et
µ1(α1⊗ . . .⊗αn) =
∑
1≤k<n
(−1)
P
i<k dg(αi)α1⊗ . . .⊗µ(αk, αk+1)⊗ . . .⊗αn.
Alors,
(µ1 ⊗ id+ id⊗ µ1) ◦ δ = δ ◦ µ1, µ1 ◦ µ1 = 0, (d1 ⊗ id+ id⊗ d1) ◦ δ = δ ◦ d1 et d1 ◦ d1 = 0.
Rappelons qu’une code´rivation D de la coge`bre (H, δ) est entie`rement de´termine´e par une suite
d’application Dr :
⊗r
G[1] −→ G[2]. Plus pre´cise´ment, on a:
D(α1⊗ . . .⊗αn) =
∑
1≤r≤n
0≤j≤n−r
(−1)
P
i≤j dg(αi)α1⊗ . . .⊗αj⊗Dr(αj+1⊗ . . .⊗αj+r)⊗αj+r+1⊗ . . .⊗αn.
Si on pose D1 = d, D2 = µ, Dk = 0, pour k ≥ 3, alors, D = d1 + µ1 est l’unique code´rivation de
δ de degre´ 1 qui prolonge d et µ a` H. Elle ve´rifie
D ◦D = 0 et (D ⊗ id+ id⊗D) ◦ δ = δ ◦D.
On obtient que
(
H =
⊗+(G[1]), δ,D = d1 + µ1) est une coge`bre de Lie codiffe´rentielle, c’est a`
dire, une alge`bre commutative a` homotopie pre`s ou une C∞-alge`bre.
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Etudions maintenant le crochet [ , ] de´fini sur G[1]. D’abord, on le prolonge a` H comme l’unique
crochet de degre´ 0 compatible avec le cocrochet δ ve´rifiant:
δ ◦ [ , ] = ([ , ]⊗ id) ◦
(
τ23 ◦ (δ ⊗ id) + id⊗ δ
)
+ (id⊗ [ , ]) ◦
(
δ ⊗ id+ τ12 ◦ (id⊗ δ)
)
.
Pour X = α1⊗ . . .⊗αp et Y = αp+1⊗ . . .⊗αp+q, ce prolongement est donne´ par:
[X,Y ] =
∑
σ∈Bat(p,q)
k,σ−1(k)≤p<σ−1(k+1)
εα(σ
−1)ασ−1(1)⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(p+q).
Ce crochet est bien de´fini sur H. On a
Proposition 2.2.
L’espace H, muni du crochet [ , ] et de l’ope´rateur D est une alge`bre de Lie diffe´rentielle gradue´e:
Pour tout X, Y et Z de H, on a:
(i) [X,Y ] = −(−1)xy[Y,X ],
(ii) (−1)xz [[X,Y ], Z] + (−1)yx [[Y, Z], X ] + (−1)zy [[Z,X ], Y ] = 0,
(iii) D ([X,Y ]) = [D(X), Y ] + (−1)x [X,D(Y )].
L’espace H est maintenant muni d’une ope´ration D a` un argument de degre´ 1 et d’un crochet
[ , ] a` deux arguments de degre´ 0.
La the´orie des ope´rades dit aussi que le dual d’une structure d’alge`bre de Lie est une structure de
coge`bre cocommutative coassociative. (H, [ , ], D) e´tant une alge`bre de Lie diffe´rentielle gradue´e,
on conside`re l’espace H[1] et le degre´ dg′(X) = dg(X)− 1 := x′ et on construit la coge`bre cocom-
mutative coassociative (S+(H[1]),∆), ou` S+(H[1]) =
⊕
n≥1 S
n(H[1]) et ∆ est le coproduit de´fini
par: ∀X1 . . .Xn ∈ S
n(H[1]),
∆(X1 . . . Xn) =
∑
I∪J={1,...,n}
#I,#J>0
ε
(
x′1...x
′
n
x′Ix
′
J
)
XI
⊗
XJ .
On a note´ par XI le produit Xi1 . . . Xir si I = {i1 < · · · < ir} et par XJ le produit Xj1 . . . Xjn−r
si J = {j1 < · · · < jn−r}.
Le coproduit ∆ est cocommutatif et coassociatif:
τ ′ ◦∆ = ∆ et (∆⊗ id) ◦∆ = (id⊗∆) ◦∆,
ou` τ ′ est la volte dans S+(H[1]).
Le crochet [ , ] e´tait antisyme´trique sur H de degre´ 0, il devient sur H[1] un crochet ℓ2(X,Y ) =
(−1)x[X,Y ] syme´trique, de degre´ 1 et ve´rifie l’identite´ de Jacobi gradue´e. De plus, D est une
diffe´rentielle gradue´e de ℓ2 qui est aussi de degre´ 1. On a donc:
(i) ℓ2(X,Y ) = (−1)
x′y′ℓ2(Y,X),
(ii) (−1)x
′z′ℓ2 (ℓ2(X,Y ), Z) + (−1)
y′x′ℓ2 (ℓ2(Y, Z), X) + (−1)
z′y′ℓ2 (ℓ2(Z,X), Y ) = 0,
(iii) D (ℓ2(X,Y )) = −ℓ2 (D(X), Y ) + (−1)
x′+1ℓ2 (X,D(Y )).
On peut maintenant re´unir ℓ2 et D en une seule ope´ration Q sur S
+(H[1]).
On prolonge ℓ2 a` S
+(H[1]) comme une code´rivation ℓ de ∆ de degre´ 1:
ℓ(X1 . . . Xn) =
∑
i<j
ε
(
x′1...x
′
n
x′ix
′
jx
′
1...
bij...x′n
)
ℓ2(Xi, Xj).X1 . . . îj . . . Xn.
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On prolonge aussi D a` S+(H[1]) comme une code´rivation m de ∆ toujours de degre´ 1:
m(X1 . . . Xn) =
n∑
i=1
ε
(
x′1...x
′
n
x′ix
′
1...
bi...x′n
)
D(Xi).X1 . . . î . . . Xn.
En posant Q1 = D, Q2 = ℓ2, Qk = 0, si k ≥ 3 et
Q(X1 . . . Xn) =
∑
I∪J={1,...,n}
I 6=∅
ε
(
x′1...x
′
n
x′Ix
′
J
)
Q#I(XI).XJ .
Alors, Q = m + ℓ est l’unique code´rivation de ∆, de degre´ 1, prolongeant D et ℓ2 a` S
+(H[1]).
Elle ve´rifie
Q2 = 0 et (Q⊗ id+ id⊗Q) ◦∆ = ∆ ◦Q.
Donc, (S+(H[1]),∆, Q = ℓ+m) est une coge`bre cocommuative coassociative et codiffe´rentielle,
c’est a` dire, c’est une L∞ alge`bre ou alge`bre de Lie a` homotopie pre`s. (Voir [AMM])
D’autre part,
(
H, δ,D
)
est une coge`bre de Lie codiffe´rentielle, on de´finit un cocrochet κ sur H[1]
par:
κ(X) =
∑
U⊗V=X
U,V 6=∅
(−1)u
′
(
U
⊗
V + (−1)v
′u′V
⊗
U
)
, ∀X ∈ H[1].
Puis κ se prolonge a` S+(H[1]) par:
κ(X1 . . . Xn) =
∑
1≤s≤n
I∪J={1,...,n}\{s}
ε
(
x′1...x
′
n
x′Ix
′
sx
′
J
) ∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)x
′
I+u
′
s
(
XI .Us
⊗
Vs.XJ + (−1)
v′su
′
sXI .Vs
⊗
Us.XJ
)
.
Alors, κ est un cocrochet cosyme´trique sur S+(H[1]) de degre´ 1 ve´rifiant l’identite´ de coJacobi:
τ ′ ◦ κ = κ et
(
id⊗3 + τ ′12 ◦ τ
′
23 + τ
′
23 ◦ τ
′
12
)
◦ (κ⊗ id) ◦ κ = 0.
De plus, Q = ℓ+m est une code´rivation de S+(H[1]) pour κ de degre´ 1.
Alors, (S+(H[1]), κ,Q) est une coge`bre de Lie codiffe´rentielle gradue´e, donc, c’est encore une C∞
alge`bre.
Le cocrochet κ et le coproduit ∆ ve´rifient, enfin, l’identite´ de coLeibniz:
(id⊗∆) ◦ κ = (κ⊗ id) ◦∆+ τ ′12 ◦ (id⊗ κ) ◦∆.
On dit que (S+(H[1]),∆, κ,Q) est une coge`bre de Gerstenhaber codiffe´rentielle gradue´e.
De´finition 2.3.
Une G∞ alge`bre (V,∆, κ,Q)est une bicoge`bre codiffe´rentielle colibre telle que Q est une code´rivation
pour le coproduit cocommutatif et coassociatif ∆ et pour le cocrochet de Lie κ, de degre´ 1 et de carre´
nul.
La G∞ alge`bre
(
S+(
⊗+
(G[1])[1]),∆, κ,Q = ℓ+m
)
est appele´e la G∞ alge`bre enveloppante de
l’alge`bre de Gerstenhaber G.
(Voir [AAC2] et [BGHHW])
3. Les alge`bres de Poisson a` homotopie pre`s
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3.1. De´finition.
Une alge`bre de Poisson gradue´e est un espace vectoriel gradue´ P muni d’un produit commutatif
et associatif gradue´ . : P⊗P −→ P de degre´ 0 et d’un crochet { , } : P⊗P −→ P de degre´ 0 tel que
(P , .) est une alge`bre commutative gradue´e, (P , { , }) est une alge`bre de Lie gradue´e et que, pour
tout α homoge`ne, l’application {α, . } soit une de´rivation gradue´e pour le produit .. En notant |α|
le degre´ d’un e´le´ment homoge`ne α de P , on a donc:
α.β = (−1)|α||β|β.α,
α.(β.γ) = (α.β).γ,
{α, β} = −(−1)|α||β|{β, α},
(−1)|α||γ|
{
{α, β}, γ
}
+ (−1)|β||α|
{
{β, γ}, α
}
+ (−1)|γ||β|
{
{γ, α}, β
}
= 0,
{α, β.γ} = {α, β}.γ + (−1)|β||α|β.{α, γ}
et donc aussi:
{α.β, γ} = α.{β, γ}+ (−1)|β||γ|{α, γ}.β.
Si de plus, on a une diffe´rentielle d : P −→ P [1] de degre´ 1 telle que
d ◦ d = 0, d(α.β) = dα.β + (−1)|α|α.dβ et d({α, β}) = {dα, β}+ (−1)|α|{α, dβ},
on dit que
(
P , ., { , }, d
)
est une alge`bre de Poisson diffe´rentielle gradue´e. (Voir [F])
Pour construire la structure de l’alge`bre de Poisson a` homotopie pre`s, on va reprendre la con-
struction pre´ce´dente dans le cas des alge`bres de Poisson diffe´rentielles gradue´es.
On conside`re, donc, l’espace P [1] et la graduation dg(α) = |α|− 1. On transforme le produit . en
µ en posant µ(α, β) = (−1)dg(α)α.β et le crochet { , } en [ , ] en posant [α, β] = (−1)dg(α){α, β}.
Le produit µ devient anticommutatif, antiassociatif de degre´ 1 et le crochet [ , ] devient syme´trique
de degre´ 1, ve´rifiant l’identite´ de Jacobi gradue´e et celle de Leibniz avec µ:
dg(µ) = dg([ , ]) = dg(d) = 1,
µ(α, β) = −(−1)dg(α)dg(β)µ(β, α),
µ (µ(α, β), γ) = −(−1)dg(α)µ (α, µ(β, γ)) ,
[α, β] = −(−1)dg(α)dg(β)[β, α],
(−1)dg(α)dg(γ)
[
[α, β], γ
]
+ (−1)dg(β)dg(α)
[
[β, γ], α
]
+ (−1)dg(γ)dg(β)
[
[γ, α], β
]
= 0,
[α, µ(β, γ)] = (−1)dg(α)+1µ([α, β], γ) + (−1)(dg(α)+1)(dg(β)+1)µ(β, [α, γ]),
ou encore
[µ(α, β), γ)] = (−1)dg(α)+1µ(α, [β, γ]) + (−1)dg(β)dg(γ)+1µ([α, γ], β).
De plus, on a
d(µ(α, β)) = −µ(dα, β) + (−1)dg(α)+1µ(α, dβ) et d([α, β]) = −[dα, β] + (−1)dg(α)+1[α, dβ].
3.2. Complexe de Poisson.
Comme dans le cas d’une alge`bre de Gerstenhaber, on re´unit d’abord µ et d:
On conside`re l’espace H =
⊗+
(P [1]) =
⊕
n≥1
(⊗n
(P [1])
)
avec le degre´
dg(X) = x = dg(α1) + · · ·+ dg(αn), pour X = α1⊗ . . .⊗αn ∈ H.
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On munit cet espace du cocrochet δ de´fini par
δ(X) =
∑
U⊗V=X
U,V 6=∅
U
⊗
V − (−1)vuV
⊗
U.
Alors, le complexe (H, δ) est une coge`bre de Lie.
On prolonge d et µ a` H comme des code´rivations d1 et µ1 du cocrochet δ de degre´ 1 en posant:
d1(α1⊗ . . .⊗αn) =
∑
1≤k≤n
(−1)
P
i<k dg(αi)α1⊗ . . .⊗d(αk)⊗ . . .⊗αn
et
µ1(α1⊗ . . .⊗αn) =
∑
1≤k<n
(−1)
P
i<k dg(αi)α1⊗ . . .⊗µ(αk, αk+1)⊗ . . .⊗αn.
Alors,
(µ1 ⊗ id+ id⊗ µ1) ◦ δ = δ ◦ µ1, µ1 ◦ µ1 = 0, (d1 ⊗ id+ id⊗ d1) ◦ δ = δ ◦ d1 et d1 ◦ d1 = 0.
Or, on sait qu’une code´rivation D de la coge`bre (H, δ) est entie`rement de´termine´e par une suite
d’application Dr :
⊗r
P [1] −→ P [2]. Plus pre´cise´ment, on a:
D(α1⊗ . . .⊗αn) =
∑
1≤r≤n
0≤j≤n−r
(−1)
P
i≤j dg(αi)α1⊗ . . .⊗αj⊗Dr(αj+1⊗ . . .⊗αj+r)⊗αj+r+1⊗ . . .⊗αn.
Si on pose D1 = d, D2 = µ, Dk = 0, pour k ≥ 3, alors, D = d1 + µ1 est l’unique code´rivation de
δ de degre´ 1 qui prolonge d et µ a` H. Elle ve´rifie
D ◦D = 0 et (D ⊗ id+ id⊗D) ◦ δ = δ ◦D.
Alors,
(
H =
⊗+
(P [1]), δ,D = d1 + µ1
)
est une coge`bre de Lie codiffe´rentielle, donc, c’est une
C∞-alge`bre.
Bien qu’il ne soit pas antisyme´trique, on prolonge le crochet [ , ] de´fini sur P [1] a` H comme
l’unique ”crochet” de degre´ 1 compatible avec le cocrochet δ, c’est a` dire, ve´rifiant:
δ ◦ [ , ] = ([ , ]⊗ id) ◦
(
τ23 ◦ (δ ⊗ id) + id⊗ δ
)
+ (id⊗ [ , ]) ◦
(
δ ⊗ id+ τ12 ◦ (id⊗ δ)
)
.
Ce prolongement est donne´ pour X = α1⊗ . . .⊗αp et Y = αp+1⊗ . . .⊗αp+q par:
[X,Y ] =
∑
σ∈Bat(p,q)
k,σ−1(k)≤p<σ−1(k+1)
εα(σ
−1)(−1)
P
i<k dg(ασ−1(i))ασ−1(1)⊗ . . .⊗[ασ−1(k), ασ−1(k+1)]⊗ . . .⊗ασ−1(p+q).
Puisque [ , ] n’e´tait pas antisyme´trique sur P [1], son prolongement ne l’est pas non plus sur H. On
se rame`ne a` un vrai crochet de degre´ 0 en de´calant H par −1.
On conside`re l’espace H[−1] muni de la graduation dg′(X) = x′ = dg(X) + 1, pour X ∈ H[−1].
On construit sur H[−1] le crochet {X,Y } = (−1)−x
′
[X,Y ]. Alors, on a
Proposition 3.1.
L’espace H[−1], muni du crochet { , } et de l’ope´rateur D est une alge`bre de Lie diffe´rentielle
gradue´e: Pour tout X, Y et Z de H[−1], on a:
(i) {X,Y } = −(−1)x
′y′{Y,X},
(ii) (−1)x
′z′{{X,Y }, Z}+ (−1)y
′x′{{Y, Z}, X}+ (−1)z
′y′{{Z,X}, Y } = 0,
(iii) D ({X,Y }) = {D(X), Y }+ (−1)x
′
{X,D(Y )}.
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Maintenant,
(
H[−1], { , }, D
)
est une alge`bre de Lie diffe´rentielle gradue´e. On peut donc lui
associer une coge`bre cocommutative coassociative (S+(H[−1][1]),∆) avec une code´rivation Q con-
struite a` partir de { , } et D. Mais ici H[−1][1] = H et on pre´fe`re re´utiliser le crochet [ , ] sur H
de´fini plus haut plutoˆt que (−1)x{X,Y } = −[X,Y ].
On prolonge donc D et [ , ] a` S+(H) comme des code´rivations m et ℓ de ∆ de degre´ 1 et de carre´
nul en posant:
m(X1 . . . Xn) =
n∑
i=1
ε
( x1...xn
xix1...bi...xn
)
D(Xi).X1 . . . î . . . Xn
et
ℓ(X1 . . . Xn) =
∑
i<j
ε
(
x1...xn
xixjx1...bij...xn
)
[Xi, Xj ].X1 . . . îj . . .Xn.
Puis, on pose Q1 = D, Q2 = ℓ2, Qk = 0, si k ≥ 3 et
Q(X1 . . .Xn) =
∑
I∪J={1,...,n}
I 6=∅
ε ( x1...xnxIxJ )Q#I(XI).XJ .
Alors, Q = m + ℓ est l’unique code´rivation de ∆, de degre´ 1, prolongeant D et [ , ] a` S+(H).
Elle ve´rifie
Q2 = 0 et (Q⊗ id+ id⊗Q) ◦∆ = ∆ ◦Q.
Donc, (S+(H),∆, Q) est une L∞ alge`bre.
D’autre part, (H, δ,D) e´tant une C∞ alge`bre, on prolonge le cocrochet δ a` S
+(H) par:
δ(X1 . . . Xn) =
∑
1≤s≤n
I∪J={1,...,n}\{s}
ε ( x1...xnxIxsxJ )
∑
Us⊗Vs=Xs
Us,Vs 6=∅
(
XI .Us
⊗
Vs.XJ − (−1)
vsusXI .Vs
⊗
Us.XJ
)
.
Alors, δ est un cocrochet coantisyme´trique sur S+(H) de degre´ 0 ve´rifiant l’identite´ de coJacobi
gradue´e. De plus, Q = ℓ +m est une code´rivation de S+(H) pour δ. Donc, (S+(H), δ, Q) est une
coge`bre de Lie codiffe´rentielle gradue´e, c’est a` dire, c’est encore une C∞ alge`bre.
De plus, le cocrochet δ et le coproduit ∆ ve´rifient l’identite´ de coLeibniz:
(id⊗∆) ◦ δ = (δ ⊗ id) ◦∆+ τ12 ◦ (id⊗ δ) ◦∆.
On dit que (S+(H),∆, δ, Q) est une coge`bre de Poisson codiffe´rentielle gradue´e.
De´finition 3.2.
Une P∞ alge`bre (V,∆, δ, Q) est une bicoge`bre codiffe´rentielle colibre telle que Q est une code´rivation
pour le coproduit cocommutatif et coassociatif ∆ et pour le cocrochet de Lie δ, de degre´ 1 et de carre´
nul.
La P∞ alge`bre
(
S+(
⊗+
P [1]),∆, δ, Q = ℓ+m
)
est appele´e la P∞ alge`bre enveloppante de l’alge`bre
de Poisson P.
4. Les (a, b)-alge`bres a` homotopie pre`s
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4.1. De´finition.
Conside´rons un espace vectoriel A gradue´. Le degre´ d’un e´le´ment homoge`ne α de A est note´ |α|.
Soient a, b ∈ Z, l’espace A est muni d’un produit . de degre´ a (|.| = a) et d’un crochet [ , ] de degre´ b
(|[ , ]| = b) tel que
(
A[−a], .
)
est une alge`bre commutative et associative gradue´e et
(
A[−b], [ , ]
)
est
une alge`bre de Lie gradue´e. De plus, l’application line´aire ad : A[−b] −→ Der
(
A[−a], .
)
; α 7−→ adα
est telle que adα soit une de´rivation gradue´e pour le produit ..
On dit que
(
A, ., [ , ]
)
est une (a, b)-alge`bre gradue´e. Pour tout α, β, γ ∈ A, on a les proprie´te´s
suivantes:
(i) α.β = (−1)(|α|+a)(|β|+a)β.α,
(ii) α.(β.γ) = (α.β).γ,
(iii) [α, β] = −(−1)(|α|+b)(|β|+b)[β, α],
(iv) (−1)(|α|+b)(|γ|+b)[[α, β], γ] + (−1)(|β|+b)(|α|+b)
[
[β, γ], α
]
+ (−1)(|γ|+b)(|β|+b)
[
[γ, α], β
]
= 0,
(v) [α, β.γ] = [α, β].γ + (−1)(|β|+a)(|α|+b)β.[α, γ]
qui s’e´crit encore [α.β, γ] = α.[β, γ] + (−1)(|β|+a)(|γ|+b)[α, γ].β.
De plus, si on a une diffe´rentielle d : A[−a] −→ A[−a+ 1]
(
ou d : A[−b] −→ A[−b+ 1]
)
de degre´ 1
ve´rifiant
d ◦ d = 0, d(α.β) = dα.β + (−1)|α|+aα.dβ et d([α, β]) = [dα, β] + (−1)|α|+b[α, dβ],
on dira que
(
A, ., [ , ], d
)
est une (a, b)-alge`bre diffe´rentielle gradue´e.
Comme ci-dessus, on utilise un de´calage pour homoge`ne´iser le produit et la diffe´rentielle. On
conside`re l’espace A[−a + 1] muni de la graduation dg(α) = |α| + a − 1 que l’on note simplement
par α. Sur A[−a+1], le produit . n’est plus commutatif et le crochet [ , ] n’est plus antisyme´trique.
On construit, donc, un nouveau produit µ sur A[−a+ 1] = A[−a][1] de degre´ 1 de´fini par
µ(α, β) = (−1)1.αα.β
et un nouveau crochet ℓ sur A[−a+ 1] = A[−b][b− a+ 1] de degre´ b− a+ 1 de´fini par
ℓ(α, β) = (−1)(b−a+1).α[α, β].
Et on a
(i) µ(α, β) = −(−1)αβµ(β, α),
(ii) µ (µ(α, β), γ) = −(−1)αµ (α, µ(β, γ)),
(iii) ℓ(α, β) = −(−1)b−a+1(−1)αβℓ(β, α),
(iv) (−1)αγℓ(ℓ(α, β), γ
)
+ (−1)βαℓ(ℓ(β, γ), α) + (−1)γβℓ(ℓ(γ, α), β) = 0,
(v) ℓ(α, µ(β, γ)) = (−1)α+b−a+1µ(ℓ(α, β), γ) + (−1)(α+b−a+1)(β+1)µ(β, ℓ(α, γ)),
ou encore ℓ(α, µ(β, γ)) = (−1)(b−a+1)(α+1)µ(α, ℓ(β, γ)) + (−1)b−a+1+βγµ(ℓ(α, γ), β).
De plus, d reste encore une de´rivation pour µ et ℓ, elle ve´rifie:
d(µ(α, β)) = −µ(dα, β)+(−1)α+1µ(α, dβ) et d(ℓ(α, β)) = (−1)b−a+1ℓ(dα, β)+(−1)α+b−a+1ℓ(α, dβ).
4.2. Extension de la multiplication et du crochet a` la coge`bre de Lie codiffe´rentielle.
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On conside`re comme pre´ce´demment l’espace H =
⊕
n≥1
(⊗n
A[−a + 1]
)
=
⊗+
(A[−a + 1]) et
pour X = α1⊗ . . .⊗αn ∈ H, le degre´ dg(X) = α1+ · · ·+αn note´ simplement par x. Sur cet espace,
on de´finit un cocrochet δ de degre´ 0 par:
δ(X) =
n−1∑
j=1
α1⊗ . . .⊗αj
⊗
αj+1⊗ . . .⊗αn − ε
( α1...αj αj+1...αn
αj+1...αn α1...αj
)
αj+1⊗ . . .⊗αn
⊗
α1⊗ . . .⊗αj
=
∑
U⊗V=X
U,V 6=∅
U
⊗
V − (−1)vuV
⊗
U.
On prolonge µ et d a` H comme des code´rivations µ1 et d1 de δ de degre´ 1 en posant:
d1(α1⊗ . . .⊗αn) =
∑
1≤k≤n
(−1)
P
i<k αiα1⊗ . . .⊗d(αk)⊗ . . .⊗αn
et
µ1(α1⊗ . . .⊗αn) =
∑
1≤k<n
(−1)
P
i<k αiα1⊗ . . .⊗µ(αk, αk+1)⊗ . . .⊗αn.
Alors,
(µ1 ⊗ id+ id⊗ µ1) ◦ δ = δ ◦ µ1, µ1 ◦ µ1 = 0, (d1 ⊗ id+ id⊗ d1) ◦ δ = δ ◦ d1 et d1 ◦ d1 = 0.
(Voir [AAC2])
En posant D1 = d, D2 = µ, Dk = 0, si k ≥ 3 et
D(α1⊗ . . .⊗αn) =
∑
1≤r≤n
0≤j≤n−r
(−1)
P
i≤j αiα1⊗ . . .⊗αj⊗Dr(αj+1⊗ . . .⊗αj+r)⊗αj+r+1⊗ . . .⊗αn.
Alors, D = d1 + µ1 est l’unique code´rivation de δ de degre´ 1 qui prolonge d et µ a` H.
Elle ve´rifie
D ◦D = 0 et (D ⊗ id+ id⊗D) ◦ δ = δ ◦D.
On obtient que
(
H, δ,D
)
est une coge`bre de Lie codiffe´rentielle, donc, c’est une C∞-alge`bre.
On prolonge, ensuite, le crochet ℓ a` H.
Proposition 4.1.
Sur H, il existe un unique ”crochet” ℓ2, de degre´ b− a+ 1, ve´rifiant:
δ ◦ ℓ2 = (ℓ2 ⊗ id) ◦
(
τ23 ◦ (δ ⊗ id) + id⊗ δ
)
+ (id⊗ ℓ2) ◦
(
δ ⊗ id+ τ12 ◦ (id⊗ δ)
)
: (∗).
Ce crochet est de´fini pour X = α1⊗ . . .⊗αp et Y = αp+1⊗ . . .⊗αp+q par:
ℓ2(X,Y ) =
∑
σ∈Bat(p,q)
k,σ−1(k)≤p<σ−1(k+1)
εα(σ
−1)(−1)(b−a+1)
P
s<k ασ−1(s)ασ−1(1)⊗ . . .⊗ℓ(ασ−1(k), ασ−1(k+1))⊗ . . .⊗ασ−1(p+q).
Preuve:
Le prolongement ℓ2 de´fini ci-dessus ve´rifie bien (∗), en effet:
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δ ◦ ℓ2(X,Y ) =
δ
( ∑
σ∈Bat(p,q)
k,σ−1(k)≤p<σ−1(k+1)
εα(σ
−1)(−1)(b−a+1)
P
s<k ασ−1(s)ασ−1(1)⊗ . . .⊗ℓ(ασ−1(k), ασ−1(k+1))⊗ . . .⊗ασ−1(p+q)
)
=
∑
σ∈Bat(p,q)
1≤j<k≤p+q−1
σ−1(k)≤p<σ−1(k+1)
εα(σ
−1)(−1)(b−a+1)
P
s<k ασ−1(s) ×
×
[
ασ−1(1)⊗ . . .⊗ασ−1(j)
⊗
ασ−1(j+1)⊗ . . .⊗ℓ(ασ−1(k), ασ−1(k+1))⊗ . . .⊗ασ−1(p+q)
− ε
(
α[σ−1(1),σ−1(j)] ασ−1(j+1)...ℓ(ασ−1(k),ασ−1(k+1))...ασ−1(p+q)
α
σ−1(j+1)...ℓ(ασ−1(k),ασ−1(k+1))...ασ−1(p+q) α[σ−1(1),σ−1(j)]
)
×
× ασ−1(j+1)⊗ . . .⊗ℓ(ασ−1(k), ασ−1(k+1))⊗ . . .⊗ασ−1(p+q)
⊗
ασ−1(1)⊗ . . .⊗ασ−1(j)
]
+
∑
σ∈Bat(p,q)
1≤k<j≤p+q−1
σ−1(k)≤p<σ−1(k+1)
εα(σ
−1)(−1)(b−a+1)
P
s<k ασ−1(s) ×
×
[
ασ−1(1)⊗ . . .⊗ℓ(ασ−1(k), ασ−1(k+1))⊗ . . .⊗ασ−1(j)
⊗
ασ−1(j+1)⊗ . . .⊗ασ−1(p+q)
− ε
(
α
σ−1(1)...ℓ(ασ−1(k),ασ−1(k+1))...ασ−1(j) α[σ−1(j+1),σ−1(p+q)]
α[σ−1(j+1),σ−1(p+q)] ασ−1(1)...ℓ(ασ−1(k),ασ−1(k+1))...ασ−1(j)
)
×
× ασ−1(j+1)⊗ . . .⊗ασ−1(p+q)
⊗
ασ−1(1)⊗ . . .⊗ℓ(ασ−1(k), ασ−1(k+1))⊗ . . .⊗ασ−1(j)
]
= (I)+(II)+(III)+(IV).
Dans (I), on fixe j et σ et on pose
I = {σ−1(1), . . . , σ−1(j)}, I1 = I∩{1, . . . , p} = {i1, . . . , ir} et I2 = I∩{p+1, . . . , p+q} = {ir+1, . . . , ij}.
Si I 6⊂ {1, . . . , p} ou I 6⊂ {p+ 1, . . . , p+ q}, on fixe k > j tel que σ−1(k) ≤ p < σ−1(k + 1) et on
fixe
(
σ−1(j + 1), . . . , σ−1(p+ q)
)
= (ij+1, . . . , ip+q).
Alors, l’ensemble{
σ ∈ Bat(p, q)/σ−1({1, . . . , j}) = I et
(
σ−1(j + 1), . . . , σ−1(p+ q)
)
= (ij+1, . . . , ip+q)
}
est en bijection avec l’ensemble
{ρ ∈ Bat(r, j − r) de´fini sur I = I1 ∪ I2} .
Et on a, εα(σ
−1) = εα(ρ
−1). Dans ce cas, les termes de (I) sont de la forme
±batr,j−r(αi1⊗ . . .⊗αir , αir+1⊗ . . .⊗αij )
⊗
αij+1⊗ . . .⊗ℓ(αik , αik+1)⊗ . . .⊗αip+q .
Ils sont nuls dans
⊗+
A[−a + 1]. Donc, dans (I), on peut supposer que I ⊂ {1, . . . , p}, dans ce
cas la somme correspondante est noe´e (I1), ou que I ⊂ {p + 1, . . . , p + q}, dans ce cas la somme
correspondante est note´e (I2).
Ce meˆme raisonnement est vrai pour (II) = (II1) + (II2).
Concernant (III) et (IV), on pose I = {σ−1(j + 1), . . . , σ−1(p + q)} et on applique le meˆme
raisonnement, pour la meˆme raison, il ne nous reste que les termes ou` I ⊂ {1, . . . , p} dans ce cas les
sommes correspondantes sont note´es (III1) et (IV1) et les termes ou` I ⊂ {p+ 1, . . . , p+ q} dans ce
cas les sommes correspondantes sont note´es (III2) et (IV2).
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Alors,
δ ◦ ℓ2(X,Y ) = (I1) + (II1) + (I2) + (II2) + (III1) + (IV1) + (III2) + (IV2).
D’autre part,
(
(ℓ2 ⊗ id) ◦
(
τ23 ◦ (δ ⊗ id) + id⊗ δ
)
+ (id⊗ ℓ2) ◦
(
δ ⊗ id+ τ12 ◦ (id⊗ δ)
))
(X,Y ) =
(ℓ2 ⊗ id) ◦ τ23
[ p−1∑
j=1
α1⊗ . . .⊗αj
⊗
αj+1⊗ . . .⊗αp
⊗
αp+1⊗ . . .⊗αp+q
− ε
( α1...αj αj+1...αp
αj+1...αp α1...αj
)
αj+1⊗ . . .⊗αp
⊗
α1⊗ . . .⊗αj
⊗
αp+1⊗ . . .⊗αp+q
]
+ (ℓ2 ⊗ id)
[ p+q−1∑
i=p+1
α1⊗ . . .⊗αp
⊗
αp+1⊗ . . .⊗αi
⊗
αi+1⊗ . . .⊗αp+q
− ε
( αp+1...αi αi+1...αp+q
αi+1...αp+q αp+1...αi
)
α1⊗ . . .⊗αp
⊗
αi+1⊗ . . .⊗αp+q
⊗
αp+1⊗ . . .⊗αi
]
+ (id⊗ ℓ2)
[ p−1∑
j=1
α1⊗ . . .⊗αj
⊗
αj+1⊗ . . .⊗αp
⊗
αp+1⊗ . . .⊗αp+q
− ε
( α1...αj αj+1...αp
αj+1...αp α1...αj
)
αj+1⊗ . . .⊗αp
⊗
α1⊗ . . .⊗αj
⊗
αp+1⊗ . . .⊗αp+q
]
+ (id⊗ ℓ2) ◦ τ12
[ p+q−1∑
i=p+1
α1⊗ . . .⊗αp
⊗
αp+1⊗ . . .⊗αi
⊗
αi+1⊗ . . .⊗αp+q
− ε
( αp+1...αi αi+1...αp+q
αi+1...αp+q αp+1...αi
)
α1⊗ . . .⊗αp
⊗
αi+1⊗ . . .⊗αp+q
⊗
αp+1⊗ . . .⊗αi
]
= (ℓ2 ⊗ id)
[ p−1∑
i=1
(−1)α[i+1,p]α[p+1,p+q]α1⊗ . . .⊗αi
⊗
αp+1⊗ . . .⊗αp+q
⊗
αi+1⊗ . . .⊗αp
−
p−1∑
j=1
(−1)α[j+1,p+q]α[1,j]αj+1⊗ . . .⊗αp
⊗
αp+1⊗ . . .⊗αp+q
⊗
α1⊗ . . .⊗αj
]
+ (ℓ2 ⊗ id)
[ p+q−1∑
j=p+1
α1⊗ . . .⊗αp
⊗
αp+1⊗ . . .⊗αj
⊗
αj+1⊗ . . .⊗αp+q
−
p+q−1∑
i=p+1
(−1)α[p+1,i]α[i+1,p+q]α1⊗ . . .⊗αp
⊗
αi+1⊗ . . .⊗αp+q
⊗
αp+1⊗ . . .⊗αi
]
+ (id⊗ ℓ2)
[ p−1∑
j=1
α1⊗ . . .⊗αj
⊗
αj+1⊗ . . .⊗αp
⊗
αp+1⊗ . . .⊗αp+q
−
p−1∑
i=1
(−1)α[i+1,p]α[1,i]αi+1⊗ . . .⊗αp
⊗
α1⊗ . . .⊗αi
⊗
αp+1⊗ . . .⊗αp+q
]
+ (id⊗ ℓ2)
[ p+q−1∑
i=p+1
(−1)α[p+1,i]α[1,p]αp+1⊗ . . .⊗αi
⊗
α1⊗ . . .⊗αp
⊗
αi+1⊗ . . .⊗αp+q
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−
p+q−1∑
j=p+1
(−1)α[j+1,p+q]α[1,j]αj+1⊗ . . .⊗αp+q
⊗
α1⊗ . . .⊗αp
⊗
αp+1⊗ . . .⊗αj
]
= (1) + (2) + (3) + (4) + (5) + (6) + (7) + (8).
Dans (I1), il apparaissait des termes de la forme
α1⊗ . . .⊗αj
⊗
ασ−1(j+1)⊗ . . .⊗ℓ(ασ−1(k), ασ−1(k+1))⊗ . . .⊗ασ−1(p+q)
avec le signe εα(σ
−1)(−1)(b−a+1)
P
s<k ασ−1(s) .
On construit une permutation ρ sur {j+1, . . . , p+q} telle que ρ−1(s) = σ−1(s), ∀j+1 ≤ s ≤ p+q.
Alors, ρ ∈ Bat(p− j, q) ve´rifiant j + 1 ≤ ρ−1(k) ≤ p < ρ−1(k + 1) et εα(ρ
−1) = εα(σ
−1).
De plus, on a (−1)(b−a+1)
P
s<k ασ−1(s) = (−1)(b−a+1)
P
j<s<k αρ−1(s)(−1)(b−a+1)α[1,j] .
Alors, le terme pre´ce´dent s’e´crit:
(−1)(b−a+1)α[1,j]εα(ρ
−1)(−1)(b−a+1)
P
j<s<k αρ−1(s)×
× α[1,j]
⊗
αρ−1(j+1)⊗ . . .⊗ℓ(αρ−1(k), αρ−1(k+1))⊗ . . .⊗αρ−1(p+q).
Ce meˆme terme apparaˆıt une seule fois dans le second membre et plus pre´cise´ment dans (5) accom-
pagne´ du meˆme signe provenant de (−1)(b−a+1)α[1,j]α[1,j]
⊗
ℓ2
(
α[j+1,p], α[p+1,p+q]
)
.
On obtient, donc, (I1) = (5).
Pour (I2), on a {σ
−1(j + 1), . . . , σ−1(p+ q)} ⊂ {p+ 1, . . . , p+ q}, on pose
{σ−1(j + 1), . . . , σ−1(p+ q)} = {p+ 1, . . . , i}
avec p+ q − j = i− p, alors, lorsque j varie de 1 a` q − 1, on trouve que i varie de p+ 1 a` p+ q − 1.
Et on obtient (I2) = (7).
Pour (III1), on a {σ
−1(j + 1), . . . , σ−1(p+ q)} ⊂ {1, . . . , p}, on pose
{σ−1(j + 1), . . . , σ−1(p+ q)} = {i+ 1, . . . , p}
avec p+ q − j = p− i, alors, lorsque j varie de q + 1 a` p+ q − 1, on trouve que i varie de 1 a` p− 1.
Et on obtient (III1) = (1).
Pour les autres termes, on de´montre que (II1) = (2), (II2) = (4), (III2) = (3), (IV1) = (6) et
(IV2) = (8).
L’unicite´ de ℓ2 est une conse´quence du fait que (H, δ) est une coge`bre de Lie colibre. (Voir
[BGHHW]) 
4.3. Alge`bre de Lie diffe´rentielle gradue´e associe´e a` une (a, b)-alge`bre diffe´rentielle.
On conside`re, maintenant, l’espace H[a− b−1] muni de la graduation dg′(X) = dg(X)−a+ b+1
note´ simplement par x′ pour X ∈ H[a − b − 1]. On pose ℓ′2(X,Y ) = (−1)
(a−b−1)dg′(X)ℓ2(X,Y ).
Alors, le crochet ℓ′2 est de degre´ 0 dans H[a− b− 1] et la diffe´rentielle D reste de degre´ 1. Et on a
Proposition 4.2.
L’espace H[a−b−1], muni du crochet ℓ′2 et de la diffe´rentielle D est une alge`bre de Lie diffe´rentielle
gradue´e: Pour tout X, Y et Z de H[a− b− 1], on a:
(i) ℓ′2(X,Y ) = −(−1)
x′y′ℓ′2(Y,X),
(ii) (−1)x
′z′ℓ′2 (ℓ
′
2(X,Y ), Z) + (−1)
y′x′ℓ′2 (ℓ
′
2(Y, Z), X) + (−1)
z′y′ℓ′2 (ℓ
′
2(Z,X), Y ) = 0,
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(iii) D (ℓ′2(X,Y )) = ℓ
′
2 (D(X), Y ) + (−1)
x′ℓ′2 (X,D(Y )).
Preuve
(i) Soient X = α1⊗ . . .⊗αp et Y = αp+1⊗ . . .⊗αp+q. On sait que
ℓ′2(X,Y ) = (−1)
(a−b−1)x′ℓ2(X,Y ) =
(−1)(a−b−1)x
′∑
σ∈Bat(p,q)
k;σ−1(k)≤p<σ−1(k+1)
εα(σ
−1)(−1)(b−a+1)
P
s<k ασ−1(s)ασ−1(1)⊗ . . .⊗ℓ(ασ−1(k), ασ−1(k+1))⊗ . . .⊗ασ−1(p+q).
Fixons un couple (σ, k) dans cette somme tel que σ−1(k) ≤ p < σ−1(k + 1). On de´finit deux
permutations τ et ρ de Sp+q par:
τ(j) =
{
j + p, si 1 ≤ j ≤ q
j − q, si q < j ≤ q + p.
et ρ = σ ◦ τ.
On ve´rifie que ρ ∈ Bat(q, p) tel que ρ−1(k+1) ≤ q < ρ−1(k). En posant βj = ατ(j), (1 ≤ j ≤ p+q),
on aura βρ−1(j) = ασ−1(j) et εβ(ρ
−1) = (−1)xyεα(σ
−1).
On construit ensuite une nouvelle permutation ν de Sp+q de´finie par:
ν−1(j) = ρ−1(j), ∀j /∈ {k, k + 1}, ν−1(k) = ρ−1(k + 1) et ν−1(k + 1) = ρ−1(k).
On ve´rifie que ν ∈ Bat(q, p) tel que
ν−1(k) ≤ q < ν−1(k + 1) et
εβ(ν
−1) = (−1)βρ−1(k)βρ−1(k+1)εβ(ρ
−1) = (−1)ασ−1(k)ασ−1(k+1)(−1)xyεα(σ
−1).
De plus l’application (σ, k) 7→ (ν, k) est une bijection sur les ensembles correspondants.
Alors,
ℓ′2(X,Y ) = (−1)
(a−b−1)x′(−1)xy×
×
∑
ν∈Bat(q,p)
k; ν−1(k)≤q<ν−1(k+1)
εβ(ν
−1)(−1)βν−1(k)βν−1(k+1)βν−1(1)⊗ . . .⊗ℓ(βν−1(k+1), βν−1(k))⊗ . . .⊗βν−1(p+q)
= (−1)(a−b−1)x
′
(−1)xy+b−a
∑
ν∈Bat(q,p)
k; ν−1(k)≤q<ν−1(k+1)
εβ(ν
−1)βν−1(1)⊗ . . .⊗ℓ(βν−1(k), βν−1(k+1))⊗ . . .⊗βν−1(p+q)
= −(−1)x
′y′ℓ′2(Y,X).
(ii) Soient X = α1⊗ . . .⊗αp, Y = β1⊗ . . .⊗βq et Z = γ1⊗ . . .⊗γr. Posons
ξi =


αi si 1 ≤ i ≤ p
βi−p si p+ 1 ≤ i ≤ p+ q
γi−p−q si p+ q + 1 ≤ i ≤ p+ q + r.
On revient a` ℓ2 en e´crivant l’identite´ de Jacobi sous la forme:
(−1)x
′z′ℓ′2 (ℓ
′
2(X,Y ), Z) + (−1)
y′x′ℓ′2 (ℓ
′
2(Y, Z), X) + (−1)
z′y′ℓ′2 (ℓ
′
2(Z,X), Y ) =
(−1)(a−b−1)(x+y+z+1) {(−1)xzℓ2 (ℓ2(X,Y ), Z) + (−1)
yxℓ2 (ℓ2(Y, Z), X) + (−1)
zyℓ2 (ℓ2(Z,X), Y )} .
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En e´crivant (−1)xzℓ2 (ℓ2(X,Y ), Z), on trouve des termes de la forme:
(I1) : (−1)
xzε
ξ
(ρ−1
I1
)ξi1⊗ . . .⊗ξim1⊗ℓ(αi, βj)⊗ξim1+3⊗ . . .⊗ξin1⊗ℓ(βk, γl)⊗ξin1+3⊗ . . .⊗ξip+q+r
(I2) : (−1)
xzε
ξ
(ρ−1
I2
)ξj1⊗ . . .⊗ξjm2⊗ℓ(βj , γl)⊗ξjm2+3⊗ . . .⊗ξjn2⊗ℓ(αi, βk)⊗ξjn2+3⊗ . . .⊗ξjp+q+r
(I3) : (−1)
xzε
ξ
(ρ−1
I3
)ξk1⊗ . . .⊗ξkm3⊗ℓ(αi, βj)⊗ξkm3+3⊗ . . .⊗ξkn3⊗ℓ(αk, γl)⊗ξkn3+3⊗ . . .⊗ξkp+q+r
(I4) : (−1)
xzε
ξ
(ρ−1
I4
)ξl1⊗ . . .⊗ξlm4⊗ℓ(αi, γl)⊗ξlm4+3⊗ . . .⊗ξln4⊗ℓ(αk, βj)⊗ξln4+3⊗ . . .⊗ξlp+q+r
(I5) : (−1)
xzε
ξ
(ρ−1
I5
)ξs1⊗ . . .⊗ξsm5⊗ℓ(ℓ(αi, βj), γk)⊗ξsm5+4⊗ . . .⊗ξsp+q+r .
En e´crivant (−1)yxℓ2 (ℓ2(Y, Z), X), on trouve des termes de la forme:
(II1) : (−1)
yxε
ξ
(ρ−1
II1
)ξi1⊗ . . .⊗ξim1⊗ℓ(βj, αi)⊗ξim1+3⊗ . . .⊗ξin1⊗ℓ(βk, γl)⊗ξin1+3⊗ . . .⊗ξip+q+r
(II2) : (−1)
yxε
ξ
(ρ−1
II2
)ξj1⊗ . . .⊗ξjm2⊗ℓ(βj, γl)⊗ξjm2+3⊗ . . .⊗ξjn2⊗ℓ(βk, αi)⊗ξjn2+3⊗ . . .⊗ξjp+q+r
(II3) : (−1)
yxε
ξ
(ρ−1
II3
)ξt1⊗ . . .⊗ξtm6⊗ℓ(βj , γk)⊗ξtm6+3⊗ . . .⊗ξtn6⊗ℓ(γl, αi)⊗ξtn6+3⊗ . . .⊗ξtp+q+r
(II4) : (−1)
yxε
ξ
(ρ−1
II4
)ξr1⊗ . . .⊗ξrm7⊗ℓ(γk, αi)⊗ξrm7+3⊗ . . .⊗ξrn7⊗ℓ(βj , γl)⊗ξrn7+3⊗ . . .⊗ξrp+q+r
(II5) : (−1)
yxε
ξ
(ρ−1
II5
)ξs1⊗ . . .⊗ξsm5⊗ℓ(ℓ(βj , γk), αi)⊗ξsm5+4⊗ . . .⊗ξsp+q+r .
En e´crivant (−1)zyℓ2 (ℓ2(Z,X), Y ), on trouve des termes de la forme:
(III1): (−1)
zyε
ξ
(ρ−1
III1
)ξk1⊗ . . .⊗ξkm3⊗ℓ(αi, βj)⊗ξkm3+3⊗ . . .⊗ξkn3⊗ℓ(γl, αk)⊗ξkn3+3⊗ . . .⊗ξkp+q+r
(III2): (−1)
zyε
ξ
(ρ−1
III2
)ξl1⊗ . . .⊗ξlm4⊗ℓ(γl, αi)⊗ξlm4+3⊗ . . .⊗ξln4⊗ℓ(αk, βj)⊗ξln4+3⊗ . . .⊗ξlp+q+r
(III3): (−1)
zyε
ξ
(ρ−1
III3
)ξr1⊗ . . .⊗ξrm7⊗ℓ(γk, αi)⊗ξrm7+3⊗ . . .⊗ξrn7⊗ℓ(γl, βj)⊗ξrn7+3⊗ . . .⊗ξrp+q+r
(III4): (−1)
zyε
ξ
(ρ−1
III4
)ξt1⊗ . . .⊗ξtm6⊗ℓ(γk, βj)⊗ξtm6+3⊗ . . .⊗ξtn6⊗ℓ(γl, αi)⊗ξtn6+3⊗ . . .⊗ξtp+q+r
(III5): (−1)
zyε
ξ
(ρ−1
III5
)ξs1⊗ . . .⊗ξsm5⊗ℓ(ℓ(γk, αi), βj)⊗ξsm5+4⊗ . . .⊗ξsp+q+r .
On ve´rifie graˆce a` la (b − a+ 1)-antisyme´trie de ℓ que:
(I1)+(II1) = 0, (I2)+(II2) = 0, (I3)+(III1) = 0, (I4)+(III2) = 0, (II3)+(III4) = 0, (II4)+(III3) = 0.
Et graˆce a` la relation de Jacobi pour ℓ que: (I5) + (II5) + (III5) = 0.
(iii) On rappelle que D = d1 + µ1 ou`
d1(α1⊗ . . .⊗αn) =
∑
1≤i≤n
(−1)
P
s<i αsα1⊗ . . .⊗d(αi)⊗ . . .⊗αn
et
µ1(α1⊗ . . .⊗αn) =
∑
1≤i<n
(−1)
P
s<i αsα1⊗ . . .⊗µ(αi, αi+1)⊗ . . .⊗αn.
Ve´rifions d’abord que µ1 (ℓ
′
2(X,Y )) = ℓ
′
2 (µ1(X), Y ) + (−1)
x′ℓ′2 (X,µ1(Y )).
Soient X = α1⊗ . . .⊗αp et Y = αp+1⊗ . . .⊗αp+q.
D’une part, on de´veloppe µ1(ℓ
′
2(X,Y )), on trouve les types de termes suivants:
(I) : ασ−1(1)⊗ . . .⊗µ(ασ−1(i), ασ−1(i+1))⊗ . . .⊗ℓ(ασ−1(k), ασ−1(k+1))⊗ . . .⊗ασ−1(p+q)
ou` σ ∈ Bat(p, q), i < k − 1 et σ−1(k) ≤ p < σ−1(k + 1),
(II) : ασ−1(1)⊗ . . .⊗ℓ(ασ−1(k), ασ−1(k+1))⊗ . . .⊗µ(ασ−1(i), ασ−1(i+1))⊗ . . .⊗ασ−1(p+q)
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ou` σ ∈ Bat(p, q), i > k + 1 et σ−1(k) ≤ p < σ−1(k + 1),
(III) : ασ−1(1)⊗ . . .⊗µ
(
ασ−1(k−1), ℓ(ασ−1(k), ασ−1(k+1))
)
⊗ . . .⊗ασ−1(p+q)
ou` σ ∈ Bat(p, q), 1 ≤ k ≤ p+ q − 1 et σ−1(k) ≤ p < σ−1(k + 1),
(IV ) : ασ−1(1)⊗ . . .⊗µ
(
ℓ(ασ−1(k), ασ−1(k+1)), ασ−1(k+2)
)
⊗ . . .⊗ασ−1(p+q)
)
ou` σ ∈ Bat(p, q), 1 ≤ k ≤ p+ q − 1 et σ−1(k) ≤ p < σ−1(k + 1).
Parmi les termes de (I), on distingue quatre cas:
(I1) lorsque {σ
−1(i), σ−1(i + 1)} ⊂ {1, . . . , p},
(I2) lorsque {σ
−1(i), σ−1(i + 1)} ⊂ {p+ 1, . . . , p+ q},
(I3) lorsque σ
−1(i) ≤ p < σ−1(i+ 1),
(I4) lorsque σ
−1(i+ 1) ≤ p < σ−1(i).
Et de meˆme pour (II). Il y a des simplifications entre les termes de (I3) et (I4) et aussi entre les
termes de (II3) et (II4). Il ne reste que (I1), (I2), (II1) et (II2).
On se´pare aussi les termes de type (III) et (IV ) en deux cate´gories. On a donc:
(III1) lorsque σ
−1(k − 1) < σ−1(k) ≤ p < σ−1(k + 1),
(III2) lorsque σ
−1(k) ≤ p < σ−1(k − 1) < σ−1(k + 1),
(IV1) lorsque σ
−1(k) < σ−1(k + 2) ≤ p < σ−1(k + 1),
(IV2) lorsque σ
−1(k) ≤ p < σ−1(k + 1) < σ−1(k + 2).
Alors,
µ1(ℓ
′
2(X,Y )) = (I1) + (I2) + (II1) + (II2) + (III1) + (III2) + (IV1) + (IV2).
D’autre part, dans le second membre, on a
ℓ′2(µ1(X), Y ) = (−1)
(a−b−1)(x′+1)
∑
i<k−1
σ∈Bat(p,q)
1≤i<p
k 6∈{i,i+1};σ−1(k)≤p<σ−1(k+1)
εα(σ
−1)(−1)
P
s<i ασ−1(s)(−1)(b−a+1)
P
s<k ασ−1(s)(−1)(b−a+1)×
× ασ−1(1)⊗ . . .⊗µ(ασ−1(i), ασ−1(i+1))⊗ . . .⊗ℓ(ασ−1(k), ασ−1(k+1))⊗ . . .⊗ασ−1(p+q).
On trouve les types de termes suivants:
(I ′) : ασ−1(1)⊗ . . .⊗µ(ασ−1(i), ασ−1(i+1))⊗ . . .⊗ℓ(ασ−1(k), ασ−1(k+1))⊗ . . .⊗ασ−1(p+q)
ou` σ ∈ Bat(p, q), i < k − 1, σ−1(k) ≤ p < σ−1(k + 1) et 1 ≤ σ−1(i), σ−1(i+ 1) ≤ p,
(II ′) : ασ−1(1)⊗ . . .⊗ℓ(ασ−1(k), ασ−1(k+1))⊗ . . .⊗µ(ασ−1(i), ασ−1(i+1))⊗ . . .⊗ασ−1(p+q)
ou` σ ∈ Bat(p, q), i > k + 1, σ−1(k) ≤ p < σ−1(k + 1) et 1 ≤ σ−1(i), σ−1(i+ 1) ≤ p
et (III ′) : ασ−1(1)⊗ . . .⊗ℓ
(
µ(ασ−1(k), ασ−1(k+1)), ασ−1(k+2)
)
⊗ . . .⊗ασ−1(p+q)
ou` σ ∈ Bat(p, q), 1 ≤ k ≤ p+ q − 2 et σ−1(k) < σ−1(k + 1) ≤ p < σ−1(k + 2).
Or, d’apre`s l’identite´ de Leibniz, on a
ℓ
(
µ(ασ−1(k), ασ−1(k+1)), ασ−1(k+2)
)
= (−1)(b−a+1)(ασ−1(k)+1)µ
(
ασ−1(k), ℓ(ασ−1(k+1), ασ−1(k+2))
)
+ (−1)b−a+1+ασ−1(k+1)ασ−1(k+2)µ
(
ℓ(ασ−1(k), ασ−1(k+2)), ασ−1(k+1)
)
,
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on se´pare, alors, (III ′) en (III ′1) + (III
′
2).
Donc, ℓ′2(µ1(X), Y ) = (I
′) + (II ′) + (III ′1) + (III
′
2).
De meˆme, on trouve que (−1)x
′
ℓ′2(X,µ1(Y )) = (I
′′) + (II ′′) + (III ′′1 ) + (III
′′
2 ).
On ve´rifie, enfin, que (I1) = (I
′), (II1) = (II
′), (III1) = (III
′
1), (IV1) = (III
′
2), (I2) = (I
′′),
(II2) = (II
′′), (IV2) = (III
′′
1 ) et (III2) = (III
′′
2 ).
De meˆme, on ve´rifie que D1 (ℓ
′
2(X,Y )) = ℓ
′
2 (D1(X), Y ) + (−1)
x′ℓ′2 (X,D1(Y )). 
4.4. La L∞-alge`bre S
+(H[a− b]).
Dans le paragraphe pre´ce´dent, on a montre´ que
(
H[a − b − 1], ℓ′2, D
)
est une alge`bre de Lie
diffe´rentielle gradue´e. On conside`re l’espace H[a− b] muni de la graduation
dg′′(X) = dg′(X)− 1 = dg(X)− a+ b := x′′ , pour tout X ∈ H[a− b].
On voudrait construire la coge`bre cocommutative coassociative (S+(H[a−b]),∆), ou` S+(H[a−b]) =⊕
n≥1 S
n(H[a− b]) et ∆ est son coproduit qui est de degre´ 0 et de´fini par:
∀X1 . . . Xn ∈ S
n(H[a− b]),
∆(X1 . . .Xn) =
∑
I∪J={1,...n}
#I,#J>0
ε
(
x′′1 ...x
′′
n
x′′I x
′′
J
)
XI
⊗
XJ .
Le crochet ℓ′2 e´tait antisyme´trique de degre´ 0 sur H[a− b−1]. Comme l’on veut une code´rivation de
degre´ 1 pour ∆, on pose ℓ′′2 (X,Y ) = (−1)
x′′ℓ′2(X,Y ) qui est une application syme´trique sur H[a− b]
de degre´ 1. On a
Proposition 4.3.
Pour tout X, Y , Z ∈ H[a− b], on a:
(i) ℓ′′2(X,Y ) = (−1)
x′′y′′ℓ′′2 (Y,X),
(ii) (−1)x
′′z′′ℓ′′2(ℓ
′′
2(X,Y ), Z) + (−1)
y′′x′′ℓ′′2(ℓ
′′
2(Y, Z), X) + (−1)
z′′y′′ℓ′′2(ℓ
′′
2 (Z,X), Y ) = 0,
(iii) D(ℓ′′2 (X,Y )) = −ℓ
′′
2(D(X), Y ) + (−1)
1+x′′ℓ′′2(X,D(Y )).
Preuve:
(i) On a
ℓ′′2(X,Y ) = (−1)
x′′ℓ′2(X,Y ) = (−1)
x′′(−1)x
′y′+1ℓ′2(Y,X)
= (−1)x
′′+(x′′+1)(y′′+1)+1(−1)y
′′
ℓ′′2(Y,X)
= (−1)x
′′y′′ℓ′′2(Y,X).
(ii) On a
(−1)x
′′z′′ℓ′′2(ℓ
′′
2(X,Y ), Z) + (−1)
y′′x′′ℓ′′2(ℓ
′′
2(Y, Z), X) + (−1)
z′′y′′ℓ′′2 (ℓ
′′
2(Z,X), Y ) =
(−1)x
′+y′+z′+1
(
(−1)x
′z′ℓ′2 (ℓ
′
2(X,Y ), Z) + (−1)
y′x′ℓ′2((ℓ
′
2(Y, Z), X) + (−1)
z′y′ℓ′2 (ℓ
′
2(Z,X), Y )
)
= 0.
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(iii) On a
D(ℓ′′2 (X,Y )) = (−1)
x′′D(ℓ′2(X,Y )) = (−1)
x′′
(
ℓ′2 (D(X), Y ) + (−1)
x′ℓ′2 (X,D(Y ))
)
= (−1)x
′′
(
(−1)x
′′+1ℓ′′2 (D(X), Y ) + (−1)
x′+x′′ℓ′′2 (X,D(Y ))
)
= −ℓ′′2(D(X), Y ) + (−1)
1+x′′ℓ′′2(X,D(Y )).

On prolonge ℓ′′2 a` S
+(H[a− b]) de fac¸on unique comme une code´rivation ℓ′′ de ∆ de degre´ 1 en
posant:
ℓ′′(X1 . . . Xn) =
∑
i<j
ε
(
x′′1 ...x
′′
n
x′′i x
′′
j x
′′
1 ...
bij...x′′n
)
ℓ′′2(Xi, Xj).X1 . . . îj . . . Xn.
En utilisant l’identite´ de Jacobi, on peut ve´rifier que ℓ′′ ◦ ℓ′′ = 0.
On prolonge, aussi, la diffe´rentielleD a` S+(H[a−b]) comme l’unique code´rivationm de ∆ toujours
de degre´ 1 en posant:
m(X1 . . .Xn) =
n∑
i=1
ε
(
x′′1 ...x
′′
n
x′′i x
′′
1 ...
bi...x′′n
)
D(Xi).X1 . . . î . . .Xn.
Elle ve´rifie m ◦m = 0.
Si on pose Q1 = D, Q2 = ℓ
′′
2 , Qk = 0, si k ≥ 3 et
Q(X1 . . . Xn) =
∑
I∪J={1,...,n}
I 6=∅
ε
(
x′′1 ...x
′′
n
x′′I x
′′
J
)
Q#I(XI).XJ .
Alors, Q = m+ ℓ′′ et ve´rifie Q2 = 0 et (Q⊗ id+ id⊗Q) ◦∆ = ∆ ◦Q.
Donc, le complexe (S+(H[a− b]),∆, Q) est une coge`bre cocommuative coassociative et codif-
fe´rentielle, alors, c’est une L∞ alge`bre.
4.5. La C∞-alge`bre S
+(H[a− b]).
L’espace
(
H, δ,D
)
e´tant une coge`bre de Lie codiffe´rentielle, on de´finit un cocrochet δ′′ de degre´
a− b sur H[a− b] par:
δ′′(X) =
∑
U⊗V=X
U,V 6=∅
(−1)(a−b)u
′′
(
U
⊗
V + (−1)u
′′v′′+a−b+1V
⊗
U
)
, ∀X ∈ H[a− b].
On prolonge δ′′ a` S+(H[a− b]) par:
δ′′(X1 . . .Xn) =
∑
1≤s≤n
I∪J={1,...,n}\{s}
ε
(
x′′1 ...x
′′
n
x′′I x
′′
s x
′′
J
) ∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)(a−b)(x
′′
I+u
′′
s )×
×
(
XI .Us
⊗
Vs.XJ + (−1)
u′′s v
′′
s+a−b+1XI .Vs
⊗
Us.XJ
)
.
Alors, δ′′ est un cocrochet sur S+(H[a− b]) de degre´ a− b. En notant τ ′′ la volte dans S+(H[a− b]),
δ′′ ve´rifie:
Proposition 4.4.
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(i) τ ′′ ◦ δ′′ = −(−1)a−bδ′′ : (δ′′ est (a− b)-coantisyme´trique),
(ii)
(
id⊗3 + τ ′′12 ◦ τ
′′
23 + τ
′′
23 ◦ τ
′′
12
)
◦ (δ′′ ⊗ id) ◦ δ′′ = 0 : (l’identite´ de coJacobi),
(iii) (id⊗∆) ◦ δ′′ = (δ′′ ⊗ id) ◦∆+ τ ′′12 ◦ (id⊗ δ
′′) ◦∆ : (l’identite´ de coLeibniz).
Preuve:
(i) On a
τ ′′ ◦ δ′′(X1 . . . Xn) = τ
′′
[ ∑
1≤s≤n
I∪J={1,...,n}\{s}
ε
(
x′′1 ...x
′′
n
x′′Jx
′′
s x
′′
I
) ∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)(a−b)(x
′′
J+u
′′
s )×
×
(
XJ .Us
⊗
Vs.XI + (−1)
u′′s v
′′
s+a−b+1XJ .Vs
⊗
Us.XI
) ]
=
∑
1≤s≤n
I∪J={1,...,n}\{s}
ε
(
x′′1 ...x
′′
n
x′′Jx
′′
s x
′′
I
) ∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)(a−b)(x
′′
J+u
′′
s )×
×
[
(−1)(x
′′
I+v
′′
s )(x
′′
J+u
′′
s )Vs.XI
⊗
XJ .Us + (−1)
(x′′J+v
′′
s )(x
′′
I+u
′′
s )(−1)u
′′
s v
′′
s+a−b+1Us.XI
⊗
XJ .Vs
]
= (−1)a−b+1
[ ∑
1≤s≤n
I∪J={1,...,n}\{s}
ε
(
x′′1 ...x
′′
n
x′′I x
′′
s x
′′
J
) ∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)(a−b)(x
′′
I+u
′′
s )×
×
(
XI .Us
⊗
Vs.XJ + (−1)
u′′s v
′′
s+a−b+1XI .Vs
⊗
Us.XJ
) ]
= (−1)a−b+1δ′′(X1 . . . Xn).
(ii) On calcule (δ′′ ⊗ id) ◦ δ′′(X1 . . . Xn), on trouve des termes produit et produit tensoriel de
facteurs XI , XJ , XK , Us, Vs, Ut, Vt pour I ∪ J ∪ K ∪ {s, t} = {1, . . . , n}, s 6= t, Xs = Us⊗Vs et
Xt = Ut⊗Vt et des termes produit et produit tensoriel de facteurs XI , XJ , XK , Us, Vs,Ws pour
I ∪ J ∪K ∪ {s} = {1, . . . , n} et Xs = Us⊗Vs⊗Ws.
Pour retrouver les termes du premier type, on part de XI
⊗
XJ
⊗
XK et on ajoute les Us, Vs, Ut, Vt
en suivant le tableau:
Ut
⊗
Vt.Us
⊗
Vs, Vt
⊗
Ut.Us
⊗
Vs, Ut
⊗
Vt.Vs
⊗
Us, Vt
⊗
Ut.Vs
⊗
Us,
Us.Ut
⊗
Vt
⊗
Vs, Us.Vt
⊗
Ut
⊗
Vs, Vs.Ut
⊗
Vt
⊗
Us, Vs.Vt
⊗
Ut
⊗
Us,
Us
⊗
Ut
⊗
Vs.Vt, Us
⊗
Vt
⊗
Vs.Ut, Vs
⊗
Ut
⊗
Us.Vt, Vs
⊗
Vt
⊗
Us.Ut.
Pour retrouver les termes du deuxie`me type, on part de XI
⊗
XJ
⊗
XK et on ajoute les Us, Vs,Ws
en suivant le tableau:
Us
⊗
Vs
⊗
Ws, Vs
⊗
Us
⊗
Ws, Vs
⊗
Ws
⊗
Us, Ws
⊗
Vs
⊗
Us.
Par exemple, le premier e´le´ment Ut
⊗
Vt.Us
⊗
Vs du tableau correspond au terme
(1) : XI .Ut
⊗
Vt.XJ .Us
⊗
Vs.XK .
Pour s < t, ce terme apparaˆıt deux fois dans
(
id⊗3+ τ ′′12 ◦ τ
′′
23+ τ
′′
23 ◦ τ
′′
12
)
◦ (δ′′⊗ id) ◦ δ′′(X1 . . . Xn):
1) Une fois dans id⊗3 ◦ (δ′′ ⊗ id) ◦ δ′′(X1 . . . Xn) avec le signe ε1 obtenu ainsi:
- On part de X1 . . .Xn, on le rame`ne en XI .Xt.XJ .Xs.XK avec le signe ε
(
x′′1 ...x
′′
n
x′′I x
′′
t x
′′
J x
′′
s x
′′
K
)
.
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- On applique δ′′ sur XI .Xt.XJ .Xs.XK et pre´cise´ment lorsqu’on coupe Xs, il apparaˆıt le terme
XI .Xt.XJ .Us
⊗
Vs.XK une seule fois avec le signe
(−1)(a−b)(x
′′
I+x
′′
t +x
′′
J+u
′′
s )ε
(
x′′1 ...x
′′
n
x′′I x
′′
t x
′′
J x
′′
s x
′′
K
)
.
- Ensuite, on applique (δ′′⊗id) surXI .Xt.XJ .Us
⊗
Vs.XK et pre´cise´ment on coupeXt, on obtient
une seule fois le terme XI .Ut
⊗
Vt.XJ .Us
⊗
Vs.XK avec le signe
(−1)(a−b)(x
′′
I+x
′′
t +x
′′
J+u
′′
s )ε
(
x′′1 ...x
′′
n
x′′I x
′′
t x
′′
J x
′′
s x
′′
K
)
(−1)(a−b)(x
′′
I+u
′′
t )
= (−1)(a−b)(x
′′
J+v
′′
t +u
′′
s+a−b)ε
(
x′′1 ...x
′′
n
x′′I x
′′
t x
′′
J x
′′
s x
′′
K
)
= ε1.
2) Le terme (1) apparaˆıt une autre fois dans τ ′′12 ◦ τ
′′
23 ◦ (δ
′′ ⊗ id) ◦ δ′′(X1 . . .Xn) avec le signe ε
′
1:
- On part de X1 . . .Xn, on le rame`ne en XJ .Xs.XK .Xt.XI avec le signe ε
(
x′′1 ...x
′′
n
x′′J x
′′
s x
′′
K x
′′
t x
′′
I
)
.
- On applique δ′′ sur XJ .Xs.XK .Xt.XI et plus pre´cise´ment, lorsqu’on coupe Xt, alors, le terme
XJ .Xs.XK .Vt
⊗
Ut.XI apparaˆıt une seule fois avec le signe
(−1)(a−b)(x
′′
J+x
′′
s+x
′′
K+u
′′
t )(−1)u
′′
t v
′′
t +a−b+1ε
(
x′′1 ...x
′′
n
x′′J x
′′
s x
′′
K x
′′
t x
′′
I
)
qui s’e´crit encore Vt.XJ .Xs.XK
⊗
XI .Ut accompagne´ du signe
(−1)(a−b)(x
′′
J+x
′′
s+x
′′
K+u
′′
t )+u
′′
t v
′′
t +a−b+1(−1)u
′′
t x
′′
I+v
′′
t (x
′′
K+x
′′
s+x
′′
J )ε
(
x′′1 ...x
′′
n
x′′J x
′′
s x
′′
K x
′′
t x
′′
I
)
.
- Ensuite, on applique (δ′′⊗id) sur Vt.XJ .Xs.XK
⊗
XI .Ut et pre´cise´ment on coupeXs, on obtient
une seule fois le terme Vt.XJ .Us
⊗
Vs.XK
⊗
XI .Ut avec le signe
(−1)(a−b)(x
′′
J+x
′′
s+x
′′
K+u
′′
t )+u
′′
t v
′′
t +a−b+1+u
′′
t x
′′
I+v
′′
t (x
′′
K+x
′′
s+x
′′
J )ε
(
x′′1 ...x
′′
n
x′′J x
′′
s x
′′
K x
′′
t x
′′
I
)
(−1)(a−b)(v
′′
t +x
′′
J+u
′′
s )
= (−1)(a−b)(x
′′
t +x
′′
K+v
′′
s )+u
′′
t v
′′
t +a−b+1(−1)u
′′
t x
′′
I+v
′′
t (x
′′
K+x
′′
s+x
′′
J )ε
(
x′′1 ...x
′′
n
x′′J x
′′
s x
′′
K x
′′
t x
′′
I
)
.
- Puis, on applique τ ′′12 ◦ τ
′′
23, on obtient le terme (1) = XI .Ut
⊗
Vt.XJ .Us
⊗
Vs.XK avec le signe
(−1)(a−b)(x
′′
t +x
′′
K+v
′′
s )+u
′′
t v
′′
t +a−b+1(−1)u
′′
t x
′′
I+v
′′
t (x
′′
K+x
′′
s+x
′′
J )ε
(
x′′1 ...x
′′
n
x′′J x
′′
s x
′′
K x
′′
t x
′′
I
)
×
× (−1)(x
′′
I+u
′′
t )(v
′′
t +x
′′
J+u
′′
s+v
′′
s+x
′′
K)+x
′′
I u
′′
t
= (−1)(a−b)(x
′′
J+v
′′
t +u
′′
s+a−b)+1ε
(
x′′1 ...x
′′
n
x′′I x
′′
t x
′′
J x
′′
s x
′′
K
)
= −ε1.
Finalement, ces deux termes se simplifient.
Un calcul pe´nible montre, de meˆme, que tous les termes du tableau se simplifient dans
(
id⊗3 +
τ ′′12 ◦ τ
′′
23 + τ
′′
23 ◦ τ
′′
12
)
◦ (δ′′ ⊗ id) ◦ δ′′(X1 . . .Xn).
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(iii) D’une part, on a
(id⊗∆) ◦ δ′′(X1 . . .Xn) =
∑
1≤s≤n
I∪J={1,...,n}\{s}
ε
(
x′′1 ...x
′′
n
x′′I x
′′
s x
′′
J
) ∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)(a−b)(x
′′
I+u
′′
s )×
× (id⊗∆)
[
XI .Us
⊗
Vs.XJ + (−1)
u′′s v
′′
s+a−b+1XI .Vs
⊗
Us.XJ
]
=
∑
1≤s≤n
I∪J={1,...,n}\{s}
ε
(
x′′1 ...x
′′
n
x′′I x
′′
s x
′′
J
) ∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)(a−b)(x
′′
I+u
′′
s )×
×
∑
K∪L=J
[
ε
(
v′′s x
′′
J
x′′Kv
′′
s x
′′
L
)
XI .Us
⊗
XK
⊗
Vs.XL + ε
(
v′′s x
′′
J
v′′s x
′′
Lx
′′
K
)
XI .Us
⊗
Vs.XL
⊗
XK
+ (−1)u
′′
s v
′′
s+a−b+1
(
ε
(
u′′s x
′′
J
x′′Ku
′′
s x
′′
L
)
XI .Vs
⊗
XK
⊗
Us.XL + ε
(
u′′s x
′′
J
u′′s x
′′
Lx
′′
K
)
XI .Vs
⊗
Us.XL
⊗
XK
) ]
= (I) + (II) + (III) + (IV ).
D’autre part, on a
(id⊗ δ′′) ◦∆(X1 . . .Xn) =
∑
K∪J={1,...n}
K,J 6=∅
ε
(
x′′1 ...x
′′
n
x′′Kx
′′
J
)
(id⊗ δ′′)(XK
⊗
XJ)
=
∑
K∪J={1,...n}
K,J 6=∅
ε
(
x′′1 ...x
′′
n
x′′Kx
′′
J
)
(−1)(a−b)x
′′
K
∑
s∈J
I∪L=J\{s}
ε
(
x′′J
x′′I x
′′
s x
′′
L
) ∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)(a−b)(x
′′
I+u
′′
s+a−b) ×
×
[
XK
⊗
XI .Us
⊗
Vs.XL + (−1)
u′′s v
′′
s+a−b+1XK
⊗
XI .Vs
⊗
Us.XL
]
.
Alors, en appliquant τ ′′12, on obtient
τ ′′12 ◦ (id⊗ δ
′′) ◦∆(X1 . . .Xn) =∑
1≤s≤n
I∪K∪L={1,...,n}\{s}
K 6=∅
ε
(
x′′1 ...x
′′
n
x′′Kx
′′
J
)
(−1)(a−b)x
′′
Kε
(
x′′Kx
′′
J
x′′Kx
′′
I x
′′
s x
′′
L
) ∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)(a−b)(x
′′
I+u
′′
s )×
×
[
(−1)x
′′
K(x
′′
I+u
′′
s )XI .Us
⊗
XK
⊗
Vs.XL + (−1)
u′′s v
′′
s+a−b+1+x
′′
K(x
′′
I+v
′′
s )XI .Vs
⊗
XK
⊗
Us.XL
]
= (1) + (2).
De plus, on a
(δ′′ ⊗ id) ◦∆(X1 . . . Xn) =
∑
K∪J={1,...n}
K,J 6=∅
ε
(
x′′1 ...x
′′
n
x′′Jx
′′
K
)
(δ′′ ⊗ id)(XJ
⊗
XK)
=
∑
K∪J={1,...n}
K,J 6=∅
ε
(
x′′1 ...x
′′
n
x′′Jx
′′
K
) ∑
s∈J
I∪L=J\{s}
ε
(
x′′J
x′′I x
′′
s x
′′
L
) ∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)(a−b)(x
′′
I+u
′′
s )×
×
[
XI .Us
⊗
Vs.XL
⊗
XK + (−1)
u′′s v
′′
s+a−b+1XI .Vs
⊗
Us.XL
⊗
XK
]
=
∑
1≤s≤n
I∪K∪L={1,...,n}\{s}
K 6=∅
ε
(
x′′1 ...x
′′
n
x′′Jx
′′
K
)
ε
(
x′′Jx
′′
K
x′′I x
′′
s x
′′
Lx
′′
K
) ∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)(a−b)(x
′′
I+u
′′
s )×
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×
[
XI .Us
⊗
Vs.XL
⊗
XK + (−1)
u′′s v
′′
s+a−b+1XI .Vs
⊗
Us.XL
⊗
XK
]
= (3) + (4).
En examinant les monoˆmes de type (I), (II), (III) ou (IV ) du premier membre, on constate qu’ils
apparaissent chaque fois dans un des types bien de´termine´ du second membre et chacun apparaˆıt
une fois et une seule. Il suffit, alors, de ve´rifier l’e´galite´ des signes. Par exemple:
Dans (I), le terme XI .Us
⊗
XK
⊗
Vs.XL apparaˆıt avec le signe
(−1)(a−b)(x
′′
I+u
′′
s )ε
(
x′′1 ...x
′′
n
x′′I x
′′
s x
′′
J
)
ε
(
v′′s x
′′
J
x′′K v
′′
s x
′′
L
)
= (−1)(a−b)(x
′′
I+u
′′
s )ε
(
x′′1 ...x
′′
n
x′′I x
′′
s x
′′
J
)
ε
(
x′′I u
′′
s v
′′
s x
′′
J
x′′I u
′′
s x
′′
K v
′′
s x
′′
L
)
.
Or
ε
(
x′′1 ...x
′′
s ...x
′′
n
x′′I x
′′
s x
′′
J
)
= ε
(
x′′1 ...u
′′
s v
′′
s ...x
′′
n
x′′I u
′′
s v
′′
s x
′′
J
)
(−1)
(a−b)
P
i<s
i∈J
x′′i
(−1)
(a−b)
P
i>s
i∈I
x′′i
.
Le signe total de (I) est:
(−1)(a−b)(x
′′
I+u
′′
s )(−1)
(a−b)
P
i<s
i∈K∪L
x′′i
(−1)
(a−b)
P
i>s
i∈I
x′′i
ε
(
x′′1 ...u
′′
s v
′′
s ...x
′′
n
x′′I u
′′
s x
′′
Kv
′′
s x
′′
L
)
= (−1)(a−b)u
′′
s (−1)(a−b)
P
i<s x
′′
i ε
(
x′′1 ...u
′′
s v
′′
s ...x
′′
n
x′′I u
′′
s x
′′
Kv
′′
s x
′′
L
)
.
Dans (1), le terme XI .Us
⊗
XK
⊗
Vs.XL apparaˆıt avec le signe
(−1)(a−b)x
′′
K (−1)(a−b)(x
′′
I+u
′′
s )ε
(
x′′1 ...x
′′
n
x′′K x
′′
I x
′′
s x
′′
L
)
(−1)x
′′
K(x
′′
I+u
′′
s )
= (−1)(a−b)(x
′′
I+x
′′
K+u
′′
s )+x
′′
K(x
′′
I+u
′′
s )ε
(
x′′1 ...u
′′
s v
′′
s ...x
′′
n
x′′Kx
′′
I u
′′
s v
′′
s x
′′
L
)
(−1)
(a−b)
P
i<s
i∈L
x′′i
(−1)
(a−b)
P
i>s
i∈K∪I
x′′i
= (−1)(a−b)u
′′
s (−1)x
′′
K(x
′′
I+u
′′
s )ε
(
x′′1 ...u
′′
s v
′′
s ...x
′′
n
x′′Kx
′′
I u
′′
s v
′′
s x
′′
L
)
(−1)(a−b)
P
i<s x
′′
i
= (−1)(a−b)u
′′
s ε
(
x′′1 ...u
′′
s v
′′
s ...x
′′
n
x′′I u
′′
s x
′′
Kv
′′
s x
′′
L
)
(−1)(a−b)
P
i<s x
′′
i .
Alors, on a (I) = (1).
De meˆme, on ve´rifie que (II) = (3), (III) = (2) et (IV ) = (4). 
On a prouve´ que (S+(H[a− b]), δ′′) est une coge`bre de Lie. Montrons qu’avec Q = m+ ℓ′′, elle
est codiffe´rentielle. Revenons, donc, aux ope´rateurs m et ℓ′′ de´finis sur S+(H[a− b]) par:
m(X1 . . . Xn) =
n∑
i=1
ε
(
x′′1 ...x
′′
n
x′′i x
′′
1 ...
bi...x′′n
)
m(Xi).X1 . . . î . . . Xn
et
ℓ′′(X1 . . . Xn) =
∑
i<j
ε
(
x′′1 ...x
′′
n
x′′i x
′′
j x
′′
1 ...
bij...x′′n
)
ℓ′′2(Xi, Xj).X1 . . . îj . . . Xn.
Proposition 4.5.
m et ℓ′′ sont des code´rivations de δ′′ de degre´ 1, ils ve´rifient:
(i) (m⊗ id+ id⊗m) ◦ δ′′ = (−1)a−bδ′′ ◦m.
(ii) (ℓ′′ ⊗ id+ id⊗ ℓ′′) ◦ δ′′ = (−1)a−bδ′′ ◦ ℓ′′.
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Preuve:
(i) D’une part, on a
δ′′ ◦m(X1 . . .Xn) = δ
′′
[ n∑
s=1
(−1)
P
i<s x
′′
i X1 . . .m(Xs) . . . Xn
]
=
∑
t<s
Ut⊗Vt=Xt
I∪J={1,...,n}\{s,t}
(−1)
P
i<s x
′′
i
[
(−1)(a−b)(x
′′
I+u
′′
t )ε
(
x′′1 ...x
′′
t ...m(xs)
′′...x′′n
x′′I x
′′
t m(xs)
′′ x′′J
)
×
×
(
XI .Ut
⊗
Vt.m(Xs).XJ + (−1)
u′′t v
′′
t +a−b+1XI .Vt
⊗
Ut.m(Xs).XJ
)
+ (−1)(a−b)(x
′′
I+u
′′
t +x
′′
s+1)ε
(
x′′1 ...x
′′
t ...m(xs)
′′...x′′n
x′′I m(xs)
′′ x′′t x
′′
J
)
×
×
(
XI .m(Xs).Ut
⊗
Vt.XJ + (−1)
u′′t v
′′
t +a−b+1XI .m(Xs).Vt
⊗
Ut.XJ
)]
+
∑
t>s
Ut⊗Vt=Xt
I∪J={1,...,n}\{s,t}
(−1)
P
i<s x
′′
i
[
(−1)(a−b)(x
′′
I+u
′′
t )ε
(
x′′1 ...m(xs)
′′...x′′t ...x
′′
n
x′′I x
′′
t m(xs)
′′ x′′J
)
×
×
(
XI .Ut
⊗
Vt.m(Xs).XJ + (−1)
u′′t v
′′
t +a−b+1XI .Vt
⊗
Ut.m(Xs).XJ
)
+ (−1)(a−b)(x
′′
I+u
′′
t +x
′′
s+1)ε
(
x′′1 ...m(xs)
′′...x′′t ...x
′′
n
x′′I m(xs)
′′ x′′t x
′′
J
)
×
×
(
XI .m(Xs).Ut
⊗
Vt.XJ + (−1)
u′′t v
′′
t +a−b+1XI .m(Xs).Vt
⊗
Ut.XJ
)]
+
∑
1≤s≤n
Us⊗Vs=Xs
I∪J={1,...,n}\{s}
(−1)
P
i<s x
′′
i ε
(
x′′1 ...m(xs)
′′...x′′n
x′′I m(xs)
′′ x′′J
)
×
×
[
(−1)(a−b)(x
′′
I+u
′′
s+1)
(
XI .m(Us)
⊗
Vs.XJ + (−1)
(u′′s+1)v
′′
s+a−b+1XI .Vs
⊗
m(Us).XJ
)
+ (−1)(a−b)(x
′′
I+u
′′
s )(−1)us
(
XI .Us
⊗
m(Vs).XJ + (−1)
(v′′s+1)u
′′
s+a−b+1XI .m(Vs)
⊗
Us.XJ
)]
= (1) + (2) + (3) + (4) + (5) + (6) + (7) + (8),
ou`
(1) =
∑
±
(
XI .Ut
⊗
Vt.m(Xs).XJ + (−1)
u′′t v
′′
t +a−b+1XI .Vt
⊗
Ut.m(Xs).XJ
)
,
etc ...
(4) =
∑
±
(
XI .m(Xs).Ut
⊗
Vt.XJ + (−1)
u′′t v
′′
t +a−b+1XI .m(Xs).Vt
⊗
Ut.XJ
)
,
(5) =
∑
±XI .m(Us)
⊗
Vs.XJ , (6) =
∑
±XI .Vs
⊗
m(Us).XJ ,
(7) =
∑
±XI .Us
⊗
m(Vs).XJ , (8) =
∑
±XI .m(Vs)
⊗
Us.XJ .
D’autre part, on a
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(m⊗ id) ◦ δ′′(X1 . . . Xn) =∑
t<s
Ut⊗Vt=Xt
I∪J={1,...,n}\{s,t}
ε
(
x′′1 ...x
′′
t ...x
′′
s ...x
′′
n
x′′I x
′′
s x
′′
t x
′′
J
)
(−1)(a−b)(x
′′
I+x
′′
s+u
′′
t )(−1)x
′′
I×
×
(
XI .m(Xs).Ut
⊗
Vt.XJ + (−1)
u′′t v
′′
t +a−b+1XI .m(Xs).Vt
⊗
Ut.XJ
)
+
∑
t>s
Ut⊗Vt=Xt
I∪J={1,...,n}\{s,t}
ε
(
x′′1 ...x
′′
s ...x
′′
t ...x
′′
n
x′′I x
′′
s x
′′
t x
′′
J
)
(−1)(a−b)(x
′′
I+x
′′
s+u
′′
t )(−1)x
′′
I×
×
(
XI .m(Xs).Ut
⊗
Vt.XJ + (−1)
u′′t v
′′
t +a−b+1XI .m(Xs).Vt
⊗
Ut.XJ
)
+
∑
1≤s≤n
Us⊗Vs=Xs
I∪J={1,...,n}\{s}
ε
(
x′′1 ...x
′′
s ...x
′′
n
x′′I x
′′
s x
′′
J
)
(−1)(a−b)(x
′′
I+u
′′
s )(−1)x
′′
IXI .m(Us)
⊗
Vs.XJ
+
∑
1≤s≤n
Us⊗Vs=Xs
I∪J={1,...,n}\{s}
ε
(
x′′1 ...x
′′
s ...x
′′
n
x′′I x
′′
s x
′′
J
)
(−1)(a−b)(x
′′
I+u
′′
s )(−1)x
′′
I (−1)u
′′
s v
′′
s+a−b+1XI .m(Vs)
⊗
Us.XJ
= (I1) + (I2) + (I3) + (I4).
et
(id⊗m) ◦ δ′′(X1 . . . Xn) =∑
t<s
Ut⊗Vt=Xt
I∪J={1,...,n}\{s,t}
ε
(
x′′1 ...x
′′
t ...x
′′
s ...x
′′
n
x′′I x
′′
t x
′′
s x
′′
J
)
(−1)(a−b)(x
′′
I+u
′′
t )(−1)x
′′
I+u
′′
t +v
′′
t ×
×
(
XI .Ut
⊗
Vt.m(Xs).XJ + (−1)
u′′t v
′′
t +a−b+1XI .Vt
⊗
Ut.m(Xs).XJ
)
+
∑
t>s
Ut⊗Vt=Xt
I∪J={1,...,n}\{s,t}
ε
(
x′′1 ...x
′′
s ...x
′′
t ...x
′′
n
x′′I x
′′
t x
′′
s x
′′
J
)
(−1)(a−b)(x
′′
I+u
′′
t )(−1)x
′′
I+u
′′
t +v
′′
t ×
×
(
XI .Ut
⊗
Vt.m(Xs).XJ + (−1)
u′′t v
′′
t +a−b+1XI .Vt
⊗
Ut.m(Xs).XJ
)
+
∑
1≤s≤n
Us⊗Vs=Xs
I∪J={1,...,n}\{s}
ε
(
x′′1 ...x
′′
s ...x
′′
n
x′′I x
′′
s x
′′
J
)
(−1)(a−b)(x
′′
I+u
′′
s )(−1)x
′′
I+u
′′
sXI .Us
⊗
m(Vs).XJ
+
∑
1≤s≤n
Us⊗Vs=Xs
I∪J={1,...,n}\{s}
ε
(
x′′1 ...x
′′
s ...x
′′
n
x′′I x
′′
s x
′′
J
)
(−1)(a−b)(x
′′
I+u
′′
s )(−1)x
′′
I+v
′′
s (−1)u
′′
s v
′′
s+a−b+1XI .Vs
⊗
m(Us).XJ
= (II1) + (II2) + (II3) + (II4).
On ve´rifie que les termes (1), (2), (3), (4), (5), (6), (7) et (8) de δ′′ ◦ m(X1 . . .Xn) apparaissent
aussi dans (m⊗ id+ id⊗m) ◦ δ′′(X1 . . . Xn) a` un signe (−1)
a−b pre`s.
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Par exemple, le terme XI .Ut
⊗
Vt.m(Xs).XJ + (−1)
u′′t v
′′
t +a−b+1XI .Vt
⊗
Ut.m(Xs).XJ de (1) ap-
paraˆıt dans δ′′ ◦m(X1. . . . .Xn) avec le signe
ε1 = (−1)
P
i<s x
′′
i (−1)(a−b)(x
′′
I+u
′′
t )ε
(
x′′1 ...x
′′
t ...m(xs)
′′...x′′n
x′′I x
′′
t m(xs)
′′ x′′J
)
.
Or ε
(
x′′1 ...x
′′
t ...m(xs)
′′...x′′n
x′′I x
′′
t m(xs)
′′ x′′J
)
= ε
(
x′′1 ...x
′′
t ...x
′′
s ...x
′′
n
x′′I x
′′
t x
′′
s x
′′
J
)
(−1)
P
i<s
i∈J
x′′i
(−1)
P
i>s
i∈I
x′′i
,
alors,
ε1 = (−1)
(a−b)(x′′I+u
′′
t )ε
(
x′′1 ...x
′′
t ...x
′′
s ...x
′′
n
x′′I x
′′
t x
′′
s x
′′
J
)
(−1)x
′′
I+x
′′
t .
Le meˆme terme apparaˆıt dans (id⊗m) ◦ δ′′(X1 . . . Xn), et pre´cise´ment dans (II1), avec le signe
ε
(
x′′1 ...x
′′
t ...x
′′
s ...x
′′
n
x′′I x
′′
t x
′′
s x
′′
J
)
(−1)(a−b)(x
′′
I+u
′′
t )(−1)x
′′
I+u
′′
t +v
′′
t = (−1)a−bε1.
Alors, on trouve que (1) = (−1)(a−b)(II1).
De meˆme, on de´montre que (2) = (−1)(a−b)(I1), (3) = (−1)
(a−b)(II2), (4) = (−1)
(a−b)(I2),
(5) = (−1)(a−b)(I3), (6) = (−1)
(a−b)(II4), (7) = (−1)
(a−b)(II3) et (8) = (−1)
(a−b)(I4).
(ii) On a
δ′′ ◦ ℓ′′(X1 . . . Xn) = δ
′′
[ ∑
i<j
K={1,...,n}\{i,j}
ε
(
x′′1 ...x
′′
n
x′′i x
′′
j x
′′
J
)
ℓ′′2(Xi, Xj).XK
]
.
Dans δ′′ ◦ ℓ′′(X1 . . . Xn) apparaˆıt des termes de la forme
(1) : ℓ′′2(Xi, Xj).XK .Us
⊗
Vs.XL,
(2) : ℓ′′2(Xi, Xj).XK .Vs
⊗
Us.XL,
(3) : XK .Us
⊗
Vs.ℓ
′′
2(Xi, Xj).XL,
(4) : XK .Vs
⊗
Us.ℓ
′′
2(Xi, Xj).XL,
pour K ∪ L ∪ {i, j, s} = {1, . . . , n}, i < j et Xs = Us⊗Vs.
Et d’autres termes dans le cas ou` on coupe ℓ′′2(Xi, Xj) par δ
′′ de la forme
(5) : XK .Uij
⊗
Vij .XL,
(6) : XK .Vij
⊗
Uij .XL,
pour K ∪ L ∪ {i, j} = {1, . . . , n}, i < j et ℓ′′2(Xi, Xj) = Uij⊗Vij .
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De plus, en e´crivant le premier membre de (ii), on a d’une part,
(ℓ′′ ⊗ id) ◦ δ′′(X1 . . . Xn) =
(ℓ′′ ⊗ id)
[∑
i<j
∑
s
K∪L={1,...,n}\{i,j,s}
∑
Us⊗Vs=Xs
Us,Vs 6=∅
ε
(
x′′1 ...x
′′
n
x′′i x
′′
j x
′′
K x
′′
s x
′′
L
)
(−1)(a−b)(x
′′
i +x
′′
j +x
′′
K+u
′′
s )×
×
(
Xi.Xj .XK .Us
⊗
Vs.XL + (−1)
u′′s v
′′
s+a−b+1Xi.Xj .XK .Vs
⊗
Us.XL
)]
=
∑
i<j
∑
s
K∪L={1,...,n}\{i,j,s}
∑
Us⊗Vs=Xs
Us,Vs 6=∅
ε
(
x′′1 ...x
′′
n
x′′i x
′′
j x
′′
K x
′′
s x
′′
L
)
(−1)(a−b)(x
′′
i +x
′′
j +x
′′
K+u
′′
s )×
×
(
ℓ′′2(Xi, Xj).XK .Us
⊗
Vs.XL + (−1)
u′′s v
′′
s+a−b+1ℓ′′2(Xi, Xj).XK .Vs
⊗
Us.XL
)
+
∑
i<j
K∪L={1,...,n}\{i,j}
∑
Uj⊗Vj=Xj
Uj,Vj 6=∅
ε
(
x′′1 ...x
′′
n
x′′K x
′′
i x
′′
j x
′′
L
)
(−1)(a−b)(x
′′
K+x
′′
i +u
′′
j )+x
′′
K×
×
(
XK .ℓ
′′
2(Xi, Uj)
⊗
Vj .XL + (−1)
u′′j v
′′
j +a−b+1XK .ℓ
′′
2(Xi, Vj)
⊗
Uj .XL
)
+
∑
i<j
K∪L={1,...,n}\{i,j}
∑
Ui⊗Vi=Xi
Ui,Vi 6=∅
ε
(
x′′1 ...x
′′
n
x′′K x
′′
j x
′′
i x
′′
L
)
(−1)(a−b)(x
′′
K+x
′′
j +u
′′
i )+x
′′
K×
×
(
XK .ℓ
′′
2(Xj , Ui)
⊗
Vi.XL + (−1)
u′′i v
′′
i +a−b+1XK .ℓ
′′
2(Xj , Vi)
⊗
Ui.XL
)
= (I1) + (I2) + (I3) + (I4) + (I5) + (I6).
Et d’autre part, on a
(id⊗ ℓ′′) ◦ δ′′(X1 . . . Xn) =
(id⊗ ℓ′′)
[∑
i<j
∑
s
K∪L={1,...,n}\{i,j,s}
∑
Us⊗Vs=Xs
Us,Vs 6=∅
ε
(
x′′1 ...x
′′
n
x′′K x
′′
s x
′′
i x
′′
j x
′′
L
)
(−1)(a−b)(x
′′
K+u
′′
s )×
×
(
XK .Us
⊗
Vs.Xi.Xj .XL + (−1)
u′′s v
′′
s+a−b+1XK .Vs
⊗
Us.Xi.Xj .XL
)]
=
∑
i<j
∑
s
K∪L={1,...,n}\{i,j,s}
∑
Us⊗Vs=Xs
Us,Vs 6=∅
ε
(
x′′1 ...x
′′
n
x′′K x
′′
s x
′′
i x
′′
j x
′′
L
)
(−1)(a−b)(x
′′
K+u
′′
s )(−1)x
′′
K+u
′′
s+v
′′
s ×
×
(
XK .Us
⊗
Vs.ℓ
′′
2(Xi, Xj).XL + (−1)
u′′s v
′′
s +a−b+1XK .Vs
⊗
Us.ℓ
′′
2(Xi, Xj).XL
)
+
∑
i<j
K∪L={1,...,n}\{i,j}
∑
Ui⊗Vi=Xi
Ui,Vi 6=∅
ε
(
x′′1 ...x
′′
n
x′′K x
′′
i x
′′
j x
′′
L
)
(−1)(a−b)(x
′′
K+u
′′
i )+x
′′
K×
×
(
(−1)u
′′
i XK .Ui
⊗
ℓ′′2(Vi, Xi).XL + (−1)
u′′i v
′′
i +a−b+1+v
′′
i XK .Vi
⊗
ℓ′′2(Ui, Xj).XL
)
+
∑
i<j
K∪L={1,...,n}\{i,j}
∑
Uj⊗Vj=Xj
Uj ,Vj 6=∅
ε
(
x′′1 ...x
′′
n
x′′K x
′′
j x
′′
i x
′′
L
)
(−1)(a−b)(x
′′
K+u
′′
j )+x
′′
K×
×
(
(−1)u
′′
j XK .Uj
⊗
ℓ′′2(Vj , Xi)
⊗
XL + (−1)
u′′j v
′′
j +a−b+1+v
′′
j XK .Vj
⊗
ℓ′′2(Uj , Xi).XL
)
= (II1) + (II2) + (II3) + (II4) + (II5) + (II6).
Examinons les termes de δ′′◦ℓ′′(X1 . . . Xn) et cherchons les termes correspondants dans le premier
membre.
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- Dans δ′′ ◦ ℓ′′(X1 . . . Xn), le terme (1) : ℓ
′′
2(Xi, Xj).XK .Us
⊗
Vs.XL apparaˆıt avec le signe
ε1 = (−1)
(a−b)(x′′i +x
′′
j +1+x
′′
K+u
′′
s )ε
(
x′′1 ...x
′′
n
x′′i x
′′
j x
′′
Kx
′′
s x
′′
L
)
.
Il correspond au terme (I1) de (ℓ
′′ ⊗ id) ◦ δ′′(X1. . . . .Xn) qui apparaˆıt avec le signe
ε
(
x′′1 ...x
′′
n
x′′i x
′′
j x
′′
K x
′′
s x
′′
L
)
(−1)(a−b)(x
′′
i +x
′′
j +x
′′
K+u
′′
s ) = (−1)a−bε1.
- Dans δ′′ ◦ ℓ′′(X1 . . . Xn), le terme (2) : ℓ
′′
2(Xi, Xj).XK .Vs
⊗
Us.XL apparaˆıt avec le signe
ε2 = (−1)
(a−b)(x′′i +x
′′
j +1+x
′′
K+u
′′
s )ε
(
x′′1 ...x
′′
n
x′′i x
′′
j x
′′
Kx
′′
s x
′′
L
)
(−1)u
′′
s v
′′
s+a−b+1.
Il correspond au terme (I2) de (ℓ
′′ ⊗ id) ◦ δ′′(X1 . . . Xn) qui apparaˆıt avec le signe
ε
(
x′′1 ...x
′′
n
x′′i x
′′
j x
′′
K x
′′
s x
′′
L
)
(−1)(a−b)(x
′′
i +x
′′
j +x
′′
K+u
′′
s )(−1)u
′′
s v
′′
s+a−b+1 = (−1)a−bε2.
- Dans δ′′ ◦ ℓ′′(X1 . . . Xn), le terme (3) : XK .Us
⊗
Vs.ℓ
′′
2(Xi, Xj).XL apparaˆıt avec le signe
ε3 = (−1)
(a−b)(x′′K+u
′′
s )(−1)x
′′
s+x
′′
Kε
(
x′′1 ...x
′′
n
x′′K x
′′
s x
′′
i x
′′
j x
′′
L
)
.
Il correspond au terme (II1) de (id⊗ ℓ
′′) ◦ δ′′(X1 . . . Xn) qui apparaˆıt avec le signe
ε
(
x′′1 ...x
′′
n
x′′K x
′′
s x
′′
i x
′′
j x
′′
L
)
(−1)(a−b)(x
′′
K+u
′′
s )(−1)x
′′
K+u
′′
s+v
′′
s = (−1)a−bε3.
- Dans δ′′ ◦ ℓ′′(X1 . . . Xn), le terme (4) : XK .Vs
⊗
Us.ℓ
′′
2(Xi, Xj).XL apparaˆıt avec le signe
ε4 = (−1)
(a−b)(x′′K+u
′′
s )(−1)x
′′
s+x
′′
Kε
(
x′′1 ...x
′′
n
x′′K x
′′
s x
′′
i x
′′
j x
′′
L
)
(−1)u
′′
s v
′′
s+a−b+1.
Il correspond au terme (II2) de (id⊗ ℓ
′′) ◦ δ′′(X1 . . . Xn) qui apparaˆıt avec le signe
ε
(
x′′1 ...x
′′
n
x′′K x
′′
s x
′′
i x
′′
j x
′′
L
)
(−1)(a−b)(x
′′
K+u
′′
s )(−1)x
′′
K+u
′′
s+v
′′
s (−1)u
′′
s v
′′
s+a−b+1 = (−1)a−bε4.
Le cas ou` on coupe ℓ′′2(Xi, Xj) par δ
′′ correspond aux termes (5) et (6) de δ′′ ◦ ℓ′′(X1 . . . Xn) ,
(I3), (I4), (I5), (I6) de (ℓ
′′⊗ id)◦δ′′(X1 . . . Xn) et (II3), (II4), (II5), (II6) de (id⊗ℓ
′′)◦δ′′(X1 . . . Xn).
On pourra voir ce cas comme si on a uniquement deux paquets X et Y . Il suffit de montrer que:
(−1)a−bδ′′ ◦ ℓ′′2(X,Y ) = (ℓ
′′
2 ⊗ id+ id⊗ ℓ
′′
2) ◦ δ
′′(X,Y ) : (∗∗).
Mais, le crochet et le cocrochet ℓ′′2 et δ
′′ e´taient ℓ2 et δ sur H. Ils ve´rifient une relation de
compatibilite´ donne´e par:
δ ◦ ℓ2(X,Y ) =
(
(ℓ2 ⊗ id) ◦
(
τ23 ◦ (δ ⊗ id) + id⊗ δ
)
+ (id⊗ ℓ2) ◦
(
δ ⊗ id+ τ12 ◦ (id⊗ δ)
))
(X,Y ).
En de´calant H par a− b et en e´crivant ℓ′′2 et δ
′′ sur S2(H[a− b]), la syme´trisation de la relation
pre´ce´dente donne (∗∗). Ceci ache`ve la de´monstration. 
La proposition pre´ce´dente nous montre que Q = ℓ′′ +m est une code´rivation de S+(H[a − b])
pour δ′′ de degre´ 1. Alors, le complexe (S+(H[a− b]), δ′′, Q) est une coge`bre de Lie codiffe´rentielle
gradue´e, donc, c’est aussi une C∞ alge`bre.
Enfin, le cocrochet δ′′ et le coproduit ∆ ve´rifient l’identite´ de coLeibniz:
(id⊗∆) ◦ δ′′ = (δ′′ ⊗ id) ◦∆+ τ ′′12 ◦ (id⊗ δ
′′) ◦∆.
Alors,
(
S+
(
H[a− b]
)
,∆, δ′′, Q
)
est une bicoge`bre codiffe´rentielle gradue´e.
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De´finition 4.6.
Soit A est une (a, b)-alge`bre diffe´rentielle. Alors, la bicoge`bre colibre et codiffe´rentielle(
S+
((⊗+
A[−a+ 1]
)
[a− b]
)
,∆, δ′′, Q = ℓ′′ +m
)
est la (a, b)-alge`bre a` homotopie pre`s enveloppante de A.
Remarque 4.7.
- Dans le cas ou` a = 0, b = −1 et A est une alge`bre de Gerstenhaber diffe´rentielle, on retrouve
l’alge`bre de Gerstenhaber a` homotopie pre`s enveloppante de A:(
S+
((⊗+
A[1]
)
[1]
)
,∆, δ′′, Q = ℓ′′ +m
)
.
- Dans le cas ou` a = b = 0 et A est une alge`bre de Poisson diffe´rentielle grdue´e, on retrouve le
complexe de l’alge`bre de Poisson a` homotopie pre`s enveloppante de A:(
S+
(⊗+
A[1]
)
,∆, δ′′, Q = ℓ′′ +m
)
.
On conclut que notre construction ge´ne´ralise celle des alge`bres de Gerstenhaber et de Poisson a`
homotopie pre`s.
5. Exemples
5.1. Exemple 1.
On conside`re l’espace vectoriel Tpoly(R
d) des multichamps de vecteurs totalement antisyme´trique
sur Rd. Cet espace muni du crochet de Schouten [ , ]S , du produit exte´rieur ∧ et de la graduation
degre´(α) = k, si α est un k-tenseur, est bien suˆr une alge`bre de Gerstenhaber.
On appelle E le sous espace vectoriel de Tpoly(R
d) engendre´ par les tenseurs
α =
∑
i1,...,ik
αi1...ik(x)∂xi1 ∧ · · · ∧ ∂xik ,
ou` αi1,...,ik(x) est un polynoˆme homoge`ne de degre´ m.
On peut munir E de la graduation: |α| = 2m + k, si α est un k-tenseur et αi1...ik(x) est un
polynoˆme homoge`ne de degre´ m.
En fait, l’espace E est stable par le produit exte´rieur ∧ et par le crochet de Schouten [ , ]S . Si
on conside`re deux tenseurs α et β de E de degre´ respectivement |α| = 2m + k et |β| = 2n + ℓ.
Alors, on a pour tout α, β, γ ∈ E,
α ∧ β = (−1)|α||β|β ∧ α et α ∧ (β ∧ γ) = (α ∧ β) ∧ γ.
Le produit exte´rieur ∧ est alors un produit commutatif et associatif gradue´ de E. Il est de degre´ 0
puisque |α ∧ β| = 2(n+m) + (k + ℓ) = |α|+ |β|.
On obtient que (E,∧) est une alge`bre commutative et associative gradue´e.
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D’autre part, le crochet de Schouten est de degre´ −3 dans E puisque |[α, β]S | = 2(n+m− 1) +
(k + ℓ− 1) = |α|+ |β| − 3.
On conside`re, alors, l’espace E[3] et la graduation deg(α) = |α| − 3 = 2m+ k − 3.
Sur E[3], le crochet de Schouten sera de degre´ 0 et ve´rifie:
[α, β]S = −(−1)
deg(α)deg(β)[β, α]S
et (−1)deg(α)deg(γ)
[
[α, β]S , γ
]
S
+(−1)deg(β)deg(α)
[
[β, γ]S , α
]
S
+ (−1)deg(γ)deg(β)
[
[γ, α]S , β
]
S
= 0.
Alors, (E[3], [ , ]S) est une alge`bre de Lie gradue´e. De plus, le crochet [ , ]S et le produit ∧ ve´rifient
l’identite´ de Leibniz donne´e par:
[α, β ∧ γ]S = [α, β]S ∧ γ + (−1)
|β|(|α|−3)β ∧ [α, γ]S .
Donc, (E, [ , ]S ,∧) est une (0,−3)-alge`bre.
Enfin, si on munit E de la diffe´rentielle nulle d = 0, on obtient que (E, [ , ]S ,∧, 0) est une
(0,−3)-alge`bre diffe´rentielle et on sait construire l’alge`bre a` homotopie pre`s associe´e a` E.
5.2. Exemple 2.
On conside`re S(Rd) l’alge`bre syme´trique de Rd. Un e´le´ment homoge`ne f de S(Rd) est un
polynoˆme homoge`ne de degre´ k. On munit S(Rd) de la graduation:
|f | = 2k, si f est un polynoˆme de degre´ k.
Sur S(Rd), on conside`re la multiplication usuelle . des polynoˆmes. Elle ve´rifie pour tout f, g, h ∈
S(Rd):
f .g = (−1)|f ||g|g.f et f .(g.h) = (f .g).h.
La multiplication . est une ope´ration de degre´ 0 sur S(Rd) puisque |f .g| = 2(k + ℓ) = |f |+ |g|.
D’autre part, on munit S(Rd) d’un crochet de Poisson de´fini par:
{f, g} =
∑
i,j
αi,j(x) ∂xi(f).∂xj (g),
ou` pour tout i, j, les coefficients αi,j(x) est un polynoˆme homoge`ne de degre´ m.
Ce crochet est de degre´ 2m− 4 puisque |{f, g}| = 2(m+ k − 1 + ℓ− 1) = |f |+ |g|+ 2m− 4.
On conside`re, alors, l’espace S(Rd)[−2m+ 4] et la graduation deg(f) = |f |+ 2m− 4.
Sur S(Rd)[−2m+ 4], le crochet de Poisson sera de degre´ 0 et ve´rifie:
{f, g} = −(−1)deg(f)deg(g){g, f}
et (−1)deg(f)deg(γ){{f, g}, γ}+(−1)deg(g)deg(f){{g, γ}, f}+ (−1)deg(γ)deg(g){{γ, f}, g} = 0.
Alors,
(
S(Rd)[−2m + 4], { , }
)
est une alge`bre de Lie gradue´e. De plus, le crochet { , } et le
produit . ve´rifient l’identite´ de Leibniz donne´e par:
{f, g.h} = {f, g}.h+ (−1)|g|(|f |+2m−4)g.{f, h}.
Donc,
(
S(Rd), { , }, .
)
est une (0, 2m− 4)-alge`bre.
Enfin, si on munit S(Rd) de la diffe´rentielle nulle d = 0, on obtient que
(
S(Rd), { , }, ., 0
)
est une
(0, 2m− 4)-alge`bre diffe´rentielle et on sait construire l’alge`bre a` homotopie pre`s associe´e a` S(Rd).
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Remarque 5.1.
Dans ces deux derniers exemples, pour tenir compte du degre´ des fonctions polynoˆmes, on a
muni les fonctions line´aires x 7−→ xi sur R
d du degre´ 2. En effet, puisqu’on veut que ∧ restreint a`
S(Rd) ⊂ E ou . sur S(Rd) soit la multiplication usuelle et puisque xixj = xjxi, pour tout i, j, on
doit donner a` ces variables un degre´ pair.
On veut ge´ne´raliser, maintenant, ces exemples a` un super-espace Rp|q pour lequel S(Rp|q) ≃
S(Rp)
⊗∧
(Rq) admet une base note´e (xi1 . . . xikξj1 . . . ξjr ) avec i1 ≤ · · · ≤ ik et j1 < · · · < jr.
5.3. Exemple 3. (Le crochet de Schouten sur le super-espace Rp|q)
On reprend l’article [AMM] dans le cas d’un super-espaceRp|q de coordonne´es (x1, . . . , xp|ξ1, . . . , ξq).
Les variables xi commutent donc elles sont de degre´ pair. On pose
d◦xi = 2.
Les variables ξj anticommutent donc elles sont de degre´ impair. On pose
d◦ξj = 1.
Les champs de veceurs ∂xi et ∂ξj associe´s sont des de´rivations gradue´es de l’alge`bre des polynoˆmes
en xi et ξj :
S(Rp|q) ≃ S(Rp)
⊗∧
(Rq)
de degre´
d◦∂xi = −2 et d
◦∂ξj = −1.
Comme dans [AMM], on modifie ces degre´s pour obtenir la graduation naturelle de Tpoly(R
p|q). On
va donc poser:
|xi| = 2, |ξj | = 1, |∂xi | = −3 et |∂ξj | = −2.
Le produit exte´rieur usuel ∧0 e´tait de´fini par:
∂i ∧0 ∂j = ∂i ⊗ ∂j − (−1)
d◦(∂i)d
◦(∂j)∂j ⊗ ∂i,
ou` ∂i est soit ∂xi soit ∂ξi .
Pour tenir compte du de´calage, on pose maintenant
∂i ∧ ∂j = (−1)
|∂i|∂i ∧0 ∂j .
On comple`te ce produit exre´rieur avec le produit usuel, on aura
xi ∧ xj = xixj , xi ∧ ξj = ξj ∧ xi = ξjxi, ξi ∧ ξj = −ξj ∧ ξi, xi ∧ ∂j = xi∂j , ξi ∧ ∂j = −ξi∂j .
L’espace Tpoly(R
p|q) =
(
S(Rp)
⊗∧
(Rq)
)⊗(∧
(Rp)∗
⊗
S(Rq)∗
)
est maintenant muni d’un pro-
duit ∧ associatif et commutatif gradue´, de degre´ | ∧ | = 0.
Un e´le´ment α ∈ Tpoly(R
p|q) se´crit:
α =
∑
1≤i1<···<in≤p
1≤j1≤···≤jm≤q
∑
1≤s1<···<sr≤p
1≤t1≤···≤tu≤q
αi1...inj1...jms1...srt1...tu xs1 . . . xsr ξt1 . . . ξtu∂xi1 ∧ ∂xin ∧ ∂ξj1 ∧ . . . ∂ξjm ,
ce qu’on notera simplement par:
α =
∑
S,T,I,J
αIJST xSξT ∂xI ∧ ∂ξJ .
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On a |α| = 2#S +#T − 3#I − 2#J .
Sur Tpoly(R
p|q), la multiplication ∧ est de´finie par:
α ∧ β =
∑
S,T,I,J
A,B,C,D
(−1)#B#IαIJSTβ
CD
AB xSxAξT ξB∂xI ∧ ∂xC ∧ ∂ξJ ∧ ∂ξD .
D’autre part, les champs de vecteurs X(Rp|q) de la forme X =
∑
i X˜
i(x, ξ)∂i sur le super-espace
Rp|q ont e´te´ e´tudie´s par plusieurs auteurs [BB]. Cet espace est muni d’un crochet de´fini par:
[X,Y ] = X ◦ Y − (−1)(|X|−1)(|Y |−1)Y ◦X.
On e´tend ce crochet au crochet de Schouten des multichamps de vecteurs en posant:
[X1 ∧ · · · ∧Xn, Y1 ∧ · · · ∧ Ym]S =
n∑
s=1
m∑
t=1
(−1)|Xs|(|Xs+1|+···+|Xn|)+|Yt|(|Y1|+···+|Yt−1|)X1 ∧ · · · ŝ · · · ∧Xn ∧ [Xs, Yt] ∧ Y1 ∧ · · · t̂ · · · ∧ Ym.
(Voir par exemple [AAC1], [AIPP-B], [K], [Le]...)
Ceci revient a` imposer une relation de Leibniz de la forme:
[X,Y ∧ Z] = [X,Y ] ∧ Z + (−1)|Y |(|X|−1)Y ∧ [X,Z].
En fait le degre´ naturel sur X(Rp|q) pour ce crochet est
deg(X) = |X |+ 1
puisque |[ , ]| = 1. On trouve que X(Rp|q) muni de deg et [ , ] est une alge`bre de Lie gradue´e.
De meˆme, si on pose
deg(X1 ∧ · · · ∧Xn) = |X1 ∧ · · · ∧Xn|+ 1,
alors,
(
Tpoly(R
p|q)[−1], [ , ]S
)
est une alge`bre de Lie gradue´e (pour deg).
On peut, comme dans [AMM], re´e´crire ces ope´rations ainsi:
Pour deux champs de vecteurs X =
∑
i X˜
i(x, ξ)∂i et Y =
∑
j Y˜
j(x, ξ)∂j , on a:
[X,Y ] =
∑
i,j
X˜ i(x, ξ)∂i(Y˜
j(x, ξ))∂j − (−1)
deg(X)deg(Y )Y˜ j(x, ξ)∂j(X˜
i(x, ξ))∂i.
Pour deux tenseurs
α =
∑
i1,...,in
α˜i1...in(x, ξ)∂i1 ∧ · · · ∧ ∂in =
∑
I
α˜I(x, ξ)∂I
et
β =
∑
j1,...,jm
β˜j1...jm(x, ξ)∂j1 ∧ · · · ∧ ∂jm =
∑
J
β˜J(x, ξ)∂J ,
on a:
[α, β]S =∑
I,J
( n∑
s=1
(−1)|∂is |(|∂i1 |+···+|∂is−1 |)+(|β˜
J |+1)(|∂I |−|∂is |)α˜I(x, ξ)∂is (β˜
J (x, ξ))∂i1 ∧ . . . ŝ · · · ∧ ∂in ∧ ∂J
−
m∑
t=1
(−1)|∂jt |(|∂j1 |+···+|∂jt−1 |)+(|β˜
J |+|∂jt |+1)(|α|+1)β˜J (x, ξ)∂jt(α˜
I(x, ξ))∂I ∧ ∂j1 ∧ . . . t̂ · · · ∧ ∂jm
)
.
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Ce qu’on peut l’e´crire comme dans [AMM]:
[α, β]S = (−1)
|α|+1α • β − (−1)|α|(|β|+1)β • α,
avec
α•β =
n∑
s=1
(−1)|α|+1+|∂is |(|∂i1 |+···+|∂is−1 |)+(|β˜
J |+1)(|∂I |−|∂is |)α˜I(x, ξ)∂is(β˜
J (x, ξ))∂i1∧. . . ŝ · · ·∧∂in∧∂J .
Finalement, on a une relation de Leibniz de la forme:
[α, β ∧ γ]S = [α, β]S ∧ γ + (−1)
(deg(β)−1)deg(α)β ∧ [α, γ]S .
On en de´duit que
(
Tpoly(R
p|q),∧, [ , ]S , d = 0
)
est une (0, 1)-alge`bre diffe´rentielle gradue´e puisque(
Tpoly(R
p|q),∧
)
est une alge`bre commutative gradue´e et
(
Tpoly(R
p|q)[−1], [ , ]S
)
est une alge`bre de
Lie gradue´e telle que ∧ et [ , ]S ve´rifie l’identite´ de Leibniz.
5.4. Exemple 4. (Le crochet de Poisson sur le super-espace Rp|q)
Reprenons le super-espace Rp|q avec les variables xi et ξj de degre´s:
|xi| = 2 et |ξj | = 1.
L’alge`bre S(Rp|q) = S(Rp)
⊗∧
(Rq) devient une alge`bre commutative gradue´e pour ce degre´:
f .g = (−1)|f ||g|g.f.
Cette alge`bre admet des de´rivations gradue´es ∂xi et ∂ξj avec |∂xi | = −2 et |∂ξj | = −1. Suivant
[AIPP-B], on de´finit un crochet de Poisson homoge`ne de degre´ m ∈ Z sur S(Rp|q) en posant:
{f, g} = (−1)m|f |
∑
i,j
(−1)|∂j |(|f |+|∂i|)ωij(x, ξ)∂i(f)∂j(g),
ou` ωij est une fonction polynoˆme. Dire que { , } est un crochet de Poisson, c’est a` dire que(
S(Rp|q)[−m], { , }
)
est une alge`bre de Lie gradue´e. Ceci se traduit par trois conditions sur les ωij :
(i) : |ωij |+ |∂i|+ |∂j | = m, ∀i, j,
(ii) : ωij(x, ξ) = (−1)|∂i||∂j |+m+1ωji(x, ξ), ∀i, j,
(iii) :
∑
k
(−1)|∂ℓ|(m+|∂i|)ωℓ,k(x, ξ)∂k
(
ωji(x, ξ)
)
+ (−1)|∂j |(m+|∂ℓ|)ωj,k(x, ξ)∂k
(
ωiℓ(x, ξ)
)
+ (−1)|∂i|(m+|∂j|)ωi,k(x, ξ)∂k
(
ωℓj(x, ξ)
)
= 0, ∀i, j, ℓ.
Enfin, la relation de Leibniz est bien ve´rifie´e pour . et { , }. Elle s’e´crit:
{f, g.h} = {f, g}.h+ (−1)|g|(|f |+m)g.{f, h}.
On obtient, donc, que
(
S(Rp|q), ., { , }, d = 0
)
est une (0,m)-alge`bre diffe´rentielle gradue´e.
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