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Abstract
To explore underlying complementary information from multiple views, in this paper, we
propose a novel Latent Multi-view Semi-Supervised Classification (LMSSC) method. Un-
like most existing multi-view semi-supervised classification methods that learn the graph
using original features, our method seeks an underlying latent representation and performs
graph learning and label propagation based on the learned latent representation. With the
complementarity of multiple views, the latent representation could depict the data more
comprehensively than every single view individually, accordingly making the graph more
accurate and robust as well. Finally, LMSSC integrates latent representation learning,
graph construction, and label propagation into a unified framework, which makes each
subtask optimized. Experimental results on real-world benchmark datasets validate the
effectiveness of our proposed method.
Keywords: Semi-supervised classification; Multi-view learning; Latent space
1. Introduction
Thanks to its ability to take advantage of abundant unlabeled data, semi-supervised classifi-
cation has been widely used for numerous problems Chapelle et al. (2009). A great number
of semi-supervised classification methods have been developed in the past decades Zhu and
Goldberg (2009). Among them, the graph-based semi-supervised classification technique
has achieved state-of-the-art performance. Given a dataset with a limited number of initial
labels, it labels the unlabeled ones according to the propagation of pairwise similarity. In
particular, it consists of two steps. First, a graph is constructed based on certain similarity
metrics. Each data point is represented by a node on the graph and the weight denotes the
similarity between two points. Second, the labels of unlabeled points are inferred by label
propagation. Therefore, numerous methods focus on either building graphs Jebara et al.
c© X. Bo, Z. Kang, Z. Zhao, Y. Su & W. Chen.
ar
X
iv
:1
90
9.
03
71
2v
1 
 [c
s.L
G]
  9
 Se
p 2
01
9
Bo Kang Zhao Su Chen
(2009); Cheng et al. (2009); Zhuang et al. (2012); Li and Fu (2015); Li et al. (2017), or
designing effective label propagation schemes Zhou et al. (2004); Wang and Zhang (2008);
Zhu et al. (2003).
Although existing techniques have achieved promising performance in various real-world
applications, they are limited in three aspects. First, they mainly deal with single-view
data. Nowadays, data is often represented by multiple views brought by various sensors
and feature descriptors Tao et al. (2017); Kang et al. (2019a). Moreover, leveraging multi-
view data can boost the performance of single-view methods, due to the complementarity
of heterogeneous information. Many machine learning, data mining, pattern recognition,
and computer vision tasks have benefited from multi-view data Xu et al. (2013); Zhao et al.
(2017); Fu et al. (2015). As a result, it is paramount to develop multi-view semi-supervised
classification techniques. Though some methods have been developed to tackle multi-view
data, they suffer other drawbacks.
Second, most graphs are constructed from the original data. Real-world data is often
contaminated by various noise or outliers. Thus, the resulted graph may not be accurate
to reflect the underlying relationships between data samples Kang et al. (2019d,e). As a
matter of fact, many researchers have shown that graph quality is crucial to the performance
of subsequent tasks Nie et al. (2017); Kang et al. (2017, 2019b, 2018b). Therefore, how to
construct a robust and reliable graph is vital. For multi-view data, this is more challenging
due to its heterogeneity nature.
Third, existing methods usually take graph construction and label propagation as two
separate steps. Consequently, they are not jointly optimized. In particular, the resulted
graph might not be optimal for a subsequent task. Furthermore, it is desired to exploit the
partial label information to guide the graph construction process. Existing methods often
fail to make use of this information.
Confronted with the aforementioned limitations, we propose a novel multi-view learn-
ing method, named as Latent Multi-view Semi-Supervised Classification (LMSSC). It is
composed of three components. The first component extracts view-specific and shared la-
tent factors from all the views. In specific, the shared latent factor can be treated as a
view-independent data representation. Based on it, we can construct a common graph for
all views. This is reasonable since points in different views indeed represent the same set
of objects. Unlike traditional fixed graph, we learn it from data and update it iteratively
according to the result of classification. After the graph is obtained, the label propagation
function is updated accordingly. In this way, the latent factor, the graph, and the label
propagation are jointly optimized.
The main merits of this paper can be summarized as follows:
• We propose a novel multi-view semi-supervised classification method, LMSSC. It inte-
grates common representation learning, graph construction, and label prediction into
a unified framework.
• The view consistency is ensured by extracting shared latent factor from multi-view
data. A robust graph is built on the latent factor with structure guarantee.
• We conduct extensive experiments on benchmark datasets. Compared with the repre-
sentative single-view and multi-view semi-supervised classification methods, our pro-
posed method demonstrates its superiority.
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Notations For a matrix M , we express its i-th row and j-th column element as Mij . The
Frobenius norm of matrix M is defined as the square root of summation of the square of
every single element, i.e., ‖M‖F =
√∑
ijM
2
ij , while the `2-norm of vector m is denoted by
‖m‖2 =
√
mT ·m. The trace operator is expressed as Tr(·). 1 represents a column vector
whose elements are all ones.
2. Related Work
Recently, graph-based semi-supervised classification has attracted a lot of attention. For
example, Zhu et al. Zhu et al. (2003) designed a semi-supervised classification algorithm
based on Gaussian Field and Harmonic function (GFHF). It takes advantage of the harmonic
property of Gaussian random field over the graph. Though it has gained huge popularity, its
performance heavily depends on the input graph. Later, Nie et al. Nie et al. (2011) design
a semi-supervised classification method by minimizing the `1-norm of spectral embedding;
Sparse He et al. (2011); Yan and Wang (2009) and low-rank graphs Zhuang et al. (2012);
Kang et al. (2018a, 2019c) have also been proposed. These methods all focus on single-view
data and cannot make full use of the multi-view information.
Some semi-supervised classification techniques have been extended to the multi-view
setting. Nie et al. propose Auto-weighted Multiple Graph Learning (AMGL) Nie et al.
(2016). For multi-view data set X = {Xv} , v = 1, 2, 3, · · · , V , where V represents the
number of views. Each view contains N samples denoted as {xv1, xv2, ..., xvN} ∈ Rd(v)×N ,
where d(v) denotes the feature number of the v-th view. Given graph matrix S = {sij} ∈
RN×N , the corresponding degree matrix D (dii =
∑N
j=1 sij) is available. Then, L = D − S
is the so-called Laplacian matrix. Without loss of generality, all the points are rearranged
and the front l(l < N) points are labeled. AMGL solves
min
F
V∑
v=1
wvTr(F TLvF ) s.t. fi = yi, ∀i = 1, 2, · · · , l, (1)
where the v-th view weight wv = 1
/(
2
√
Tr(F TL(v)F )
)
is updated iteratively, F =
[f1, · · · , fn]T ∈ RN×c is the class indicator matrix for c classes and yi is the given indi-
cator vector for the i-th point. yij = 1 only if the i-th point belongs to the j-th class,
otherwise yij = 0. This approach suffers the graph construction issue.
To address the above problem, Multi-view Learning with Adaptive Neighbours (MLAN)
Nie et al. (2017) is further developed. It learns the graph based on adaptive neighbours.
Basically, it solves the following problem
min
S
V∑
v=1
wv
∑
ij
‖xvi − xvj‖22sij + α‖S‖2F s.t. sTi 1 = 1, 0 ≤ sij ≤ 1, (2)
where α > 0 is a trade-off parameter and view weight is updated according to wv =
1
/(
2
√∑
ij ‖xvi − xvj‖22sij
)
. The distance between xi and xj and the similarity are nega-
tively correlated since adjacent samples have larger similarity. In traditional graph construc-
tion approaches, the neighbours are pre-determined and the similarity is fixed. Differing
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from this, MLAN assigns adaptive neighbours to each data point. In other words, the k
nearest neighbours of any xi are not steady and they change in every iteration. As a result,
this strategy always shows better performance than previous heuristic approaches. Despite
its promising performance, the graph is built on the raw data which can be easily contami-
nated by noise or outliers. In addition, the weight assignment is also quite arbitrary, which
could lead to an unsatisfied solution.
3. Proposed Methodology
As demonstrated above, there exist two key problems that should be solved for multi-view
semi-supervised classification. First, how to construct a robust graph based on multi-view
data? Second, how to combine the graph construction with label propagation process?
To address these problems, we propose a latent multi-view semi-supervised classification
(LMSSC) method.
3.1. Formulation
The integrated formulation is as follows:
min
W,H,S,F
Φ(X,W,H) + βΩ(H,L, S) + γΘ(L, Y, F ), (3)
where W =
{
W v ∈ Rd(v)×r, v = 1, 2, ..., V } and H ∈ Rr×N are latent factors extracted from
multi-view data X and r is the dimension of latent representation. S is the similarity graph
shared by all views. L is the Laplacian matrix of S and Y is a prior label indicator matrix.
F is the label indicator matrix that we aim to predict. β and γ are trade-off parameters.
Next, we will discuss each term in problem (3) in detail.
3.2. Factors in Latent Space
In order to build a robust graph, we learn a shared latent factor from all views. Since
points in different views indeed represent the same set of objects, the shared latent factor
is considered to be view-independent features.
Specifically, we decompose the samples in v-th view as Xv = W vH, where W v can
be treated as view-specific factor and H is the latent representation shared by all views.
Consequently, the first term in problem (3) can be formulated as
Φ(X,W,H) =
V∑
v=1
‖Xv −W vH‖2F s.t. W v ≥ 0. (4)
Each hi denotes a new representation of object i.
3.3. Graph Construction
With the shared latent representation H, we can build a graph on it. Hence, this graph is
also shared by all views. Since adaptive neighbours strategy can capture the local manifold
structure of data Nie et al. (2017), we utilize this approach to construct similarity graph S.
Then, the second term in problem (3) is formulated as follows:
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Ω(H,L, S) =
1
2
N∑
i,j=1
‖hi − hj‖22 sij + α ‖S‖2F s.t. sTi 1 = 1, 0 ≤ sij ≤ 1. (5)
Moreover, we have the following equality
1
2
N∑
i,j=1
‖hi − hj‖22 sij = Tr(HLHT ). (6)
So formulation (5) can be simplified as
Ω(H,L, S) = Tr(HLHT ) + α ‖S‖2F s.t. sTi 1 = 1, 0 ≤ sij ≤ 1. (7)
Though this graph is built on latent space, there is no guarantee that it would be optimal
for subsequent classification. Ideally, graph S should have exact c connected components,
i.e., the data points are already identified as c classes. However, the current solution can
hardly satisfy such a condition. To tackle this problem, we can resort to the following
theorem Mohar et al. (1991):
Theorem 1 The number of connected components c of the graph S is equal to the multi-
plicity of zero eigenvalue of its Laplacian matrix L.
We denote σi(L) as the i-th smallest eigenvalue of L. Since L is a positive semidefinite
matrix, its eigenvalues σi(L) ≥ 0. Theorem 1 indicates that if
∑c
i=1 σi = 0, then our
requirement can be met. Hence, we can achieve a desired graph by minimizing
∑c
i=1 σi.
Taking this into account, we can formulate Eq. (7) as
Ω(H,L, S) = Tr(HLHT ) + α ‖S‖2F + γ
c∑
i=1
σi s.t. s
T
i 1 = 1, 0 ≤ sij ≤ 1. (8)
3.4. Label Propagation
In fact, Eq. (8) is hard to handle due to the involvement of graph structure term. Fortu-
nately, Ky Fan’s theorem Fan (1949) gives the following equality:
c∑
i=1
σi = min
F,FTF=I
Tr(F TLF ), (9)
For semi-supervised learning, F can be decomposed as F = [Fl;Fu] = [Yl;Fu], where Yl =
[y1, y2, ..., yl]
T represents the known label matrix and l(u) is the number of labeled(unlabeled)
data points. With these notations, the right part of above equation becomes the objective
function of semi-supervised classification Nie et al. (2017, 2016). Therefore, the requirement
for the graph structure and label propagation are the same in essence. Then, the third term
in problem (3) can be expressed as:
Θ(L, Y, F ) = Tr(F TLF ) s.t. Fl = Yl. (10)
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3.5. Unified Objective Function
Based on Eqs. (4), (7), and (10), our objective function (3) can be explicitly written as
min
W,H,S,F
V∑
v=1
‖Xv −W vH‖2F + β(Tr(HLHT ) + α ‖S‖2F ) + γTr(F TLF )
s.t. W v ≥ 0, sTi 1 = 1, 0 ≤ sij ≤ 1, Fl = Yl.
(11)
We can observe that Eq. (11) integrates latent representation learning, graph construc-
tion, and label prediction into a unified framework. Joint optimization of H, S, and F will
facilitate an overall optimal solution. Furthermore, graph S is built in latent space, thus it
is robust to noise and outliers in general.
4. Optimization
Eq. (11) is not convex with respect to all variables. Thus we solve problem (11) based on an
alternating strategy, i.e., we solve one variable while considering other variables stationary.
A. Update View-Specific Latent Factor W v
When H, S, and F are fixed, problem (11) turns into
min
W v
V∑
v=1
‖Xv −W vH‖2F s.t. W v ≥ 0. (12)
This can be solved column-wisely, i.e.,
min
W vi,:
‖Xvi,: −W vi,:H‖22 s.t. W vi,: ≥ 0. (13)
It is a quadratic programing problem which can be easily solved by many existing packages.
B. Update Shared Latent Factor H
We set variables other than H fixed, then we have the following subproblem
min
H
V∑
v=1
‖Xv −W vH‖2F + βTr(HLHT ). (14)
By setting the derivative w.r.t. H to zero, we obtain
V∑
v=1
(W v)TW vH + βHL =
V∑
v=1
(W v)TXv. (15)
The above equation is the so-called Sylvester equation and can be easily solved by the
Bartels-Stewart algorithm Bartels and Stewart (1972). It has a unique solution since∑V
v=1(W
v)TW v and −βL have no common eigenvalues Zhang et al. (2017).
C. Update Similarity Graph S
After ignoring non-relevant variables, we get
min
S
β(Tr(HLHT ) + α ‖S‖2F ) + γTr(F TLF ) s.t. sTi 1 = 1, 0 ≤ sij ≤ 1. (16)
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Remember that L is a function of S and Tr(HLHT ) = 12
N∑
i,j=1
‖hi − hj‖22 sij . Let dhij =
‖hi − hj‖22 and dfij = ‖fi − fj‖22, then we can reformulate problem (16) column-wisely as
min
si
N∑
j=1
β(
1
2
dhijsij + αs
2
ij) +
1
2
γdfijsij s.t. s
T
i 1 = 1, 0 ≤ sij ≤ 1. (17)
Denote di ∈ RN×1 a column vector with dij = βdhij + γdfij . Then above problem can be
simplified as
min
si
∥∥∥∥si + 14αβdi
∥∥∥∥2
2
s.t. sTi 1 = 1, 0 ≤ sij ≤ 1. (18)
We will show its closed-form solution in the next section.
D. Update Label Indicator F
For F , the remaining terms are
min
F
Tr(F TLF ) s.t. Fl = Yl. (19)
We first split L into blocks as L =
[
Lll Llu
Lul Luu
]
. We take the derivative of Eq. (19) in terms
of F and set its first-order derivative to zero, that is,[
Lll Llu
Lul Luu
] [
Yl
Fu
]
= 0. (20)
We can see that
Fu = −L−1uuLulYl. (21)
We iteratively update above variables until maximum 100 times are reached or the
relative change of F is less than 10−5. The complete procedures are shown in Algorithm 1.
Finally, the labels for unlabeled points can be assigned according to the following decision
function:
yi = arg max
j
Fij , ∀i = l + 1, l + 2, · · · , N. ∀j = 1, 2, · · · , c. (22)
Algorithm 1 The algorithm of LMSSC
Input: Data matrices: X(1), · · · , X(V ), label matrix Yl, parameters β > 0, γ > 0.
Initialize: Random matrix H and S, Fu = 0.
REPEAT
1: Calculate W by (13).
2: Update H by solving (15).
3: Calculate S by solving (18)
4: Update F using (21).
UNTIL stopping criterion is met.
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4.1. Determine Value of α
In fact, α is closely related to the number of neighbours when we construct the graph. It
would be easier to set the nearest neighbours number k than tuning α. Suppose we assign
k different neighbors to each data point, we can set γ to be the average of {αi}Ni=1. For any
xi , the Lagrangian function of problem (18) can be written as:
L (si, φ, ϕi) = 1
2
∥∥∥∥si + 14αiβdi
∥∥∥∥2
2
− φ(sTi 1− 1)− ϕTi si, (23)
where φ, ϕi ≥ 0 are Lagrangian multipliers. Applying KKT condition(Lemare´chal 2006),
we get the optimal solution of si:
sij = (− dij
4αiβ
+ φ)+. (24)
Considering the constraint sTi 1 = 1, we get
k∑
j=1
(− dij
4αiβ
+ φ) = 1⇒ φ = 1
k
+
1
4kαiβ
k∑
j=1
dij . (25)
If the optimal si has only k nonzero elements, then si,k > 0 and si,k+1 = 0. That is,{
− di,k4αiβ + φ > 0,
−di,k+14αiβ + φ ≤ 0.
(26)
Combining (25) and (26), we have the following inequality for αi:
1
2β
(
k
2
dik − 1
2
k∑
j=1
dij) < αi ≤ 1
2β
(
k
2
di,k+1 − 1
2
k∑
j=1
dij), (27)
where di1, di2, · · · , diN are sorted in ascending order. We set αi to its maximum and we set
the overall α as the mean of αi. Then, the value of α becomes
α =
1
2Nβ
N∑
i=1
(
k
2
di,k+1 − 1
2
k∑
j=1
dij). (28)
With this equation, we can tune the value of k instead of α since k is an integer and
has a small range, which is trivial to find an appropriate value.
5. Experiments
5.1. Datasets
We assess our approach on 4 publicly available datasets. We summarize the information of
these datasets in Table 1.
BBC dataset is derived from the BBC sport website corresponding to sports news arti-
cles. Each document is split into four segments by separating the document into paragraphs.
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Table 1: Statistics of datasets used in experiments
Dataset Dimension of Views # of Instances # of Class
BBC 4659/4633/4665/4684 145 2
Sonar 20/20/20 208 2
HW 216/76/64/6/240/47 2000 10
Reuters 2000/2000/ 2000/ 2000/ 2000 1200 6
Table 2: Semi-supervised classification accuracy (%) on BBC
Dataset BBC
rate 0.1 0.2 0.3 0.5
AMGL 49.50(2.68) 50.68(4.10) 49.22(3.97) 52.32(4.74)
MLAN 52.02(6.45) 55.73(3.43) 56.12(5.68) 57.40(5.28)
HFPF(1) 92.77(0.88) 92.24(0.97) 93.12(1.45) 92.64(1.92)
HFPF(2) 92.38(0.66) 92.76(1.10) 92.43(1.34) 92.15(2.71)
HFPF(3) 92.42(0.87) 92.72(1.49) 92.23(1.30) 93.47(2.78)
HFPF(4) 92.54(0.75) 92.67(1.17) 92.18(1.01) 92.00(1.85)
LMSSC 92.86(1.22) 93.59(1.85) 94.42(1.57) 95.14(3.00)
Each segment is at least 200 characters long and is logically associated with the original
document from which it was obtained.
Sonar is a dataset with 208 observations on 60 variables. The features represent the
energy within a particular frequency band, integrated over a certain period of time. There
are two classes 0 if the object is a rock, and 1 if the object is a mine (metal cylinder). The
60 variables are divided into three parts, each representing a view of 20 variables.
Handwritten numerals (HW) dataset consists of 2000 data points evenly distributed
in 0 to 9 digit classes with 200 data points in each class. We choose six types of features of all
data points: profile correlations, Fourier coefficients of the character shapes, Karhunen-Love
coefficients, morphological features, pixel averages in 2× 3 windows, and Zernike moments.
Reuters is a textual dataset which is written in five different languages (English, French,
German, Spanish, and Italian). All the documents are categorized into 6 classes. There
are altogether five views and each of them represents documents written in one certain
language. From each view, we randomly sample 1200 documents in a balanced manner,
with each of the 6 classes having 200 documents.
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Table 3: Semi-supervised classification accuracy (%) on Handwritten
Dataset Handwritten
rate 0.1 0.2 0.3 0.5
AMGL 92.80(0.54) 93.85(0.58) 94.17(0.55) 94.89(0.62)
MLAN 97.83(0.23) 97.81(0.44) 98.00(0.38) 98.10(0.41)
HFPF(1) 88.94(0.78) 91.28(0.77) 92.52(0.48) 93.12(0.44)
HFPF(2) 80.06(0.85) 81.90(0.99) 82.98(0.86) 83.39(1.05)
HFPF(3) 94.21(0.59) 95.79(0.38) 96.26(0.48) 96.59(0.47)
HFPF(4) 42.85(1.23) 44.88(0.90) 45.92(0.95) 47.62(1.30)
HFPF(5) 94.96(0.54) 96.60(0.44) 96.75(0.33) 97.25(0.44)
HFPF(6) 79.72(0.77) 82.03(0.62) 82.52(0.85) 82.93(0.88)
LMSSC 96.59(0.46) 97.10(0.38) 97.59(0.37) 98.70(0.33)
5.2. Comparison Methods
As a baseline, we apply the classic single-view semi-supervised classification method GFHF Zhu
et al. (2003) to each view of the datasets. Moreover, we compare our method with two other
popular multi-view semi-supervised classification methods: (a) Multi-view Learning with
Adaptive Neighbours (MLAN) Nie et al. (2017), (b) Auto-weighted Multiple Graph Learn-
ing (AMGL) Nie et al. (2016). For each dataset, we randomly choose 10%, 20%, 30%,
and 50% of points as labeled. This procedure is repeated 20 times. Finally, we report the
average classification accuracy and deviation. For our proposed LMSSC1, all data points
are assumed to have 15 nearest neighbours, i.e., we use k = 15 to calculate α.
5.3. Results
All results are shown in Tables 2-5. As expected, the accuracy of each method monotonously
increases with the increase of label rate. We can see that the performance of HFPF heavily
depends on the datasets and the specific view. On the other hand, our LMSSC consistently
outputs high accuracy. This validates the advantage of multi-view learning. On BBC,
Reuters, and Sonar datasets, our method outperforms AMGL and MLAN by a large margin.
For HW dataset, our accuracy is comparable to MLAN method and outperforms others.
Furthermore, we can see that AMGL and MLAN perform pretty well on Handwritten and
Sonar, bad on BBC and Reuters. This instability is caused by the built graph which heavily
depends on the quality of data. By contrast, LMSSC builds a graph on latent representation,
which makes the graph robust to noise and outliers.
5.4. Parameter Analysis
In our model, there are altogether four parameters: α, β, γ, and latent space dimension r.
α is explicitly calculated. We use the Sonar dataset with 20% label rate as an example to
1. The code for our implementation is available: https://github.com/sckangz/LMVL
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Table 4: Semi-supervised classification accuracy (%) on Reuters
Dataset Reuters
rate 0.1 0.2 0.3 0.5
AMGL 35.44(4.95) 39.34(5.00) 42.70(3.48) 46.97(2.04)
MLAN 57.66(9.45) 63.83(5.83) 66.12(3.69) 70.66(1.77)
HFPF(1) 31.18(3.00) 35.22(3.76) 37.40(4.55) 41.13(4.79)
HFPF(2) 30.32(4.83) 33.50(3.35) 39.00(3.76) 42.29(1.92)
HFPF(3) 27.88(3.91) 35.76(2.86) 36.94(4.77) 39.70(3.93)
HFPF(4) 30.67(3.51) 36.03(2.74) 38.53(2.76) 42.18(2.29)
HFPF(5) 30.54(3.88) 35.38(1.94) 37.54(2.58) 41.08(1.96)
LMSSC 60.66(2.52) 68.08(2.74) 76.48(1.97) 87.28(1.38)
Table 5: Semi-supervised classification accuracy (%) on Sonar dataset
Dataset Sonar
rate 0.1 0.2 0.3 0.5
AMGL 63.32(6.43) 71.85(3.44) 72.60(3.76) 74.95(5.97)
MLAN 61.78(4.93) 67.71(4.19) 69.11(3.80) 72.26(3.33)
HFPF(1) 66.50(4.35) 67.86(4.48) 69.17(3.60) 69.90(3.97)
HFPF(2) 55.51(4.00) 56.54(4.24) 57.97(4.19) 58.08(4.06)
HFPF(3) 57.03(4.68) 58.70(3.54) 59.72(3.69) 61.97(2.39)
LMSSC 69.84(5.54) 80.21(4.65) 90.14(2.15) 95.48(1.29)
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Figure 1: Parameter sensitivity for classification accuracy on Sonar dataset.
11
Bo Kang Zhao Su Chen
5 10 15 20 25
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Ac
cu
ra
cy
rate=0.1
rate=0.2
rate=0.3
rate=0.5
Figure 2: The influence of latent dimension r on accuracy of Sonar dataset.
demonstrate the effects of β, γ, and r. As shown in Fig. 1, accuracy changes slightly with
a very wide range of parameters.
To explicitly demonstrate the influence of latent dimension, we vary the dimension r
from 5 to 25 with interval 5. For each r value, we obtain its optimal accuracy. From Fig.
2, we can see that after r increases to 10, the performance becomes quite stable, which
indicates that H contains redundant information.
6. Conclusion
In this paper, we propose a novel multi-view semi-supervised classification method. It first
learns a unique latent representation from original multi-view data. Based on this latent
representation, a graph with structure guarantee is constructed using adaptive neighbours
strategy. Eventually, latent representation learning, graph construction, and label predic-
tion are seamlessly integrated together, which enjoys the benefits of joint optimization.
Extensive experiments on real datasets verify the effectiveness of our proposed approach.
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