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1. Introduction
Assume (P) is a property, we say that a map  preserves property (P) if, for every
T in the domain of , T possesses (P)⇒ (T ) possesses (P);  preserves (P) in both
directions if T possesses (P)⇔ (T ) possesses (P). Over the past decades, there has
been a considerable interest in the study of linear maps on operator algebras that
preserve certain properties of operators. Many results having been obtained by now
reveal the relation between linear structure and the algebraic structure of operator
algebras, and help us to understand the operator algebras better.
Recently, some authors have been devoted to characterizing linear maps on op-
erator algebras preserving some properties concerning the invertibility, kernel and
range of operators. Let X and Y be two complex Banach spaces, andB(X, Y ) (B(X)
if X = Y ) be the Banach space of all bounded linear operators from X into Y. In
[16], Sourour proved that a unital linear bijective map preserving invertibility from
B(X) onto B(Y ) is either an isomorphism or an anti-isomorphism. Aupetit [2]
showed that every unital linear surjection preserving invertibility in both directions
between von Neumann algebras is a Jordan isomorphism. In [3], we improved the
above result of Aupetit by omitting the assumption “in both directions”, and proved
that every unital linear surjection preserving invertibility between von Neumann
algebras is a Jordan homomorphism. It was shown in [14] that every surjective
unital linear map on B(X) preserving injectivity of operators in both directions is
an automorphism and every surjective unital linear map on B(H) preserving sur-
jectivity of operators in both directions is an automorphism, where H is a complex
Hilbert space. In [4], we discussed the linear surjective maps compressing various
parts of the spectrum containing the boundary of the spectrum on C∗-algebras A
of real rank zero and showed that such linear maps are Jordan homomorphisms. If
A is a standard operator subalgebra of B(X), we also obtained the descriptions of
unital linear surjective maps preserving the left invertibility, the right invertibility,
the lower-boundedness or the surjectivity of operators on A, the last result particu-
larly generalizes the result concerning the surjectivity preservers in [14] mentioned
above by omitting “in both directions” and considering the maps on general stan-
dard operator algebras on Banach spaces. Recall that a standard operator algebra
on a Banach space X is a closed subalgebra in B(X) which contains the identity I
and the ideal of all finite rank operators. In [6], we proved that every unital linear
surjection from B(X) onto B(Y ) which preserves the quasi-affinity of operators is
either an isomorphism or an anti-isomorphism, and every unital linear surjection
from B(X) onto B(Y ) which preserves the range density of operators is in fact an
isomorphism.
Another interesting problem is to characterize the linear maps which preserve
zero products. Semrl showed in [15] that every unital surjective linear map onB(X)
which preserves zero products in both directions is an automorphism. It was proved
in [1] that every surjective linear map between standard operator algebras on Banach
space is an isomorphism multiplied by a scalar if it preserves zero products in both
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directions. Similar results were obtained in [5] for bounded unital linear maps on
nest algebras with atomic nests.
A more general (and more difficult) situation would be to consider an algebra on-
ly as a ring, and to assume the maps being additive only. In this direction, only a few
results concerning the preserver problem have been obtained (see, for example, [7,11,
12,17] and the references therein). As far as we know, there is no paper discussing the
additive maps which preserve the properties such as the invertibility, injectivity, range
density, surjectivity and so on, and fewer papers dealing with the additive maps on
B(X)which preserve the zero products. Hou and Gao showed in [7] that every surjec-
tive additive map onB(H) preserving zero products in both directions is an automor-
phism or a conjugate automorphism multiplied by a scalar. The purpose of this paper
is to discuss the additive maps between standard operator algebras on complex Banach
spaces which preserve various properties in both directions concerning the invertibil-
ity, kernel and range of operators, zero divisors, by one method for all.
This paper is organized as follows. Section 2 fixes some notations and gives some
lemmas which are needed for our purpose. Lemma 2.1 is of independent interest. It
characterizes rank one operators by any one of twelve subsets of the standard opera-
tor algebras that will be introduced below. In Section 3 we state and prove the main
results. Theorem 3.1 is the basic one and, roughly speaking, it states that if a unital
surjective additive map  between standard operator algebras leaves any one of the
twelve subsets invariant, then there exists an invertible bounded linear or conjugate
linear operator A between suitable spaces such that either (T ) = ATA−1 for all T
or (T ) = AT ∗A−1 for all T. Then this result is used to characterize additive maps
preserving various properties such as the invertibility, left (right) invertibility, zero
divisor, left (right) zero divisor, topological divisor of zero, quasi-affinity, injectivity,
surjectivity, range density, lower-boundedness, left (right) maximal ideals and so on.
Under the assumption of unitality and surjectivity of the maps, we show that such
additive maps take in fact any one of the four nice forms mentioned in Theorem 3.1,
that is, isomorphisms, conjugate isomorphisms, anti-isomorphisms and conjugate
anti-isomorphisms (see Theorems 3.2, 3.3, Corollaries 3.4, 3.5). Some of our results
are new even for linear case. Finally, as an application of the characterization of
unital surjective additive maps preserving left zero divisors, we give a characteriza-
tion of zero-product preserving additive maps and show that a surjective additive
map which preserves zero products in both directions between standard operator
algebras is either an isomorphism or a conjugate isomorphism, this generalizes the
main results in [1,7,15] (see Theorem 3.6).
2. Notations and lemmas
We first fix some notations. In this paper we always assume that X and Y are
infinite dimensional complex Banach spaces. For x ∈ X and f ∈ X∗, rank one op-
erator y → 〈y, f 〉x is denoted by x ⊗ f , here, 〈y, f 〉 denotes the value of f at y. As
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usual, C and N stand for complex plane and the set of natural numbers, respectively.
Let M be a linear subspace of X, the dimension of M is denoted by dimM. For
T ∈ B(X), σ(T ), σp(T ), rng(T ) and ker(T ) denote the spectrum, point spectrum,
range and kernel of T, respectively. rank(T) denotes the rank of T which is the di-
mension of rng(T). A map ϕ : X → Y is called conjugate linear if it is additive and
ϕ(λx) = λϕ(x) holds for all scalars λ ∈ C and vectors x ∈ X; more generally, ϕ
is called τ -quasi-linear if it is additive and ϕ(λx) = τ(λ)ϕ(x) holds for all scalars
λ ∈ C and vectors x ∈ X, where τ is a ring automorphism of C.
Let A be a Banach algebra. Recall that an element T ∈A is called a left (resp.,
right) zero divisor if there exists a nonzero element S ∈A such that T S = 0 (resp.,
ST = 0). A zero divisor is an element of A which is both a left and a right zero
divisor. We call T a left (resp., right) topological divisor of zero if there exists a
sequence {Sn}∞n=1 ⊂A satisfying ‖Sn‖ = 1 such that T Sn → 0 (resp., SnT → 0).
A topological divisor of zero is an element which is both a left and a right topological
divisor of zero. We denote by SA, SAl , S
A
r , Z
A
, ZAl , Z
A
r , TZ
A
, TZAl and
TZAr the subsets of all noninvertible elements, left noninvertible elements, right
noninvertible elements, zero divisors, left zero divisors, right zero divisors, topolog-
ical divisors of zero, left topological divisors of zero and right topological divisors
of zero, respectively, in A. An element in A is called semi-invertible if it is either
left invertible or right invertible. The notions of semi-zero divisor, semi-topological
divisors of zero and semi-maximal ideals may be defined similarly.
Assume that A is a standard operator algebra on a complex Banach space X.
Let A and A be any one of the subsets SA, SAl , S
A
r , Z
A
, ZAl , Z
A
r , TZ
A
,
TZAl , TZ
A
r , S
A
l ∩SAr , ZAl ∪ ZAr and TZAl ∪TZAr . We say that A is
the dual of A, denoted by (A)′, if, replacing A by B(H) with H an infinite
dimensional complex Hilbert space, we have T ∈ B(H) ⇔ T ∗ ∈ B(H) holds true
for every operator T ∈ B(H). It is clear, by the above definition, that (A)′′ =
((A)′)′ = A, (SAl )′ =SAr , (ZA)′ =ZA and (ZAl ∪ZAr )′ =ZAl ∪ZAr , etc.
For T ∈A, σA(T ) stands for the spectrum of T relative to A. Let Fn(X) denote
the set of all operators in B(X) with rank not greater than n and CI +Fn(X) =
{αI + F | α ∈ C and F ∈Fn(X)}. The following lemma is useful in the sequel.
It characterizes the rank one operators in terms of the subsets listed above and the
operators in CI +F2(X).
Lemma 2.1. Let A be a standard operator algebra on a complex Banach space
X and A denote any one of the subsets SA, SAl , SAr , ZA, ZAl , ZAr ,TZA,
TZAl , TZ
A
r , TZ
A
l ∪TZAr , SAl ∩SAr and ZAl ∪ZAr of A. Then, for an
operator A ∈A, the following conditions are equivalent.
(1) A has rank one.
(2) For every T ∈A and every scalar c /= 1, if T + A and T + cA ∈ A, then
T ∈ A.
(2′) For every T ∈ CI +F2 and every scalar c /= 1, if T + A and T + cA ∈ A,
then T ∈ A.
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(3) For every T ∈A, if T + A and T + 2A ∈ A, then T ∈ A.
(3′) For every T ∈ CI +F2, if T + A and T + 2A ∈ A, then T ∈ A.
Proof. (2)⇒ (2′)⇒ (3′) and (2)⇒ (3)⇒ (3′) are obvious. For the sake of sim-
plicity, we omit the superscript “A” of A in the proof of this lemma.
(1)⇒ (2). WriteA = x ⊗ f . Assume, on the contrary, that there exists an element
T ∈A, a nonzero scalar c /= 1 such that T + A and T + cA ∈  but T ∈ , we will
deduce a contradiction.
If  =SAl , then T is left invertible and there is an element S ∈A such that
ST = I. Since I + SA and I + cSA are in SAl , {−1,−c−1} ⊆ σA(SA) = σ(SA),
this contradicts the fact that the spectrum of any rank one operator can not includes
two nonzero points.
The cases  =SAr , or SA are dealt with similarly, and then, it is clear that
(1) ⇒ (2) holds true for  =SAl ∩SAr .
If ⊗ =TZAl ∪TZAr , then T ∈  implies T is a bijection and hence invert-
ible as an operator with the inverse T −1 which may not belong to A. However,
T −1A ∈A is a rank one operator, and the above argument is also valid for this case.
If  =TZAl , then T is lower bounded and hence, is injective and has closed
range. T + A and T + cA ∈  =TZAl imply that there exist unit vector sequences{xn} and {un} such that ‖(T + A)xn‖ → 0 and ‖(T + cA)un‖ → 0 as n→∞. Since,
as bounded subsets in C, both {〈xn, f 〉} and {〈un, f 〉} have convergent subsequences,
without loss of generality, we may assume that 〈xn, f 〉 → a and 〈un, f 〉 → b as
n→∞. It follows that T xn →−ax and T un →−cbx as n→∞. Obviously, both
a and b are nonzero because T ∈TZAl . Therefore one sees that x ∈ rng(T ). Pick
u ∈ X so that T u = x, then T (I + u⊗ f ) = T + x ⊗ f ∈TZAl implies that I +
u⊗ f is not invertible. Similarly, I + cu⊗ f is not invertible. Thus the spectrum of
rank one operator u⊗ f contains two distinguished nonzero points, a contradiction.
It is easy to verify from the case  =TZAl that (1)⇒(2) is still true for cases
that  =TZAr or TZ =TZAl ∩TZAr .
Let  =ZAl . Then T is injective and, as c /= 1, there exist linearly independent
vectors u and v such that T u = −〈u, f 〉x and T v = −c〈v, f 〉x. However, the in-
jectivity of T implies that u and v are linearly dependent, a contradiction. The cases
 =ZAr or  =ZAl ∩ZAr can be treated analogously.
By now the only case remained is  =ZAl ∪ZAr , and it is obvious, by applying
what have been proved above, that we need only to consider the case that T + A ∈
ZAl \ZAr and T + cA ∈ZAr \ZAl , while T ∈ZAl ∪ZAr . It follows from T + A ∈
ZAl \ZAr that there exists a vector u such that T u = x. Since T (I + cu⊗ f ) = T +
cA ∈ZAr \ZAl , (I + cu⊗ f ) ∈ZAl and hence is invertible. However, this implies
T + cA ∈ZAr , a contradiction.
(3′)⇒(1). Let ⊗ =ZA. Assume that rankA > 1, we will prove that condition
(3′) is not satisfied. Firstly assume that there exists a functional f ∈ X∗ such that
f, A∗f , (A∗)2f are linearly independent. Take vectors x0, x1, x2 ∈ X such that
〈xi, (A∗)j f 〉 = δij (the Kronecker symbol) for i, j = 0, 1, 2. Let
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T = x0 ⊗ (3‖A‖f − A∗f )+ x1 ⊗ (3‖A‖A∗f − 2(A∗)2f )
+ x2 ⊗ (3‖A‖f − A∗f )− 3‖A‖I.
Then T ∈ CI +F2(X), (T ∗ + A∗)f = 0 and (T ∗ + 2A∗)A∗f = 0. Thus T + A
and T + 2A ∈ZAr . Furthermore, (A− 3‖A‖I )[(A− 3‖A‖I )−1(T + 3‖A‖I )+ I ]
= T + A ∈ZAr and since (A− 3‖A‖I )−1(T + 3‖A‖I ) is of rank-2, we see that
(A− 3‖A‖I )−1(T + 3‖A‖I )+ I ∈ZAl . This implies that T +A ∈ZAl . Similarly,
T + 2A ∈ZAl . Note that, ZA =ZAl ∩ZAr . So we get T + A and T + 2A are
in ZA. However, it is easily checked that T is invertible in A and hence, can not be
in ZA.
Next assume that for any g ∈ X∗, the functionals g, A∗g, (A∗)2g are linearly de-
pendent. Then, A∗ and consequently A, is an algebraic operator of degree not greater
than two (for example, see [8]). That is, there exists a polynomial p(t) of degree not
greater than two such that p(A) = 0. If the degree of p(t) is 1, then A = aI for some
scalar a /= 0. Pick a vector y ∈ Y so that 〈y, g〉 = a and let T = y ⊗ g − 2aI . Then
T is invertible, but T + A and T + 2A ∈ZA. So, from now on, we always assume
that A is not a scalar multiple of the identity and the degree of p(t) is 2. In this case
there exist scalars α and β such that p(t) = (t − α)(t − β).
Case (i). α /= 0 and β /= α. If β = 0, then, since rankA  2, dim ker(A− αI) 
2; if β /= 0, then A is invertible and, at least one of the subspaces ker(A− αI) and
ker(A− βI) has dimension greater than 1 since X is of infinite dimension. So, with-
out loss of generality, we may assume that dim ker(A− αI)  2. Thus, there exist
closed subspaces V1, V2 and V3 of X with dimV1 = 1 such that X has the space
decomposition X = V1V2 V3 and A has the corresponded matrix representation
A =


α 0 0
0 αI2 0
0 0 βI3

 ,
where I2 and I3 are the identities on V2 and V3, respectively. Let
T =


−α 0 0
0 −2αI2 0
0 0 −2αI3

 ,
then T ∈ CI +F1(X) is invertible but both T + A and T + 2A are zero divisors
of A.
Case (ii).α = β /= 0. Since rankA > 1, there exist linearly independent functionals
f1, f2 ∈ X∗ such that A∗f1 = αf1 and A∗f2 = f1 + αf2. Take vectors xi ∈ X (i =
1, 2) such that 〈xi, fj 〉 = δij (i, j = 1, 2). If α /= ±1, let T = (x1 − x2)⊗ f1 +
(α2x1 + x2)⊗ f2 − (α + 1)I . Then T ∈ CI +F2(X) and T is invertible since
σA(T ) = {−α − 1, −α ± iα}. Because (T ∗ + A∗)f2 = 0 and (T ∗ + 2A∗)×
J. Hou, J. Cui / Linear Algebra and its Applications 359 (2003) 219–233 225
(f1 − αf2) = 0, we have T + A and T + 2A ∈ZAr . Note that both A− (α + 1)I
and 2A− (α + 1)I are invertible, this implies that we also have T + A and T +
2A ∈ZAl and hence T +A and T + 2A ∈ZA. If α = 1, let T = (x1 − 2x2)⊗
f1 + (−x1 + x2)⊗ f2 − 3I, then T ∈ CI +F2(X) and σ(T ) = {−3, −2 ±
√
2}.
It is easy to check that (T ∗ + A∗)(f1 − f2) = 0 and (T ∗ + 2A∗)f2 = 0, so we have
T + A and T + 2A ∈ZAr . Since 3I − A and 3I − 2A are invertible, similar to the
above argument, we also have that T + A and T + 2A ∈ZAl . Thus both T + A
and T + 2A are zero divisors while T is not. If α = −1, let T = (−x1 − 2x2)⊗
f1 + (−x1 − x2)⊗ f2 + 3I, then T ∈ CI +F2(X) and σ(T ) = {3, 2 ±
√
2}. As
(T ∗ + A∗)(f1 + f2) = 0 and (T ∗ + 2A∗)f2 = 0, thus T + A and T + 2A are zero
divisor, but T is not.
Case (iii). α = β = 0. Since rankA > 1, there exist functionals f, g ∈ X∗ such
that f, A∗f , g, A∗g are linearly independent. Let f1 = f , f2 = A∗f , f3 = g and
f4 = A∗g. Take vectors xi ∈ X (i = 1, 2, 3, 4) such that 〈xi, fj 〉 = δij (i, j = 1, 2, 3,
4). Put T = x2 ⊗ f1 + 2x4 ⊗ f3 −
√
2I . It is easily checked that T ∈ CI +F2(X)
is invertible and (T ∗ + A∗)(A∗g +√2g) = 0 as well as (T ∗ + 2A∗)(√2A∗f +
f ) = 0. The invertibility of A−√2I and 2A−√2I also imply that there exist
nonzero vectors u and v such that (T + A)u = 0 and (T + 2A)v = 0. Thus we get
T + A and T + 2A ∈ZA. This finishes the proof of (3′)⇒(1) for the case that
 =ZA.
Since every choice of  has ZA as a subset and since every element in  is
not invertible in A, we see from the arguments for the case  =ZA above that
(3′)⇒(1) also holds true for every choice of A, which completes the proof. 
Lemma 2.2. Let A be a standard operator algebra on a complex Banach space X
and A, B ∈A. If A+ R ∈ ⇒B + R ∈ 1 for every operator R ∈ CI +F1(X),
then A = B. Here  and 1 denote any one of the subsets SA, SAl , SAr , ZA,
ZAl ,Z
A
r ,TZ
A,TZAl ,TZ
A
r ,TZ
A
l ∪TZAr ,SAl ∩SAr and ZAl ∪ZAr of
A, respectively.
Proof. Let  and 1 be any one of the 12 subsets in the lemma, respectively. We
first note that ZA ⊆  ∩ 1. For any nonzero vector x ∈ X, denote Ax = y. Fix a
scalar λ such that |λ| > max{‖A‖, ‖B‖} and y /= λx. Let M = {f ∈ X∗ | 〈x, f 〉 =
1}. If f ∈ M , then λ ∈ σp(A− (y − λx)⊗ f ). Since |λ| > ‖A‖, one sees that λ
also belongs to σc(A− (y − λx)⊗ f ). Thus A− λ− (y − λx)⊗ f ∈ZA ⊆ .
It follows from the hypothesis that B − λ− (y − λx)⊗ f ∈ 1 and consequently,
λ ∈ σA(B − (y − λx)⊗ f ). Now |λ| > ‖B‖ implies λ ∈ σp(B − (y − λx)⊗ f ).
So there exists a nonzero vector uf such that (B − (y − λx)⊗ f )uf = λuf . Note
that uf = 〈uf , f 〉(B − λ)−1(y − λx). Let u = (B − λ)−1(y − λx), then (B − (y −
λx)⊗ f )u = λu holds for every f ∈ M . If x and u are linearly independent, then
there exists some f ∈ M such that 〈u, f 〉 = 0, which leads to (B − λ)u = 0 and
u = 0. This contradiction shows that (B − (y − λx)⊗ f )x = λx and hence,Bx = y.
From the arbitrariness of x it follows that B = A. 
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3. Results and proofs
The following theorem is the basic result in this paper. It says that if a unital
additive map from a standard operator algebra onto another one preserves any one of
the mentioned twelve subsets, then it has one of the following forms: isomorphism,
conjugate isomorphism, anti-isomorphism and conjugate anti-isomorphism.
Theorem 3.1. Let A and B be standard operator algebras on complex Banach
spaces X and Y, respectively, and let  :A→ B be a unital surjective additive
map. Let R be any one of the subsets SR,SRl ,SRr ,ZR,ZRl ,ZRr ,TZR,
TZRl ,TZ
R
r ,S
R
l ∩SRr ,ZRl ∪ZRr and TZRl ∪TZRr of R with R = A or B.
If (T ) ∈ B ⇔ T ∈ A, then either there exists an invertible bounded linear or
conjugate linear operator A : X → Y such that (T ) = ATA−1 for all T ∈A, or
there exists an invertible bounded linear or conjugate linear operator A : X∗ → Y
such that (T ) = AT ∗A−1 for all T ∈A. The last case can not occur if any one
of X and Y is not reflexive, or if A contains a element S such that S ∈ A but
S∗ ∈ A∗ , where A∗ = {T ∗ | T ∈A}.
Proof. Assume that (T ) ∈ B ⇔ T ∈ A.
Claim 1.  is injective.
We first assert that, if S ∈A such that T + S ∈ A ⇒ T ∈ A for every T ∈
A, then S = 0. This is an immediate consequence of Lemma 2.2. Now, the injec-
tivity of  follows from this assertion. Indeed, if (S) = 0, then T + S ∈ A ⇒
(T ) ∈ B ⇒ T ∈ A for all T ∈A and hence S = 0.
Claim 2.  preserves rank-one operators in both directions.
Let T ∈A with rank T = 1. For arbitrary F ∈ CI +F2(X) ⊂ B there exists
S ∈A such that (S) = F . If both F + (T ) and F + 2(T ) are in B, then both
S + T and S + 2T are inA. By Lemma 2.1 ((1)⇒ (3)), we get S ∈ A and hence
F ∈ B. So, by Lemma 2.1 ((3′)⇒ (1)) again, we have rank(T ) = 1. Because
−1(B) = A,  preserves rank-one operators in both directions.
Since  is additive, we see that the restriction of  to F(X) is a bijection
between F(X) and F(Y ) and preserves rank-oneness in both directions. It follows
from [12, Theorem 3.3] that there exists a ring automorphism τ : C → C and
either
(i) there exist τ -quasi-linear bijective maps A : X → Y and C : X∗ → Y ∗ such
that (x ⊗ f ) = Ax ⊗ Cf for all x ∈ X and f ∈ X∗, or
(ii) there exist τ -quasi-linear bijective maps A : X∗ → Y and C : X → Y ∗ such
that (x ⊗ f ) = Af ⊗ Cx for all x ∈ X and f ∈ X∗.
Note that the assumption that (I ) = I has not been used by far.
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Claim 3. If case (i) occurs, then (x ⊗ f ) = A(x ⊗ f )A−1 for all x ∈ X and f ∈
X∗; if case (ii) occurs, then (x ⊗ f ) = A(x ⊗ f )∗A−1 for all x ∈ X and f ∈ X∗.
Assume that case (i) occurs, we first show that 〈Ax,Cf 〉 = τ(〈x, f 〉) for all
x ∈ X and f ∈ X∗. If 〈x, f 〉 = 1, then I − x ⊗ f ∈ZA ⊆ A, and hence, I −
Ax ⊗ Cf ∈ B as  is unital, which yields 〈Ax,Cf 〉 = 1. If 〈x, f 〉 = α /= 0, then
τ(α)−1〈Ax,Cf 〉 = 〈A(α−1x), Cf 〉 = 〈α−1x, f 〉 = 1, so 〈Ax,Cf 〉 = τ(α). Now
assume that 〈x, f 〉 = 0, if 〈Ax,Cf 〉 = β /= 0, then I − A(τ−1(β−1)x)⊗ Cf ∈ B,
but this implies I − τ−1(β−1)x ⊗ f ∈ A and 〈x, f 〉 = τ−1(β) /= 0, a contradic-
tion.
Thus, for any rank-1 operator x ⊗ f ∈A and y ∈ Y , we have
(x ⊗ f )y = (Ax ⊗ Cf )y = 〈y, Cf 〉Ax = 〈AA−1y, Cf 〉Ax
= τ(〈A−1y, f 〉)Ax = A(〈A−1y, f 〉x)
= A(x ⊗ f )(A−1y) = A(x ⊗ f )A−1y.
Therefore, (x ⊗ f ) = A(x ⊗ f )A−1.
If case (ii) occurs, then, similarly, we have 〈Af,Cx〉 = τ(〈x, f 〉) for all x ∈ X
and f ∈ X∗, and consequently, the corresponding part of the claim is true.
Claim 4. τ(λ) = λ for all λ ∈ C or τ(λ) = λ for all λ ∈ C.
Since a nonzero continuous ring homomorphism of C must be either the identity
or the complex conjugation [9, p. 365, Lemma 1], we need only to prove that τ is
continuous. Assume, on the contrary, that τ is not continuous, then τ is not bounded
on any neighborhood of 0.
Assume the case (i) occurs. Take a linear functional g1 ∈ Y ∗ with ‖g1‖  1,
and then, pick a unit vector u1 ∈ X so that 〈u1, C−1g1〉 /= 0. Since τ is unbounded
on {λ〈u1, C−1g1〉 : |λ| < 2−1}, τ (λ1〈u1, C−1g1〉) > 1 for some λ1 with |λ1| <
2−1. Let x1 = λ1u1. Then ‖x1‖ < 2−1 and |τ(〈x1, C−1g1〉)| > 1. Take g2 ∈ Y ∗ with
‖g2‖  1 such that C−1g2 ∈ {x1}⊥. It is clear that C−1g1 and C−1g2 are linearly
independent. Thus we can take a unit vector u2 ∈ X such that 〈u2, C−1g2〉 /= 0 while
〈u2, C−1g1〉 = 0. By the unboundedness of τ on the set {λ〈u2, C−1g2〉 : |λ| < 2−2},
there exists λ2 such that |τ(λ2〈u2, C−1g2〉)| > 2. Let x2 = λ2u2. Then ‖x2‖ < 2−2
and |τ(〈x2, C−1g2〉)| > 2. Suppose that x1, x2, . . . , xn and g1, g2, . . . , gn are taken
so that 0 < ‖xi‖ < 2−i , 0 < ‖gi‖  1, 〈xi, C−1gk〉 = 0 whenever i /= k, and
|τ(〈xi, C−1gi〉)| > i, i, k = 1, 2, . . . , n. Take gn+1 so that C−1gn+1 ∈ {x1, x2,
. . . , xn}⊥ and ‖gn+1‖  1. ThenC−1gn+1 ∈∨{C−1g1, . . . , C−1gn}, the linear span
of {C−1gk, k = 1, . . . , n}. Pick un+1 with ‖un+1‖ = 1 such that 〈un+1, C−1gn+1〉 /=
0 while 〈un+1, C−1gi〉 = 0 if i = 1, 2, . . . , n. Since τ is unbounded on {λ〈un+1,
C−1gn+1〉 : |λ| < 2−(n+1)},we get a λn+1 with |λn+1| < 2−(n+1) such that |τ(〈xn+1,
C−1gn+1〉)| > n+ 1, where xn+1 = λn+1un+1. Continuing this process, we get two
sequences {xn}∞n=1 and {gn}∞n=1 which satisfy the conditions
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(1) ‖xn‖ < 2−n and ‖gn‖  1 for every n;
(2) 〈xn, C−1gk〉 = 0 whenever n /= k;
(3) |τ(〈xn, C−1gn〉)| > n.
Note that x =∑∞n=1 xn is a vector in X, so Ax ∈ Y . However, for any n ∈ N, we
have
‖Ax‖  |〈Ax, gn〉| = |τ(〈x, C−1gn〉)| > n,
a contradiction. This shows that τ must be continuous.
Claim 5. A is a bounded linear or conjugate linear bijection.
This follows immediately from the fact 〈Ax,Cf 〉 = τ(〈x, f 〉) in case (i) (or,
〈Af,Cx〉 = τ(〈x, f 〉) in case (ii)) and the Claim 4 as well as the Closed Graph
Theorem.
Claim 6. (T ) = ATA−1 for all T ∈A if case (i) occurs, or (T ) = AT ∗A−1
for all T ∈A if case (ii) occurs.
Suppose that the case (i) happens. Let (T ) = A−1(T )A for every T ∈A.
Then  :A→A is a unital linear bijective map, (A) = A and, by Claim 3,
(x ⊗ f ) = x ⊗ f for every rank-1 operator x ⊗ f ∈A. Thus, for every T ∈A
and λ ∈ C,(T )+ λ+ x ⊗ f ∈ A if and only if T + λ+ x ⊗ f ∈ A. It follows
from Lemma 2.2 that we have (T ) = T and therefore, (T ) = ATA−1.
If the case (ii) occurs, similar to the proof of the case (i), we have that both A :
X∗ → Y andC : X → Y ∗ are invertible. Let J : Y → Y ∗∗ andK : X → X∗∗ be the
natural embeddings. Then, from 〈Af,Cx〉 = τ(〈x, f 〉) with τ(λ) ≡ λ or τ(λ) ≡ λ
and the equation 〈Wx, f 〉 = 〈x,W ∗f 〉 for conjugate linear operator W, we have
C∗JA = IX∗ and A∗C = K . So J (Y ) = Y ∗∗ and K(X) = X∗∗. It follows that X
and Y are reflexive.
Let (T ) = A∗(T )∗(A∗)−1. Since X and Y are reflexive,  :A→A is a un-
ital linear bijective map, and it is clear that T ∈ A if and only if (T ) ∈ (A)′,
where (A)′ is the dual ofA. By Claim 3,(x ⊗ f ) = x ⊗ f for every rank-1 ele-
ment x ⊗ f ∈A. Thus we have T + R ∈ A ⇔ (T )+ R ∈ (A)′ for every R ∈
CI +F1. It follows from Lemma 2.2 that(T ) = T and hence, (T ) = AT ∗A−1.
If there exists an element S ∈A such that S ∈ A but S∗ ∈ A∗ , where A∗ =
{T ∗ | T ∈A}, then  cannot take the form (·) = A(·)∗A−1 since (S) = AS∗ ×
A−1 ∈ B. The proof is finished. 
We remark that any form of isomorphism, conjugate isomorphism, anti-isomor-
phism and conjugate anti-automorphism that  takes in Theorem 3.1 may occur for
every choice of R. This can be seen by assuming that both X and Y are reflexive
but not separable, and by taking A = CI +K(X), where K(X) is the ideal of
compact operators or the norm closure of the ideal of finite-rank operators. We also
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remark that if  is linear in Theorem 3.1, then  is either an isomorphism or an
anti-isomorphism.
Recall that an operator T ∈ B(X) is said to be quasi-affine if it is both injective
and has a dense range; T is said to be lower-bounded if there exists a positive number
c > 0 such that ‖T x‖  c‖x‖ holds for all x ∈ X. Now we apply Theorem 3.1 to
answer some preserver problems for additive maps on standard operator algebras in
the following results. We point out that some of these preserver problems were not
answered even for linear maps.
Theorem 3.2. Let A and B be standard operator algebras on complex Banach
spaces X and Y, respectively, and let  :A→ B be a unital surjective additive
map. Then the following are equivalent.
(1)  preserves the invertibility of elements in both directions.
(2)  preserves the semi-invertibility of elements in both directions.
(3)  preserves zero divisors in both directions.
(4)  preserves semi-zero divisors in both directions.
(5)  preserves topological divisors of zero in both directions.
(6)  preserves semi-topological divisors of zero in both directions.
(7)  preserves the quasi-affinity of operators in both directions.
(8)  preserves maximal semi-ideals in both directions.
(9) Either there exists an invertible bounded linear or conjugate linear operator
A : X → Y such that (T ) = ATA−1 for all T ∈A, or there exists an invert-
ible bounded linear or conjugate linear operator A : X∗ → Y such that(T ) =
AT ∗A−1 for all T ∈A; the last case occurs only if X and Y are reflexive.
Proof. It is obvious that (9) implies each one of the conditions (1)–(8).
(1) ⇒ (9), . . . , (6) ⇒ (9) are immediate from Theorem 3.1 by taking R the
subsets SR, SRl ∩SRr , ZR, ZRl ∪ZRr , TZR and TZRl ∪TZRr of R, respec-
tively, with R =A or B. As to (7)⇒(9), we note that T ∈A is quasi-affine as an
operator inB(X) if and only if T is neither a left zero divisor nor a right zero divisor
of A since F(X) ⊂A, thus we have (4) ⇔ (7). (8) ⇒ (9) follows from (1) ⇒ (9)
because an element is neither in any maximal left ideals nor in any maximal right
ideals if and only if it is invertible. 
Theorem 3.3. Let A and B be standard operator algebras on complex Banach
spaces X and Y, respectively, and let  :A→ B be a unital surjective additive
map. Then any one of the following conditions (1)–(12) implies that (14) holds true.
Moreover, if A contains a left invertible element which is not invertible, then the
statements (1)–(13) are equivalent.
(1)  preserves the left invertibility of elements in both directions.
(2)  preserves the right invertibility of elements in both directions.
(3)  preserves left zero divisors in both directions.
(4)  preserves right zero divisors in both directions.
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(5)  preserves left topological divisors of zero in both directions.
(6)  preserves right topological divisors of zero in both directions.
(7)  preserves the injectivity of operators in both directions.
(8)  preserves the range density of operators in both directions.
(9)  preserves the lower-boundedness of operators in both directions.
(10)  preserves the surjectivity of operators in both directions.
(11)  preserves maximal left ideals in both directions.
(12)  preserves maximal right ideals in both directions.
(13) There exists an invertible bounded linear or conjugate linear operator A :
X → Y such that (T ) = ATA−1 for every T ∈A.
(14) Either there exists an invertible bounded linear or conjugate linear operator
A : X → Y such that (T ) = ATA−1 holds for every T ∈A, or there exists
an invertible bounded linear or conjugate linear operator A : X∗ → Y such
that (T ) = AT ∗A−1 holds for every T ∈A. The last case occurs only if X
and Y are reflexive.
Proof. (1) ⇒ (14), . . ., (6) ⇒ (14) follow directly from Theorem 3.1. It is obvious
that (1)⇔ (11) since an element fails to have a left inverse if and only if it is included
in a maximal left ideal. Similarly, (2) ⇔ (12). Since A and B are standard operator
algebras, one checks easily that (3) ⇔ (7), (4) ⇔ (8), (5) ⇔ (9) and (6) ⇔ (10).
Hence any one of (1)–(12) will imply (14).
Moreover, if A contains a left invertible element S which is not invertible, with
a left inverse R, then S is also a right zero divisor, right topological divisor of zero
but S∗ is not; R is right invertible, left zero divisor, left topological divisor of zero
but R∗ is not. These ensure that  can not take the form (T ) = AT ∗A−1 for every
T ∈A. Therefore, each of the conditions (1)–(12) is equivalent to (13), completing
the proof. 
Particularly, we have
Corollary 3.4. Let  : B(H)→ B(K) be a unital surjective additive map, where
H and K are infinite dimensional complex Hilbert spaces. Then the following state-
ments are equivalent.
(1)  preserves the left invertibility of elements in both directions.
(2)  preserves the right invertibility of elements in both directions.
(3)  preserves the injectivity of operators in both directions.
(4)  preserves the range density of operators in both directions.
(5)  preserves the lower-boundedness of operators in both directions.
(6)  preserves the surjectivity of operators in both directions.
(7) There exists an invertible bounded linear or conjugate linear operator A : H →
K such that (T ) = ATA−1 for every T ∈ B(H).
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Proof. It is well known that there exists an operator in B(H) which is semi-invert-
ible but not invertible (for instance, take a separable subspace H1 of H and let S1
be a unilateral shift operator on H1, then let T = S1 ⊕G with G ∈ B(H⊥1 ) being
invertible). 
The next corollary generalizes the main results in [6] and [14], from linear case
to additive case.
Corollary 3.5. Let  : B(X)→ B(Y ) be a unital surjective additive map, where
X and Y are infinite dimensional complex Banach spaces. Then the following state-
ments are equivalent.
(1)  preserves the injectivity of operators in both directions.
(2)  preserves the range density of operators in both directions.
(3) There exists an invertible bounded linear or conjugate linear operator A : X →
Y such that (T ) = ATA−1 for every T ∈ B(X).
Proof. (2) ⇒ (3). We use a method similar to that used in [14].
By Theorem 3.1, we have to verify that can only take the form(·) = A(·)A−1.
To see this, assume, on the contrary, that  has the form (T ) = AT ∗A−1 for every
T ∈ B(X). Then, both X and Y are reflexive. By [10, Proposition 1], there exists a
separable subspace W of Y and a linear projection P from Y onto W such that ‖P ‖ =
1. Since W is a separable Banach space, according to Ovsepian-Pelczynski’s result
on the existence of total bounded biorthogonal systems in separable Banach spaces
[13; Theorem 1], there is a vector sequence {yn} ⊂ W and a functional sequence
{gn} ⊂ W ∗ = rng(P ∗) such that (a) gm(yn) = δmn for m, n = 1, 2, . . . ; (b) the lin-
ear span of {yn} is dense in W in the norm topology; (c) if y ∈ W and gn(y) = 0 for
all n ∈ N, then y = 0; (d) supn‖yn‖‖gn‖ = M <∞.
Let S =∑∞n=1 2−nyn ⊗ gn + I − P . We claim that S is a bounded injective op-
erator with dense range but not invertible on Y. Indeed, the boundedness of S follows
from the condition (d) and ‖P ‖ = 1, while the range density of S follows from the
fact that {yn}∞n=1 ⊂rng(S). Because
∑∞
n=1 2−nyn ⊗ gn is compact, S is not invertible.
From the surjectivity of, we can find an operator T ∈ B(X) such that(T ) = S. It
is clear that T has dense range. For any nonzero functional f ∈ X∗, let g = T ∗f ( /=
0). It is easily seen that 0 ∈ σp(T ∗ − g ⊗ x) for arbitrary x ∈ X satisfying 〈x, f 〉 =
1. This implies that the range of (T )− Ag ⊗ h is not dense for arbitrary h ∈ Y ∗
satisfying 〈Af, h〉 = 1. Hence for every h ∈ Y ∗ satisfying 〈Af, h〉 = 1, there is a
nonzero functional w ∈ Y ∗ such that S∗w = 〈w,Ag〉h. As w /= 0 we have S∗w /= 0
and consequently, the range of S∗ contains span{h ∈ Y ∗ | 〈Af, h〉 = 1 for some f ∈
X∗}. But, span{h ∈ Y ∗ | 〈Af, h〉 = 1 for some f ∈ X∗} = Y ∗ because A : X∗ → Y
is invertible, which contradicts to the noninvertibility of S. So the second case can
not occur.
The proof of (1)⇒ (3) is similar. 
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The next result generalizes the main result in [7] fromB(H) to standard operator
algebras on Banach spaces and generalizes the main result in [1] from linear maps
to additive maps. Recall that a map  preserves zero products in both directions if
T S = 0 ⇔ (T )(S) = 0.
Theorem 3.6. Let A and B be standard operator algebras on complex Banach
spaces X and Y, respectively, and let  :A→ B be a surjective additive map.
Then  preserves zero products in both directions if and only if there exist a scalar c
and an invertible bounded linear or conjugate linear operator A : X → Y such that
(T ) = cATA−1 for every T ∈A.
Proof. We need only to prove the necessity. Assume that  preserves zero products
in both directions. It is clear that  preserves left as well as right zero divisors in
both directions. By the notice before the Claim 3 in the proof of Theorem 3.1, one
sees that  is injective and preserves rank-oneness in both directions, and hence
there exist τ -quasi-linear bijections A and C such that either the case (i) or the case
(ii) listed there occurs. We claim that the case (ii) can not happen. Assume, on the
contrary, that the case (ii) occurs, then for every rank one operator x ⊗ f ∈A we
have(x ⊗ f ) = Af ⊗ Cx. Pick u ∈ X and f ∈ X∗ so that 〈u, f 〉 = 0. Since A and
C are surjective, there exist x ∈ X and h ∈ X∗ such that 〈Ah,Cx〉 /= 0. However,
(x ⊗ f )(u⊗ h) = 0 implies 0 = (x ⊗ f )(u⊗ h) = 〈Ah,Cx〉Af ⊗ Cu /= 0, a
contradiction. Thus, only the case (i) occurs, that is, (x ⊗ f ) = Ax ⊗ Cf holds
for every rank one operator x ⊗ f ∈A.
Next we show that (I ) = cI for some nonzero scalar c. For any x ⊗ f ∈A, if
〈x, f 〉 = α /= 0, since
(I − α−1x ⊗ f )(x ⊗ f )= (x ⊗ f )(I − α−1x ⊗ f )
= 0,
and  is zero-product preserving, we have
((I )− τ(α)−1Ax ⊗ Cf )(Ax ⊗ Cf )
= (Ax ⊗ Cf )((I )− τ(α)−1Ax ⊗ Cf ) = 0,
this yields that (I )(Ax ⊗ Cf ) = (Ax ⊗ Cf )(I ); if 〈x, f 〉 = 0, pick a vector
u ∈ X so that 〈u, f 〉 /= 0, then by what has just been proved we have (I )((Ax +
Au)⊗ Cf ) = ((Ax + Au)⊗ Cf )(I ) and (I )(Au⊗ Cf ) = (Au⊗ Cf )(I ),
these still imply (I )(Ax ⊗ Cf ) = (Ax ⊗ Cf )(I ). Since both A and C are sur-
jective, we see that (I ) commutes with every rank one operator and hence must
be a multiple of the identity, that is, (I ) = cI for some scalar c. By the injectivity
of , c /= 0. Now, c−1 is a unital surjective additive map preserving left zero divi-
sor in both directions, then applying Theorem 3.3, one completes the proof immedi-
ately. 
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Before the conclusion of this paper we pose a question. Assume that  is also
injective, it is natural to ask that whether or not the assumption “in both directions”
may be omitted in the results of this paper.
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