Abstract. In the bioinformatics literature, pairwise sequence alignment methods appear with many variations and diverse applications. With this abundance, comes not only an emphasis on speed and memory efficiency, but also a need for assigning confidence to the computed alignments through p-value estimation, especially for important segment pairs within an alignment. This paper examines an empirical technique, called SEPA, for approximate p-value estimation based on statistically large number of observations over randomly generated sequences. Our empirical studies show that the technique remains effective in identifying biological correlations even in sequences of low similarities and large expected gaps, and the experimental results shown here point to many interesting insights and features.
Introduction
In the field of comparative genomics, an emphasis is placed on its functional genomics aspects. Most often we align two or more sequences, because we expect that the important areas selected from that alignment will point to a significant common biological function, even when we realize that there can be no absolute guarantee of this. In order to draw our attention very quickly to the most pertinent similar subsequences, it is necessary to compare the important areas of alignments and rank them in order of their relevance. For instance, by comparing alignments in related sequences to those of unrelated sequences with no common biological function, we may derive, for any alignment, the probability that its important areas occur by mere coincidence. This probability measure is also known as a p-value, and low p-values relate to high relevance rank.
Many p-value estimation techniques have been suggested and examined previously, for instance, Karlin-Altschul [7] and Siegmund-Yakir [14] , but none have proven completely satisfactory. In this paper, we focus on using empirical results to improve the p-value approximation in case of alignments of noncoding nucleotide sequences of lengths varying from .5 Kb to 12 Kb, with expected large gaps and low similarities. These alignments are often computed with the complex but biologically faithful model involving piecewise-linear gap penalty functions as in Plains [3] ; nonetheless, other techniques such as LAGAN, EMBOSS, and LALIGN have also proven effective. We demonstrate the effectiveness of a p-value approximation technique called SEPA (Segment Evaluator for Pairwise Alignments) as it selects and scores important segments pairs. Furthermore, for random sequences, we also empirically characterize how various alignment statistics, such as the segment pair lengths, scores, and magnitudes, distribute as a function of sequence lengths. From this analysis, the parameters for a p-value approximation are estimated, and used to demonstrate the method of sensitivity in distinguishing important homologies from unimportant chance occurrences of subalignments within sequences. Furthermore, SEPA is non-subjective, since it can easily be applied to any alignment tool. We will illustrate this advantage by using it to compare the results of Plains with LAGAN, EM-BOSS, and LALIGN. Because of these strengths and despite its empirical foundation, SEPA fulfills a practical computational need by speeding up the core search processes in comparative genomics.
Overview
We introduce some notations as follows: Assume the sequences to be aligned are X and Y , and their respective lengths are m and n, where m ≥ n. Let X u and Y v denote respectively the u th character of X and the v th character of Y , where 1 ≤ u ≤ m and 1 ≤ v ≤ n. Let us suppose that aligning X and Y with some arbitrary alignment tool produces an alignment A of length a, where m ≤ a ≤ m + n. We will represent an alignment A as follows: Let ww(i) denote the penalty for a gap of length i. ww(·) can be any arbitrary function, but for this paper, we will assume it is a p-part piecewise-linear function where each successive slope is smaller than the previous one. A more specific version of this score-function is where p = 1, which is the affine function used in the Smith-Watermann algorithm. Also, let S(i, j) denote the score for strip A[i : j] where the score is computed by adding following values: m a is a score for each match, m s is the penalty for each mismatch, and ww(·) is used to penalize the gaps. To compute S(i, j) from A[i : j], each match and mismatch within it is added or deducted from the score individually, while each region of X against a gap and Y against a gap is penalized as a whole using ww(·) based on the length of that region.
Suppose we have a scheme that marks r non-overlapping strips as important. Suppose that the endpoints for these strips are denoted as (i 1 , j 1 ), (i 2 , j 2 ), . . . , (i r , j r ). For each k, we wish to measure in some way how strip A[i k : j k ] provides a meaningful correlation between X and Y . One common mathematical approach is to, given a certain null hypothesis, compute the p-value of P r(x ≥ s) where s = S(i k , j k ). This p-value is known as the coincidental probability of obtaining a strip with score at least s. For this paper, we will assume the null-hypothesis is the behavior of important strips taken from pairwise-aligning randomly generated DNA sequences. Also, if the total scores of all strips is t = Σ r k=1 S(i k , j k ), then ζ = P r(x ≥ t, y ≤ r), the probability of obtaining at least a total score of t using at most r strips.
One should note that coincidental probabilities of the segments (both p-values and ζ) are dictated by the scheme used to determine the segments as important. One scheme might deem strip A[i : j] as important, but SEPA might not, and instead SEPA may consider a possibly overlapping strip A[i : j ] as important. As a result, the formula for the p-values and ζ value could differ from one scheme to the other. For instance, in the method used to obtain important segments mentioned in Karlin-Altschul [7] , P r(x ≥ s) = 1 − exp(Kmne −λs ) holds. However, as argued later in this paper, for the way SEPA obtains the segments from an alignment A, we approximate the p-value as P r(x ≥ s) = K λ e −λs .
Obtaining High-Scoring Strips from an Alignment
Given an alignment A produced from sequences X and Y , we produce important strips as follows: Given fixed constants W and ω, and ρ (where W is an integer, and ω and ρ are real numbers in the range [0, 1]), let W denote the window size to be used, ω denote the value used to prevent portions of A of lowest match percentage from becoming considered as important strips, and ρ denote the value used to filter away areas of A that have too low of a p-value. We obtain our segment pairs in the following steps:
(1) For all i from 1 to a − (W − 1), we compute p a (i), the percentage of entries in A[i : i + W − 1] where a match has occurred. Let µ and σ denote the mean and standard deviation of our p a (·) values. Next, for each i, we mark 1 p a (i) values as "special" if they exceed a threshold value of µ+ωσ. Hence, we filter away A[i : i + W − 1] if it fails to meet this threshold value.
(2) For each u and u (with u ≤ u ), if p a (u), p a (u + 1), . . ., p a (u ) are all marked as "special", but p a (u − 1) and p a (u + 1) are not, then we consider the strip A[u : u + W − 1] as important (i.e., we consider as important the strip starting the leftmost entry repsented by p a (u), up till the rightmost entry represented by p a (u )).
(3) For each strip A[i : j] deemed important, we trim it so that it starts and ends at a position in the alignment where a match occurred. Thus, if i is the smallest value such that i ≥ i and A[i ] is a match position, and j is the largest value such that j ≤ j and A[j ] is a match position, then we trim strip
(4) Next, we merge together any important strips that overlap. Namely, if we have two strips A[i : j] and A[k : l] such that i ≤ k ≤ j, then we merge these strips into one larger strip A[i : max (j, l)].
(5) With all strips now representing non-overlapping regions, we then proceed to give each strip A[i : j] its corresponding score S(i, j), as well as its p-value. We delete A[i : j] if its p-value exceed ρ, since that indicates that A[i : j] may be coincidental. We can optionally also collect other information at this point, such as the length of each strip.
(6) The r strips kept at this step are considered the "good" ones. We now compute t, the sum of the scores of the these strips. Using this value, we can compute ζ, coincidental probability for all r strips obtained.
Note that these steps for SEPA are similar to that of [3] , except that the calculation for each segment pair's coincidental probability differs. Based on empirical experimentation, setting W = 50, ω = 0.5, and ρ = 0.5 yields segment pairs that are reasonably long, non-coincidental, and have significantly higher matches than the alignment "background". We reasoned that since our method of obtaining segment pairs differs from that of Karlin-Altschul, then the method for computing p-values for each segment pair cannot build upon their assumptions.
Methods: Analyzing Segment Pairs
In order to approximate an appropriate p-value estimation for SEPA, we analyzed segment pairs behavior over our assumed null hypothesis of alignments for randomly generated nucleotide sequences. For length values ranging from 1000 bp to 8000 bp, we generated 25 random sequences. We also generated 25 random sequences of length 500 bp. For each combination of these length pairs, we ran all 625 possible pairwise alignments using Plains, and analyzed results using SEPA where ρ = 1 (to avoid filtering any segments out due to low p-value). The results for mean length-to-score and mean mean segment scores are shown in Fig. 1 . From this, we infer that both are uniform in terms of m and n. In the appendix, Figures 5 and 6 elaborate further.
For our random sequences, we also observed the average and variance behaviors for r and t in terms of m and n, where r is the number of segment pairs observed, and t is the total score of all the segment pairs. Furthermore we found that the mean for r, variance for r, and mean for t all scale roughly to k 0 ln (k 1 mn + k 2 (m + n) + k 3 ), and the deviation for t scales roughly to max (k 0 , k 1 
Figures 7 and 8 in the appendix illustrate further how all of this was derived. Since the average ratio of segment lengths to score is almost uniform in these plots, it suggests that the gap penalty used to score the strips can be treated as if it is a differently-weighted mismatch. Also, note that the p-values computed with the model studied by Siegmund-Yakir [14] differs mildly from the model using the simplifying assumption that gaps are differently-weighted mismatches. For this reason, it is common for tools to ignore the effects of gaps in generating their p-values, much like BLAST 3 . Thus, we may similarly treat our piecewise-linear gap penalty ww(·) as differently-weighted mismatches in approximating the p-value. Fig. 2 shows a plot of segment scores to frequency from 2 For average r, k0 = 10 3 , k1 = 7.95 × 10 −10 , k2 = 1.54 × 10 −7 , k3 = 1.01. For variance of r, k0 = 10 3 , k1 = 1.93×10
−10 , k2 = 1.97×10 −7 , k3 = 1.00. For average t, k0 = 10 5 , k1 = 4.29×10 −10 , k2 = 1.33×10 −8 , and k3 = 1.00. For deviation of t, k0 = 100, k1 = −5.54 × 10 −5 , k2 = 4.63 × 10 −1 , k3 = 1.04 × 10 −2 , and k4 = −65.01. 3 The main reason we did not use BLAST in comparing alignment results is because BLAST was unable to align most of the sequences mentioned in table 1. 
= 500 n = 1000 n = 2000 n = 3000 n = 4000 n = 5000 n = 6000 n = 7000 n = 8000 Fig. 1 . Shown above are the mean length-to-score ratio and mean segment scores observed in the strips from aligning randomly generated DNA sequences. In the plots shown above, a unique line is plotted corresponding to each value of n in the thousand lengths ranging from 1000 to 8000. For these plots, x represents the m value divided by 1000, and y represents the mean observed for that particular m and n, and the left plots illustrate mean length-to-score ratio for the segment pairs, while the right plots illustrate mean segment pair scores. These plots indicate that, for small n values, the average length-to-score ratio and average score decrease with increasing m. However, asymptotically (for large n) the average length-to-score ratio and average segment scores stay roughly constant in terms of m (at 3.1 and 45 respectively) and don't stray too far. This leads us to infer that length-to-score ratio can be well-approximated by a constant, and that segment scores are independent of m and n.
which we derive our p-value approximation. Using it, we approximate that P (x = s) = Ke −λs , with K = 8.69 × 10 −2 and λ = 3.26 × 10 −2 . Our p-value of P (x ≥ s) is therefore:
And notice that by this construction, P (x ≥ 30) = K λ e −30λ ≈ 1. We have designed our p-value estimation this way since strip scores below 30 are empirically observed to be unimportant.
Our next natural step, after obtaining p-values for each segment pair, is to provide a p-value estimate ζ for coincidental probability for the whole alignment, determined by the strips found. As mentioned earlier, we have learned that both r and t depend on sequence lengths m and n. Hence, if R and T are supposed to be the number of segment pairs and the total score of the segment pairs after adjusting for mean and variance based on sequence length, then the coincidental probability ζ = P (x ≥ T, y ≤ R). More specifically, ζ is the coincidental probability of seeing a total score of at least T using at most R segment pairs. Figure 3 shows the distribution of r and t values observed from randomly generated sequences after adjusting for mean and variance. From it, we approximate for T and R that P (x = T, y = R) = e c e Shown here is a plot of segment scores to frequency for randomly generated sequences using our assumption that segment score is length-independent. The x axis represents segment score, and the y axis represents frequency. The tail of this plot is an exponential distribution of form P (S = x) = Ke −λx , where we have approximated K = 8.69 × 10 −2 and λ = 3.26 × 10 −2 . This curve is at its highest when x = 30, and by emprical observation, we have noticed that strips scoring less than 30 are generally unimportant portions of an alignment.
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Furthermore, table 1 shows a comparison of alignments for biologically related sequences in terms of unadjusted r and t values, and ζ values, all using ρ = 0.5. Note that ζ = − ln (ζ). The conversion from ζ to ζ was carried out for convenience in comparing lab results, where higher ζ indicates results that are less coincidental. We chose to use ρ = 0.5 in all data shown in this table because with it, SEPA successfully filters away all segment pairs when aligning randomly generated DNA sequences, while retaining important segment pairs when aligning biologically related noncoding sequences, even when they have expected high gaps and low similarity regions. For further information regarding the sequences used, see Table 2 in the appendix.
Also, Plains does not always yield the results of least coincidental probability in this table, and this anomaly has a simple explanation. Note that the nature of Plains is to capture the biology faithfully even when the sequences have expected large gaps and low similarities. Thus it tries to aggressively align as many regions as possible, and hence in these situations, it produces r and t values that tend to be higher than those from other tools, even though its high r causes its overall result to appear more coincidental in spite of the compensating higher t. However, it turns out that when we fix r for all the tools, Plains yields higher t and hence better ζ results. In other words, for any given r, each of the r segment pairs generated by Plains have smaller individual coincidental probabilities than the best r segment pairs generated by other tools. Figure 4 explains the details further. total score (t) Fig. 3 . From our alignments over the randomly generated sequences, after adjusting the number of segments r and the total score t for length-dependent average and deviation behavior, we chose to plot the frequency of observing certain r and t values. The figure shown here is a surface plot of this, where lighter spots indicate higher frequencies. From it, we observe that the majority of the data is concentrated in one area. This area approximates to e c e Fig. 4 . In this figure, we observe the unadjusted r and t values produced by Plains, LAGAN, EMBOSS, and LALIGN from the human-mouse.3 -9 experiment where we vary the ρ variable used to filter our segment pairs. On each curve, we observed the t and r values of each tool when varying ρ over various values from 0.1 till 0.9. Recall from table 1 that Plains performed poorly in terms of ζ values for ρ = 0.5 for the humanmouse.3 -9 experiments. However, note from this plot that for any fixed r where Plains is comparable to a different tool, Plains receives the highest t value, and therefore if we designed SEPA using a fixed r value over all alignment tools, then Plains would have the highest t value, and hence the highest ζ value (i.e., the best result). Many other experiments from table 1 have a similar plot to this one. as illustrated by Plains. However, SEPA can modify the overall alignment to select only the best r segments from an alignment while keeping the confidence in the final result high. It is here that the strength of Plains becomes obvious, since its r segments are less coincidental than its competition, and have higher scores, and hence better ζ values.
Test Name
However, in spite of the promising results from SEPA, there is still plenty of room for further improvements by using random portions of DNA from Human, Mouse, and Fugu instead of randomly generated DNA sequences. In that case, our concern shifts from the coincidental probability of a segment's score from aligning random DNA, to the coincidental probability of a segment's score from aligning unrelated random regions of organisms under comparison. Further extension includes development of better statistics that realistically capture the base-pair and coding/noncoding distributions within the sequences, as well as the effects of secondary and tertiary structures.
A Segment Pair Analysis in Further Detail
In order to approximate an appropriate p-value estimation for SEPA, we analyzed segment pairs behavior over our assumed null hypothesis of alignments for randomly generated nucleotide sequences. For length values ranging from 1000 bp to 8000 bp, we generated 25 random sequences. We also generated 25 random sequences of length 500 bp. For each combination of these length pairs, we ran all 625 possible pairwise alignments using Plains, and analyzed results using SEPA where ρ = 1 (to avoid filtering any segments out due to low p-value), and recorded the results in fig. 5, 6 , 7, and 8. 1 n = 500 n = 1000 n = 2000 n = 3000 n = 4000 n = 5000 n = 6000 n = 7000 n = 8000 Fig. 5 . Shown above are the mean and variance plots for the segment pair length-to-score ratio from aligning randomly generated DNA sequences. A unique line is plotted corresponding to each value of n in the thousand lengths ranging from 1000 to 8000. For these figures, and others that follow, x represents the m value divided by 1000, and y represents the mean or variance value obtained for that particular m and n. These plots indicate that, for the most part, the mean takes a constant value at 3.1, and the variance remains below 0.4, leading us to infer that length-to-score ratio can be well-approximated by a constant.
B Sequence Details
Shown in Table 2 are further details for the sequences used to compare Plains against LAGAN, EMBOSS, and LALIGN. Please note that sequences are expressed in their regular format unless they end with a ":-1" or "-" symbol, which indicates that they have been reverse-complemented prior to performing any alignments. n = 500 n = 1000 n = 2000 n = 3000 n = 4000 n = 5000 n = 6000 n = 7000 n = 8000 Fig. 6 . Shown here are the mean and variance plots for segment scores from aligning randomly generated DNA sequences. From this we infer that, although for small n values, the average score decreases with increasing m, asymptotically (for large n) the average stays roughly constant in terms of m, while the variance fluctuates wildly around a constant value. Hence, for our scoring method, we model the segment scores as independent of m and n. 18 n = 500 n = 1000 n = 2000 n = 3000 n = 4000 n = 5000 n = 6000 n = 7000 n = 8000 Fig. 7 . Shown here are the mean and variance plots for r, the number of segment pairs obtained from aligning randomly generated DNA sequences. From this, we estimate that the average and variance for r scale roughly with Θ(log(mn)). More specifically, we approximate the mean of r and the variance of r, called ra(m, n) and rv(m, n) respectively, to scale roughly as k0 ln (k1mn + k2(m + n) + k3) where k0, k1, k2, and k3 are empirically determined constants. In the case of ra(m, n), we observe that k0 = 10 3 , k1 = 7.95×10 −10 , k2 = 1.54 × 10 −7 , k3 = 1.01, and in the case of rv(m, n), we observe that k0 = 10 3 , k1 = 1.93 × 10 −10 , k2 = 1.97 × 10 −7 , k3 = 1.00. Fig. 8 . The plots shown here are the mean and deviation plots for t, the total score of all segment pairs from aligning randomly generated DNA sequences. From this, we estimate that the average total score scales roughly with Θ(log(mn)). Because the variance plot was difficult to quantify in terms of m and n, we instead model the deviation for total score in terns of d and i, where i = min (m, n) and d = m − n . The lower figure shows the deviation plot, with each curve corresponding to a unique d value, and the x-axis reprsenting i in units of thousands. From this, it was found that the deviation scales roughly with Θ(i · d), but never declines below 100. More specifically, we approximate the average total score ta(m, n) to scale roughly as k0 ln (k1mn + k2(m + n) + k3), and the deviation for total score tD(m, n) to scale roughly as max (k0, k1i · d + k2i + k3d + k4), where k0, k1, k2, k3, and k4 are empirically estimated constants (and the variance tv(m, n) = tD(m, n)
2 ). In the case of ta(m, n), we observe that k0 = 10 5 , k1 = 4.29 × 10 −10 , k2 = 1.33 × 10 −8 , and k3 = 1.00, and in the case of tv(m, n), we observe that k0 = 100, k1 = −5.54 × 10 −5 , k2 = 4.63 × 10 −1 , k3 = 1.04 × 10 −2 , and k4 = −65.01.
