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ABSTRACT 
Heterogeneity in capture probabilities among animals is a common problem for estimation 
of animal population size from mark-recapture data. We model animals as belonging to discrete 
groups in which anima ls have the same probabilities of first capture and recapture. For removal 
data, population size, probabilities of first capture, and mixture proportions are estimated by 
maximum likelihood for a geometric finite mixture model. For mark-recapture data, a binomial 
finite mixture for recaptures is combined with a geometric finite mixture for first captures to 
better estimate mixture proportions. This model can be resticted for the assumption of no 
behavioral response to first capture. 
On Carother's (1973) taxi cab data, estimation with a 2-group mark-recapture finte mixture 
provided a population size estimate , iV" = 420, that exactly matched the registered number 
of cabs. On meadow vole data, estimation with a 3-group model showed heterogeneity in 
behavioral response to first capture. Simulations show that our 2-group mark-recapture finite 
mixture estimator with restriction for no behavioral response to first capture is more efficient 
than Burham and Overtoils' (1978) jackknife estimator when the smallest probability of first 
capture is 0.1 and the number of sampling occasions is 10. 
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CHAPTER 1. INTRODUCTION 
For study of closed population, size ( N ) ,  the oldest mark-recapture method is the 2-event 
Petersen design (Seber 1982; Pollock 2000: Buckland, Goudie, and Borchers 2000). On occa­
sion (event) one, ni animals are captured, marked, released, and allowed to mix with unmarked 
animals. On the second occasion, tl<i animals are captured or sighted and examined for marks. 
Among animals in the second occasion, mi marked animals are observed (recaptured). The 
numbers of animals caught in each occasion can be set by the amount of sampling effort the 
researcher applies on each occasion. The number of recaptures is the random variable for this 
process and in many studies (e.g., fish in lakes) it follows a hypergeometric distribution. Esti­
mation of population size from these data requires the following assumptions 1) the population 
is closed (no addition and no deletion of animals during the study); 2) capture and marking 
in the first occasion does not affect the probability that a marked animal will be caught in the 
second occasion; and 3) the probability of capture is equal among animals in at least one of 
the two occasions. The maximum likelihood estimator of N from this model is known as the 
Lincoln-Petersen estimator, N = 
A Schnabel census is an extension of the Petersen design to allow the number of occasions, 
k to be greater than two. Animals in each sample are examined for marks (except occasion 
1) and unmarked animals are given a unique mark that allows identification of the individual. 
After each occasion all animals are released to freely mix in the population. Each animal has a 
capture history corresponding to its status of capture on each occasion. Data from this design 
consist of a set of capture histories for animals caught during the study. This more extensive 
sampling enables the modeling of changes in capture probability through time, behavioral 
response to first capture, and heterogeneity of capture probabilities among animals. Otis et 
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al. (1978) consider a set of eight multinomial models based on the combinations of these three 
factors, time, behavior, and heterogeneity. 
During a study, changes in environmental conditions (e.g., rainy weather, cool tempera­
tures) can affect capture probabilities through time. A model for this effect allows capture 
probabilities to vary among occasions, but requires assumptions that the capture probabilities 
are constant among fl.nima.ls and have no change resulting from response to first capture. These 
models are widely applied to terrestrial studies particularly small mammals. In some studies, 
response to first capture does occur. A "trap happy" animal may be attracted to bait used 
in trapping and be recaptured more easily after the first capture. A "trap shy" animal may 
have a reduced probability of capture after being stressed by the first capture (i.e., the animal 
is not available for capture because it is recuperating or the animal is avoiding the traps). 
The conditional binomial removal estimator (Moran 1951, Zippin 1956) and the truncated ge­
ometric removal estimator (Seber 1982) use data from the first capture (removal data). They 
do not depend on recaptures and are not affected by behavioral response, but they require 
assumptions that probabilities of first capture are constant through time and constant among 
animals. 
In this dissertation we address estimation of size of a closed population with heterogeneous 
capture probabilities. In the notation of Otis et al. (1978), this corresponds to models M& and 
Mbh. Model Mft has a different capture probability for each animal in the population though 
some of these animals may not be captured during a study. The resulting model contains 
too many parameters to estimate. To reduce the number of parameters, Bumham (1972) 
developed a hierarchical model where capture probabilities of individuals come from a beta 
distribution, but this model was not effective for estimation of N. Bumham also developed a 
jackknife method (Bumham 1972, Bumham and Overton 1978) that has been very popular. 
To allow a different capture probability for each animal, Pollock (Otis et al. 1978) developed 
a multinomial model, M th- From Mbh, Otis et al. (1978) developed the generalized removal 
(GR) estimator which is an extension of the Zippin estimator. They transform the parameters 
of model Mbh into a new set of parameters pi,p27 -iPk- Otis et al. (1978) describe pj as "a 
3 
conditional probability that represents the average first capture probability of those members of 
the population that have not yet been captured at the time of the jth trapping occasion." These 
parameters relate to capture probabilities, but are not explicit representations of the capture 
probability of an individual animal. Also, for the conditions of model MPollock and Otto 
(1983) developed Njf,, a jackknife version of the number of animals seen (M). The generalized 
removal estimator and Njt, do not model the trapping process with explicit interpretation of 
parameters. Norris and Pollock (1996) used nonparametric maximum likelihood estimation of 
a binomial mixture distribution for and a censored geometric distribution for Mf,h-
Young et al. (1952) shows heterogeneity in recapture probabilities of house mice. Current 
methods of estimating N do not use recapture data for characterizing heterogeneity in the 
presence of behavioral response to first capture. If one assumes that the grouping of animals 
in a population according to their common probability of first capture stays the same after 
first capture, then recapture data can help in estimating the mixture and N. In Chapter 2 
for removal data, we develop geometric finite mixture models and provide examples of their 
use on ecological data. In Chapter 3 for mark-recapture data, we combine a binomial finite 
mixture for recaptures with a geometric finite mixture for first captures to better estimate 
mixing proportions. Chapter 4 contains simulations for comparison of our estimators to other 
estimators. 
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CHAPTER 2. REMOVAL 
2.1 Introduction 
One approach to estimation of population size is to model the first captures as if the data 
come from a removal experiment. Zippin (1956) developed a multinomial model for the number 
of animals first captured at each trapping occasion. The assumptions for this model are that the 
population is closed, capture probabilities are constant in time and among animals, and capture 
events are independent (i.e., the capture of one animal does not affect the capture of another 
animal). As an alternative, Seber (1982, page 498) gives a truncated geometric probability 
model for the time of first capture for each animal observed. This model requires assumptions 
similar to those of the Zippin model, but provides a different probability framework. For one 
animal on one trapping occasion, the probability of capture is p and the probability of not 
being caught is 1 — p. For a series of independent trapping occasions, the probability of first 
being caught on occasion x is p(l — p)x~l- Using the Seber framework based on time of first 
capture, this chapter will develop geometric finite mixtures for estimation of population size 
(N) when capture probabilities among animals are heterogeneous. 
In some mark-recapture studies of animal populations, animals have a behavioral response 
to their first capture. A "trap happy" animal may be attracted to bait used in trapping and 
be recaptured more easily after the first capture. A "trap shy" animal may have a reduced 
probability of capture after being stressed by the first capture (i.e., the animal is not available 
for capture because it is recuperating or the animal is avoiding the traps). Removal estimators, 
such as those of Zippin (1956) and Seber (1982), use data from the first capture. They do not 
depend on recaptures and are not affected by behavioral response. 
Capture probabilities may not be constant among animals. Animals may vary in their 
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movements, attraction to bait and traps, or knowledge of the presence of traps. For example, 
small mammal biologists often prebait their trapping grid by leaving baited traps propped 
open for some days before trapping begins. Animals that encounter the bait before trapping 
starts will have a greater probability of capture than those that have not yet found the bait. 
To allow a different capture probability for each animal, Pollock (Otis et al. 1978) developed a 
multinomial model, Mbh- Relaxing the assumption of constant capture probability by assigning 
each animal a parameter for capture probability may not be necessary. Finite mixture models 
can relax the assumption by allowing each animal to belong to one of a few groups that have 
different capture probabilities without requiring a large number of parameters. 
From Mbh, Otis et al. (1978) developed the generalized removal (GR) estimator which is an 
extension of the Zippin estimator. They transform the parameters of model into a new set 
of parameters Pi,P2, —,Pk (& = the last trapping occasion). Otis et al. (1978) describe p3- as "a 
conditional probability that represents the average first capture probability of those members 
of the population that have not yet been captured at the time of the jth trapping occasion." 
These parameters relate to capture probabilities, but are not explicit representations of the 
capture probabilities of individual animals. Also, under the conditions of model Mbh, Pollock 
and Otto (1983) developed Njb, a jackknife version of the number of animals seen (M). We will 
develop geometric finite mixture models of the capture process which have parameters with 
explicit interpretations. 
2.2 Model Development 
A common theme among the models developed in this chapter is that estimation of popu­
lation size may be accomplished using time of first capture of individual animals as the funda­
m e n t a l  r e s p o n s e  v a r i a b l e  o f  i n t e r e s t .  F o r  a  p o p u l a t i o n  o f  s i z e  N ,  l e t  X  =  { X , -  :  i  =  1 ,  . . . ,  N }  
denote the times of first capture of the animals in the population. This framework assumes 
that, if trapping were continued indefinitely, the probability that an animal in the population 
could remain uncaptured would become negligible. A convenient distribution to model the 
probability distribution of the Xi is the geometric distribution. For i = 1, ..., N, let Xi have 
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probability mass function 
g ( x ;  p i )  =  p i (  1 - pi)x~l ; x = 1, 2, ... (2.1) 
for an unknown parameter 0 <  p i  < 1; i  =  1,. . . ,  N .  Here, p i  represents the probability of 
capture for a given animal i, and is assumed constant across time for each animal. A basic 
geometric model would take p = p\ = ... = p/v and assume that {X£- : i = 1, ..., N} are 
independent, yielding 
g ( x ;  p )  =  p ( l  - p ) x ~ l  ;  ar = l, 2, ... (2.2) 
as the mass function of each i  =  1, . . . ,  N .  
2.2.1 A Homogeneous Geometric Model 
Population surveys do not run until all animals in a population are captured, so tliat 
defining Xi to represent observable quantities with support {1, 2, } is not realistic. A study 
will typically involve a finite set of discrete trapping occasions so that a random varia-ble 
connected with the time of first capture for animal i may range from 1 to k, where k is i;he 
number of trapping occasions. For the M number of animals captured, let Y ={li : £ = 
1, ..., M} denote the times of first capture given that the animals are caught at least once in 
k samples. Times of first capture greater that k are not observed. This truncation problem is 
similar to right censoring in survival analysis, but it is different in that the number of animals 
available for capture is not known. At the end of a survival study, the number of subjects 
at risk of failure is known. At the end of a removal survey, the number of animals at risk of 
capture is unknown. The random variables X and Y explain the same phenomenon, but differ 
in their support. The support of Yi is {1, 2, ..., k}. The random variables X are on the whole 
population. Let p be the common capture probability for the N animals in the population. 
By the assumption that p is the same value for captured and uncaptured animals, inferences 
can be made about the uncaptured animals. Estimation of N (Section 2.3) is based on X. 
Observations of Y are used to estimate p. A distribution that may be used to model time 
of first capture in this typical setting of k trapping occasions is a truncated version of (2-2), 
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giving probability mass function (pmf) for Yi; i = 1, 2, ..., M , 
/r,i(y; P) = ^ (1-p)fc ' Z/ = 1' 2> - - - > (2-3) 
where the denominator in (2.3) is a normalizing constant that adjusts for truncation of the 
support of Yi at trapping occasion k. This pmf (2.3) is equivalent to equation (12.54) of Seber 
(1982). 
For a population survey consisting of k trapping occasions and resulting in a record of M 
times of first capture y = (t/i, ..., vm)T, the log likelihood formed from mass functions (2.3) 
is 
M 
L{p\y) = 53 [l°g(p) + (Vi ~ 1) log(l- p )  -  log{l - (1 -p)fc}j -
i=i 
This log likelihood is conveniently represented as a function of the number of animals with 
first-time captures on each of the k trapping occasions. That is, denote the number of first-time 
captures on trapping occasion j as rrij = J2i=i I{yi = j) > 3 = 1, - - - , A:, where /(-) denotes the 
indicator function having value 1 if the associated argument is true and 0 otherwise. Then the 
log likelihood for a homogeneous geometric model may be written as, 
k 
L(p|y) = 52 0 ntj log(l -p)} + M log(p) — Mlog(l — p) — Mlog{l - (1 - p ) k }  . (2.4) 
i=i 
2.2.2 A Geometric Finite Mixture Model 
The homogeneous geometric model of section 2.2.1 accounts for the finite duration of a 
population survey, but does not allow heterogeneity in capture probabilities among animals. 
When some animals have a greater capture probability than others in the population, they 
tend to be caught in the early occasions of the survey more than animals with smaller capture 
probabilities. A model that allows this heterogeneity may be formed as a finite mixture of 
geometric mass functions. To accomplish this, assume that animals in the population may be 
conceptualized as belonging to one of two groups with differing capture probabilities between 
the groups. Let the proportion of animals from the entire population that belong to the first 
group be TT, and assume that these animals have capture probability p\. Similarly, let (1 — TT) 
denote the proportion of animals in the second group, having capture probability pa- Then 
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the probability mass function for a randomly chosen X,- is 
fx,20e? TT,pi,P2) = Trg(x;pi) + (1 - ir)g(x;p2) : a; = 1, 2, , (2.5) 
where g(-) is given in (2.2). This mass function is in the form of a finite mixture consisting of 
two component distributions (e.g., Everitt and Hand 1981). With truncation of the survey on 
occasion k, the pmf for a randomly chosen Yj is 
/y,2(%/;7r,Pi,P2) = ^.2(y,7T,Pi,P2) _ y = 1,2, k. (2.6) 
F x 2 ( k ; i r , p i , p 2 )  
For a set of M observed times of first capture, the log likelihood formed from mass function 
(2.6) is simply 
M 
£(7r,pi,p2|y) = 5Zlog{/2(2/;7T,Pi,P2)}-Mlog{F2 (fc;7T,pl,p2)} , 
1=1 
which may again be written in terms of the number of first-time captures at each trapping 
occasion as 
-&(%",pi,p2|y) = EjLi rrij log{7rg ( j ; p i )  +  (1 -  7r ) g ( j ; p 2 ) }  
(2.7) 
- M  log {F2 ( k ;  7T,pi,p2)}, 
where F2 (•) is the cumulative distribution function (cdf) corresponding to (2.5). The last term 
in (2.7) adjusts the log likelihood for truncation of sampling at occasion k. 
2.2.3 A Restricted Geometric Mixture Model 
In some capture surveys, the number of captures is much greater on the first trapping 
occasion than on subsequent occasions. In the context of the finite mixture model of Section 
2.2.2, this corresponds to a very high capture probability for one of the two groups of animals. 
Cohen (1966) describes similar situations for problems involving infection in which the class 
of non-infected individuals is large. One way to model the occurrence of a large number of 
first-time captures on the first trapping occasion is to assume that all animals in one of the 
groups in a finite mixture model axe captured. Here, we will take these animals to be in group 
2, and set the capture probability for that group to be 1 (i.e., p2 = 1). The finite mixture 
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model (2.5) then becomes 
{TRPI + (1 — TT) ; x = 1 (2.8) K g ( x ; p i )  ;  x  =  2 ,  . . . ,  
since, from (2.2), g(l;p) = p for any p, and g(r; 1) = 0 for x = 2, The log likelihood for a 
truncated version of (2.8) is 
M 
L { K , p x \ y )  = 53 LOG [/OPI + (1 - 7R)}/(YI = 1) + n g ( y i ; p i ) I ( y i  >  2)] 
z'=l 
- M  log {-F3 ( k ;  7T,pi)} , 
or, again using my to denote the number of first-time captures on trapping occasion j, 
£(7r,Pi|y) = mi iog{7rpi + (i -TT)} + mi kg{^g(m;pi)} ^ 
-Mlog{F3(A:;7r,pi)}. 
In the last term of the log likelihood (2.9), F$ (-) is the cdf of (2.8) and is used to account for 
truncation at occasion k. 
2.3 Estimation 
Consider any model of time of first-capture in a closed population of N animals, with N be­
ing unknown and the primary focus of estimation. Under the assumption that if trapping were 
continued indefinitely all animals would eventually be caught, we may consider the elements of 
X = {Xi : i = 1, ..., N} to be independent and identically distributed with support on the set 
of non-negative integers that represent hypothetical trapping occasions. The observed number 
of unique animals caught in k trapping occasions, for fixed k, may then be considered a random 
v a r i a b l e ,  s a y .  T h e n  M / v  =  J 2 i L i  I  ( - X i  <  k )  a n d ,  E x { M n )  =  N P r { X i  <  k )  =  N F ( k ; 9 ) ,  
where F is the common distribution function of the random variables Xt ; i = 1,..., iV, and de­
pends on the parameter 6. If 8 is estimated by the method of maximum likelihood, a maximum 
likelihood estimate of the population size is given by 
(2
'
10) 
10 
where M is the observed value of .M/v- In the case of a geometric model (2.2) with common 
parameter p for time of first capture in the population, this leads to the estimator of Seber 
(1982), 
(2
-
U) 
Trapping is conducted only a finite k number of times, thus making observation of any 
values Xi > k impossible. For this reason, estimation of 9 is based on the random variables 
Y, which are observable and have the support of {1,..., k}. The probability mass functions 
for Y are versions of those for X with adjustments for truncation. For example, the truncated 
homogeneous geometric model (2.3) is simply a censored version of (2.2). The log likelihood 
functions (2.4), (2.7), and (2.9) for the truncated homogeneous geometric, geometric finite 
mixture, and restricted geometric mixture models, respectively, lend themselves to maximiza­
tion by standard iterative procedures such as Newton-Raphson. The EM algorithm (Appendix 
A) is one alternative method of maximization. The resulting maximum likelihood estimate 
(MLE) 6 is then used in (2.10) to produce an MLE of population size. Care should be taken to 
verify that estimates are global MLE's. When searching for the MLE's of the geometric finite 
mixture model, some starting values lead to convergence at a local maximum corresponding 
to pa = 1 or pi = pa- The standard error of N may be computed by the delta method for 
transformation of asymptotically normal statistics. For the examples of Section 2.4 in this 
chapter, the covariance matrix of 9 was calculated as the inverse observed information matrix 
(Appendix B). 
2.4 Examples 
Data from studies on meadow vole, house mouse, northern pike, and pocket mouse were 
analyzed to illustrate the use of the geometric mixture models. These models do not require 
that all animals have the same capture probability, however, they require assumptions that the 
parameters are constant in time (i.e., population closure and constant capture probabilities). 
For example, animal captures should not be affected by full traps or changes in the weather. 
Model selection is accomplished using Pearson GOF tests and likelihood ratio (LR) tests. 
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The homogeneous geometric model is nested within the restricted geometric mixture model 
by using the constraint TT = 1. The restricted geometric model is nested within the geometric 
finite mixture model by using the constraint p2 = 1- The geometric finite mixture model 
is referred to as the full model, because all parameters are included in the model without 
constraint. Generalized removal estimates and the Pollock and Otto jackknife estimate are 
calculated with the program CAPTURE (Rexstad and Bumham 1991). 
2.4.1 Meadow Vole 
Small mammal biologists often use a prebait period before actual trapping starts, leaving 
traps propped open with bait for 2 days. This acts to increase the number of animals caught in 
the first few days of trapping, but it may introduce heterogeneity in the capture probabilities 
among animals in that animals familiar with the bait have a higher capture probability than 
those that have not yet found the bait. To illustrate this problem, we analyzed data from a 
mark-recapture survey on meadow vole (Microtus pennsylvanicus) at Doolittle Prairie, Story 
County Iowa. A 10 by 10 grid with 12 meter spacing of Sherman live traps was baited with oats 
and traps were left open for 2 days prior to 5 days (occasions) of sampling during 21-25 June 
1994. The traps were checked 3 times during each trapping occasion to ensure the availability 
of traps. When a trap site was checked, if no open trap was available at the site, then another 
baited open trap was placed at the site to ensure capture opportunity for voles in the vicinity. 
The frequencies of first time captures were 48, 12, 8, 9,and 6 for days 1 through 5, respectively. 
Table 2.1 lists estimates for the geometric models of which the full finite mixture and 
the restricted mixture have good fits (GOF < 0.46, P > 0.4). The likelihood ratio test com­
paring these models is not significant (P = 0.7). Therefore, the more parsimonious, restricted 
geometric mixture model is used for estimation (N = 112, se = 25). Figure 2-1 presents data 
and expected frequencies for geometric models. Figures 2-la and 2-lb look alike, however 
estimates of N differ by 13% (Table 2.1). Differences in the models are reflective in the way 
that expected capture frequencies approach 0 as occasions increase. Expected values of the 
restricted mixture model (Table 2.2, Figure 2.1A) approach 0 faster than those of the finite 
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Table 2.1 
Estimates for geometric models on meadow vole 
first capture data, k=5 ( G OF = Pearson goodness 
of fit chisquare, L = log likelihood). 
Model 
Full Restricted Homogeneous 
N (se) 129 (110) 112 (33) 87 (2.2) 
95% CI (83, 351) (83, 178) (83, 92) 
GOF 0.39 0.46 10.03 
L -104.157 -104.199 -109.218 
7T 0.71 0.697 1 
Pi 0.127 0.178 0.452 
Pi 0.948 1 -
Table 2.2 
Expected first capture frequencies for 
full and restricted geometric mixture models 
on meadow vole data, k=5. 
occasion 
expected 
observed full restricted 
1 48 48.0 48.0 
2 12 11.9 11.5 
3 8 8.8 9.4 
4 9 7.6 7.7 
5 6 6.7 6.4 
6 5.8 5.2 
7 5.1 4.3 
8 4.4 3.5 
9 3.9 2.9 
10 3.4 2.4 
15 1.7 0.9 
20 0.9 0.3 
25 0.4 0.1 
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a) 2 Group Mix 
8 
2 4 6 8 10 12 14 
occasion 
b) Restricted Mix 
2 4 6 8 10 12 14 
occasion 
c) Homogeneous 
2 4 6 8 10 12 14 
occasion 
Figure 2.1 Observed (asterisks) and expected frequencies for geometric 
models fit to meadow vole data. Solid, dot, and dash lines 
represent the mixture, group 1, and group 2, respectively. 
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mixture model (Table 2.2, Figure 2.1B) as occasions increase. The area under the curve after 
occasion 5 relates to the estimate of uncaptured voles. This area is greater for the full mixture 
model. 
For the generalized removal (GR) model, the population size estimate is N = 102 (se 
= 20) with pL = 0.471 and p2 = Pz = P4 = p$ = 0.226. The Pollock and Otto jackknife 
estimate, Njb is 107 (se = 11). From simulation results on the GR estimator (Otis et al. 
1978) and expected values of AT/&, Pollock and Otto (1983) found that Njt, has less negative 
bias than the GR estimator under high heterogeneity. The GR estimate and Njf, are similar 
to the restricted mixture estimate, however the GR model suggests that uncaptured voles 
have a capture probability of 0.226 which is significantly larger than 0.178 estimated with the 
restricted mixture model. 
2.4.2 House Mouse Recapture 
Young et al. (1952) studied the heterogeneity of trap response in 2 populations of house 
mouse (Mus musculus L.) living as natural infestations in heated buildings. Live-traps were 
operated for 3 consecutive nights each week followed by a four-day rest period. The study 
period extended from September 28, 1948 to May 27, 1949. On its original capture, each 
mouse was marked with an individual pattern of toe-clipping and released. They estimated a 
recapture probability of 0.46 for a homogeneous geometric distribution from the length of time 
elapsing between the initial capture and the first recapture of 721 mice. They found that this 
model had a poor fit (GOF x2 = 14, P< 0.0001). With this information and the pattern of 
deviance, they concluded that recapture probabilities were heterogeneous. The approximate 
frequencies for times elapsing between the initial capture and the first recapture are 433, 113, 
57, 37, 28, 7, 13, 13, 2, 5, 2, 0, 2, and 2 for lapses 1 through 14 occasions, respectively (from 
Figure 2.4 of Young et al., 1952 page 177). Though these data are on a geometric process of 
recaptures, the data are compatible with the geometric finite mixture models developed here. 
We use these models to characterize heterogeneity in recapture probabilities. 
Of the three models, the geometric finite mixture has a reasonable fit (GOF= 16.35, P= 
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Table 2.3 
Estimates for geometric models on house mouse 
recapture data, k=14 (GOF = Pearson goodness of 
fit chisquare, L = log likelihood) 
Model 
Full Restricted Homogeneous 
N (se) 716 (0.87) 715 (0.36) 714 (0.029) 
95% CI (714, 718) (714, 716) (714, 714) 
GOF 16.35 23.79 190.23 
L -987.16 -989.67 -1037.26 
7r 0.482 0.609 1 
Pi 0.311 0.352 0.476 
P2 0.878 1 -
0.09, Table 2.3). The plot of the homogeneous geometric model (Figure 2.2c) is similar to 
that of Young et al. (1952). The likelihood ratio tests for comparing the full geometric finite 
mixture to the restricted mixture and to the homogeneous geometric model were significant 
(P= 0.025 and P < 0.001, respectively). This indicates that the geometric finite mixture is the 
best model. This choice is consistent with the heterogeneity in recapture probabilities noted 
by Young et al. (1952). 
Groups 1 and 2 have estimated recapture probabilities of 0.311 and 0.878, respectively 
(Table 2.3). Mice in group 2 are expected to be "removed" sooner than group 1, because of 
the higher recapture probability. The estimated probabilities of being in group 1 given y are 
0.248, 0.650, 0.913, 0.983, and 0.997 for y equal to 1 through 5, respectively. Heterogeneity 
among uncaptured animals is greatest on the first occasion, then gradually declines. Figure 
2.2a shows that almost all mice with a lapse greater than 3 occasions are modeled as belonging 
to group 1. After 3 occasions, expected values for group 1 are nearly the same as the mixture. 
At this point, the mice are nearly homogeneous with the same recapture probability. 
Most mark-recapture data sets are shorter than the mouse recapture data above. To 
demonstrate estimation with less data, a second data set with time elapsed between initial 
capture and first recapture was formed by truncating the mouse data to lapses of 1 through 5 
occasions. All three models were fit to these data (Table 2.4, Figure 2.3). The restricted 
geometric mixture had the best fit of the 3 models. The homogeneous geometric model had a 
16 
a) 2 Group Mix 
I 
S 
2 4 6 a 10 12 14 
occasion 
b) Restricted Mix 
i 
8 
2 4 6 8 10 12 14 
occasion 
c) Homogeneous 
1 
8 
2 4 6 8 10 12 14 
occasion 
Figure 2.2 Observed (asterisks) and expected frequencies for geometric 
models fit to house mouse data (k=14). Solid, dot, and dash 
lines represent the mixture, group 1, and group 2,respectively. 
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Figure 2.3 Observed (asterisks) and expected frequencies for geometric 
models fit to truncated house mouse data(k=5). Solid, dot, 
and dash lines represent the mixture, group 1, and group 2,re­
spectively. 
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Table 2.4 
Estimates for geometric models on house mouse 
recapture data k=5 (GOF = Pearson goodness of 
fit chisquare, L = log likelihood) 
Model 
Full Restricted Homogeneous 
N (se) 747 (68) 705 (11) 678 (2.0) 
95% CI (668, 879) (683, 726) (674, 682) 
GOF 0.04 2.15 43.78 
L -724.70 -725.76 -745.38 
7r 0.472 0.636 1 
Pi 0.260 0.394 0.573 
Pi 0.867 1 -
poor fit (GOF P< 0.001). The likelihood ratio test comparing the geometric finite mixture and 
the restricted geometric mixture models was not significant (P = 0.146). Of these 2 models, 
the restricted geometric mixture is more parsimonious. From this model, the estimate of the 
number of marked mice is 705 with a 95% CI of (684, 725). Young et al. (1952) report that 
721 mice were recaptured at least once. The generalized removal estimate is 703 (684, 735). 
The Pollock and Otto jackknife estimate is 780 with a 95% confidence interval (742, 836) that 
does not include 721. 
The long series data set {k — 14), the LR and GOF tests indicate that the full model is 
the best choice, but for the short data set (k = 5), the restricted model is the best choice. The 
choice of model for a data set is in part a function of the capture process that generates the 
data (i.e., the true value of capture probabilities and the degree of heterogeneity). It is also 
a function of how much information is available. This example shows that a long data series 
has more information and can allow greater precision and discrimination between models. 
2.4.3 Northern Pike 
Gillnets and seine hauls were used to capture northern pike at Deadman lake, a 213 ha lake 
100 km southwest of Fairbanks Alaska (Hansen and Pearse 1995). The daily sampling protocol 
did not change for 5 consecutive days of sampling. Daily frequencies were 261, 149, 119, 73, 
and 39 for first time captures on days 1 to 5, respectively. All three models fit well (Table 2.5, 
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Table 2.5 
Estimates for geometric models on northern pike 
first capture data, k = 5 (GOF = Pearson goodness 
of fit chisquare, L = log likelihood). 
Model 
Full Restricted Homogeneous 
N (se) 730 (21) 730 (22) 722 (14) 
95% CI (690, 771) (687, 773) (694, 750) 
GOF 3.68 3.68 4.04 
L -921.9 -921.9 -922.1 
7T 0.973 0.973 1 
Pi 0.340 0.339 0.355 
P2 1 1 -
Figure 2.4), but the homogeneous geometric model is most parsimonious (LR restricted mix 
vs homogeneous = 0.4, P= 0.5). The population estimate is 722 (se = 14). Figures 2-4a and 
2-4b show that the resulting mixtures are very similar to the homogeneous model in Figure 
2.4c, though each model uses the components differently. The generalized removal estimate is 
720 (se = 17) and the Pollock and Otto jackknife estimate is 797(se = 28). 
2.4.4 Pocket Mouse 
Larsen (as reported in Otis et al. 1978) conducted a capture-recapture study on pocket 
mouse for 7 consecutive nights. The frequencies of first captures were 23, 9, 3, 5, 6, 6, and 3 for 
occasions 1 through 7, respectively. For these data, all 3 of the geometric models have GOF 
tests that indicate an adequate fit (Table 2.6, P > 0.08). The LR test between the restricted 
and homogeneous models is significant (LR = 6.94, P = 0.008) and the LR test between the 
full and restricted models is not significant (LR = 0.968, P = 0.3), therefore the restricted 
model is the best of choice of the 3 (iV = 90). Figure 2.5 shows the fit of these models. 
These data have a bimodal pattern with the second mode occurring at occasions 5 and 6. 
This pattern could arise by 1) chance under a geometric removal process (expected frequencies 
monotonically decrease), 2) capture probabilities changing in time (e.g., a storm suppressing 
movement), or 3) immigration. We simulated the geometric removal process to estimate the 
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Figure 2.4 Observed (asterisks) and expected frequencies for geometric 
models fit to northern pike data (k=5). Solid, dot, and dash 
lines represent the mixture, group 1, and group 2,respectively. 
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Figure 2.5 Observed (asterisks) and expected frequencies for geometric 
models fit to pocket mouse data (k=7). Solid, dot, and dash 
lines represent the mixture, group 1, and group 2,respectively. 
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Table 2.6 
Estimates for geometric models on pocket mouse 
first capture data, k = 7 (GOF = Pearson goodness 
of fit chisquare, L = log likelihood). 
Model 
Full Restricted Homogeneous 
N (se) 170000 (-) 90 (46) 62 (4.3) 
95% CI 
- (55, 181) (55, 71) 
GOF 2.48 3.34 9.73 
L -93.698 -94.182 -97.672 
7r 0.9999 0.830 1 
Pi 0.0000266 0.102 0.265 
P2 0.824 1 -
Table 2.7 
Simulation results for second mode under a 
homogeneous geometric model. 
P 0.1 0.15 0.2 0.25 0.3 
P (second mode > 5 | p) 0.470 0.290 0.157 0.062 0.049 
probability of bimodality. We simulated 1000 replicates for the capture of 100 animals under 
a homogeneous geometric model with no truncation (i.e., k = oo ). For each replicate we 
calculated the mode for occasions 3 and greater. The probabilities of a second mode at occasion 
5 or greater are listed in Table 2.7. Withp = 0.1, this bimodal pattern in the data could have 
occurred by chance (P = 0.470). The geometric capture process is without memory, future 
captures are independent of past captures. After occasion 2, the remaining uncaptured mice 
are expected to be captured with frequencies that follow a geometric decline. However, for 
occasions 3 through 7, frequencies do not decline until the last occasion. This pattern may 
contribute to the difficulty in estimation for the full model (Table 2.6, N = 170,000). 
Norris and Pollock (1996) used nonparametric maximum likelihood estimation (Lindsay 
and Roeder 1992) under model M(,h to estimate a distribution for capture probabilities as 
having 0.092 of the animal population belonging to a group with capture probability of 0.798 
and 0.881 of the population belonging to another group with capture probability 0.202. From 
their model, N = 92 (conditional bootstrap se = 22). Though their model is different, these 
values correspond to TT = 0.798, p\ = 0.092, and p2 =- 0.881 for the geometric finite mixture 
23 
model. The log likelihood of the geometric finite mixture evaluated at these values is -93.896, 
which is not the maximum. In bootstraps and simulations, Norris and Pollock (1996) only 
used their MLE when N is less than a preset upper bound for N and they acknowledge that 
the rule is ad hoc. This condition could cause a negative bias in their estimate for the se of N. 
2.5 Discussion 
We have developed geometric finite mixture models for estimation of population size from 
closed populations. We have modeled time to first capture as if each animal is associated with 
a discrete group in which members have a common first-capture probability. Model parameters 
have explicit interpretations relating to the capture process. Our models are parametric and 
we use maximum likelihood to estimate capture probabilities and mixing proportions. Model 
selection can be accomplished using standard goodness of fit and likelihood ratio tests. Ap­
proximate variances can be calculated by use of the inverse information matrix and the delta 
method. We have demonstrated the use of the two component geometric finite mixture (full), 
a restricted mixture (p2 = 1), and the homogeneous geometric model (pi = P2 = p) on four 
removal data sets. The geometric models developed here provide a probability framework for 
estimating N that is an alternative to multinomial models. If recapture probabilities among an­
imals are correlated with first-capture probabilities, then the estimation of mixing proportions 
may be enhanced by modeling recapture data with finite mixtures. 
For estimation of N, we need to make inferences about animals that did not get caught. 
According to our models, heterogeneity is greatest on the early occasions, so that animals with 
large capture probabilities are removed earlier than those with smaller capture probabilities. 
The heterogeneity among uncaptured animals declines gradually. 
Extending a study (i.e., larger k) would provide more information for estimation (see e.g., 
Section 2.4.2). However, a longer study may risk violating assumptions of closure or constant 
capture probabilities. Migration, death, or recruitment can compromise the closure of the 
population. Changes in weather, adverse natural events (e.g., flooding, prédation, fire), and 
natural history events (e.g., breeding) can cause capture probabilities to change through time. 
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Generally, we want to increase capture probabilities to get greater precision in estimates. 
In the meadow vole example (Section 2.4.1), traps were baited and open for 2 days prior to 
trapping in an effort to increase capture probabilities. The result was a mixture of high and low 
capture probabilities. We needed more parameters to model these data than if probabilities 
had been homogeneous. Thus, precision of estimates may have been reduced through the 
introduction of heterogeneity caused by the trapping protocol. 
Heterogeneity in capture probabilities among animals in a population may be intrinsic 
to the animals. Before a survey starts, animals may differ in tendency to move or in desire 
for the bait. Heterogeneity may also be induced by features of the sample design. Perhaps 
heterogeneity is a function of an anima ls home range and the position of a trap site. An animal 
close to a trap would have an opportunity for capture without much search time. An animal 
farther away from a trap may not encounter a trap until it moves in search of food or shelter. 
This additional travel time may contribute to lower capture probabihties for some animals. 
In this case, increasing trap density may serve to reduce heterogeneity and increase capture 
probabilities. 
Ideally, a capture survey would be free of heterogeneity as is apparently the case for the 
northern pike example (Section 2.4.3). Gillnets can readily catch multiple fish. A fish in the 
net does not deter other fish from being captured. In contrast, for small mammal surveys traps 
typically hold only one animal. Recaptured animals may occupy traps that would otherwise 
provide opportunity of first-capture. This interference may be a source of heterogeneity and 
is more likely when trap density is low or when animals are highly aggregated. 
A common sampling method is to spread traps uniformly across the sample area, though 
animals are typically not uniformly spread. If concentrations of animals have capture oppor­
tunities limited by nearness of open traps, then capture events axe unlikely to be independent. 
Adding traps to positions that have caught animals may serve to ensure availability of traps in 
an adaptive sampling fashion, but may create a change in effort that requires a new model. The 
restricted geometric mixture model adjusts for inflated frequencies of captures on occasion 1. 
Perhaps, a model that likewise controls for suppression of captures on occasion 1 would model 
the increased effort after occasion 1. 
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CHAPTER 3. MARK-RECAPTURE 
3.1 Introduction 
In Chapter 2, animals in a population were modeled as belonging to one of 2 groups. Be­
tween groups, the probability of first capture could be different, but within each group, animals 
had the same capture probability. We now extend this grouping to model recapture probabil­
ities. Such a model allows heterogeneity in probabilities of first capture and heterogeneity in 
behavioral response to first capture. Animals within each group have the same probabihties of 
first capture and the same probabihties of recapture, but between groups, these probabihties 
are allowed to differ. 
In Chapter 2, population size estimates were based on finite mixture models of time to first 
capture. Recapture events were not considered. This chapter further develops those models 
to include recapture events in the estimation of population size. The jackknife estimator 
of Burnham and Overton (1979) uses recapture data, but assumes that for each animal the 
recapture probability is equal to the probability of first capture. Models in the following section 
allow each group in the finite mixture to have a recapture probability that differs from the 
probability of first capture and make use of recapture data in estimation of population size, 
N. 
3.2 Models 
For a population of size jV, let X = : i  =  1, . . . ,  N }  denote the times of first capture 
for all animals in the population. This framework assumes that, if trapping were continued 
indefinitely, the probability that an animal in the population could remain uncaptured would 
become negligible. A convenient distribution to model the probability distributions of the Xt-
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is the geometric distribution. For i = 1, ..., iV, let Xi have probabihty mass function 
g{x- pi) = pt-(l - pi)x_1 ; x = 1, 2, ... 
for an unknown parameter 0 < pi < 1; i = 1,..., N. Here, pi represents the probabihty of 
capture for a given animal z, and is assumed constant across time for each animal. A basic 
geometric model would take p = pi = ... = pw, yielding 
g(x; p) = p{l - p)x~l ; x = l, 2, ... (3.1) 
as the mass function of each Xi\ i = 1, ..., N. 
3.2.1 Homogeneous Model 
Population surveys do not run until all animals in a population are captured, so that 
defining X\ to represent observable quantities is not realistic. A study will typically involve a 
finite set of discrete trapping occasions so that a random variable connected with the time of 
first capture for animal i may range from 1 to k, where k is the number of trapping occasions. 
For the M animals captured, let Y ={Yî : i = 1, . -., M} denote the times of first capture, 
given that the animals are caught at least once in k samples. Times of first capture greater 
than k are not observed. This truncation problem is similar to right censoring in survival 
analysis, but it is different in that the number of animals available for capture is not known. 
At the end of a survival study, the number of subjects that have not failed is known. At the 
end of a mark-recapture survey of a population, the number of animals that have not been 
captured, N — M, is unknown and is, in fact, the focus of estimation. The random variables 
X may be used to model the entire population, while the random variables Y may be used to 
model that portion of the population that is actually captured. Under the assumption that p, 
the common capture probabihty for the N animals in the population, is the same for captured 
and imcaptured animals, estimation of N is based on the model for X, while observations of 
Y from the first k occasions are used to estimate p. 
Given that animal i was first captured on occasion j, its recapture history is a sequence of 
di — j independent Bernoulli outcomes, where d, is the last occasion available for recapture. 
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Typically, <i, = fc, but death of animal i causes right-censoring where di < k. The random vari­
able for the number of recaptures of animal z, Wi, can be modeled with a binomial distribution 
with mass function 
b My; c, rf) = ^ ~ c™ ( 1 - c)d-y~w (3.2) 
for w = 0,..., d — y, where c is the recapture probabihty and is assumed to be equal among 
animals. It is assumed that {Wi;i = 1,..., N} are independent random variables. We only 
observe M recapture counts, but potentially N recapture counts could occur. A distribution 
that may be used to model time of first capture in this typical setting of k trapping occasions 
is a truncated version of (3.1). Using (3.1) truncated to have support {1,...,&} and (3.2), the 
joint probabihty mass function (pmf) for Yi and Wi; i = 1,2,..., M, is 
Q (lJ' D} IY,W,I {y,w;p,c,d) --- F  ^  ^ b ( w \Y,C, d )  ;  y  =  1, 2, ..., k ; w  =  0,... , d  -  y .  (3.3) 
The denominator in (3.3) on a homogeneous population (one group) is the geometric cumulative 
distribution function and is a normalizing constant that adjusts for truncation of the support 
of g (y, p) at trapping occasion k. 
A population survey consisting of k trapping occasions results in a record of M times of first 
capture y = (yi, ..., yM)T and M recapture counts w = (iuLl... ,wm)T - The log likelihood 
formed from mass function (3.3) is 
M 
L(p, c|y, w, d) = —M log Fg (fc;p) + 53 {logg (yz-;p) + log6 (toi|y; c,di)}. (3.4) 
i=l 
This model accounts for recaptures, but the recapture data do not provide better estimation 
of p than the homogeneous removal model (Chapter 2). The first partial derivative of the 
one group log likelihood (3.4) with respect to p does not involve recapture data. This means 
that N is the same as for the removal model (2.4) using only y. The restriction, p = c, can 
be applied if the assumption of no behavioral response is reasonable. With this restriction, 
recaptures relate directly to estimation of p and N. 
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3.2.2 Finite Mixture Models 
The homogeneous geometric model of section 2.1 accounts for the finite duration of a 
population survey, but does not allow heterogeneity in capture probabihties among animals. 
When some animals have a greater capture probabihty than others in the population, they 
tend to be caught in the early occasions of the survey more than animals with smaller capture 
probabilities. A model that allows this heterogeneity may be formed as a finite mixture of 
geometric mass functions. To accomplish this, assume that animals in the population may be 
conceptualized as belonging to one of two groups which differ in probabihties of first capture 
and in probabihties of recapture. Let the proportion of animals from the entire population that 
belong to the first group be TT, and assume that these animals axe alike in their first capture 
probability PI and recapture probabihty c\. Similarly, let (1 — TT) denote the proportion of 
animals in the second group, having capture probabihty pa and recapture probabihty c%. Then 
the 2-group probabihty mass function for a randomly chosen Xi is 
where y(-) is given in (3.1). This mass function is in the form of a finite mixture consisting of 
two component distributions (e.g., Everitt and Hand 1981). 
Define r ( j )  as the conditional probabihty of an animal belonging to group 1, given first 
capture on occasion j, 
The function r (•) is used in EM algorithm estimation of finite mixtures (e.g. Chapter 2 
Appendix A.l, Everitt and Hand 1981). We will use r (•) as the probabihty that the number 
of recaptures for a given animal belongs to the distribution of recaptures for group 1 animals 
in a binomial finite mixture distribution for recapture counts. Refer to animals first captured 
on occasion j as 'cohort' j, among which r (j) is the proportion expected to belong to group 
1. Note that if pi < pa, then r (j) increases as j increases (i.e., the proportion of animals 
belonging to group 1 is greater in cohort j -1-1 than in cohort j). By using r (•) as a mixing 
fx,7T,P1,P2) = 71-5(2:;PI) + (1 - Tr)g(x;p2) ; x = 1, 2, ..., (3.5) 
t U )  = •rrpiil-pi)
3 1 
(3.6) 
Trpi (1 -PI)J  1  + (1 -TT)P2 (1 -pa)J 1 
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proportion in modeling recapture counts, recapture data may be used in estimation of ir,pi,p2, 
and N. 
The random variable for the number of recaptures of an a nima l first captured on occasion 
yi, denoted Wi can be modeled with a 2 component binomial finite mixture distribution having 
probabihty mass function 
62 My;0,d) =t (y) b My; cu d) + [1 - r (y)] b {w\y; c2, d), (3.7) 
where &(-) is given in (3.2). In (3.7), 0 = (Tr,pi,p2, ci, ci)T, and c% and eg are recapture 
probabihties for groups 1 and 2, respectively. For all animals in the same cohort, the W's 
are assumed to be independent and identically distributed. For pi ^ p2, each cohort has a 
different mixture of group 1 and 2 animals available for recapture. Using mass functions (3.5) 
and (3.7), the joint pmf of Yi and Wi is 
fr,w,2 (y, w; 6, d) = fe(r^x,P2) 2 y. ^  
Fx,2 («; TT,pi,p2) 
and the log likelihood for all captures and recaptures becomes 
M 
L (0; y, w, d) = —M log Fx,2 {k- 6) + ^  {log/x,2 (%; 0) + log 62 (ti/,-|yt-; 4)} . (3.8) 
i=i 
In (3.8), M is the total number of animals captured in k occasions and y, w, d are vectors 
of length M, consisting of observed times of first capture (y), number of recaptures (w), and 
number of occasions available for recapture (d), for individual animals captured during the 
study. The cdf of (3.5), Fx,2 {k; 9) is a normalizing constant for truncation of fx,2 (•) at 
occasion k. 
The two group model (3.8) can be generalized to a v group version with mixing proportions 
7Ti,..., tt„, which are constrained to have values between 0 and 1 and irv = 1 — irf. Under 
such generalization, the probabihty mass function for Xi, i = 1,2,..., N, is 
V 
fx,v (a:; 9v) = 53 C1 ~ Pz)X_I i r = 1,2,... (3.9) 
1=1 
The pmf for Wi, i = 1,2,. . . ,  N ,  is 
V 
bv {w\x-, 9V, d) = 53 Ti (x) 6 War; Q, d), (3.10) 
1=1 
30 
with mixing proportions 
Tu O )  = ^ Pu^ =_i ; u = lT.. . ,  p .  ( 3 . 1 1 )  
z2i=i Km (1 - pi) 
Using (3.9) and (3.10), the joint pmf of Yi and Wi, i = 1,..., M, is 
fY,w,v (y, w; 9, d) — ^'v ^ bv (zu|y; 9, d). 
Then the log hkelihood corresponding to the u-group model is 
M 
L (9v :y ,  w, d) = -M logFx>v (k; 9V) + ^ 2 {log fx,v (yï, 6v)  + log bv (•Wi\yi• 9V, di)} , (3.12) 
i= 1 
where 9U= (tti, .. .,nv-i,pi,... ,p„,ci,..., Cv)r and Fx,v ( ) is the cdf of fx,v (-)- Like the 2-
group model, the general u-group model allows the recapture probabihty of an animal to 
differ from its probabihty of first capture. If the animals do not have a behavioral response 
to trapping, then the parameter space might be constrained so that pi = ci for each group 
I = 1, —, v. The estimate of population size is 
M N= , v (3.13) 
Fx,v (k; 9vj 
which is similar to the estimator (2.10) of Chapter 2.3. The estimator N is a function of 
maximum likelihood estimates (MLE's) for 0V, therefore it is an MLE and is consistent for N 
(Bain and Englehardt 1989). 
Define Md as the number of marked animals with d as the common last possible occasion 
for recapture (e.g., due to death, end of the survey). Among the Md marked animals with 
common d, the expected number of animals having values of y and w is 
Eyw\Md [Mywd] — Md • fy,w,v (%/, w~, 9) - (3.14) 
From (3.14), the estimated expected frequencies of animals with values of y, w, and d were 
calculated as ^ 
fv (y\ ^ \ 
Mywd = Md -,—[w\y,9v,d) . 
Fv yk\9VJ 
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These estimated expected values My^d are used in goodness of fit tests. For each value of d, 
the number of yw combinations having frequencies is 
As an example, say that a study has values of d = 5 and 3. The number of degrees of freedom 
is c(5) + c(3)— the number of estimated parameters in 9. 
The first example is from data that we collected on a population of meadow voles, Microtus 
pennsylvanicus, in 1994 at Doolittle Prairie, Story County Iowa. The area is a typical prairie 
remnant of native tall grasses with some temporary wetlands. We live-trapped this popu­
lation of voles during one week in June. The second example is drawn from data presented 
by Carothers (1973) as sampling scheme a, which has been used as a test data set by other 
researchers (Otis et al. 1978). 
Maximum likelihood estimation of model parameters was accomplished using the direct 
search algorithm by Hooke and Jeeves (1961). Models were compared using Pearson good­
ness of fit (GOF) tests, likelihood ratio (LR) tests, Akaike's Information Criteria (AIC), and 
plots showing fit of models to data. Heterogeneity in capture probabihties among animals is 
determined by the fit of models. If capture probabihties are reasonably homogeneous, then 
a 1-group model will be most parsimonious among models with good fit. The asymptotic 
covariance matrix for 9V was calculated as the inverse observed information matrix (Appendix 
A). The variance of N was calculated using the delta method. 
3.3.1 Meadow Vole 
During 21-25 June 1994 we trapped meadow voles using Sherman live-traps baited with 
oats. Live-traps were arranged in a 10 x 10 grid with 12m spacing (1.1664 ha square grid). 
Traps were baited and opened for 2 days prior to sampling which then continued for 5 days. 
Once capturing began, traps were set at about 8 pm and checked 3 times during each night 
3.3 Examples 
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Table 1. 
Vole data, riywd = frequency of animals with 
corresponding values of d, y, and w. 
d — 5 d = 3 d =: 1 
y w rhymd y w nyyjd y w tlywd 
l 0 10 l 0 0 1 0 3 
l 1 12 i 1 2 
i 2 11 l 2 2 
i 3 9 2 0 0 
i 4 6 2 1 0 
2 0 1 3 0 1 
2 1 4 
2 2 5 
2 3 2 
3 0 3 
3 1 3 
3 2 2 
4 0 5 
4 1 4 
5 0 6 
(occasion) to maintain availability of open traps to uncaptured animais in the vicinity. At each 
check, an additional baited trap was placed at positions where traps were closed. Except for 
the last check of the night, all positions had open traps after each check. Captured adult voles 
were tagged in both ears to avoid problems with tag loss. The capture data are summarized 
in the Table 1. The number of marked animals is 83 with 3 deaths on occasion 1 due to 
heat and 5 deaths on occasion 3 due to flooding of trap sites. 
We fit 2-group and 3-group full models allowing a behavioral response (no restriction on 
the parameter space) and 2-group and 3-group restricted models (p = c) with no behavioral 
response (Table 2). The LR test comparing the 3-group full and restricted (p = c) models 
suggests that the full model is better (LR =10.0294, df = 3, P = 0.018). The LR test comparing 
the 3-group and 2-group full models suggests that the 3-group full model is better (LR = 9.8294, 
df = 3, P = 0.02). The LR test comparing the 3-group full model to the 2-group restricted 
(p = c) model could be interpreted as favoring selection the 3-group full model (LR = 10.095, 
df = 5, P = 0.07). Among the 4 models, the AIC for the 3-group full model is smallest. These 
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Table. 2. 
Estimates and. measures of fit for adult meadow voles. 
model 3-group full 3-group p = c 2-group full 2-group p = c 
estimates tti 0.704 0.605 0.729 0.703 
PI 0.117 0.297 0.312 0.334 
Cl 0.493 0.353 
7r2 0.158 0.048 0.271 0.297 
P2 0.883 0.940 0.850 0.765 
C2 0.775 0.755 
1 — 7V\ — 7T2 0.138 0.347 
P3 1.00 0.664 
C3 0.223 
GOF test 6.62 16.35 16.44 16.41 
df 11 14 14 16 
P 0.8 0.3 0.3 0.4 
L -202.5729 -207.5876 -207.4876 -207.6204 
AIC 421.146 425.175 424.975 421.241 
N 133 93 93 91 
se 30 4.0 6.9 4.4 
95%CI (83, 193) (85, 101) (83, 107) (83, 100) 
statistics suggest that the 3-group full model is best. 
In addition to the model comparison statistics, we have plots of fit for each model (Figures 
3-1, 3-2, 3-3, and 3-4). These plots help in developing inferences on how the models 
work. Recaptures are modeled as having the same mixture as first captures. Plots of expected 
recapture frequencies by group illustrate how recapture data contribute to estimation of mixing 
parameters. Plots of expected frequencies of first capture by group show how these estimates 
relate to estimation of N. In the context of the biological knowledge about the species, these 
inferences can help characterize the population and lend credence to model selection. Plots for 
models that have poor fit may show that a restriction may be inappropriate or that the model 
needs more parameters. 
In Figure 3.1a, 48 voles (cohort 1) that were first caught on occasion 1 have recaptures 
represented in Figure 3.1b. Dashed lines in Figure 3.1a show that groups 2 and 3 of the 3-group 
full model have similar first capture probabihties. However, in Figure 3.1b they have different 
recapture probabihties (dashed lines strongly differ). Figure 3.1 provides a graphic depiction 
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a) First Capture b) Cohort 1 Recaptures 
e o O 
M * 
O X 
* X y 
X 
-
 ^ ... 
1  2  3  
count 
c) Cohort 2 Recaptures d) Cohort 3 Recaptures 
count count 
Figure 3.1 Observed and expected captures and frequencies of capture of 
meadow voles estimated with the 3-group full model, a) rep­
resents the fit of the mixture model (solid line), subdivided 
by the 3groups, to the time of first capture data, b), c), and 
d) represent recapture frequencies of cohort 1,2, and 3 respec­
tively. Asterisks are the observed frequencies, dash hnes are 
expected group frequencies, and circles are expected mixture 
frequencies. 
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a) First Capture 
c) Cohort 2 Recaptures 
count 
b) Cohort 1 Recaptures 
count 
d) Cohort 3 Recaptures 
1 
count 
Figure 3.2 Observed and expected captures and frequencies of capture 
of meadow voles estimated with the 3-group restricted model 
(p = c). a) represents the fit of the mixture model (solid line), 
subdivided by the Sgroups, to the time of first capture data, 
b), c), and d) represent recapture frequencies of cohort 1, 2, 
and 3 respectively. Asterisks are the observed frequencies, dash 
lines are expected group frequencies, and circles are expected 
mixture frequencies. 
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a) First Capture 
c) Cohort 2 Recaptures 
b) Cohort 1 Recaptures 
d) Cohort 3 Recaptures 
count count 
Figure 3.3 Observed and expected captures and frequencies of capture of 
meadow voles estimated with, the 2-group full model, a) repre­
sents the fit of the mixture model (solid line), subdivided by the 
3groups, to the time of first capture data, b), c), and d) rep­
resent recapture frequencies of cohort 1, 2, and 3 respectively. 
Asterisks are the observed frequencies, dash hnes are expected 
group frequencies, and circles are expected mixture frequencies. 
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a) First Capture 
c) Cohort 2 Recaptures 
b) Cohort 1 Recaptures 
count 
d) Cohort 3 Recaptures 
count count 
Figure 3.4 Observed and expected captures and frequencies of capture 
of meadow voles estimated with the 2-group restricted model 
(p = c). a) represents the fit of the mixture model (solid line), 
subdivided by the 3groups, to the time of first capture data, 
b), c), and d) represent recapture frequencies of cohort 1, 2, 
and 3 respectively. Asterisks are the observed frequencies, dash 
lines are expected group frequencies, and circles axe expected 
mixture frequencies. 
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of how the 3-group full model uses recapture data to affect estimation of TT'S and p's through 
T(-). Among voles first caught on occasions 1, 2, and 3, the proportions of voles belonging to 
group 1 are ri (1) = 0.229, t\ (2) = 0.817, and n (3) = 0.971, respectively. These values are 
reflected in Figure 3.1b by high frequency of recaptures for groups 2 and 3 in cohort 1, and in 
Figures 3-lc and 3-ld by low contributions to recaptures by groups 2 and 3 among cohorts 2 
and 3. 
The restriction p = c has potential to provide better estimation of p, but requires the 
assumption of no behavioral response to trapping. Estimation of p with the restriction p = c, 
as seen in Figures 3-2b, 3-2c, and 3-2d results in a fit to first capture data (Figure 3.2a) that 
is less satisfactory than the fit seen in Figure 3.1a for the unrestricted model. Consider the 
fit of the mixture and the way in which each group contributes to the expected frequencies in 
Figures 3-lb and 3-2b. In Figure 3.1b, the full model follows the pattern of observed recapture 
frequencies which may be the result of heterogeneity in behavioral response to trapping. The 
restricted model in Figure 3.2b does not fit the data as well as the full model. 
The fit of the 3-group restricted model (Figure 3.2) is very similar to the fits of the full and 
restricted 2-group models (Figures 3-3 and 3-4). Comparisons between the full and restricted 
2-group models suggest that allowing a behavioral response is of httle advantage. On the 
contrary, small mammals often have a behavioral response to trapping and by allowing exposure 
to bait before trapping, the sampling design may have contributed to a behavioral response. 
Among the 4 models, the 3-group full model best explains the data. 
In Table 2, the 3-group full model estimates of p and c show some heterogeneity in trap 
response. The recapture probabihty c\ is greater than pi, but % is shghtly smaller than pi 
and es is substantially smaller than pz- Group 1 might be described as "trap happy", while 
group 2 has no change in behavior. And group 3 could be thought of as "trap shy", but lack of 
novel stimuli on later trapping occasions is an alternative explanation (i.e., after the first time 
a vole investigates a trap, curiosity is not contributing to increase its recapture probabihty). 
Traps were baited and held open for 2 days prior to sampling. We expect this period to 
affect probabihties of first capture much more than recapture probabihties. For example, it 
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is biologically reasonable that many voles have a moderate or low probabihty of first capture 
until they find bait in open traps, then switch to a higher probabihty of first capture before 
trapping starts. Other animals may not find the bait, thus have a lower probabihty of first 
capture when trapping starts. The baited period before trapping would not affect recapture 
probabihties, because all recaptures occur after a vole has been trapped at least once and is 
familiar with the bait and at least one trap. This scenario of responses to traps is consistent 
with the estimates of the 3-group full model. 
For the 3-group model, iV = 133 (se = 30) which translates to a naive density (133/1.1664ha) 
of 114 voles per ha. Although this is a high density, the mesic tall grass habitat at Doohttle 
Prairie is certainly capable of supporting this density (Getz et.al. 1987). In fact, voles at 
Doohttle were aggregated and no voles were captured in some areas with apparently good 
habitat. 
3.3.2 Taxicabs 
Carothers (1973) reported that 420 taxi cabs were registered in Edinburgh, Scotland during 
his mark-recapture study. This closed population was sampled for 10 consecutive days with 
observation points and times varied among days. Sighting a cab was considered a "capture". 
From Table 3, N for the 2-group full model exactly matches the true population size. The 
MLE's of the 3-group full model, not given in Table 3, are TTI = 0.978, pi = 0.104, c% = 0.132, 
t?2 — 0.022, p2 = 1, C2 = 0.267, % = 0 and are equivalent to those of the 2-group full model 
(Figure 3.5, Table 3). Figure 3.5a shows that group 2 contributes to the expected number 
of first captures at the first occasion, but for occasions 2 through 10, all of the first captures 
come from group 1. In other words, this model suggests that probabihties of first capture 
among taxi cabs are homogeneous after occasion 1. In Figures 3-5c and 3-5d, probabihties 
of recapture are homogeneous. Perhaps the number of captures on the first occasion is the 
outcome of homogeneous probabihties of first capture. 
The 2-group restricted model (p = c) resulted in estimates that are unreasonable (Table 
3, Figure 3.6). In Figure 3.6a, the dotted line representing group 1 is flat and does not seem 
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a) First Capture 
c) Cohort 2 Recaptures 
count 
b) Cohort 1 Recaptures 
0 1  2 3 4 5 6 7 8 9  
d) Cohort 3 Recaptures 
count 
Figure 3.5 Observed and expected captures and frequencies of capture of 
taxi cabs estimated with the 2-group full model, a) represents 
the fit of the mixture model (solid line), subdivided by the 2 
groups, to the time of first capture data, b), c), and d) rep­
resent recapture frequencies of cohort 1,2, and 3 respectively. 
Asterisks are the observed frequencies, dash lines are expected 
group frequencies, and circles are expected mixture frequencies. 
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a) First Capture 
c) Cohort 2 Recaptures 
count 
b) Cohort 1 Recaptures 
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d) Cohort 3 Recaptures 
count 
Figure 3.6 Observed and expected captures and frequencies of capture of 
taxi cabs estimated with the 2-group restricted model (p = c). 
a) represents the fit of the mixture model (solid line), subdi­
vided by the 2 groups, to the time of first capture data, b), 
c), and d) represent recapture frequencies of cohort 1, 2, and 
3 respectively. Asterisks are the observed frequencies, dash 
lines are expected group frequencies, and circles are expected 
mixture frequencies. 
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Table 3. 
Estimates and measures of 
fit for taxicabs, Edinburgh Scotland. 
models 2-group 2-group 1-group 
full p = c full 
estimates ttl 0.978 0.9999 1 
PI 0.104 0.000002 0.118 
Cl 0.132 0.139 
1 — 7Tl 0.023 0.0001 
P2 1 0.152 
C2 0.267 
GOF test 33.55 34.17 36.49 
df 49 51 52 
P 0.95 0.97 0.95 
L -927.333 -928.44 -928.98 
AIC 1864.67 1862.88 1861.95 
N 420 2400000 396 
se 50 34 
95%CI (322, 518) (329, 464) 
to approach 0. This explains the offset of the mixture expectations from those of group 2 and 
the extremely large N for this model. Projecting group 1 beyond occasion 10 and looking at 
the area under this curve suggests that an extremely large number of taxi cabs belong to group 
1. Based only on size of the city, one could assume that Edinburgh has fewer than 10,000 taxi 
cabs, and the estimate of 2,400,000 is clearly extreme. 
The 1-group model is not a finite mixture. This model is composed of a geometric model 
for the time of first capture and a binomial model for the number of recaptures. The estimate 
N for the 1-group model is not a function of recapture parameters and is not influenced by 
recapture data in that an increase in recapture data does not change N (Table 3, Figure 3.7). 
Estimates for the 1-group model are comparable to those of the homogeneous geometric removal 
model, N = 396 (se = 34), p = 0.118 (Chapter 2, section 2.1). By comparing Figures 3-5a and 
3-7a, one can see the influence of occasion 1 on the estimate of p. Compared to the group 1 
hne in Figure 3.5a, the line for first captures in Figure 3.7a is "pulled" up on the left by the 
large observed number of captures on occasion 1. This steeper line corresponds to a greater 
probabihty of first capture, p = 0.118 in comparison to pa = 0.104 of the 2-group full model 
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a) First Capture 
c) Cohort 2 Recaptures 
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b) Cohort 1 Recaptures 
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Figure 3.7 Observed and expected captures and frequencies of capture of 
taxi cabs estimated with the 1-group model, a) represents the 
fit of the model (solid line) to the time of first capture data, b), 
c), and d) represent recapture frequencies of cohort 1, 2, and 
3 respectively. Asterisks are the observed frequencies, dash 
lines are expected group frequencies, and circles are expected 
mixture frequencies. 
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(Figure 3.5a). This is why N under the 2-group full model is greater than N under 1-group 
model. 
From Figures 3-5, 3-6, and 3-7, and GOF statistics (Table 3), the fit is good for all three 
models. Comparisons between the 1- and 2-group models by LR and AIC suggest that the 
1-group model is the best choice, though the point estimate for the 2-group model is most 
accurate. Selection of the 1-group model suggests that heterogeneity in capture probabilities 
among taxi cabs is not great. 
In contrast to selection of the 1-group model, the model selection algorithm based on a 
multinomial framework in the program CAPTURE (Rextad and Bumham 1991) picks the 
heterogeneous model and the interpolated jackknife estimate, iVX = 471 (se=27). Assump­
tions for the 1-group model are comparable to the multinomial behavioral model, M&(Otis 
et.al. 1978). Two of these assumptions are the independence of capture events and constant 
probabilities of first capture and recapture through time and among taxi cabs. Estimates un­
der M& are Nf, = 393 (se—35), p = 0.119, and c = 0.139. These M& estimates are very similar 
to those of the 1-group model (Table 3). Model M& was not highly ranked for selection by the 
program CAPTURE. 
3.4 Discussion 
The framework of finite mixtures for geometric time to first capture and binomial number of 
recaptures connects recapture data to estimation of the mixing distribution and probabilities of 
first capture through f (a:). The corresponding population size maximum likelihood estimator 
N converges stochastically to N as the amount of data increases. This system models animals 
as belonging to groups as if each animal has latent probabilities for first capture and recapture 
that are constant within groups and across time. For the vole example, this group designation 
has a reasonable biological interpretation. Some animals have high first capture probabilities 
related to knowledge of bait and traps before trapping begins. Other animals with smaller first 
capture probabilities may be less mobile and do not encounter the traps until after trapping 
begins. Heterogeneity in capture probabilities may be animal-specific rather than a group 
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response. In this case, the estimated finite mixture is an approximation. 
Burnham (1972) used a truncated beta-binomial mixture to model heterogeneous capture 
probabilities in the absence of a behavioral response to trapping. For this model, applied to 
a given data set, large estimates of N fit as well as small estimates. A continuous mixing 
distribution, such as a beta, has greater potential to put mass at p close to 0 than does a finite 
mixture. Some geometric finite mixture models and data have F?S near 0 and an N that is 
unreasonably large (e.g., Section 3.2 taxi cab 2-group restricted model, p = c). Though this 
is a problem, it is not a problem with all data and models. 
The geometric finite mixture framework offers a new model-based estimator for data with 
heterogeneity in recapture probabilities when a trapping behavioral response exists. This 
framework allows modeling of heterogeneity in behavioral response to trapping (e.g., p\ > c% 
and p2 < C2 may occur in the same model). With this framework, modeling of recapture data 
can lead to better estimation. From the vole example in Chapter 2, the 2-group geometric 
removal model population estimate is N = 129 (se=113). In this chapter, the 3-group full 
model estimate is N = 133 (se=30). The latter model characterizes the animal capture activity 
more completely and offers greater precision in estimation of population size, N. 
Do geometric finite mixture models provide better estmates than jackknife estimators or 
estimators based on multinomial models? At what levels of capture probabilities and hetero­
geneity do these new estimators have substantial bias or poor precision? How many occasions 
are needed to effectively model mark-recapture data with geometric finite mixtures? Simula­
tions of mark-recapture studies can answer these questions and may suggest areas of further 
improvement. 
Modeling mark-recapture data with geometric finite mixtures requires the assumption that 
probabilities of first capture (p) and recapture (c) are constant through all k occasions (i.e., 
through time). Environmental pertubations such as storm events or changes in temperature 
may affect the activity of animals and their probability of capture. Analysis of the influence of 
each occasion on estimates of 0 and N may show when environmental changes may have affected 
the sampling efficiency and capture probabilities. In the taxi cab 2-group model, heterogeneity 
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occurs among taxicabs sighted on the first occasion (p~2 = 1, so all group 2 taxicabs were seen 
on occasion 1). Taxi cabs sighted on subsequent occasions have homogeneous probabilities of 
first "capture". The contrast between the 2-group full model (Table 3) and the 1-group model 
is very similar to an analysis of influence by the first occasion. By deleting from the data 
the 51 taxi cabs seen on the first occasion, we get deletion statistics of p — 0.106 and total 
N = 364 + 51 = 415 from a 1-group full model. The influence of occasion 1 is a change in p 
of 0.012 and in N of 19. This information can be combined with background information on 
the study to decide how to proceed with modeling. This example works for occasion 1, but the 
method needs to be generalized for measurement of influence at other occasions. 
The homogeneous geometric distribution is similar to an interval-censored exponential dis­
tribution. Modeling first captures with an interval-censored Weibull distribution with shape 
parameter /3 < 1 would be an alternative to modeling with a geometric finite mixture. One 
advantage would be a reduction in the number of parameters required. Two major disad­
vantages are 1) the parameters do not have a direct interpretation relating to animal capture 
activity and 2) the connection of recapture data to estimation of Weibull parameters is missing. 
Modeling of first capture and recapture data by finite mixtures allows a connection between 
recapture data and estimation of N and uses model parameters with direct interpretations 
related to animal captures. 
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CHAPTER 4. SIMULATION 
4.1 Introduction 
In Chapters 2 and 3 we model animals as belonging to discrete groups in which probabilities 
of first capture and recapture are constant. In these previous chapters, we applied estimation 
with our methods to example ecological data, but the true values of parameters were seldom 
known. Herein, we simulate the capture process on a population of known size (N) with each 
animal having known group affiliation and known capture probabilities. For a given set of 
mixture proportion and capture probability parameters, we simulate the capture process to 
create many replicate sets of data. We use estimation of N from these simulated data to study 
the bias, precision, and other operating characteristics of our estimators in context of known 
parameter values and underlying assumptions. 
We have organized the simulation study as three sections in which parameters and analysis 
are chosen to answer different questions about the new estimators. How well do our geometric 
finite mixture estimators perform compared to the Pollock and Otto (1983) jackknife estimator 
and the Burnham (1972) jackknife estimator that are most frequently used to estimate pop­
ulation size under heterogeneous capture probabilities? The first section tries to answer this 
question with varying capture probabilities, heterogeneity, and number of occasions, but with 
constant N = 200 and no behavioral response. The second section simulates homogeneous 
populations to examine the effects of small capture probabilities and the number of occasions 
on distribution of iV's without confounding with heterogeneity. Also, we look at how readily 
heterogeneity is incorrectly indicated in our model selection methods. In the third section we 
address how well our estimators describe the underlying capture process and how they per­
form with behavioral response to first capture. In these three sections we describe results with 
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estimates of bias, root mean squared error (RMSE), and frequency plots of estimates. 
4.2 Methods 
For each simulation, data generation started with v groups of N animals (e.g., a total of 
400 animals for v = 2 and N = 200). Each simulated animal was assigned probability of first 
capture p according to group. These assignments were constant through all replicates. For 
each animal and replicate, a capture history was created by a Bernoulli trial with p as the 
probability of "success" (capture) at each of 20 occasions. All animals were modeled to survive 
through the 20 occasions (i.e., no accidental death). From these vN~ capture histories on each 
replicate, the first tt; animals of group I  for I  = 1, , v were used for a total of N animals. 
The purpose for generating the vN capture histories was to allow inferences about effects of 
changes in p and k from 100 replicates though average estimates had not converged. Later, 
these simulations were extended to at least 500 replicates. With average estimates closer to 
convergence, the design described above is less important to the inferences. For each replicate, 
results of the first k trials were compiled across animals to form data sets for k = 5 and 10. 
These values of k are consistent with example data sets in Chapters 2 and 3. When k = 20, 
the number of animals seen in a study is much closer to N and the success of modeling is 
greater, however studies of this length are not typical in practice. The structure of these data 
sets were similar to those in Chapters 2 and 3. Estimation was by the direct search algorithm 
of Hooke and Jeeves (1961) with the true parameter values as starting points. The searches 
were limited to 500 steps. 
In an animal study, other research or literature gives the investigator an upper bound for 
what N is reasonably possible. Estimates that are significantly greater than this bound can be 
ruled out. In the Chapter 1 pocket mouse example, the P2 estimate is 170000. This estimate is 
too large. Norris and Pollock (1996) use 2N as an upper limit above which replicate estimates 
are excluded from a bootstrap analysis. We use 5N as an upperlimit for excluding estimates 
from simulation statistics. 
In simulation studies, Otis et.al. (1978) and Bumham and Overton (1979) use the number 
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of replicate 95% confidence intervals that include N (coverage) as a simulation statistic. This 
is a function of the point estimate and the estimate of its variance. An estimator of N can be 
accurate and precise, but if the associated estimator of variance is poor, then coverage by the 
95% confidence interval may falsely indicate poor estimation by the point estimator. Such a 
point estimator could have a poor coverage rate. Evaluation of an estimator through coverage 
depends on asymptotic normality of the estimator, though at small p and k the distribution 
may be skewed. We use the root mean squared error, 
as a simulation sample statistic. For a set of replicated data, alternative estimators can be 
compared by their RMSE. A smaller RMSE indicates that the estimator tends to provide 
estimates closer to the true value of the parameter. 
Chapters 2 and 3 provide development of estimators of population size using geometric 
finite mixtures. The objective of this section is to determine conditions of capture probability 
and heterogeneity under which these new estimators perform well. A second objective is to 
compare the new estimators to other estimators. In Chapter 2, we modeled the process of 
first capture on a population of size N with a 2 component geometric finite mixture (P2). 
In Chapter 2, one of our models of first capture and recapture with no behavioral response 
is a 2 component finite mixture of geometric first capture and binomial recapture (PeqC2). 
We assumed that animals belong to groups in which the probability of first capture (p) and 
probability of recapture (c) are constant. When capture probabilities axe heterogeneous among 
animals, commonly used methods for estimating N are Pollock and Otto's (1983) jackknife 
estimator (Nj&) for p ^ c and Burnham's (1972) jackknife estimator (Nj) for p = c. We 
compare our estimators to these 2 jackknife estimators using the ratio of RMSE as a measure 
of relative efficiency. In our simulations, TT is the proportion of animals in group 1, p\ and 
P2 are probabilities of first capture for groups 1 and 2, respectively, and k is the number of 
4.3 Comparison to jackknife estimators 
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sampling occasions. We simulate the capture process on N = 200 animals at each combination 
of 7T = 0.5,0.7,0.9; pi = 0.1,0.2; p2 — 0.5,0.9; and k = 5,10. Simulations with the same values 
for pi and p% used the same capture histories, but had different proportions from each group 
according to tt. For instance, with pi = 0.1 and p2 = 0.5, the simulations at ir = 0.5 and 0.7 
share 80% of their capture histories. In each replicate of 200 animals at TT = 0.5, 100 capture 
histories come from each group; at TT = 0.7, 40 more group-1 capture histories and 40 fewer 
group-2 capture histories are used. This overlap of simulations facilitates contrasts between 
levels of heterogeneity when 100 replicates are used and average estimates have not converged, 
but it is of little consequence when average estimates are close to convergence. 
4.3.1 Removal 
The 2-group finite mixture model (P2) RMSE's were estimated by simulation for all com­
binations of TT = 0.5,0.7,0.9, PI = 0.1,0.2, PA = 0.5,0.9, and k = 5,10 (Appendix C Table 
Cl). Comparisons on each horizontal line in Figure 4-1 show that estimated RMSE(P2)'s 
are greater at k = 5 than at k = 10 for all simulated combinations of TT, PI, and P2- The 
RMSE(P2)'s are smaller for data sets with more occasions, because the model P2 maximum 
likelihood estimate (MLE) of N is statistically consistent (Bain and Engelhardt 1989). 
Among simulations with P2 = 0.9 in the top half of Figure 4-1, RMSE(P2)'s are smaller 
with pi = 0.2 than with pi = 0.1. Among simulations with p2 = 0.5, RMSE(P2)'s do not 
substantially differ between pi = 0.1 and pi = 0.2. Perhaps with p2 — 0.5, the model produces 
data where the effect of heterogeneity is more subtle and difficult to fit than when P2 =0.9. 
The RMSE(P2) estimates are likely to be smaller than the true RMSE(P2)'s, because 
we did not use estimates greater than 5N (1000) which were obviously too large. In some 
replicates, estimates were not found because the direct search of the MLE was limited to 500 
steps. Model P2 has 3 parameters and estimation of these from 5 occasions of data is difficult. 
None of the 24 simulations had model P2 estimates for more than 80% of the replicates. By 
contrast, the closed form Njb estimator had an estimate for every replicate. 
Exact RMSE's for AT/& were calculated from the mean and variance according to Pollock 
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RMSE 
Figure 4.1 RMSE(P2) at k = 5 and 10, p\ = 0.1 and 0.2, p2 = 0.5 and 0.9, 
and TT = 0.5, 0.7, and 0.9. 
52 
and Otto 1983 equations (12) and (13) (Appendix C, Table C2). In the top half of Figure 
4r-2, the comparisons of pairs of RMSE 's on each horizontal line show that for P2 = 0.9, 
RMSE (NjbJ 's are smaller when k = 10. However, for pi = 0.5 in the lower half of Figure 
4-2, RMSE (Njb) 's are greater when k = 10 compared to k = 5. This result means that when 
P2 = 0.5, additional 5 occasions do not provide estimates closer to N. This characteristic can 
be seen in more detail in Figure 4-3, where RMSE(iVj&) does not monotonically approach 
0 as fc increases. For animal surveys where the smallest probability of first capture among 
animals is p = 0.1, increasing k from 5 to 10 improves characteristics of Njb (i.e., reduces 
RMSE), however if this smallest p is 0.2, then the same increase in sampling does not improve 
Njb- This pattern holds for TT = 0.5,0.7,0.9. 
Efficiency of the P2 estimator is measured with the ratio of the exact RMSE(_ZVy&) divided 
by the estimated RMSE(P2). When this ratio is greater than one, the model P2 has a better 
estimator of N. In Figure 4-4, relative efficiency is only greater than 1 for one parameter 
combination, 6' = (TT,PI.PA) = (.5, .2, .9), A; = 10. Otherwise, relative efficiency is less than 
1, which suggests that the Pollock and Otto (1983) jackknife, Njb is a better estimator for 
removal data with heterogeneous probability of first capture among animals. 
4.3.2 Mark-recapture 
We estimated the reduced (p = c) 2-group finite mixture mark-recapture model (PeqC2) 
RMSE's by simulation for all combinations of TT = 0.5,0.7,0.9, p\ = 0.1,0.2, P2 = 0.5,0.9, and 
k = 5,10 (Appendix C Table C3). For each of these simulations, we also estimated RMSE's 
for the Burnham and Overton (1978) jackknife estimator which requires the same assumptions 
as PeqC2. These assumptions are 1) independence of capture events, 2) constant capture 
probabilities through time, 3) no behavioral effect of first capture, and 4) population closure. 
In mark-recapture studies, as occasions increase or as probabilities of first capture increase, 
the marked portion of the population (i.e., the amount of data) increases. Ideally, RMSE's get 
smaller as data increase. 
Comparison of RMSE(PeqC2)'s on each horizontal line of Figure 4-5 shows that RMSE (PeqC2 )'s 
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f a n s  puns* 
RMSE 
Figure 4.2 Exact RMSE(iVj&) at k = 5 and 10, p\ = 0.1 and 0.2, p2 — 0.5 
and 0.9, and TT — 0.5, 0.7, and 0.9. 
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0.2 (triangle) and k = 3, — , 30. 
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relative efficiency 
Figure 4.4 Relative efficiency = RMSE(JVj6)/RMSE(P2) at k — 5 and 10, 
pi = 0.1 and 0.2, pi — 0.5 and 0.9, and ir = 0.5, 0.7, and 0.9. 
Relative efficiency greater than 1 indicates that the 2-group 
geometric finite mixture estimator is a better estimator of N 
than the Pollock and Otto (1983) jackknife estimator. 
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Figure 4.5 RMSE(PeqC2) at k = 5 and 10, pi = 0.1 and 0.2, p2 = 0.5 and 
0.9, and TT = 0.5, 0.7, and 0.9. 
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are smaller at k = 10. At TT = 0.9, P2 = 0.9, and k = 5 (lines 1 and 4 in the upper right corner 
of Figure 4-5), the RMSE(PeqC2) is smaller for p\ = 0.1 than for pi = 0.2, though not sub­
stantially. Otherwise, for all other simulations, RMSE(PeqC2)'s are smaller at p\ = 0.2 (e.g., 
in the lower left corner of Figure 4-5, at p% = 0.5 and k = 10). These patterns show that with 
increase in the smallest probability of first capture or a greater number of occasions the PeqC2 
model estimator provides estimates closer to N. 
By contrast, for the Burham and Overton (1978) jackknife estimator at k = 10 (left 
side of Figure 4-6) the RMSE's are smaller when pi = 0.2 compared to when pi = 0.1, which 
is what you would hope to see. However, for k = 5 (right side of Figure 4-6) the greater pi 
does not provide smaller RMSE(iV/)'s. Also, comparisons on each horizontal line of Figure 4-6 
show that at p\ = 0.1 RMSE(iVj)'s are larger for k = 10 than for k = 5. Increases in sampling 
may not produce Nj estimates closer to N. Figure 4-7 (left side) shows that for k = 10, the 
PeqC2 estimator is more efficient than Nj. For k = 5 (right side), the PeqC2 estimator is only 
better at p\ = 0.2, TT = 0.7,0.5 (lines 2 and 3 from the top). 
4.4 Homogeneous Population 
In designing mark-recapture studies, the researcher must consider how much trapping effort 
to use and how long to run the survey. Survey design for these concerns can impact the validity 
of assumptions (e.g., closure) and it can affect the amount of information for estimation. With 
fewer members of a population observed, estimation of N through a homogeneous geometric 
model is more difficult. To investigate this problem, we simulated homogeneous populations 
withp = 0.1 and 0.2. The homogeneous geometric model is basic to removal methods developed 
in Chapter 2. By investigating performance for homogeneous populations, we can suggest 
how much of the performance of the geometric finite mixture model estimators is due to 
heterogeneity as opposed to a low capture probability or a short survey. 
In the simulation with k = 5, p = 0.1, and N = 200, we were able to produce estimates 
for 859 of 1000 replicates for the homogeneous geometric removal model (P) (Appendix D 
Table Dl). When the sampling occasions were extended to k = 10, we produced estimates 
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Figure 4.6 RMSE(jack) at k = 5 and 10, pi — 0.1 and 0.2, = 0.5 and 
0.9, and TT = 0.5, 0.7, and 0.9. 
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relative efficiency 
Figure 4.7 Relative efficiency = RMSE(iVj)/RMSE(PeqC2) at A: = 5 and 
10, pi = 0.1 and 0.2, p% = 0.5 and 0.9, and 7r = 0.5, 0.7, and 
0.9. Relative efficiency greater than 1 indicates that PeqC2, 
the 2-group finite mixture (p=c) estimator is better than the 
Bumham and Overton (1978) jackknife estimator (Nj). 
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for all replicates. Also, in the simulation with p = 0.2 (Appendix D Table D3), there were 
estimates for all replicates. With larger k or p, more animals are observed on average and such 
data provide for better estimation of N through model P. Figure 4-8 shows data of the first 
16 replicates of the simulation with p = 0.1 and k — 5. The line indicates expecte<l values 
under the model that created the data. Circles represent frequencies that randomly o»ccurred. 
The observed frequencies of replicate number 13 neatly follow the expected frequencies under 
the model. By contrast, in replicates 1, 5, 10, 11, and 14 the data do not show at decline 
in the frequencies of first captures through time. With little or no negative slope to the line 
through the frequencies, the inference is that the capture probability is very close to zero. The 
corresponding log likelihood curves are displayed in Figure 4-9 with a dotted vertical line 
showing the MLE for p very close to the edge of the parameter space. Replicates H, 5, 10, 
11, and 14 have extremely large N = 2.8 x 109, 2.7 x 109 , 894, 1125, and 1073, respectively, 
but the true N is 200. Low estimates can also occur. In Figure 4-8, replicates 4, 12-, and 16 
show a fast decline in frequencies. These result in low estimates, N = 114, 117, and. 121 for 
replicates 4, 12, and 16, respectively. Figure 4-10 shows the first 16 replicates extended to 
k = 10 and Figure 4-11 shows that maximums of the log likelihood curves are well away from 
the edge of the parameter space, away from 0. For these data, the model P performs better 
with jV's ranging from 156 to 263. These simulations indicate that when a low proportion of 
the population is observed during a survey, patterns of data can occur that make estimation 
difficult even though no model assumptions are violated. 
For homogeneous capture probabilities, the Zippin (1956) estimator is a commonly used 
removal estimator. Figure 4-12 shows the correlation between the Zippin estimates and the 
model P estimates. Data that are difficult for estimation with model P are also difficult with 
the Zippin estimator. For p = 0.1, model P estimates tend to be larger than the corresponding 
Zippin estimates (Figure 4-12a). For p = 0.2, the estimates are closer (Figure 4-121>). 
We investigated the distribution of N for model P. From simulations of removal from 
homogeneous populations, when p = 0.1 and N = 200, N is right skewed (Figures 4-1.3 a and 
b), though less so for k = 10 than k = 5. Some f?s come close to the edge of the parameter 
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Figure 4.8 Removal data from 16 simulation replicates with p = 0.1, 
jV = 200, and k = 5. Lines represent the expected numbers 
of first captures with p = 0.1. Circles represent the numbers of 
simulated first captures. 
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Figure 4.9 Homogeneous geometric removal model log likelihood curves of 
16 simulation replicates with p = 0.1, N = 200, and k = 5. 
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Figure 4.10 Removal data from 16 sumulation replicates with p = 0.1, 
N = 200, and k = 10. Lines represent the expected numbers 
of first captures with p = 0.1. Circles represent the numbers 
of simulated first captures. 
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Figure 4.11 Homogeneous geometric removal model log likelihood curves 
of 16 simulation replicates with p = 0.1, N = 200, and k = 10. 
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Figure 4.12 Plots of Zippin N versus homogeneous geometric N for simu­
lated data with N = 200, k = 5, a) p = 0.1 and b) p = 0.2. 
66 
a) k = 5 b) k = 5 c) k = 5 
S. 
S -
Il— 
0 500 1000 1500 
N 
d) k = 10 
200 300 400 
N 
S -
0.0 0.10 0.20 0.30 
e) k = 10 f) k = 10 
0.05 0.10 0.15 
P 
Figure 4.13 Simulations of homogeneous removal with p = 0.1 and 
N = 200. Histograms of N and p and plots of N versus p 
with k = 5 are a, b, and c, respectively, and with k = 10 are 
d, e, and f, respectively. 
67 
space (Figures 4^13 b and e). These small p1 s correspond to large N1 s (Figures 4-13 c and f). 
When p = 0.2 and N = 200, N is still skewed (Figures 4-14 a and d) even though p is more 
symetrically distributed (Figures 4-14 b and d). We also simulated under parameters indicated 
by the northern pike example in Chapter 1. With p = 0.355 and N = 722, distributions of N 
and p are symétrie for k = 5 and k = 10 (Figure 4-15). 
Coverage of 95% confidence intervals for model P ranges from 83% to 90% for p = 0.1 
and 0.2 (Appendix D Tables D1 and D3), though the distribution of N may be skewed. The 
asymptotic variance for p was calculated as the inverse observed information. The variance of 
N was calculated using the delta method. For p = 0.355 and N = 722, the 95% confidence 
interval coverage was 89%, 67%, and 0% for k = 5,10, and 20, respectively (Appendix A Table 
A5). At this relatively large level ofp, the variance estimator underestimates the true variance. 
For the pike simulation, for k = 5,10, and 20, median standard errors of N are 14.1, 1.7, and 
0.04 which are substantially smaller that the sample RMSE's 17.8, 3.5, and 0.4, respectively 
(Appendix D Table D5). Other methods for variance estimation need to be explored. 
We investigate the effect of small homogeneous probabilities of first capture on the incidence 
of data that falsely indicate heterogeneity among animals. For 3 simulations of homogeneous 
populations (Table 4.2), we estimated N from the homogeneous geometric removal model 
(P), the restricted (p2 = 1) geometric finite mixture model (P2eql), and the 2-group geometric 
finite mixture model (P2). For each replicate, the model chosen for estimation had the smallest 
AIC among models with estimates less than 5N and non-significant (a = 0.05) goodness of 
fit (GOF) tests. Model P2eql was selected at most 8.4% of the time. Under a homogeneous 
removal model, the number of first captures can be higher than expected just by chance. This 
situation may lead to selection of the P2eql model. In this case, pi represents the capture 
probability of animals not captured on the first occasion. The P2eql model is still representative 
of homogeneous removal after occasion 1 (i.e., all group 2 animals are removed on occasion 
1). Among the 3 simulations, model P2 was not selected when k = 5. For k = 10, P2 was 
chosen at most 1% of the time. These small selection rates indicate that a truely homogeneous 
population is not likely to be incorrectly identified as being heterogeneous. 
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Figure 4.14 Simulations of homogeneous removal with p = 0.2 and 
N = 200. Histograms of N and p and plots of N versus p 
with k = 5 are a, b, and c, respectively, and with k = 10 are 
d, e, and f, respectively. 
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Figure 4.15 Simulations of homogeneous removal with p = 0.355 and 
N = 722. Histograms and plots of N and p with k = 5 are 
a, b, and c, respectively, and with k — 10 are d, e, and f, 
respectively. 
70 
Table 4.2 
AIC choices among removal models 
with non-significant GOF and N < 5N. 
P  ( N )  
0.355 0.2 0.1 
k method* (722) (200) (200) 
5 P 895 878 780 
P2eql 82 62 12 
P2 0 0 0 
NA 23 60 207 
10 P 869 883 888 
P2eql 84 73 67 
P2 10 3 4 
NA 37 41 41 
*methods: P = homogeneous geometric 
removal, P2eql = restricted (j>2 = 1) 
geometric finite mixture, P2 = 2-group 
geometric finite mixture, NA = no estimate. 
4.5 Heterogeneous Population 
In the previous section, simulations were limited to populations with 2 groups and no 
behavioral response to first capture (p = c). Here, we simulate 4 populations to investigate 
the effects of heterogeneity and behavioral response to first capture on performance of esti­
mators. Each of the four simulations in this section have 1000 replicates. Parameter values 
and population size are given in Table 4.3. In the last section, one of the simulated ho­
mogeneous populations had p = 0.2 and Figure 4-14 showed the distribution of estimates of 
N (Appendix D Table D3). Here, simulation A has a similar population in that the smallest 
probability of first capture is 0.2. Comparison of distributions of estimates of N between these 
two simulations may suggest what characteristics of estimators are due to heterogeneity. 
The other simulations provide examples of estimation under known levels of heterogeneity 
and behavioral response to first capture. Simulation B has 3 groups with slight differences in 
capture probability. The goal of simulation B is to determine if model PeqC3 can differenti­
ate these groups successfully. Parameters for the taxi and vole simulations are like estimates 
found in Chapter 3. The goal of the Taxi simulation is to observe the effects of slight hetero-
71 
Table 4.3 
Parameters for Simulations 
name N group 7T V c 
A 200 1 0.7 0.2 0.2 
2 0.3 0.9 0.9 
B 100 1 0.333 0.1 0.1 
2 0.333 0.2 0.2 
3 0.333 0.5 0.5 
Taxi 420 1 0.978 0.104 0.132 
2 0.022 1 0.267 
Vole 133 1 0.704 0.117 0.493 
2 0.158 0.883 0.775 
3 0.138 1 0.223 
geneity on the distributions of estimators. The vole simulation has strong heterogeneity with 
varied behavioral response to first capture. Previously for this combination of effects, removal 
models were used for simulation and estimation (Otis et.al. 1978), and recaptures were not 
simulated. Our models PC2 and PC3 use recapture data for estimation of N in the presence 
of heterogeneity and behavioral response to first capture. The purpose of the vole simulation 
with recaptures is to determine if these recapture estimators are more efficient than removal 
estimators. 
4.5.1 Simulation A 
In this simulation, the population of N — 200 has two groups, 70% have pi = c\ = 0.2 and 
30% have P2 — £2 = 0.9. These animals have no behavioral response to first capture. To exam­
ine the effects of heterogeneity on performance of estimators, we contrast results of simulation 
A to the homogeneous simulation from section 4.4 with N = 200 and p = c = 0.2. The median 
numbers of animals caught in 5 occasions are 135 for the homogeneous simulation and 154 
for the heterogeneous simulation. Comparison of boxplots for the heterogeneous simulation in 
Figure 4-16 to the corresponding boxplots for the homogeneous simulation in Figure 4-17 
shows that distributions of iV for the homogeneous removal estimator (p), Zippin (Z), and the 
multinomial mark-recapture null model estimator (null) axe much tighter in the heterogeneous 
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a) k=5 b) k=10 
p p2 p2-1 pc2 p-c2 Z jb jack null p p2 p2-1 pc2 p-c2 Z jb jack null 
Figure 4.16 Simulation A, N = 200, upper limit = 1000; p: homoge­
neous geometric removal; p2: 2-group geometric removal; 
p2=l: 2-group geometric (pa = 1) removal; pc2: 2-group 
mark-recapture (MR) mixture; p=c2: 2-group MR (p = c) 
mixture; Z: Zippin (1956); jb: Pollock and Otto (1983) jack-
knife; jack: Bumham and Overton (1978) jackknife; null: Otis 
et. al. (1978) multinomial. 
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a) k=5 
p p2 p2-1 pc2 p-c2 Z jb jack null 
b) k=10 
p p2 p2—1 pc2 p-c2 Z jb jack null 
Figure 4.17 Simulation of a homogeneous population, p = 0.2, N = 200, 
upper limit =1000; p: homogeneous geometric removal; p2: 
2-group geometric removal; p2=l: 2-group geometric (p% = 1) 
removal; pc2: 2-group mark-recapture (MR) mixture; p=c2: 
2-group MR (p = c) mixture; Z: Zippin (1956); jb: Pollock 
and Otto (1983) jackknife; jack: Bumham and Overton (1978) 
jackknife; null: Otis et. al. (1978) multinomial. 
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simulation (Figure 4-16), but have negative bias (Appendix E Tables E2 and E3). 
For finite mixture models which allow heterogeneity, PC2 and PeqC2 estimates have smaller 
RMSE's in the heterogenous simulation (Appendix E Table E3) than in the homogeneous 
simulation (Appendix D Table D4). This relates to the difficulty of estimating extra parameters 
for heterogeneity when the underlying model is homogeneous. The likelihood surface is very 
flat in directions of parameters that are not part of the underlying model. In Figure 4-16a, the 
finite mixture estimators (p2, p2=l, pc2, and p=c2) show some skewness (with outliers and 
non-symmetric boxplots). This is reduced when k = 10, Figure 4-16b- Large estimates of N 
are related to estimates of the smallest probability of first capture close to 0. With more data 
from occasions 6 through 10, estimates of the smallest probability of first capture are farther 
from 0 and skewness in N is reduced. 
All estimators in Figure 4-18 have smaller RMSE's at k = 10 than at k = 5, except the 
Pollock and Otto (1983) jackknife (jb). At k = 5, model PeqC2 and jb estimators are most 
efficient. At k = 10, model PeqC2 is most efficient. In this simulation, the restriction p = c 
helps with estimation of N, especially for k = 5. The model PeqC2 estimator is more efficient 
than the model PC2 estimator. 
4.5.2 Simulation B 
This simulation has 1000 replicates on a population with 3 groups, each having 1/3 of the 
animals and no behavioral response to first capture (i.e., p = c). The probabilities of first 
capture (p) are 0.1, 0.2, and 0.5 (Table 4.3). The goal of the simulation was to determine if 
model PeqC3 successfully differentiates these groups. We successfully estimated parameters 
of the PeqC3 model for 543 replicates with k = 5 and 739 replicates with k = 10. The true 
difference between j>2 = 0.2 and pi = 0.1 is 0.1, though at k = 5, the third quartile for the 
difference fa — p\ is 0.014, well below the true value. For conditions of this simulation, the 
PeqC3 model does not successfully differentiate between groups with capture probabilies of 0.1 
and 0.2. At k = 10, the estimated difference has median < 0.001 and third quart ile = 0.17. 
For more than half of the replicates with estimates, the 3-group model does not provide more 
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Figure 4.18 Simulation A RMSE's; null: Otis et. al. (1978) multino­
mial; jb: Pollock and Otto (1983) jackknife; jack: Bumham 
and Overton (1978) jackknife; Zippin: Zippin (1956); PeqC2: 
2-group MR (p = c) mixture; PC2: 2-group mark-recapture 
(MR) mixture; P2eql: 2-group geometric (p2 = 1) removal; 
P2: 2-group geometric removal; P: homogeneous geometric re­
moval. 
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information than the 2-group model PeqC2. For 1- and 2-group models, the skewness among 
our estimators at k = 5 (Figure 4-19) is not reduced by using 5 additional occasions (k = 10, 
Figure 4-19b). At k = 10, the Bumham and Overton (1978) jackknife estimator (jack) has 
more positive outliers than at k = 5, which is contrary to what one would expect with an 
increase in data. 
All estimators shown in Figure 4-20 (Appendix E Tables E4 and E5) have smaller RMSE's 
at k = 10. At k = 5, the finite mixture estimators are less efficient (larger RMSE's) than the 
homogeneous geometric removal estimator (P) or the Zippin (1956) estimator. At k = 10, 
more data are available and the fit of model PeqC2 is much improved, but the model P 
removal estimator is more efficient. 
In Figure 4-20 at k = 5, model PeqC2 is the least efficient estimator, though at k = 10 
it is improved and is more efficient than jb or jack. At k = 10, the estimators of models P, 
P2eql, Zippin, and null are more efficient than estimators that allow more heterogeneity. This 
suggests that the effects of heterogeneity for this simulation can be overcome by a long series of 
sampling occasions. As more occasions are sampled, more animals with smaller probabilities of 
first capture contribute to the data and offset the influence of animals caught on early occasions 
with high probabilities of first capture. At k = 10, 85% of the population is expected to be 
caught. When p is similar among groups as here, modeling the mixture to characterize the 
uncaptured 15% of the population is of little advantage for estimating N. Perhaps values of p 
among the groups are too similar to split out by fitting models to the data. 
4.5.3 Taxi 
In the taxi cab example of Chapter 2, the PC2 model has N = N = 420, though diagnostics 
indicate that a homogeneous model is better. Heterogeneity of the taxi model with p2 = 1 is 
expressed in first captures at the first occasion. Probabilities of first capture among cabs not 
seen on the first occasion are homogeneous (pi = 0.104). What are characteristics of estimators 
on this population with slight heterogeneity? Estimators of geometric removal models show 
strong skewness when k = 5 (Figure 4-2la), like the distributions of estimates for simulation 
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a) k=5 b) k=10 
p p2 p2-1 pc2 p-c2 Z jb jack null p p2 p2-1 pc2 p-c2 Z jb jack null 
Figure 4.19 Simulation. B, N=100, upper limit = 500; p: homogeneous geo­
metric removal; p2: 2-group geometric removal; p2=l: 2-group 
geometric (pa = 1) removal; pc2: 2-group mark-recapture 
(MR) mixture; p=c2: 2-group MR (p = c) mixture; Z: Zippin 
(1956); jb: Pollock and Otto (1983) jackknife; jack: Bum­
ham and Overton (1978) jackknife; null: Otis et. al. (1978) 
multinomial. 
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Figure 4.20 Simulation. B RMSE's; null: Otis et. al. (1978) multino­
mial; jb: Pollock and Otto (1983) jackknife; jack: Bumham 
and Overton (1978) jackknife; Zippim: Zippin (1956); PeqC2: 
2-group MR (p = c) mixture; PC2: 2-group mark-recapture 
(MR) mixture; P2eql: 2-group géométrie (j>2 = 1) removal; 
P2: 2-group geometric removal; P: hœmogeneous geometric re­
moval. 
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B. For models P and P2eql, this skewness is reduced by the addition of 5 occasions (k = 10, 
Figure 4-21b). Since the underlying heterogeneity is slight, this pattern relates more to the 
small probability of first capture than to heterogeneity. In Figure 4-22, (Appendix E Tables 
E6 and E7) RMSE's of jack are relatively small, but at k = 10 it is larger than at k = 5 (i.e., 
the estimator is not better with the 5 additional occasions). At k = 10, homogeneous model 
estimators perform nearly as well (small RMSE's) as the jackknife estimators (jb, jack). 
4.5.4 Vole 
Unlike the previous 2 simulations, this simulation is on a 3 group population of 133 voles 
(Chapter 3) with strong heterogeneity in probabilities of first capture and heterogeneity in 
behavioral response to first capture (Table 3.3). The geometric finite mixture model estimators 
have more positive outliers than the jackknife estimators, Figure 4-23. At k = 5, the model 
PC3 estimator has estimates < 3N for only 44% of the 1000 replicates. This model has 8 
parameters, so the difficulty with estimation from 5 occasions is not surprising. Model PC2 
has more negative bias, but its RMSE is smaller than that of PC3, at k = 5 and 10 (Figure 
4-24). For both k = 5 and 10, the PC2 estimator is more efficient than the P2 estimator. This 
shows that estimation of c improves estimation of N, even though p^c. At k = 10, the PC2 
estimator is more efficient than the jackknife estimators (Figure 4-24, Appendix E Tables B8 
and B9). The RMSE of model PC3 is the largest (Figure 4-24), however with careful use of 
plots of fit (as shown in Chapter 3), tests, and indices for model selection, this model can be 
used effectively. At k = 5, the Pollock and Otto jackknife removal (jb) estimator had a root 
mean squared error (RMSE) of 27.0, while the 2-group mark-recapture finite mixture (PC2) 
estimator had RMSE = 44.6. However,at k = 10, the relative efficiency of our estimator was 
better, RMSE(Jb) = 18.1 and RMSE(PC2) = 17.9. 
4.5.5 Model Selection 
In Chapters 2 and 3, we present examples with figures that display the fit and provide 
an impression of how the models are working. Here, we investigate a "turnkey" approach to 
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a) k=5 b) k=10 
p p2 p2-1 pc2 p-c2 Z jb jack null p2 p2-1 pc2 p-c2 Z jb jack null 
Figure 4.21 Simulation Taxi, N = 420, upper limit = 2100; p: homo­
geneous geometric removal; p2: 2-group geometric removal; 
p2=l: 2-group geometric (pa = 1) removal; pc2: 2-group 
mark-recapture (MR) mixture; p=c2: 2-group MR (p = c) 
mixture; Z: Zippin (1956); jb: Pollock and Otto (1983) jack-
knife; jack: Burnham and Overton (1978) jackknife; null: Otis 
et. al. (1978) multinomial. 
81 
k=«* 
null 
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Figure 4.22 Simulation. Taxi RMSE's; null: Otis et. al. (1978) multino­
mial; jb: Pollock and Otto (1983) jackknife; jack: Burnham 
and Overton (1978) jackknife; Zippin: Zippin (1956); PeqC2: 
2-group MR (p = c) mixture; PC2: 2-group mark-recapture 
(MR) mixture; P2eql: 2-group geometric (p2 = 1) removal; 
P2: 2-group geometric removal; P: homogeneous geometric re­
moval. 
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a) k=5 b) k=10 
8 -
» i 
i i i " i i È à Q Ù = a , 5 ! „  g 6 ^ g 
p p2 p2-1 pc2 p-c2 pc3 Z jb jack null p p2 p2-1 pc2 p-c2 pc3 Z jb jack null 
Figure 4.23 Simulation Vole, N=133, upper limit = 665; p: homoge­
neous geometric removal; p2: 2-group geometric removal; 
p2=l: 2-group geometric (p2 = 1) removal; pc2: 2-group 
mark-recapture (MR) mixture; p=c2: 2-group MR (p = c) 
mixture; Z: Zippin (1956); jb: Pollock and Otto (1983) jack-
knife; jack: Burnham and Overton (1978) jackknife; null: Otis 
et. al. (1978) multinomial. 
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Figure 4.24 Simulation Vole RMSE's; null: Otis et. al. (1978) multino­
mial; jb: Pollock and Otto (1983) jackknife; jack: Burnham 
and Overton (1978) jackknife; Zippin: Zippin (1956); PeqC2: 
2-group MR (p = c) mixture; PC2: 2-group mark-recapture 
(MR) mixture; P2eql: 2-group geometric (p2 = 1) removal; 
P2: 2-group geometric removal; P: homogeneous geometric re­
moval. 
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Table 4.4. 
Number of AIC choices among models with 
non-significant GOF and N < 5N. 
removal mark-recapture 
simulation k P P2 P2eql PC PC2 PeqC2 PC3 
A 5 49 0 928 0 137 824 
10 0 216 762 0 146 799 
B 5 829 0 127 388 118 398 
10 600 37 310 0 170 753 
taxi 5 743 0 160 798 52 84 
10 627 8 327 530 290 141 
vole 5 38 0 806 6 261 329 157 
10 0 90 880 0 8 0 866 
model selection that does not incorporate the investigators knowledge nor interpretation of 
plots. The algorithm selects by AIC among geometric removal models (P, P2, P2eql) with 
N < 5N and non-significant GOF tests (a = 0.05). We also looked at selection among mark-
recapture models (PC, PC2, PeqC2, PCS), Table 4.4. At k = 5, none of the simulations had 
replicates with model P2 as the choice. This model with 3 parameters is difficult to fit with 
frequencies of first capture at only 5 occasions. Model PC3 was not used in simulations A, B, 
and Taxi, because MLE's of PC3 were difficult to find. 
In simulation A, data were created with parameters p' = c' = (0.2,0.9) and TT' = (0.7,0.3), 
Table 4.4. Among geometric removal models (P, P2, P2eql), P2eql is chosen most often 
because pg is close to 1. When the number of occasions was increased from 5 to 10, P2 was 
chosen in 22% of the replicates. The increase in data enables estimation of p2 at levels less than 
1. Among the mark-recapture models, the restriction p = c in the 2-group model was chosen 
in 84% of the replicates. Here, conditions indicated by model selection match the underlying 
model. 
Parameters of simulation B are p' = c' = (0.1,0.2,0.5) and TT7 = (0.33,0.33,0.33). Among 
the removal models, P is chosen most often. Among the mark-recapture models at k = 5, the 
choice of 43% of the replicates indicate homogeneity (PC). Elements of p are too close to be 
differentiated without 10 occasions and recapture data. The condition p = c was correctly 
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identified 82% of the time when k = 10. Though model selection often indicates homogeneity, 
the biases of model P, Zippin, and null model estimators at k = 5 are -18.7, -20.7, and -22.2, 
respectively, for a population of 100 (Appendix E Tables E4 and E5). 
The taxi simulation is created from 2 groups, but the heterogeneity is slight because the 
largest group comprised 97.8% of the population. The underlying model has slight behavioral 
response to first capture (p ^ c). Homogeneous models P and PC were chosen most often, 
Table 4.4. When 10 occasions were used, heterogeneous models (P2eql, PC2) were selected 
more often than when 5 occasions were used. More data allow a greater ability to discriminate 
between models. 
The vole simulation has heterogeneity in behavioral response to first capture and in proba­
bilities of first capture. Among the removal models, P2eql is chosen most often, because 29% 
of the population is in a group with p > 0.88 which is close to 1. Among the mark-recapture 
models at k = 10, PC3 was chosen in 99% of the replicates. According to the underlying 
model, 80% of the animals are expected to be caught at least once in the 10 occasions. This 
large sampling effort is the price for sufficient data to model heterogeneity among 3 groups. In 
general, small capture probabilities, short surveys (k = 5), or small differences in parameters 
among groups lead to data for which differentiation of groups can be difficult. 
4.6 Discussion 
Our estimators do not always produce estimates. In the search for MLE's we set a limit 
of 500 to the number of steps that the algorithm would make before finding the MLE or 
abandoning the search. Also, for simulations, we dismissed use of N*s greater than 5N. The 3 
parameters of model P2 are sometimes difficult to estimate from removal data on 5 occasions. 
Simulations of homogeneous populations illustrate that when low proportions of populations 
are observed during surveys (due to small k or p), patterns of data can occur that make 
estimation difficult though model assumptions are not violated. When the model used for 
estmation has more groups than the population, then estimation is poor. Models PC3 and 
PC2 had poor estimation on data from populations with 2 groups and 1 group, respectively. One 
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would expect a likelihood surface to be relatively flat across dimensions of parameters that are 
not inherently part of the population and capture process. By contrast, the jackknife estimators 
have closed forms and have estimates for every replicate in every simulation presented here, 
though they do not describe the capture process as our models do. 
For simulations having the smallest p equal to 0.1, distributions of estimates for N were 
skewed, especially when k = 5 (Figure 4-13). Also, the comparison of the Zippin estimator and 
the homogeneous geometric model (P) estimator in Figure 4-12 shows that when the underlying 
model is homogeneous, the model P estimate for a given data set is larger than the Zippin 
estimate. Perhaps development of a Zippin finite mixture would provide estimators with less 
positive bias when capture probabilities are heterogeneous. 
Among simulations at 7r = 0.5,0.7,0.9, p\ = 0.1,0.2, pa = 0.5,0.9, and k == 5,10, the model 
PeqC2 estimator is more efficient than the Burham and Overton (1978) jackknife estimator 
when k = 10. Under conditions of heterogeneity, increases in sampling may not produce 
Burnham and Overton (1978) jackknife estimates of N closer to the true N, but the increase 
does improve maximum likelihood estimates. Also, comparison of RMSE's suggest that for 
removal data with heterogeneous probability of first capture among animals, the Pollock and 
Otto (1983) jackknife estimator is better than our removal estimators. However, if one plans 
to use this jackknife removal estimator, increasing the number of occasions may not improve 
estimates, because its RMSE's do not monotonically decrease as occasions increase (Figure 
4-3). 
For our estimators, differentiation of groups through estimation and model selection is 
more difficult when groups have similar capture probabilities or when the a small portion of 
the population is observed. The model choice by GOF tests, AIC, and upper limits on N does 
not mislead to indicate a level of heterogeneity that is greater that of the underlying model. 
Natarajan and McCulloch (1999) developed a test for heterogeneity in nest survival data. 
Nest survival is time to event data and so is the time to first capture in removal data. This 
test could be adapted to test for heterogeneity in time of first capture among animals captured 
at least once in k occasions. 
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CHAPTER 5. SUMMARY 
For data from a Schnabel census with k occasions, we modeled animals as belonging to 
discrete groups in which animals have the same probabilities of first capture and recapture. 
For removal data, Seber (1982) describes a truncated geometric distribution for homogeneous 
probabilities of first capture. We developed a similar approach with a 2-group geometric finite 
mixture model for heterogeneous probabilities of first capture. We also developed a version of 
this model that restricts the probabiltiy of first capture in one group to equal one. 
For mark-recapture data, binomial finite mixtures for recaptures were combined with a 
geometric finite mixture for first captures to better estimate mixture proportions. This model 
requires the assumption that each animal's group affiliation was not changed by first capture. 
Among animals that were first caught on occasion re,recaptures were modeled as a binomial 
f in i t e  mix tu re  o f  v  groups  wi th  r u  ( x )  as  the  p ropor t ion  o f  an imal s  in  g roup  u ,  
Tu  [x )  =  ^ Pu^ , for u = 1,..., v and x  =  l , . . . , k .  
E{=i nipi (1 - pi) 
For one data set, the model potentially has k binomial finite mixtures. Through TU (X), model­
ing recapture data helps to characterize the mixture and improve estimation of N. Assumptions 
for this model are comparable to those of in Otis, et al. 1978 (heterogeneity and behav­
ioral response to first capture). For a model that has assumptions comparable to (i.e., no 
behavioral response to first capture), we fit the model above with the restriction that within 
each group, probabilities of first capture are equal to probabilities of recapture. 
On Carother's (1973) taxi cab data, estimation with a 2-group mark-recapture finite mix­
ture provided a population size estimate, N = 420, that exactly matches the number of reg­
istered cabs. On meadow vole data, estimation with a 3-group model showed heterogeneity 
in behavioral response to first capture. In one population, some voles were trap "happy" and 
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others were trap "shy". 
Simulations show that our 2-group mark-recapture finite mixture estimator with restriction 
for no behavioral response to first capture is more efficient than Burnham and Overton's (1978) 
jackknife estimator when the smallest probability of first capture is 0.1 and the number of 
sampling occasions is 10. In a simulation of the vole population above at k = 5, the Pollock 
and Otto jackknife removal (Jb) estimator had a root mean squared error (RMSE) of 27.0, while 
the full 2-group mark-recapture finite mixture (PC2) estimator had RMSE = 44.6. However,at 
k = 10, the relative efficiency of our estimator was better, RMSE(Jb) = 18.1 and RMSE(PC2) 
= 17.9. Also, our PC2 model has parameters that help the researcher understand the capture 
process and the population. 
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APPENDIX A. EM ALGORITHM FOR REMOVAL ESTIMATION 
For EM, a method that allows support of Xi to be {1,2,...}, regard the unobservable Xi's 
as missing data. Dempster, Laird and Rubin (1977) "regard the unknown number of missing 
sample points along with their values as being the complete data." 
Homogeneous Geometric 
The EM algorithm can be used to find the MLE's. Let U be the random variable for 
the unknown number of missing value points. As in Section 2, X is a 1 x N vector of inde­
pendent geometric random variables for times to first capture with no truncation such that 
Xi has support {1, 2,...} for i = 1,2, ...,N animals. Map X into observable Y with support 
{1,2,..., k} and into unobservable W with support {k + 1, k -+- 2, —} such that yi = X{ for 
animals i = 1,2,..., m and W{ = Xi for animals i = m + l,m + 2,..., N. Now, the complete data 
likelihood from mass function (2.1) can be written as 
m N 
£(p|y,w) = {log5(z/i;p)} + 53 {logg(tUi;p)} 
i=l i=m+l 
Because this complete data likelihood is in the exponential family, we can use the simple 
characterization of the EM algorithm by Dempster, Laird, and Rubin (1977). Suppose that 
denotes the current value of p after v cycles of the algorithm. The E-step is the estimation 
of the complete data sufficient statistic £(x) = Xi by finding 
' N 
I> 
Li=l 
— -Z?x|Y,p(") 
m 
— ^2 Hi + Ex[Y,pW 
i=l 
m 
m+CT 
E w< 
i=m+-1 
i=l 
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S  V l  +  Fg{k- ,p^ ) )  J=1 
where 
"(P(u)) = Sx|Yjp(ff) [Z7] 
— -5xiY,p(") [-^n~~ m 
m(l -F g ( k ;pW))  
F g ( k ;p ( - V ) )  
and 
OO 
W=fc+1 
OO \p - g(j;p(u)) 
Af 1 - F9 (fc;p(")) i=i 
y- - g t i ;p M )  
1 - F3 (fc;p(")) 
J f î - H i  - 9 { r , p { v ) )  j=1 1 - Fs (A;pM) " 
The M-step is to compute 
>+D = 771 P 
m 1 fc 1 1 1 
-ÈJ-90";P(i,)) |-(t;pW) |j=r F g {k - ,pW)  
We iterate through the E and M steps until p(u+1) —pM is negligible then use (2.8) to estimate 
N. 
Geometric Finite Mixture 
As in A.l, let W = {W2- = Xi : i = m -I- 1,..., N} denote the hypothetical times to first 
capture that are not observable. Now, the complete data are represented by (y, w)T. The 
length of w is the number of unobserved times to first capture. For the finite geometric 
mixture, the marginal mass function of y is 
/ (%/; 0) = Try (y; pi) -f- (1 — tt) g (y;p2). 
Let Zf be a latent indicator variable such that Zx = 1 if animal i belongs to group 1 and Zi — 0 
otherwise. The marginal mass function for z is 
/ (z; 7r) = 7T2 (1 — tt)^1-z^ . 
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The conditional mass function for y given z is 
/  (y \ z ;p i ,p2)  =  [g  (z/;pi)]z \ g  (y;P2)](1-z) -
The joint mass function for y and z is 
m(y , z ;0 )  =  f  ( y \ z ;p i ,p2)  f  ( z :n )  
=  [irg  ( y ;p i ) ] z  [(l ~^)g  (y;p2)](1-z) -
The complete data log likelihood is 
L(0 \y ,  w, z) = 52 
i=i 
Zi [logTT + Iogg(#;pi)] 
+ (1 - Zi) [log (1 - 7r) + log^(yi;p2)] 
^  I Z i  [logvr + logg{wi ;p i ) ]  
i=rn+1 I + (1 - Zi) [log (1 - 7r) + Iogg(toi;p2)] 
. 
For the EM algorithm, suppose that 0^ denotes the current value of 0 after v cycles of the 
algorithm. Define 
Q(e-0^) = sWiZ|Y)9(„)[z,(y|y,w,z)] 
r (y ;  0 )  [log 7T + logg(y ;p^] 
+ (1 - r ( j y ;9 ) )  [log (1 - tt) + logg(y;p2)] 
T(W;S(u)) [log TT + log 5(PV; pi)] 
+ (l — r(W; 0M)) [log (1 - 7r) 4- Iogg(tV;p2)] 
= 51% 
y=i 
+u (9(u)) E, W |0(") 
where 
and 
F 2 {k -0  ( " ) )  
TrsOriiPl) 
T(ri?y) 
- ~ 
1|Xi] 
" /2(^;0) -
Now, the EM algorithm is performed in the context of the general form described by Dempster 
et al. (1977) and McLachlan and Jones (1988). For the E-step, compute Q (d~, 0^ j. Then in 
the M-step, maximize Q (d; with respect to 0. The MLE's of the M-step are 
7T ("+!) 
u{0W)EmeW [r(PT;^))] + Ej=x n^Cy; 0™) 
ti(0(")) 4- 771 
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<»+!) [T(W; »(»))] + n,T(y, 6<»>) 
Pl  U(e("L)EMLL{„ \WT(W-,0'"))\ + E;.I YNYTLY;#")) ' 
and 
,„+1| = {l - Ewlet-l [T(W; eM)] } + n, (l - r(y; 
P2 
~~ «(DM) [W] - EWLEM [WT{W- 9<«i)]} + £j=1 W{Y: SM) ' 
where the expectations 
EwV lr(W;S)} = l  _  p^ h e )  A " E sfcpi)) , 
and 
e) 
l k 
Y^yg iv iP i )  
Pl FÎ 
0) — + ——— -  53 y  My; 9)  y—i Pi P2 
come from the E-step. As before, we iterate through the E and M steps until #(U+L) — is 
negligible then use (2.8) to estimate N. 
93 
APPENDIX B. DERIVATIVES FOR REMOVAL MODELS 
These derivatives are needed for calculating the inverse observed information matrix. As 
in Section 2, define the pmf for the geometric distribution as 
5(2;) =p(l -p)z~~\ x = 1,2,... 
This can be written as 
g(  1) = p and 
9{x )  =  9i . x  ~ 1 ) ( 1  -P) .  x  =  2 , . . .  
The first derivative is 
9g{ i )  
dp  
and 
= 1 
— p (r - 1), r = 2,... 
The second derivative is 
and 
d 2 g(x )  
dpdp  
d 2 g(x  -  1)  
dpdp  
d2g(l) 
dpdp  
(1 -P) 
= 0 
- 2  
dg(x  -  1)  
dp  '  
x  = 2,.. .  
For x  >  1, these are calculated recursively (i.e., each function at x  depends on the function at 
x  — 1 ) .  
For the geometric finite mixture, the log likelihood (2.5) can be expressed as 
k 
L  =  —M log F (A:) + ]jP my log / ( y ;  G) .  
y=l 
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Define A =  —M log F (k )  and B = 52y=i log / ( y :  6 ) ,  where 0 = (ir pi pi)' • The first 
partial derivative is 
dL _ dA dB 
ddi ~~ d9i + dQi 
dA  -M dF (k )  
dOi ~ F (k) dQi ' 
— = ^ I" "fy df (y:9) 
ddi f ( y - , e )  dd i  i = 1,2,3. 
The second partial derivative is 
d 2 L 
dQidOj 
d 2 A 
dOidOj 
d 2 B 
d 2 A d 2 B 
89,8% £ 
dd idd j  dd idOj  ' 
M dF (i fe )  9F  ( t )  
F (A:)2 SSi 5% 
fc r 
-77ty g/ (y; 0) <9/ (y; 0) 
/(y;*)2 3% 
M d 2 F ( fc )  
F ( k )  d d i d O j  
+ 
m v  d 2 f  (%/; 0)  
f  ( y ;  0 )  dd idOj  
for i  and j  =  1,2,3. To simplify notation, define / = / ( y ;ô ) ,  g i  =  g{y ;p i ) ,  and g<i  = g(z/;pa)-
Elements in the above formulas are 
5/ 
Ô7T 
d/ 
dpi 
d/ 
dp2 
= 7T 
— 527 
,<9gi 
5pi' 
= (1 - TT) dgo 
a2/ 
dpidpi 
a2/ 
dp2dp2 
d 2 f  
dirdpi 
d 2 f  
dirdp2 
d 2 f  
dp\dp2 
=r 7T d
2 gx  
dpidpi' 
= (1 - TT) 
dgi 
dp i '  
= 
dd2 
dp2' 
= 0, 
d292 
dp2dp2 ' 
= è(91-92), 
y=i 
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dF(k )  
dp i  
dF(k )  
dpi 
£•& 
k 
= 5Z (x - *) 
y=i 
dg2 
dpi' 
d2F(fc) d25i 
dpi dpi dpidpi ' 
a2F(i) = £(1_k) d2s2 
dp2dp2 dp2dp2 ' 
d2F(fc) = A dpi 
dirdpi £r{ dpi ' 
d2F(fc) _ Adga q , 
dirdp2 dp2 ' 
= o. dp idp2  
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APPENDIX C. COMPARISON TO JACKKNIFE ESTIMATORS 
Table CI. 
Exact Bias and RMSE for Pollock 
and Otto (1983) jackknife on 
2-group heterogeneous populations. 
Pi P2 k 7r bias RMSE 
0.2 0.9 5 0.9 
0.7 
0.5 
0.007 
0.021 
0.035 
17.17 
15.15 
12.81 
10 0.9 
0.7 
0.5 
24.159 
18.790 
13.422 
31.49 
25.90 
20.18 
0.1 0.9 5 0.9 
0.7 
0.5 
-59.042 
-45.906 
-32.770 
61.35 
48.23 
35.11 
10 0.9 
0.7 
0.5 
0 
0 
0 
25.05 
22.09 
18.67 
0.2 0.5 5 0.9 
0.7 
0.5 
1.875 
5.625 
9.375 
17.58 
17.11 
17.45 
10 0.9 
0.7 
0.5 
24.115 
19.259 
14.203 
31.63 
26.33 
20.90 
0.1 0.5 5 0.9 
0.7 
0.5 
-57.174 
-40.302 
-23.430 
59.65 
43.33 
27.63 
10 0.9 
0.7 
0.5 
0.156 
0.469 
0.781 
25.08 
22.21 
18.90 
97 
Table C2. 
Simulation results for removal of 2-group heterogeneous 
populations. 
jb* P2** 
Pl P2 k 7r n bias RMSE n bias RMSE 
0.2 0.9 5 0.9 500 -0.6 17.6 368 14.8 101.4 
0.7 1400 0.1 15.1 976 20.6 83.6 
0.5 500 -.32 13.1 379 0.1 79.5 
10 0.9 500 23.0 31.0 468 4.6 38.8 
0.7 1400 18.4 25.9 1395 4.3 35.3 
0.5 500 13.4 20.2 496 3.9 18.8 
0.1 0.9 5 0.9 500 -57.7 60.1 294 -15.6 133.1 
0.7 500 -44.7 47.0 323 -27.1 135.7 
0.5 500 -32.1 34.5 328 -38.9 89.2 
10 0.9 500 0.6 24.6 434 35.6 127.9 
0.7 500 0.1 21.6 462 25.8 101.8 
0.5 500 0.7 18.7 454 17.5 75.0 
0.2 0.5 5 0.9 500 0.7 16.8 390 -7.3 78.3 
0.7 1400 5.4 16.7 1249 -55.9 114.7 
0.5 500 8.8 17.1 380 -7.1 101.5 
10 0.9 500 23.6 31.1 500 -8.1 56.3 
0.7 1400 19.6 26.7 1272 -45.7 102.8 
0.5 500 14.8 21.3 368 -16.6 70.4 
0.1 0.5 5 0.9 500 -57.3 59.9 339 -41.0 112.3 
0.7 500 -40.6 43.8 357 -55.0 98.0 
0.5 500 -23.2 27.8 358 -50.7 84.5 
10 0.9 500 0.9 24.6 360 3.9 107.5 
0.7 500 1.0 22.0 347 -14.6 92.6 
0.5 500 1.4 19.4 349 -24.0 82.2 
* Pollock and Otto (1983) jackknife; ** 2-group finite mixture; 
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Table C3. 
Simulation results for mark-recapture of 2-group heterogeneous 
populations. 
jack* PeqC2** 
Pl Pi k 7T n bias RMSE n bias RMSE 
0.2 0.9 5 0.9 500 41.2 46.6 369 18.6 71.4 
0.7 1400 32.2 37.9 1400 3.2 17.3 
0.5 500 22.1 27.8 500 3.6 15.6 
10 0.9 500 24.7 26.5 469 6.6 26.1 
0.7 1400 19.3 21.1 1400 0.2 5.0 
0.5 500 14.0 15.8 500 0.3 4.2 
0.1 0.9 5 0.9 500 -2.6 19.2 500 17.4 61.5 
0.7 500 -1.6 17.2 499 18.2 64.5 
0.5 500 -1.1 14.9 499 21.8 80.1 
10 0.9 500 41.5 51.5 500 3.2 16.8 
0.7 500 29.8 39.3 500 2.6 14.9 
0.5 500 20.1 28.7 500 2.2 12.7 
0.2 0.5 5 0.9 500 39.6 45.5 421 8.9 62.5 
0.7 1400 27.7 34.0 1307 -16.0 94.4 
0.5 500 18.0 24.3 396 -1.0 84.3 
10 0.9 500 25.4 27.2 498 2.5 10.5 
0.7 1400 20.0 21.8 1400 1.3 6.7 
0.5 500 14.8 16.3 500 1.3 5.9 
0.1 0.5 5 0.9 500 -4.8 19.9 411 17.5 125.2 
0.7 500 -7.8 22.1 381 -9.0 111.9 
0.5 500 -11.1 20.8 356 -20.3 97.8 
10 0.9 500 40.5 49.8 500 5.1 20.6 
0.7 500 30.4 40.3 500 4.7 20.0 
0.5 500 19.8 30.5 500 5.8 20.4 
* Buraham and Overton (1978) jackknife; ** 2-group finite mixture (p = c). 
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APPENDIX D. SIMULATIONS OF HOMOGENEOUS POPULATIONS 
Table D1 
Simulation of homogeneous removal with p = 0.1, 
N = 200, and 1000 replicates. 
sample sample % median 
k method* n bias sd RMSE coverage se 
5 P 859 30.4 144.7 147.9 83 87.9 
P2eql 824 4.8 154.8 154.9 46 28.5 
P2 440 9.8 125.2 125.6 - 325.8 
AIC 815 34.2 149.0 152.8 83 88.5 
jb 1000 -65.0 17.4 67.3 7 16.1 
Zippin 895 12.1 126.8 127.4 79 72.4 
10 P 1000 11.3 46.1 47.5 89 33.5 
P2eql 998 27.4 75.8 80.6 90.1 36.4 
P2 692 25.9 91.7 95.3 99 103.4 
AIC 998 18.3 60.9 63.6 90 35.0 
jb 1000 -0.9 26.7 26.7 91 25.1 
Zippin 1000 4.1 40.7 40.9 88 31.9 
* P: homogeneous geometric; P2eql: 2-group geometric (p2 = 1); 
P2: 2-group geometric; AIC: estmate chosen by AIC among P, P2eql, 
and P2; jb: Pollock and Otto (1983) jackknife; Zippin: Zippin (1956). 
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Table D2 
Simulation of homogeneous mark-recapture with 
p = c = 0.1, N = 200, and 1000 replicates. 
sample sample % median 
k method* n bias sd RMSE coverage se 
5 PC2 390 76.0 167.2 183.7 93 126.4 
PeqC2 670 21.9 86.6 89.4 98 53.1 
jack 1000 -4.3 19.0 19.5 94 20.0 
null 1000 6.8 41.5 42.0 95 37.3 
10 PC2 534 42.3 124.6 131.6 97 68.9 
PeqC2 776 12.9 46.9 48.7 97 30.3 
jack 1000 45.1 31.4 55.0 50 18.8 
null 1000 0.06 16.0 16.0 96 16.0 
* PC2: 2-group finite mixture; PeqC2: 2-group finite mixture (p = c) ; 
jack: Burnham and Overton (1978) jackknife; null: Otis et. al. (1978) 
multinomial. 
Table D3 
Simulation of homogeneous removal with p = 0.2, 
N = 200, and 1000 replicates. 
sample sample % median 
k method* n bias sd RMSE coverage se 
5 P 1000 12.7 48.4 50.1 90 30.2 
P2eql 985 27.0 95.5 99.2 86 36.2 
P2 689 20.5 61.4 64.8 98 123.3 
AIC 988 21.0 67.42 70.6 91 32.0 
jb 1000 0.05 18.2 18.2 94 17.9 
Zippin 1000 5.9 42.5 42.9 90 29.0 
10 P 1000 1.0 9.2 9.3 88 6.9 
P2eql 1000 2.6 10.2 10.5 93 8.0 
P2 766 7.7 31.8 32.7 99 20.7 
AIC 999 1.9 10.5 10.7 88 7.2 
jb 1000 26.7 21.0 34.0 88 21.2 
Zippin 1000. -0.6 8.9 9.0 92 8.0 
* P: homogeneous geometric; P2eql: 2-group geometric (pa = 1); 
P2: 2-group geometric; AIC: estmate chosen by AIC among P, P2eql, 
and P2; jb: Pollock and Otto (1983) jackknife; Zippin: Zippin (1956). 
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Table D4 
Simulation of homogeneous mark-recapture with p — 0.2, 
N = 200, and 1000 replicates. 
sample sample % median 
k method n bias sd RMSE coverage se 
5 PC2 537 32.1 82.1 88.2 98 76.2 
PeqC2 756 10.7 38.6 40.1 99 30.1 
jack 1000 47.9 23.0 53.2 37 21.8 
null 1000 1.0 15.8 15.8 95 15.7 
10 PC2 682 9.4 24.1 25.8 97 13.6 
PeqC2 866 4.1 15.3 15.9 92 7.7 
jack 1000 27.1 9.1 28.6 13 9.5 
null 1000 -0.4 5.8 5.8 95 5.8 
* PC2: 2-group finite mixture; PeqC2: 2-group finite mixture (p = c); 
jack: Burnham and Overton (1978) jackknife; null: Otis et. al. (1978) 
multinomial. 
Table D5 
Simulation of homogeneous removal with p = 0.355, 
N = 722, 1000 replicates. 
sample sample % median 
k method* n bias sd RMSE coverage se 
5 P 1000 1.1 17.8 17.8 89 14.1 
P2eql 1000 6.4 20.9 21.8 97 19.6 
P2 748 16.7 83.4 85.1 100 46.4 
AIC 999 4.3 26.8 27.2 90 14.4 
jb 1000 96.5 27.6 100.4 5 29.7 
Zippin 1000 -0.5 17.6 17.6 94 16.8 
10 P 1000 0.2 3.5 3.5 67 1.7 
P2eql 1000 0.7 3.6 3.7 76 2.2 
P2 792 2.6 10.4 10.7 90 4.6 
AIC 1000 0.7 4.6 4.6 69 1.8 
jb 1000 36.2 20.8 41.8 69 21.2 
Zippin 1000 -0.4 3.5 3.5 95 3.4 
20 P 1000 -0.1 0.4 0.4 0 0.04 
P2eql 1000 -0.1 0.4 0.4 0 0.05 
P2 914 0.4 4.5 4.5 74 0.2 
AIC 1000 0.1 4.1 4.1 2 0.04 
jb 1000 -0.2 0.4 0.5 84 0 
Zippin 1000 -0.2 0.4 0.5 15 0.3 
* P: homogeneous geometric; P2eql: 2-group geometric (p2 = 1); 
P2: 2-group geometric; AIC: estmate chosen by AIC among P, P2eql, 
and P2; jb: Pollock and Otto (1983) jackknife; Zippin: Zippin (1956). 
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APPENDIX E. SIMULATIONS OF HETEROGENEOUS 
POPULATIONS 
Table El 
Parameters for Simulations 
name N group 7T P c 
A 200 1 0.7 0.2 0.2 
2 0.3 0.9 0.9 
B 100 1 0.333 0.1 0.1 
2 0.333 0.2 0.2 
3 0.333 0.5 0.5 
Taxi 420 1 0.978 0.104 0.132 
2 0.022 1 0.267 
Vole 133 1 0.704 0.117 0.493 
2 0.158 0.883 0.775 
3 0.138 1 0.223 
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Table E2 
Removal Simulation Ar N = 200, 1000 replicates. 
sample sample % median 
k method* n bias sd RMSE coverage se 
5 P 1000 -35.7 7.4 36.5 1 3.4 
P2eql 997 -3.6 48.0 48.1 73 18.1 
P2 691 16.6 70.6 72.5 90 52.1 
AIC 995 -3.5 48.2 48.3 72 18.1 
jb 1000 0.1 15.0 15.0 93 14.8 
Zippin 1000 -36.8 7.3 37.5 1 4.4 
10 P 1000 -10.7 4.1 11.5 5 1.5 
P2eql 1000 -1.9 7.3 7.5 79 5.2 
P2 980 6.9 26.5 27.4 91 9.5 
AIC 998 4.7 26.4 26.9 82 6.1 
jb 1000 18.5 18.1 25.8 92 19.0 
Zippin 1000 -11.5 4.1 12.2 11 2.4 
20 P 1000 -1.6 1.5 2.2 6 0.2 
P2eql 1000 -0.6 0.6 1.6 1.7 0.6 
P2 1000 -0.2 1.8 1.8 76 0.9 
AIC 1000 -0.4 0.9 1.8 64 0.7 
jb 1000 -2.0 1.5 2.5 15 0 
Zippin 1000 -2.0 1.5 2.5 56 0.6 
* P: homogeneous geometric; P2eql: 2-group geometric (pa = 1); 
P2: 2-group geometric; AIC: estmate chosen by AIC among P, P2eql, 
and P2; jb: Pollock and Otto (1983) jackknife; Zippin: Zippin (1956). 
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Table E3 
Mark-recapture Simulation A, N = 200, 1000 replicates. 
sample sample % median 
k method* n bias sd RMSE coverage se 
5 PC2 993 14.4 66.6 68.2 89 24.8 
PeqC2 1000 3.3 17.4 17.7 92 13.0 
jack 1000 32.5 20.2 38.3 53 17.3 
null 1000 -42.1 6.0 42.6 0 2.2 
10 PC2 1000 0.9 7.4 7.5 90 5.9 
PeqC2 1000 0.3 5.0 5.0 75 2.8 
jack 1000 19.3 8.3 21.0 30 8.0 
null 1000 -15.0 3.6 15.4 0 0.7 
20 PC2 1000 -0.4 0.7 1.6 1.7 0.7 
PeqC2 1000 -0.4 0.3 1.5 35 0.3 
jack 1000 5.6 6.0 8.2 84 3.6 
null 1000 -2.0 1.5 2.5 15 0.07 
* PC2: 2-group finite mixture; PeqC2: 2-group finite mixture (p = c); 
jack: Burn h am and Overton (1978) jackknife; null: Otis et. al. (1978) 
multinomial. 
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Table E4 
Removal Simulation B, N = 100, 1000 replicates. 
sample sample % median 
k method* n bias sd RMSE coverage se 
5 P 1000 -18.7 9.8 21.1 29 5.9 
P2eql 991 -11.4 22.5 25.2 57 10.4 
P2 646 -3.2 34.8 35.0 90 51.4 
AIC 990 -14.3 20.5 25.0 38 6.5 
jb 1000 -7.6 10.6 13.1 82 11.0 
Zippin 1000 -20.7 8.8 22.5 26 6.1 
10 P 1000 -10.5 4.4 11.4 13 1.9 
P2eql 1000 -8.4 5.9 10.3 37 3.2 
P2 626 1.6 29.7 29.7 80 10.0 
AIC 990 -6.4 21.2 22.1 30 2.5 
jb 1000 5.4 13.7 14.7 90 13.4 
Zippin 1000 -11.5 4.2 12.2 17 2.6 
20 P 1000 -4.0 2.1 4.6 7 0.4 
P2eql 1000 -3.6 2.3 4.2 19 0.7 
P2 937 0.1 9.0 9.0 71 2.6 
AIC 999 -0.9 8.8 8.8 44 0.9 
jb 1000 -4.8 2.0 5.2 0 0 
Zippin 1000 -46 2.1 5.1 19 0.8 
* P: homogeneous geometric; P2eql: 2-group geometric (p2 = 1); 
P2: 2-group geometric; AIC: estmate chosen by AIC among P, P2eql, 
and P2; jb: Pollock and Otto (1983) jackknife; Zippin: Zippin (1956). 
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Table E5 
Mark-recapture Simulation B, N = 100, 1000 replicates. 
sample sample % median 
k method* n bias sd RMSE coverage se 
5 PC2 677 0.2 41.6 41.6 73 18.6 
PeqC2 670 4.7 43.0 43.2 74 17.9 
jack 1000 2.4 13.6 13.8 81 9.8 
null 1000 -22.2 5.8 22.96 3 4.0 
10 PC2 980 3.6 27.1 27.4 79 8.9 
PeqC2 997 0.6 13.0 13.0 82 5.6 
jack 1000 8.2 12.5 15.0 87 6.1 
null 1000 -13.3 3.6 13.7 0 1.6 
20 PC2 1000 -1.9 2.9 3.5 60 1.5 
PeqC2 1000 -2.1 2.4 3.2 42 0.8 
jack 1000 5.2 4.5 6.8 90 4.3 
null 1000 -4.8 2.0 5.2 0 0.4 
* PC2: 2-group finite mixture; PeqC2: 2-group finite mixture (p = c); 
jack: Burnham and Overton (1978) jackknife; null: Otis et. al. (1978) 
multinomial. 
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Table E6 
Taxi removal simulation, N = 420, 1000 replicates. 
sample sample % median 
k method* n bias sd RMSE coverage se 
5 P 995 -46.1 139.7 147.1 65 74.7 
P2eql 893 63.7 282.3 289.4 86 170 
P2 617 68.2 268.2 276.7 99 518 
AIC 923 14.1 249.6 250.0 71 89 
jb 1000 -127.5 24.3 129.9 0 23.7 
Zippin 997 -59.8 130.8 143.8 62 70.3 
10 P 1000 -18.4 39.3 43.3 80 33.9 
P2eql 1000 13.7 65.8 67.2 91 52.7 
P2 857 45.2 132.0 139.5 97 89.8 
AIC 989 7.6 83.0 83.3 86 41.4 
jb 1000 5.7 36.8 37.2 95 37.9 
Zippin 1000 -22.8 37.8 44.2 80 34.8 
20 P 1000 -15.3 10.9 18.8 51 7.9 
P2eql 1000 -11.7 12.2 16.9 66 9.3 
P2 977 -9.9 13.9 17.1 80 11.4 
AIC 1000 -12.6 13.0 18.1 60 8.5 
jb 1000 -50.9 6.9 51.3 0 0 
Zippin 1000 -16.6 10.8 19.8 62 9.8 
* P: homogeneous geometric; P2eql: 2-group geometric (p? = 1); 
P2: 2-group geometric; AIC: estmate chosen by AIC among P, P2eql, 
and P2; jb: Pollock and Otto (1983) jackknife; Zippin: Zippin (1956). 
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Table ET 
Taxi mark-recapture simulation, N = 420, 1000 replicates. 
sample sample % median 
k method* n bias sd RMSE coverage se 
5 PC2 624 87.4 271.1 284.9 96 360 
PeqC2 888 -64.4 59.0 87.3 69 48.7 
jack 1000 -23.7 28.6 37.2 84 28.5 
null 1000 -80.1 33.9 87.0 34 31.5 
10 PC2 921 50.3 157.9 165.7 95 68.4 
PeqC2 903 -35.2 43.7 56.1 50 17.4 
jack 1000 37.3 32.5 49.5 73 37.3 
null 1000 -51.6 16.7 54.2 12 14.6 
20 PC2 989 -10.1 12.9 16.4 72 9.8 
PeqC2 975 -26.4 8.6 27.8 9 3.6 
jack 1000 20.0 10.9 22.8 63 11.7 
null 1000 -28.3 7.7 29.4 1 5.5 
* PC2: 2-group finite mixture; PeqC2: 2-group finite mixture (p = c) ; 
jack: Burnham and Overton (1978) jackknife; null: Otis et. al. (1978) 
multinomial. 
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Table E8 
Vole removal simulation, N — 133, 1000 replicates 
sample sample % median 
k method* n bias sd RMSE coverage se 
5 P 1000 -45.8 6.4 46.3 0 2.2 
P2eql 867 -2.5 72.1 72.1 63 25.4 
P2 562 3.9 78.5 78.6 79 52.4 
AIC 887 -3.8 71.7 71.8 61 23.9 
jb 1000 -24.0 12.4 27.0 43 11.0 
Zippin 1000 -46.8 6.2 47.3 0 2.7 
10 P 1000 -22.3 5.2 23.0 0 2.0 
P2eql 995 1.5 27.2 27.2 82 14.7 
P2 911 18.5 55.6 58.6 92 26.0 
AIC 988 8.9 43.1 44.0 84 16.5 
jb 1000 5.1 17.4 18.1 93 19.0 
Zippin 1000 -23.3 5.2 23.8 1 2.9 
20 P 1000 -7.1 3.1 7.7 5 0.7 
P2eql 1000 -2.2 4.7 5.2 71 2.9 
P2 1000 -0.9 5.8 5.8 80 3.8 
AIC 1000 -1.5 5.5 5.7 75 3.3 
jb 1000 -8.8 2.8 9.2 0 0 
Zippin 1000 -7.7 3.1 8.3 12 1.4 
* P: homogeneous geometric; P2eql: 2-group geometric (p2 = 1); 
P2: 2-group geometric; AIC: estmate chosen by AIC among P, P2eql, 
and P2; jb: Pollock and Otto (1983) jackknife; Zippin: Zippin (1956). 
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Table E9 
Vole mark-recapture simulation, N = 133, 1000 replicates. 
sample sample % median 
k method* n bias sd RMSE coverage se 
5 PC2 868 -31.1 32.0 44.6 32 8.7 
PeqC2 987 -39.3 14.0 41.7 9 4.2 
PC3 447 12.8 87 88 50 13.3 
jack 1000 -32.6 8.3 33.6 5 5.5 
null 1000 -48.2 5.2 48.5 0 1.8 
10 PC2 1000 -15.0 9.8 17.9 37 5.7 
PeqC2 1000 -25.3 4.4 25.7 0 0.6 
PC3 909 21.0 56.9 60.7 54 9.2 
jack 1000 -17.6 6.9 18.9 8 4.1 
null 1000 -27.3 4.3 27.6 0 0.6 
20 PC2 1000 -5.0 3.5 6.1 35 1.7 
PeqC2 1000 -8.8 2.8 9.2 0 0.01 
PC3 992 -1.1 5.1 5.2 67 2.4 
jack 1000 -7.0 4.8 8.4 15 1.4 
null 1000 -8.8 2.8 9.3 0 0.04 
* PC2: 2-group finite mixture; PeqC2: 2-group finite mixture (p = c); 
PC3: 3-group finite mixture; jack: Burnham and Overton (1978) 
jackknife; null: Otis et. al. (1978) multinomial. 
Ill 
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