Introduction
The purpose of this paper is to study the boundary value problems for the second order elliptic differential equation ( 1) AU= -± dfafijU) + Σ bfiJJ +cU=F in a bounded domain Ω in R n (n ^> 3) with the boundary condition ( 
2) BU = Σ"&U + βU = f
on the boundary Γ of Ω, where we assume that 1) for every x e Γ, the inequality holds, 2) let (n^x), , n n (x)) be the exterior unit normal vector to Γ at x, then the subset of Γ, p -l r Λ P' V^ sy (r\n (r\ -is a C°°-manifold of dimension n -2, 3) at every point x e Γ o , the n-vector (a^x), , a n (x)) is not tangent to Γ o .
Here d t denotes djdx u a i3 is symmetric on Ω, and Γ is assumed to be infinitely smooth and of dimension n -1. We further assume that the coefficients of the equations (1) and (2) are real-valued and infinitely differentiable on Ω = Ω U Γ and Γ, respectively, and that there exists a positive constant c 0 such that ( 
3)
Σ«i,(x)ξtξj>c o \ξ\* holds for all x e Ώ and ξ e R n .
This problem was investigated by Maljutov [6] on probability considerations, by Egorov-Kondrat'ev [1] while they are developing some ideas of Hδrmander [2] , by Soga [7] and others. In the present paper we shall try to solve the problem (l)-(2) by using the similar argument as in [5] . is a positive C°°-function on Γ and γ 0 is also a tangential vector field. Assumptions 1), 2) and 3) yield that a(x) vanishes only on Γ o , that γ is transversal to Γ o , and that the boundary condition (2") is elliptic (i.e. satisfies the Lopatinsky condition) on Γ except for Γ o> that is, Γ o is a singular manifold for the boundary value problem (l)- (2) . For the sake of simplicity, we assume that Γ o is connected. Following Egorov-Kondrat'ev we can then classify the singular manifold Γ o , by denoting Γ + (Γ_) = {xeΓ; a(x) > 0 (a(x) < 0)}, as follows; In Chapter 1, we reduce the boundary problem (l)-(2 ;/ ) to the pseudo-differential equation (aS + γ + β)u = f on Γ (Proposition 1.2) and introduce Hubert spaces in which solutions of the equation are seeked by making use of the Lax-Milgram theorem. In Chapters 2, 3 and 4, we consider the boundary conditions, according to cases (I), (II) and (III), respectively. As in [5] , we use the variational approach, and apply the elliptic regularization. A special feature of the proofs is to introduce the appropriate auxiliary functions h in the respective types (I), (II) and (III) so that ha is positive on Γ\Γ 0 and vanishes on Γ θ9 etc. (see Lemmas 2.1 and 3.1), and to consider the equations Pu -f instead of the equation (aS + γ + β)u = /, where P == h(aS + γ + β) in case (I), P = (aS + γ + β)h in case (II) and P = h(aS + γ + β) in case (III). Fortunately, we can choose in respective cases pseudo-differential operators H of order zero so that (P + H)u = f are uniquely solvable for all / in some functional spaces. If we set u = Kf, it can be proved that the equation Pu = f is altered to the equation (1 -HK)g = f with u = Kg. In order to solve the latter equation, it is sufficient to show that the operator HK is compact (to apply the Riesz-Schauder theory).
In § §2.1, 3.1 and 4.1, we introduce h, H and treat (P + H)u = /. The equation Pu = f is considered in § § 2.2, 3.2 and 4.2. Sections 2.3, 3.3 and 4.3 are devoted to the uniqueness of solutions of Pu = /. Finally, in § § 2.4, 3.4 and 4.4, we return to the original problem (l)- (2) and prove the uniqueness, the existence and the regularity.
For the more general case where the singular manifold Γ o consists of finite number of disjoint manifold of types (I), (II) and (III), we can also formulate the similar results by virtue of the results obtained in the respective types and their local character.sion rc -1 and let A be the second order elliptic differential operator described in Introduction. Here we assume that Ω is of the form Γ X (0,1) near Γ and that A is defined and is elliptic in a larger domain Ω x with C°°-boundary such that Ω d Ω x . Near Γ we choose a coordinate system (x\ x n ) such that x f e Γ and x n is a normal coordinate on x\ Let {α>Jf =1 be a finite open covering of Γ and κ t be a C°°-coordinate transformation y = /^(x) such that ω* is mapped onto an open ball B t in Jϊ^" 1 with the origin as center and ω t Π Γ o onto {y ι -0} f] B t if ω f Π Γ o * 0, and such that γ is transformed to 3/3y x on ω* such that ω* Π Γ o ^ ^. Let {Cjί-i be a partition of unity subordinate to the covering {ω t γ iatl such that ^(ζ ; ) = 0 in a neighborhood of Γ Q for all j.
Let E s (s: real) be a pseudo-differential operator on JS"" 1 defined by where, as well as in the below, v(y) denotes a function on Bj defined by
and dσ is the Lebesgue measure on Γ.
1.1. Following [2] , in a neighborhood of Γ we write the differential operator A in (1) in the form A = Σ?=o AjD s ni where D n = i~Λdldx n (i = V -1) and Aj is a differential operator of order 2 -j acting along the parallel surface of Γ. Throughout this paper, we suppose the existence of the Green kernel G (pseudo-differential operator on ΩJ of A for the Dirichlet problem on Ω x . We denote by δ the surface measure on Γ. Then according to [ 
Furthermore, u 0 and u γ satisfy
where Q k (k -0,1) are the pseudo-differential operators on Γ of order -k defined by 
Proof. We refer to [2] for the proof of (a) and (b). Let π be a pseudo-differential operator given by
Then we can write ( 
It can be easily seen from (1.8) that the operator E = Re S + M (Re S = (S + S*)/2) is formally self-adjoint and positive, where S* is the formally adjoint of S. Hence there exists the square root θ of the closure of E in L\Γ) and so we have
The θ is also regarded as a pseudo-differential operator of order 1/2 and invertible. The norms ||0||i /2 and ||00|| o are equivalent. 
holds for every u e C™(Γ).
Proof. It is enough to prove the inequality |||ΓίiUL09)M)||r^ const. || M| | ,
θv).
Hence by Lemma A.2
which completes the proof.
Chapter 2. The case of type (I) 2.0. In this chapter, we suppose the manifold Γ o to be of type (I). For simplicity, we assume a ^ 0 throughout Γ. This case was treated also in [4] , but the formulation has a little difference. Let iϊ be a pseudo-differential operator on Γ defined by
H=Rha '
Sf and set, for ε such that 0 < ε ^ 1,
Qλu, v] = Q[u, v] + (Hu, υ) + ε((S + M)u, v).
Then it easily follows from (1.9), (2.1) and (2.2) that there exists two positive constants c 2 , C independent of ε such that In this section, we denote generally by C various constants independent of ε, 0 < ε <J 1, and write, for brevity, as u = u e and T = T ( S J) in the below. Since
X. = (e-*[S, T]u y θhaTu) + ([a, T]Su, hTu)
it easily follows from Lemmas A.I and A.2 that
Accordingly, for every δ > 0 there exists a constant C δ > 0 such that
Similarly, since (Γ) .
Moreover it easily follows that HK is a continuous mapping of H S (Γ) into H S+1/2 (Γ). Accordingly, HK is a compact operator on H S (Γ).
Applying the Riesz-Schauder theory, we can establish the main theorem of this section. THEOREM 2.3. We shall study the possibility of dimiV=0 in the preceding theorem. For this purpose we first state a lemma which is similar to Lemma 2 in [4] . Using Lemma 2.1, we can easily prove it. LEMMA 
(i) Let s ^ 1/2 and fe H S (Γ). Then the equation (2.13) admits a solution u e H S (Γ) if and only if f is orthogonal to a finite-dimensional subspaces 2V S of H S (Γ), which has the same dimension as N = {ue H S (Γ); (aS+ γ + β)u = 0}. (ii) Every solution u e H s (Γ)(s ^ 1/2) of (2.13) belongs to H t (Γ) if fe H t (Γ) with t > s. only (ii

We can find a function q(x) e C°°(Ω) satisfying
(ii) there exist two positive constants k and d such that ) with γ transversal from Γ_ to Γ + on Γ o .
After Lemma 2.1, we first introduce an auxiliary function h.
Note that this h is different from h in Lemma 2.1. 
Q.[u, v] = Q[u, v] + (Hu, v) + ε((S + M)u, v).
It then follows from (3.1) that
L
Re Q, [u, u] 
7, = ([εS, T]u, Tu) ,
Zj = {[hγ, T]u, Tu)
and that for every δ > 0 there exists a constant C δ > 0 such that 
+ ΈLeΣ([h, T]γu, Tu)).
Here and in the following, the letters C, C o , Q stand for positive constants. Now we shall estimate the last term of (3.6). On ω 5 Q.E.D.
3.4. We return again to the problem (l)- (2) . We shall say a function U contained in H s+ί (Ω) to vanish on Γ o , if there exists Uι^H t+m (Γ) such that U = hu x on Γ. In that case we write briefly U = 0 on Γ o . that is, solve the equation
To do so we consider the equation Let H be a pseudo-differential operator on Γ defined by
h*M -W«,0\, θ) _ [ha, S-S*\
and set, for ε such that 0 < ε <^ 1,
Qλu, v] = Q[u, v] + (Hu, v) + e((S + M)u, v).
It then follows from (4.2) and (4. as T and u ε as u 9 we have, for j= 1, --,A 
This and (3.5) show that for every δ there exists a constant C δ > 0 such that
By the same argument as in the above, we can obtain, for every δ > 0,
with a constant C δ > 0. For each /^, we can find Uj in $, satisfying (4.11) with / = / i# As is easily seen, u 3 converges in $ s asj->oo and the limit u satisfies (4.11). Finally we shall prove the uniqueness of u in H 0 (Γ). To do so, we consider the dual problem Proof. The first half of the theorem is obvious. We only prove (4.27). Let V and υ be the same as in the proof of the preceding theorem and w be a solution in Jf n (Γ) of (4.23). Then we can write as U = V + W, where W is defined by (4.24). Consequently, we have by (4.21), (4.22) and (4.26) 
