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Abstract
The polar transformation of a binary erasure channel (BEC) can be exactly approximated by other BECs. Arıkan
proposed that polar codes for a BEC can be efficiently constructed by using its useful property. This study proposes a
new class of arbitrary input generalized erasure channels, which can be exactly approximated the polar transformation
by other same channel models, as with the BEC. One of the main results is the recursive formulas of the polar
transformation of the proposed channel. In the study, we evaluate the polar transformation by using the α-mutual
information. Particularly, when the input alphabet size is a prime power, we examines the following: (i) inequalities
for the average of the α-mutual information of the proposed channel after the one-step polar transformation, and (ii)
the exact proportion of polarizations of the α-mutual information of proposed channels in infinite number of polar
transformations.
I. INTRODUCTION
Polar codes were proposed by Arıkan [2] as capacity achieving codes with low coding complexities for binary-input
symmetric discrete memoryless channels (DMCs). Previously, polar codes were generalized from binary codes to
q-ary codes, q ≥ 3. The studies of q-ary polar codes are broadly divided into the following two approaches: The
first approach is the strong polarization [9], [17], [18], i.e., the DMC is polarized to either noiseless or pure noisy
channel. The second approach is the weak polarization [6], [10]–[12], [14], [16], i.e., the DMC is polarized to
partially noiseless channels. The weak polarization is also called the multilevel polarization [10], [14], [16]. In this
study, we consider the weak polarization.
To construct polar codes, channel parameters of virtual channels, generated by the polar transformation, are needed.
Commonly used channel parameters are the symmetric capacity and the Bhattacharyya parameter; however, these
computational complexities grow double-exponentially with the number of polar transformations. In the binary-input
case, Tal and Vardy [22] proposed an efficient solution to these computational complexities by approximating the
polar transformation for each time. In particular, it is known that the polar transformation of the binary erasure
channel (BEC) can be exactly approximated by other BECs (cf. Proposition 1). Similarly, it is also known that
the polar transformation of the q-ary ordered erasure channel (q-OEC), defined by Park and Barg [13, p. 2285],
can be also exactly approximated by other q-OECs when q is a power of two (cf. [14, Section III]). Furthermore,
Sahebi and Pradhan showed recursive formulas [16, Eqs. (3) and (4)] of the polar transformation of the senary-input
channel, defined in [16, Fig. 4: Channel 2].
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In this study, we propose a new class of q-ary input DMCs V , as Definition 2 in Section III. Since Definition 2
contains BECs, q-OECs, and [16, Fig. 4: Channel 2], the proposed channel V is defined as a generalization of
these channels. To evaluate the polar transformation, we employ the α-mutual information [23] with the uniform
input distribution, as defined in (5), rather than the symmetric capacity, the Bhattacharyya parameter, and Gallager’s
E0 function [5]. In the paper, we call it the symmetric capacity of order α. One of the main results is shown in
Theorem 1, which gives the recursive formulas of the polar transformation of the proposed channel V , as with
Proposition 1. Moreover, when the input alphabet size q is a prime power, we investigate the polar transformation
of the proposed channel V in more detail. Then, we derive the following two results: (i) inequalities for the average
of the symmetric capacity of order α after the one-step polar transformation (cf. Corollary 2 and Fig. 4), and
(ii) the exact proportion of the convergences of the symmetric capacity of order α in infinite number of polar
transformations (cf. Theorem 2 and Fig. 2).
II. PRELIMINARIES
A. Discrete memoryless channels and channel parameters
Consider the DMC as follows: For an integer q ≥ 2, let Zq := {0, 1, . . . , q − 1} and Y be the input and
output alphabets, respectively, where Zq is called a complete residue system modulo q. Note that the input
alphabet size is denoted by q. Then, the DMC W : Zq → Y consists of a transition probability distribution
{W (y | x) | (x, y) ∈ Zq × Y}. In this study, the input distribution PX is restricted to the uniform distribution on
Zq , i.e., PX(x) = 1/q for all x ∈ Zq .
We first introduce four kinds of channel parameters for DMCs. Let ln denote the natural logarithm. The symmetric
capacity of W : Zq → Y is denoted by
I(W ) :=
∑
y∈Y
∑
x∈Zq
1
q
W (y | x) ln W (y | x)∑
x′∈Zq (1/q)W (y | x′)
, (1)
which is the mutual information between the input and output of W under the uniform input distribution. In the
channel coding theorem [19], it is shown that I(W ) is the supremum of achievable rates through the DMC W under
the uniform input distribution. In uncoded schemes, the average probability of error with a maximum likelihood
decoder is calculated by
Pe(W ) := 1−
∑
y∈Y
1
q
max
x∈Zq
W (y | x) (2)
for W : Zq → Y , where note that 0 ≤ Pe(W ) ≤ (q − 1)/q for any W . Moreover, the average Bhattacharyya
distance of W , defined by S¸as¸og˘lu et al. [18, Eq. (7)], is denoted by
Z(W ) :=
1
q(q − 1)
∑
x,x′∈Zq :
x 6=x′
∑
y∈Y
√
W (y | x)W (y | x′), (3)
which is used to bounds on Pe(W ) and I(W ) (cf. [18, Propositions 2 and 3]). Furthermore, the E0 function of W ,
defined by Gallager [5, Eq. (5.6.14)], with the uniform input distribution is denoted by
E0(ρ,W ) := − ln
[∑
y∈Y
( ∑
x∈Zq
1
q
W (y | x)1/(1+ρ)
)1+ρ]
(4)
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for ρ ∈ (−1,∞), which is used in error exponents for DMCs (cf. [3], [5], [21]). Note that Alsan and Telatar [1]
investigated that Arıkan’s original polar transformation [2, Eqs. (17) and (18)] for binary-input DMCs W increases
the average of the E0 functions for each ρ ≥ 0.
Instead of the channel parameters (1)–(4), in this study, we use the symmetric capacity of order α, which is
defined by
Iα(W ) :=
α
α− 1 ln
[∑
y∈Y
( ∑
x∈Zq
1
q
W (y | x)α
)1/α]
(5)
for a channel W : Zq → Y and α ∈ (0, 1)∪ (1,∞), where the quantity (5) is identical to the mutual information of
order α, defined by Arimoto [4, Eq. (16)], under the uniform input distribution. In addition, the quantity (5) is also
identical to the α-mutual information [23, Eq. (53)] under uniform input distribution, and it was recently studied by
Ho and Verdu´ [7]. Following [7, Theorem 4], for α ∈ {0, 1,∞}, we also define the symmetric capacity of order α
as follows:
I0(W ) := lim
α→0+
Iα(W ) = min
y∈Y
(
ln
q
|{x ∈ Zq |W (y | x) > 0}|
)
, (6)
I1(W ) := lim
α→1
Iα(W ) = I(W ), (7)
I∞(W ) := lim
α→∞ Iα(W ) = ln
(∑
y∈Y
max
x∈Zq
W (y | x)
)
, (8)
where | · | denotes the cardinality of the finite set. We now readily see the following identities:
Iα(W ) =
α
1− αE0
(
1− α
α
,W
)
for α ∈ (0, 1) ∪ (1,∞), (9)
I1/2(W ) = E0(1,W ) = ln
q
1 + (q − 1)Z(W ) , (10)
I∞(W ) = (ln q) + ln
(
1− Pe(W )
)
, (11)
where E0(1,W ) is called the (symmetric) cutoff rate. Thus, the symmetric capacity of order α, denoted by Iα(W ),
is closely related to I(W ), Pe(W ), Z(W ), and E0(ρ,W ); and therefore, we employ Iα(W ) for α ∈ [0,∞] to
evaluate the channel parameters (1)–(4) in the study.
B. Polar transformations for q-ary input channels with q ≥ 2
For γ ∈ Zq , we define the mapping fγ : Z2q → Zq as
fγ(u1, u2) := u1 ⊕ (γ ⊗ u2), (12)
where ⊕ and ⊗ denote the addition and multiplication modulo q, respectively. Using the mapping fγ : Z2q → Zq,
we now introduce the one-step polar transformation used in the study as follows. For a DMC W : Zq → Y , the
one-step polar transformation creates the channel W 0 : Zq → Y2 as
W 0(y1, y2 | u1) :=
∑
u′2∈Zq
1
q
W (y1 | fγ(u1, u′2))W (y2 | u′2), (13)
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and the channel W 1 : Zq → Y2 × Zq as
W 1(y1, y2, u1 | u2) := 1
q
W (y1 | fγ(u1, u2))W (y2 | u2). (14)
In the paper, the above polar transformation is denoted by W
γ7→ (W 0,W 1). Note that, if γ = 1, then the polar
transformation W 17→ (W 0,W 1) is reduced to the polar transformation discussed by Park and Barg [14] and Sahebi
and Pradhan [16].
Remark 1. We now consider the binary operation ∗ on Zq as u1 ∗ u2 := fγ(u1, u2), defined in (12). Let gcd(a, b)
denote the greatest common divisor of a, b ∈ N, and let Z×q := {z ∈ Zq | gcd(z, q) = 1} denote a reduced residue
system modulo q. If γ ∈ Z×q , then it is easy to see that (Zq, ∗) forms a quasigroup (cf. [12, Definition 1]). Therefore,
it follows from [12, Theorem 1] that the polar transformation W
γ7→ (W 0,W 1) with γ ∈ Z×q behaves the weak
polarization. However, if γ /∈ Z×q , then (Zq, ∗) does not form a quasigroup in general. Thus, in this paper, we only
consider the mapping fγ : Z2q → Zq for γ ∈ Z×q .
Let N := {1, 2, . . . } be the set of positive integers, and let N0 := N ∪ {0} be the set of nonnegative integers.
After the n-step polar transformations of a channel W for n ∈ N, the channel W (i)2n : Zq → Y2
n × Ziq is created by
W
(i)
2n :=
( · · · ((W b1)b2)b3 · · · )bn (15)
for each i ∈ {0, 1, . . . , 2n − 1}, where suppose that W (0)0 := W , and (b1, b2, . . . , bn) ∈ {0, 1}n is the binary
representation of the index i. Note that the most significant bit of (b1, b2, . . . , bn) is b1. The channel W
(i)
2n is
sometimes called the virtual channel. Since the output alphabet size
∣∣Y2n × Ziq∣∣ of the channel W (i)2n grows double-
exponentially with the number n of polar transformations, the computation of Iα
(
W
(i)
2n
)
turns out to be complicate
with increasing n. This computational difficulty is a main factor that polar codes are hard to construct in general.
Fortunately, the quantity Iα
(
W
(i)
2n
)
can be easily calculated when W is a BEC. To see this computational simplicity,
we now define an equivalence relation of q-ary input DMCs in the sense of the polar transformations as follows:
Definition 1. A q-ary input channel W is said to be equivalent to another q-ary input channel W ′ if
Iα
(
W
(i)
2n
)
= Iα
(
(W ′)(i)2n
)
(16)
for any n ∈ N0, i ∈ {0, 1, . . . , 2n − 1}, and α ∈ [0,∞].
Definition 1 means that, if W is equivalent to W ′, then both of these polar transformations are identically behaved
in the sense of the symmetric capacity of order α. Note that the equivalence of Definition 1 is given in a similar
sense to [9, Eqs. (2) and (3)]. We now consider the BEC WBEC : {0, 1} → {0, 1, ?} with an erasure probability
ε ∈ [0, 1] as
WBEC(y | x) :=

1− ε if y = x,
ε if y = ?,
0 otherwise.
(17)
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For simplicity, we denote by BEC(ε) the BEC which the erasure probability is ε ∈ [0, 1]. It is known that the polar
transformation of BECs can be easily analyzed, as shown in the following proposition.
Proposition 1 ([2, Proposition 6]). Consider the polar transformation WBEC
17→ (W 0BEC,W 1BEC) for WBEC ≡
BEC(ε). Then, the channels W 0BEC and W
1
BEC are equivalent to BEC(2ε− ε2) and BEC(ε2), respectively.
Proposition 1 shows that the polar transformation of a BEC can be exactly approximated by other BECs again.
Therefore, it is sufficient to propagate the erasure probability ε recursively with the formulas 2ε− ε2 and ε2.
III. A CLASS OF GENERALIZED ERASURE CHANNELS V
In this section, we propose a generalization of erasure channels, and consider the polar transformations of its
channel. Let Z := {. . . ,−2,−1, 0, 1, 2, . . . } be the set of integers. The set of integers modulo m ∈ N is denoted
by Z/mZ := {[r]m | r ∈ Z}, where [r]m := {z ∈ Z | z ≡ r (mod m)} is the residue class of r ∈ Z modulo m.
Moreover, let Dm := {d ∈ N | d ≡ 0 (mod m)} be the set of positive divisors of m ∈ N. When we denote by
(xi : i ∈ I) a vector with an index set I, we define the proposed channel V of the study as follows:
Definition 2. If the input alphabet size is q, then the channel V : Zq → Y is defined by Y =
⋃
d∈Dq
(
Z/dZ
)
and
V (y | x) :=
εd if y = [x]d for some d ∈ Dq,0 otherwise (18)
for a given probability vector (εd : d ∈ Dq), where note that
∑
d∈Dq εd = 1 and εd ≥ 0 for all d ∈ Dq .
Note that the channel V of Definition 2 is symmetric (cf. [5, p. 94]). As with the notation BEC(ε), we also
denote by V(q)(εd : d ∈ Dq) the q-ary input channel V with the probability vector (εd : d ∈ Dq). It is easy to see
that, if the input alphabet is binary, i.e., q = 2, then V(2)(ε1, ε2) is reduced to BEC(ε1). Hence, it follows that
Definition 2 contains the BEC. In addition, if the input alphabet size q is a prime number, then V(q)(ε1, εq) is also
reduced to the (conventional) q-ary erasure channel (cf. [8, p. 589]). The following example shows the senary-input
channel V of Definition 2, i.e., when the input alphabet size q = 6 = 2 · 3 is composite.
Example 1. In the case of q = 6, we now check an example of Definition 2. The input alphabet is Z6 =
{0, 1, 2, 3, 4, 5}. Since D6 = {1, 2, 3, 6}, the output alphabet is Y =
(
Z/1Z
) ∪ (Z/2Z) ∪ (Z/3Z) ∪ (Z/6Z) =
{[0]1}∪ {[0]2, [1]2}∪ {[0]3, [1]3, [2]3}∪ {[0]6, [1]6, [2]6, [3]6, [4]6, [5]6}. Therefore, the channel V : Z6 → Y is given
by
V (y | x) =

ε6 if y = [x]6,
ε3 if y = [x]3,
ε2 if y = [x]2,
ε1 if y = [x]1 (= Z),
0 otherwise
(19)
September 22, 2018 DRAFT
for a 4-dimensional probability vector (εd : d ∈ D6) = (ε1, ε2, ε3, ε6). This channel is denoted by V(6)(ε1, ε2, ε3, ε6),
and it is identical to [16, Fig. 4: Channel 2].
Furthermore, it can be seen that Definition 2 contains the q-OEC, defined by Park and Barg [13, p. 2285], when
the input alphabet size q is a prime power, i.e., q = pm for some prime p and some m ∈ N.
We now consider the polar transformation for the channel V . Let lcm(a, b) be the least common multiple of
a, b ∈ N. The following theorem shows that the channel V has an useful property in terms of the polar transformation,
as with the BEC (cf. Proposition 1).
Theorem 1. Consider the polar transformation V γ7→ (V 0, V 1) for V ≡ V(q)(εd : d ∈ Dq). If γ ∈ Z×q := {z ∈
Zq | gcd(z, q) = 1}, then the channels V 0 and V 1 are equivalent to V(q)(ε−d : d ∈ Dq) and V(q)(ε+d : d ∈ Dq),
respectively, where (ε−d : d ∈ Dq) and (ε+d : d ∈ Dq) are given by
ε−d =
∑
d1,d2∈Dq :
gcd(d1,d2)=d
εd1 εd2 and ε
+
d =
∑
d1,d2∈Dq :
lcm(d1,d2)=d
εd1 εd2 (20)
for d ∈ Dq , respectively.
Proof of Theorem 1: We first introduce a part of the Chinese reminder theorem as follows.
Lemma 1 (Chinese reminder theorem). For any z1, z2 ∈ Z and d1, d2 ∈ N, the system of two congruences
z1 ≡ r′ (mod d1), (21)
z2 ≡ r′ (mod d2) (22)
has a unique solution r′ ∈ Z modulo lcm(d1, d2) if and only if z1 ≡ z2 (mod gcd(d1, d2)) holds.
In addition, we present the following lemma.
Lemma 2. For a channel W : Zq → Y , we define an output subalphabet
B(y) := {y′ ∈ Y | ∀x ∈ Zq, PX|Y (x | y′) = PX|Y (x | y)} (23)
for y ∈ Y , where PX|Y is the a posteriori probability distribution of W . Moreover, the channel W∗ : Zq → Y∗ with
respect to W is defined by
W∗(B(y) | x) :=
∑
y′∈B(y)
W (y′ | x) (24)
for (x,B(y)) ∈ Zq × Y∗, where the output alphabet Y∗ is given by Y∗ := {B(y) | y ∈ Y}. Then, the channel W is
equivalent to the channel W∗ in the sense of Definition 1.
Lemma 2 can be derived from the equivalence relation i∼, discussed in [9, p. 2722]. Lemma 2 implies that groups
of output symbols, which have same a posteriori distribution, can be merged into one symbol.
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Let q ≥ 2 be a fixed integer. For a pair of uniformly distributed random variables (U1, U2) ∈ Z2q , i.e., the pair of
random variables (U1, U2) follows the uniform distribution
PU1,U2(u1, u2) =
1
q2
(25)
for (u1, u2) ∈ Z2q , we define the pair of random variables (X1, X2) as
(X1, X2) := (fγ(U1, U2), U2), (26)
where the mapping fγ : Z2q → Zq is defined in (12) for a fixed γ ∈ Zq . That is, we consider the following system:
U1 + γ U2 ≡ X1 (mod q), (27)
U2 ≡ X2 (mod q). (28)
In (26), suppose throughout the proof that γ ∈ Z×q := {z ∈ Zq | gcd(z, q) = 1}. Since the congruence γ u ≡ x
(mod q) has a unique solution u modulo q for a given x if gcd(γ, q) = 1, it follows from (27) and (28) that the
pairs (U1, U2) ∈ Z2q and (X1, X2) ∈ Z2q are in one to one correspondence when γ ∈ Z×q . Moreover, since (U1, U2)
follows the uniform distribution on Z2q , the pair (X1, X2) also follows the uniform distribution on Z2q when γ ∈ Z×q .
Namely, both of the probability distributions PX1 of X1 and PX2 of X2 satisfy
PX1(x1) = PX2(x2) =
1
q
(29)
for x1, x2 ∈ Zq .
Let Y = ⋃d∈Dq (Z/dZ) = {[r]d | d ∈ Dq and r ∈ Zd}. For two random variables X1 and X2 generated by
(26), we now consider two pairs of random variables (X1, Y1), (X2, Y2) ∈ Zq ×Y which follow the joint probability
distribution
PX1,X2,Y1,Y2(x1, x2, y1, y2) = PX1,Y1(x1, y1)PX2,Y2(x2, y2) (30)
for (x1, x2, y1, y2) ∈ Z2q × Y2, where the conditional distributions PY1|X1 and PY2|X2 are given by
PY1|X1(y1 | x1) := V (y1 | x1), (31)
PY2|X2(y2 | x2) := V (y2 | x2) (32)
for (x1, y1) ∈ Zq × Y and (x2, y2) ∈ Zq × Y , respectively, and the channel V : Zq → Y is defined in Definition 2.
Note that the independence between (X1, Y1) and (X2, Y2), as shown in (30), comes from the following two
hypotheses: (i) the channel V is memoryless, and (ii) the channel V is used without feedback. Summing over all
(x1, x2) ∈ Z2q for both sides of (30), we see that
PY1,Y2(y1, y2) = PY1(y1)PY2(y2) (33)
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for (y1, y2) ∈ Y2. Moreover, direct calculations show
PY1([r]d) =
∑
x∈Zq
PX1,Y1(x, [r]d) (34)
(29)
=
∑
x∈Zq
1
q
PY1|X1([r]d | x) (35)
(31)
=
∑
x∈Zq
1
q
V ([r]d | x) (36)
(18)
=
∑
x∈Zq∩[r]d
εd
q
(37)
(a)
=
q
d
× εd
q
(38)
=
εd
d
, (39)
PX1|Y1(x | [r]d) =
PX1,Y1(x, [r]d)
PY1([r]d)
(40)
(29)
=
(
1
q
PX1|Y1([r]d | x)
)/
PY1([r]d) (41)
(31)
=
(
1
q
V ([r]d | x)
)/
PY1([r]d) (42)
(39)
=
(
1
q
V ([r]d | x)
)/(
εd
d
)
(43)
=
d
q
× V ([r]d | x)
εd
(44)
(18)
=
d/q if x ∈ [r]d,0 otherwise (45)
for (x, [r]d) ∈ Zq × Y , where (a) follows by Lagrange’s theorem. We divide this proof into the following two parts:
A. First part: Channel V 0
In the first part, we consider the channel V 0 : Zq → Y2, which is generated by V γ7→ (V 0, V 1), as
V 0(y1, y2 | u1) (13)=
∑
u′2∈Zq
1
q
V (y1 | fγ(u1, u′2))V (y2 | u′2) (46)
(29)
=
∑
u′2∈Zq
PX2(u
′
2)V (y1 | fγ(u1, u′2))V (y2 | u′2) (47)
(31)
=
∑
u′2∈Zq
PX2(u
′
2)PY1|X1(y1 | fγ(u1, u′2))V (y2 | u′2) (48)
(32)
=
∑
u′2∈Zq
PX2(u
′
2)PY1|X1(y1 | fγ(u1, u′2))PY2|X2(y2 | u′2) (49)
=
∑
u′2∈Zq
PX1(fγ(u1, u
′
2))PX2(u
′
2)PY1|X1(y1 | fγ(u1, u′2))PY2|X2(y2 | u′2)
PX1(fγ(u1, u
′
2))
(50)
=
∑
u′2∈Zq
PX1,Y1(fγ(u1, u
′
2), y1)PX2,Y2(u
′
2, y2)
PX1(fγ(u1, u
′
2))
(51)
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(30)
=
∑
u′2∈Zq
PX1,X2,Y1,Y2(fγ(u1, u
′
2), u
′
2, y1, y2)
PX1(fγ(u1, u
′
2))
(52)
(26)
=
∑
u′2∈Zq
PU1,U2,Y1,Y2(u1, u
′
2, y1, y2)
PU1(u1)
(53)
=
∑
u′2∈Zq
PU2,Y1,Y2|U1(u
′
2, y1, y2 | u1) (54)
= PY1,Y2|U1(y1, y2 | u1) (55)
for (u1, y1, y2) ∈ Zq × Y2. From (33) and (39), we get
min{εd1 , εd2} > 0 ⇐⇒ PY1,Y2([r1]d1 , [r2]d2) > 0 (56)
for ([r1]d1 , [r2]d2) ∈ Y2. With attention to (56), the a posteriori probability of (55) is given by
PU1|Y1,Y2(u1 | y1, y2) =
PU1,Y1,Y2(u1, y1, y2)
PY1,Y2(y1, y2)
(57)
=
∑
u′2∈Zq PU1,U2,Y1,Y2(u1, u
′
2, y1, y2)
PY1,Y2(y1, y2)
(58)
(26)
=
∑
u′2∈Zq PX1,X2,Y1,Y2(fγ(u1, u
′
2), u
′
2, y1, y2)
PY1,Y2(y1, y2)
(59)
(30)
=
∑
u′2∈Zq PX1,Y1(fγ(u1, u
′
2), y1)PX2,Y2(u
′
2, y2)
PY1,Y2(y1, y2)
(60)
(33)
=
∑
u′2∈Zq PX1,Y1(fγ(u1, u
′
2), y1)PX2,Y2(u
′
2, y2)
PY1(y1)PY2(y2)
(61)
=
∑
u′2∈Zq
PX1|Y1(fγ(u1, u
′
2) | y1)PX2|Y2(u′2 | y2) (62)
for (u1, y1, y2) ∈ Zq × Y2. Since
PX1|Y1(fγ(u1, u
′
2) | [r1]d1) (45)=
d1/q if u1 + γ u
′
2 ≡ r1 (mod d1),
0 otherwise
(63)
for (u1, u′2, [r1]d1) ∈ Z2q × Y , and
PX2|Y2(u
′
2 | [r2]d2) (45)=
d2/q if u
′
2 ≡ r2 (mod d2),
0 otherwise
(64)
for (u′2, [r2]d2) ∈ Zq × Y , a term of the summation of the right-hand side of (62) satisfies
PX1|Y1(fγ(u1, u
′
2) | [r1]d1)PX2|Y2(u′2 | [r2]d2) =

d1 · d2
q2
if u1 + γ u
′
2 ≡ r1 (mod d1),
u′2 ≡ r2 (mod d2),
0 otherwise
(65)
for (u1, u′2, [r1]d1 , [r2]d2) ∈ Z2q × Y2. In (65), the system of two congruences
u1 + γ u
′
2 ≡ r1 (mod d1), (66)
u′2 ≡ r2 (mod d2) (67)
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can be rewritten as
γ−1(r1 − u1) ≡ u′2 (mod d1), (68)
r2 ≡ u′2 (mod d2), (69)
where note that, for any d ∈ Dq and γ ∈ Z×q , there exists a unique modular multiplicative inverse γ−1 ∈ Zd of γ,
i.e., γ−1γ ≡ 1 (mod d), since gcd(γ, d) = 1 for each d ∈ Dq and γ ∈ Z×q . Then, Lemma 1 shows that the system
of two congruences (68) and (69) has a unique solution u′2 ∈ Zq modulo lcm(d1, d2) if and only if
γ−1(r1 − u1) ≡ r2 (mod gcd(d1, d2)). (70)
Thus for any γ ∈ Z×q and (u1, [r1]d1 , [r2]d2) ∈ Zq × Y2, if the congruence (70) holds, there exists a unique
r′ ∈ Zlcm(d1,d2) such that
PX1|Y1(fγ(u1, u
′
2) | [r1]d1)PX2|Y2(u′2 | [r2]d2) =

d1 · d2
q2
if r′ ≡ u′2 (mod lcm(d1, d2)),
0 otherwise
(71)
for u′2 ∈ Zq; and hence, we get
PU1|Y1,Y2(u1 | [r1]d1 , [r2]d2)
(62)
=
∑
u′2∈Zq
PX1|Y1(fγ(u1, u
′
2) | [r1]d1)PX2|Y2(u′2 | [r2]d2) (72)
(71)
=
∑
u′2∈Zq∩[r′]lcm(d1,d2)
d1 · d2
q2
(73)
(a)
=
q
lcm(d1, d2)
× d1 · d2
q2
(74)
(b)
=
gcd(d1, d2)
q
(75)
for (u1, [r1]d1 , [r2]d2) ∈ Zq × Y2, where (a) follows by Lagrange’s theorem and (b) follows by the identity
gcd(d1, d2) · lcm(d1, d2) = d1 · d2. (76)
On the other hand, if the congruence (70) does not hold, then Lemma 1 shows
PX1|Y1(fγ(u1, u
′
2) | [r1]d1)PX2|Y2(u′2 | [r2]d2) = 0 (77)
for (u1, u′2, [r1]d1 , [r2]d2) ∈ Z2q × Y2. Therefore, combining (75) and (77), we have
PU1|Y1,Y2(u1 | [r1]d1 , [r2]d2) =

gcd(d1, d2)
q
if r1 − γ r2 ≡ u1 (mod gcd(d1, d2)),
0 otherwise
(78)
for (u1, [r1]d1 , [r2]d2) ∈ Zq × Y2, where note that the congruence (70) is equivalent to
r1 − γ r2 ≡ u1 (mod gcd(d1, d2)). (79)
Then, for the a posteriori probability distribution (78), we observe that
B(([r1]d1 , [r2]d2)) =
([r′1]d′1 , [r′2]d′2) ∈ Y2
∣∣∣∣∣∣ gcd(d
′
1, d
′
2) = gcd(d1, d2),
r′1 − γ r′2 ≡ r1 − γ r2 (mod gcd(d1, d2))
 (80)
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for ([r1]d1 , [r2]d2) ∈ Y2, where B(·) is defined in (23). Note that the set B
(
([r1]d1 , [r2]d2)
)
of (80) is identical to
the set
B′([r]d) =
([r′1]d′1 , [r′2]d′2) ∈ Y2
∣∣∣∣∣∣ gcd(d
′
1, d
′
2) = d,
r′1 − γ r′2 ≡ r (mod d)
 (81)
for [r]d ∈ Y when d = gcd(d1, d2) and r ≡ r1 − γ r2 (mod d). Moreover, the channel V 0∗ : Zq → (Y2)∗ with
respect to V 0 : Zq → Y2 is given by
V 0∗ (B′([r]d) | u1) (24)=
∑
(y1,y2)∈B′([r]d)
V 0(y1, y2 | u1) (82)
(81)
=
∑
d1,d2∈Dq :
gcd(d1,d2)=d
∑
(r1,r2)∈Zd1×Zd2 :
r1−γr2≡r (mod d)
V 0([r1]d1 , [r2]d2 | u1) (83)
(55)
=
∑
d1,d2∈Dq :
gcd(d1,d2)=d
∑
(r1,r2)∈Zd1×Zd2 :
r1−γr2≡r (mod d)
PY1,Y2|U1([r1]d1 , [r2]d2 | u1) (84)
=
∑
d1,d2∈Dq :
gcd(d1,d2)=d
∑
(r1,r2)∈Zd1×Zd2 :
r1−γr2≡r (mod d)
PU1,Y1,Y2(u1, [r1]d1 , [r2]d2)
PU1(u1)
(85)
=
∑
d1,d2∈Dq :
gcd(d1,d2)=d
∑
(r1,r2)∈Zd1×Zd2 :
r1−γr2≡r (mod d)
PY1,Y2([r1]d1 , [r2]d2)PU1|Y1,Y2(u1 | [r1]d1 , [r2]d2)
(1/q)
(86)
(33)
=
∑
d1,d2∈Dq :
gcd(d1,d2)=d
∑
(r1,r2)∈Zd1×Zd2 :
r1−γr2≡r (mod d)
q × PY1([r1]d1)× PY2([r2]d2)× PU1|Y1,Y2(u1 | [r1]d1 , [r2]d2)
(87)
(39)
=
∑
d1,d2∈Dq :
gcd(d1,d2)=d
∑
(r1,r2)∈Zd1×Zd2 :
r1−γr2≡r (mod d)
q × εd1
d1
× εd2
d2
× PU1|Y1,Y2(u1 | [r1]d1 , [r2]d2) (88)
(78)
=

∑
d1,d2∈Dq :
gcd(d1,d2)=d
∑
(r1,r2)∈Zd1×Zd2 :
r1−γr2≡r (mod d)
q εd1 εd2
d1 d2
× gcd(d1, d2)
q
if r1 − γ r2 ≡ u1 (mod gcd(d1, d2)),
0 otherwise
(89)
=

∑
d1,d2∈Dq :
gcd(d1,d2)=d
∑
(r1,r2)∈Zd1×Zd2 :
r1−γr2≡r (mod d)
εd1 εd2
d1 d2
× gcd(d1, d2) if r ≡ u1 (mod d),
0 otherwise
(90)
(a)
=

∑
d1,d2∈Dq :
gcd(d1,d2)=d
d1 d2
gcd(d1, d2)
× εd1 εd2
d1 d2
× gcd(d1, d2) if r ≡ u1 (mod d),
0 otherwise
(91)
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=
∑
d1,d2∈Dq :
gcd(d1,d2)=d
εd1 εd2 if [r]d = [u1]d,
0 otherwise
(92)
for (u1,B′([r]d)) ∈ Zq × (Y2)∗, where the output alphabet (Y2)∗ is given by
(Y2)∗ = {B′([r]d) | d ∈ Dq and r ∈ Zd} (93)
and (a) follows by Lagrange’s theorem. Since (Y2)∗ is isomorphic to Y with the mapping B′(·), the right-hand
side of (92) implies that the channel V 0∗ is identical to the channel of Definition 2 with the probability vector
(ε−d : d ∈ Dq) calculated by (20); and therefore, Lemma 2 proves Theorem 1 with respect to the channel V 0.
B. Second part: Channel V 1
In the second part, we consider the channel V 1 : Zq → Y2 × Zq , which is generated by V γ7→ (V 0, V 1), as
V 1(y1, y2, u1 | u2) (14)= 1
q
V (y1 | fγ(u1, u2))V (y2 | u2) (94)
(29)
= PX1(fγ(u1, u2))V (y1 | fγ(u1, u2))V (y2 | u2) (95)
(31)
= PX1(fγ(u1, u2))PY1|X1(y1 | fγ(u1, u2))V (y2 | u2) (96)
(32)
= PX1(fγ(u1, u2))PY1|X1(y1 | fγ(u1, u2))PY2|X2(y2 | u2) (97)
=
PX1(fγ(u1, u2))PX2(u2)PY1|X1(y1 | fγ(u1, u2))PY2|X2(y2 | u2)
PX2(u2)
(98)
=
PX1,Y1(fγ(u1, u2), y1)PX2,Y2(u2, y2)
PX2(u2)
(99)
(30)
=
PX1X2,Y1,Y2(fγ(u1, u2), u2, y1, y2)
PX2(u2)
(100)
(26)
=
PU1U2,Y1,Y2(u1, u2, y1, y2)
PU2(u2)
(101)
= PY1,Y2,U1|U2(y1, y2, u1 | u2) (102)
for (u1, u2, y1, y2) ∈ Z2q × Y2. From (33), (39), and (78), we get
r1 − γ r2 ≡ u1 (mod gcd(d1, d2)) and min{εd1 , εd2} > 0 ⇐⇒ PU1,Y1,Y2(u1, [r1]d1 , [r2]d2) > 0 (103)
for (u1, [r1]d1 , [r2]d2) ∈ Zq × Y2. Thus, if the congruence (79) does not hold, then V 1(y1, y2, u1 | u2) = 0; and
therefore, we assume that the congruence (79) holds henceforth in the proof. With attention to (103), the a posteriori
probability of (102) is given by
PU2|Y1,Y2,U1(u2 | y1, y2, u1) =
PU1,U2,Y1,Y2(u1, u2, y1, y2)
PU1,Y1,Y2(u1, y1, y2)
(104)
=
PU1,U2,Y1,Y2(u1, u2, y1, y2)
PY1,Y2(y1, y2)PU1|Y1,Y2(u1 | y1, y2)
(105)
(26)
=
PX1,X2,Y1,Y2(fγ(u1, u2), u2, y1, y2)
PY1,Y2(y1, y2)PU1|Y1,Y2(u1 | y1, y2)
(106)
(30)
=
PX1,Y1(fγ(u1, u2), y1)PX2,Y2(u2, y2)
PY1,Y2(y1, y2)PU1|Y1,Y2(u1 | y1, y2)
(107)
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(33)
=
PX1,Y1(fγ(u1, u2), y1)PX2,Y2(u2, y2)
PY1(y1)PY2(y2)PU1|Y1,Y2(u1 | y1, y2)
(108)
=
PX1|Y1(fγ(u1, u2) | y1)PX2|Y2(u2 | y2)
PU1|Y1,Y2(u1 | y1, y2)
(109)
for (u1, u2, y1, y2) ∈ Z2q × Y2. Moreover, for any γ ∈ Z×q and (u1, [r1]d1 , [r2]d2) ∈ Zq × Y2, there exists a unique
r′ ∈ Zlcm(d1,d2) such that
PU2|Y1,Y2,U1(u2 | [r1]d1 , [r2]d2 , u1)
(109)
=
PX1|Y1(fγ(u1, u2) | [r1]d1)PX2|Y2(u2 | [r2]d2)
PU1|Y1,Y2(u1 | [r1]d1 , [r2]d2)
(110)
(75)
= PX1|Y1(fγ(u1, u2) | [r1]d1)PX2|Y2(u2 | [r2]d2)×
(
gcd(d1, d2)
q
)−1
(111)
(71)
=

d1 · d2
q2
× q
gcd(d1, d2)
if r′ ≡ u2 (mod lcm(d1, d2)),
0 otherwise
(112)
(76)
=

lcm(d1, d2)
q
if r′ ≡ u2 (mod lcm(d1, d2)),
0 otherwise
(113)
for u2 ∈ Zq . Then, for the a posteriori probability distribution (113), we observe that
B(([r1]d1 , [r2]d2 , u1)) =

([r′1]d′1 , [r
′
2]d′2 , u
′
1) ∈ Y2 × Zq
∣∣∣∣∣∣∣∣∣∣∣∣
lcm(d′1, d
′
2) = lcm(d1, d2),
∃!r ∈ Zlcm(d1,d2) such that
γ−1(r′1 − u′1) ≡ γ−1(r1 − u1) ≡ r (mod d1),
r′2 ≡ r2 ≡ r (mod d2)

(114)
for ([r1]d1 , [r2]d2 , u1) ∈ Y2 ×Zq , where B(·) is defined in (23). Note that the set B
(
([r1]d1 , [r2]d2 , u1)
)
of (114) is
identical to the set
B′′([r]d) =
([r1]d1 , [r2]d2 , u1) ∈ Y
2 × Zq
∣∣∣∣∣∣∣∣∣
lcm(d1, d2) = d,
γ−1(r1 − u1) ≡ r (mod d1),
r2 ≡ r (mod d2)
 (115)
for [r]d ∈ Y when d = lcm(d1, d2), γ−1(r1 − u1) ≡ r (mod d1), and r2 ≡ r (mod d2). Moreover, the channel
V 1∗ : Zq → (Y2 × Zq)∗ with respect to V 1 : Zq → Y2 × Zq is given by
V 1∗ (B′′([r]d) | u2) (24)=
∑
(y1,y2,u1)∈B′′([r]d)
V 1(y1, y2, u1 | u2) (116)
(115)
=
∑
d1,d2∈Dq :
lcm(d1,d2)=d
∑
(u1,r1,r2)∈Zq×Zd1×Zd2 :
γ−1(r1−u1)≡r (mod d1),
r2≡r (mod d2)
V 1([r1]d1 , [r2]d2 , u1 | u2) (117)
(102)
=
∑
d1,d2∈Dq :
lcm(d1,d2)=d
∑
(u1,r1,r2)∈Zq×Zd1×Zd2 :
γ−1(r1−u1)≡r (mod d1),
r2≡r (mod d2)
PY1,Y2,U1|U2([r1]d1 , [r2]d2 , u1 | u2) (118)
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=
∑
d1,d2∈Dq :
lcm(d1,d2)=d
∑
(u1,r1,r2)∈Zq×Zd1×Zd2 :
γ−1(r1−u1)≡r (mod d1),
r2≡r (mod d2)
PU1,U2,Y1,Y2(u1, u2, [r1]d1 , [r2]d2)
PU2(u2)
(119)
=
∑
d1,d2∈Dq :
lcm(d1,d2)=d
∑
(u1,r1,r2)∈Zq×Zd1×Zd2 :
γ−1(r1−u1)≡r (mod d1),
r2≡r (mod d2)
1
× PY1,Y2([r1]d1 , [r2]d2)PU1|Y1,Y2(u1 | [r1]d1 , [r2]d2)PU2|U1,Y1,Y2(u2 | u1, [r1]d1 , [r2]d2)
(1/q)
(120)
(33)
=
∑
d1,d2∈Dq :
lcm(d1,d2)=d
∑
(u1,r1,r2)∈Zq×Zd1×Zd2 :
γ−1(r1−u1)≡r (mod d1),
r2≡r (mod d2)
q PY1([r1]d1)PY2([r2]d2)
× PU1|Y1,Y2(u1 | [r1]d1 , [r2]d2)PU2|U1,Y1,Y2(u2 | u1, [r1]d1 , [r2]d2)
(121)
(39)
=
∑
d1,d2∈Dq :
lcm(d1,d2)=d
∑
(u1,r1,r2)∈Zq×Zd1×Zd2 :
γ−1(r1−u1)≡r (mod d1),
r2≡r (mod d2)
q × εd1
d1
× εd2
d2
× PU1|Y1,Y2(u1 | [r1]d1 , [r2]d2)PU2|U1,Y1,Y2(u2 | u1, [r1]d1 , [r2]d2)
(122)
(75)
=
∑
d1,d2∈Dq :
lcm(d1,d2)=d
∑
(u1,r1,r2)∈Zq×Zd1×Zd2 :
γ−1(r1−u1)≡r (mod d1),
r2≡r (mod d2)
q εd1 εd2
d1 d2
× gcd(d1, d2)
q
× PU2|U1,Y1,Y2(u2 | u1, [r1]d1 , [r2]d2)
(123)
(76)
=
∑
d1,d2∈Dq :
lcm(d1,d2)=d
∑
(u1,r1,r2)∈Zq×Zd1×Zd2 :
γ−1(r1−u1)≡r (mod d1),
r2≡r (mod d2)
εd1 εd2
lcm(d1, d2)
× PU2|U1,Y1,Y2(u2 | u1, [r1]d1 , [r2]d2)
(124)
(113)
=

∑
d1,d2∈Dq :
lcm(d1,d2)=d
∑
(u1,r1,r2)∈Zq×Zd1×Zd2 :
γ−1(r1−u1)≡r (mod d1),
r2≡r (mod d2)
εd1 εd2
lcm(d1, d2)
× lcm(d1, d2)
q
if r ≡ u2 (mod d),
0 otherwise
(125)
=

∑
d1,d2∈Dq :
lcm(d1,d2)=d
∑
(u1,r1,r2)∈Zq×Zd1×Zd2 :
γ−1(r1−u1)≡r (mod d1),
r2≡r (mod d2)
εd1 εd2
q
if [r]d = [u2]d,
0 otherwise
(126)
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V (ε−d ) V (ε
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n = 0
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V 0 V 1
Fig. 1: Recursive calculation of the polar transformation of the channel V (cf. Theorem 1). For simplicity, the channel V (εd) denotes
V(q)(εd : d ∈ Dq).
(a)
=

∑
d1,d2∈Dq :
lcm(d1,d2)=d
q × εd1 εd2
q
if [r]d = [u2]d,
0 otherwise
(127)
=

∑
d1,d2∈Dq :
lcm(d1,d2)=d
εd1 εd2 if [r]d = [u2]d,
0 otherwise
(128)
for (u2,B′′([r]d)) ∈ Zq × (Y2 × Zq)∗, where the output alphabet (Y2 × Zq)∗ is given by
(Y2 × Zq)∗ = {B′′([r]d) | d ∈ Dq and r ∈ Zd} (129)
and (a) follows by Lagrange’s theorem. Since (Y2×Zq)∗ is isomorphic to Y with the mapping B′′(·), the right-hand
side of (128) implies that the channel V 1∗ is identical to the channel of Definition 2 with the probability vector
(ε+d : d ∈ Dq) calculated by (20); and therefore, Lemma 2 proves Theorem 1 with respect to the channel V 1.
Since the polar transformation of the channel V(q)(εd : d ∈ Dq) can be exactly approximated by other channels
V(q)(ε
−
d : d ∈ Dq) and V(q)(ε+d : d ∈ Dq), it is enough to propagate the probability vector (εd : d ∈ Dq) recursively
by using (20). We illustrate this recursive calculation in Fig. 1. Using the recursive calculation, Figs. 2 and 3
illustrate the multilevel polarizations of the (ordinary) symmetric capacity I(V ) of the channel V with q = 27 and
q = 30, respectively.
It is easy to verify that Theorem 1 contains Proposition 1 as follows: Since V(2)(ε1, ε2) is BEC(ε1) and ε2 = 1−ε1,
it follows from Theorem 1 that
ε−1 =
∑
d1,d2∈Dq :gcd(d1,d2)=1
εd1εd2 (130)
= ε21 + 2ε1ε2 (131)
= ε21 + 2ε1(1− ε1) (132)
= 2ε1 − ε21, (133)
ε+1 =
∑
d1,d2∈Dq :lcm(d1,d2)=1
εd1εd2 (134)
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I
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(i)
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) ≈ ln 27
≈ ln 9
≈ ln 3
≈ 0
Fig. 2: Multilevel polarization of the symmetric capacity {I(V (i)2n ) | 0 ≤ i < 2n} of the channel V(q)(εd : d ∈ Dq) with q = 27 = 33,
(εd : d ∈ D27) = (ε1, ε3, ε9, ε27) = (1/10, 2/10, 3/10, 4/10), and n = 25. The proportion of I
(
V
(i)
2n
) ≈ ln d is nearly equal to εd for
each d ∈ D27 (cf. Theorem 2).
= ε21, (135)
which are identical to Proposition 1.
Remark 2. We now revisit the polar transformation of the channel W , defined in [16, Fig. 4: Channel 2]. When
we use the pair of recursive formulas [16, Eqs. (3) and (4)], it can be confirmed that I(W 0) + I(W 1) = 2I(W )
does not hold in general. However, when we use the pair of recursive formulas [15, Eq. (3)] and [16, Eq. (4)],
the identity I(W 0) + I(W 1) = 2I(W ) holds. Then, it can be verified that Theorem 1 yields the pair of recursive
formulas [15, Eq. (3)] and [16, Eq. (4)].
C. Special cases: the input alphabet size is a prime power
In this subsection, we consider the polar transformation of the channel V when the input alphabet size q is a
prime power, i.e., q = pm for some prime p and some m ∈ N. The following corollary is directly derived from
Theorem 1.
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index i (in increasing order of I
(
V
(i)
2n
)
)
sy
m
m
et
ri
c
ca
pa
ci
ty
I
( V(i) 2n
)
[nats]
I
(
V
(i)
2n
) ≈ 0
≈ ln 5
≈ ln 15
≈ ln 30
Fig. 3: Multilevel polarization of the symmetric capacity {I(V (i)2n ) | 0 ≤ i < 2n} of the channel V(q)(εd : d ∈ Dq) with q = 30 = 2 · 3 · 5,
(εd : d ∈ D30) = (ε1, ε2, ε3, ε5, ε6, ε10, ε15, ε30) = (0, 3/30, 5/30, 7/30, 3/30, 5/30, 7/30, 0), and n = 25.
Corollary 1. If the input alphabet size q is a prime power, then (20) can be rewritten as
ε−d = εd ·
(
εd + 2
∑
d′∈Dq :d′>d
εd′
)
, (136)
ε+d = εd ·
(
εd + 2
∑
d′∈Dq :d′<d
εd′
)
. (137)
In addition, it holds that
ε−d + ε
+
d = 2 εd (138)
for d ∈ Dq .
Proof of Corollary 1: Suppose that q = pm for some prime p and some m ∈ N, i.e., the input alphabet size q
is a prime power. Then, it is easy to see that Dq = {pi | 0 ≤ i ≤ m} = {1, p, p2 . . . , pm}. Since gcd(pi, pj) = pi
for 0 ≤ i ≤ j, we get
{(d1, d2) ∈ D2q | gcd(d1, d2) = d} = {(d, d)} ∪ {(d1, d) | d1 > d} ∪ {(d, d2) | d2 > d} (139)
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for d ∈ Dq; and therefore, we have
ε−d
(20)
=
∑
d1,d2∈Dq :
gcd(d1,d2)=d
εd1 εd2 (140)
(139)
= εd εd +
∑
d1∈Dq :d1>d
εd1 εd +
∑
d2∈Dq :d2>d
εd εd2 (141)
= ε2d + 2
∑
d′∈Dq :d′>d
εd′ εd (142)
= εd ·
(
εd + 2
∑
d′∈Dq :d′>d
εd′
)
(143)
for d ∈ Dq , which is (136).
Similarly, since lcm(pi, pj) = pj for 0 ≤ i ≤ j, we get
{(d1, d2) ∈ D2q | gcd(d1, d2) = d} = {(d, d)} ∪ {(d1, d) | d1 < d} ∪ {(d, d2) | d2 < d} (144)
for d ∈ Dq; and therefore, we have
ε+d
(20)
=
∑
d1,d2∈Dq :
lcm(d1,d2)=d
εd1 εd2 (145)
(144)
= εd εd +
∑
d1∈Dq :d1<d
εd1 εd +
∑
d2∈Dq :d2<d
εd εd2 (146)
= ε2d + 2
∑
d′∈Dq :d′<d
εd′ εd (147)
= εd ·
(
εd + 2
∑
d′∈Dq :d′<d
εd′
)
(148)
for d ∈ Dq , which is (137).
Finally, a simple calculation yields
ε−d + ε
+
d
(136)
= εd ·
(
εd + 2
∑
d′∈Dq :d′>d
εd′
)
+ ε+d (149)
(137)
= εd ·
(
εd + 2
∑
d′∈Dq :d′>d
εd′
)
+ εd ·
(
εd + 2
∑
d′∈Dq :d′<d
εd′
)
(150)
= 2 εd εd + 2 εd ·
( ∑
d′∈Dq :d′>d
εd′
)
+ 2 εd ·
( ∑
d′∈Dq :d′<d
εd′
)
(151)
= 2 εd ·
( ∑
d′∈Dq
εd′︸ ︷︷ ︸
=1
)
(152)
= 2 εd (153)
for d ∈ Dq . This completes the proof of Corollary 1.
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In Corollary 1, note that Dq = {1, p, p2, . . . , pm−1, pm} when q = pm for some prime p and some m ∈ N.
Corollary 1 can be reduced to the results of [14, Section III] when the input alphabet size q is a power of two.
Moreover, the following corollary also directly follows from Corollary 1.
Corollary 2. Consider the polar transformation V γ7→ (V 0, V 1) with γ ∈ Z×q . If the input alphabet size q is a
prime power, then
Iα(V
0) + Iα(V
1) ≥ 2Iα(V ) for 0 ≤ α ≤ 1, (154)
Iα(V
0) + Iα(V
1) ≤ 2Iα(V ) for 1 ≤ α ≤ ∞. (155)
Proof of Corollary 2: A direct calculation shows
Iα(V )
(5)
=
α
α− 1 ln
[∑
y∈Y
( ∑
x∈Zq
1
q
V (y | x)α
)1/α]
(156)
(18)
=
α
α− 1 ln
[ ∑
[r]d∈Y
( ∑
x∈Zq∩[r]d
1
q
× εαd
)1/α]
(157)
(a)
=
α
α− 1 ln
[ ∑
[r]d∈Y
(
q
d
× 1
q
× εαd
)1/α]
(158)
=
α
α− 1 ln
[ ∑
[r]d∈Y
(
1
d
× εαd
)1/α]
(159)
=
α
α− 1 ln
[ ∑
[r]d∈Y
(
1
d
)1/α
× εd
]
(160)
=
α
α− 1 ln
[ ∑
d∈Dq
∑
r∈Zd
(
1
d
)1/α
× εd
]
(161)
=
α
α− 1 ln
[ ∑
d∈Dq
d×
(
1
d
)1/α
× εd
]
(162)
=
α
α− 1 ln
[ ∑
d∈Dq
εd ·
(
d(α−1)/α
)]
(163)
for α ∈ (0, 1) ∪ (1,∞), where (a) follows by Lagrange’s theorem. In addition, for α ∈ {0, 1,∞}, we get
I0(V )
(6)
= lim
α→0+
Iα(V ) (164)
(163)
= lim
α→0+
α
α− 1 ln
[ ∑
d∈Dq
εd ·
(
d(α−1)/α
)]
(165)
= lim
α→0+
ln
[ ∑
d∈Dq
εd ·
(
d(α−1)/α
)]α/(α−1)
(166)
= lim
β→−∞
ln
[ ∑
d∈Dq
εd ·
(
dβ
)]1/β
(167)
= min
d∈Dq :εd>0
(
ln d
)
, (168)
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I1(V )
(7)
= lim
α→1
Iα(V ) (169)
(163)
= lim
α→1
α
α− 1 ln
[ ∑
d∈Dq
εd ·
(
d(α−1)/α
)]
(170)
= lim
α→1
(
α− 1
α
)−1
ln
[ ∑
d∈Dq
εd ·
(
d(α−1)/α
)]
(171)
(a)
= lim
α→1
(
d
dα
α− 1
α
)−1
·
(
d
dα
ln
[ ∑
d∈Dq
εd ·
(
d(α−1)/α
)])
(172)
= lim
α→1
(
1
α2
)−1
·
([
d
dα
∑
d∈Dq
εd ·
(
d(α−1)/α
)]
·
[ ∑
d∈Dq
εd ·
(
d(α−1)/α
)]−1)
(173)
= lim
α→1
(
1
α2
)−1
·
([ ∑
d∈Dq
εd · (ln d) ·
(
d
dα
α− 1
α
)
·
(
d(α−1)/α
)]
·
[ ∑
d∈Dq
εd ·
(
d(α−1)/α
)]−1)
(174)
= lim
α→1
(
1
α2
)−1
·
([ ∑
d∈Dq
εd · (ln d) ·
(
1
α2
)
·
(
d(α−1)/α
)]
·
[ ∑
d∈Dq
εd ·
(
d(α−1)/α
)]−1)
(175)
=
(
1
12
)−1
·
([ ∑
d∈Dq
εd · (ln d) ·
(
1
12
)
·
(
d(1−1)/1
)]
·
[ ∑
d∈Dq
εd ·
(
d(1−1)/1
)]−1)
(176)
=
[ ∑
d∈Dq
εd · (ln d)
]
·
[ ∑
d∈Dq
εd
]−1
(177)
=
∑
d∈Dq
εd · (ln d), (178)
I∞(V )
(8)
= lim
α→∞ Iα(V ) (179)
(163)
= lim
α→∞
α
α− 1 ln
[ ∑
d∈Dq
εd ·
(
d(α−1)/α
)]
(180)
=
(
lim
α→∞
α
α− 1︸ ︷︷ ︸
=1
)
·
(
lim
α→∞ ln
[ ∑
d∈Dq
εd ·
(
d(α−1)/α
)])
(181)
= ln
( ∑
d∈Dq
εd · d
)
, (182)
where (a) follows by L’Hoˆpital’s rule.
We now consider the channel V which the input alphabet size q is a prime power. If α ∈ (0, 1), then Jensen’s
inequality shows
2 Iα(V )
(163)
= 2×
 α
α− 1 ln
[ ∑
d∈Dq
εd ·
(
d(α−1)/α
)] (183)
(138)
= 2×
 α
α− 1 ln
[ ∑
d∈Dq
(
ε−d
2
+
ε+d
2
)
·
(
d(α−1)/α
)] (184)
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= 2×
 α
α− 1 ln
[
1
2
( ∑
d∈Dq
ε−d ·
(
d(α−1)/α
))
+
1
2
( ∑
d∈Dq
ε+d ·
(
d(α−1)/α
))] (185)
≤ 2×
 α
α− 1
(
1
2
ln
[ ∑
d∈Dq
ε−d ·
(
d(α−1)/α
)])
+
(
1
2
ln
[ ∑
d∈Dq
ε+d ·
(
d(α−1)/α
)] (186)
=
α
α− 1 ln
[ ∑
d∈Dq
ε−d ·
(
d(α−1)/α
)]
+
α
α− 1 ln
[ ∑
d∈Dq
ε+d ·
(
d(α−1)/α
)]
(187)
(163)
= Iα(V
0) + Iα(V
1), (188)
which is (154) for α ∈ (0, 1). Similarly, since the inequality of (186) is reversed if α ∈ (1,∞), the inequality (155)
also holds for α ∈ (1,∞).
Finally, we consider relations among Iα(V ), Iα(V 0), and Iα(V 1) for α ∈ {0, 1,∞}. It follows from (136) and
(137) that
sgn(εd) = sgn(ε
−
d ) = sgn(ε
+
d ) (189)
for d ∈ Dq , where sgn : R→ {−1, 0, 1} denotes the sign function, i.e.,
sgn(x) :=

1 if x > 0,
0 if x = 0,
−1 if x < 0.
(190)
Hence, it can be seen from (168) that
I0(V ) = I0(V
0) = I0(V
1), (191)
2 I0(V ) = I0(V
0) + I1(V
1). (192)
Moreover, simple calculations yield
2 I1(V )
(178)
= 2
∑
d∈Dq
εd · (ln d) (193)
(138)
= 2
∑
d∈Dq
(
ε−d + ε
+
d
2
)
· (ln d) (194)
=
∑
d∈Dq
ε−d · (ln d) +
∑
d∈Dq
ε+d · (ln d) (195)
(178)
= I1(V
0) + I1(V
1), (196)
2 I∞(V )
(182)
= 2 ln
( ∑
d∈Dq
εd · d
)
(197)
(138)
= 2 ln
( ∑
d∈Dq
(
ε−d
2
+
ε+d
2
)
· d
)
(198)
= 2 ln
(
1
2
( ∑
d∈Dq
ε−d · d
)
+
1
2
( ∑
d∈Dq
ε+d · d
))
(199)
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(a)
≥ 2
(
1
2
ln
( ∑
d∈Dq
ε−d · d
)
+
1
2
ln
( ∑
d∈Dq
ε−d · d
))
(200)
= ln
( ∑
d∈Dq
ε−d · d
)
+ ln
( ∑
d∈Dq
ε+d · d
)
(201)
(182)
= I∞(V 0) + I∞(V 1), (202)
where (a) follows by Jensen’s inequality. Note that the identity (196) is well known as the conservation property of
the (ordinary) symmetric capacity under the polar transformation. This completes the proof of Corollary 2.
In Corollary 2, it holds that I(V 0) + I(V 1) = 2I(V ), which is well known as the conservation property of the
the (ordinary) symmetric capacity (cf. (196)) under the polar transformation. By the identity (9) and the change of
variable as ρ = (1− α)/α, both of the inequalities (154) and (155) can be combined as
E0(ρ, V
0) + E0(ρ, V
1) ≥ 2E0(ρ, V ) (203)
for ρ ∈ (−1,∞), which is a similar result to [1, Theorem 1].
We now consider the polarization process of the channel V as follows: Define a Bernoulli process (Bn : n ∈ N) =
(B1, B2, . . . ), where Bn ∼ Bernoulli(1/2) is a {0, 1}-valued random variable for each n ∈ N. In the mapping (12),
suppose that γ ∈ Z×q . Then, for an initial channel V , the polarization process (Vn : n ∈ N0) is defined by
Vn :=
V if n = 0,V Bnn−1 if n ≥ 1. (204)
Namely, for each n ∈ N0, the random variable Vn takes channels of Definition 2 uniformly from the set {V (i)2n |
0 ≤ i < 2n}, which is generated by (15). Figure 4 illustrates an average behavior of Iα(Vn) for α ∈ [0, 3], which
is an graphical representation of Corollary 2. In Fig. 4, note that Iα(W ) is nondecreasing for α ∈ [0,∞] (cf. [4,
part 4 of Lemma 1]). For the process (Vn : n ∈ N0), we now present the following theorem.
Theorem 2. Consider the polarization process (Vn : n ∈ N) with an initial channel V(q)(εd : d ∈ Dq). If the input
alphabet size q is a prime power, then the random variable Vn convergences almost surely to V∞ such that
Pr
(
∀α ∈ [0,∞], Iα(V∞) = ln d
)
= εd (205)
for d ∈ Dq .
Proof of Theorem 2: Suppose throughout the proof that q = pm for some prime p and some m ∈ N, i.e.,
the input alphabet size p is a prime power. Since Dq = {pi | 0 ≤ i ≤ m} = {1, p, p2, . . . , pm} when p is a
prime power, we see that the channel V : Zq → Y is specified by an (m + 1)-dimensional probability vector
(εd : d ∈ Dq) = (εpr : 0 ≤ r ≤ m) = (ε1, εp, εp2 , . . . , εpm).
Let V(q)(εpr : 0 ≤ r ≤ m) be an initial channel. We define an independent and identically distributed (i.i.d.)
random variables (Sn : n ∈ N) = (S1, S2, . . . ), where Sn is a {−,+}-valued uniformly distributed random variable
September 22, 2018 DRAFT
order α
E[
I α
(V
n
)]
[nats]
I1(V ) = 5 ln 2
α = 1 (symmetric capacity)
n = 0, i.e., Iα(V )
n = 8
n = 2
Fig. 4: Average E[Iα(Vn)] of the symmetric capacity of order α for the random variable Vn, defined in (204). The initial channel V0 = V
is given as follows: The input alphabet size is q = 1024 = 210, and the 11-dimensional probability vector is (εd : d ∈ D1024) =
(ε1, ε2, ε4, ε8, ε16, ε32, ε64, ε128, ε256, ε512, ε1024) = (1/11, 1/11, . . . , 1/11), i.e., the uniform distribution.
for each n ∈ N. Employing the random variables (Sn : n ∈ N), we now consider a stochastic process (En : n ∈ N0)
of the polar transformation, calculated by (136) and (137), as
En :=
(εp
r : 0 ≤ r ≤ m) if n = 0,
ESnn−1 if n ≥ 1,
(206)
where En = (Er,n : 0 ≤ r ≤ m) = (E0,n, E1,n, E2,n, . . . , Em,n) is an (m + 1)-dimensional random vector and
ESnn−1 := (E
Sn
r,n−1 : 0 ≤ r ≤ m). Namely, the random vector En is recursively calculated by
Er,n := E
Sn
r,n−1 =

Er,n−1 ·
(
Er,n−1 + 2
m∑
t=r+1
Et,n−1
)
if Sn = −,
Er,n−1 ·
(
Er,n−1 + 2
r−1∑
t=0
Et,n−1
)
if Sn = +
(207)
for r = 0, 1, 2, . . . ,m and n ∈ N. Note that Vn ≡ V(q)(Er,n : 0 ≤ r ≤ m) for n ∈ N0, where Vn is defined in
(204). Since PSn(−) = PSn(+) = 1/2 for n ∈ N, it follows that
E[Er,n | S1, S2, . . . , Sn−1] = E
[
ESnr,n−1
∣∣∣ S1, S2, . . . , Sn−1] (208)
=
1
2
E−r,n−1 +
1
2
E+r,n−1 (209)
(138)
= Er,n−1 (210)
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for r = 0, 1, 2, . . . ,m and n ∈ N, where E[· | ·] denotes the conditional expectation of the random variable.
Thus, the stochastic process (Er,n : n ∈ N0) is a martingale with respect to the sequence (Sn : n ∈ N) for
each r = 0, 1, 2, . . . ,m. It is also easy to see that Er,n is bounded in Ls for 0 ≤ s < ∞, i.e., E[|Er,n|s] < ∞
for r = 0, 1, 2, . . . ,m and n ∈ N, since the random vector En takes probability vectors for each n ∈ N, i.e.,
0 ≤ Er,n ≤ 1 almost surely for each r = 0, 1, . . . ,m and n ∈ N. Hence, the sequence (Er,n : n ∈ N0) is uniformly
integrable for each r = 0, 1, . . . ,m; and therefore, the martingale (Er,n : n ∈ N0) with respect to the sequence
(Sn : n ∈ N) convergences almost surely and in L1 to a random variable Er,∞ for each r = 0, 1, 2, . . . ,m. For this
random vector E∞ = (Er,∞ : 0 ≤ r ≤ m), the following lemma holds.
Lemma 3. The random variable Er,∞ only takes either 0 or 1 almost surely for each r = 0, 1, 2, . . . ,m.
Proof of Lemma 3: For random variables X and Y , let
E[X;Y = y] := E
[
X 1l[Y = y]
]
(211)
for y ∈ Y , where Y is the range of Y , E[·] denotes the expectation of the random variable, and
1l[Y = y] :=
1 if Y = y,0 otherwise (212)
is the indicator function. If Et,n = 0 for t < r with a fixed r = 0, 1, . . . ,m, then (207) can be written as
Er,n+1 = E
Sn+1
r,n =
2Er,n − E
2
r,n if Sn+1 = −,
E2r,n if Sn+1 = +
(213)
since
∑m
t=r Et,n = 1 when Et,n = 0 for t = 0, 1, . . . , r − 1. Then, we get
E
[ ∣∣∣Er,n+1 − Er,n∣∣∣ ; ∀t < r, Et,n = 0]
= E
[ ∣∣∣ESn+1r,n − Er,n∣∣∣ ; ∀t < r, Et,n = 0] (214)
=
1
2
E
[ ∣∣∣E−r,n − Er,n∣∣∣ ; ∀t < r, Et,n = 0]+ 12E[ ∣∣∣E+r,n − Er,n∣∣∣ ; ∀t < r, Et,n = 0] (215)
(213)
=
1
2
E
[ ∣∣∣2Er,n − E2r,n − Er,n∣∣∣ ; ∀t < r, Et,n = 0]+ 12E[ ∣∣∣E2r,n − Er,n∣∣∣ ; ∀t < r, Et,n = 0] (216)
=
1
2
E
[ ∣∣∣Er,n − E2r,n∣∣∣ ; ∀t < r, Et,n = 0]+ 12E[ ∣∣∣E2r,n − Er,n∣∣∣ ; ∀t < r, Et,n = 0] (217)
(a)
=
1
2
E
[
Er,n − E2r,n ; ∀t < r, Et,n = 0
]
+
1
2
E
[
Er,n − E2r,n ; ∀t < r, Et,n = 0
]
(218)
= E
[
Er,n
(
1− Er,n
)
; ∀t < r, Et,n = 0
]
(219)
(b)→ 0 (as n→∞), (220)
where (a) follows from the fact that 0 ≤ Er,n ≤ 1, and (b) follows by the L1 convergence. Thus, we observe that
E
[
Er,∞
(
1− Er,∞
)
; ∀t < r, Et,∞ = 0
]
= 0 (221)
for each r = 0, 1, . . . ,m, which implies that
Pr
(
Er,∞ = 0 or Er,∞ = 1
∣∣∣ ∀t < r, Et,∞ = 0) = 1 for r = 0, 1, . . . ,m, (222)
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where Pr(· | ·) denotes the conditional probability. Moreover, since the random variable E∞ takes probability
vectors, i.e.,
∑m
r=0Er,∞ = 1 and Et,∞ ≥ 0 almost surely for all t = 0, 1, . . . ,m, we have
Pr
(
Er,∞ = 0
∣∣∣ ∃r′ 6= r s.t. Er′,∞ = 1) = 1 for r = 0, 1, . . . ,m. (223)
Combining (222) and (223), we have Lemma 3.
Since 0 ≤ Er,∞ ≤ 1, it follows from Lemma 3 that
Pr(Er,∞ = 1) = 1− Pr(Er,∞ = 0) = E[Er,∞] (224)
for r = 0, 1, . . . ,m. Moreover, the property of the expectation of the martingale shows
E[Er,∞] = E[Er,0]
(206)
= εpr (225)
for r = 0, 1, . . . ,m. Hence, we have
Pr(Er,∞ = 1) = εpr (226)
for r = 0, 1, . . . ,m, where (a) follows by Lemma 3. Therefore, the random vector E∞ takes deterministic probability
vectors.
From (163), (168), (178), and (182), since the channel V ≡ V(q)(εd : d ∈ Dq) satisfies Iα(V ) = ln d for
α ∈ [0,∞] when εd = 1 for some d ∈ Dq , we have
Pr
(
∀α ∈ [0,∞], I(V∞) = ln
(
pr
))
= Pr
(
∀α ∈ [0,∞], I(V(q)(Er,∞ : 0 ≤ r ≤ m)) = ln (pr)) (227)
(226)
= εpr (228)
for r = 0, 1, . . . ,m, which completes the proof of Theorem 2.
After some algebra, it follows that
Iα(V ) =
α
α− 1 ln
∑
d∈Dq
εd
(
d(α−1)/α
)
(229)
for α ∈ (0, 1) ∪ (1,∞), and
I0(V ) = min
d∈Dq :εd>0
(
ln d
)
, (230)
I1(V ) =
∑
d∈Dq
εd ln d, (231)
I∞(V ) = ln
( ∑
d∈Dq
εd · d
)
(232)
(cf. the proof of Corollary 2). Therefore, we obtain
∀α ∈ [0,∞], Iα(V ) = ln d ⇐⇒ εd = 1 (233)
for d ∈ Dq, which implies that the random variable V∞ takes partially noiseless channels. We now check that, if
εd = 1 for some d ∈ Dq, then the channel V is partially noiseless as follows: For a given q-ary input channel
V : Zq → Y , we define the d-ary input degenerated channel V [d] : Zd → Y as
V [d](y | x) := d
q
∑
x′∈Zq∩[x]d
V (y | x′) (234)
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for d ∈ Dq. If εd = 1, then we readily see that I(V [d]) = ln d and Pe(V [d]) = 0, which implies a d-ary input
noiseless channel. In addition, it can be seen that the zero-error capacity [20] of the channel V is ln d when εd = 1,
where the consideration is related to the study by Guo et al. [6].
Furthermore, Theorem 2 ensures the proportion of the multilevel polarization of Iα(V∞). Roughly speaking, the
proportion |{0 ≤ i < 2n | Iα
(
V
(i)
2n
) ≈ ln d}|/2n is nearly equal to εd for d ∈ Dq when n is sufficiently large (cf.
Fig. 2).
IV. CONCLUSION
In this study, we proposed a new class of arbitrary input generalized erasure channels V in Definition 2, which
contains BECs, OECs [13, p. 2285], and [16, Fig. 4: Channel 2]. For the proposed channel V , Theorem 1 established
recursive formulas of the polar transformation V
γ7→ (V 0, V 1). In Section III-C, we analyzed the polarization of
Iα(V ) in more detail when the input alphabet size q is a prime power, and stated Theorem 2. Theorem 2 ensured
the proportion of the multilevel polarization of {Iα(V (i)2n ) | 0 ≤ i < 2n} with n sufficiently large (cf. Fig. 2).
Finally, we remark that Theorem 1 and Corollaries 1 and 2 can be easily extended to the polar transformation with
two independent (but not necessarily identical) channels V and V ′, which is defined in, e.g., [1, Eqs. (9) and (10)].
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