Abstract: We consider the Hopfield model with n neurons and an increasing number p = p(n) of randomly chosen patterns. Under the condition (p 3 log p)/n → 0, we prove for every fixed choice of overlap parameters a central limit theorem as n → ∞, which holds for almost all realizations of the random patterns. In the special case where the temperature is above the critical one and there is no external magnetic field, the condition (p 2 log p)/n → 0 suffices. As in the case of a finite number of patterns, the central limit theorem requires a centering which depends on the random patterns.
1. Introduction. The so-called Hopfield model was introduced as a model for an associative memory in the context of an artificial neural network with n ∈ N neurons. Roughly speaking, it deals with the problem of recognizing one out of p ∈ N stored patterns; for details, see [9] , for example. We denote by ξ µ = ξ µ 1 ξ µ n ∈ −1 1 n the codification of the µth stored pattern, µ ∈ 1 p , and by σ i ∈ −1 1 the neural activity of the ith neuron, i ∈ 1 n . Following Hopfield [10] , we can describe the model as a spin system with the Hamiltonian and the corresponding Glauber single-spin dynamics at zero temperature on the set of spin configurations −1 1 n . The spin system is said to retrieve the stored pattern ξ µ when the spin configuration σ 1 σ n ∈ −1 1 n converges under the Glauber dynamics to ξ µ , respectively, −ξ µ for some µ ∈ 1 p . In [1] generalized Glauber single-spin dynamics at finite temperature 1/β ∈ 0 ∞ are introduced on the set of spin configurations, again governed by the Hopfield Hamiltonian (1.1). These dynamics describe a reversible, irreducible Markov process which converges to its equilibrium distribution. The equilibrium distribution is the finite-volume Gibbs measure P n β ξ given by dP n β ξ = exp −βH n σ ξ dP σ /Z n β ξ (1.2) where P σ = From now on, we allow p to depend on n in a nondecreasing way satisfying p ≤ n. We will consider σ i i∈N and ξ µ i i∈N with µ ∈ N as random variables and assume that the family σ i ξ µ j i j µ ∈ N is independent with P σ i = ±1 = 1/2 and P ξ µ j = ±1 = 1/2. We denote by P ξ = In this setting, the Hopfield model may be regarded as an example of a mean-field spin system with random interaction. It has been studied widely; see [2] and the references given there. Note that already in 1977, Figotin and Pastur [6, 7] introduced and discussed a class of spin models which included the one with the Hopfield Hamiltonian (1.1).
For i ∈ 1 n we denote by ξ i = ξ µ i µ∈ 1 p the vector consisting of the ith components of the first p patterns. Keep in mind that ξ i ∈ R p depends on n via the dimension p. In the sequel, we will investigate the behavior of the so-called overlap
under the equilibrium distribution P n β ξ as n → ∞. The overlap compares the spin configuration σ to the stored patterns ξ µ , µ ∈ 1 p , in the sense that the µth component of the overlap (1. n . The Hamiltonian (1.1) can be rewritten as a quadratic function of the overlap which provides the following convenient notation:
H n σ ξ = − n 2 1 n S n σ ξ 2 For simplicity, we will drop the explicit dependence on σ and ξ whenever no confusion may arise. So we will write S n instead of S n σ ξ , for instance. For p = 1 the Hopfield model is equivalent to the Curie-Weiss model. Let us fix some notation concerning the latter. For β > 0, denote by z ± β the largest (resp. smallest) solution z ∈ −1 1 of the Curie-Weiss equation βz = arctanh z. Note that z + β = −z − β = 0 for β above the critical inverse temperature β c = 1, while z ± β = 0 for β ≤ β c . The free energy in the Curie-Weiss model equals
where I z = 1 − z log 1 − z for z ≤ 1,
denotes the rate function which governs the large deviations of the spins per site in the Curie-Weiss model; compare [5] , Section IV.4. To extend the definition of z ± β to the case of a so-called external magnetic field of strength h = 0, let z β h denote the unique solution z ∈ −1 1 of βz + h = arctanh z which satisfies sign z = sign h. In addition, we extend the notation f CW β for the free energy in the Curie-Weiss model by defining
Note that
where z = z ± β in the case h = 0 and z = z β h , otherwise. For investigating the behavior of the overlap (1.3), we also extend the notion of the Gibbs measure P n β ξ given in (1.2) to the case of an external magnetic field he l with strength h = 0 in the direction of the lth unit vector e l in R p . Let dP n β he l ξ = exp −βH n + S n he l dP σ /Z n β he l ξ (1.5) with the appropriate normalization Z n β he l ξ . In [2] it is shown that under the assumption p/n → 0, for P ξ -almost all ξ, the distribution of the overlap S n /n under P n β he l ξ converges weakly, as n → ∞ and then h → 0±, to the Dirac measure concentrated at z ± β e l . Recall that z ± β = 0 for β ≤ β c = 1, which implies uniqueness of the limiting measure in this case. Let us remark that under the assumption p/n → 0, in [3] a large deviation principle is proved for the distribution of every finite choice of overlap parameters under the Gibbs measure (1.2).
Considering the above-mentioned weak convergence, it is natural to ask for the fluctuations of the overlap around z ± β e l . After some necessary preparations, we will state our main result, a central limit theorem for the overlap, in Section 2. In addition, we describe the asymptotic behavior of the partition functions in (1.2) and (1.5). In Section 3, we give the proofs of these results, based on a lemma that describes the asymptotic behavior of certain integrals. This key lemma itself is proved in Section 4 via an adaptation of Laplace's method.
Statement of results.
To discuss the fluctuations of the overlap, we first choose a preferred pattern. This can be done in two different ways. In Theorem 2.5, we consider the unbiased Hamiltonian (1.1) and investigate the fluctuations under the condition that the overlap is already in a neighborhood of z ± β e l . Alternatively, the preferred pattern can be chosen by introducing an external magnetic field as in (1.5). The latter case is treated in Theorem 2.7. From now on, we will make the the following assumption.
General assumption. Let p = p n be a nondecreasing function of n with p ≤ n for all n ∈ N and α = α n = p/n → 0 as n → ∞.
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B. GENTZ Before stating the central limit theorem, we need to have a closer look at its centering. In the case of the unbiased Hamiltonian (1.1) with β < β c , the central limit theorem holds with center zero. Otherwise, even in the case of bounded p, the central limit theorem for β h = β c 0 requires a ξ-dependent adjustment of the deterministic centering, where the deterministic one is suggested by the weak convergence of the overlap's distribution toward a Dirac measure. In [8] , where the case of fixed p is treated, a linear adjustment of the centering was chosen. Here we will choose the optimal centering instead of a linear approximation.
To describe the appropriate centering, we have to control the influence of the random patterns. This can be done via the p × p matrix 1/n n i=1 ξ i ξ T i , which will play a key role. Under the assumption p/n → 0 this matrix approaches the p × p identity matrix as n → ∞ in the sense that the operator norm of
converges to zero for P ξ -almost all ξ. This is the assertion of the following proposition, which is a modification of [2] , Theorem 2.4 and mainly follows from the proof of that theorem; see Section 3.
Proposition 2.1. Fix ε > 0 and define
Then there exists anñ 0 ∈ N such that
for all n ≥ñ 0 . Furthermore, for P ξ -almost all ξ, there exists an n 0 ξ ≥ñ 0 such that
for all n ≥ n 0 ξ . Remark 2.2. In the case of bounded p, using the law of the iterated logarithm, the bound ε n in (2.2) can be improved to √ α 2 log log n 1/2 1 + ε ; compare [8] .
Let us fix some more notation. We denote by e l the lth unit vector in R p . In addition, we set e −l = −e l for convenience. The following index set L will be used to describe those directions the overlap favors under the equilibrium measure. This index set depends on the dimension p, on the inverse temperature β > 0, the presence (h = 0) or absence (h = 0) of an external magnetic We do not need to define the index set L for β h = β c 0 because the central limit theorem fails in this case; compare Remark 2.6(b). The following proposition is a first step toward defining the centering for the central limit theorem.
Proposition 2.3. Let β > 0 and h ≥ 0 be such that β h = β c 0 . As an abbreviation, we set z = z + β in the case h = 0, and z = z β h , otherwise.
Then, for all strictly positive c 1 < 1 − β 1 − z 2 /β, there exists an r 1 > 0, depending on β, h and c 1 only, and for P ξ -almost all ξ, there exists an n 1 ξ ≥ n 0 ξ , which does not depend on the choice of l, such that for all n ≥ n 1 ξ the following assertions hold:
(a) For all λ in the closed ball B r 1 arctanh z e l , the matrix −D 2 λ is uniformly positive definite in the sense that
(b) On the set B r 1 arctanh z e l , the map has a unique maximum which is attained in a point λ n l ξ satisfying λ n l ξ − arctanh z e l ≤ c 2 ε n (2.4) with c 2 = 2 z /c 1 . In particular, λ n l ξ = 0 in the case β < β c and h = 0.
Remark 2.4. In [4] , these assertions have been proved for h = 0 and p increasing at least linearly with log n. The proof naturally extends to the case of small p and h > 0 and will be given in Section 3. If n is a multiple of 2 p and the realization ξ 1 ξ n takes all possible values with the same frequency, then λ n l ξ = arctanh z e l . Furthermore, due to (1.4), we always have λ n l ξ ≥ f CW β h .
From now on, we fix Now we are ready to state our main result, a P ξ -almost sure central limit theorem for the overlap. Let
Theorem 2.5. Let β > 0, β = β c , h = 0 and let k ∈ N satisfy k ≤ p in the case of bounded p. Fix ε ∈ 0 z + β /8 in the case β > β c and ε > 0 arbitrary, otherwise. Suppose that p 2 log p /n → 0 in the case β < β c and p 3 log p /n → 0, otherwise. Then, for every l ∈ L and P ξ -almost all ξ, the measures
converge weakly, as n tends to infinity, to the Gaussian distribution on R k with mean zero and covariance matrix
The condition ε < z + β /8 in the case β > β c especially assures that the balls of radius ε with centers z + β e ν , ν ∈ L, are disjoint. (b) Recall that the fluctuations of the spin per site in the Curie-Weiss model, which corresponds to a single component of the overlap in the Hopfield model, are non-Gaussian at the critical inverse temperature β c = 1 (cf. [5] , Theorem V.9.5).
(c) For β < β c , the theorem reduces to
as an immediate consequence of Remark 2.10(b).
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(d) By the triangle inequality, it is obvious that the conditioning in (2.6) may be replaced by S n /n − x n l ξ < ε. In addition, it is intuitively clear that the conditioning can as well be replaced by π k S n /n − z + β e l < ε or π k S n /n−x n l ξ < ε, respectively. Indeed, this can be shown along the lines of the proof of the central limit theorem given in Section 3.
Selecting the preferred pattern by an external magnetic field yields the following version of the central limit theorem.
In the case of bounded p, let l ≤ p and k ≤ p in addition. Then, for P ξ -almost all ξ, the measures
Remark 2.8. The central limit theorems formulated in Theorems 2.5 and 2.7 remain valid when the centering x n l ξ is replaced by
n ze l with z = z + β in the case h = 0 and z = z β h , otherwise. This is the linear adjustment of the deterministic centering ze l which was chosen in [8] in the case of fixed p.
Before turning to the proofs of Theorems 2.5 and 2.7, we will state a result on the asymptotic behavior of the partition function and the probability that the overlap is in a small neighborhood of z + β e l or z β h e l , respectively. It is of interest on its own and follows directly from Lemma 3.3.
Theorem 2.9. (a) Let β > 0, β = β c and h = 0. Fix ε ∈ 0 z + β /8 in the case β > β c and ε > 0 arbitrary, otherwise. Then, under the condition p 2 log p /n → 0, for every l ∈ L and for P ξ -almost all ξ,
and
as n → ∞. The properties of the sequence δ n n∈N will be specified below. Assume that l ∈ Z \ 0 satisfies l ≤ p in the case of bounded p. Then, under the condition p 2 log p /n → 0, for every ε > 0 and for P ξ -almost all ξ, P n β he l ξ S n n − z β h e l < ε = 1 + o 1 exp ‫ޏ‬ pδ n (2.9) and
The sequence δ n n∈N in (a) and (b) tends to zero as n → ∞. In the special case z = 0 (i.e., β < β c and h = 0), pδ n → 0 holds. If the stronger assumption p 3 log p /n → 0 holds, then pδ n → 0 is always satisfied.
Remark 2.10. (a)
The error terms of the form o 1 in the above statement depend on ξ in the following way: given > 0, there exists for P ξ -almost all ξ an n ξ such that the corresponding error term is bounded by for all n ≥ n ξ . The error terms of the form ‫ޏ‬ pδ n depend on ξ in the sense that there exist a constant C > 0 and an n ξ C such that the corresponding error term is bounded by Cpδ n for all n ≥ n ξ C .
(b) For β < β c and h = 0 the theorem states that
3. Proof of the central limit theorem. We start by proving Proposition 2.1, which controls the influence of the random patterns. The proof relies heavily on the Appendix to [2] , where the same problem is considered. In [2] , the accent is put on the rate of decay as n → ∞ of the probability that the norm of the random matrix in question exceeds the given bound
while in Proposition 2.1, we aim for less restrictive conditions on p such that the bound √ α 2 + √ α 1 + ε still holds P ξ -almost surely.
Proof of Proposition 2.1. First, we consider the case of large p. In [2] , Lemma A.1, the following bound on the expectation of the trace of powers of n ξ is given: there exists a constant C > 0 such that for all k ∈ N satisfying k 6 ≤ n and k 4 ≤ p,
By Chebyshev's inequality, for even k, we have
For p ≥ 3 log n/ log 1 + ε 4 and large enough n we may choose an even k satisfying 3 log n + log 3C + log √ α / log 1 + ε ≤ k ≤ p 1/4 because log √ α → −∞. Hence, in this case,
To treat the case p < 3 log n/ log 1 + ε 4 , just note that for fixed n the operator norm of the p × p matrix n ξ is a nondecreasing function of the dimension p. Therefore, (2.1) follows directly from (3.1) for all p. Since the right-hand side of (2.1) is summable over n, (2.2) follows by an application of the Borel-Cantelli lemma. 2
Before turning to the proofs of Proposition 2.3, the central limit theorem and Theorem 2.9, we need to investigate the map defined in (2.3). For this purpose, we need the following lemma, which is mainly taken from a preliminary version of [4] . It will serve as an important tool when estimating 1/n n i=1 v ξ i 2 because it gives uniform bounds for the crucial part of the sum when v ξ i exceeds a given bound a > 0 although v ≤ is small. Lemma 3.1. There exists a constant c 3 > 0 such that for all > 0 and a > 0, which both may depend on n, and for P ξ -almost all ξ, there exists an n 2 ξ ≥ n 0 ξ such that for all n ≥ n 2 ξ ,
Since in [4] the proof of the analogous lemma is given only for p increasing at least linearly with log n, we will show that it naturally extends to the case of small p.
Although we are interested in X a v only, we need to consider the related variables
in addition. For fixed v = 0, we have by Chebyshev's inequality
for all x > 0 and every t > 0. Using the estimate cosh y ≤ exp y 2 /2 ,
follows for every s > 0, and therefore, choosing s = a/ v 2 yields
By partial integration,
From (3.3), we find for all t < 2 v 2 −1 ,
Another application of Chebyshev's inequality and (3.3) gives
for all x > 0 and every t > 0, and the choice t = a 2 / 4 v 2 yields
Instead of a fixed v, we finally want to consider v taken from a ball in R p , where we are aiming for uniform bounds. As a first step in this direction, we A CENTRAL LIMIT THEOREM FOR THE HOPFIELD MODEL 1819 will consider v from a finite set. Denote by ‫ޗ‬ p r the cubic lattice in R p with spacing r/ √ p, and for r < r 0 define ‫ޗ‬ p r r 0 = ‫ޗ‬ p r ∩ B r 0 0 . Then there
and, similarly for each k ∈ N by (3.
Instead of taking the supremum over the grid ‫ޗ‬ p r r 0 , we want to consider the supremum over all v ∈ B r 0 0 . For this purpose, we will introduce a sequence of lattices ‫ޗ‬ p r k , k ∈ N 0 , with r 0 and r k 0 specified below. This allows us to rewrite each v ∈ B r 0 0 for arbitrary k 0 ∈ N as
with v k ∈ ‫ޗ‬ p r k r k−1 for 1 ≤ k ≤ k 0 and v k 0 +1 ≤ r k 0 . Such a representation will be used together with the following estimates on X a v and Y a v . For a 1 a > 0 such that a = a 1 + a and for arbitrary vectors v v 1 v ∈ R p with v = v 1 + v we have
Note that the bound (3.10) on X a is weaker than the one given in [4] . This weaker bound will suffice for our purpose.
Next, we choose r k = α k for defining the lattice ‫ޗ‬ p r k , k ∈ N 0 , and a 1 = a/ √ 2. Set γ = 1 − 1/ √ 2 as an abbreviation. By (3.10) with v 1 ∈ ‫ޗ‬ p r 1 r 0 and the estimates (3.7) and (2.1), we find for arbitrary y > 0 and all n ≥ n 0 with 1820 B. GENTZ n 0 from Proposition 2.1,
It remains to choose an appropriate y and to estimate the last probability in (3.12) afterward. For this purpose, we choose a decreasing sequence d k k∈N by setting
Let n be large enough to satisfy 2α < 1. Then there exists a k 0 = k 0 n ≥ 2 such that d k 0 ≥ √ p r k 0 and, therefore
By the estimate (3.11) and the representation (3.9),
follows. Since α ≤ 1/3 for large enough n,
holds for these n with some constant c 3 > 0. From (3.8) and (3.13) it follows that
and, therefore, returning to (3.12), we find for all n ≥ n 0 with α ≤ 1/3,
An application of the Borel-Cantelli lemma shows the existence of an n 2 ξ such that
X a v ≤ n a (3.14)
for P ξ -almost all ξ and all n ≥ n 2 ξ . Applying (3.14) with v replaced by the normalized vector v/ v for v ∈ B 0 \ 0 yields
As a first application of the preceding lemma, we can now prove the existence of a unique maximum of in a small neighborhood of arctanh z e l , where z is defined as in Proposition 2.3. The case h = 0 and p increasing at least linearly with log n has been proved in [4] by showing local convexity of − . The proof naturally extends to the case h = 0.
Proof of Proposition 2.3. First note that
To prove that −D 2 λ is positive definite for λ in a neighborhood of arctanh z e l , we choose u v ∈ R p \ 0 arbitrarily. Then
where we used cosh −2 arctanh z = 1 − z 2 . Applying the estimate cosh −2 x + y − cosh −2 x ≤ min 1 2 y (3.16) the bound from Proposition 2.1 on the random matrix and Lemma 3.1, we find that for every auxiliary a > 0, P ξ -almost all ξ and all n ≥ n 2 ξ ,
Choosing n and a large makes n a arbitrarily small and ε n tends to zero as n → ∞. Therefore, there exist a > 0 and n 1 ∈ N such that 1 − z 2 ε n + 2 n a ≤ 1 2
for all n ≥ n 1 . Having fixed a, there exists an r 1 such that
holds for all n ≥ n 1 and all v satisfying v ≤ r 1 . This proves
for P ξ -almost all ξ, all u ∈ R p , v ≤ r 1 and all n ≥ n 1 ξ = max n 2 ξ n 1 . Next, we will show that does not attain its maximum on the boundary of B r 1 arctanh z e l . By Taylor's formula, for all v ∈ B r 1 arctanh z e l , there exists a θ ∈ 0 1 such that arctanh z e l + v
for all n ≥ n 1 ξ by our bound on n ξ and the estimate (3.17). Therefore, arctanh z e l + v < arctanh z e l for all v satisfying c 2 ε n < v ≤ r 1 with c 2 = 2 z /c 1 . This establishes the existence of a unique maximum of on the set B r 1 arctanh z e l as well as (2.4). 2
As an abbreviation, for every ν ∈ L, set
The following lemma shows that C n ν ξ converges to a deterministic diagonal matrix provided that √ p ε n → 0.
Lemma 3.2. Let β > 0 and h ∈ R such that β h = β c 0 . Choose an l ∈ Z \ 0 , satisfying l ≤ p in the case of bounded p. Then there exists a constant c 4 > 0 such that
for P ξ -almost all ξ and all n ≥ n 1 ξ .
Proof. By the identity cosh −2 arctanh z = 1 − z 2 , (3.16), (2.4) and Proposition 2.1, for P ξ -almost all ξ, all n ≥ n 1 ξ and all ν ∈ L,
The proof of the central limit theorem as well as the proof of Theorem 2.9 is based on the following lemma, which describes the asymptotic behavior of certain integrals. We will give the proof in Section 4. Lemma 3.3. Let β > 0 and h ∈ R be such that β h = β c 0 , and let l ∈ Z \ 0 , y ∈ R k and k ≥ l . Assume k ≤ p in the case of bounded p. As an abbreviation, set
For all λ ∈ R p , define the ξ-dependent function by
Then there exist R 0 , r 0 > 0, depending on β, h and y only, such that for all R ≥ R 0 , all r ≤ r 0 and P ξ -almost all ξ the following assertions hold: 
as n → ∞ with a sequence δ n n∈N tending to zero, which has the same properties as the one in Theorem 2.9.
The following lemma will be used to replace the indicator function of a ball by its smoothed version obtained via the convolution with the continuous density of a Gaussian random variable.
Proof. By splitting the domain of integration into the two sets with λ < ε/2 and λ ≥ ε/2, we find
Similarly,
Now, we are ready to give the proof of the central limit theorem. Let us start with the case of the unbiased Hamiltonian.
Proof of Theorem 2.5. First note that we may restrict ourselves to the case k ≥ l . Furthermore, we may assume that p ≥ k. By [12] , Lemma C1, it suffices to show for P ξ -almost all ξ the pointwise convergence of the Laplace transforms of
[with z = z + β ] to the Laplace transform of the Gaussian measure on R k with mean zero and covariance matrix C β . For this purpose, let y ∈ R k and define y n = 1/ √ n y 0 ∈ R p as in Lemma 3.3. Then the Laplace transform Q * n y of Q n at y equals Q * n y = ζ n ε exp n S n n − x n l ξ y n 1 S n /n −ze l <ε dP n β ξ
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With the help of Lemma 3.4, the Laplace transform Q * n y can be estimated from above, respectively, below by 1 Z n β ξ ζ n ε nβ 2π
where we applied
Substituting 1/β λ − y n − 1/n S n for λ and using p/n → 0, we see that Q * n y is bounded by 1 Z n β ξ ζ n ε n 2πβ p/2 exp −n x n l ξ y n × λ−βze l <2 ±1 βε± y n exp n − 1 2β λ − y n 2 + S n n λ dP σ dλ ± ζ n ε exp −c 5 n with some constant c 5 > 0. Let n be large enough to satisfy y n ≤ βε/4. Performing the integration with respect to P σ (cf. [8] , for instance) and using the Curie-Weiss equation βz = arctanh z shows that Q * n y is bounded by 1 Z n β ξ ζ n ε n 2πβ
log cosh λ ξ i dλ ± ζ n ε exp −c 5 n Applying Lemma 3.3(b), (c) and Theorem 2.9(a) yields 
Therefore,
which implies, by (3.20) and Lemma 3.2,
Since y → exp 1 2 y C β y is the Laplace transform of the Gaussian distribution with mean zero and covariance matrix C β , the proof is complete. 2
Next we give the proof of the central limit theorem in the case of an external magnetic field.
Proof of Theorem 2.7. As in the preceding proof, we will show for P ξ -almost all ξ the pointwise convergence of the Laplace transforms Q * n of the measures
As before, we may assume k ≥ l . Let again y ∈ R k and y n = 1/ √ n y 0 ∈ R p . Then the Laplace transform Q * n y of Q n at y equals
and by a Gaussian integration,
Performing the integration with respect to P σ as before,
Applying Lemma 3.3(c) and Theorem 2.9(b), we find
and, therefore, Q * n y → exp 1 2 y C β h y as n → ∞ by Lemma 3.2, which proves the central limit theorem. 2
Proof of Theorem 2.9. The proof of (2.7) and (2.9) follows from Lemma 3.3 (with y = 0) with the help of Lemma 3.4 in the same way as the central limit theorem in the case of the unbiased Hamiltonian is proved, and the identities (2.8) and (2.10) can be proved via Lemma 3.3 in the same way as the central limit theorem in the case of an external magnetic field. We will choose r sufficiently small and R sufficiently large, while ε n stems from Proposition 2.1. Remember that = in the case y = 0 and that attains a local maximum in B c 2 ε n arctanh z e ν for each ν ∈ L.
Outer region. First, we will show that the outer region does not contribute to the asymptotic behavior of (4.1). The estimate log cosh x ≤ 1 4β
and the bound on the random matrix given in Proposition 2.1 show that for P ξ -almost all ξ and all n ≥ n 0 ξ ,
with some constant c 6 > 0 depending on β, h and y only. Therefore, provided that n is large enough to satisfy ε n ≤ 1/3, there exists a τ > 1 such that for all λ satisfying λ ≥ τ, the right-hand side of (4.2) is bounded by − λ 2 / 8β . Let τ p denote the radius which satisfies
By an isoperimetric inequality for Gaussian measures on R p (cf. [11] , Theorem 1.2),
provided that n satisfies n/ 4β τ > τ p . Note that τ p increases with the dimension p. Therefore, we want an upper bound for τ p . Since This lemma together with (4.5) shows that for P ξ -almost all ξ, there exist a δ ξ > 0 and an n 3 ξ ≥ n 0 ξ such that n 2πβ p/2 U r exp n λ dλ ≤ exp n f CW β h − δ ξ for all n ≥ n 3 ξ . The proof of Lemma 4.1 is based on the following selfaveraging property combined with a geometric argument. Denote by K f the Lipschitz constant of f. It suffices to consider the case K f > 0. Then for P ξ -almost all ξ, all n ≥ n 0 ξ and all v ∈ B τ 0 by Proposition 2.1,
Furthermore, for all v ∈ B τ 0 ,
Therefore, to prove the lemma it remains to show that
P ξ -almost surely. Recall that m depends on n via the dimension p. Fix j for the moment and let
denote the set of those realizations of the patterns for which the difference we are interested in does not exceed the bound τK f ε. Then,
by the definition of A n j . Now, isoperimetric inequality
Calculating the expectation gives
and by estimating the probability of A c n j with the help of Chebyshev's inequality, we get
We will assume n ≥ 2/ε 2 to assure P ξ A n j ≥ 1 2
. By (4.7), (4.8), another application of Chebyshev's inequality and (4.9),
for all t > 0. Choosing the optimal t, which is t = ε/ 4τ , yields
for all large enough n by the bound on m. Now (4.6) follows from the BorelCantelli lemma. 2
Proof of Lemma 4.1. Recall the definitions of and y n from Lemma 3.3. By the self-averaging property applied to the Lipschitz continuous function log cosh,
for all λ ∈ B τ 0 and λ − he l 2 = E ξ λ − he l ξ 1 2 for all λ ∈ R p , it suffices to show lim sup
In the case h = 0, by the definition of z and f CW β this can be done by proving the existence of a constant δ > 0, depending only on r, such that
for all λ ∈ U r ∩B τ 0 and all p ∈ N. In the case h = 0, (4.10) can be established by showing
for all λ ∈ U r ∩ B τ 0 and all p ∈ N with a constant δ > 0, depending only on r. We will show that δ = r/42 suffices in both cases. The case h = 0 is a direct consequence of the following result on Rademacher averages, applied with X = λ − arctanh z e l ξ 1 which satisfies E ξ X 2 ≥ r 2 . For background on Rademacher averages, see [11] , Chapter 4, for instance. Lemma 4.3. For every Rademacher average X,
Proof. By scaling we may assume that EX 2 = 1. From the Khintchine inequality (cf. [11] , Lemma 4.1), we know E X ≥ 1/ √ 2. Therefore, by the Schwarz inequality,
and, therefore,
To treat the case h = 0, we fix λ ∈ U r ∩ B τ 0 . Without loss of generality, we may assume z ≥ 0 as well as λ 1 ≥ λ µ for all µ ∈ 2 p and λ 1 ≥ 0. In the sequel, we will use the abbreviationsλ = λ 2 λ p and η = ξ 2 1 ξ p 1 . First, we will consider the case when λ is small.
Let λ ≤ r/3. Then λ 1 − arctanh z 2 = λ − arctanh z e 1 2 − λ 2 ≥ 8r 2 /9. From the triangle inequality, we find x + y −z ≥ x −z − y for all x, y ∈ R and allz ≥ 0. Therefore, by Chebyshev's inequality,
It remains to consider the case λ > r/3. When λ 1 ≤ r/ √ 27, then there exists a k ∈ 2 p − 2 such that a = Let > 0, a, b ≥ andz ≥ 0. Consider independent Rademacher averages X and Y, satisfying EX 2 = EY 2 = 1. Then
Proof. Let κ,κ be two independent Bernoulli random variables, independent of X and Y, satisfying P κ = ±1 = P κ = ±1 = 1/2. Then aX + bY equals aκX + bκY in distribution and, therefore,
For the conditional probability we have the estimate
which can be seen as follows: assume min aX bY ≥ /8 and suppose that aX + bY −z < /8. Then the triangle inequality implies
Therefore, at least half of the realizations of the signs κ andκ lead to the estimate aκX + bκY −z ≥ /8. Returning to (4.12), we find Inner region. First of all, let us remark that the following estimates will hold uniformly for ν ∈ L as the corresponding ones did in the previous case of the intermediate region. Choose R as before. We will apply the bounds on the remainder of the Taylor expansion with a replaced by a n = 3Rε n log p for unbounded p, √ ε n otherwise.
