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Introduction
We use [6] for terminology and notation not defined here and consider finite simple graphs only.
Let G be a graph on n vertices and let X C_ V(G). We say that G is X-cyclable if G has an X-cycle, i.e., a cycle containing all vertices of X. Instead of V(G)-cycle and V(G)-cyclable, we use the more common terms Hamilton cycle and hamiltonian, respectively. We denote by ~(X) the maximum number of pairwise nonadjacent vertices in the subgraph of G induced by X, and by 6(X) the minimum degree (in G) of the vertices of X. For 2 ~< k ~< ct(X) we denote by ~rk(X) the minimum value of the degree sum (in G) of any k pairwise nonadjacent vertices of X; for k > ~(X) we set ak(X) = k(n -cffX)). IfX does not induce a complete subgraph of G, we denote by x(X) the minimum cardinality of a set of vertices of G separating two vertices of X. Since we are interested in X-cyclability, and G is trivially X-cyclable if G[X] is complete (and IXI ~>3 or G is 2-connected), we henceforth assume G [X] is not complete. We write c~ instead of cffV(G)), 6 instead of 6(V(G)), etc.
Two classical results in hamiltonian graph theory are the following.
Theorem 1 (Dirac [9] ). Let G be a graph on n>~3 vertices with 6>>,½n. Then G is hamiltonian.
Theorem 2 (Chv~ttal and Erd6s [8]). Let G be a graph of order at least 3 with ct <~ ~. Then G is" hamiltonian.
These results are not robust in a certain sense. For instance, if a graph on n vertices contains only one vertex of degree less than ½n, then Theorem 1 does not say anything at all. But still one would expect that such a graph is 'almost hamiltonian'.
The following extensions of Theorems 1 and 2 to X-cyclable graphs are more robust.
Theorem 3 (Bollob~is and Brightwell [3] , Shi [12] ).
Let G be a 2-connected graph of order n and let X C_ V(G). If 6(X) >>, in, then G is X-cyclable.
Theorem 3 occurs in [3] as a special case of a more general result, while in [12] it is stated as a lemma.
Theorem 4 (Fournier [11]). Let G be a 2-connected graph and let X c V(G). If ~(X) <<, K, then G is X-cyclable.
Apart from extending Theorem 1, Theorem 3 also provides a tool for a simple proof of a generalization of Theorem 1 due to Fan [10] , and for proving generalizations of this result (see e.g. [12] ). Therefore it seems worthwhile to investigate whether other existing results on hamiltonicity also admit extensions in terms of Xcyclability.
In Section 2 we give an extension in terms of X-cyclability of a result on hamiltonian graphs appearing in [1] , and a further extension of Theorem 2 (and Theorem 4). These results are proved in Section 3. In Section 4 we give a number of extensions of other known results.
Main results
Using Theorems 1 and 2, Bauer et al. [1] proved the following generalization of Theorem 1.
Theorem 5 (Bauer, Broersma, Li, and Veldman [1] ). Let G be a 2-connected graph of order n with ~r3 >~ n + to. Then G is hamiltonian.
In view of Theorems 1-4, one might expect the truth of the following assertion.
(1) Let G be a 2-connected graph on n vertices and let X C_ V(G). If a3(X)~>n + x, then G is X-cyclable.
However (1) is not true. In fact, we give counterexamples to the following weaker assertion.
(2) Let G be a 2-connected graph on n vertices and let
Consider the graph Gk obtained from a complete bipartite graph Kk, k+l (k~>4) by adding one new vertex and joining it to exactly one vertex of each color class. Let X be the larger color class of Kk, k+l. Then clearly Gk has no X-cycle, while o'3(X ) = 3k >~2k + 4 = I v(ak)l + ,5.
In Section 3 we prove the following extension of Theorem 5 in terms of Xcyclability.
Theorem 6. Let G be a 2-connected 9raph on n vertices and let X c_c_ V(G). If o-3(X)>~n + min{x(X),f(X)}, then G is X-cyclable.
Note that 6(X) may be smaller than x(X). For example, consider the graph K2,n-2 for some n/> 5, and let X consist of the two vertices of degree n -2 and one vertex of degree 2. Then 6(X) = 2, while x(X) = n -2 > 6(X).
Theorem 6 is sharp since Theorem 5 is, as shown in [1] . An infinite class of graphs, similar to the class described in [1] , shows that Theorem 6 is sharp for sets X # V(G) It is easy to give examples showing that Theorem 6 is more robust than Theorem 5. Consider, e.g., a graph G on n vertices obtained from a complete graph H on at least 5 vertices by replacing one of two nonadjacent edges by a path of length 2, and the other by two intemally-disjoint paths of length 2. Let X = V(H) t3 {v} for a vertex v of degree 2 on one of the latter two paths. Clearly, o'3(G) = 6, while a3(X) = 2n -6 ~> n + 2 = n + min{x(X), 6(X)}. Theorem 5 says nothing, but by Theorem 6 G has an X-cycle, hence a cycle of length at least n -2. 2-connected in Theorem 6 could be replaced by the weaker condition that x(X)~>2. This is true indeed. However, the resulting theorem is not more general than Theorem 6 in the sense that it follows by applying Theorem 6 to the block of G containing all vertices of X. We leave the details to the reader.
In view of Theorem 6, another natural question is whether x in Theorem 4 could be replaced by to(X). The answer is affirmative.
Theorem 7. Let G be a 2-connected graph and let X C_ V(G). If ~(X)<~ x(X), then G is X-cyclable.
The proof of Theorem 7 is also given in Section 3.
Proofs of the main results
Before we present a proof of the main results, we first introduce some additional notation and prove some auxiliary results.
___+
Let G be a graph and let C be a cycle of G. We denote by C the cycle C with a given orientation, and by C the cycle C with the reverse orientation. If u, v E V(C), then uCv denotes the consecutive vertices of C from u to v in the direction specifie_.d by C. The same vertices, in reverse order, are given by vCu. We will consider uCv 4--- and vCu both as paths and as vertex sets. We use u + to denote the successor of u on C and u-to denote its predecessor. Analogous notation is used with respect to paths instead of cycles. The cycle C is called X-longest if no cycle of G contains more vertices of X than C, and it is called X-dominating if all neighbors of each vertex of X\V(C) are on C. We write longest and dominating instead of V(G)-longest and V(G)-dominating, respectively. A subset of a set X C_ V(G) is called an X-set of G.
Our proof of Theorem 6 relies on the results below. The proofs of these results are similar to the proofs of the corresponding results with X = V(G) given in [1] .
Nevertheless, we present proofs of Lemmas 9, 11, 13, and Theorems 8 and 12 below for convenience and because the proof details are not always straightforward variations of the arguments in the proofs of the corresponding results with X = V(G). In particular the proof of Lemma 9 significantly differs from the proof of the corresponding result with X--V(G).
Theorem 8. Let G be a 2-connected graph on n vertices and let X C_ V(G). If a3(X)/> max{n + 2,3~(X) -2}, then G is X-cyclable.
Theorem 8 extends [1, Theorem 4] and [13, Theorem 9] and will be proved using the following result.
Lemma 9. Let G be a 2-connected 9raph on n vertices and let X C V(G) such that tr3(X)>~n + 2. Then G contains an X-longest cycle C such that C is X-dominatin9 and, if G is not X-cyclable, max { d( v ) I v E X\ V ( C ) } >1 ltr3(X).
Proof. Let G be a 2-connected graph on n vertices and let X C V(G) such that tr3(X)~>n + 2. Then the proof of [13, Theorem 5] (the minimum degree analogue of the first part of Lemma 9) in fact shows that G contains an X-longest cycle which is X-dominating. Now suppose G is not X-cyclable and let C be an X-longest X-dominating cycle such that max{d (v) 
We first observe that all Uim are distinct and 
Di={vEV(G)\UIxivCE(G) } (i=1,2).
Since ~b : U ---+ U is a bijection, we have 
Lemma 10. Let G be a 2-connected graph of order n with a3 >1 n ÷ 2. Then every longest cycle of G is a dominating cycle. Moreover, if G is nonhamiltonian, G contains a longest cycle C such that max{d(v) lv E V(G)\V(C)} ~ la 3.
From the first part of Lemma l0 one would perhaps expect that under the hypothesis of Lemma 9 every X-longest cycle of G is X-dominating. This is not true, as shown in [13, p. 323] .
The next lemma extends [1, Lemma 6] and is simply a weaker version of Theorem 6.
Lemma 11. Let G be a 2-connected graph on n vertices and let X C_ V(G). If a3(X)>~n + 6(X), then G is X-cyclable.
The proof of Lemma 11 uses the following extension of the classical closure theorem in [5] . Proof of Lemma 11. Suppose there exist a 2-connected graph G on n vertices and a set XC_ V(G) with a3(X)>~n + b(X) such that G is not X-cyclable. We assume G is chosen in such a way that (9) IE(G)I is maximum.
Theorem 12. Let G be a graph on n vertices with nonadjacent vertices u and v, and let X C_ V(G). If d(u) + d(v)>~n, then G is X-cyclable if and only if G + uv is X-cyclable.

Proof. If G is X-cyclable, then clearly so is G + uv. _Suppose G + uv is X-cyclable and G is not X-cyclable. Then G contains a path P = xlx2...xt, where xl = u, xt = v, and X C_ V(P). Let U = {x E V(P) ] ux + EE(G)} and W = {x E V(P) I vx E E(G)}. Now clearly UN W = 0 and u and v have no common neighbor in V(G)\V(P), or else G is X-cyclable. Since v ~ U U W, we obtain d(u) + d(v)<-..iU[ + IWI + IV(G)\V(P)I = IU U W I +IV(G)\V(P)I ~< IV(P)
]
Let u EX with d(u) = 6(X), let S = N(u) and T ---= V(G)\(SU{u}). Clearly, Theorem 12
and (9) 
Lemma 13. Let G be a 9raph on n vertices, let X C_ V(G), and let S be a vertex cut of G. Suppose A is the union of the vertex sets of a number of components of G -S such that G[A N X] is complete or A n X = 0. If u and v are nonadjacent vertices in V(G)\(S UA) such that d(u)+ d(v)>.n -[A[ + 1, then G is X-cyclable if and only if G + uv is X-cyclable.
Proof. If G is X-cyclable, then clearly so is G + uv. _._,Suppose G + uv is X-cyclable and G is not X-cyclable. Then G contains a path P = XlX2..
.xt, where xl = u, xt = v, and X C V(P). Let U = {x E V(P) [ ux + E E(G)} and W = {x E V(P) I vx E E(G)). Clearly U f3 W = 0 and u and v have no common neighbor in V(G)\V(P), or else G is X-cyclable. Set Z1 = {x E V(P)[x-EA M U} and Z2 = ((A fq V(P))-n S)\W. Since neither u nor v is adjacent to any vertex in A,
we have (A\Z;-) fq (U U W) = 0. Also, Z2 M (U U W) = 0. Noting that v ~ U U W while A\Z~-C_A and Z2 _S are disjoint, we obtain Let T be an independent X-set of cardinality cffX), let S be a vertex cut of cardinality ~c(X) separating two vertices of X, and let G1 ..... Gs be the components of G -S. 
n -IAI + 1 <~ d(u)+d(v) <<. IUI + IWl + (V(G)\V(P))\A[
= lU u Wl ÷ I(V(G)\V(P))\AI
<~ n -I(A\ V(P) ) U {v}[ -[(A rq V(P) )\ZU I -IZ21
Choose w E T such that d(w)<~ d(x) for all x E T. If vl and v2 are distinct vertices in
Extensions of other results
Theorem 8 generalizes the following result from [13] .
Theorem 14 (Veldman [13]). Let G be a 2-connected graph on n vertices, r a real number with r>~l(n +2), and X = {v E V(G) ld(v)>~r}. If ~(X)<~ r, then G is X-cyclable.
We state another result from [13] .
Theorem 15 (Veldman [13] ). Let G be a 2-connected graph on n vertices, r a real number with r >1 ½(n + 2), and X = {v E V(G) ld(v) >jr}. Then G contains a cycle C such that either C is an X-cycle or IV(C)I>~2r.
Using Lemma 9 we easily obtain the following generalization of Theorem 15.
Theorem 16. Let G be a 2-connected graph on n vertices and let X C_ V(G). If o3(X)>~n -3-2, then G contains a cycle C such that either C is an X-cycle or
We believe a lot of results appearing in [2] and [7] can easily be extended in terms of X-cyclability using Lemma 9. As an example, we prove the following result. 
