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The existence of weak solutions u(x, t) to parabolic partial differential equations 
with coefficients that depend on u(y,, y,(t, u(x, t))), I= l,..., k, is demonstrated 
using a retardation of the time arguments in the coefficients along with regularity 
and compactness results for solutions of linear parabolic partial differential 
equations. 
1. 1NTRoDucT10~ 
Let fi denote a domain in R” with smooth boundary X2. Let QT = 
R x (0, T] and S, = asl x (0, T]. Now consider the problem of finding an 
unknown function u(x, t) satisfying 
wx, t) = f(x, t) in QT, 
4x9 t) = d(x), t=o, xEf2 
u(x, t) = 0, (xv 9E s,, 
(1.1) 
where 
L”(xv ‘1 s atu - 2 a.x,(U{ja,U + UiU) + 5 bidxiU + UU (1.2) 
i,j=1 i=l 
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and 
f(X, t) ZS -g(XV t, + i axi gi * 
i=l 
(1.3) 
We suppose that the coefficients Uij, ui , bi, a in (1.2) and the data functions 
g and gi in (1.3) exhibit the following dependence: 
aij=Uij(xY r; u(YIT Wl(lY u(x, ‘)))Y**Y u(YkV WktfT ‘(‘3 ‘)I))3 
Ui=Ui(xT t; U(Yl9 Wl(f, U(X,t)))9*'~~U(Yk~ Wk(f9 u(x3 t>>))3 
bj = bi(X9 t; u(Yl 9 Yl(!T u(xY t)>>Y***T u(YkT YkCtY 'CxV '))I>9 
a = a(-% t; U(YlY Wl(4 u(x, t))),.-9 4Y,Y Y& 4x, 0)>>9 
Cl.41 
g = g(x, c U(Y I 3 v/1 (6 4x9 t>)L 4Y, 9 Wkk 4x9 O))>, 
gi = g(xY f; u(.Yl(tY u(x3 c)>)~*‘~~ u(Y,3 Wk(‘9 ‘Cx9 t)))>Y 
where the functions vi(t, A), i = 1, 2 ,..., k are defined and continuous on 
[0, r] x R ’ and satisfy 
O < Wilt9 u(x, I>) < tY i = 1, 2,.. ., k. U-5) 
The parameters yi, i = 1,2 ,..., k, denote fixed points in a. 
We are going to suppose here that the coefficients U, satisfy the additional 
condition 
(1.6) 
for some positive constants V, p. 
We will also assume, for the sake of simplicity, that the coefficients and 
the data appearing in (1.4) are each bounded measurable functions of their 
arguments and that, in addition, they are each continuous functions of their 
last k arguments. 
In Section 2 of this paper we present a weak formulation of problem (1.1) 
and state an existence theorem for weak solutions. In Section 3 we define a 
family of approximate weak solutions by retarding the time variable in the 
u(x, t) appearing in the arguments of each of the functions vi, 1 ,< i < k. 
Compactness of this family is demonstrated and used in Section 4 to 
complete a proof of the existence theorem. 
In order to motivate the problem (1.1) subject to (1.2) through (1.6) we 
consider the problem of determining a pair of unknown functions u(x, t), 
a(A) which satisfy 
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au a at=% awg , ( ) x > 0, t > 0, 
u(x, 0) = 0, x > 0, 
up, t) = f(t), t > 0, 
(1.7) 
WV)) g (0, t> = k!(t), t > 0, 
where f, g denote known functions. In particular, we must suppose that 
f(O) = 0 and f(t) is strictly increasing. If we denote f -’ by r, then (1.7) can 
be reformulated as follows: 
au a -=- 
at ax au(0, 5(24(x, t)))/dx ax ’ ( 
m& ON au 
> x > 0, t > 0, (1.8) 
u(x, 0) = 0, x > 0, 
up, t) = f(r), t > 0. 
If we approximate au(0, r)/ax by a difference formula, we obtain a problem 
of the form (1.1) where the coefftcient displays a dependence of the form 
indicated in (1.4). 
2. A WEAK FORMULATION OF THE PROBLEM 
Let &(Qr) denote the real Hilbert space of functions which are defined 
and square integrable in QT. In addition, let We*” denote the subspace of 
L2(QT) consisting of those functions u in &(Q) all of whose derivatives 
ih/iYx,, k = 1, 2 ,..., n, are in L,(Q,). Finally, let We*’ denote the 
subspace of W$‘(Qr.) consisting of those functions u in W:*‘(Qr) whose time 
derivative ih/at is also in L2(QT). For each of these spaces we have the 
natural inner product defined as follows: 
(UT 4L,(Qr) = u(x, t) u(x, t) dx dt, (2.1) 
and 
(u, 0) ,,‘;*‘(Q,) = CUT uhV;~“(QT) + Lz(Qr)' (2.3) 
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Now, following Ladyzenskaya, Sollonikov and Ural’ceva, we let V,(Q,) 
denote the Banach space composed of those elements of #*“(Q,) satisfying 
(ulQT< co, where 
(2.4) 
and 
II 4, a:,, = i dx, t)* dx, 
(2.6) 
Finally, we let J$‘i3”(Q,), I@iY’(Q,) and r’,(Q,) denote respective subspaces 
whose elements “vanish on ST.” 
Proceeding formally, we multiply Eq. (1.1) by an v in @*‘(QT) and 
integrate over QT. For q such that r,~(x, 7’) = 0, integrating by parts leads to 
Jqu, rl) = j qqx) a(x, 0) dx, 
R 
where 
(2.7) 
Letting C(Q,) denote the space of functions defined and continuous on 
Qr., the requirement that u E l$'~*"(Q,)n C(Q,) is consistent with the 
existence of all integrals in (2.8) and with the assumptions that the coef- 
ficients and data in (1.4) are bounded, measurable functions of all their 
arguments and are continuous in their last k arguments (see [2, p. 2041). 
Thus we have the following. 
DEFINITION. A weak solution of (1.1) subject to (1.2) through (1.6) is 
any u E J@“(Q,> n C(QT) such that (2.7) holds for all q E l@i*‘(Q,) 
satisfying v(x, r> = 0 for x E a. 
We a now state our main result. 
505/42/3-l I 
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THEOREM. Suppose that the coeflcients and data functions appearing in 
(1.4) are bounded measurable functions on QT x Rk and that they are 
continuous functions of their last k arguments. Suppose also that 4 E L&2). 
Then there exists a weak solution to (1.1) subject to (1.2) through (1.6). 
3. A FAMILY OF APPROXIMATE SOLUTIONS 
For real 8 satisfying 0 < 8 < 1, let Ke denote a function which satisfies 
(i) Ke E C,“(R”), 
(ii) Ke)O and Kc(x) = 0 for 1x1 > 8, (3-l) 
(iii) 1. Kc(x) a!x = 1. 
Then define 
Ke * d(y,) = I, $(yi - Y> Kc(y) 4s i = l,..., k, (3.2) n 
Ke * ~(5, 5) = I u(t - Y, 5) Kc(y) dy, Gr)E Qrv (3.3) R” 
where we agree to define $ and u as zero for all x not in J2. 
We now propose to modify the coefficients aij, ai, b,, and the data 
functions g,, g in the following way. Define functions aij by 
at = a&, t; Ke * I,--, Ke * 4(yk)), o<t<e 
a&, t; Ke * uy,, vl(t - 8, Ke * U(X, t - e))),..., 
Ke * wk, Wk(t - 8, Ke * 26 t - e)))), O<t<T. (3.4) 
Similar definitions are made for a:, by, ae as well as for ge and ge. Using 
these modified coeffkients in place of their unretarded counterparts in (2.8) 
leads to a modified functional which we denote by Le(u, II). Then for each 0, 
0 < 0 ( 1, we define the approximation u* on QT to be the unique solution in 
V2(QT) of the following variational problem: Find ue E v,(Q=) satisfying, 
Le(ue, rt) = 1 0) rl(x, 0) dx, (35) 
0 
for all q E @*‘(Qr) such that ~(x, T) = 0. 
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LEMMA 1. For each 9, 0 < 0 < 1, ue is well defined. 
Proof: Evidently we must demonstrate the existence and uniqueness of 
the solution to the variational problem (3.5). Consider first the variational 
problem in Q,. There the coefficients and the data in the functional Lo are 
well defined, and by Theorem 4.1 in Ladyzhenskaya, Sollonikov and 
Ural’ceva [2, p. 1531, ue exists and is unique in Q,. Moreover, from 
Theorem 2.1 [ 2, p. 143) we have 
for some constant C, depending only on q, V, .D, the bounds on the a!, a:, 
by, a’, ge, go, the measure of R, T, and on ]]#(&). In addition, 
Theorem 8.1 [2, p. 1921 implies that for 6 > 0 and for Qs,@ = R X (6, e] we 
have 
es; s;p (ueJ < C, 
8. 
for some constant C, depending only on C, , u, ,D, the measure of R, T, 6, and 
on the bounds on the data at, a;, by, a’, gf , go, Finally, an application of 
Theorem 10.1 (2, p. 2041 yields the Holder continuity of ue in Q2s,e with 
exponent a depending on n, v, ~1, the measure of 0, the smoothness of a&?, T, 
and on the data bounds. The Holder norm ]u’]& is bounded by a constant 
C, which depends on n, C,, v, P, the measure of a, T, 6, and on the data 
bounds. 
Next we consider the variational problem in Qe,2e with initial data 
u’(x, 8). Since u* is well defined in Q,, the coefficients and data in Le are 
well defined in Qe,zs. Consequently we can extend the solution into Qe,ze, 
and, by induction, to all of Q,. Repeating the application of the above 
theorems, we obtain 
IUOIQT< Cl? (3.6) 
es~,s;p (uel <C,, (3.7) 
and 
where the constants C, , C,, C, and the exponent a depend on the various 
ingredients of the problem just as indicated in the above discussion. This 
proves the lemma. 
We conclude this section with the following compactness result. 
444 CANNONANDDUCHATEAU 
LEMMA 2. The family u*, 0 < 9 < 1, is weakly compact in L,(Q,) and in 
W:*“(Q,). Moreover, the family u ‘, 0 < 0 < 1, is uniformly bounded and 
equicontinuous in QsVT for each 6 > 0. 
ProojI It follows from (3.1)-(3.4) that the bounds for a:, a:, be, ae, ge, 
ge are identical to the respective bounds for aij, ai, bi) a, gi, g. Then the 
constants Ci, i= 1,2,3, and a in (3.6)-(3.8) do not depend on 0 and the 
lemma follows. 
4. PROOF OF THE THEOREM 
Let 19” denote a sequence of positive numbers decreasing monotonically to 
zero and let uBn denote the corresponding sequence of solutions to (3.5). 
Lemma 2 implies the existence of a subsequence uem of solutions converging 
weakly in Lz(Qr) and in W:“(QT) to a limit u. Lemma 2 implies further 
than the subsequence can be selected so that for each 6 > 0 the convergence 
is uniform on Qs,r. Then a diagonalization argument implies that 
u E C(Q,). Since uem E ri,(Q,) Vm it is clear that u E T2(QT) as well. 
Consider now for m = 1, 2,... the equations 
Lem(uem, rl) = 1 O(x) V(& 0) a!x* (4.1) 
R 
By adding and subtracting L(u, q) on the left side of (4.1) we obtain 
Lb, 0’1 + E, = I 0(x> r(x, 0) dx, m = 1, 2,..., 
R 
(4.2) 
where 
E, = Lem(Uem, r) - L(u, V), m = 1, 2,... . (4.3) 
Then our proof of the theorem will be complete if we can show that 
lim e,= 0. (4.4) m-cn 
In proving (4.4) it will suffice to consider only the terms involving a> and 
/I:; since the remaining terms are then handled in a similar manner. 
:t 
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au an 
a..--dxdt 
’ aXj aXi 
’ 
Z,,,=J;+J;. (4.5) 
Clearly Ji must tend to zero as m tends to infinity in view of the weak 
convergence of uem to u in We*“. Consider then the term JA in (4.5). 
Suppose that 
lim azm = aU 
rn~rn 
almost everywhere in QT. (4.6) 
Then it follows from Egorov’s [ 1, p. 421 theorem that for any E > 0 there is a 
subset Q> of Q, such that the measure of QT - Q> is less than E and u> 
converges uniformly to Qij on Q;. 
Now write 
J; = 
I 
{@ - aij} -- alem atl dxdt 
QS aXj aXi 
+ 
1 
, {ap-a,jJ$$sdxdt 
Q&T 
+ 
1 {a> - 
auem a?j 
%I---- 
W&T ax, ax, dxdtt 
(4.7) 
where, for 6 > 0, Q;i,T = Q,,,n Q$ and W,,, = Qs,T - Q&T. If we suppose 
that 
then we have 
Using (3.6) and the fact that aq/ax, E L2(QT) it is evident that the first 
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term on the right side of (4.9) can be made arbitrarily small by choosing 
6 > 0 sufficiently small. Similarly, the second term on the right side of (4.9) 
can be made small by choosing E > 0 small. Finally, the third term on the 
right side of that expression can be made as small as we like by choosing m 
sufficiently large. We conclude that lim J’ = 0, provided that (4.6) holds. nl-bco m 
To prove that (4.6) must hold, it will be sufficient to show that 
Vd>O aym+ if aij pointwise in Qs,T, (4.10) 
since in this case the a? converge to aij in measure on QT which in turn 
implies the existence of a subsequence which converges a.e. on Qr. 
To prove (4.10) note that for 6 > 0, uern tends uniformly to u on Qs+r and 
hence 
lim Kern * zP”(x, t - 0,) = U(X, t) (4.11) 
PWCO 
when the convergence is uniform. It follows that for I= 1,2,..., k, 
)I% yr(t - B,, Kern * d”“(x, t - 0,)) = y,(r, u(x, t)). (4.12) 
and 
lim Kern * uem(y,, w,((t - e,), Kern * Uem(& t - 0,))) 
m-wm 
= U(Y,, W,(h 4x9 4)) 
where we have used the continuity of the w,. Finally, from the continuity of 
the aij in the last k variables follows the pointwise convergence of a? to aij 
on Qs,r and this concludes the proof of the theorem. 
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