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WEIGHTED PROJECTIVE SPACES FROM THE TORIC POINT
OF VIEW WITH COMPUTATIONAL APPLICATIONS.
MICHELE ROSSI AND LEA TERRACINI
Dedicated to our teacher, colleague and friend Luciana Picco Botta
Abstract. The purpose of the present paper is threefold. First: giving a
treatise on weighted projective spaces by the toric point of view. Second:
providing characterizations of fans and polytopes giving weighted projective
spaces, with particular focus on a kind of recognition process of toric data
like fans and polytopes. Third: building a mathematical framework for the
algorithmic and computational approach to wps’s realized in [23, 24].
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Introduction
The purpose of the present paper is threefold.
The first aim is to propose a treatise on weighted projective spaces (wps’s) from
the toric point of view. In fact there is a quite vast literature on the subject but this
is rather fragmented and scattered in a variety of places due to the multitude of ap-
plications that wps’s have had over the years. Therefore we would like to propose a,
as much as possible, self-contained toric approach to wps’s, giving characterizations
of their toric data, like fans and polytopes, and producing algorithms that allow
them to be easily determined, even by hand. Actually, a wps is one of the simplest
examples of a complete normal toric variety, probably meaning that a toric trea-
tise on this subject could be regarded as not much more than a sort of instructive
exercise on toric geometry. Nevertheless wps’s, and toric varieties in general, are
often considered in many applications, like e.g. super–string theory to produce ex-
amples of Calabi–Yau threefolds modeling of the space time of hidden dimensions,
whose scholars are not expected to have a sufficiently deep background in algebraic
geometry. Since we are convinced that combinatorics and convex geometry require
a smaller background than algebraic geometry, we believe that a completely toric
treatise of the issue may provide a good service to many people. However, such a
treatise should not be thought of as a comprehensive survey on the subject: wps’s
have so many steppingstones with so many mathematical areas and so many appli-
cations that giving a comprehensive survey would probably mean writing a whole
book on the subject. By the way, we also believe that giving a comparison between
well–known algebraic geometric results and their toric counterparts, like e.g. the
Reduction Theorem 1.26 asserting the isomorphism P(Q) ∼= P(Q′) when Q′ is the
reduced weights vector of Q (see 1.6), may be a mathematical outcome worthy of
some interest.
The second aim is to provide, among others, particular characterizations of toric
data (fans and polytopes) defining a wps, which, as far as we know, seem to be still
unpublished. Namely:
(1) Proposition 2.5 providing a surprising link between a wps fan and the
switching matrix computing the Hermite Normal Form B = (1, 0, . . . , 0)T
of the transposed weights vector QT = (q0, . . . , qn)
T ,
(2) Definition 3.1 and the following Theorem 3.3 proposing the weighted trans-
version process as an easy and quick method to produce a minimally po-
larizing polytope of a wps starting from its fan,
(3) Theorems 3.15 and 3.16 giving characterizations of polytopes defining a
polarized wps.
Let us discuss these results in more detail. Proposition 2.5 asserts that a fan of
P(Q) is encoded in a matrix U such that U · QT = B, whose existence is guaran-
teed by Hermite Normal Form (HNF) algorithm, building a bridge between toric
geometry and linear algebra. This is proved by a direct check of equivalent condi-
tions in Theorem 2.1. As a consequence a procedure computing a wps fan can be
implemented in any mathematical software treating basic linear algebra procedures
like the one giving the HNF of a matrix (see algorithm 2.6).
Results listed in (2) and (3) are naturally obtained by constructing the polytope
of a minimally polarizing divisor of P(Q) starting from its fan: when restricted to
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the associated matrices, such a process turns out to be, up to the multiplication
by a diagonal matrix of weights, nothing more then taking the transposed inverse
(hence “transverse”) matrix of the fan matrix after the deletion of the column
corresponding to a chosen weight q0. Then, conditions stated in Theorems 3.15
and 3.16 allowing the ”recognition” of the polytope defining the polarized wps
(P(Q),O(m)) are obtained by checking the equivalent conditions in Theorem 2.1
after having inverted the transverse process (see Proposition 3.11 and the following
Remark 3.12).
Last, but not least, the third aim of this work is to provide a mathematical
framework for an algorithmic approach to wps’s. This is part of a much bigger
project, aiming to produce a large number of procedures for an “automatic” treat-
ment of toric varieties, which we are carrying on in collaboration with our student
Massimiliano Povero [21], [22]. The main motivation for such a computational ap-
proach is that toric varieties are a very fertile ground for the production of examples
in algebraic geometry and for many applications. Let us say that these last years
have seen a proliferation of mathematical packages on these topics which we do not
quote here to avoid forgetting someone. We just refer the interested reader to the
well updated D. Cox web–page [7]. However, this is a clear sign of a significant
interest in the topic.
The recognition processes for fans and polytopes of a given wps, giving rise from
results collected in the present paper, seem to lead to a way of approaching the
study of toric varieties which, at least in principle, may be useful for many appli-
cations where the geometry introduced by the recognition of toric data can help
to understand some involved problem (see e.g. [13]). At this purpose let us say
that the recognition process for toric data of a wps, here given, can be reasonably
extended to some more general toric varieties, like e.g. finite quotients of wps, so
called fake wps [18], and products of them [25].
In the present paper we have summarized the computational applications of the
above mentioned results with the following four algorithms. For the complete list
of computational procedures we refer the interested reader to [23] and to their
Maple implementation [24].
• Algorithm 2.4 recognizing a fan of P(Q), as an application of Theorem 2.1.
• Algorithm 2.6 providing a fan of P(Q), as an application of Proposition 2.5.
• Algorithm 3.7 providing a polytope of the minimally polarized (P(Q),O(1)),
as an application of Theorem 3.3.
• Algorithm 3.17 recognizing a polytope giving (P(Q),O(m)), as an applica-
tion of Theorems 3.15 and 3.16.
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for stimulating questions and conversations. In particular they are indebted to A.
Grassi for her encouragement to complete that draft and write down the present
paper. A heartfelt thanks goes to C. Casagrande who first pointed us the refer-
ence [5] and to S. di Rocco for suggestions and stimulating conversations during
4 M. ROSSI AND L.TERRACINI
the School and Workshop on “Tropical and Toric Geometry”, held in Trento on
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1. Preliminaries and notation
1.1. Toric varieties. A n–dimensional toric variety is an algebraic normal variety
X containing the torus T := (C∗)n as a Zariski open subset such that the natural
multiplicative self–action of the torus can be extended to an action T ×X → X .
Let us quickly recall the classical approach to toric varieties by means of cones
and fans. For proofs and details the interested reader is referred to the extensive
treatments [10], [16], [20] and the recent and quite comprehensive [9].
As usual M denotes the group of characters χ : T → C∗ of T and N the group of
1–parameter subgroups λ : C∗ → T . It follows that M and N are n–dimensional
dual lattices via the pairing
M ×N −→ Hom(C∗,C∗) ∼= C∗
(χ, λ) 7−→ χ ◦ λ
which translates into the standard paring 〈u, v〉 =
∑
uivi under the identifica-
tions M ∼= Zn ∼= N obtained by setting χ(t) = tu :=
∏
tuii and λ(t) = t
v :=
(tv1 , . . . , tvn).
1.1.1. Cones and affine toric varieties. Define NR := N ⊗ R and MR := M ⊗ R ∼=
Hom(N,Z)⊗ R ∼= Hom(NR,R).
A convex polyhedral cone (or simply a cone) σ is the subset of NR defined by
σ = 〈v1, . . . ,vs〉 := {r1v1 + · · ·+ rsvs ∈ NR | ri ∈ R≥0}
The s vectors v1, . . . ,vs ∈ NR are said to generate σ. A cone σ = 〈v1, . . . ,vs〉 is
called rational if v1, . . . ,vs ∈ N , simplicial if v1, . . . ,vs are R–linear independent
and non-singular if v1, . . . ,vs can be extended by n − s further elements of N to
give a basis of the lattice N .
A cone σ is called strictly convex if it does not contain a linear subspace of NR.
The dual cone σ∨ of σ is the subset of MR defined by
σ∨ = {u ∈MR | ∀ v ∈ σ 〈u,v〉 ≥ 0}
A face τ of σ (denoted by τ < σ) is the subset defined by
τ = σ ∩ u⊥ = {v ∈ σ | 〈u,v〉 = 0}
for some u ∈ σ∨. Observe that also τ is a cone.
Gordon’s Lemma (see [16] §1.2, Proposition 1) ensures that the semigroup Sσ :=
σ∨ ∩M is finitely generated. Then also the associated C–algebra Aσ := C[Sσ] is
finitely generated. A choice of r generators gives a presentation of Aσ
Aσ ∼= C[X1, . . . , Xr]/Iσ
where Iσ is the ideal generated by the relations between generators. Then
Uσ := V(Iσ) ⊂ C
r
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turns out to be an affine toric variety. In other terms an affine toric variety is
given by Uσ := Spec(Aσ). Since a closed point x ∈ Uσ is an evaluation of elements
in C[Sσ] satisfying the relations generating Iσ, then it can be identified with a
semigroup morphism x : Sσ → C assigned by thinking of C as a multiplicative
semigroup. In particular the characteristic morphism
(1)
xσ : σ
∨ ∩M −→ C
u 7−→
{
1 if u ∈ σ⊥
0 otherwise
which is well defined since σ⊥ < σ∨, defines a characteristic point xσ ∈ Uσ whose
toric orbit Oσ turns out to be a (n − dim(σ))–dimensional torus embedded in Uσ
(see e.g. [16] §3).
1.1.2. Fans and toric varieties. A fan Σ is a finite set of cones σ ⊂ NR such that
(1) for any cone σ ∈ Σ and for any face τ < σ then τ ∈ Σ,
(2) for any σ, τ ∈ Σ then σ ∩ τ < σ and σ ∩ τ < τ .
For any i with 0 ≤ i ≤ n denote by Σ(i) ⊂ Σ the subset of i–dimensional cones,
called the i–skeleton of Σ. A fan Σ is called simplicial if any cone σ ∈ Σ is simplicial
and non-singular if any such cone is non-singular. The support of a fan Σ is the
subset |Σ| ⊂ NR obtained as the union of all of its cones i.e.
|Σ| :=
⋃
σ∈Σ
σ ⊂ NR .
If |Σ| = NR then Σ will be called complete or compact.
Since for any face τ < σ the semigroup Sσ turns out to be a sub-semigroup of
Sτ , there is an induced immersion Uτ →֒ Uσ between the associated affine toric
varieties which embeds Uτ as a principal open subset of Uσ. Given a fan Σ one can
construct an associated toric variety X(Σ) by patching all the affine toric varieties
{Uσ | σ ∈ Σ} along the principal open subsets associated with any common face.
Moreover for every toric variety X there exists a fan Σ such that X ∼= X(Σ) (see
[20] Theorem 1.5). It turns out that ([20] Theorems 1.10 and 1.11; [16] §2):
• X(Σ) is non-singular if and only if the fan Σ is non-singular,
• X(Σ) is complete if and only if the fan Σ is complete.
In the following a 1–generated fan Σ is a fan generated by a set of n+1 integral
vectors i.e. a fan whose cones σ ⊂ N ⊗ R are generated by any proper subset of a
given finite subset {v0, . . . ,vn} ⊂ N : we will write
(2) Σ = fan(v0, . . . ,vn) .
Given a 1–generated fan Σ = fan(v0, . . . ,vn), the matrix V = (v0, . . . ,vn) will be
called a fan matrix of Σ. Notice that Σ determines V up to a permutations of
columns, meaning that Σ admits (n+ 1)! associated fan matrices.
If V = (v0, . . . ,vn) is a fan matrix of Σ = fan(v0, . . . ,vn) then we will denote the
maximal square sub-matrices of V and the associated n–minors as follows
(3) ∀ 0 ≤ j ≤ n V j := (v0, . . . ,vj−1,vj+1, . . . ,vn) , Vj = det(V
j) .
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1.1.3. Polytopes and projective toric varieties. A polytope ∆ ⊂ MR is the convex
hull of a finite set of points. If this set is a subset of M then the polytope is called
integral. Starting from an integral polytope one can construct a projective toric
variety as follows. Here we will follow the approach of [1], which the interested
reader is referred to for proofs and details (see also [8] §3.2.2).
For any k ∈ N one can define the dilated polytope k∆ := {ku | u ∈ ∆}. It is then
possible to define a graded C–algebra S∆, associated with the integral polytope ∆,
as follows. For any u ∈ k∆ ∩M consider the associated character χu : t 7→ tu.
Given t ∈ C∗ consider the monomial tkχu : t 7→ tktu. It well defines a monomial
product tk1χu1 · tk2χu2 := tk1+k2χu1+u2 where u1+u2 ∈ (k1+k2)∆. Let S∆ be the
C–algebra generated by all monomials {tkχu | k ∈ N , u ∈ k∆} which is a graded
object by setting deg(tku) = k.
The projective variety P∆ := Proj(S∆) turns out to be naturally a toric variety
whose fan Σ∆ can be recovered as follows. For any non empty face F < ∆ consider
the cone
σˇF := {r(u− u
′) | u ∈ ∆ , u′ ∈ F , r ∈ R≥0} ⊂MR
and define σF := σˇ
∨
F ⊂ NR. Then Σ∆ := {σF | F < ∆} turns out to be a fan, called
the normal fan of the polytope ∆, such that there exists a very ample divisor H of
X(Σ∆) for which (X(Σ∆), H) ∼= (P∆,O(1), where O(1) is the natural polarization
of P∆ = Proj(S∆) (see [1] Proposition 1.1.2).
Viceversa a projective toric variety is the couple (X(Σ), H) of a toric variety
X(Σ) and a polarization given by (the linear equivalence class of) a hyperplane
section H . For any 1-cone ρ ∈ Σ(1), consider the toric stable divisor Dρ := Oρ
defined as the closure of the toric orbit of the characteristic point xρ, defined in (1).
Since those divisors generate the Chow group of Weil divisors An−1(X(Σ)) (see [16]
§3.4), there exist complex coefficients aρ ∈ C such that H =
∑
ρ∈Σ(1) aρDρ. It is
then well defined the integral polytope
(4) ∆H := {u ∈MR | ∀ρ ∈ Σ(1) 〈u,nρ〉 ≥ −aρ}
where nρ is the unique generator of the semigroup ρ ∩N . Then
(P∆H ,O(1))
∼= (X(Σ), H) .
1.1.4. Divisors. Since a toric variety X = X(Σ) is normal ([10] Proposition 3.2)
hence it makes sense to talk about its Weil divisors, whose group will be denoted by
W(X). Let C(X) ⊂ W(X) denote the subgroup of Cartier divisors. The subgroup
of toric stable Weil divisors is the following
WT (X) = 〈Dρ | ρ ∈ Σ(1)〉Z =
⊕
ρ∈Σ(1)
Z ·Dρ
where Dρ = Oρ as above. Clearly the toric stable Cartier divisors are given by
CT (X) = C(X) ∩WT (X).
Criterion 1.1 (Weil vs Cartier - [16] §3.3; [20] Proposition 2.4). Consider the toric
stable Weil divisor D =
∑
ρ∈Σ(1) aρDρ ∈ WT (X). Then
D ∈ CT (X) ⇐⇒ ∀σ ∈ Σ ∃u = u(σ) ∈M : ∀ρ ∈ σ(1) 〈u,nρ〉 = −aρ
where nρ ∈ N is the unique generator of the semigroup ρ∩N . Moreover if R·σ = NR
then such a u(σ) ∈M is unique.
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Actually it suffices to check the previous condition over the subset of maximal
cones in Σ. The given Criterion has then a number of interesting consequences:
Corollary 1.2. Given X = X(Σ) with Σ simplicial then CT (X)⊗Q =WT (X)⊗Q.
Moreover if Σ is non-singular, meaning that X is smooth, then CT (X) =WT (X).
Corollary 1.3. Let P(X) ⊂ W(X) be the subgroup of principal divisors. Then
the morphism
div : M −→ P(X) ∩WT (X) =: PT (X)
u 7−→ div(u) :=
∑
ρ∈Σ(1)−〈u,nρ〉Dρ
is surjective. Moreover if Σ(1) generates the whole NR then div is also injective
and
M
div
∼= PT (X) .
Recall that a toric variety X(Σ) is compact if and only if |Σ| = NR. Then for
any σ ∈ Σ(n), R · σ = NR and, by the Criterion 1.1, a Cartier divisor D ∈ CT (X)
uniquely determines a subset v(Σ) := {u(σ) ∈ M | σ ∈ Σ(n)} ⊂ M which turns
out to be the set of vertexes of the associated (integral) polytope ∆D defined in
(4).
Criterion 1.4 (of (very)-ampleness - [20] Theorem 2.13 and Corollary 2.14). Let
X(Σ) be a compact toric variety and D ∈ CT (X) be a Cartier divisor. Then D is
ample if and only if ∆D is a convex polytope and v(Σ) consists of |Σ(n)| distinct
points of M . Moreover D is very ample if and only if the previous conditions hold
and
∀ σ ∈ Σ(n) ∆D ∩M − u(σ) generates the semigroup σ
∨ ∩M ,
where ∆D ∩M − u(σ) represents the set of integer points belonging to the polytope
obtained by ∆D after translating the vertex u(σ) into the origin of M .
Let Pic(X) be the group of line bundles modulo isomorphism. It is well known
that for an irreducible variety X the map D 7→ OX(D) induces an isomorphism
C(X)/P(X) ∼= Pic(X). The Chow group of divisors is defined as the group of Weil
divisors modulo rational (hence linear) equivalence, i.e. An−1(X) :=W(X)/P(X).
Then the inclusion C(X) ⊂ W(X) passes through the quotient giving an immersion
Pic(X) →֒ An−1(X). One of main results on divisors on toric varieties is then the
following
Theorem 1.5 ([16] §3.4, [9] Proposition 4.2.5). For a toric variety X = X(Σ) the
following sequence is exact
(5) M
div //
⊕
ρ∈Σ(1)
Z ·Dρ
d //An−1(X) //0
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Moreover if Σ(1) generates NR then the morphism div is injective giving the fol-
lowing exact sequences
(6) 0

0

0

0 // M
div //
=

CT (X) //

Pic(X) //

0
0 // M
div //

⊕
ρ∈Σ(1)
Z ·Dρ
d // An−1(X) // 0
0
In particular Pic(X) and An−1(X) turns out to be completely described by means
of toric stable divisors and
rk (Pic (X)) ≤ rk (An−1 (X)) = |Σ(1)| − n .
Moreover if Σ contains a n-dimensional cone then the first sequence in (6) splits
implying that Pic(X) is a free abelian group.
1.1.5. Homogeneous coordinates and quotient spaces. For each 1-dimensional cone
ρ ∈ Σ(1) introduce a variable xρ and consider the polynomial ring
S = C [xρ : ρ ∈ Σ(1)] .
Notice that an effective divisor D =
∑
ρ aρDρ ∈ WT (X) determines an exponential
monomial xD :=
∏
ρ x
aρ
ρ . Conversely, the logarithm of a monomial
∏
ρ x
aρ
ρ deter-
mines a divisor D =
∑
ρ aρDρ = log x
D, giving a 1 to 1 correspondence between
monomials of S and effective toric invariant Weil divisors. Recalling the sequence
(5) it is then possible to give a grading to the ring S by setting
∀xD ∈ S deg
(
xD
)
:= d(D) ∈ An−1(X)
∀α ∈ An−1(X) Sα :=
⊕
deg(xD)=α
C · xD
so that the ring S can be written as the direct sum S =
⊕
α∈An−1(X)
Sα. Since
Sα · Sβ ⊂ Sα+β then (S, deg) is called the homogeneous coordinate ring of X =
X(Σ), as introduced by D. Cox in [6], to which the interested reader is referred for
further details and proofs.
While the Chow group An−1(X) and the graded ring S are determined by the
1-skeleton Σ(1), the higher dimensional cones of the fan Σ share in determining a
particular ideal of the polynomial ring S called the irrelevant ideal B of X . Namely
set
∀σ ∈ Σ xσ̂ :=
∏
ρ∈Σ(1)\σ(1)
xρ
B :=
(
xσ̂ : σ ∈ Σ
)
.(7)
Clearly B ⊂ S is an ideal and defines the following exceptional subset of CΣ(1)
(8) Z := V(B) = {x ∈ CΣ(1) | ∀σ ∈ Σ xσ̂ = 0} .
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Finally let us apply the injective functor HomZ (−,C
∗) to the right exact sequence
(5) to get the following left exact sequence of multiplicative groups
1 //HomZ (An−1(X),C
∗)
d∨ //HomZ
(
Z|Σ(1)|,C∗
) div∨ //HomZ(M,C∗) .
Define G := HomZ(An−1(X),C
∗) and observe that T := HomZ(M,C
∗) = N ⊗ C∗
is the torus acting on X . Then the previous left exact sequence can be rewritten
as follows
1 //G
d∨ //(C∗)|Σ(1)|
div∨ //T
defining an action of the group G over (C∗)|Σ(1)| given by
(9)
G× C|Σ(1)| −→ C|Σ(1)|
(g, (zρ)) 7−→ d
∨(g) · (zρ) := (g(d(Dρ)) zρ) .
We are now in a position to state the following result of D. Cox:
Theorem 1.6 ([6] Theorem 2.1). Consider X = X(Σ) and the associated excep-
tional subset Z = V(B) ⊂ C|Σ(1)| defined in (8) and (7). Then C|Σ(1)| \ Z is
invariant under the action (9).
Moreover if Σ(1) generates NR then X is the geometric quotient
(10) X ∼=
(
C|Σ(1)| \ Z
)/
G
under the action (9) if and only if Σ is simplicial.
1.2. Hermite normal form. It is well known that Hermite algorithm provides
an effective way to determine a basis of a subgroup of Zn. We briefly recall the
definition and the main properties. For details, see for example [4].
Definition 1.7. Anm×nmatrixM = (mij) with integral coefficients is in Hermite
normal form (abbreviated HNF ) if there exists r ≤ m and a strictly increasing map
f : {1, . . . , r} → {1, . . . , n} satisfying the following properties:
(1) For 1 ≤ i ≤ r, mi,f(i) ≥ 1, mij = 0 if j < f(i) and 0 ≤ mi,f(k) < mk,f(k) if
i < k.
(2) The last m− r rows of M are equal to 0.
Theorem 1.8 ([4] Theorem 2.4.3). Let A be an m× n matrix with coefficients in
Z. Then there exists a unique m×n matrix B = (bij) in HNF of the form B = U ·A
where U ∈ GL(m,Z).
We will refer to matrix B as the HNF of matrix A. The construction of B and U
is effective, see [4, Algorithm 2.4.4], based on Eulid’s algorithm for greatest common
divisor. In the following two applications of this algorithm will be considered: for
computing a fan of a given wps (see Prop. 2.5) and the so–called Q–canonical fan
of P(Q) (see Prop. 2.8). At this purpose, a key theoretical tool is the following (for
the proof see [4, §2.4.3])
Proposition 1.9. (1) Let L be a subgroup of Zn, V = {v1, . . . ,vm} a set of
generators, and let A be the m × n matrix having v1, . . . ,vm as rows. Let
B be the HNF of A. Then the non zero rows of B are a basis of L.
(2) Let A be a m× n matrix, and let B = U ·AT be the HNF of the transposed
of A, and let r such that the first r rows of B are non zero. Then a Z-basis
for the kernel of A is given by the last m− r rows of U .
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1.3. Transversion of a matrix. In the following, given a matrix A ∈ GL(n,Q),
the matrix obtained by taking the transposed matrix of the inverse matrix
A∗ := ((A)−1)T
is called the transverse matrix of A. We will see in the following (subsection 3.1)
that transversion of a matrix resumes, up to the multiplication by a diagonal matrix
of weights, the passage from a fan to a polytope (and back) associated with the
same weighted projective space P(Q).
Here are some elementary properties of transversion:
Proposition 1.10. Let A and B be matrices of GL(n,Q). Then:
(1) (A∗)∗ = A i.e. transversion is an involution in GL(n,Q),
(2) (A · B)∗ = A∗ · B∗,
(3) det(A∗) = 1/ det(A),
(4) if A is a superior (inferior) triangular matrix then A∗ is an inferior (supe-
rior) triangular matrix,
(5) if A ∈ GL(n,Z) then A∗ ∈ GL(n,Z) too.
1.4. Weighted projective spaces. In the present subsection we will briefly recall
the definition and some well known fact about weighted projective spaces (wps in
the following). Proofs and details can be recovered in the extensive treatments [11]
[19], [12] and [2].
Definition 1.11. Set Q := (q0, . . . , qn) ∈ (N \ {0})
n+1
and consider the multi-
plicative group µQ := µq0 ⊕ · · · ⊕ µqn where µqi is the group of qi-th roots of unity.
Consider the following action of µQ over the n–dimensional complex projective
space Pn
µQ : µQ × P
n −→ Pn
((ζj) , [zj]) 7−→ [ζjzj] .
Let ∆Q ⊂ µQ be the diagonal subgroup and consider the quotient group WQ :=
µQ/∆Q. Then the induced quotient space
P (Q) := Pn/WQ
is called the Q–weighted projective space (Q-wps).
Remark 1.12. If q is the greatest common divisor of (q0, . . . , qn) then
∆Q ∼= µq
Therefore we get the canonical isomorphism
P (Q) ∼= P
(
q0
q
, . . . ,
qn
q
)
For this reason in the following we will always assume that
q = gcd (q0, . . . , qn) = 1 .
Definition 1.13 (Weights vector). In the following a weights vector Q = (q0, . . . , qn)
will denote a n+1–tuple of coprime positive integer numbers. Referring to notation
defined in (11), a weights vector Q will be called reduced if dj = 1, or equivalently
aj = 1, for any j = 0, . . . , n.
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Remark 1.14. Every weighted projective space is a toric variety. In fact the natural
toric action over Pn passes through the quotient as follows
(C∗)n × Pn //
τQ×πQ

Pn
πQ

(C∗)n × Pn(Q) // Pn(Q)
where πQ is the natural quotient map and τQ is the quotient map associated with
the action
µQ × (C
∗)n −→ (C∗)n
((ζj) , (ti)) 7−→
(
ζ−10 ζiti
)
Then the torus (C∗)
n
can be embedded in P (Q) via the following map
(C∗)
n
→֒ P (Q)
(t1, . . . , tn) 7−→ [1 : t1 : . . . : tn]
whose image is the open subset P (Q) \ V
(∏
j zj
)
.
1.5. A fan of P(Q). A fan of the wps P(Q) with Q = (q0, . . . , qn) is presented in
[16] at the end of §2.3. Its construction is here recalled since it will be useful in the
following.
Proposition 1.15 ([16] §2.3). Let {e1, . . . , en} be a basis of the lattice N and
consider the following n+ 1 rational vectors
v0 := −
1
q0
n∑
i=1
ei , vi :=
ei
qi
.
Let QN be the lattice generated by v0, . . . ,vn and, recalling (2), consider
QΣ :=
fan(v0, . . . ,vn). Then P (Q) ∼= X
(
QΣ
)
.
1.6. Divisors on P(Q). The present subsection is devoted to apply Theorem 1.5
to describe the Chow and the Picard groups, and their generators, for the wps P(Q)
with Q = (q0, . . . , qn). Let us first of all introduce the following notation
dj := gcd (q0, . . . , qj−1, qj+1, . . . , qn) ,
aj := lcm (d0, . . . , dj−1, dj+1, . . . , dn) ,(11)
a := lcm (a0, . . . , an) .
The weights vector Q will be called reduced if dj = 1, or equivalently aj = 1, for
any j = 0, . . . , n.
Proposition 1.16. Since gcd(q0, . . . , qn) = 1, the following facts are true:
(1) gcd(qj , dj) = 1 ,
(2) if i 6= j then gcd(di, dj) = 1 ,
(3) aj | qj ,
(4) gcd(aj , dj) = 1 ,
(5) ajdj = a ,
(6) setting q′j := qj/aj, then Q
′ = (q′0, . . . , q
′
n) is reduced; Q
′ is then called the
reduction of Q.
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The proofs of these well known properties (see [12] 1.3.1) are elementary.
Instead we will prove the following property, which is no reported in the main
treatments of the subject. This property will be fundamental to understand how
fans and polytopes of wps behave when the reduction isomorphism given by Theo-
rem 1.26 is applied.
Proposition 1.17. Let Q = (q0, . . . , qn) be a weights vector and Q
′ = (q′0, . . . , q
′
n)
be its reduction. Define
(12) δ := lcm(q0, . . . , qn) and δ
′ := lcm(q′0, . . . , q
′
n) .
Then δ = aδ′, where a is defined in (11).
Remark 1.18. The Proposition 1.17 still holds when q := gcd(q0, . . . , qn) > 1. In
fact we will not use this hypothesis in the following proof.
Proof of Proposition 1.17. It is easy to verify from definitions that
a, δ′ divide δ and δ divides aδ′.
It remains to prove that aδ′ divides δ. By definition of a and δ′ this amounts to
show that ai divides
δ
qk
ak for every i, k, that is dj divides
δ
qk
ak for every j, k. If
j 6= k then dj divides aj and we are done; suppose now j = k, let p be a prime
dividing dk and let p
t, pr be the highest powers of p dividing dk and qk respectively.
Then pt divides qi for every i 6= k. If r ≥ t, then p
t divides qi for every i, so that
pt divides ak. If r < t then p
t−r divides δqk ; moreover p
r divides di for every i 6= k,
so that pr divides ak. Therefore p
t divides δqk ak. 
The following statement resumes some well known fact, like the one that Picard
and the Chow groups of a wps are free groups of rank 1, and some other fact, like a
measure of non-factoriality of a wps (see the following Remark 1.20). We will give
a complete proof of it, preceded by a proof of the following Lemma 1.21, since they
will play a central role in the following.
Theorem 1.19. Consider the wps P(Q) with Q = (q0, . . . , qn) and let Q
′ =
(q′0, . . . , q
′
n) be the reduced weights vector. Then the following diagram is commuta-
tive and all rows and columns are exact
(13) 0

0

0

0 // QM
div //
‖

CT (P(Q)) //

Pic (P(Q)) //

0
0 // QM
div //

WT (P(Q))
d //

An−1(P(Q)) //

0
0 // Z/ δ′Z
∼= //

Z/ δ′Z //

0
0 0
QM is the dual lattice of the n-dimensional lattice QN defined in Proposition 1.15
and δ′ = lcm(q′0, . . . , q
′
n).
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In particular:
(1) An−1(P(Q)) ∼= Z is generated by the linear equivalence class of any divisor∑n
j=0 bjDj, where Dj is the toric invariant divisor associated with the 1-
dimensional cone 〈vj〉 ∈ Σ(1) and (b0, . . . , bn) is any integer solution of the
linear equation
∑n
j=0 q
′
jxj = 1;
(2) Pic(P(Q)) ∼= Z is generated by the isomorphism class of any line bundle
OP(Q)(δ
′D), where D represents a generator of An−1(P(Q)); hence the im-
mersion Pic(P(Q)) →֒ An−1(P(Q)) is the multiplication by δ
′.
Remark 1.20 (Non-factoriality of P(Q)). Recall that a variety X is called factorial
if it is normal and every Weil divisor of X is also a Cartier divisor i.e. the inclusion
C(X) ⊂ W(X) is actually an equality. Then the quotient group W(X)/ C(X) gives
a measure of how much X is far form being factorial. The same can be done by
tensoring with Q and looking at the quotient Q-module (W(X)⊗Q)/ (C(X)⊗Q).
The Corollary 1.2 of Criterion 1.1, states that every simplicial toric variety is Q-
factorial. Moreover it states that a smooth toric variety is factorial. The vertical
exact sequences in (13) give a converse of the latter fact, for a wps. Namely, since
Z/ δ′Z = 0 if and only if δ′ = 1, meaning that we are dealing with the usual
projective space Pn, we get that:
(a) a wps P(Q) is factorial if and only if P(Q) = Pn ,
(b) if Q 6= (1, . . . , 1) then P(Q) is singular and P(Q) 6∼= Pn
Moreover δ′ qualifies a geometric invariant of P(Q) guaranteeing that
δ′(Q1) 6= δ
′(Q2) =⇒ P(Q1) 6∼= P(Q2) .
Lemma 1.21. Let Q = (q0, . . . , qn) be a weights vector; let {v0, . . . ,vn} be a set of
vectors in Qn, generating Qn and such that
∑n
j=0 qjvj = 0. Let L be the lattice gen-
erated in Qn by {v0, . . . ,vn} and L
′ be the sublattice generated by {q0v0, . . . , qnvn}.
Then the following properties hold:
(a) [L : L′] =
∏n
j=0 qj;
(b) let V := (vij) be the n× (n+1) matrix whose columns are given by compo-
nents of v0, . . . ,vn over a basis e1, . . . , en of L i.e. vj =
∑n
i=1 = vijei, for
every j = 0, . . . , n, and denote by Vj the n-minor of V obtained by deleting
the j-th column as in (3). Then
∀ j = 0, . . . , n Vj = (−1)
ǫ+jqj , for a fixed ǫ ∈ {0, 1} ,
(c) ∀ j = 0, . . . , n vj = djnj , where nj is the generator of the semigroup
〈vj〉∩ L and dj is defined in (11); in particular L is the lattice generated by
{n0, . . . ,nn}; moreover {n0, . . . ,nn} satisfy the hypotheses of this Lemma
with respect to the reduced weights vector Q′ i.e. they generate Qn and∑n
j=0 q
′
jnj = 0.
Proof. For (a), observe that L′ has q1v1, . . . , qnvn as a basis. Then L
′ has index∏n
j=1 qj in the lattice L0 generated by v1, . . . ,vn. The quotient L/L0 is cyclic
generated by the image of v0, so that [L : L0] divides q0. If rv0 ∈ L0, with r ∈ Z
then rv0 =
∑n
j=1 sjvj with s1, . . . , sn ∈ Z. Since gcd(q0, . . . , qn) = 1 then there
exists λ ∈ Z such that r = −λq0, si = λqi for i = 1, . . . , n; in particular q0 divides
r, so that [L : L0] = q0 and [L : L
′] = [L : L0][L0 : L
′] =
∏n
i=0 qi.
(b): for j = 0, . . . , n, let Lj be the lattice generated by v0, . . . ,vj−1,vj+1, . . . ,vn.
Then |Vj | = [L : Lj] = qj , as we have shown in (a) for the case j = 0. Let ǫ ∈ {0, 1}
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be such that V0 = (−1)
ǫq0. Then
∀ j = 0, . . . , n Vj = (−1)
j qj
q0
V0 = (−1)
ǫ+jqj
since
∑n
j=0 qjvj = 0.
(c): we have
∀ j = 0, . . . , n qjvj = −
∑
k 6=j
qkvk = −dj
∑
k 6=j
q˜kvk
where q˜k := qk/dj ∈ N. By (1) in Proposition 1.16, gcd(qj , dj) = 1 meaning that
∀ j = 0, . . . , n ∃ v′j ∈ L : vj = djv
′
j .
Then (5) in Proposition 1.16 allows to write
(14) 0 =
n∑
j=0
qjvj =
n∑
j=0
(
q′jaj
) (
djv
′
j
)
= a
n∑
j=0
q′jv
′
j =⇒
n∑
j=0
q′jv
′
j = 0 .
Moreover v′0, . . .v
′
n generate L and (a) ensures that the following index
(15)
[
L : 〈q′jv
′
j | j = 0, . . . , n〉
]
=
n∏
j=0
q′j .
Then the proof ends up by showing that, for all j, v′j = nj . At this purpose
consider hj ∈ N such that v
′
j = hjnj . If V
′ = (v′ij) is the matrix of components of
v′0, . . . ,v
′
n, over the basis e1, . . . , en of L, then
∀ j = 0, . . . , n
∣∣V ′j ∣∣ = q′j
On the other hand
v′0 ∈ h0L =⇒ ∀ i = 1, . . . , n h0 | v
′
i0 =⇒ ∀ k = 1, . . . , n h0 | |V
′
k| = q
′
k .
Therefore (6) in Proposition 1.16 implies that
h0 | gcd (q
′
1, . . . , q
′
n) = 1 =⇒ h0 = 1
Analogously hj = 1, for all 1 ≤ j ≤ n. Hence v
′
j = nj . 
An alternative proof of point (c) in the previous Lemma 1.21 can be found on
the one hand in [14], Prop. 2.3 and on the other hand in [3] Prop. 2.
Proof of Theorem 1.19. First of all let us recall that P(Q) = X
(
QΣ
)
where QΣ is
the fan described in Proposition 1.15. Then
∣∣QΣ(1)∣∣ = n+ 1 and the sequence (5)
turns out to be also left exact, since
∣∣QΣ(1)∣∣ generates NR, giving
0 //QM
div //
n⊕
j=0
Z ·Dj
d //An−1 (P(Q)) //0
whereDj is the toric invariant divisor associated with the 1-dimensional cone 〈vj〉 ∈
Σ(1). Then
(16) ∀ u ∈ QM div (u) = −
n∑
j=0
〈u,nj〉 Dj
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where nj is the generator of the semigroup 〈vj〉 ∩
QN . Let Qe1, . . . ,
Q en be
a basis of QN and Qe∨1 , . . . ,
Q e∨n be the dual basis of
QM = Hom
(
QN,Z
)
. If
nj =
∑n
i=1 nij
Qej then (16) gives that
Im (div) = ker (d) =
〈
div
(
Qe∨i
)
| i = 1, . . . , n
〉
(17)
=
〈
n∑
j=0
nijDj | i = 1, . . . , n
〉
which is a free subgroup of rank n in WT (X), since
QΣ is simplicial. Then the
quotient WT (P(Q))/ ker(d) gives
An−1 (P (Q)) ∼=
〈
D0, . . . , Dn | ∀i = 1, . . . , n
n∑
j=0
nij Dj = 0
〉
which turns out to consists of a free part of rank 1 and a possible torsion part.
The latter vanishes if the basis {div(Qe∨i ) | 1 ≤ i ≤ n} of the Z-module ker(d) can
be extended to get a basis of the Z-module WT (P(Q)) i.e. if there exists a divisor∑n
j=0 bjDj ∈ WT (P(Q)) such that
(18) det

n10 n11 · · · n1n
...
...
...
nn0 nn1 · · · nnn
b0 b1 · · · bn
 = 1
Recall now the last part of point (c) in Lemma 1.21. Then
det
(
nij
bj
)
= det

−
∑n
h=1
q′h
q′0
n1h n11 · · · n1n
...
...
...
−
∑n
h=1
q′h
q′0
nnh nn1 · · · nnn
b0 b1 · · · bn

= (−1)
n+2
(
b0 +
q′1
q′0
b1 + · · ·+
q′n
q′0
bn
) ∣∣∣∣∣∣∣
n11 · · · n1n
...
...
nn1 · · · nnn
∣∣∣∣∣∣∣
Since
∣∣∣∣∣∣∣
n11 · · · n1n
...
...
nn1 · · · nnn
∣∣∣∣∣∣∣ = ±q′0, up to replace bj with −bj , we get
det
(
nij
bj
)
=
n∑
j=0
q′jbj
and condition (18) can be rewritten as follows
(19)
n∑
j=0
q′jbj = 1 .
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The existence of an integer solution (b0, . . . , bn) of equation (19) is guaranteed by
recalling that gcd (q′0, . . . , q
′
n) = 1. In particular
An−1 (P (Q)) = Z ·
 n∑
j=0
bjd (Dj)
 ∼= Z
proving (1) in the statement of Theorem 1.19.
By Criterion 1.1, a toric invariant Weil divisor
∑n
j=0 cjDj ∈ WT (P(Q)) is Cartier
if and only if for any maximal cone σ ∈ QΣ there exists u = u(σ) ∈ QM such that
(20) ∀ j : 〈nj〉 ∈ σ(1) 〈u,nj〉 = −cj
Maximal cones of QΣ are precisely given by all the cones σ ∈ Σ(n), which are n+1
and can be enumerated by the unique j such that vj 6∈ σ(1). Then the Criterion
1.1 can be applied as follows to the case of QΣ
(21)
n∑
j=0
cjDj is Cartier ⇐⇒ ∀ l = 0, . . . , n ∃ul ∈
QM : ∀ j 6= l 〈ul,nj〉 = −cj .
Let us apply (21) to a representative divisor D :=
∑n
j=0 bjDj of a generator of
the Chow group, i.e. such that its coefficients bj give an integer solution of the
linear equation (19). By writing ul =
∑n
i=1 uil
Qe∨i , we get 〈ul,nj〉 =
∑n
i=1 uilnij ,
meaning that, for all 0 ≤ l ≤ n, we are looking for a solution of the n × n linear
system
(22) ∀ j 6= l
n∑
i=1
nijuil = −bj .
By Lemma 1.21, | det(nij | j 6= l)| = q
′
l, which in general is greater then 1, implying
that the linear system (22) admits rational but not integral solutions i.e. D is not a
Cartier divisor except for the case Q = (1, . . . , 1) giving the usual projective space
Pn. Moreover a positive multiple kD is Cartier if q′l | k for any l = 0, . . . , n. This
means that the minimum positive multiple of D which is Cartier is obtained by
setting k = δ′ := lcm(q′0, . . . , q
′
n). Then Pic(P(Q))) ⊂ An−1(P(Q)) = Z · d(D) is the
subgroup Z · (δ′d(D)), ending up the proof of (2) in the statement of Theorem 1.19.
Finally (13) follows by applying (1) and (2) to the diagram (6) in Thm. 1.5. 
1.7. A polytope of P(Q). The present subsection is inspired by an observation
due to I. Dolgachev ([12] 1.2.5).
Proposition 1.22. Define δ := lcm(q1, . . . , qn), with gcd(q1, . . . , qn) = 1, and let
∆ be the n-dimensional simplex obtained as the convex hull of the origin and the n
points of M ⊗ R ∼= Rn
p1 =
(
δ
q1
, 0, . . . , 0
)
, . . . , pn =
(
0, . . . , 0,
δ
qn
)
If Q = (1, q1, . . . , qn) then there exists a very ample divisor H of P(Q) whose
polarization gives (P(Q), H) ∼= P∆.
Proof. Since q0 = 1, Proposition 1.15 gives v0 = −
∑n
i=1 qivi and P(Q)
∼= X(QΣ)
where QΣ = fan(v0, . . . ,vn) ⊂
QN . If nj is the unique generator of the semigroup
〈vj〉∩
QN then Lemma 1.21,(c) gives that nj = djvj = vj , since gcd(q1, . . . , qn) = 1
implies that Q = (1, q1, . . . , qn) is reduced. Let D0 be the toric invariant divisor
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associated with the 1-dimensional cone generated by v0 and ∆ := ∆δD0 ⊂
QM⊗R
be the integral polytope associated with δD0 as in (4). The facets of ∆δD0 are lying
on the following n+ 1 hyperplanes of Rn
〈u,v0〉 = −δ ⇔
n∑
i=1
qixi = δ
〈u,vi〉 = 0 ⇔ xi = 0 , for 1 ≤ i ≤ n
whose n by n intersections give precisely vertexes p1, . . . , pn in the statement. The
proof ends up by applying the following Lemma 1.23. 
Lemma 1.23. In the same notation as Proposition 1.22, the divisor H := δD0 of
P(Q) is very ample.
Proof. It is an application of the Criterion 1.4. First of all observe that the set of
vertexes of ∆ := ∆δD0 is given by
v
(
QΣ
)
= {0, p1, . . . , pn}
immediately implying the ampleness of δD0. Let us now denote by σj ∈
QΣ(n) the
cone generated by {v0, . . . ,vn} \ {vj} and consider the dual cone σ
∨
j ⊂
QM ⊗ R.
Then
σ∨0 = 〈v
∨
1 , . . . ,v
∨
n 〉
∀ i = 1, . . . , n σ∨i =
〈
{−v∨i } ∪
{
δ
qk
v∨k −
δ
qi
v∨i | ∀k 6= i
}〉
where {v∨1 , . . . ,v
∨
n} ⊂
QM is the dual basis of {v1, . . . ,vn} ⊂
QN . Then, for
any vertex u(σj) ∈ v
(
QΣ
)
, observe that ∆ ∩M − u(σj) generates the semigroup
σ∨j ∩M . In fact
• if j = 0 then ∆ ∩ M − u(σ0) = ∆ ∩M which generates the semigroup
〈v∨1 , . . . ,v
∨
n〉 ∩M ,
• if j = i 6= 0 then the translated polytope ∆− u(σi) has vertexes given by
0 = pi − u(σi)
p0i = 0− u(σi) = −pi
∀ k 6= i pki = pk − u(σi) = pk − pi .
Then ∆ ∩M − u(σi) clearly generates the semigroup σ
∨
i ∩M . 
Remark 1.24. Consider the polytope ∆ = ∆δD0 assigned by Proposition 1.22.
Every facet of ∆ admitting the origin as a vertex corresponds to a polytope whose
associated polarized toric variety is a sub-wps of (P(Q), H). Namely the opposite
facet ∆i to the vertex pi is the polytope of (P(Qi), Hi) ⊂ (P(Q), H) where Qi =
(1, q1, . . . , qi−1, qi+1, . . . , qn), Hi := δ(D0 ∩ P(Qi)) and ∆i = ∆Hi . Clearly Hi is a
very ample divisor of P(Qi).
The opposite facet ∆0 to the origin turns out to be a polytope whose associated
toric variety is the sub-wps (P(Q0), H0) ⊂ (P(Q), H) where Q0 = (q1, . . . , qn) and
H0 is a suitable polarization. This fact can be checked by observing that the
translated polytope ∆0 − u(σ1) is associated as in (4) with the divisor δ /q1 (D1 ∩
P(Q)), where D1 is the toric invariant divisor associated with the 1-dimensional
cone generated by v1. Notice that, by Theorem 1.19, δD0 and (δ /q1 ) D1 are
linear equivalent divisors of P(Q). Hence (δ /q1 ) D1 is a very ample divisor of P(Q)
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implying that its section H0 := δ /q1 (D1 ∩P(Q0)) is a very ample divisor of P(Q0)
giving
(P(Q0), H0) ∼=
(
P∆δ/q1 (D1∩P(Q)) ,O(1)
)
=
(
P∆0−u(σ1),O(1))
∼= (P∆0 ,O(1)
)
.
We are now able to produce the polytope of a general wps P(Q), without the
restriction q0 = 1.
Corollary 1.25 ([12] 1.2.5). Let Q = (q0, . . . , qn) be a weights vector and let ∆ be
the (n + 1)-dimensional simplex obtained as the convex hull of the origin and the
n+ 1 points of M ⊗ R ∼= Rn+1
P0 =
(
δ
q0
, 0, . . . , 0
)
, . . . , Pn =
(
0, . . . , 0,
δ
qn
)
Let ∆π := ∆∩π be the n-dimensional polytope in (M∩π)⊗R obtained by intersecting
with the hyperplane π := V(
∑n
j=0 qjxj − δ) ⊂ R
n+1. Then there exists a suitable
very ample divisor Hπ such that (P(Q), Hπ) ∼= (P∆pi ,O(1)).
Proof. Consider the (n+1)-dimensional wps P(1, Q). Proposition 1.22 ensures that
(P(1, Q), H) ∼= (P∆,O(1)) where ∆ is the (n+ 1)-dimensional simplex described in
the statement and H is a suitable polarization. Therefore the polytope of P(Q) is
given by the opposite facet of ∆ with respect to the origin, as described in Remark
1.24, which is precisely the facet cut out from ∆ by the hyperplane π. 
1.8. The reduction theorem. The following reduction Theorem is a well known
fact ([11] §1,[12] 1.3.1) we are now able to completely prove by the toric point of
view, as an application of the previous Theorem 1.19 and by giving a quotient
presentation of P(Q), following the Cox Theorem 1.6. Compare also with [14] §2.2.
Theorem 1.26 (Reduction Theorem). Let Q′ = (q′0, . . . , q
′
n) be the reduced weights
vector of Q = (q0, . . . , qn). Then
(23) P (Q) ∼=
(
Cn+1 \ {0}
)/
C∗ ∼= P (Q′)
where the quotient is realized by means of the (reduced) action
νQ′ : C
∗ × Cn+1 −→ Cn+1
(t, (zj)) 7−→
(
tq
′
0z0, . . . , t
q′nzn
)
.
Proof. Let S = C[x0, . . . , xn] be the polynomial ring obtained by associating the
variable xj with the 1-dimensional cone 〈vj〉 ∈ Σ(1). We want to describe the
grading induced on S by proceeding as in 1.1.5. The kernel of the degree map
d :WT (P(Q))→ An−1(P(Q)) is described in (17), implying that
(24) ∀i = 1, . . . , n d
 n∑
j=0
nijDj
 = n∑
j=0
nijd (Dj) = 0 .
By Lemma 1.21,(c), ni0 = −
∑n
k=1 (q
′
k/q
′
0)nik. Then the multiplication by q
′
0 of
(24) can be rewritten as follows
(25) ∀ i = 1, . . . , n
n∑
k=1
nik (q
′
0d (Dh)− q
′
kd (D0)) = 0 .
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Moreover Lemma 1.21 gives that | det(nik)| = q
′
0 6= 0. Therefore equations (25)
imply that
(26) ∀ k = 1, . . . , n q′0d (Dk) = q
′
kd (D0) .
Let d(D) =
∑n
j=0 bjd(Dj) be a generator of An−1(P(Q)), which is that
∑n
j=0 q
′
jbj =
1, by Theorem 1.19,(2). Then deg(d(D)) = 1 and (26) gives
q′0 = q
′
0 · deg(d(D)) = deg
 n∑
j=0
bjq
′
0d(Dj)

(26)
=
 n∑
j=0
q′jbj
deg (d(D0)) = deg (d(D0))
and, again by (26), we get
(27) ∀ j = 0, . . . , n deg(xj) = deg (d(Dj)) = q
′
j
which defines a grading on S.
Let us now use Theorem 1.6 to obtain a quotient description of P(Q). First of all
observe that the acting group is G := Hom(An−1(P(Q)),C
∗) ∼= C∗, whose action
on C|
QΣ(1)|, as defined in (9), is given by
(28)
C∗ × Cn+1 −→ Cn+1
(t, (zj)) 7−→ d
∨(t) · (zj) := (t
deg xj zj)
(27)
= (tq
′
jzj) .
This is precisely the action νQ′ in the statement. The irrelevant ideal B defined in
(7) is given by B = (x0, . . . , xn) ⊂ S, then
(29) Z = V(B) = {0} ⊂ Cn+1 .
Therefore, by (28) and (29), Theorem 1.6 gives
(30) P(Q) ∼=
(
Cn+1 \ {0}
)/
C∗
where the quotient is realized by means of the action νQ′ , as defined in (28).
On the other hand P(Q′) = X
(
Q′Σ
)
where Q
′
Σ := fan(n0, . . . ,nn) in the lat-
tice Q
′
N := 〈n0, . . . ,nn〉. Therefore the kernel of the map d : WT (P(Q
′)) →
An−1(P(Q
′)) is still described by (17), then still giving (24), (25), (26) and the
grading (27) on the generators of An−1(P(Q
′)). Then the application of Theorem
1.6 allows to conclude that
(31) P(Q′) ∼=
(
Cn+1 \ {0}
)/
C∗
since Hom(An−1(P(Q
′)),C∗) ∼= C∗ and its action is still given by (28), when is
observed that the exceptional subset Z = V(B) remains that described in (29).
Then (30) and (31) prove (23) and the statement of Theorem 1.26. 
1.9. Ampleness and very ampleness of divisors on P(Q). In the present
subsection we will extend to the class of weighted projective spaces a property
of smooth complete toric varieties, which is the coincidence of ampleness and very
ampleness concepts for divisors ([20] Corollary 2.15).
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Proposition 1.27. With the same notation as in Theorem 1.19, if D is any repre-
sentative of a generator of An−1(P(Q)) then δ
′D is a very ample divisor. Moreover
for a positive integer k, the multiple kD is an ample divisor if and only if δ′ divides
k. In particular a divisor of P(Q) is ample if and only if it is very ample.
Remark 1.28. Consider the projective embedding P(Q) →֒ Pr associated with the
very ample divisor δ′D defined in Proposition 1.27. Then Pr = P(|OP(Q)(δ
′D)|) and
OP(Q)(δ
′D) ∼= OP(Q)(H), where H is the divisor cut out on P(Q) by a hyperplane
section. By Theorem 1.19,(2) this line bundle generates Pic(P(Q)). Then it makes
sense to fix the following
Notation. OP(Q)(1) is the line bundle generating Pic(P(Q)), which is that
(32) ∀ D =
n∑
j=0
ajDj ∈ WT (P(Q)) :
n∑
j=0
ajq
′
j = δ
′ OP(Q)(1) ∼= OP(Q)(D) .
Proof of Proposition 1.27. By Theorem 1.19,(2) the line bundle OP(Q)(δ
′D) gener-
ates Pic(P(Q)). On the other hand, by the Reduction Theorem 1.26, P(Q) ∼= P(Q′)
where Q′ is the reduction of Q. This isomorphism sends D to a representative
D′ of a generator of An−1(P(Q
′)). Hence OP(Q)(δ
′D′) generates Pic(P(Q′)): the
very ampleness of δ′D can then be proven by showing that δ′D′ is very ample. At
this purpose recall Proposition 1.22 and Corollary 1.25 and consider the (n + 1)-
dimensional polytope ∆ defined as the convex hull of the origin and the n+1 points
in Rn+1
P0 =
(
δ′
q′0
, 0, . . . , 0
)
, . . . , Pn =
(
0, . . . , 0,
δ′
q′n
)
.
With the same notation given in Remark 1.24, there exists a very ample divisorH on
P(1, Q′) such that (P(1, Q′), H) ∼= (P∆,O(1)) and, calling ∆0 the facet of ∆ which
is opposite to the origin, one gets (P(Q′), H0) ∼= (P∆0 ,O(1))
∼= (P∆0−P0 ,O(1)). Let
D0 be the toric invariant divisor associated with the 1-dimensional cone of the fan of
P(1, Q′) corresponding to the weight q′0: then ∆0−P0 = ∆(δ′/q′0)D0 . By Remark 1.24
(δ′/q′0)D0 turns out to be a very ample divisor of P(1, Q
′). Therefore, cutting out by
means of the sub-wps P(Q′) ⊂ P(1, Q′), the divisor δ′/q′0(D0∩P(Q
′)) is very ample
on P(Q′). Since Theorem 1.19,(1) gives the linear equivalence δ′/q′0(D0 ∩ P(Q
′)) ≡
δ′D′ we get that δ′D′ is also a very ample divisor of P(Q′).
Let D be a divisor whose linear equivalence class d(D) ∈ An−1(P(Q)) is a gen-
erator i.e. An−1(P(Q)) ∼= Z · d(D). As already observed in the proof of Theorem
1.19, a positive multiple kD is Cartier if q′l | k for any l = 0, . . . , n. Since an ample
divisor is Cartier, assuming kD ample gives that δ′|k. Conversely, since δ′D is a
very ample divisor, if δ′ | k > 0 then kD is very ample, hence ample.
To prove the last assertion in the statement of Proposition 1.27 we have to show
that ampleness implies very ampleness. At this purpose consider an ample divisor
E of P(Q). Then it is Cartier and d(E) = kd(D) for some positive multiple k of δ′.
Since δ′D is very ample, this means that E is a very ample divisor. 
2. Characterization of fans giving P(Q)
In the present section we will answer to the following nested questions:
(I) given a weights vector Q and a fan Σ, when P(Q) ∼= X(Σ)?
(II) given a fan Σ, when there exists a weights vector Q such that P(Q) ∼= X(Σ)?
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We will give necessary and sufficient conditions for Σ to be associated with the
complete toric variety P(Q).
2.1. Characterizing the fan. Let Q = (q0, . . . , qn) be a weights vector and con-
sider a n-dimensional lattice N and a subset of n+1 integer vectors {v0, . . . ,vn} ⊂
N . Let us consider the 1–generated fan
Σ := fan(v0, . . . ,vn)
and the associated fan matrix V = (v0, . . . ,vn), where the columns order is fixed
by the weights order in Q. Then the fan Σ and the matrix V are associated each
other.
Theorem 2.1. Consider the fan Σ = fan(v0, . . . ,vn) and the associated matrix
V = (v0, . . . ,vn). Then the following facts are equivalent:
(1) Σ is a fan of P(Q) ,
(2)
∑n
j=0 qjvj = 0 and the sub-lattice N
′ := 〈q0v0, . . . , qnvn〉 ⊂ N has finite
index
[N : N ′] =
n∏
j=0
qj ,
(3) ∀ j = 0, . . . , n Vj = (−1)
ǫ+jqj , for ǫ ∈ {0, 1} ,
(4) q0v0 = −
∑n
i=1 qivi and |V0| := | det(v1, . . . ,vn)| = q0 .
Proof. (1)⇒ (2). Recalling Proposition 1.15, this is precisely the content of Lemma
1.21,(a).
(2)⇒ (3). This is Lemma 1.21,(b).
(3)⇒ (4). For any k = 1, . . . , n consider the (n+ 1)× (n+ 1) matrix
Ak :=
 vk0 · · · vkn
V
 .
Since the first and the (k + 1)-th rows of Ak are equal we get
∀ k = 1, . . . , n 0 = det(Ak) =
n∑
j=0
(−1)jvkjVj
(3)
= (−1)ǫ
n∑
j=0
qjvkj ⇒
n∑
j=0
qjvj = 0 .
(4)⇒ (2). Since |V0| = q0 then {q1v1, . . . , qnvn} is a basis of the sub-lattice N
′.
Hence
[N : N ′] = | det(q1v1, . . . , qnvn)| =
(
n∏
i=1
qi
)
|V0|
(4)
=
n∏
j=0
qj .
(2) ⇒ (1). First of all notice that (2) guarantees that Σ is simplicial and Σ(1)
generates N ⊗ R. Then Theorem 1.6 can be applied to give a geometric quotient
description of X(Σ). Then Lemma 1.21,(c) gives that
• ∀ j = 0, . . . , n vj = djnj , where nj is the generator of the semigroup
〈vj〉 ∩ N and dj is defined in (11); in particular n0, . . . ,nn satisfy the
condition (2) with respect to the reduced weights vector Q′ i.e.
(2′)
∑n
j=0 q
′
jnj = 0 and the sub-lattice N
′′′ := 〈q′0n0, . . . , q
′
nnn〉 ⊂ N
′′ :=
〈n0, . . . ,nn〉 has finite index
[N ′′ : N ′′′] =
n∏
j=0
q′j .
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It is then possible to reproduce here the proof of Theorem 1.26 which exhibits the
toric variety X(Σ) as the following geometric quotient
X(Σ) ∼=
(
Cn+1 \ {0}
)/
C∗
where the quotient is realized by means of the action νQ′ . Then X(Σ) ∼= P(Q
′) ∼=
P(Q). 
Remark 2.2. The previous Theorem 2.1 answers Question (I) opening the present
section. For Question (II) notice that a matrix V = (v0, . . . ,vn) ∈Mat(n, n+1,Z)
gives immediately an associated pseudo-weights vector Q := (|V0|, |V1|, . . . , |Vn|)
which is the vector of absolute values of maximal minors of V . It turns out to be
an actual weights vector if every maximal minor of V does not vanish. Therefore
the answer to Question (II) can be formulated as follows
• given a fan Σ = fan(v0, . . . ,vn) ⊂ N ⊗ R then there exists a weights vec-
tor Q = (q0, . . . , qn) such that X(Σ) ∼= P(Q) if and only if the following
conditions hold:
(1) the matrix V = (v0, . . . ,vn) admits only non vanishing coprime maxi-
mal minors i.e. ∀ j = 0, 1, . . . , n Vj 6= 0 and gcd(Vj | 0 ≤ j ≤ n) = 1;
(2) the columns vj of V satisfy one of the equivalent conditions (2), (3),
(4) of Theorem 2.1 with respect to the weights qj := |Vj |.
Definition 2.3 (F–admissible matrices). A matrix V ∈ Mat(n, n + 1;Z) will be
called F–admissible if it satisfies conditions (1) and (2) in Remark 2.2. The subset
of F–admissible matrices will be denoted by Vn ⊂Mat(n, n+ 1;Z).
The natural action of the permutation groupSn+1 on Mat(n, n+1;Z), defined by
exchanging columns, clearly restricts to Vn. Under the natural embedding of Sn+1
as a subgroup of GL(n+1,Z), such an action is represented by right multiplication.
Let F(Q) be the set of fans in NR = N⊗R defining P(Q) and define Fn :=
⋃
Q F(Q).
Then the previous answer to Question (II) rewrites as follows:
(33) Fn ∼= Vn/Sn+1
where the quotient is taken under right multiplication. All these considerations
give rise to the following algorithm for recognizing a wps fan:
Algorithm 2.4 (Recognizing a fan of P(Q)). See 1.1 and 1.2 in [23, 24] for a Maple
implementation.
• Input: a fan F = (v0, ...,vn).
• Let V :=Mat(v0, ...,vn) be the associated matrix and set qi := |Vi|;
• If qi 6= 0 for i = 0, ..., n and gcd(q0, ..., qn) = 1 and
∑n
i=0 qivi = 0 then F is
a fan of P(Q) with Q = (q0, ..., qn); else it is not a fan of a wps.
• Output: either the weights vector Q or an error message .
2.2. Hermite normal form of weights and fans of P(Q). In the subsection
1.5 we already exhibit a fan of P(Q), as proposed by Fulton in his book [16].
Actually by an algorithmic point of view that fan is not very explicitly presented.
The following result, which is a direct consequence of Theorem 2.1, gives rise to a
surprising method to get a fan of a given wps P(Q), which turns out to be encoded
in the switching matrix giving the HNF of the transposed weights vector QT . Since
the latter is obtained by a well known algorithm, based on Eulid’s algorithm for
greatest common divisor [4, Algorithm 2.4.4], this gives an alternative method to
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produce a fan of P(Q) (see the following Algorithm 2.6) which can be performed
by any procedures computing elementary linear algebra operations.
Proposition 2.5. Let Q = (q0, . . . , qn) be a weights vector, B the HNF of the
transposed vector QT and U ∈ GL(n+ 1,Z) be such that U · QT = B. Let C be
the matrix consisting of the last n rows of U and let vj be the j
th column vector
of C, for 0 ≤ j ≤ n. Let L,L′ be the lattices generated in Zn by v0, . . . ,vn and
q0v0, . . . , qnvn respectively. Then
(1) B =

1
0
...
0
;
(2) L = Zn;
(3)
∑n
j=0 qjvj = 0;
(4) for all 0 ≤ j ≤ n there exists ǫ ∈ {0, 1} such that Cj = (−1)
ǫ+jqj.
(5) [L : L′] =
∏n
j=0 qj.
As a consequence of Theorem 2.1, fan(v0, . . . ,vn) is a fan of P(Q).
Proof. The rank of Q is 1, so by definition of HNF, B =

a
0
...
0
 with a ≥ 1. By
the equality QT = U−1 ·B we see that a must divide q0, . . . , qn, so that a = 1; this
proves (1). By point (2) of Proposition 1.9 the rows of C are a basis of the cotorsion-
free subgroup of Zn+1 defined by the equation
∑n
j=0 qjxj = 0. Therefore (3) holds.
Moreover the elementary divisor Theorem assures that there exist matrices A1 ∈
GL(n+ 1,Z) and A2 ∈ GL(n,Z) such that A1 ·C ·A2 =

1 0 0 . . . 0 0
0 1 0 . . . 0 0
...
0 0 0 . . . 1 0
.
By transposing we see that the columns of C generate Zn and this proves (2).
Point (4) is immediate from point (1) using the Cramer rule. Moreover by (3) we
see that L′ is generated by q1v1, . . . , qnvn: therefore it has index
∏n
i=1 qi in the
lattice generated by v1, . . . ,vn, and the latter has index q0 in Z
n by (4); point (5)
follows. 
Algorithm 2.6 (Producing a fan of P(Q)). See 0.b in [23, 24] for a Maple imple-
mentation.
• Input: the weights vector Q = (q0, . . . , qn).
• Apply the HNF algorithm in order to find a matrix U ∈ GLn+1(Z) such
that U ·

q0
q1
...
qn
 =

1
0
...
0
.
• Delete from U the first row and take the list F of the column vectors of the
resulting matrix.
• Output F .
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2.3. Equivalence of fans giving the same wps. After [20] §1.5, it is well known
that two toric varieties are isomorphic if and only if their fans are related by a
unimodular transformation of the ambient lattice. In case of weighted projective
spaces this means that two fans Σ = fan(v0, . . . ,vn) and Σ
′ = fan(v′0, . . . ,v
′
n), in
a n-dimensional lattice N , describe the same (up to isomorphism) wps P(Q) if and
only if there exists A ∈ GL(n,Z) and a permutation σ ∈ Sn+1 such that
∀ 0 ≤ j ≤ n A · vj = v
′
σ(j) .
Since Sn+1 naturally embeds as a subgroup of GL(n + 1,Z), this is equivalent to
say that
X(Σ) ∼= P(Q) ∼= X(Σ′) ⇔
∃ A ∈ GL(n,Z)
∃B ∈ Sn+1 ⊂ GL(n+ 1,Z)
: V ′ = A · V ·B
where V = (v0, . . . ,vn) and V
′ = (v′0, . . . ,v
′
n) are associated matrices with fans
Σ and Σ′, respectively. By recalling the definition of F(Q), Fn and Vn given in
Definition 2.3, define
Fredn :=
⋃
{F(Q) | Q is reduced}
Vredn := {V ∈ Vn | (|V0|, . . . , |Vn|) is reduced} .
Then we get the following:
Proposition 2.7. The following sets are bijectively equivalent
{wps’s} /iso
1:1
←→
{
Q ∈ (N \ {0})n+1 | Q is reduced
}
/Sn+1(34)
1:1
←→ GL(n,Z)
∖
Fredn
1:1
←→ GL(n,Z)
∖
Vredn
/
Sn+1 .
Proof. For the first bijection in (34) let us define, at first, a map
(35) {wps’s} /iso −→
{
Q ∈ (N \ {0})n+1 | Q is reduced
}
/Sn+1
by sending the isomorphism class of P(Q) to the Sn+1–orbit of the reduced weights
vector Q′.
First of all one has to prove that the map in (35) is well defined which is that
P(Q) ∼= P(P ) implies that the reduced weights vectors Q′ and P ′ are related by
a permutation. In fact the given isomorphism of wps’s gives an isomorphisms of
polarized varieties
(
P(Q),OP(Q)(1)
)
∼=
(
P(P ),OP(P )(1)
)
which is a toric equivari-
ant isomorphism preserving characteristic points of cones (defined as in (1)) and
their toric orbits. Then toric invariant divisors {D0, . . . , Dn} generatingWT (P(Q))
are sent, up to a permutation, into toric invariant divisors {E0, . . . , En} generating
WT (P(P )). Recalling notation (32), any Cartier divisor D representing OP(Q)(1)
can be written as D =
∑n
j=0 bjDj where (b0, . . . , bn) is any integer point of the
hyperplane πQ := V
(∑n
j=0 q
′
jxj − δ
′
Q
)
defined in Rn+1 by letting Q′ = (q′0, . . . , q
′
n)
be the reduced weights vector of Q and δ′Q := lcm(q
′
0, . . . , q
′
n). Analogously any
Cartier divisor E representing OP(P )(1) can be written as E =
∑n
j=0 cjEj where
(c0, . . . , cn) is any integer point of the hyperplane πP := V
(∑n
j=0 p
′
jxj − δ
′
P
)
de-
fined in Rn+1 by letting P ′ = (p′0, . . . , p
′
n) be the reduced weights vector of P and
δ′P := lcm(p
′
0, . . . , p
′
n). The given isomorphism of polarized varieties then sends
any representative D of OP(Q)(1) in a representative E of OP(P )(1) and viceversa,
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meaning that every integer point of πQ is, up to a permutation, an integer point of
πP and viceversa. Therefore, up to a permutation on the coordinates xj , πQ ≡ πP ,
which is that Q′ = P ′ up to a permutation, as expected.
Since the map in (35) is clearly surjective, it remains to prove that it is also injective.
In fact consider P(Q1) and P(Q2) such that the reduced weights vectors Q
′
1 and Q
′
2
are related by a permutation. The the Reduction Theorem 1.26 immediately gives
that P(Q1) ∼= P(Q2), as expected.
The second bijection in (34), is obtained by applying the Reduction Theorem
1.26 to Theorem 1.13 in [20].
Finally, the third bijection in (34) is obtained immediately by applying (33). 
2.4. A Q–canonical fan of P(Q). In subsections 1.5 and 2.2 we already presented
two ways to produce a fan of a given wps. In the present subsection we want to
use the characterization (4) in Theorem 2.1 to present a further result returning a
Q–canonical fan of P(Q), in the sense that the associated fan matrix is in HNF, up
to a permutation of columns (see the following Remark 2.9). This fact presents the
fan in a triangular shape and generated by as much as possible number of vectors
e1, . . . , en in a given basis of the lattice N . Moreover it turns out to be a convenient
procedure to get a fan of P(Q) by hands (see the following Example 2.10).
The following Proposition 2.8 has to be compared with results in §3 and §4 of [5]. In
particular points from (1) to (3) give a rewrite of Proposition 3.2 and Remark 3.3 in
[5]. Point (4) has to be compared with Remark 4.3 and Theorem 4.5 in [5]. Anyway
proofs are different: Conrads proved his results by algebraic considerations, while
here we will obtain the same results as a consequence of Theorem 2.1 and of the
methods used to prove it, allowing us to remain in the toric setup.
Proposition 2.8. Let Q = (q0, . . . , qn) be a weights vector. For any j with 1 ≤
j ≤ n, define kj := gcd(q0, qj , qj+1, . . . , qn). Then:
(1) kj | kj+1 ,
(2) either kn = (q0, qn) = 1 or there exists a positive integer i, with 1 ≤ i ≤
n− 1, such that ki = 1 and ki+1 > 1,
(3) consider a superior triangular matrix V 0 = (v1, . . . ,vn) ∈ GL(n,Z) whose
columns vj are such that:
∀ 1 ≤ j ≤ i− 1 vj = ej
∀ i ≤ j ≤ n− 1 vjj = kj+1/ kj
vnn = q0/ kn
where vkj is the k-th entry of the column vj; then there exists a choice
for vkj with i ≤ k ≤ j such that V
0 can be completed to a matrix V =
(v0,v1, . . . ,vn) ∈ Mat(n, n+1;Z) whose columns satisfy the following con-
dition
n∑
j=0
qjvj = 0 ;
in particular the columns of V satisfy condition (4) of Theorem 2.1, hence
generate a fan of P(Q).
(4) there exists a unique choice of the previous matrices V and V 0 such that V 0
is in HNF with only non negative entries; then the column v0 in V admits
only negative entries. Moreover the matrix V ′, obtained by exchanging each
other the columns v0 and vn in V , is in HNF.
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Proof. (1) is obvious. (2) follows from (1) by recalling the hypothesis
k1 = gcd(q0, q1, . . . , qn) = 1 .
To prove (3) we have to show the existence of an integral vector v0 =
 v10...
vn0

satisfying the following equations
∀ 1 ≤ j ≤ i− 1 q0vj0 + qj +
n∑
k=i
qkvjk = 0(36)
∀ i ≤ j ≤ n− 1 q0vj0 + qj
kj+1
kj
+
n∑
k=j+1
qkvjk = 0(37)
q0vn0 + qn
q0
kn
= 0 .(38)
The last equation (38) is clearly satisfied by putting vn0 = −qn/kn = −qn/(q0, qn).
The j-th equation in (37) admits integer solutions for (vj0, vj,j+1, . . . , vjn) if and
only if
gcd(q0, qj+1, . . . , qn) = kj+1 | qj
kj+1
kj
which is clearly true since kj | qj , by definition. Finally the j-th equation in (36)
admits integer solutions for (vj0, vji, vj,i+1 . . . , vjn) if and only if
∀ 1 ≤ j ≤ i− 1 gcd(q0, qi, . . . , qn) = ki | qj
which is clearly true since ki = 1, by the previous point (2). Recall now that V
0 is
a triangular matrix, giving
det(V 0) =
n∏
j=1
vjj = ki+1 ·
ki+2
ki+1
· · ·
kn
kn−1
·
q0
kn
= q0
which is enough to get condition (4) of Theorem 2.1 for the columns of V .
To prove (4) let us first of all observe that, for any 1 ≤ j ≤ i− 1, vj = ej , meaning
that the first i − 1 columns of V 0 are composed of nonnegative entries satisfying
the HNF conditions. Moreover V 0 is upper triangular. Then it remains to prove
that there exists a unique choice for vjk such that
∀k : i ≤ k ≤ n , ∀j : j < k 0 ≤ vjk < vkk .
The j–th equation in (37) can be rewritten as follows
q0vj0 + qnvjn = −qj
kj+1
kj
−
n−1∑
k=j+1
qkvjk .
Fixing variables vjk, for j + 1 ≤ k ≤ n − 1, the previous diophantine equation
admits solutions for vj0, vjn if and only if
(39) kn = gcd(q0, qn) | − qj
kj+1
kj
−
n−1∑
k=j+1
qkvjk .
WEIGHTED PROJECTIVE SPACES FROM THE TORIC POINT OF VIEW 27
Moreover, given a particular solution v
(0)
jn , all the possible integer solutions for vjn
are given by
vjn = v
(0)
jn −
q0
kn
· hjn = v
(0)
jn − vnn · hjn , ∀ hjn ∈ Z .
Divide v
(0)
jn by vnn. Then the remainder of such a division gives a unique choice for
vjn such that
∀ i ≤ j ≤ n− 1 0 ≤ vjn < vnn .
Analogously the j-th equation in (36) can be rewritten as follows
q0vj0 + qnvjn = −qj −
n−1∑
k=i
qkvjk
and the same argument ensures the existence of a unique choice for vjn such that
∀ 1 ≤ j ≤ i− 1 0 ≤ vjn < vnn .
Then the last column in V 0 can be uniquely chosen with non-negative entries satis-
fying the HNF condition. Iteratively, condition (39) is satisfied if and only if there
exist integer solutions for x, vjk in the diophantine equation
knx+ qn−1vj,n−1 = −qj
kj+1
kj
−
n−2∑
k=j+1
qkvjk
which is if and only if
gcd(kn, qn−1) = gcd(q0, qn−1, qn) =: kn−1 | − qj
kj+1
kj
−
n−2∑
k=j+1
qkvjk .
In particular, given a solution v
(0)
j,n−1, all the possible integer solutions for vj,n−1
are given by
vj,n−1 = v
(0)
j,n−1 −
kn
kn−1
· hj,n−1 = v
(0)
j,n−1 − vn−1,n−1 · hj,n−1 , ∀ hj,n−1 ∈ Z .
Therefore, the division algorithm ensures the existence of a unique choice for vj,n−1
such that
∀ i ≤ j ≤ n− 1 0 ≤ vj,n−1 < vn−1,n−1 .
The same argument ensures the existence of a unique choice for vj,n−1 such that
∀ 1 ≤ j ≤ i− 1 0 ≤ vj,n−1 < vn−1,n−1 .
Then the (n−1)–th column in V 0 can be uniquely chosen with non-negative entries
satisfying the HNF condition. By completing the iteration, V0 can then be uniquely
chosen in HNF. Consequently v0 has to necessarily admits only negative entries.
To prove that V ′ is in HNF it suffices to observe that, for V ′, the function f :
{1, . . . , n} → {1, . . . , n+ 1}, in Definition 1.7, is given by setting f(i) = i, for any
1 ≤ i ≤ n. Then V ′ is in HNF if and only V 0 is in HNF, since there are no
condition for the entries of v0 which is the (n+ 1)–th column of V
′. 
Remark 2.9. When the weights vectorQ is fixed, a significant consequence of Propo-
sition 2.8 is that the fan of P(Q) presented in (4) is unique and is given by the HNF
of a matrix V associated with any fan of P(Q). This gives rise to an algorithm
producing the Q–canonical fan which has been implemented in [23, 24], §0.b.
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Finally let us underline that the uniqueness of the Q–canonical fan of P(Q) depends
on the weights order in Q, since the permutation group Sn+1 ⊂ GL(n+ 1,Z) acts
on the right. Then we can’t define a canonical fan of P(Q) but just a Q–canonical
one.
Example 2.10. Let us apply the Proposition 2.8 to produce by hand the Q-canonical
fan (hence a fan) of P(Q) for Q = (2, 3, 4, 15, 25). First of all observe that in this
case
k1 = gcd(Q) = 1 , k2 = d1 = 1 , k3 = gcd(2, 15, 25) = 1 , k4 = gcd(2, 25) = 1 .
The matrix V ′ in Proposition 2.8(4) is in HNF, then it looks as follows
V ′ =

1 0 0 v1,3 v1,0
0 1 0 v2,3 v2,0
0 0 1 v3,3 v3,0
0 0 0 2 v4,0

with 0 ≤ vk,3 ≤ 1, for 1 ≤ k ≤ 3. Moreover we get the following conditions
0 = q0v4,0 +
q0q4
k4
= 2v4,0 + 50 ⇒ v4,0 = −25
0 = q0v3,0 +
k3q3
k4
+ q4v3,3 = 2v3,0 + 15 + 25v3,3 ⇒ v3,3 = 1 and v3,0 = −20
0 = q0v2,0 +
k2q2
k3
+ q4v2,3 = 2v2,0 + 4 + 25v2,3 ⇒ v2,3 = 0 and v2,0 = −2
0 = q0v1,0 +
k1q1
k2
+ q4v1,3 = 2v1,0 + 3 + 25v1,3 ⇒ v1,3 = 1 and v1,0 = −14
giving the following Q–canonical fan for P(2, 3, 4, 15, 25) :
Σ = fan


−14
−2
−20
−25
 ,

1
0
0
0
 ,

0
1
0
0
 ,

0
0
1
0
 ,

1
0
1
2

 .
Let us conclude the present section with the following result, which will be useful
later in (when proving Lemma 3.20 and Proposition 3.19).
Proposition 2.11. Let V = (v0, . . . ,vn) be the Q–canonical fan matrix with Q =
(q0, . . . , qn), as constructed in the previous Proposition 2.8. Then the matrix V̂ ,
obtained from V by multiplying v0 by k2 and removing the column v1 and the first
row, is the Q̂–canonical fan matrix, where Q̂ = (q0/k2, q2, . . . , qn).
Proof. V̂ is the following matrix
V̂ =

k2v2,0 k3/k2 v2,3 · · · · · · v2,n
k2v3,0 0 k4/k3 · · · · · · v3,n
... 0
. . .
...
...
... kn/kn−1 vn−1,n
k2vn,0 0 · · · 0 0 q0/kn

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Then V̂0 = q0/k2. On the other hand, by Proposition 2.8 we know that
∀ 2 ≤ i ≤ n− 1 q0vi,0 = −qi
ki+1
ki
−
n∑
l=i+1
qlvi,l
q0vn,0 = −qn
q0
kn
guaranteeing that V̂ satisfies the condition (4) of Theorem 2.1 for the weights Q̂.
Moreover V̂ is the Q̂–canonical fan matrix since V̂ 0 is clearly still in HNF when V 0
is in HNF. 
3. Characterization of polytopes giving P(Q)
The present section is devoted to answer questions (I) and (II) opening the
previous section 2, in the case of polytopes. As recalled in 1.1.3, an integral polytope
∆ corresponds to a polarized toric variety (P∆,O(1)). Then those questions have
to be reformulated, for polytopes, as follows:
(A) given a weights vector Q and an integral polytope ∆, when there exists a
positive integer m such that (P∆,O(1)) ∼= (P(Q),O(m))?
(B) given an integral polytope ∆, when there exist a weights vector Q and a
positive integer m such that (P∆,O(1)) ∼= (P(Q),O(m))?
3.1. From fans to polytopes and back. Consider the fan Σ := fan(v0, . . . ,vn),
generated by n+ 1 integer vectors satisfying the equivalent conditions (2), (3) and
(4) in Theorem 2.1. Let V = (v0, . . . ,vn) = (vij) be the associated matrix. Let
V 0 be the n × n sub-matrix of V obtained by removing the first column: then
V 0 = (v1, . . . ,vn) = (vik) with 1 ≤ i ≤ n and 1 ≤ k ≤ n.
Definition 3.1. Let V ∈ Mat(n, n+1;Z) be a matrix whose maximal minors do not
vanish i.e., in the same notation given above, Vl 6= 0 for every 0 ≤ l ≤ n. Consider
the vector of absolute values of maximal minors Q = (|V0|, . . . , |Vn|). Recalling
1.3, the (0, Q)-weighted transverse matrix of V (or simply weighted transverse) is
defined to be the following n× n rational matrix
(V 0)∗Q := (V
0)∗ · (δ I0Q)
where I0Q := diag(1/|V1|, . . . , 1/|Vn|) and δ := lcm(|V0|, . . . , |Vn|).
Remark 3.2. If V ∈ Vn then the following Theorem 3.3 implicitly shows that the
weighted transverse matrix (V 0)∗Q is a n×n integral matrix. In particular this fact
will also be explicitly proved in Proposition 3.14.
The minimal (very) ample line bundle of the wps P(Q) = X(Σ) is given by
OP(Q)(1) defined in (32). If Dj is the toric invariant divisor associated with vj ∈
Σ(1) then (δ′/q′j)Dj is an ample divisor in the linear system |OP(Q)(1)|, where as
usual Q′ = (q′0, . . . , q
′
n) is the reduced weights vector of Q and δ
′ = lcm(Q′). Set
∆j be the integral polytope associated with the divisor H = (δ
′/q′j)Dj , like in (4).
One can easily check that ∆j is the convex hull Conv(0,w1, . . . ,wn) of the origin
with n points w1, . . . ,wn ∈ MR: in particular the ampleness of (δ
′/q′j)Dj implies
that {w1, . . . ,wn} is a set of n distinct, integral, non-zero vectors ([20] Corollary
2.14).
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Let Pn be the set of integral polytopes in MR obtained as the convex hull of the
origin with n distinct, integral, non-zero vectors. Then we have established maps
(40)
∀ 0 ≤ j ≤ n , ∆jQ : F(Q) −→ Pn
Σ 7→ ∆jQ(Σ) := ∆j
Let W = (wik) be the n×n matrix of the components of vectors w1, . . . ,wn ∈MR
over the dual basis: namely
∀ k = 1, . . . , n wk =
n∑
i=1
wike
∨
i
where {e∨1 , . . . , e
∨
n} is the dual basis of {e1, . . . , en}. Then we get the following
representation of the map ∆0Q:
Theorem 3.3. Given the fan Σ := fan(v0, . . . ,vn) ∈ F(Q), the image ∆
0
Q(Σ)
defined in (40) is the convex hull Conv(0,w1, . . . ,wn) of the origin with the n
distinct, integral, non-zero vectors w1, . . . ,wn ∈ MR giving the columns of the
(0, Q)-weighted transverse matrix of V = (v0, . . . ,vn), i.e.
W = (V 0)∗Q ,
where Q = (|V0|, . . . , |Vn|). Namely the entries of W are given by
∀ 1 ≤ i ≤ n , 1 ≤ k ≤ n wik =
δV 0ik
qkV0
where V 0ik is the cofactor of vik in V
0 and V0 = det(V
0) = ±q0 (by either (3) or
(4) in Theorem 2.1).
Proof. Recalling (4), to define ∆0Q(Σ) = ∆0 one has to write down the hyperplanes
of MR
(41) ∀ρ ∈ Σ(1) 〈u,nρ〉 = −aρ , where nρ generates ρ ∩N ,
for the divisor H = (δ′/q′0)D0. Since Σ(1) = {〈vj〉 ⊂ NR| j = 0, . . . , n} the
hyperplanes (41) are then given by
n∑
i=1
ni0ui = −δ
′/q′0(42)
∀ k = 1, . . . , n
n∑
i=1
nikui = 0
where nj =
∑n
i=1 nijei generates the 1-dimensional cone 〈vj〉 ∩ N . In proving
the implication (2) ⇒ (1) of Theorem 2.1, it has been observed that q′0n0 =
−
∑n
k=1 q
′
knk (condition (2
′)). Then the first equation in (42) can be rewritten
as follows
n∑
i=1
(
n∑
k=1
q′knik
)
ui = δ
′ .
Let us represent equations in (42) by the following (n+ 1)× (n+ 1)-matrix
M =

∑n
k=1 q
′
kn1k · · ·
∑n
k=1 q
′
knnk δ
′
n11 · · · nn1 0
...
...
n1n · · · nnn 0
 .
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For j = 0, 1, . . . , n, the vertex wj of ∆
0
Q(Σ) is then given by the (unique, for (3) in
Theorem 2.1 and recalling that vij = djnij) solution of the linear system associated
with the matrixM j+1, obtained removing the (j+1)-th row inM . Clearly w0 = 0.
For j = k = 1, . . . , n we get
wik =Mk+1,i/Mk+1,n+1
where Ma,b is the (a, b)-cofactor in M . Observe that Mk+1,n+1 = (−1)
k−1q′k V0/ a0
and Mk+1,i = (−1)
k+1δ′dk V
0
ik
/
a0. Then
wik =
δ′dk
q′k
V 0ik
V0
=
δ′akdk
qk
v∗ik =
δ
qk
v∗ik
where v∗ik = V
0
ik/V0 is the (i, k)-entry of V
0∗ := ((V 0)−1)T . The last equality on
the right is obtained by recalling Proposition 1.16(5) and Proposition 1.17. 
Remark 3.4. Clearly same conclusions as in Theorem 3.3 can be obtained by ex-
changing 0 with any other value j such that 0 ≤ j ≤ n.
Remark 3.5. Let Q be a weights vector whose reduction is given by Q′. Consider
Σ = fan(v0, . . . ,vn) ∈ F(Q) and, for any 0 ≤ j ≤ n, consider the generator nj
of the semigroup 〈vj〉 ∩ N , where N is the lattice generated by v0, . . . ,vn. Then
Lemma 1.21(c) and Theorem 2.1 ensure that Σ := fan(n0, . . . ,nn) ∈ F(Q
′). Then
the previous Theorem 3.3 gives that
∆0Q(Σ) = ∆
0
Q′(Σ)
since, recalling once again Propositions 1.16 and 1.17,
wik = (δ/qk)(V
0
ik/V0) = (δ
′a/q′kak)(N
0
ik/dkN0) = (δ
′/q′k)(N
0
ik/N0)
(here N denotes the matrix N = (n0, . . . ,nn)).
Example 3.6. Let us still consider the Example 2.10 to apply the weighted transver-
sion and Theorem 3.3 for producing by hand a polytope of a given wps P(Q) with
the minimal polarization.
Recall that Q = (2, 3, 4, 15, 25) and the matrix fan obtained in the Example 2.10 is
V =

−14 1 0 0 1
−2 0 1 0 0
−20 0 0 1 1
−25 0 0 0 2
 =⇒ (V 0)∗ = 12

2 0 0 0
0 2 0 0
0 0 2 0
−1 0 −1 1
 .
Since δ = lcm(2, 3, 4, 15, 25) = 300, we get
W = (V 0)∗Q = (V
0)∗·δIQ = 150

2 0 0 0
0 2 0 0
0 0 2 0
−1 0 −1 1
·

1/3 0 0 0
0 1/4 0 0
0 0 1/15 0
0 0 0 1/25

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giving W =

100 0 0 0
0 75 0 0
0 0 20 0
−50 0 −10 6
. Then the polytope we are looking for is
∆ = Conv


0
0
0
0
 ,

100
0
0
−50
 ,

0
75
0
0
 ,

0
0
20
−10
 ,

0
0
0
6

 .
More precisely (P∆,O(1)) ∼= (P(Q), δ/q0 D0) = (P
4(2, 3, 4, 15, 25), 150 D0).
Recalling Algorithm 2.6, what has been observed in the previous Example 3.6
can be resumed by the following
Algorithm 3.7 (Producing a polytope of P(Q) with a minimal polarization). See
0.c.3 in [23, 24] for a Maple implementation.
• Input: the weights vector Q = (q0, . . . , qn).
• Apply Algorithm 2.6 above in order to compute a fan F := (v0, ...,vn)
associated with Q;
• Put V 0 := Mat(v1, ...,vn) and compute the weighted transverse W :=
(V 0)∗Q (Definition 3.1).
• Define P to be the set of points in Rn consisting of the origin and the
columns of W .
• Output P .
Definition 3.8 (P–admissible matrices). A square matrixW ∈Mat(n,Z) is called
P–admissible if there exist an F -admissible matrix V ∈ Vn such that W is the
weighted transverse matrix of V , which is
W = (V 0)∗Q with Q = (|V0|, . . . , |Vn|) .
In other terms W = (w1, . . . ,wn) is admissible if and only if the polytope
Conv(0,w1, . . . ,wn)
belongs to the image of a map ∆0Q, as defined in (40). In this case we say that
Q,W, V are associated to each other.
Let us denote Wn ⊂ GL(n,Q)∩Mat(n,Z) the subset of P–admissible matrices: no-
tice that any such matrix has integer entries by either Theorem 3.3 or the following
Proposition 3.14.
Remark 3.9. Remark 3.5 guarantees that weights vectors Q1 and Q2 admitting the
same reduction Q′ are associated with the same P–admissible matrix W , which
is the P–admissible matrix associated with the reduced weights vector Q′. What
is not a priori clear is, viceversa, guaranteeing that there exists a unique reduced
weights vector Q′ to which W is associated. This fact will follow by Proposition
3.11(c).
Definition 3.10. Consider a matrix W ∈ GL(n,Q) ∩Mat(n,Z). Recall that the
adjoint matrix of W is defined by setting Adj(W ) := det(W ) W−1. Let si be the
gcd of entries in the i-th row of Adj(W ). Then let us then define the what of W as
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follows
Ŵ :=
|det(W )|
det(W )
diag
(
1
s1
, . . . ,
1
sn
)
·Adj(W )
= diag
(
|det(W )|
s1
, . . . ,
|det(W )|
sn
)
·W−1
Notice that if V is a square matrix in Mat(n,Z) such that V ·W is a diagonal
matrix with positive entries then
(43) V = diag(r1, . . . , rn) · Ŵ
for some r1, . . . , rn ∈ N.
Proposition 3.11. Let W be a P–admissible matrix and let Q = (q0, . . . , qn) be a
reduced weights vector associated to W . Then
(a)
(
ŴT
)∗
Q
=W ;
(b) if s := gcd(s1, . . . , sn) is the greatest common divisor of the terms in
Adj(W ) then
q0 = |det(Ŵ )| , ∀ 1 ≤ i ≤ n qi =
si
s
, lcm(Q) =
| det(W )|
s
(c) if Q1 and Q2 are reduced weights vectors associated with the same P–
admissible matrix W , then Q1 = Q2;
(d) there exists a unique F–admissible matrix V associated with W and Q i.e.
such that W =
(
V 0
)∗
Q
with Q = (|V0|, . . . , |Vn|).
Proof. (a). W is a P–admissible matrix. Then there exists a F–admissible ma-
trix V such that W = ((V 0)T )−1δIQ and Q = (|V0|, . . . , |Vn|), meaning that
(V 0)TW = δI0Q is diagonal with positive entries. Recalling (43) we get that
(V 0)T = diag(r1, . . . , rn) · Ŵ for some r1, . . . , rn ∈ N. But Q is reduced, which
implies that the columns of V 0 have coprime entries. Therefore r1 = · · · = rn = 1
and (V 0)T = Ŵ . (a) follows immediately.
(b) On the one hand Ŵ · W = diag (| detW |/s1, . . . , | detW |/sn). On the other
hand, by (a), Ŵ = (V 0)T and Ŵ ·W = diag (δ/q1, . . . , δ/qn), where δ := lcm(Q).
Therefore
(44) ∀ 1 ≤ i ≤ n
δ
qi
=
| detW |
si
.
Observe now that
lcm
(
δ
q1
, . . . ,
δ
qn
)
=
δ
gcd(q1, . . . , qn)
= δ
lcm
(
| detW |
s1
, . . . ,
| detW |
sn
)
=
| detW |
s
Then (44) gives that δ = | detW |/s and, for any 1 ≤ i ≤ n, qi = si/s. Finally (a)
gives that q0 = |V0| = |det(Ŵ )|.
(c) follows immediately by the previous point (b).
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(d). If there exist two F–admissible matrix U, V such that they are both associated
with W and Q, then
(v1, . . . ,vn) = V
0 = U0 = (u1, . . . ,un) ⇒ v0 = −
1
q0
n∑
i=1
qivi = −
1
q0
n∑
i=1
qiui = u0
implying that V = U . 
Remark 3.12. In a sense the previous Proposition 3.11 states that, when restricted
to wps fans associated with reduced weights vector, the weighted transversion pro-
cess giving a polytope starting from a fan, can be inverted by considering the
transposed what of the polytope matrix. Namely if W is a polytope matrix of
(P(Q),O(1)), with Q reduced, then V :=
(
v0 Ŵ
T
)
is a fan matrix of P(Q)
when v0 is defined by setting v0 = −(
∑n
i=1 qivi)/q0, where (v1, . . . ,vn) = Ŵ
T .
At this purpose see also the following Propositions 3.18 and 3.21. The following
Proposition 3.13 ensures that V is a well defined matrix with integer entries if and
only if W is a polytope matrix of (P(Q),O(1)), for some reduced weights vector Q.
This correspondence between fans and polytopes of a wps gives rise to easy and
fast procedures, relating each other the toric data of this particular complete toric
variety, which has been implemented in [23, 24], §0.c and §2.4.
Proposition 3.13. Let W = (wij) ∈ GL(n,Q) ∩Mat(n,Z) be a matrix such that
gcd(wij) = 1. Let s be the greatest common divisor of the entries in Adj(W ) and
v be the sum of the rows of Adj(W ). Define q0 = |det(Ŵ )|, δ =
| detW |
s . The
following statements are equivalent:
(a) W is P–admissible;
(b) the vector v is divisible by q0s;
(c) q0 divides δ and the vector
δ
q0
(1, . . . , 1) is in the lattice generated by the
rows of W .
Proof. (a) ⇒(b): If W is P–admissible then there exist a unique reduced weights
vector Q and a unique F–admissible matrix V , associated withW like in Definition
3.8. By Proposition 3.11, Ŵ = (V 0)T and Q = (q0, . . . , qn) with qi = si/s, for i =
1, . . . , n. Let vi be the i-th row of Ŵ ; then
∑n
i=1 qivi is divisible by q0 since Ŵ
T =
V 0 is F–admissible, meaning that its columns satisfy the relation
∑n
i=1 qivi =
−q0v0. Then
∑n
i=1 sivi is divisible by q0s and sivi is the i-th row of Adj(W ).
(b) ⇒(a): Assume that q0s divides any entry in v. For 1 ≤ i ≤ n, let vi be the
i-th row of Ŵ and qi = si/s be defined as in Proposition 3.11(b); then
∑n
i=1 qivi
is divisible by q0. Put v0 = −
1
q0
∑n
i=1 qivi. Then the matrix
V :=
(
v0 Ŵ
T
)
= (v0,v1, . . . ,vn)
turns out to be F–admissible with respect to Q by Theorem 2.1(4). Then W =(
V 0
)∗
Q
is P–admissible.
(b) ⇔(c): the sum of the rows of Adj(W ) is the row vector (1, . . . , 1) · Adj(W ) =
(1, . . . , 1) · det(W )W−1. Thus it is divisible by q0s if and only if there exists
(x1, . . . , xn) ∈ Z
n such that (x1, . . . , xn) · W =
δ
q0
(1, . . . , 1), that is if and only
if (c) holds. 
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Proposition 3.14. If V = (v0,v1, . . . ,vn) is a fan matrix of P(Q), with Q =
(q0, ..., qn), then the weighted transverse (V
0)∗Q has integral entries.
Proof. SetW = Adj(V 0) and let wi be the i-th row ofW , for i = 1, . . . , n. Observe
that Definition 3.10 and Theorem 2.1 give
|wi · vi| = q0
wi · vk = 0 for 1 ≤ k ≤ n and k 6= i
|wi · v0| = qi .
Therefore δq0qiwi · vj ∈ Z for any 0 ≤ j ≤ n. This means that
∀ 1 ≤ i ≤ n
δ
q0qi
wi ∈ Z
n
since L(v0, ...,vn) = Z
n. The proof ends up by transposing W . 
3.2. Characterizing the polytope of a polarized wps. The previous Propo-
sition 3.13 gives an answer to questions (A) and (B) opening the present sec-
tion. In fact, let us first of all observe that, given an integral polytope ∆, up
to an integral translation, we can assume the origin 0 to be a vertex of ∆ and
write ∆ = Conv(0,w1, . . . ,wn), for a suitable subset {w1, . . . ,wn} ⊂ M . Let
W := (w1, . . . ,wn) be the associated polytope matrix. Then the following result
is a consequence of Propositions 3.11 and 3.13 answering question (A):
Theorem 3.15. Let ∆ = Conv(0,w1, . . . ,wn) ⊂ MR be a n-dimensional integral
polytope and Q = (q0, . . . , qn) be a weights vector. Set m := gcd(wij) and define
W ′ := 1mW . Then the following facts are equivalent:
(1) (P∆,O(1)) ∼= (P(Q),O(m)),
(2) W ′ is a P–admissible matrix associated with Q,
(3) Ŵ ′ · W ′ = δ′IQ′ , where Q
′ is the reduced weights vector of Q and δ′ :=
lcm(Q′).
Proof. (1)⇒(2): There exists a divisor D of P(Q), belonging to the linear system
|O(m)|, such that ∆ = ∆D. Moreover there exists a divisor D
′ ∈ |O(1)| such that
D = mD′ and in particular ∆ = ∆D = m∆D′ . This means that r = n since
D′ is ample, ∆D′ = Conv(0,w
′
1, . . . ,w
′
n) and W
′ := (w′1, . . . ,w
′
n) =
1
mW is a
P–admissible matrix associated with Q.
(2)⇒(3): By Propositions 3.11 and 3.13, the matrix
(45) V :=
(
v0 Ŵ ′
T
)
= (v0,v1, . . . ,vn)
where v0 = −(
∑n
i=1 q
′
ivi)/q
′
0, is a F–admissible matrix with respect to the reduc-
tion Q′ of Q, meaning that
W ′ =
(
Ŵ ′
T
)∗
Q′
= (Ŵ ′)−1(δ′IQ′ ) .
(3)⇒(1): Since Ŵ ′·W ′ = δ′IQ′ , the matrix V defined in (45) is F–admissible with
respect to Q′. Then W ′ is the polytope matrix of ∆D′ for some divisor D
′ ∈ O(1)
of P(Q′) ∼= P(Q). MoreoverW = mW ′ is the polytope matrix of ∆ := ∆mD′ giving
(1). 
On the other hand the following further consequence of Propositions 3.11 and
3.13 answers question (B):
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Theorem 3.16. Let ∆ = Conv(0,w1, . . . ,wn) ⊂ MR be a n-dimensional in-
tegral polytope and W = (w1, . . . ,wn) be the associated polytope matrix. Set
m := gcd(wij) and define W
′ := 1mW . Then the following facts are equivalent:
(1) there exists a weights vector Q = (q0, . . . , qn) such that (P∆,O(1)) ∼=
(P(Q),O(m)),
(2) W ′ satisfies one of the equivalent conditions (a), (b), (c) in Proposition
3.13.
Proof. Define qi := si/s where si is the greatest common divisor of entries in the i–
th row of Adj(W ′) and s is the greatest common divisor of entries in Adj(W ′): then
we get a reduced weights vector Q = (q0, q1, . . . , qn). The equivalent conditions of
Proposition 3.13 mean that W ′ = 1mW is a P–admissible matrix with respect to
Q. The previous Theorem 3.15 ends up the proof. 
These results give rise to the following algorithm for recognizing a polarized wps
polytope:
Algorithm 3.17 (Recognizing a polytope of a polarized P(Q)). See §2 in [23, 24]
for a Maple implementation.
• Input: a polytope P := (P0, ..., Pn).
• Construct the matrix W ∈ Mat(n,Z) whose i-th column is given by coor-
dinates of the point Pi − P0.
• Compute m := gcd(W ) and the normalized matrix W ′ := W/m, like in
Theorems 3.15 and 3.16.
• Compute the adjoint matrix Adj(W ′) of W ′.
• Define s and si, for i = 1, . . . , n, like in Proposition 3.11 and in Definition
3.10, with respect to the normalized matrix W ′.
• Set ∀ 1 ≤ i ≤ n qi :=
si
s .
• Consider the matrix Ŵ ′, as defined in Definition 3.10.
• Set q0 := det(Ŵ ′).
• For i = 1, ..., n let vi be the i-th row of Ŵ ′ and define v0 = −
1
q0
∑n
i=1 qivi.
• If v0 ∈ Z
n, then P is associated to the polarized wps whose weights vector
is given by Q := (q0, ..., qn) and whose polarization is given by m; else P is
not associated to a WPS.
• Output: either the weights vector Q and the polarization m or an error
message.
3.3. Equivalence of polytopes. Recalling Definition 3.1, let us define the weighted
transverse map
(46)
τ : Vn −→ Wn
V 7−→ (V 0)∗Q with Q := (|V0|, . . . , |Vn|) .
Proposition 3.18. The weighted transverse map τ is surjective and the fibers of
τ are as follows:
∀ W ∈Wn τ
−1(W ) = {V ∈ Vn | (|V0|, . . . , |Vn|) reduces to Q = Q(W )},
where Q(W ) =
(
| det(Ŵ )|, s1/s, . . . , sn/s
)
.
Proof. The map τ is surjective by the Definition 3.8 of P–admissible matrix and
Remark 3.5. 
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Recalling that the permutation group Sn+1 ⊂ GL(n+1,Z) acts on Vn by right
multiplication, giving the quotient (33), we are now going to define a (right) action
of Sn+1 overWn in such a way that the map τ turns out to be equivariant. Namely,
proceed as follows:
- embed Wn in GL(n+ 1,Q) ∩Mat(n+ 1,Z) by setting
W = (w1, . . . ,wn) 7−→ W˜ :=

0
... W
0
1 1 · · · 1
 =
(
0 w1 · · · wn
1 1 · · · 1
)
,
- act now by right multiplication obtaining
σ
(
W˜
)
:= W˜ ·A(σ) =
(
wσ(0) wσ(1) · · · wσ(n)
1 1 · · · 1
)
where w0 := 0 and A(σ) ∈ GL(n+ 1,Z) is the matrix associated with the
permutation σ ∈ Sn+1,
- multiply on the left by the affine matrix of GL(n+ 1,Z) translating wσ(0)
in the origin, which is T (W,σ) :=
(
In −wσ(0)
0 1
)
, giving
T (W,σ) · W˜ · A(σ) =

0
... W ′
0
1 1 · · · 1

=
(
0 wσ(1) −wσ(0) · · · wσ(n) −wσ(0)
1 1 · · · 1
)
,
- restrict to consider the submatrixW ′ =
(
wσ(1) −wσ(0), . . . ,wσ(n) −wσ(0)
)
and set W ∗ σ :=W ′.
W ∗ σ is a P–admissible matrix since
Conv
(
0,wσ(1) −wσ(0), . . . ,wσ(n) −wσ(0)
)
= ∆0σ(Q)
(
fan(vσ(0), . . . ,vσ(n))
)
,
where W = τ(V ) and V = (v0, . . . ,vn). Then it is well defined an action of Sn+1
over Wn.
Proposition 3.19. The weighted transverse map τ defined in (46) is equivariant
with respect to the left action of GL(n,Z) and the right action of the permutation
group Sn+1, namely
∀ A ∈ GL(n,Z) , ∀ V ∈ Vn τ(A · V ) = A
∗ · τ(V )
∀ σ ∈ Sn+1 , ∀ V ∈ Vn τ(σ(V )) = τ(V ) ∗ σ .
Proof. For the GL(n,Z) left action, given A ∈ GL(n,Z), one has
τ(A ·V ) = τ
((
A · v0 | A · V
0
))
=
(
A · V 0
)∗
·(δIQ) = A
∗ ·
(
V 0
)∗
·(δIQ) = A
∗ ·τ(V ) ,
where Q = (|V0|, . . . , |Vn|), as usual.
On the other hand, for the Sn+1 right action one has to prove that
(47) ∀ σ ∈ Sn + 1 τ(V · A(σ)) = τ(V ) ∗ σ ,
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where A(σ) ∈ GL(n+1,Z) is the unimodular matrix naturally associated with the
permutation σ. We can distinguish two cases: either σ(0) = 0 or σ(0) = s with
1 ≤ s ≤ n. In the first case the matrix A(σ) assumes the following shape
A(σ) =
(
1 0
0 A′(σ)
)
∈ Sn+1 ⊂ GL(n+ 1,Z) ,
with A′(σ) ∈ Sn ⊂ GL(n,Z). Then, given V = (v0, . . . ,vn) ∈ Vn, the first term
in (47) rewrites as follows
τ(V · A(σ)) = τ
((
v0 | V
0 · A′(σ)
))
=
(
V 0 ·A′(σ)
)∗
σ(Q)
=
(
V 0
)∗
· (A′)
∗
·
(
δIσ(Q)
)
.
Notice that A′(σ) is an orthogonal matrix, giving (A′)
∗
= A′. Moreover Iσ(Q) =
A′(σ)T · IQ ·A
′(σ). Then
τ(V · A(σ)) =
(
V 0
)∗
·A′ · (A′)
T
· (δIQ) · A
′ = τ(V ) ·A′(σ) = τ(V ) ∗ σ ,
where the last equality is obtained by observing that wσ(0) = w0 = 0.
In the second case, when σ(0) = s 6= 0, the first term in (47) rewrites as follows
τ(V ·A(σ)) = τ
(
(vσ(0), . . . ,vσ(n))
)
=
(
vσ(1), . . . ,vσ(n)
)∗
σ(Q)
= (w′ik)
where, recalling Theorem 3.3,
w′ik =
δV
σ(0)
i,σ(k)
qσ(k)Vσ(0)
.
On the other hand, the second term in (47) is given by
τ(V ) ∗ σ =
(
wσ(1) −wσ(0), . . . ,wσ(n) −wσ(0)
)
= (w′′ik)
with
w′′ik =
δV 0i,σ(k)
qσ(k)V0
−
δV 0i,σ(0)
qσ(0)V0
.
Therefore (47) reduces to prove the following Lemma 3.20. 
Lemma 3.20. Consider V = (v0, . . . ,vn) ∈ Vn and σ ∈ Sn+1. If Q = (q0, . . . , qn)
and σ(Q) =
(
qσ(0), . . . , qσ(n)
)
then
(48)
∀ 1 ≤ i ≤ n , ∀ 1 ≤ k ≤ n, q0V
σ(0)
i,σ(k) = (−1)
σ(0)
(
qσ(0)V
0
i,σ(k) − qσ(k)V
0
i,σ(0)
)
,
assuming V 0i,σ(k) = 0 when σ(k) = 0 and V
0
i,σ(0) = 0 when σ(0) = 0.
Observe that equations (48) are equivalent to the right equivariance (44).
Proof. Let us first of all observe that if σ(0) = 0 then (48) is an identity. Then we
can assume σ(0) 6= 0 giving σ as a product of transpositions of type (0, h). Then we
can reduce to prove (48) just for a transposition σ = (0, h). Actually we can further
assume h = 1 by applying the transposition (h, 1), for which the equivariance (47)
has been already proven. Notice that if σ(k) = 0 then (48) reduces to the following
∀ 1 ≤ i ≤ n V
σ(0)
i,0 = (−1)
σ(0)−1V 0i,σ(0) ,
which can be easily verified. Then we can assume σ(k) 6= 0 which is 2 ≤ k ≤ n. A
further simplifying step is transforming the matrix V to the associated Q–canonical
fan matrix, by reducing V 0 in HNF. Namely there exists a unique matrix H0 ∈
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Mat(n,Z) in HNF and such that V 0 = U ·H0, for some U ∈ GL(n,Z), by Theorem
1.8; then H := U−1 · V is the Q–canonical fan matrix of P(Q), by Proposition
2.8(4). Then
τ(V · A(σ)) = τ(U ·H · A(σ)) = U∗ · τ(H ·A(σ))
by the already proven left equivariance of τ . Assume that the statement holds for
the Q-canonical matrix H , then we are able to write
τ(V ·A(σ)) = U∗ · τ(H ·A(σ)) = U∗ · τ(H) ∗ σ = τ(V ) ∗ σ ,
ending up the proof. Therefore we have simply to prove that
(49) ∀ 1 ≤ i ≤ n , ∀ 2 ≤ k ≤ n, q0H
1
i,k + q1H
0
i,k − qkH
0
i,1 = 0 .
Let us first of all consider the case i = 1. Recall that
H0 =

k2 v1,2 · · · · · · v1,n
0 k3/k2 · · · · · · v2,n
... 0
. . .
...
...
... kn/kn−1 vn−1,n
0 0 · · · 0 q0/kn

H1 =

v1,0 v1,2 · · · · · · v1,n
v2,0 k3/k2 · · · · · · v2,n
... 0
. . .
...
...
... kn/kn−1 vn−1,n
vn,0 0 · · · 0 q0/kn
 .
By Proposition 2.11 we get
H11,k =
(−1)1+k
k2
Ĥk =
qk
k2
,
while clearly
H01,k = 0 , H
0
1,1 =
q0
k2
.
Therefore
(50) ∀ 2 ≤ k ≤ n, q0H
1
1,k + q1H
0
1,k − qkH
0
1,1 =
q0qk
k2
−
qkq0
k2
= 0 .
Finally, for 2 ≤ i ≤ n, observe that equations (50) are linear, hence invariant by
left multiplication of elements of GL(n,Z). Since the first and the i–th row can
be exchanged each other by left multiplication of a suitable matrix B(1, i) ∈ Sn ⊂
GL(n,Z), equations (49) follows immediately by equations (50). 
Passing to the quotient by the right action of Sn+1 and recalling (33), the
right equivariance of the weighted transverse map τ gives rise to the following
commutative diagram
(51) Vn
τ //
ϕ

Wn
ψ

Fn
∆ //Wn/Sn+1
where ϕ and ψ are the obvious quotient maps.
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Let us say a few words about the induced map ∆. Choose a particular fan
Σ ∈ F(Q) ⊂ Fn and recall maps ∆
j
Q defined in (40). The quotient map ψ can be
factorized by the action of the subgroup S0 = {σ ∈ Sn+1 | σ(0) = 0}, giving
Wn
ψ
// //
ψ′
## ##●
●●
●●
●●
●●
Wn/Sn+1
Wn/S
0
ψ′′
88 88rrrrrrrrrr
Images Im(∆jQ), j = 0, . . . , n, can be embedded as subsets of the quotient Wn/S
0
by observing that an element w ∈ Wn/S
0 is given by the set of columns of any
P–admissible matrix in ψ−1(w) and setting
Conv(0,w1, . . . ,wn) ∈ Im(∆
j
Q) 7−→ w = {w1, . . . ,wn} ∈Wn/S
0 .
For any 0 ≤ j ≤ n, we get then the following commutative diagram
Vn
τ //
ϕ

Wn
ψ

Fn
∆ //Wn/Sn+1
F(Q)
.

==
④④④④④④④④④ ∆j
Q
// Im(∆jQ) ⊂Wn/S
0 ⊂ Pn
(

ψ′′
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧
where ψ′′
|∆j
Q
turns out to be injective since its inverse corresponds to choose one of
the n+ 1 possible representatives politopes of the class ∆(Σ) ∈Wn/Sn+1.
Proposition 3.21. In the previous diagram (51) the restricted maps τ|Vredn and
∆|Fredn are injective. Then, recalling Proposition 2.7, the following sets are bijectively
equivalent
{wps’s} /iso
1:1
←→
{
Q ∈ (N \ {0})n+1 | Q is reduced
}
/Sn+1(52)
1:1
←→ GL(n,Z)
∖
Fredn
1:1
←→ GL(n,Z)
∖
Vredn
/
Sn+1
1:1
←→ GL(n,Z) \Wn/Sn+1 .
Proof. Both τ|Vredn and ∆|Fredn are injective due to the fibres structure of τ , by
Proposition 3.18, and passing to the quotient. Since those maps are also surjective,
(52) follows. 
4. Computing cohomology
This final section does not pretend to introduce any original content: the co-
homology of a weighted projective space and of a line bundle on it, is quite well
known! Anyway, by completeness, we’d like to recall some useful facts to recon-
struct a (combina)-toric proof of formulas obtained by I. Dolgachev in [12] §2.3.
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4.1. Homology and cohomology with rational coefficients. For completeness
let us recall the following well known result.
Theorem 4.1 ([16] §4.5 and §5.2, [10] Prop. 12.11, [20] Thm. 3.11). Let X = X(Σ)
be a n-dimensional toric variety associated with a simplicial and complete fan Σ
and set hi := dimQ (Hi(X,Q)). Then
h2k =
n∑
i=k
(−1)i−k
(
i
k
)
dn−i
h2k+1 = 0
where dj is the number of j–dimensional cones in Σ. Moreover Poincare´ Duality
holds giving that Hk(X,Q) is dual to Hk(X,Q) and hi = h2n−i for all 0 ≤ i ≤ n.
In the case X is a wps we are now in a position to compute all the homology
and cohomology with rational coefficients.
Corollary 4.2. Let P(Q) be a n-dimensional wps. Then
∀ 0 ≤ k ≤ n h2k(P(Q)) = 1 , h2k+1(P(Q)) = 0 .
Proof. If X = P(Q) then dn−i =
(
n+1
n−i
)
and Theorem 4.1 gives
(53) h2k =
n∑
i=k
(−1)i−k
(
i
k
)(
n+ 1
n− i
)
.
Notice that for k = n (53) implies that h2n = 1. Then the proof ends up by
observing that for all 1 ≤ k ≤ n
h2(k−1) − h2k =
(
n+ 1
n+ 1− k
)
+
n∑
i=k
(−1)i−k
(
i+ 1
k
)(
n+ 1
n− i
)
=
(n+ 1)!
k!(n+ 1− k)!
(
1 +
n∑
i=k
(−1)i−k
(n+ 1− k)!
(i− k + 1)!(n− i)!
)
=
(n+ 1)!
k!(n+ 1− k)!
1 + n+1−k∑
j=1
(−1)j
(n+ 1− k)!
(j)!(n+ 1− k − j))!

=
(n+ 1)!
k!(n+ 1− k)!
(1− 1)
n+1−k
= 0 .

4.2. Serre–Grothendieck duality. Recall that a n–dimensional toric variety X
is Cohen–Macauley, meaning that it admits a dualizing sheaf ωX (see [20] §3.2, [17]
Thm.III.7.6). In particular if i : U →֒ X is the open embedding of the nonsingular
locus U of X and consider the Zariski sheaf of germs of p–forms ΩpX := i∗Ω
p
U then
it is a coherent OX–module giving, for p = n, the dualizing sheaf i.e. ωX ∼= Ω
n
X
([20] Cor. 3.9).
Theorem 4.3 (Serre–Grothendieck’s Duality Theorem ([20] §3.3)). Let X = X(Σ)
be a n–dimensional toric variety associated with a complete and simplicial fan Σ.
Then the exterior product induces a perfect bilinear pairing
∀ p, q ∈ N : p+ q = n Hq(X,ΩpX)⊗C H
n−q(X,Ωn−pX ) −→ H
n(X,ΩnX)
∼= C ,
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so that Hn−q(X,Ωn−pX ) is canonically the dual C–vector space of H
q(X,ΩpX) i.e.
Hn−q(X,Ωn−pX )
∼= Hq(X,Ω
p
X)
∨
Moreover if F is a locally free OX–module then
Hn−q(X,F∨ ⊗OX Ω
n
X)
∼= Hq(X,F)∨ .
When X is a Gorenstein space then the dualizing sheaf ωX is an invertible sheaf.
For an integral scheme this means that there exists a Cartier divisor KX on X such
that ωX ∼= OX(KX) ([17] Prop.II.6.5). This is called the canonical divisor of X . If
X = X(Σ) is a simplicial, complete and Gorenstein toric variety it turns out that
ΩnX
∼= OX
− ∑
ρ∈Σ(1)
Dρ
 where KX ≡ − ∑
ρ∈Σ(1)
Dρ is a Cartier divisor,
with the same notation introduced in 1.1.4 (see [20] Cor. 3.3 and the following Re-
mark). Let us finally recall that X(Σ) is a Fano toric variety if −KX =
∑
ρ∈Σ(1)Dρ
is an ample divisor. Then by Proposition 1.27 we get the following
Proposition 4.4. Let Q = (q0, . . . , qn) be a reduced weights vector. Then the
following facts are equivalent:
(1) P(Q) is Gorenstein,
(2) P(Q) is Fano,
(3) ∀ 0 ≤ j ≤ n qj | |Q| :=
∑n
j=0 qj, which is : δ | |Q|.
Proof. By Theorem 1.19,(2) for all 0 ≤ j ≤ n the divisor δ/qj Dj is a generator of
the Picard group Pic(P(Q)). Then
KP(Q) ≡ −
|Q|
δ
(
δ
qj
Dj
)
is Cartier if and only if δ | |Q|, meaning that ωP(Q) ∼= O (−|Q|/δ). This is also
equivalent to guarantee that −KP(Q) is a (very) ample divisor, by Proposition
1.27. 
4.3. Cohomology of line bundles. Recall the following well known result
Theorem 4.5 ([10] 6.3 and Cor. 7.3, [20] Thm 2.7, Cor. 2.8 and 2.9, [16] §3.5). Let
X(Σ) be a complete toric variety and D a Cartier divisor of X such that OX(D)
is generated by its global sections. Then
hq(X,OX(D)) =
{
|M ∩∆D| for q = 0
0 for q 6= 0
where |M ∩∆D| denotes the number of lattice points in the convex polytope ∆D.
If X is the wps P(Q) then a line bundle L is generated by its global sections if
and only L ∼= O(m) with m ≥ 0, by Proposition 1.27. Let ∆ be the polytope of
a generator of Pic(P(Q)), e.g. consider ∆ = ∆0 := ∆δ/q0D0 . Then the previous
result and the Serre–Grothendieck duality give immediately the following
Proposition 4.6. For any m ≥ 0
hq(P(Q),O(m)) =
{
|M ∩m∆| for q = 0
0 for q 6= 0 .
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Moreover if P(Q) is Gorenstein then, for any m ≥ |Q|/δ,
hq(P(Q),O(−m)) =
{ ∣∣∣M ∩ (m− |Q|δ )∆∣∣∣ for q = n
0 for q 6= n .
The previous Proposition does not say anything for line bundles O(−m) with
0 < m < |Q|/δ. This gap will be filled up in the next subsection (see Remark 4.11).
4.4. Bott–Tu formulas for P(Q). The previous Theorem 4.5 admits an extension
to sheaves ΩpX ⊗OX L up to strengthen the hypothesis on the fan Σ and the line
bundle L. Namely the following results hold
Theorem 4.7 ([10] §12, [20] Thm.3.11). Let X(Σ) be a complete and simplicial
n–dimensional toric variety. Then
hq(X,ΩpX) =
{ ∑n
i=p(−1)
i−p
(
i
p
)
dn−i for q = p
0 for q 6= p
where dj is the number of j–dimensional cones in Σ.
Theorem 4.8 ([10] (7.5.2) and Thm.7.5.2, [20] §3.3, [15] Cor.1.3). Let X(Σ) be a
complete toric variety and D an ample divisor of X. Then, for all 0 ≤ p ≤ n,
hq(X,ΩpX ⊗OX OX(D)) =
{ ∑
u∈M∩∆D
(
s(u,D)
p
)
for q = 0
0 for q 6= 0
where s(u, D) denotes the dimension of the smallest face of ∆D containing u and
assuming
(
s
p
)
= 0 for s < p and
(
0
0
)
= 1.
Finally we are in a position to state and prove the following Bott–Tu formulas
for wps, giving a convex geometric approach to Dolgachev’s results in [12] §2.3.
The advantage of this approach is that one reduces the cohomology computation to
an enumeration of lattice points in suitable (faces of) polytopes, which is directly
implementable.
Theorem 4.9 (Bott-Tu formulas for P(Q)). Let Q = (q0, . . . , qn) be a reduced
weights vector and define
hqΩp(m) := dimCH
q
(
P(Q),Ωp
P(Q) ⊗OP(Q) O(m)
)
.
Let ∆ be the polytope associated with a generator of Pic(P(Q)). Then
(1)
h0Ωp(m) =
{ ∑
u∈M∩m∆
(
s(u,m)
p
)
for m ≥ 0
0 for m < 0
where s(u,m) is the dimension of the smallest face in m∆ containing u;
(2) for all 0 < q < n
hqΩp(m) = 0 for m 6= 0 ;
moreover, for m = 0,
hqΩp =
{
1 for q = p
0 for q 6= p ;
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(3)
hnΩp(m) =
{
0 for m > 0∑
u∈M∩(−m)∆
(
s(u,−m)
n−p
)
for m ≤ 0 ;
in particular, for m = 0, this gives
hnΩp =
{
0 for p < n
1 for p = n .
Remark 4.10. Our notation hqΩp(m) does not exactly coincide with the Dolgachev’s
notation h(j, i;n) in [12] 2.3.2. Precisely the switching rule is the following
hqΩp(m) = h(q, p;mδ)
where Q is reduced and δ = lcm(Q).
Proof of Theorem 4.9. (1): The first line is obtained applying Theorem 4.8 for
m > 0 and Theorem 4.7 for m = 0. The second line is still a consequence of
Theorem 4.8 after applying the Serre–Grothendieck duality 4.2. In fact
∀ m < 0 h0Ωp(m) = hnΩn−p(−m) = 0 .
(2): The first equation is still obtained by Theorem 4.8, in case by applying
Serre–Grothendieck duality when m < 0. Formulas for m = 0 are directly obtained
by Theorem 4.7, recalling that dn−i =
(
n+1
n−i
)
and proceeding as in the proof of
Corollary 4.2.
(3): The first line comes directly from Theorem 4.8. For the second one, apply
Serre–Grothendieck duality to get:
∀ m ≤ 0 hnΩp(m) = h0Ωn−p(−m) =
∑
u∈M∩(−m)∆
(
s(u,−m)
n− p
)
by Theorem 4.8. 
Remark 4.11. Notice that for p = 0 Theorem 4.9 gives an improvement of results
in Proposition 4.6, without any gap on m and any further hypothesis on P(Q).
In particular, giving the further assumption that P(Q) is Gorenstein, which is that
δ | |Q| by Proposition 4.4, we get
(54) ∀ m ≥
|Q|
δ
∣∣∣∣M ∩(m− |Q|δ
)
∆
∣∣∣∣ = |M ∩ (m∆)◦|
where ∆ is the polytope associated with a generator of Pic(P(Q)) and (m∆)◦ de-
notes the interior of the polytope m∆. Namely this means that
(a) the number of lattice points internal to the polytope m∆ coincides with the
number of lattice points belonging to the polytope
(
m− |Q|δ
)
∆.
Moreover if −|Q|/δ < m < 0 then Theorem 4.9(3) gives hnO(m) = |M ∩ (−m∆)◦|.
On the other hand Corollary 2.3.3 in [12] proves that h(n, 0; δm) = 0 if −δm < |Q|,
which is precisely that hnO(m) = 0 in our range. This proves that
(b) if 0 ≤ m < |Q|/δ then the rational polytope m∆ does not admits internal
lattice points,
the case m = 0 being obvious.
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