We propose a method to improve the DL SINR for a single cell indoor base station operating in the millimeter wave frequency range using deep reinforcement learning. In this paper, we use the deep reinforcement learning model to arrive at optimal sequences of actions to improve the cellular network SINR value from a starting to a feasible target value. While deep reinforcement learning has been discussed extensively in literature, its applications in the cellular networks in general and in mmWave propagations are new and starting to gain attention. We have run simulations and have shown that an optimal action sequence is feasible even against the randomness of the network actions.
I. INTRODUCTION
W ITH the fifth-generation of wireless communications adopting the millimeter wave (mmWave) frequencies, many performance issues arise due to the attenuation and the wide bandwidth allocated in the mmWave frequency range. Particularly, signal-to-interference plus noise ratio (SINR) and reference symbol received power (RSRP) are two critical quantities to ensure that connected objects can communicate reliably with one another in the Internet of Things (IoT) space. In fact, predictions exist where the most essential use cases will be: massive machine type communication (mMTC), critical MTC, and extreme or enhanced mobile broadband (eMBB) [1] . Latency and reliability are both directly impacted by the SINR of the channel with retransmissions and call drops becoming inevitable if the SINR drops below a required threshold. This paper uses deep reinforcement machine learning models to propose actions to improve the radio conditions in the downlink in near-real time fashion thereby reducing the operational expenditure of network operators whose radio engineers would need to spend considerable time and effort to obtain similar actions. F. B. Mismar is a graduate student in the Department of Electrical and Computer Engineering, The University of Texas at Austin, Austin, TX, 78721, USA e-mail: faris.mismar@utexas.edu. He works at Ericsson Inc. in Plano, TX. DISCLAIMER: None of the information in this paper contains Ericsson proprietary information nor does it essentially represent the opinion of Ericsson. B. L. Evans is with The University of Texas at Austin email: bevans@ece.utexas.edu.
A. Background
Radio engineers are tasked to improve the DL SINR in a cellular network against actions and faults that impact the its performance. The network issues and faults are modeled by random selection while the radio frequency (RF) engineers improvement efforts are modeled as an adversarial agent in a "game." The network we study here is a single small cell operating in the millimeter wave frequency range in resemblance to 5G with devices scattered in the vicinity. As the "game" starts, the network assumes Player A and takes an action at random which reduces the DL SINR. The RF engineer assumes Player B and takes an action based on deep Q-learning to increase the DL SINR.
This task takes place in live networks with the RF engineers developing their own strategies to tackle deteriorating SINR on a continuous basis. However, using an algorithmic approach with artificial intelligence (AI), this task will be less error prone and will be done with lower operational cost and perhaps even achieve better results.
B. Motivation
Optimizing the performance of an RF network is important to allow it to carry the traffic it has been dimensioned for with high availability and reliability. Standards refer to the self-optimizing functionality as one that [2]: 1) Monitors input data such as performance measurements, fault alarms, or notifications. 2) Analyzes the input data and makes optimization decisions based on certain optimization algorithms. 3) Performs corrective actions on the affected network node or nodes. This can be triggered either automatically or manually. The parameter and RF tuning of a network is a task that starts with the deployment of cellular base stations even before they carry live traffic and is a perpetual task. Therefore, the costs associated with optimizing the performance of a cellular network continue. The operational support system (OSS) monitors the performance management (PM) data and fault management (FM) data. It further stores the running parameter settings and configuration of the network, known as the configuration management (CM) data.
Outer loop power control in UMTS [3] aims at adjusting the SIR target based on the block error rate (BLER) at a rate of 10-100 Hz. In LTE/LTE-A, this concept is not required in the downlink due to the absence of dedicated traffic channels and the use of adaptive modulation and coding [4] . Yet, we arXiv:1707.02329v2 [cs.NI] 12 Jul 2017 propose optimizing the SINR if feasible by using a sequence of actions, thereby allowing the adaptive modulation and coding to perform in a higher SINR region. This paper motivates an intelligent machine learning based algorithm that will monitor PM data of a network and analyze it to arrive at proper RF optimization corrective steps and uses the CM data to perform these corrective steps in the network. This shall take place with minimal intervention of the RF engineers who can dedicate their time towards other tasks in the network operations and maintenance.
C. Relevant Prior Work
In [5] , the authors introduced the first deep Q-learning model to successfully learn control policies directly using reinforcement learning. They used convolutional neural networks (CNN) to detect raw pixels as inputs and successfully applied their method to several Atari 2600 games. They found out that their algorithm has actually outperformed human experts in three out of seven games. As we do not have graphical input, we did not require the use of CNN and used a multi-layer preceptron (MLP) instead.
The authors in [6] studied the autonomous device-todevice (D2D) communication in an LTE-A cellular network while attempting to maximize its throughput subject to the minimum signal-to-interference-plus-noise ratio (SINR) constraints. They used multi-agent Q-learning algorithm while we used a single-agent Q-learning algorithm to represent a single agent and assumed the network to be the second agent. We both achieved a near-optimal performance after a few number of episodes.
Wireless sensor networks (WSNs) were studied in [7] to predict the solar energy required for these WSNs, where energy depletion (i.e., batteries) eventually disturbed their operation. The prediction algorithm was based on Q-learning, and a performance comparison was done to validate simulated values against real-world measurements from solar panels. Wireless sensors will be an important part of the IoT devices known as the critical MTC as stated earlier.
Combining information theory with machine learning, the authors [8] proposed a deep reinforcement learning method which maximizes the Q-function using the Kullback-Leibler (KL) divergence and entropy constraints instead of the common greedy manner, as we shall use later in this paper. They in fact used a stochastic Gaussian policy and used the Lagrangian multipliers method to solve a constrained optimization problem in a closed form for a special case policy.
The authors in [9] proposed a stateless variation of Qlearning, which they exploited spatial reuse in a wireless network and allowed the network to modify its transmit power and the channel based on experienced throughput. We took this to the next level by proposing a Q-learning with four states and allow more actions to be done.
D. Contribution
This journal paper makes the following specific contributions:
• Showing that SINR can be improved in a single cell if RF optimization efforts follow an optimal sequence derived through deep Q-learning. • Simulating the UE received SINR and RSRP estimated from the base station side. • Show that this task has a polynomial runtime and a polynomial space size.
E. Paper Organization and Notation
Key assumptions are discussed in Section II. Reinforcement learning interaction is discussed in details in Section III. Deep Q-learning is discussed in Section IV. The network setup and the radio and machine learning parameters are in Sections V and VI. Finally, we show our results and conclusions in Sections XII and XIII.
Notation: Boldface lower and upper case symbols represent column vectors and matrices respectively. E[·] denotes the expectation operator and P[·] is the probability of an event. The p -norm of a vector x is given by x p . The symbol means equal by definition. Finally, an M -by-N matrix whose elements may be real numbers is R M ×N .
F. System Description
The system comprises a wireless network of IoT devices, a single small cell operating in the mmWave frequency range, and a machine learning algorithm using deep reinforcement learning which could typically reside in the base station or in the OSS. The algorithm can be switched on or off.
II. KEY ASSUMPTIONS
• Signaling channels and synchronization channels have negligible LTE resource overhead for simplicity of computation. • Beamforming is possible as an on-off state only.
Beamforming transmission mode differs from the open and closed loop spatial multiplexing in that the transmission rank is unity. This allows a much higher transmitted and received SINR than on the individual channels in the parallel channel decomposition. • Five users can be concurrently scheduled per time interval. • User equipment (UE) can be any IoT device or a mobile broadband device and these terms will be used interchangeably. • Inter-cellular interference is assumed without loss of generality to be zero for simplicity of the model and the computations. • The mmWave path loss in indoor environment can be modeled using COST 231. Indoor path loss measurements for frequencies in the millimeter wave remains an active area of research.
III. REINFORCEMENT LEARNING
The reinforcement learning task we have developed here is a Markov decision process (MDP) since the Markov property (i.e., memoryless) is fulfilled. As both the state and action spaces are finite, our task is a finite Markov decision process (finite MDP) [10] . The stochastic policy at time t is defined with respect to an action a and a state s as [10] :
A reward is denoted by r ∈ R and is a result of the action a taken by the agent and moved to the state s. Let there be N (a) actions and N (s) states.
For the purposes of the simulation, the actions are arbitrary, however their contribution to the SINR are meticulously computed in the code using Equation 9. 
A. Agents
We have two agents: the network and the engineer. The network agent plays its actions at random. We believe that this stochastic behavior resembles the network behavior in the real world.
The engineer agent plays its actions based on the deep reinforcement learning. This is an attempt to automate the conscious thinking that an RF engineer does as part of their duties.
B. Actions
Actions are split into two categories: actions to improve the SINR and actions to worsen the SINR. For an action to be considered valid for the network agent, it must worsen the SINR in the next state. For the action to be considered valid for the engineer agent, it must improve the SINR in the next state. We will use the vector a to denote the vector of actions taken by the engineer agent for the purposes of deep reinforcement learning computation. As for the actions taken by the network, we will not use any notation nor discuss the actions taken by the network any further.
Despite the actions a ∈ R 4 , a (a 0 , a 1 , a 2 , a 3 ) being arbitrarily chosen, there are still a few conditions to be taken into account. In fact, if an action has an on-off state (e.g., enabling beamforming transmission to increase SINR), then this action can only be played once. If the deep reinforcement network informs the agent to play that same action again, the reward r will be set to zero. This is to prevent the algorithm from creating invalid actions (e.g., turn beamforming on and obtain 2 dB gain in SINR, then turn it on again when it was on and obtain another 2 dB gain). The same applies to increasing parameters that have a maximum (e.g., antenna downtilt angle) or decreasing parameters that have a minimum (e.g., handover event thresholds). The computation of the reward policy is shown in Equation 11 . We have a 0 N (a) = 4 actions * . 
C. States

D. Environment
The environment is our wireless network in which two adversarial agents play. The engineer attempts to maximize the reward r, which resembles the SINR improvement by finding a valid action, while the network attempts to minimize it. Once an action is played, the result is examined to determine whether the score should be incremented or decremented by the value of the reward.
IV. Q-LEARNING Q-learning is reinforcement learning algorithm used to find an optimal action policy for a given finite MDP. We define the optimal action-value function Q * (s, a) as the maximum expected return achievable after observing a state s and then taking an action a:
where π(·) is the stochastic policy as defined in Equation 1 .
The optimal action-value function also fulfills the Bellman equation [5] :
where s and a are the next state and next action respectively. This equation solves the reinforcement learning task directly using samples from the state s, without having to explicitly estimate s. This is why the Q-learning algorithm is model-free [5] . The behavior of the Q-learning algorithm is controlled by a parameter ε to dictate the actions to be taken by the agent: a random action selection with probability ε and a greedy strategy with probability 1 − ε. This is why it is called ε-greedy. The two agents both play in order at any given iteration of the Q-learning algorithm, known as the epoch. Therefore, one epoch is equivalent to two turns: each for each agent.
V. NETWORK
The network comprises a single small cell with a length L square geometry where the users are scattered according to a homogeneous poisson point process (PPP) with a parameter λ = N users.
∼ Unif(−L/2, L/2); i = 1, . . . , N.
(4)
The base station with the small cell is positioned at the origin (0,0). Fig. 3 shows the layout of the PPP and the small cell.
VI. PARAMETERS
The baseline radio environment parameters are in Table II  and the machine learning parameters are in Table III. VII. RF PROPAGATION For mmWave indoor environment propagation, we used the model referenced in [11] . Therefore, the reference symbol receive power (RSRP) is computed as a link budget:
where P RE is the power per LTE resource element, G T is the antenna gain of the transmitter, L a is the path loss over the air interface, G UE is the UE antenna gain, N RB is the number of physical resource blocks used in the OFDM transmission, and finally N SC is the number of subcarriers per physical resource block. The RSRP and P RE are basically equal in a singleinput single-output transmission scheme. However, in a base station with four transmit branches and a UE receiving four spatially multiplexed layers, we can expect the RSRP to be 6 dB higher than P RE .
With the base station positioned at the origin, we use the 2 norm to compute the distance between the UEs and the base station without loss of generality which is used accordingly to compute L a using the propagation model.
VIII. INTERFERENCE MODELING
Interference and noise power are significant in mmWave transmission due to the large bandwidth it occupies. With users being stationary in an indoor environment with line of sight propagation, we derive the DL SINR for the i-th user as:
where P PRB,i is the power per the PRBs scheduled for user i, N th is the thermal noise defined over the transmission bandwidth B, and I i is the total interference received power measured by the i-th user. All these quantities are measured in mW. It should be clear that the 3gpp standards do not define SINR [12] . Since N UE = 5 users are continuously scheduled, we have decided to take the received power of the other four users therefore writing the received interference I i as:
where β ∈ (0, 1) is a parameter dependent on the cell load. What is left now is the computation of the received power per PRB. The received power per PRB can be approximated from the power per resource element if the cell is fully loaded by computing the received power when the transmitted power is P TX . This is true due to the OFDM resource grid allocation which divides the entire transmitted power to N RB × N SC subcarriers. Therefore we can write:
which makes it straightforward to compute the received SINR for user i using Equation 6 .
DL SINR i 10 log βP PRB,i N th + 1≤j≤NUE,j =i βP PRB,j (dB),
IX. REWARD COMPUTATION For computing the reward matrix R for the RF engineer (Player B), we use the actions defined earlier and derive: R   r 0,0 r 0,1 r 0,2 r 1,0 r 1,1 r 1,2 r 2,0 r 2,1 r 2,2   (10)
Staying in one single state is not allowed, and thus r i,i = −∞ for all i † . Also, r i,j [a] i −[a] j where a is the actions vector as defined in Section III. Therefore, r i,j = −r j,i since the operation is a subtraction operation to compute the gain in SINR if action a is performed while in state s and all these negative gain actions are invalid actions and will not be pursued by the algorithm. The reward policy is:
where r s,a is the original reward obtained from the reward matrix R for state s and action a.
X. ALGORITHM
The algorithm we propose in this paper is shown in Algorithm 1.
XI. COMPUTATIONAL COMPLEXITY . . . . . . Fig. 4 . MLP with two hidden layers (here, N = 32) used in our deep neural network Algorithm 1 comprises two finite nested loops. Therefore the worst case scenario will run in O(n 2 ) iterations. However, the best case (with probability p) will run in a single iteration yielding O(n) iterations. The cost of each iteration is the cost of training a deep neural network using the backpropagation algorithm is O(n 2 ) since it is two nested sums. The cost of obtaining an answer is O(n) since the Initialize Q-values Q(s, a) arbitrarily for all (s, a) = (s B , a B ).
5:
Initialize the score to 0.0.
6:
Initialize the state list to empty. 7: for t ← 1 to Epoch Count do 8: Sample an action at random given the current state s A . {Network (Player A) starts and always plays at random.} 9: if valid move exists within matrix R A then 10: Perform the move and compute the reward from the current state and action 11: else 12: reward ← 0{do nothing} 13: end if 14: score ← score + reward 15: Choose a random number between zero and one. 16: if number ≤ ε then 17:
Sample an action at random given the current state Perform the move a and compute the reward r and obtain next state s . Print the actions taken in this episode. 34 : end for answer is a sum of products. Therefore the upper bound of the expectation of the run time is:
In terms of space complexity, our deep neural network shown in Fig. 4 has four layers total: one input layer, two hidden layers, and one output layer. With each of size |φ i | = N, i = {1, 2}, we will require a total memory elements of:
where φ 0,N is the input layer x i,N and φ 3,N is the output layer y i,N .
Since both the run time and the spatial complexity are polynomial, we deduce that the model is feasible [13] .
XII. RESULTS
We start the simulation with a baseline SINR of 2 dB and a desired target of 6 dB. In this simulation, we set R max to 3 dB.
In Fig. 5 , we list four different episodes of the reinforcement learning algorithm. Excluding the first episode, all other episodes show that the SINR deteriorated initially before it started to improve as a result of the network agent playing first, whose job is to reduce SINR. The first episode is where the algorithm starts. It starts with a greedy ε = 1.000 exploration rate first to maximally explore the state space, which is random guessing, and consequently fails to reach to the target SINR. In all subsequent episodes, ε is reduced therefore enabling the Q-learning algorithm to find proper counter-actions for the engineer. As the episodes continue, Q-learning understands the "game" better, and therefore a gradual reduction in the number of required turns took place from 8 to 6 and finally to 4. As the engineer agent reached the target SINR, the engineer agent received additional reward of 3 dB.
The actions taken in the best episode (Episode 90) were: that certain target SINRs are feasible and can be achieved in an optimal time. This can therefore maintain the ultra-high data rates promised in the mmWave introduction in 5G. It should be noted however that certain actions need to have limits to them to avoid extreme cases (e.g., offloading the cell by 30% repeated five times or downtitling the antenna by 2 • repeated 4 times both with no counter action).
With operators desiring to cut operational expenditure, further radio access performance metrics improvement can be implemented with machine learning, effectively minimizing the time required to tune these parameters. Retainability and mobility metrics such as handover and cell reselection thresholds are two good candidates for similar research in the near future. This can augment the self-optimizing networks (SON) capabilities.
With the wide-spread adoption of Internet of Things and with the advent of mmWave and 5G communications where small cells will operate in spectrum bands that have tens of gigahertz of bandwidth, information theory tells us that similar improvements in SINR will increase the cellular capacity by the ratio of the operating bandwidths [14] .
As we only considered the case of single indoor pico cell network setup, one area worth simulating is a network with several small cells in the mmWave range and in the sub-6 GHz range-a setup that resembles foreseen deployments of live networks. A final comment is that the maximum reward R max must not be set too high in order to avoid scores representing unlikely SINR values (e.g., > 20 dB).
While one can argue that a multi (or dual) agent setup should be considered where the network agent itself is a deep reinforcement network, we believe that the agent taking actions at random resembles a 1-greedy deep Qlearning model as we outlined in the literature.
As we continue to run the algorithm for more episodes, we observe that the number of training epochs required to achieve SINR target reduced significantly in certain episodes, which is the result of the reinforcement learning.
APPENDIX A CODE
The Python 3 code required to generate the simulation results can be found on GitHub at [15] . Keras and Theano libraries are required. The source code for the deep Qlearning agent is from [16] .
