Abstract-Video-on-demand (VoD) is the entertainment source that, in the future, will likely overtake regular television in many aspects. Although many companies have deployed working VoD services, some aspects of the VoD should still undergo further improvement in order for it to reach to the foreseen potentials. An important aspect of a VoD system is the underlying network in which it operates. According to the huge number of customers in this network, it should be carefully designed to fulfill certain performance criteria. This process should be capable of finding optimal locations for the nodes of the network as well as determining the content that should be cached in each one. While this problem is categorized in the general group of network optimization problems, its specific characteristics demand a new solution to be sought for it. In this paper, which is inspired by the successful use of fuzzy optimization in similar problems in other fields, a fuzzy objective function that is heuristically shown to minimize the communication cost in a VoD network is derived while also controlling the storage cost. Then, an iterative algorithm is proposed to find a locally optimal solution to the proposed objective function. Capitalizing on the unrepeatable tendency of the proposed algorithm, a heuristic method for picking a good solution from a bundle of solutions produced by the proposed algorithm is also suggested. This paper includes a formal statement of the problem and its mathematical analysis. In addition, different scenarios in which the proposed algorithm can be utilized are discussed.
I. INTRODUCTION
A VIDEO-ON-DEMAND (VoD) system is dominantly a one-way network that transmits large video files from a service provider to customers [1] . When a customer demands a video file, one of the nodes of the system will provide a temporary copy that can be watched for a certain period of time [2] . According to the tight bandwidth and latency constraints of a VoD system, rigorous analysis is necessary before its deployment [3] , [4] .
Looking at the available literature, the common trend is to consider a tree structure for the VoD network (e.g., see [5] , [6] , and the references therein). One reason for this consideration is that the flow in the network is one directional. Moreover, the contents of the network are very gradually added and are not ever modified. The tree-structured network enables the designer to focus on portions of it while ignoring the rest at different stages. This is known in the literature as aggregation [7] . Fig. 1 shows a sample problem overlaid by a potential solution. Here, the degree of darkness of the points shows their demand volume (i.e., the darker it is, the higher is the volume). The assumption made here is that, before designing the network, we have a practically acceptable estimation for the distribution of customers over different geographical locations. Here, a customer may be a household, a block, or a neighborhood, at different stages.
In this paper, we look at one subregion related to one node in Fig. 1 . In this way, the VoD design problem is formulated as locating a known number of nodes to serve a given population with a given library. In addition, the contents at the nodes are also unknown. Furthermore, the assignment in the network should be determined; namely for each customer and each video file, the solution should indicate which node should be contacted. These three layers of unknowns are the decision variables of the optimization problem in which the cost in the VoD network is minimized. The definition of cost used in this paper includes the cost of communication in the network plus the cost of storing the files in the nodes.
The VoD system design is a task that has to be guided by a human supervisor. Thus, we do not look for a fully automated algorithm. This is because the problem depends on many different parameters that may not be easily incorporated into it at the same time. In addition, VoD design is not a task done thousands of times in a fraction of a second, unlike an image segmentation task for example. So, we are looking for a system that can help the designer enhance the design and also have the chance to intervene at any moment. Furthermore, while the definition given in the above assumes that the problem includes designing the whole network, practically, more demand is for partial solutions such as staged growth of a network or optimization of caching in it. The first problem refers to the case where due to the growth of population in a region, a new node is to be added, and the algorithm needs to locate that node, while the others are fixed. The later one addresses the issue of change in the population spread, where nodes are fixed, and we look for a more optimal caching and assignment strategy. Thus, while we formulate the problem as designing a network from scratch, we are always aware that the algorithm must be capable of addressing partial demands as well. To reach this level of flexibility, we use a fuzzy clustering-style optimization framework.
The rest of this paper is organized as follows. First, Section II briefly reviews the related literature. Then, Section III introduces the proposed method. The paper continues with Section IV, which discusses the experimental results. Finally, Section V concludes this paper.
II. LITERATURE REVIEW
The problem of VoD network design appears to be similar to many other problems at first glance. However, a closer look reveals that it is in fact essentially different from all of them in terms of system structure, and an independent solution should be sought for it. Here, we briefly review some of those problems.
A. Discrete Domain Problems
A category of problems, including Minimum Spanning Tree, looks for exact solutions to problems that resemble the VoD problem from a mathematical perspective (e.g., see [8] ). These problems are studied in the discrete domain and generally are not applicable in the unclear circumstances where we need engineering-level approximations, such as in VoD. Other samples of these problems are network bisection [9] , [10] and tree clustering [11] . See [12] for a full coverage of these problems and [13] for a fuzzy approach.
B. General Network Optimization
The general category of network optimization problems focuses on optimizing the flow of commodities in a network [14] . A well-known example of these problems, i.e., maximum flow, tries to maximize the flow from one node to another one in a graph given the constraints of maximum link capacity. This problem has been extensively analyzed, and efficient algorithms for solving it are available in many textbooks (e.g., see [15] ). A more complex version of this is the minimum-cost commodity flow problem. A sample commodity flow problem assumes that a car manufacturer has factories around a geographical area, each one capable of building a number of models that are then sent to a number of retailers. The problem is to determine which factory should allocate resources to building which car and how much of the resources should be allocated. Then, we need to determine where the cars should be shipped [16] . This problem can be solved using linear programming. A further expansion on this problem is the minimum-cost multicommodity flow, where different objects share the same network, and each one has its own set of constraints on link capacities [17] .
The key difference between this group of problems and the VoD problem is that in the VoD problem, we have further information about the popularity of the objects transmitted in the network. Moreover, the VoD problem is essentially concerned with the nodes' capability to handle requests, while maximum flow focuses on the links' capacities. Furthermore, in the VoD problem, every customer demands all of the commodities with different known probabilities. So, the VoD problem can be considered as a generalized version of the multicommodity problem. See [18] - [20] for details about flow optimization problems in telecommunications. We emphasize that many of these algorithms reduce to linear optimization tasks (e.g., see the numerous examples given in [20] ).
C. Replication Problem
The problem of VoD network design seems to be similar to the replication problem which arises in content delivery networks (CDNs) [21] - [23] . However, the CDN problem looks for the best ways of spreading and caching content in an available network, such as the Internet. However, in contrast with VoD networks, which communicate a few giant static objects, a typical CDN contains numerous fairly small web pages and media files that are modified from time to time. Furthermore, unlike VoD networks [24] , CDN does not follow a known access probability model [25] .
D. Assignment
An aspect of the VoD problem is similar to the assignment problem, where the goal is to devise a bijective assignment between two same-sized sets of the given constraints [26] . Different versions of that problem use either linear [27] or quadratic [28] , [29] cost functions. The assignment theory is not directly applicable to the VoD problem because there, the main goal is the assignment of the nodes to each other. While in the VoD problem, a few nodes serve many customers. However, a portion of the VoD problem is to devise an optimal assignment between nodes and customers.
E. Districting
Districting, which is the problem of partitioning a plane into contiguous regions [30] , is known to be an NP-difficult problem for which very regularly different solutions exist, which satisfy the constraints to similar extents [31] . Hence, generally, the solution to districting is nondominated [32] . The general approach to solving districting problems is evolutionary tactics [33] , [34] . Simulated annealing is another method frequently used [35] , [36] . Our interest in districting ends here, because that problem produces a top-level clustering and not a detailed connection pattern that is needed in the VoD problem.
F. Location Theory and Weber Problems
A characteristic property of the VoD problem is that we are looking not only for the efficient flow of information in the network but also for how the actual network should be built. This is in contrast to the other problems discussed in Sections II-B and C, which assume that the network is given.
The two-layered structure of many location problems is very well modeled using the Weber problem [37] . The onenode Weber problem looks for a point that has the minimum weighted sum of distances to a set of given points. The multiplenode version considers more than one node, while their number is known, and incorporates an assignment as well. There are numerous good surveys of the Weber problem and its different variants (e.g., see [38] ). For a comprehensive discussion of the history of this problem and its roots, see [37] , [39] , and [40] . It is interesting to know that a book [41] published in 1750 is among the references cited for this problem [40] . An important aspect of the Weber problem is that it is called by different names in different fields, and even some researchers are unaware of the parallelism of the concepts and approaches [37] . For example, the essence of many vector quantization [42] , data clustering [43] , and location allocation [44] problems is the Weber problem. Drezner et al. [37] argue that any location problem can be traced back to a Weber problem.
The Weber problems are known to be hard-to-solve problems [45] that have multiple solutions [46] . Rather than the limited attempts to give an exact solution to the Weber problem (e.g., see [47] ), the general approach for solving them is through a heuristic algorithm called p-median [44] , [48] , [49] . The idea of p-median is to select groups of customers and then to find the best location of a node that can independently serve each set. Then, for each node, its territory is calculated, which results in a subset of customers. This iteration is repeated until the results converge. See [50] for more details. In data clustering, this algorithm is called Hard C-Means (HCM) [51] , [52] . In coding, it is called Lloyd-Max [53] or Linde-Buzo-Gray (LBG) algorithm [42] and also K-means clustering [54] . It is observed in many different frameworks that the zero-one assignment used in the classical version of the Weber problem makes it very prone to falling into the local minimum [55] . Hence, after the introduction of fuzzy sets, many researchers tried to apply this more natural theory to different versions of the Weber problem [56] . In this way, HCM was generalized into a minimumvariance fuzzy clustering technique called ISODATA [57] . Then, it was generalized by Bezdek [58] , [59] when he defined the fuzziness concept and proposed the Fuzzy C-Means (FCM) algorithm. Subsequently, extensions of the FCM to different cluster shapes [60] - [62] and criteria [63] plus faster algorithms [64] were developed. A good survey of the main characteristics of the different fuzzy clustering algorithms is given in [61] and [65] .
Looking back at the VoD problem, it is a multilayered Weber problem because of the existence of more than one object in the library. So, in this paper, we use the fuzzy clustering style of writing the cost function for a Weber problem. It is worth to mention that fuzzy clustering produces fuzzy assignments, while we need binary results for the VoD problem. However, there exist relabeling methods for producing binary results [66] , [67] . Moreover, it is known that by controlling the fuzziness parameter, the results can be made less fuzzy [68] . Here, we select the second approach. In addition, we use another tool from Weber problems' theory to be able to work on powers of the Euclidean distance. While in coding and clustering, the squared Euclidean distance is an obvious choice (e.g., see [69] ), we need a more general distance function for the VoD problem. The Weiszfeld method [70] (also known as the Miehle Algorithm [71] , [72] and a few other names [44] , [73] ) is a practical method to deal with the Euclidean distance (and not its square). Here, we also generalize the Weiszfeld method to powers of the Euclidean distance.
G. Soft Computing Approaches
In [74] , Chen briefly reviews the nonfuzzy literature of location theory and uses fuzzy set tools to tackle the problem. The approach devised in that work uses heuristically driven fuzzy rules to find optimal locations for distribution centers. See [75] - [78] and the references therein for other more extensively analyzed models. Moreover, see [79] for a model that incorporates fuzzy sets and neural networks, and see [80, Ch.14] for a comprehensive survey of these approaches. Furthermore, similar to any other large-scale hard-to-tackle problem, genetic algorithms have also been tried for giving a solution to the location problem [81] . In addition, see [82] and [83] for the application of evolutionary algorithms, heuristics, simulated annealing, and other soft computing methods in network design problems. Because fuzzy clustering has been demonstrated to work well for similar problems, we choose to accept it instead of other soft computing approaches.
III. PROPOSED METHOD
This section introduces the proposed method. The discussion begins with formally defining the problem in Section III-A. Then, the implementation of the problem as a linear programming task is briefly looked into in Section III-B. This will be used as a benchmark with which we will compare the results of the proposed algorithm. The main contributions of this paper are discussed in Section III-C, where a depiction of the VoD network design task as a fuzzy optimization problem is given. Then, Section III-D proposes an algorithm to give a locally optimal solution to the proposed problem, and Section III-E discusses a heuristic method to select an optimal solution from a bundle of locally optimal solutions. Finally, Section III-F talks about different scenarios in which the proposed algorithm can function. Table I shows the nomenclature used in this paper.
A. Problem Statement
Given the set X, assume that there are N customers. In the model developed in this paper, we look at the problem in a large scale. Thus, the system is assumed to be in a steady state, and each customer is assigned a weight, where µ x > 0 shows the relative utilization of this user. It is clear that setting all µ x TABLE I NOMENCLATURE equal to a constant gives a problem in which all customers are equally important, whereas we use this more general model because we can deal with aggregation more efficiently in this way. This idea is adopted from measuring the traffic intensity in terms of erlangs [84] (see [85] for an example in another field). Knowing that µ x = 1 indicates a continuously active customer, we also tolerate µ x > 1 as a customer that demands more than one video file at a time, for example, an apartment building.
The central problem dealt with here is designing the network that gives all the customers access to a library of video files, which we assume includes l items. Several research projects have shown that the distribution of demands for different video files is well approximated by the Zipf model [24] . In this model, the demand frequency for the jth video file is given by d j = cj −α , where c is a normalization constant. A reasonable approximation for α is 0.729 [24] . See [86] and [87] for more comprehensive reviews and details.
For practical reasons, including computational efficiency, we are not interested in looking at independent video files. So, we assume that the library includes ul video files bundled into l chunks of u video files. Hence, we have a library of l samesized objects where
is the demand frequency of the jth object. However, note that the algorithm proposed in this paper is independent of the model for d j 's.
The contents of the library will be cached in n nodes. The geometric location of these nodes (with the ith node denoted as n i ) and their contents are other unknowns of the problem. As the VoD service highly demands a one-by-one connection [1] , [3] , using the definition of µ x , we denote the total resources of the ith node as l i . We assume that this value is based upon a solution to the VoD network design given by a hypothetical algorithm. If, for example, l i is 5, it means that the respective node can serve a setX of customers that simultaneously sum to 5 ( x∈X µ x = 5). Demands made from the ith node can potentially be for any of the l objects. Here, we do a steadystate analysis by assuming that for any object j, the ith node allocates a fixed amount of its resources to it, which we denote by L ij . This portion can be zero if that object is not cached in that particular node. In this way, we have
From this point on, L ij 's and l i 's are only used in visualizations. We emphasize that neither l i 's nor L ij 's are known prior to solving the problem. In fact, l i 's are calculated based on L ij 's, which are themselves among the decision variables. While a node should manage its bandwidth, it should also deliberately decide which objects it will be caching, namely, for the ith node, how many L ij 's are nonzero. The traditional way of embedding this aspect in the optimization problem is to add different terms for communication cost and storage cost into the objective function (e.g., see [3] ). That approach leads to an objective function that includes two terms, which makes further derivations harder. In this paper, we propose a different method.
Imposing no limitation on the number of nonzero L ij 's, the optimal network will tend to cache every object in every node. This is identical to having l = 1 and contradicts the goal behind slicing the library. Returning to the definition of L ij , our demand is to have either L ij = 0 or a "big" L ij . This means that if the jth object is cached in a node, then there should certainly be a reasonable demand for it. For this goal, we define the value of L as the minimum demand for an object at a node that justifies caching it there. Doing so, we add implicit concern over the optimality of storage to the optimization problem. This is carried out through implicit comparison of d j L ij with L to decide if the jth object should be cached in the ith node or not.
Assume that customer x demands the jth object that is then supplied from the ith node. The net cost of this transaction is modeled as C xi and is assumed to be independent of the object that is transmitted. The simplest assumption is that C xi is given as a lookup table for one set of nodes. In this way, the algorithm proposed here cannot optimize the location of the nodes, while the rest of the algorithm will still work. As a better formulation, we consider the case where C xi is a function of the Euclidean distance between x and n i . Here, we focus on the cost model defined as
where C is a constant that is ignored in the rest of this analysis. Focusing on a particular customer x, this customer will demand access to all objects with different probabilities. Assuming that this customer demands the jth object for j = 1, . . . , l from the k j th node, where 1 ≤ k j ≤ n, the expected cost of providing one object, any object, to this customer is equal to
To simplify (4), we define p xij ∈ {0, 1}, where p xij is 1 iff x asks the node i for the jth object. So
Now, we can rewrite (4) as
Including the weights of the customers, the expected cost of serving one demand from any customer is equal to
Here
Following the definition of L ij as the allocation at node i for the jth object, we define D ij as the demand in the ith node for the jth object. Thus, we have
Note that in a stable network, allocation and demand are identical. Thus, we should have
Satisfaction of this equation depends not only on
accompanied by (10) , it also gives
At this stage, the optimization problem is defined as minimizing
Here, p xij 's, L ij 's, and n i 's are the decision variables. While this optimization problem is defined as minimizing ∆, it is still important to know how many objects are totally cached.
To measure this phenomenon, we define the value of c as the number of L ij 's that are nonzero. As two extreme solutions, consider the case in which every object is cached in every node, and the case in which no node is caching anything except for one node, which caches every object. The associated c values for these solutions are nl and l, respectively. Note that at least the second case is a locally optimal solution. Moreover, that case can happen with a set of nodes caching all the objects, with each object being cached only by one node and all nodes residing on the same exact physical location. This solution is also locally optimal and gives c = l. As the analysis shows that l ≤ c ≤ nl, and to be independent of n and l, we define the utilization of the caching strategy as ρ = c/nl. Accordingly, while we mainly focus on minimizing ∆, we also want to keep the value of ρ small. This is partly done by the minimum bound on nonzero L ij 's. We return to the value of c and ρ in Section III-C. In Section III-B, we rewrite the problem defined in this section as a mixed integer linear programming (MILP) problem, which will be translated into the General Algebraic Modeling System (GAMS) and solved using the NEOS server [88] - [90] . Then, in Section III-C, we reformulate the problem using an approximation to relax one of the constraints and then transfer it into the fuzzy domain.
B. MILP Formulation
To write the optimization problem given at the end of Section III-A as an MILP problem, we use (9) and (10), and rewrite (16) as
Here, q ij 's are unknown binary decision variables. These two constraints [accompanied by (14) ] and the objective function given in (13) constitute the MILP optimization problem. The decision variables of this optimization problem are p xij 's, q ij 's, and n i 's. Note that q ij = 1 iff the jth object is cached in the ith node. Similarly, substituting q ij = 0 in (17) yields p xij = 0 for all x's and the given i and j. After setting up this problem as a GAMS model, we use the BDMLP solver. The BDMLP is a simplex-based solver that is designed for small-and mediumsized problems [91] . Using this general-purpose solver, we find a typical solution that a blind optimizer will give to this problem. This solution will then be used to assess the efficiency of the proposed algorithm.
C. Proposed Formulation
The optimization problem given at the end of Section III-A is not analytically attractive because it includes the binary decision variables of p xij 's. The two available choices for L ij 's also add to the difficulty of analytically tackling this problem. In the following parts of this section, we give an approximate form of this optimization problem, which resembles fuzzy clustering problems, and is analytically manageable. First, we relax (16) by adding L ij 's as controlling weights to the objective function. The weights are designed in a way that we can exclude (16) from the constraints but still satisfy an approximate form of (10) defined as
In addition, to control the allocation of objects, we add (12) as a constraint. We then translate the objective function into a fuzzy representation.
Looking at (7), we write the cost of serving the jth object to all customers as
This objective function, which is accompanied by the constraint given in (5), is very well known, as described below. Assuming m d = 2 and µ x ≡ 1, this is a simple Weber problem. As briefly reviewed in Section II-F, this problem is called HCM in clustering theory. The name HCM is selected because we are doing a binary (hard) clustering of a given set of points into spherical clusters, which are identified by their means (C-means). This problem has been known for a long time in the literature, and several generalizations of it exist. A straightforward generalization is the introduction of weights into the problem (e.g., see [92] and [93] ). This means that the different data points are differently important. As also mentioned in Section II-F, fuzzy clustering is a heuristic extension to this problem, in which p xij ∈ {0, 1} is replaced with p xij ∈ [0, 1], and (20) is rewritten as∆
for m close to 1. As mentioned in Section II-F, this problem is called FCM, and experimental analysis during the last two decades has shown that this extension is beneficial in different problems in coding and pattern recognition [94] . Here, we choose the same approach and give a fuzzy version of (7) by rewriting it aŝ
where (5) is still in place, and p xij ∈ [0, 1]. Here, m > 1 is the fuzziness [58] . It is known that as m generally leans to 1 + , the fuzziness of p xij 's reduces [68] . In this way, we will have
While this is the classical approach also used in FCM [59] , we further use relabeling [66] to convert the minimally fuzzy p xij 's into members of {0, 1} by picking the most likely connection for each customer and each object. Note that we still need to incorporate storage cost into the objective function.
As mentioned earlier, L −1 d j L ij is expected to be either 0 or bigger than 1. In the first case, no customer is expected to rely on the ith node for the jth object. This is a two-choice constraint that makes the objective function discontinuous and, hence, hard to work with. Moreover, it adds an extra constraint to the optimization problem and makes the application of FCMstyle optimization hard. To solve these problems, we define the term ϕ ij as
Here, k is a fixed power, with default values of over 10. Now, as L ij leans toward 0, ϕ ij approaches infinity. On the other hand,
We use this term to add a force to the objective function to carry out three goals. Namely, it helps satisfy (19), it forces small d j L ij 's to become 0, and it becomes transparent when the solution converges. We will discuss these points in detail in the next paragraph. Using ϕ ij 's, we rewrite (22) aŝ
Note that ϕ ij is a decreasing function of L ij . Thus, if L ij becomes small, ϕ ij will lead to a very large value. Then, aŝ ∆ is minimized, the nonzero p xij for the given i and j will lead to a big contribution to∆ and thus will not happen in the maximizer. Thus, the introduction of ϕ ij into (24) has the effect of refraining customers from requesting objects from nodes in which they are not cached or where little resources are allocated to them. In a similar way, for large L ij 's, ϕ ij becomes small, and thus more p xij 's will be attracted to the respective node. This will result in increasing D ij . In a similar way, smaller L ij 's are likely to result in smaller D ij 's. This is a balancing force that allows (19) to be satisfied. On the other hand, when L ij becomes small, and hence no p xij is big, then if this L ij becomes 0, it will result in other L i j 's benefiting from (12) and growing larger. This will result in smaller ϕ i j 's, which eventually leads to a smaller∆. Thus, the ϕ ij weights are also beneficial in pushing small L ij 's toward 0. Finally, for active L ij 's, meaning those which are not 0, ϕ ij is close to 1. If we can also have minimally fuzzy p xij 's, for which p m xij p xij , then∆ will be approximately equal to ∆. Thus, ϕ ij 's will be transparent, and minimizing (24) will eventually result in minimizing (7) . In Section IV, we show how these tendencies act in a real problem. We also show how to move from (19) to (10).
To summarize, the VoD network design problem is approximated as minimizinĝ
This formulation is one of the main contributions of this paper. From this point on, we will work on giving a solution to this optimization problem. To do so, in the next section, we propose an algorithm for finding a local minimizer for this problem.
D. Solving the Problem: Single Trial
Remembering the FCM methodology, we use Lagrange multipliers to rewrite the objective function as [95] 
Setting ∂Φ/∂p xij = 0 and using (5), we have
Moreover, deriving ∂Φ/∂L ij and equating it to 0, and then using (12), we have
To optimize Φ in terms of n i 's, we will look at the case when m d is 2 and when it is not independent. When m d = 2, using
we have
When m d is not 2, we cannot use the formulation given in (33) for finding n i [96] . Thus, we utilize a method similar to the Weiszfeld approach [70] , except for the fact that the original Weiszfeld method only works for m d = 1 [40] , [82] . Using (3), we have [97] 
Hence, equating ∂Φ/∂ n i with 0, we have
Now, we use the fixed-point method.
To do this, we use the initialization vector of
This idea is adopted from the similar initialization in the Weiszfeld method [48] . Now we define
The computation of (38) is performed for each value of i until n t+1 i − n t i becomes less than a specified threshold. Note that while here we have used the power model shown in (3), a similar approach is applicable to many other formulations, at least to many of those that satisfy
for a differentiable function C (see Appendix I).
Here, we have not provided any convergence proof for the iteration depicted in (38) . However, we do know that for m d = 2, the iteration changes into a one-step weighted average calculation, as shown in (33) . In addition, it is proved that for m d = 1, the algorithm converges to a unique point [98] in a linear fashion [40] . Numerous experiments show that for the case of m d ≥ 1, the algorithm converges. Based on this observation, we conjecture that for m d ≥ 1, the iteration given in (38) converges. Providing a proof for this conjecture is still an open problem. However, in Appendix II, we give a theorem that shows why m d ≥ 1 is important.
The approach adopted here is based on the basic Weiszfeld method, whereas there are methods for accelerated Weiszfeld that increase the convergence speed (e.g., see [37] and [99] ). We do not address the acceleration methods in this paper.
Using these results in an FCM-style iterative algorithm, we can produce a locally optimal solution. However, note that this solution is only likely to satisfy (19) , and not (10) . Here, we propose a method to alter the solution to produce one that does satisfy (10) . Having calculated the optimal p xij 's, we can calculate D ij 's using (9) . According to (11) , if we replace all L ij 's with the respective D ij 's, (27) will be intact. However, this manipulation might result in an increase in c because of a previous unbalance in allocation demand that has resulted in a spurious small utilization. Thus, we argue that the new value of c shows the actual number of cached objects. Nevertheless, this manipulation does not affect ∆.
Utilizing the results derived in this section, we propose the algorithm depicted in Fig. 2 to find a potential locally optimal network design. We call this algorithm fuzzy VoD network design or fVoD.
As we do not have any proof for the convexity or concavity of ∆ [100], we cannot make any argument about the possibility of fVoD not being trapped in a local minimum. In fact, in [46] , the authors show the example of a similar problem that has 50 customers and 61 local minimums (also see [101] ). However, we do know that fVoD does converge, because at any iteration the produced solution is better than what was worked out in the previous one (here we are assuming that we have proof for the convergence of (38) for m d ∈ (1, ∞) − {2}). So, we can safely say that fVoD does find a locally optimal solution, whereas the outcome is dominantly affected by the initial choice of n i 's and L ij 's [102] . We use this unrepeatability to propose the fVoD m algorithm in the next section. Before that, an analysis of the computational cost of the proposed algorithm and a note about the allocation-related variables are given below.
Define the variables w and u as the numbers of iterations of the Weiszfeld-style calculation given in (38) and fVoD, before they converge, respectively. According to the experimental results, the maximum typical values for these parameters are w = 10 and u = 25 when N = 50, n = 5, and l = 10. Now, the approximate cost of fVoD is 15Nnlu flops and 15Nnlu + 9Nnwu flops for the cases of m d = 2 and m d = 2, respectively.
While L ij 's are the decision variables in the proposed optimization problem, they can also be used in deriving other measures such as allocation in any node or for any object. In this way, in addition to allocation at each node, which is defined in (2), we define the allocation for the jth object in the entire network as
Accompanied by l i , these measures will be used in visualizing a potential solution.
E. Solving the Problem: Searching for a Better Solution
As mentioned in Section III-D, the solution produced by fVoD may only be locally optimal. However, we do know that running multiple instances of fVoD produces potentially different solutions. Thus, we propose to run fVoD for T independent times. Let us call the ith solution S i , which is represented by the pair (∆ i , ρ i ). A practical way for dealing with the existence of two optimality criteria, i.e., ∆ i and ρ i , is to devise a function of them as the total optimality criterion and then to pick the best solution based on that. Note that, here, ∆ i and ρ i directly represent the communication cost and the storage cost, respectively. While seeming simple to implement, this approach demands a cost model that can address the cost of communication and storage at the same time. For this purpose, a reasonable idea is to calculate a linear combination of ∆ i and ρ i , with the weights estimated from the actual cost of the equipments. However, we refrain from following this approach because we do not have these figures. To deal with this problem, we filter out the solutions that demand too much storage space. Therefore, we pick a value of ρ 0 , and then from the set of solutions that satisfy ρ i ≤ ρ 0 , we pick the one that corresponds to the least ∆. We call this algorithm fVoD m . Note that the more computational resources are given to the fVoD m algorithm, the more optimal results it will produce. This scalability is important for procedures designed for real applications.
F. Application Scenarios
In Section III-D, the general structure of the fVoD algorithm in presented. In addition, in Section III-E, a heuristic technique is devised to find more optimal solutions. In this section, we refer to the practical framework in which the proposed algorithms can be utilized. First, the minimal and maximal scenarios are discussed.
The minimal scenario in which fVoD can be implemented is as a part in a bigger human-directed design process. In this way, as a designer works on the VoD network, the relationships given in Section III-C can be used to optimize one aspect of the design. For example, knowing the placement of the nodes and the caching pattern, we can use (29) to calculate the optimal assignment. Moreover, in knowing the nodes' locations and assignment, one can use (30) to optimize caching. Similarly, in knowing caching and assignment, the right combination of (33) or (37) and (38) will give the optimal location for the nodes.
The maximal scenario is the assumption that fVoD is responsible for designing the whole network, including locating the nodes. This hypothetical scenario can be carried out by fVoD. However, it should be emphasized that this scenario is mostly of theoretical interest because the problem that VoD service providers are more concerned with is the growth and maintenance of available networks. These concerns are addressed by fVoD through a slight change in the algorithm depicted in Fig. 2 . As discussed in Section III-D, the essence of fVoD is the local improvement of a design. Thus, by jumping over the recalculation of L ij 's, n i 's, or p xij 's, whichever and wherever necessary, these variables will be made fixed in the entire design. In this way, we can optimize only a part of the design.
Here, as an example, we discuss the two cases of staged network growth and caching optimization. In both scenarios, we define the values θ 1 , . . . , θ n ∈ {0, 1}, where θ i = 1 means the location of the ith node cannot change. The consecutive changes in the algorithm depicted in Fig. 2 would be rewriting Lines 6 and 7 as, ". . . to produce n i for all θ i = 0." Moreover, in Line 2, only those n i 's for which θ i is 0 will be randomized. In the new version of fVoD, adding n 1 nodes to a network with n 2 available nodes will be carried out through using θ 1 , . . . , θ n 1 +n 2 , where
Here, the initial values for n i , i > n 1 , come from the available nodes. Similarly, recalculating the optimal caching and assignment strategy for an available network will be carried out through using an all-one θ sequence, where no n i is randomized. In Section IV, these scenarios will be looked into using sample problems.
IV. EXPERIMENTAL RESULTS
The proposed algorithm is developed in MATLAB 7.0.4 on a Pentium 4 3.00 GHz with 1 GB of RAM. In this section, we analyze three scenarios and show the outcome of the algorithm in each one of them. First, we assume that a population is given and that the algorithm should design the whole network. This scenario is discussed in Section IV-A. Then, in Section IV-B, we assume that the underlying geographical area has expanded, and thus a new node should be added to the network. Finally, Section IV-C assumes that the pattern of population has changed and hence the caching policy should be reoptimized. In each scenario, the contributions of the proposed algorithm are discussed.
To produce the aggregated population, in each case, a grayscale image is used as the population density map. This image is sliced into blocks, and the average color and the weighted central point for each block are calculated. Rejecting those blocks that exhibit an average color of less than a minimum threshold, the central points are stored in a set, each accompanied by the respective weight, i.e., the average color.
A. First Scenario: Complete Design
The image used in this scenario is the one shown in Fig. 3(a) , from which N = 133 aggregated customers, as shown in Fig. 3(b) , are extracted. Using these customers, the problem is defined as locating n = 5 nodes to cache l = 10 objects. Here, we select the power in the cost model to be m d = 1.3. Moreover, the objects' demand frequencies are calculated based on a Zipf(0.729) distribution.
Using the BDMLP solver, this problem is solved in 6 min on a PIV 2.53 GHz with 512 MB of RAM. The result is a solution for which ∆ = 0.463 and ρ = 0.2. Fig. 4 shows this solution. As seen in Fig. 4(a) , the first and second nodes are located on the same physical point. These two nodes make a hypernode that caches each object once and only once.
To give a visual representation of the resulting network, we draw a 3-D graph with l layers, in which each layer shows the connection pattern for one object. To give an intelligible visualization of the connections, in each layer, the convex hull of all the customers that access the same object through the same node is drawn. This is performed in Fig. 4(b) for the solution generated by BDMLP and in other figures used for visualizing other solutions hereafter. In this figure, each shade indicates one node. Here, clearly, every connection originates from the hypernode. Attempting to optimize this solution using subsets of variables, it appears to be a locally optimal solution to the approximate formulation. However, note that this solution neglects the main reason behind slicing the library into objects. We will also see that the proposed algorithm is able to produce a solution in which the communication cost is considerably lower.
To apply the proposed method, the values of the parameters are selected as m = 1.1, k = 15, and T = 1000. Further, to produce a reasonable value of L, (1/2)d l µ is used. Here, d l µ represents the maximum possible value of d j L ij for j = l and thus the maximum bound for L. Using these parameters, the fVoD m algorithm takes about 10 min to run. Note that except for the set of customers and n, other scenarios use the same values of parameters, where L is independently calculated in each case.
In this scenario, the fVoD m algorithm produces 1000 potential solutions, for which we have ∆ i ∈ [0.262, 0.521] and ρ i ∈ [0.34, 0.60]. Fig. 5(a) shows the least ∆ for each value of ρ in these solutions. As seen here, as ρ approaches half, the cost decreases. The increase of ∆ for ρ > 0.5 relates to locally optimal solutions that cache very inefficiently. To describe the unexpectable rise in the cost for these values of ρ, we refer to the histogram of ρ, as shown in Fig. 5(b) . As seen here, there are very few solutions for which ρ > 0.53. The increased least available cost for this range of ρ is then because less local solutions in this range have been examined.
Here, we select the utilization threshold to be ρ 0 = 0.40. After the filtering stage, 849 solutions remain, from which fVoD m retrieves one for which ∆ = 0.303 and ρ = 0.4. This solution is comprehensively analyzed in the next parts of this section. Fig. 6(a) shows the location of the nodes in this solution. Looking at the structure of the network, as shown in Fig. 6(b) , we observe that the first objects are cached in many nodes, while the last ones are each only stored in one node. This was expected because the criterion for caching an object is the value of d j L ij . Thus, for the last objects, which have smaller d j 's, L ij should be big, which results in less number of L ij 's being nonzero [see (12) ].
Using L ij s, Fig. 7(a) shows the aggregate allocation at each node (l i ). Here, different colors denote different objects. Similarly, Fig. 7(b) shows the aggregate allocation for different objects in the entire network (l j ). Here, different colors indicate different nodes. We can use these charts to show how the caching strategy changes in the network under different circumstances.
Finally, we look at some internal variables (see Fig. 8 ). Fig. 8(a) shows the histogram of p xij 's. As seen here, the assignment is minimally fuzzy. In fact, 96% of p xij 's are either less than 0.03 or more than 0.97. Fig. 8(b) shows the histogram of the active ϕ ij 's, which shows their closeness to 1. In fact, active ϕ ij 's vary between 1.14 and 1, i.e., the ideal value.
Furthermore, the solid line in Fig. 8(c) shows the number of objects cached in each node. Here, the dashed line shows the maximum value, i.e., l. Thus, in the network designed here, in average, each node has cached 40% of the library (ρ = 0.4). Looking at the solid line in Fig. 8(d) , we see the number of nodes in which each object is cached. Here, the dashed line shows the maximum possible values, i.e., min{L −1 d j µ, n}. This figure shows that while the first object is cached in every node, the four last objects are only cached in one node each.
Comparing the solution rendered by the proposed method and the one produced by BDMLP, we observe that with a similar computational complexity, the proposed algorithm cuts the cost at about 35%. Thus, for the next scenarios, we only analyze the results of the proposed algorithm. Note that the intrinsic level of flexibility that is present in fVoD is not achievable in a general optimization problem unless the problem is reorganized to separate known parameters from decision variables, in every case, independently. The charts shown in Figs. 7 and 8 show the solution from different perspectives. These visualizations are helpful in looking into the details of a solution and in finding probable shortcomings. To save space, we do not give detailed figures for the two next scenarios, and only the structure of the network and the values of ∆ and ρ are discussed.
B. Second Scenario: Adding One Node
As the underlying population pattern changes, the efficiency of the VoD system designed based on that pattern may decrease. This is one of the main challenges that the VoD service providers are facing. In the second scenario, we assume that it is necessary for a VoD network, here the network designed in Section IV-A, to add a new node to the system because of a newly added region to its coverage area. Subsequently, this change will result in the recalculation of the caching strategy for all nodes plus a new assignment.
The population density map for this scenario is shown in Fig. 9(a) , with the new region added in the right. Using this map, N = 144 aggregated customers, as shown in Fig. 9(b) , are extracted. To have the numerical figures to describe the situation before optimization is carried out, we use a minimal version of fVoD to recalculate the optimal assignment using (29) . This also results in a new caching strategy, as shown in Fig. 10 . Comparing this figure with Fig. 7(a) shows the change in allocation caused by fVoD to fit the available network to the new circumstances. Here, we have ∆ = 0.337 and ρ = 0.4. This means that the application of the previous design for the new population increases the cost by 11%. Now, we use fVoD m to locate the new node and also to recalculate the caching strategy and the assignment.
To do so, we use the θ i sequence defined as (0, 1, 1, 1, 1, 1), which means that one extra node is needed while the five available ones cannot be displaced. The output of fVoD m after 10 min of calculation is a solution for which ∆ = 0.308 and ρ = 0.4. These figures show that the application of fVoD m has caused about 10% decrease in communication cost. Comparing this figure with the cost in the first scenario, the addition of the new node has compensated for the newly added region, and the cost is only less than 2% more in the new solution. Fig. 11 shows this solution. As requested, five available nodes are not displaced, while their cached content is recalculated. Moreover, as anticipated, the new node is located close to the newly added population. These results should now be investigated by a supervisor to decide whether the costs of erecting a new node justify the reduction in costs.
C. Third Scenario: Caching Optimization
Section IV-B discussed the case in which the change in population was to be dealt with by adding a new node. Here, we analyze a less severe situation, where the change in population does not justify the addition of a new node, according to a hypothetical expert's idea. Thus, the algorithm only needs to recalculate the optimal caching and assignment strategies. Fig. 12(a) shows the new population map, from which 150 customers are extracted, as shown in Fig. 12(b) .
To find the current costs, we use a minimal fVoD to recalculate the optimal assignment using the known nodes and their respective content. This situation results in ∆ = 0.323 and ρ = 0.37, which shows about 5% increase in cost. Now, using the θ i sequence defined as (1, 1, 1, 1, 1, 1 ), the fVoD m algorithm is used to optimize both the caching strategy and the assignment. Taking about 10 min of calculation, a solution is rendered in which ∆ = 0.319 and ρ = 0.4, which shows a 1% decrease in cost. Again, we see that fVoD m is able to produce a solution in which cost is reduced. The new solution is shown in Fig. 13 . Thus, it was shown that the proposed algorithm and its minimal implementations are able to address a vast group of optimization requests in a VoD network. These demands vary from recalculating the optimal assignment or caching to designing the whole network. A major point about the proposed algorithm is that here we are using the same algorithm for different optimization tasks. In addition, the proposed algorithm is designed in a way that the more computational resources are given to it, the more optimal its output will get. Therefore, the algorithm can be used as a quick effort for finding a slightly better solution or a time-consuming more global search. Note that while we did not give a mathematical proof for the convergence of the generalized Weiszfeld, it is utilized in the experimental results discussed in this paper for about half a million times, and it has converged in every single utilization. Empirically, based on the experiments reported on here, it appears to be a reasonable conjecture that the convergence of the proposed method could be guaranteed, although we have no proof for it. 
V. CONCLUSION
In this paper, we have focused on the VoD network design problem. Using the concepts and tools available in signal coding, an optimization problem has been developed, which was shown to minimize the communication cost in a VoD network. Moreover, weights were added to the cost function to implicitly control the storage cost. According to the 0-1 property of the original problem, the objective function included binary variables, which made it mathematically hard to work with. So, looking back at fuzzy clustering, the problem was transferred into the fuzzy domain. The transformation was carried out in a way that the fuzziness of the solution was guaranteed to be acceptably low. Then, a method was proposed to produce a locally optimal solution to the proposed objective function using an iterative three-stage algorithm. Benefiting from the fact that the proposed algorithm is unrepeatable, another algorithm was proposed to produce a set of potential solutions and then to heuristically pick a proper one of them. Then, defining three main scenarios, the application of the proposed algorithm was discussed. The first scenario investigated the hypothetical application of the proposed method in designing the whole network. The two other scenarios discussed adding a new node to the network and recalculating caching and assignment, both because of changes in the population density map. In all cases, the contributions of the proposed algorithm were discussed using both numerical measures and also visual representations. In addition, the result of the proposed algorithm in the first scenario was compared with that of MILP. It was shown that MILP traps in a local minimum, in which only one hypernode serves the whole network. It is worth to mention that the convergence of the proposed algorithm was empirically observed. However, a more general proof for the generalized Weiszfeld method proposed here is still needed.
APPENDIX I MORE GENERAL DEFINITION OF THE DISTANCE-BASED COST FUNCTION
Assuming that the relationship between the cost of communication and the distance is as given in (39), an analysis similar to what is given in Section III-C shows that
Using the fixed-point method and the initialization given in (37), we conjecture that for some functions, the iteration Theorem: Assume that the integer n ≥ 1 and the positive values of ω 1 , . . . , ω n are given. Moreover, assume that n vectors a 1 , . . . , a n in R 2 are given (here we restrict the discussion to R 2 , but a similar argument is valid for R k , k ≥ 1). The function f is defined as
If m ≥ 1, then f has one and only one local minimum, which is also its global minimum. For the case of m < 1, we can provide examples in which f has many local minimums. 1 − a 2 a 2 + λ 2 sgn(λ) (45) which is an increasing function. Here, sgn(λ) is the sign function. Hence, g is convex, and so will be the function h( x) = x − a m for m > 1 and constant a ∈ R 2 . As ω i 's are positive, the intersections of the function f with straight lines also give convex functions. Note that the condition m > 1 is vital in (45) . Moreover, according to (45) , the derivative accepts both negative and positive values. Hence, there exists a point in which it gets zero. Fig. 14 shows two samples of the function f ( x) for two different values of m. Here, n = 10, and ω i 's and a i 's are the same for the two cases. Fig. 14(a) shows the case when m = 0.2. Here, we can see numerous local minimums. In contrary, Fig. 14(b) shows that when m = 1.2, there exists one and only one global minimum.
