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1. PROBLEMSTELLUNG UND ~~BERSICHT 
Sei R ein normierter linearer Raum und G eine Teilmenge von R. Fur ein 
Element f E R bezeichne &(f) den Minimalabstand beziiglich G und 9&) 
die Menge der Minimalliisungen fur f beziiglich G. Fur f E R mit der Eigen- 
schaft g&) # + ist der Approximationsoperator & definiert durch die 
Vorschrift A&) := S,(f) C G. Fur Elemente g E G sei weiter definiert: 
L(g) := {f E R mit Z&(f) = /If - g iI> = {f E R mit g E A&)}. Mit diesen 
Bezeichnungen lautet das veraligemeinerte Rivlin-Problem (P). 
(P): In R sei eine Familie {Gi , i E ZC lW> von Teilmengen vorgegeben. 
Charakterisiere solche Folgen { gi} in R, wo gi E Gi und i E Z, mit der Eigen- 
s&aft f-lie1 Ug,) # +. 
Dieses Problem bedeutet also das Auffinden eines Elementes f E R bei 
mehreren “vorgeschriebenen Minimallosungen” gi , die zudem noch aus im 
allgemeinen verschiedenen Teilmengen von R stammen. Es liegt insofern 
eine simultane inverse Aufgabenstellung der Approximationstheorie vor. 
Rivlin [4] stellte erstmals die obige Frage fur folgendes Teilproblem (p) 
von (P), wo namlich R = C[O, l]-versehen mit der Sup-Norm-und 
Gi = Pi : = {pi 1 pi algebraisches Polynom mit grad pi = i} fiir i E Z = 
-VA 1, L.., n}. In [2] gab Rivlin ein notwendiges Kriterium fur die Existenz 
,eines Elements f E niel L(p,) an; ein solches f bezeichnen wir hier als Rivlin- 
Funktion. Die Arbeiten von Sprecher [5, 61 enthalten ein weiteres not- 
wendiges Kriterium betreffs (p) und je eine Charakterisierung im Falle 
eines vorgegebenen algebraischen Polynompaares (pk , pl) und im Falle 
eines algebraischen Polynomtripels der speziellen Gestalt (p,, , p1 , pz). 
Die hier vorliegende Arbeit erweitert die Fragestellung wie folgt: Das 
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simultane inverse Problem im Raum C[a, b] wird beziiglich allgemeinerer 
Teilmengen Gi als denen der gewiihnlichen algebraischen Polynome, namlich 
bei allgemeinen Haarsystemen und erweiterten Tschebyscheff-Systemen 
untersucht. Dabei ergibt sich: 
(a) Die notwendigen Kriterien von Rivlin [2] und Sprecher [6] sind 
iibertragbar auf unsere erweiterte Fragestellung (cf. Satz 2 und 3). 
(b) Es werden neue notwendige Bedingungsgruppen fur die Existenz 
einer Rivlin-Funktion beziiglich der erweiterten Funktionsklassen angegeben 
(cf. Satz 4, 5, und 6). 
(c) Es werden zwei Charakterisierungssatze angegeben, die das Rivlin- 
Problem behandeln bei Vorgabe beliebiger Paare sowie Tripe1 von Linear- 
kombinationen aus Funktionen aus (erweiterten) Haarsystemen. Diese 
Satze enthalten fur Spezialfalle die Aussagen von Sprecher [S, 61 und 
erweitern sie (cf. Satz 7 und 8). 
(d) Es wird die Anwendbarkeit der Ergebnisse aus (a)-(c) an Bei- 
spielen von Reprasentanten bekannter Funktionensysteme (Monome, 
Tschebyscheff-Polynome, Legendre-Polynome, sin-cos-Terme) dargestellt. 
Dabei ergibt sich eine besondere Rolle der Tschebyscheff-Polynome zweiter 
Art. 
In unsere Untersuchungen geht folgendes Ergebnis von Deutsch, Morris, 
und Singer [2] ein, welche das Problem (P) fur den Fall, da13 Gi lineare 
Teilraume sind, betrachten. 
SATZ 1. Sei R ein normierter linearer Raum und {G,}, (I = 1, 2,...), eine 
Folge von linearen Teilriiumen von R. Seien g, E Gz , (I = 1,2,...), vorgegeben. 
Dann gilt: Es existiert ein Element f E R mit f E nl L(g,) genau dann, wenn 
folgendes erfiillt ist: 
Es existieren fi E R mit f2 E A;:(O), (I = 1, 2,...), (1-l) 
Es gilt gz+, - gz =fi - fi+l , (I = 1, 2 ,... >. (1.2) 
Im iibrigen werden in der Arbeit von Deutsch, Morris, und Singer [2] 
im wesentlichen noch eine Reihe von Ergebnissen entwickelt unter der 
Voraussetzung, da13 der Approximationsoperator linear ist. Solche Ergebnisse 
sind aber nicht anwendbar auf (P”), da die Existenz von linearen Approxima- 
tionsoperatoren gerade charakteristisch ist ffir das Vorliegen von Hilbert- 
Raumen, wie z.B. bei Stoer [7] gezeigt wird. 
Im Rest der Arbeit sei R immer der mit der Sup-Norm versehene lineare 
Raum der auf dem endlichen Interval1 [a, b] definierten stetigen reellwertigen 
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Funktionen. Der nachste Abschnitt stellt die Hilfsmittel fur die Abschnitte 3 
und 4 zur Verftigung. (Im folgenden wird statt L(g,) n L(g,) oft such 
L( g, , g,) bzw. etwas Entsprechendes geschrieben.) 
2. ERWEITERTE TSCHEBYSCHEFF-SYSTEME 
DEFINITION 1. (a) Die auf dem abgeschlossenen endlichen Interval1 
[a, b] definierten reellwertigen Funktionen u, , u1 ,..., u, bilden ein erweitertes 
Tschebyscheff-System (kurz: ET-System) der Ordnung z, z E N, falls gilt: 
Es ist 
und 
uj E c?-yu, b], i = O(l)n 
D* 0, l,..., 77 := 
( 
I %*(f”) ... %*(L) 
: 
&I > t, ,..‘, &I ’ I. 
: + o 
42 *(to> **. u,*‘(t,) 
fur alle (n + 1)-Tupel reeller Zahlen {tl}i mit a < t, < t1 < ... < t, < b, 
wobei hierbei das Gleichheitszeichen nur gelten darf bei Gruppen von 
hijchstens z aufeinanderfolgenden t,-Werten. Dabei ist D* wie folgt definiert: 
q*(t,) := u,(t,) fur I = O(l)n, 
zcr*(t,) := ur(t,,) fur I = O(l)n falls t,-, < t, , ~7 E {I, 2,..., n), 
~~*(t~.+~) := u{“‘(&) fur 1 = O(l)n, k = O(l)r < z - 1 falls 
tj-1 < t< = ti+1 = ... = ti+r--l < ti+? C-t) 
wo 1 < i, i + r ,( n ist und u{“‘(tJ die kte Ableitung von q(x) an der Stelle ti 
genommen bedeutet. (Bei i = 0 bzw. i + Y - 1 = n entfallt nattirlich in (t) 
der linke resp. rechte Term.) 
(b) ET-Systeme der Ordnung n + 1 (sonstige Voraussetzungen wie 
in (a)) werden schlechthin als ET-Systeme bezeichnet. 
(c) Die Funktionen u1 , 1 = O(l)n, bilden ein vollstandiges ET-System 
(kurz: ECT-System), falls die Funktionenmenge {u, , u1 ,..., u,} ein ET- 
System bildet fur jedes r E (0, I,..., n}. 
Jedes ET-System beliebiger Ordnung ist such ein Tschebyscheff-System 
(kurz: T-System). Die Umkehrung dieser Aussage gilt nicht. 
DEFINITION 2. (a) Ein (n f I)-dimensionaler Teilraum Qn von C[a, b] 
heiBt ein (erweiterter) Haar-Unterraum, wenn er eine Basis {uO ,..., u,] 
besitzt, die ein (E)T-System bildet. 
640/10/z-3 
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(b) Bilden die Funktionen u1 (, = O(l)n) ein T-System bzw. ET- 
System, so heiBt Qn :- span(u, . . . . u,) der zugehiirige Haar- (resp. erweiterte 
Haar-) Unterraum. 
(c) Ein (E)CT-System hei& such (erweitertes) Haarsystem. 
DEFINITION 3. Seien u2 , 1 = O(1) n, auf einem Interval1 [a, b] definierte 
Funktionen. Eine Funktion qn der Form qn = Cy=,, clul , cr E R heiBt 
u-Polynom oder such verallgemeinertes Polynom bzgl. der Funktionen u1 , 
1 = O(l)n. Ein u-Polynom heiBt nicht-trivial, falls Cy=, ct2 > 0 gilt. Beispiels- 
weise sind die gewijhnlichen algebraischen Polynome 
P,~(x) :- Cy=, alxz u-Polynome der speziellen Funktionen 
ui(x):=xL,O<l<n. 
DEFINITION 4. (a) Eine isolierte Nullstelle s,, einer Funktion f E C[u, b] 
mit s,, E (a, b) heiDt G-Nullstelle, fallsf(x) in s,, nicht das Vorzeichen wechselt. 
Alle anderen isolierten Nullstellen von f(x) in [a, b] einschlieDlich miiglicher- 
weise der Intervallendpunkte heiBen U-Nullstellen. 
(b) Die Anzahl der verschiedenen Nullstellen von f in [a, b] wird mit 
Z(f) bezeichnet. Die Anzahl der Nullstellen vonfin [a, b], wo G-Nullstellen 
je zweimal und U-Nullstellen einfach gezahlt werden, bezeichnet z(f). Die 
Anzahl der Nullstellen einer geniigend oft differenzierbaren Funktion f in 
[u, b], wobei die Nullstellen entsprechend ihrer Vielfachheit gezghlt werden, 
wird mit Z*(f) bezeichnet. 
Aufgrund der Definition folgt nattirlich sofort, dal3 gilt: Z(f) < z(f) < 
Z*(f). Mit den obigen Bezeichnungen gelten folgende Aussagen. 
LEMMA 1. (a) Sei (uL , 1 = O(1) ) n ein T-System. Dunn gilt Z(q,J < n 
fiir jedes nichttriciule u-Polynom qn . (Hier und in den folgenden Siitzen ist 
qn wie in Definition 3 bestimmt.) 
(b) Ist ui (1 = O(l)n) eine Menge stetiger Funktionen auf dem IntervaN 
[a, b] und gilt fiir jedes nichttriviule u-Polynom qn die Relation z(q,J < n, 
dunn bilden die Funktionen ui (1 = O(l)n) ein T-System. 
LEMMA 2. (a) Sei (uI , I = O(l)n) ein ET-System. Dunn gilt Z*(q,) < n 
ftir jedes nichttriviule u-Polynom qn . 
(b) Gilt u1 E Cn[u, b], 1 = O(l)n, und Z*(qn) < n fiir alle nichttriviulen 
u-Polynome qn , dunn bilden die Funktionen uI , I = O(l)n, ein ET-System. 
Die Beweise von Lemma 1 und 2 findet man bei Karlin und Studden [3]. 
Dort befinden sich such eine Fiille von Beispielen fur T- und ET-Systeme. 
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Zu den miiglichen u-Polynomen, fur die die im folgenden entwickelte Unter- 
suchung der vorliegenden Arbeit gilt, gehiiren tiber die gewiihnlichen 
Polynome hinaus such LB. gewisse Exponentialsummen und Summen von 
sin-cos-Termen. 
Es sei daran erinnert, dal3 fur T-Approximationen beztiglich T-Systemen 
der bekannte Alternantensatz sowie der Eindeutigkeitssatz gelten. 
In diesem Zusammenhang seien noch zwei neue Begriffe eingeftihrt, die 
in der weiteren Untersuchung eine wichtige Rolle spielen. 
DEFINITION 5. (a) Eine Funktion z E C[a, b] heifit k-Nullalternierende, 
kEN O, genau dann, wenn k + 2 Punkte xi existieren, wobei a < x1 < 
x2 < ... tx k+2 < b, mit der Eigenschaft, da13 
Z(Xi) = (-- l)i 6 II z ll[a.b] 7 c fest, EE{--I, +1> fur i = l(l)k + 2. 
(b) Sei z E C[a, b] eine k-Nullalternierende und Xi , i = I(l)k + 2 
wie in Teil (a) bestimmt. Dann hei& ein Teilintervall 
&“(4 C [a, 61, i = l(l)k + 2, 
k-Abweichungsintervall beztiglich z genau dann, wenn gilt 
(OJ) S,“(z) enthalt xi und 
(/3) Sik(z) ist Z usammenhangskomponente von xi in [a, b] mit der 
Eigenschaft 
z(x) = (-l)i E 11 z 11 fur alle x E S,“(z). 
(Falls der Bezug eindeutig ist, wird des Gfteren such St” oder ,9(z) statt 
Si”(z) geschrieben und such vom Abweichungsintervall oder such von 
k-Alternierenden gesprochen.) 
(c) Ein k-Abweichungsintervall St”(z) heil3t (-)-Komponente bzw. 
unteres Abweichungsintervall von z (Bezeichnung: _SLk(z)), falls (- l)ze = - 1. 
Entsprechend heil3t ein k-Abweichungsintervall S,“(z) eine (+)-Komponente 
oder oberes Abweichungsintervall von z (Bezeichnung: SIL(z)), falls 
(-1)“E = j-1. 
Bemerkung 1. Mit diesen Bezeichnungen sagt Satz 1 im Fall R = C[a, b], 
und im Fall, dal3 Gi (i E I> Haarunterraume sind, aus, daI3 eine stetige 
Rivlin-Funktion beztiglich vorgegebener Funktionen gi E Gi genau dann 
existiert, wenn sich i-Nullalternierende h (i E Z) mit der Eigenschaft (1.2) 
finden lassen. 
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3. NOTWENDIGE KRITERIEN ~ii~ DIE L~SBARKEIT BESTIMMTER 
RIVLIN-AUFGABEN 
Die ersten beiden Sgtze stellen ubertragungen von Kriterien von 
Sprecher [6] und Rivlin (in Deutsch, Morris, und Singer [2]) auf die uns 
gestellte Situation dar. Die Beweise lassen sich analog fiihren. 
Der erste Satz macht dabei eine Aussage beziiglich der mijglichen 
“Abstgnde” einer Rivlin-Funktion zu gegebenen u-Polynomen, welche aus 
Haarsystemen gebildet sind. 
SATZ 2. Die Funktionen uL E R, 1 = O(l)n, mcgerz ein Haarsystem auf 
[a, b] bilden. Qr := span(u, , u1 ,..., u,), r = O(l)n, seien die zugehiirigen 
Haar-Unterrtiume, aus denen u-Polynome der folgenden Gestalt vorgegeben 
seien : 
clr = i azuz E QT mit a,#O. 
z=o 
Dann gilt: Notwendig dafiir, daJ einf E R Element der Menge L(qi, , qi, ,..., qi,,) 
mit 0 < i, < ‘.. < i, < n, 0 < m < n ist, ist die Giiltigkeit der Ungleichung 
-K,(f) ) G,(f) > ... > &,(f>f’ d’ ur le relevanten Minimalabstiinde. 
(Hier und such spgter bedeutet ET(f) := infgEo, I! f - q 11, ferner ist die 
Menge L(q,) und der Approximationsoperator Ao, wle in Sektion 1 definiert.) 
Die folgende Aussage besagt, da13 das Rivlin-Problem nicht fiir beliebige 
u-Polynome aus einem vorgegebenen Funktionensystem liisbar ist, sondern 
die vorgegebenen u-Polynome z.B. dadurch “gekoppelt” sein miissen, darj 
sie sich gegenseitig in einer Mindestanzahl von verschiedenen Punkten aus 
[a, b] schneiden miissen. 
SATZ 3. Die Funktionen uI E R, I= O(1) n, miigen ein Haarsystem auj 
[a, b] bilden, ferner seien u-Polynome qT E Q, := span(u, , u1 ,..., ur), r = O(l)n, 
vorgegeben . 
Dann gilt folgende Aussage: Notwendig dafiir, daJ eine Funktion f E R 
Element der Menge nF==, L(q,) ist, ist das Erfiilltsein der Bedingung (N): 
(N): Fiir jedes Paar von Indizes (i, I) mit 0 < i < 1 < II gilt entweder 
q1 - qi = 0 oder die u-Polynomdlflerenz qt - qi wechselt das Vorzeichen an 
mindestens i + 1 verschiedenen Punkten des offenen Intervalls (a, b). 
Der folgende Satz schrgnkt die fiir die LGsung des Rivlin-Problems 
geeigneten u-Polynome noch weiter ein, insofern ngmlich, als auf bestimmten 
Teilintervallen von [a, b] ihre WertevorrZte gewissen Mindest-bzw. HGchst- 
schranken unterworfen sein miissen. 
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SATZ 4. Die Funktionen uc E R, 1 = O(l)n mogen ein Haarsystem auf 
[a, b] bilden. Sei 
Qa := van(u, , u1 ,..., d 1 = O(l)n. 
Vorgegeben seien u-Polynome 
qi = c a,u, E Qi mit ai # 0, i = r(1) r + t < n, r E N, , t E N,, . 
¶U=O 
Ferner existiere eine Rivlin-Funktion 
T+t 
fE n Ltqi). 
i=r 
Unter diesen Voraussetzungen gelten folgende Aussagen: 
(a) Es existieren Funktionen fi E R, i = r(l)r + t, die i-Alternierende 
sind (vergl. Definition 5) undfiir die gilt: 
(4 fi=J;.-(4a-q4j),r~~<ZIr+ft, 
@> llf, II > llfT+l II > ... > IIL+t II. 
(b) Seien S,“(J;), I= l(l)i + 2, die den i-AlternierendenA , i = r(l)r + t, 
aus ‘reil (a) zugeordneten Abweichungsinterval (vergl. Definition 5). Dann 
giltfir m = r(l)r + t - I und i = l(l)r + t - m 
(4 qm+&) - d-d > OfGr x~PYfm), 
@> qmii(4 - q&) -=c ofcr ~~-Si"(f~). 
(c) Mit den Bezeichnungen wie in (b) gilt: Es existiert eine streng monoton 
fallende Folge von t + 1 positiren reellen Konstanten c, > c?+~ > ... > c,+~ , 
sodaJ (mit der Abkiirzung c~,~ := c,. - c,) folgende Ungleichungen erfiillt 
sind: 
(a) Fur aZZe m = r(l)r + t - 1 und i = l(l)r + t - m ist 
cmsmi~i < I qm+i(x) - 9dx)l fails x f &Yf,>, j = 1 (l>m + 2; 
(/3) Fur alle m = r(l)r + t unds = r(l)m - 1 ist q&x) - qs(x) < c,,, 
falls x E Sim(fm); 
(y) Fur alle m = r(l)r + t unds = r(l)m - 1 ist - (q&x) - qs(x)) < c,,, 
falls x E _Sjm(fm). 
Beweis. Zu (a): Die Existenz von i-Alternierenden mit der Eigenschaft (CY) 
folgt unmittelbar aus Satz 1 und dem Alternantensatz (siehe such Bemer- 
kung 1). Ebenso entnimmt man dem Beweis von Satz 1 die Gleichung 
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f = fs + qs fur s = r(l)r + t. Wegen 0 E A$(f,) folgt dann E,(f) = ilfs I/ 
und nach Satz 2 schlieBlich @). 
Zu (b): (a): Sei x irgendein Punkt eines oberen Abweichungsintervalles 
$m(fi,J, d.h. es giltAT, = jlJ;,I //. Dann ist wegen Teil (aa) und der Definition 
der Sup-Norm 
Wegen Teil (ap) ist somit qm+i(x) - qn,(x) 2 ilfll I/ - lIfi,l+i I/ > 0. Also 
gilt (a). Behauptung (8) folgt Ihnlich. 
Zu (c): (01): Die Abweichungsintervalle sind entweder (-)-Komponenten 
oder (+)-Komponenten. Die Behauptung wird fur die Komponenten einzeln 
gezeigt. Sei also zunachst x beliebiger Punkt aus SiTn(fm). Wegen (bcr) ist 
4m+r(4 - q&) > 0, somit 
Es ist 
IIh+i il 3fm&> =&Cd - bm &> - 4&N = lifm II - i sm+&> - 4&N 
Die Behauptung (CX) ftir die (-)-Komponente sowie die Aussagen (p) und (y) 
folgen mit ahnlichen Schlurjweisen. SchlieBlich setze man cIi := llfk Ij, 
k = r(l)r + t. Damit ist Satz 4 gezeigt. 
Fur den Fall, da13 ein ECT-System vorliegt und die Rivlin-Aufgabe fur 
ein Tripe1 “direkt aufeinanderfolgender” (vergl. unten) u-Polynome betrachtet 
wird, kann man die in Satz 3 getroffene Aussage iiber die notwendige 
Mindestanzahl von Schnittpunkten gewisser Differenzenpolynome dahin- 
gehend verfeinern, daB bei vorausgesetzter Existenz einer Rivlin-Funktion 
sogar bestimmte eindeutige Zuordnungen dieser Schnittstellen bestehen 
miissen. 
SATZ 5. Die Funktionen ut E R, 1 = O(l)n 3 2, miigen ein erweitertes 
Haarsystem auf dem Interval1 [a, b] bilden. Sei Qr := span(u, , u1 ,..., ur), 
I = O(l)n. Gegeben sei ein u-Polynom-Tripe1 (qr , qr+l , qr+z) mit 0 < r, 
I + 2 < n von u-Polynomen 
qi = c a,u, E Qi mit ai # 0, i = r(l) r + 2. 
S=O 
Es existiere eine Rivlin-Funktion f E L(q, , qr+l , qr+2). Dann gelten folgende 
Aussagen :
(a) Die Dtflerenzfunktionen q7+1 - q7 , q7+2 - q,. und qrf2 - q7+l 
besitzen jeweils nur Iauter einfache U-Nullstellen im Innern von [a, b]. 
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(b) Seien mit xi die Nullstellen in [a, b] von q7+2(x) - qr(x) bezeichnet 
und mit y,, die Nullstellen in [a, b] van qT+l(x) - qr(x), jeweils der Gr6Je nach 
aufsteigend angeordnet. Dann gibt es eine eindeutige paarweise Zuordnung der 
Nullstellen xi und ym in der Form xi t+ya (i = I(l)r + 1) oder in der Form 
xi+1 ++ yi (i = l(l)r + 1) mit der Eigenschaft, dap die zu den iVullstellen 
gehiirigen Dtyerenzpolynome in den sich entsprechenden Nullstellenpaaren 
gleichsinnig ihr Vorzeichen wechseln. 
(c) Je nach Zuordnung gem@ Teil (b) gilt 
falls -Wb+2 - qr) = r + 1: max& , yi) < min(xi+l , ~~+~)fiir  = l(l)r, 
falls Z(qrfP - qT) = r + 2: es ist entweder 
max(:xi , yi) < min(xi+l , Y~+~) fiir i = I(l)r und x,,, > max(x,+, yl.) oder 
max(:xi+l , yi) < min(xi+% , Y,+~) fiir i = l(l)r und x1 < min(x, , x,). 
Beweis. Zu (a): Gem% Satz 3 hat qi(x) - qt(x), r < 1 -=c i < r + 2 
mindestens 1 + 1 verschiedene U-Nullstellen in (a, b). Da ein ECT-System 
zugrunde liegt, gilt gem513 Lemma 2: Z*(q, - qL) < i (I), r < 1 < i < r + 2. 
Bleibt zu betrachten die Funktion q,+2(x) - q?(x): Ware unter den nach 
Satz 3 existierenden r + 1 verschiedenen U-Nullstellen dieser Funktion eine 
mehrfache Nullstelle, so miil3te sie als U-Nullstelle eine Vielfachheit u > 3 
haben mit u = 1 mod (2). Das ergabe aber einen Widerspruch zu (I). 
Ebenfalls wegen (I) kiinnte, falls Z(q,+, - qr) = r + 2, die Vielfachheit 
jeder Nullstelle genau nur 1 sein. 
Zu (b): Gemal Satz 4 existieren I-Alternierende fi (1= r, r + 1, r + 2) 
zu den drei vorgegebenen u-Polynomen qt. Insbesondere also existieren 
r + 2 Punkte si: a < s1 < se < ..* < s~+~ < b mit 
E = &l fest, i = l(l)r + 2. (t) 
Sei 0.B.d.A. qr+l(t) - q,.(t) > 0 fur a d t < y, . (Alle Nullstellen von 
q,.+l(t) - ql(t) liegen ja gem%8 Lemma 2 und Satz 3 im Innern von [a, b].) 
Wegen der Stetigkeit von qr+l - ql- und Satz 4(b) gilt dann 
und in (t) gilt E = +l. Die Funktion qr+z - q,. besitzt gemal Satz 3 und 
Teil (a) dieses Satzes mindestens r + 1 einfache Nullstellen in (a, b), insgesamt 
hijchstens r + 2 Nullstellen. Wegen Satz 4(b), wegen (t) und der Stetigkeit 
van 4r+z - qr mu13 in jedem offenen Interval1 @i-1, si), i = Z(l)r + 2, 
mindestens eine Nullstelle von qr+z(t) - q7(t) liegen. Es liegt sogar jeweils 
genau eine dort: 
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(1) Fall: Z(Q~+~ - qT) = r + 1. Dann ist {xi, yi} C (si, si+J, i = l(l)r + 1, 
und es gilt die Behauptung. 
(2) Fall: Es sei nun Z(q,+, - qr) = r + 2. Lggen in einem Interval1 
(SZo-l 2 ho)’ -4 E (2, 3Y.2 r + 21, zwei Nullstellen von q,.+2 - qT , so wgren sie 
wegen ihrer Einfachheit U-Nullstellen und es wiirde gelten 
w@7,+2(st,) - 4,CbJ) = -w(q,+l(sto) - q&J), (t-i-t) 
da nicht drei einfache Nullstellen von qr.,~z - qr zwischen benachbarten 
Abweichungspunkten vonf, liegen k6nnen. (ttt) ist aber ein Widerspruch 
zu Satz 4(b). Insgesamt gilt also dann entweder x1 < s1 und (xi-t1 , yJ C 
(si , s~+~) oder {xi , yi] C (si , si., 1) und s,+~ < xTi3 fiir i = l(l)r + 1. Die 
Paarbildung ist somit eindeutig und durch die Lage von x1 bestimmt. 
Die Gleichsinnigkeit des Nulldurchlaufs folgt wiederum aus (t) und 
Satz 4(b). 
Zu (c): Die Behauptung ergibt sich aus dem vorstehenden Beweisgang 
zu Teil (a) und (b) unmittelbar. 
Somit ist Satz 5 bewiesen. 
Zum Abschlufi dieses Paragraphen wird noch gezeigt, daD die Auswahl 
von u-Polynomtripeln, die eine Rivlin-Funktion zulassen, noch dadurch 
weiter eingeschrgnkt wird, dal3 an genau einem Intervallendpunkt RI end- 
weder die Relation qT+z(R1) < qr+l(R1) < q,(R,) oder die Relation 
qT+z(R1) > q.r+l(R1) > qr(R,) gelten mul3. Diese Aussage ist enthalten in 
folgendem. 
SATZ 6. Es m6gen die Voraussetzungen von Satz 5 gelten. Dann gilt: An 
genau einem Randpunkt R, E {a, bj haben ale drei Funktionen q,.+z(x) - qT(x), 
q,.+z(x) - q,+l(x) und qrsl(x) - q,(x) gleiches Vorzeichen. 
Beweis. Unter den Voraussetzungen gilt 
-al,+, - qr+J = Z*(qT+2 - qr+J = r + 2, 
ebenso Z*(q,+, - qT) = Z(q,+, - qT) = r + 1 und alle Nullstellen sind 
einfache U-Nullstellen im Innern von [a, b]. Da ferner Z(q,+, - qr+l) = 
z(qr+l - qT) + 1 gilt, folgt notwendig: 
sgn{q,+@J - qr+dW = sm{qr+dR1) - qARd 
fiir entweder R, = a oder R, = b 
und 
sgn{qr+2(&) - qr+l(Rz)) = --sgnb-+dRJ - qA&)l 
fiir R, E {a, b} mit R, # RI . 
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Weiterhin gilt qT+S(x) - qT+l(x) > 0 (bzw. < 0) genau dann, wenn such gilt 
qr+z(-4 - q,(x) > qT+dx) - q&d (bzw. < s-+dx) - qTW). Zusammen mit 
dem obken foist sm{qT+2(Rd - qT(R1)l = sgnh.+dRJ - qr+dW = 
sgn{q,,,(R,) - qr(R,)} = E mit E E { 1, - 11. 
Damit ist Satz 6 bewiesen. 
4. ZWEI CHARAKTERISIERUNGSSATZE 
Der erste Charakterisierungssatz verallgemeinert Ergebnisse von Deutsch, 
Morris, und Singer [2] und Sprecher [5]. Erstere zeigten fur den Spezialfall 
U,,(X) = 1 und ul(x) = x, da13 die notwendige Bedingung aus Satz 3 such 
hinreichend ist fur die Existenz einer stetigen Rivlin-Funktion f E L(p, , pl), 
p0 E span(l), p1 E span(1, x). Sprecher zeigte die Giiltigkeit dieser Tatsache 
fur beliebige Paare (p, , pm) von algebraischen Polynomen. 
Der untenstehende Beweis ist neu. Er macht deutlich, da13 die Rivlin- 
Bedingung sogar dafiir ausreicht, die Klasse der mijglichen Rivlin-Funktionen 
in Abhangigkeit von Eigenschaften der vorgegebenen u-Polynome noch 
besser zu charakterisieren. Das hier entwickelte Konstruktionsprinzip, 
welches mit dem Satz 4(a) bzw. dem Satz 1 eng verkntipft ist, la& sich such 
auf kompliziertere FBlle ausdehnen, so z.B. ist es such in Satz 8 niitzlich. 
SA'TZ 7. Die Funktionen ut E R, I = O(l)n, mogen ein Haarsystem auf dem 
Interval1 [a, b] bilden. Mit QT , r = O(l)n, seien die van ut , I = O(l)r, erzeugten 
Haarunterrdume bezeichnet. Seien verallgemeinerte Polynome q,,, E Q,,, und 
qt E Q, , 0 < m < t < n, mit qt + qm vorgegeben. Es sei qt E Ch[a, b] und 
qm E CL, h E F$3 I, (h, I = co zugelassen) Dann gilt: Es existiert eine Funktion 
f E Cmin(h,z)[a, b] mit f E L(qm , qJ genau dann, wenn qt - qm, mindestens 
m + 1 verschiedene U-Nullstellen im Innern van [a, b] hat. 
Beweis. Notwendigkeit: Wegen C min(h~z) C Co, folgt die Beh. aus Satz 3. 
Beweis der Hinl5nglichkeit der Bedingung. 
Vorbereitendes 
Mit xi (i = l,..., k > nz + 1) seien die k Stellen bezeichnet, in denen die 
Funktion d(x) := qt(x) - qnz(x) in [a, b] das Vorzeichen wechselt. Die 
Anordnung dieser U-Nullstellen sei x0 := a < x1 < x2 < ... < xk < b. Das 
Interval1 [a, b] werde wie folgt unterteilt: Es sei 8,-, := [x~-~ , xi] fur 
I = I(l)nz + 1 und &+l := [x,+~ , b]. Nun wahle Teilintervalle Bt-, := 
[al-r , /3-J CB,-, , I = l(l)m + 2, mit folgenden drei Eigenschaften: 
(a) x2-1 < 011-l < /31-1 < xi fur 1 = l(l)m + 1; 
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(b) x,+~ < z~,,+~ < pm+l < b falls k = m + 1, 
x,,,+~ -C OL,,,+~ -C /3m+l -C x,+~ falls k > m + 1; 
(c) d(x)#Oftirallex~B~,Z=O(l)m+ 1. 
Wegen d + 0 existieren solche Teilintervalle immer. Nun werde noch eine 
Konstante c, gewahlt, die der Bedingung c, > j/ d/I gentigt. Fur die Defini- 
tion der Nullalternierenden wird jedoch noch folgendes Lemma benatigt: 
(vergl. De Rham [l, Seite 41). 
LEMMA 3. Sei MI eine kompakte Teilmenge aus IW und M, eine MI 
umfassende oflene Teilmenge. Dunn existiert eine auf M, deJinierte Funktion F 
mit kompaktem Trtiger M, , wobei M, C M, CM, , mit folgenden Eigen- 
schaften 
(4 FE CmW31, 
(b) F(x)= lfiirxEMI, 
(c) 0 < F(x) < 1 fiir x E M, - MI . 
Konstruktion einer m-Alternierenden 
Sei Zi:=[vi,b,]CBi mit oli<vi<bi</& fur i=O(l)m+l. Die 
Anwendung des Lemmas 3 mit MI = Zi und M, = B, , i = O(l)m + 1, 
garantiert die Existenz eines Elementes fnli E P[&] mit der Eigenschaft 
1 = IIfmi llBI = fmi(x) fiir x E Zi und 0 < fmi(x) < 1 sonst. 
Nun wird fur x E [a, b] definiert 
fmE*(x) := p 
. sgn{q,(x) - qm(x)} .fmi(x) falls x E Bi , i E (0, l,..., m + l}, 
sonst. 
Offenbar ist such fm* E P[a, b], ferner /j fnl* lILa,bI = c, und fm* E A;:(O). 
Konstruktion einer t-Nullalternierenden 
Sei nun definiert g := min041Gm+l{minzpB,(cm - j d(x)l)}. Wegen Bt C Bt 
ist It. Konstruktion g > 0 und ct* := c, - g > 0. Mit diesen Bezeich- 
nungen gilt nach Teil 1: jl fm* - d // < ct*. Wahle ct mit ct* < ct < c, und 
fixiere irgendeinen Nulldurchgang x, von d(x), s E { 1 ,..., m + I}. 
Wegen der Stetigkeit von d(x) 11Bt sich eine Umgebung U := U(x,) = 
[h, , h,] angeben mit den zwei Eigenschaften 
(4 ,L d 4 < x, -c h, < a,, 
@> II qt - qm llc = II dll < cm - ct . 
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In U : = U(q) wahle man Punkte ri (i = I (1)t + 1) mit 
h, := r,, < r1 < a** < rt+l < r,+r := ht. 
Ferner sei 
Ui I= [ri-1 , ri], i = I(l)t + 2, und Di := [?ii-r , ?J C Ui 
mit rivl < ?{-I < Ti < ri fur i = I(l)t + 2. 
Die Anwendung des Lemmas 3 mit M1 = Vi und M, = of, i = l(l)t + 2, 
garantiert wieder die Existenz einesfti E P[U,] mit der Eigenschaft 
1 = llh” llUi =&cd fur ~60~ und 0 <Jfti(x) < 1 sonst. 
Nun wird fur x E [a, b] definiert 
Auch hier giltf,* E Cm[a, b], ferner lift* IIIa.b~ = ct und ft* E A;:(O). 
DeJinition der gesuchten Funktion f E L(q, , qm) 
Sei 
fmz(x) := ggx) + (qt(x) - qm(x) 
fur x E [a, 61 - U, 
fiir x E U, 
fiir x E [a, b]. 
SchlieDlich sei definiert f(x) :=fnl(x) + q&x) fur x E [a, b]. GemBIj Kon- 
struktion und dem Alternantensatz ist f E Lfq,) n L(qJ. Es gilt jedoch 
zusatzlich fg Cmincz*h)[a, b]: denn (qt - qm) E C(minz~h) und fn* E Cm und 
ft* E C”. 
Damit ist Satz 7 bewiesen. 
Betnerkung 2. Fiir den Spezialfail, da0 qt und qm gewiihnliche alge- 
braische Polynome sind, ergibt sich also, daB es immer moglich ist, eine 
Rivlin-Funktion f mit f~ C=[a, b] zu finden, falls qt - qm sein Vorzeichen 
an mindestens nz + 1 Stellen in (a, b) wechselt. Dieses Ergebnis ist eine 
Verscharfung der Aussage von Sprecher [5]. 
In der Arbeit von Deutsch, Morris, und Singer [2] klingt im AnschluI3 
an das notwendige Kriterium von Rivlin die Frage an, inwieweit dieses 
Kriterium such hinreichend sei. Fiir den Fall eines u-Polynompaares haben 
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wir oben die Vermutung bestatigt. Dal3 die zitierte Vermutung bereits fur 
die Vorgabe von Funktionentripeln nicht zutrifft, zeigten die Satze 4-6, die 
auBer dem Rivlin-Kriterium noch gewisse weitere “Verzahnungen” der 
Vorgabefunktionen als notwendig bewiesen. Es stellt sich nun heraus, dal3 
die sich aus den Satzen 4-6 ergebenden Zusatzforderungen such hinreichend 
sind fur die Existenz einer Rivlin-Funktion bei vorgegebenem u-Polynom- 
tripel. 
Zur Vorbereitung von Satz 8 (s.u.) untersuchen wir folgende Situation (V): 
(V): Die Funktionen u1 E R, I = O(I)n > 2, mijgen ein erweitertes Haar- 
system auf [a, b] bilden. Es sei 
QI := span(zr,, ,..., u,), 1 = O(l)/?. 
Ferner seien gegeben u-Polynome 
qi = c w, E Qi 
S=O 
mit ai # 0 
fur i = r, r + 1, r + 2 und 0 5; r, r -1 2 < n. Mit xi (xlc < x,,, fur k < m) 
seien die Nullstellen in [a, b] von L&~(X) := qr+a(x) - qT(x) bezeichnet, 
entsprechend mit yi bzw. zi die Nullstellen von 
4,(x) : = 4,+dx) ~ 4,(x) rev. &W : = hy(4 - 4r+l(x). 
Offenbar gilt d,,(x) 1 d,,(x) - d,,(x). 
Wir sagen nun, die gegebenen u-Polynome erfiillen die Nullstellenbedingung 
(NB), wenn die Situation (V) vorliegt und gilt: 
(NB): (1) Z(d,J = r + 2, Z(d,,) = r + 1, Z(d,,) 3 r + 1, 
(2) alle Nullstellen von dzl(x) und d,,(x) liegen im Innern von [a, b], 
(3) alle Nullstellen von dzo(x) sind einfach und mindestens r + 1 
davon liegen im Innern von [a, b]. 
Beziiglich (NB)3. werden wir im folgenden 0.B.d.A. voraussetzen, dab gilt 
x1 > a, und ferner lassen wir x,.+~ , > b zu. Das ist keine Einschr%rkung, 
da der Fall x1 < a bzgl. des Intervalls “symmetrisch” dazu liegt. 
Gelte nun (V) und (NB) mit x > a. Dann gibt es zu jeder Differenz- 
funktion 
4t(X) = qv+k(X) - qri-z(X) mit O<l<k<2 
innere Punkte hi E [a, b], i = l(l)m > 1 + 1, derart, da13 d,,(x) in hi sein 
Vorzeichen wechselt. Es sei nun definiert: 
51”” := [a, h,], Jf$ := [hi ) hi,,] fur i = 1(1)1, 51”:; := [Al+, , b]. 
(Im Falle x1 = a waren nur die Indizes entsprechend zu modifizieren.) 
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Ferner kiirzen wir ab: 
Mithilfe der soeben definierten Teilmengen des Intervalls [a, b] werden nun 
folgende GraBen definiert: 
Es bedeutet also z.B. n, das Minimum der T-Norm-Werte, die d,, annimmt 
auf alien Teilintervaiien von [a, b], in denen d,,(x) und d,,(x) gleiches Vor- 
zeichen aufweisen. 
Bevor wir den Satz 8 angeben, werden noch zwei Bedingungen formuliert. 
Wir sagen, die in (V) gegebenen u-Polynome erftillen die Bedingung der 
Relatir>en hWlstellenlage (hrL>, wenn gilt: 
(NL): Fiir die Nullstellen von d,,(x) und d&x) gilt (NB) und 
(4 falls -W,+2 - q7) = I’ + 1, dann ist max(x$ , yi) < min(x,+l , y&, 
fiir i = l(l)r, 
(b) falls Z(q7+2 - qV) > r $ 1, dann ist entweder 
(I) maxh ~2 < mink,,, y,+d, f = l(l)r und x, k2 :> max(x,.+l,y,+,) 
oder 
(2) maxhI , ~2 -c minCc+, , y&, i = l(l)r und x1 < min(x, , yI). 
Die in (V) gegebenen Funktionen erfiillen die Randbedingung (RB), wenn 
gilt: 
(RB): An genau einem Intervallendpunkt R, von [a, b] haben dIo(x), 
d,,(x) und d,,(x) gleiches Vorzeichen. 
Wenden wir uns nun der Formuherung des Satzes 8 zu. 
SATZ 8. Es liege die Situation (V) vor und es miigen die vorstehenden 
Bezeichnungen gelten. Dann ist folgende Charakterisiemng miglich: Es 
existiert ein f E R mit f E L(q, , qV+l , qr+2) genau dam, wenn Folgendes 
erfiilh ist: 
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(1) Die corgegebenen u-Polynome erfiillen die Forderungen (NB), (NL), 
VW. 
(2) Es lussen sich positiz>e reelle Konstanten k, und k3 angeben mit 
folgenden Eigenschaften :
(a) k, < n, , k, < n3 undkITk3=:ka<n2; 
(b) Es existiert ein nichtentartetes Teilintercall II C [a, b] mit der 
Eigenschaft, daJ gilt 
(c) Sei 
,i?il : = (X E 19’ mit k, .< 1 rl,,(x)l} 
und 
Efl := (x E JF1 mit k, < / d,,(x)/:, ) 
1 und i passend aus Cl,..., r + 31. Dann gilt: fiir jedes i ist {s E E;l mit 
dIO(x) < k,} # 4 undfiir jedes 1 ist {x E&F mit -4,,(x) < k,) # 4. 
Geometrische Bedeutung deer Bedingungen 
(1) (NB) und (RB) stimmen die “Breite” des Approximationsintervalls 
und die vorgegebenen u-Polynome aufeinander ab. 
(2) (NL) und (2b) fordern eine bestimmte “Verzahnung” der Nuli- 
stellen der Differenzfunktionen. Dabei besorgt (NL) eine gewisse Trenn- 
barkeit und (2b) eine Verdichtung der Nullstellen an mindestens einer Stelle 
in [a, b], denn das in (2b) geforderte U wird i.A. eine “Nachbarschaft” 
eines Nullstellenpaares (x, z) von Nullstellen von d,,(x) und d,,(x) sein. 
(3) (2a) und insbesondere (2~) korreliert die Verltiufe der Graphen der 
Differenzfunktionen (und damit der gegebenen u-Polynome) auJ3erhalb der 
Nullstellen (resp. Schnittstellen) und sorgt dafiir, daI3 sich die Funktionen 
nur “zul%sig weit” voneinander “entfernen.” So wird z.B. in (2~) gefordert, 
da13 dort, wo dzl(x) den Wert k, iiberschreitet, jeweils mindestens an einer 
Stelle dieser Teilintervalle zugleich dIO(x) nicht gr6Der als k, ist. 
Beweis von Satz 8. (A) Notwendigkeit: Voraussetzung ist, daQ ein 
f~ L(q, , 4r+l , qr+J existiert. 
Zu 1.: (NB) folgt aus Satz 3, (NL) aus Satz 5, und (RB) aus Satz 6. 
Zu 2.: Diese Bedingungsgruppe folgt unmittelbar aus Satz 4. Man betrachte 
nBmlich die dortigen Aussagen fiir den Fall t = 2, setze k, := c,,,+~ ,
k, := c,.,+z 3 k, := ~+1,r+2 und beachte die Definitionen der Konstanten 
n1 , n2 , n3 . 
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(B) Hinlanglichkeit (Beweiskizze): Hier spielt die iiquivalenzaussage 
von Satz 1 eine wesentliche Rolle. Der Beweis wird in zwei Schritten gefiihrt. 
(1) Es wird zunachst gezeigt, daD aufgrund der Satzvoraussetzungen 
je genau k + 2 “qualifizierte” k-Abweichungsintervalle Sr” (1 = l(l)k + 2) 
k = r(l)r + 2 fur die gemal Satz 1 zu konstruierenden k-Nullalternierenden 
fk existieren. Dabei sind unter “qualifizierten” k-Abweichungsintervallen 
solche Teilintervalle von [aa, b] zu verstehen, in denen in Kompatibilitat zu 
Satz 4 (vergleiche dortigen Beweis) die Abweichungspunkte der zu kon- 
struierenden k-Alternierenden f gewahlt werden konnen. 
(2) Die k-Alternierendenf, , k = r(l)r + 2, werden konstruiert und 
daraus eine gesuchte Funktion f E L(q, , qr+l , qrf2) bestimmt. Man wahle 
g, > 2 max{ll a,, 11, II d,, 11, jl d,, II>, wobei die Norm bzgl. des Intervalls [a, b] 
gerechnet ist und setze g l:=g,+k,,gO:=g,+k,=g,+k,,wobeidie 
kj (i = 1(1)3) die Konstanten aus der Satzvoraussetzung sind. Dann gilt 
g, < g, < go . Es werden sodann die i-Alternierenden fi , i = r(l)r + 2, so 
konstruiert, da13 gilt /lfr+i II = gi . GemaB Teil (1) existieren genau i + 2 
qualifizierte Intervalle St, I= I( + 2, i = r(l)r + 2. Man wahle nun 
Punkte sli E Sli, I = I( + 2, fur i = r und i = r + 1 mit der Eigenschaft 
.rr” < $: , 1 = l(l)r + 2. Ferner sei sr+‘, 1 = I(l)r + 4, aus u gewahlt mit 
,;+2 # s’,“’ fur j # w. 
In Anwendung von Satz I und dem Alternantensatz ist nun eine stetige 
Funktion ST(x) auf [a, b] zu konstruieren, welche die folgenden Eigen- 
schaften (E) hat: 
(E): (a) Es gilt f&3 = (- 1)r g,, , 1 = l(l)r + 2, ansonsten If,(x)1 < g, 
fur x E [a, b]. 
(b) Es gilt fr(s~““) - &(sI”) = (--1)l g, , I = l(l)r + 3, ansonsten 
1 .A(4 - 4,C4 < gl fir x E b, bl. 
(c) Es gilt f7(sl’“) - d,,,(~;+~) = (- 1)r g, , I = l(l)r + 4, ansonsten 
I fr(x> - 4&9l < g2 fk x E b, 4. 
Eine solche stetige Funktion fT(x) lal3t sich aufgrund der Lipschitz- 
Beschdnktheit der Vorgabepolynome ahnlich wie im Beweis von Satz 7 
konstruieren, wobei man nur die Tragersegmente von fr hinreichend klein 
zu wahlen hat. Mithilfe von fr(x) werden nun such die beiden anderen 
Alternierenden fr+l und fr+z definiert auf [a, b] gem513 
.L,lW : = L(x) - 40(x) = f&4 - (qr+1(x) - %w), 
L+*(4 := fr+dx) - d21(4 = fi+1(4 - (q7+2W - qr+dxN 
= “h(x) - (q7+2(4 - &))* 
Gem8 den Eigenschaften der Differenzpolynome in den Intervallen U und 
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S i+i, I = l(l)r + i + 2 und i E (0, l}, folgt nun, daD fr+i , i = 0( 1)2, den 
Eigenschaften (E) geni.igen. Der Alternantensatz besagt dann fi E A;:(O), 
I = r(l)r + 2. 
Weiterhin gilt nach Konstruktion fi = fi - (qi ~ qJ, r < I < i < r + 2, 
und gemal der Wahl von g, , gl, gz ww k = iI& i! - ilfr+l I/, 
k, = llfT II - Ilfr+2 I! sowie k, = llfi+l II - llfr+2 II au& lIfr Il > ilh+l ii > 
]]fv+B 11. Definieren wir schlieblich f(x) :=Jr(x) -t- q?(x), x E [a, b], so ist 
f E C[a, b] und wegenfi + qi = fi + ql, r < 1 < i < r + 2 und den Eigen- 
schaften vonfi , i = r(l)r + 2, gilt fE L(q, , qril , qr+J. 
Bemerkung 3. (a) Die gem% Satz 7 bzw. 8 existierende Rivlin-Funk- 
tion f ist nicht eindeutig bestimmt. 
(b) Der von Sprecher [6] bewiesene Charakterisierungssatz ist als 
Spezialfall in Satz 8 enthalten, nlmlich fur den Fall, da13 (1) ui(x) := xi, 
i = O(l)n, (2) r = 0 und (3) [a, b] = [0, I]. 
5. BEISPIELE 
5.1. Die Monome qn(x) = xn, IZ 3 0, im Interval1 [a, b] = [0, 11. 
Behauptung. Es gilt 0::: L(q,) = 4, k 3 0, 2 > 1. 
Beweis. Gem% Satz 3 ist notwendig fiir die Existenz einer Rivlin- 
Funktion, da13 jede Differenz xn - x” mit k < m < n < k + 1 mindestens 
m + 1 Vorzeichenwechsel im Innern von [a, b] hat. Die Funktion x’~ - x+l, 
n 3 I, hat hijchstens n Nullstellen. Im Punkt x = 1 haben alle Polynome 
xn - xn-l (n E N) eine Nullstelle. Somit kann xn - x+l hiichstens 17 - 1 
Nullstellen bzw. Vorzeichenwechsel im Innern des Intervalls [0, l] besitzen. 
5.2. Legendre-Polynome und Tschebyschefl-Polynome erster Arr, [a, b] = 
I-1, +11 
L,(x) := & g (x” - l)“, n E N, , (Legendre-Polynome), 
T,(x) := cos (n arcos x), n E N, , ( T-Polynome 1 .Art). 
Behauptung. Sowohl fur qn(x) = T,(x) wie such fur qn(x) = L,(x), 
n 3 0, gilt L(q,) n L(q,+l) = $, d.h. es existiert keine Rivlin-Funktion. 
Beweis. Es ist grad T, = grad L, = n ferner T,(l) = L,(l) = 1 fur 
n > 0. Somit ist das Kriterium des Satzes 3 verletzt. 
5.3. Die Funktionen 1, cos t, sin t. Die Funktionen u,*(t) = 1, u,*(t) = 
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cos t, u,*(t) = sin t bilden ein ECT-System in jedem Interval1 [a, b], welches 
kein ganzzahliges Vielfaches von 7r oder die Null enthalt. 
Es existiert aber keine Rivlin-Funktion f~ L(u,,*, ur*, uZ*), da wegen 
u,,*(t:) > max{u,*(t), u**(t)} fur alle t E [a, b] die Bedingung (NL) aus Satz 8 
nie erfiillt sein kann. 
Jedoch existiert z.B. im Interval1 [0, 27~ - 0.011 ein f~ L(u,*, uZ*) auf- 
grund von Satz 7, da Punkte t, , 2 t mit 0 < t, < t, < 2~ - 0.01 existieren, 
soda13 cos tl = sin tz , I E {1,2}, und weil {I, cos t, sin t) ein T-System bilden 
fiir 0 < t i 27~. 
5.4. Die TschebyschefS-Polynonle 2.Art, [a, b] = [- 1, + I]. Die Tscheby- 
scheff-Polynome zweiter Art sind auf [a, b] wie folgt definiert: 
U,(x) := [sin((n + 1) arccos x)]/sin arccos x, 12EN0. (5.1) 
So ist z.B. 
u&4 = 1, U,(x) = 2x, U,(x) = 4x2 - 1, U,(x) = 8x3 - 4x. 
Die Polynome U, geniigen fur II > 0 der Funktionalgleichung 
un,,w - u&4 = 2 . T+,,(x) (5.2) 
und die Nullstellen von U,(x), H > 1, sind 
xl”’ = -cos(i/(n + 1) n), 1 <i<IZ. (5.3) 
Ferner gilt 
U,(I) = I + 1, lE&, (5.4) 
w-4 = (--1Y U,(x), ZEN(). (5.5) 
Aufgrund der Eigenschaften (5.2)-(5.5) lassen sich folgende Aussagen 
unschwer verifizieren, welche besagen, da13 die T-Polynome zweiter Art 
hinsichthch der in dieser Arbeit betrachteten Fragestellung eine besondere 
Rolle spielen. Bei dem Nachweis werden die Charakterisierungssatze 7 und 8 
angewendet. 
Belzauptung 1. Fur jedes Polynompaar (U, , Un+&, IZ > 0, existiert eine 
FunktionfE (?[a, b] rnitfg L(U, , U,,,). 
Behauptzkng 2. Fiir jedes n > 0 gilt L(lJ, , U,,,) # qb. 
Behauptung 3. Jedes Tripe1 (U, , U,,, , Un+J, IZ > 0, erfiillt die Null- 
stellenbedingung (NB). 
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Behaupturrg 4. Jedes Tripe1 (U, , Un+l , Un&, II > 0, erfiillt die Rand- 
bedingung (RB), und zwar mit RI = + 1. 
Behauptung 5. Jedes Tripe1 (CT, , U,,, , ZJ&, II > 0, erfiillt die Bedin- 
gung (NL) fiber die relative Nullstellenlage, genauer gilt x1 < min(x, , vl) und 
max(x,+, yi) < min(x+, , yi+& fiir 1 < i < II. Dabei sind xj(i -5 l(l)n -t 2) 
bzw. yi (i = l(l)n -t 1) die der Grblje nach wachsend angeordneten Null- 
stellen der Differenzpolynome U,+,(x) - U,(X) resp. Un+,(x) - U,(x). 
Die Behauptungen 3-5 zeigten, daI3 fiir jedes Tripe1 (U, , Uncl , ffni2), 
n E IV, , gewisse notwendige Kriterien fiir die Lijsbarkeit des Rivlin-Problems 
erfiillt sind. AbschIieBend sol1 noch ein spezielies Tripe1 von T-Polynomen 
2.Art angegeben werden, fiir das das Erfiilltsein der hinreichenden Bedinun- 
gen des Satzes 8 Ieicht nachgerechnet werden kann, d.h. also, fiir das eine 
Rivlin-Funktion existiert. Dieses Tripe1 ist zugleich ein Beispiel fi.ir ein 
Rivlin-Problem, welches nicht durch das Ergebnis von Sprecher 161, wohl 
aber durch Satz 8, erfaBt wird. 
Behauptutzg 6. Fiir das Polynomtripel (U, , U, , U,) sind alle Bedingungen 
des Satzes 8 erfiillt, d.h. es gilt L(D; , U, , U,) # 4. 
LITERATUR 
I. G. DE RWAM, “Varietks differentiables,” Hermann et Cie Editeurs, Paris, 195.5. 
2. F. DEUTSCH, P. D. MORRIS, AND I. SINGER, On a problem of T. J. Rivlin in approximation 
theory, J. Approximation Theory 2 (1969), 342-352. 
3. S. KARLIN AND W. J. STUDDEN, “Tchebycheff Systems: With Applications in Analysis 
and Statistics,” Interscience, New York, 1966. 
4. T. J. RJYLIN, ir? “Proceedings in the Coll. Abstract Spaces Approximation (Ober- 
wolfach, July 1968,” (P. L. Butzer and B. Sz. Nagy, Eds.), BirkhLuser Verlag, Stuttgart, 
1970. 
5. D. SPRECHER, Simultaneous best approximations with two polynomials, J. Approximation 
Theory 2 (1969), 384-388. 
6. D. SPRECHER, On simultaneouschebyshev-approximations with polynomials,J. Approxi- 
mation Theory 4 (1971), 137-146. 
7. J. STOER, u&r die Existenz von linearen Approximationsoperatoren, in “Funktional- 
analysis, Approximationstheorie, numerische Mathematik,” (L. Collatz, G. Meinardus, 
and H. Unger, Ed.), Birkhauser Verlag, Stuttgart, 1967. 
