We consider optimal control problems for diffusion processes, where the objective functional is defined by a time-consistent dynamic risk measure. We focus on coherent risk measures defined by g-evaluations. For such problems, we construct a family of time and space perturbed systems with piecewise-constant control functions. We obtain a regularized optimal value function by a special mollification procedure. This allows us to establish a bound on the difference between the optimal value functions of the original problem and of the problem with piecewise-constant controls.
Introduction
The first introduction of a coherent (static) risk measure, by Artzner et al. [2, 3] , was motivated by the capital adequacy rules of the Basel Accord. Large volume of research were devoted to this area, Föllmer, Schied [17] and Frittelli and Rosazza Gianin [20] generalized it to convex risk measure, Ruszczyński and Shapiro [41] studied it from the perspective of optimization. Several classical references concerning static risk measures are [18, 19, 40, 42] .
Further development of the theory of risk measures lead to a dynamic setting, in which the risk is measured at each time instance based on the updated information. The key condition of time-consistency allows for dynamic programming formulations. The discrete time case was extensively explored by Detlfsen and Scandolo [13] , Bion-Nadal [6] , Cheridito et al. [9, 10] , Föllmer and Penner [16] , Frittelli and Scandolo [21] , Riedel [37] , and Ruszczyński and Shapiro [40] . For the continuous-time case, Coquet, Hu, Mémin and Peng [11] discovered that time-consistent dynamic risk measures can be represented as solutions of Backward Stochastic Differential Equations (BSDE) (see also [33, 38] ). Inspired by that, Barrieu and El Karoui provided a comprehensive study in [4, 5] ; further contributions being made by Delbean, Peng, and Rosazza Gianin [12] , and Quenez and Sulem [36] (for a more general model with Levy processes). In addition, application to finance was considered, for example, in [24] . Using the convergence results of Briand, Delyon and Mémin [7] , Stadje [44] finds the drivers of BSDE corresponding to discrete-time risk measures.
As for control with risk aversion, in discrete time setting, Ruszczyński [39] , Çavuş and Ruszczyński [8] and Fan and Ruszczyński [14] developed the concept of a Markov risk measure and proposed risk-averse dynamic programming equations as well as computation methods. Our intention is to use continuous-time dynamic risk measures as objective functionals in optimal control problems for diffusion processes. While the traditional continuous stochastic control is well developed and discussed in numerous books (see, e.g., [15, 23, 35, 47] ), the risk-averse case appears to be largely unexplored. In the present paper, we consider the risk-averse case with coherent risk measures given by g-evaluations. Such control problems are closely related to forward-backward systems of stochastic differential equations (FBSDE) (see, [26, 34] ). For controlled fully coupled FBSDEs, Li and Wei [25] obtained the dynamic programming equation and derived the corresponding HamiltonJacobi-Bellman equation. Maximum principle for forward-backward systems and corresponding games was derived in [27, 28] , including models with Levy processes.
The contribution of this paper is the study of accuracy of discrete-time approximations of riskaverse optimal control problems with coherent risk measures given by g-evaluations. For the purpose of the study, we construct a family of perturbed systems with two types of perturbations: of the initial time and the initial state. For such a family, we integrate the value functions of a piecewiseconstant control with respect to the said initial time and state values. This yields regularized functions for which Itô calculus can be applied. Using the earlier results on the Hamilton-JacobiBellman equation for risk-averse problems, we establish an error bound of order ∆ 1/6 , between the optimal values of the original system and a system with piecewise constant controls with time step ∆.
Section §2 has a synthetic character. We review in it the concept of F-consistent evaluations and the connections to backward stochastic differential equations and dynamic risk measures. In §3, we formulate the risk-averse optimal control problem and study its basic properties. In the meanwhile, we recall the dynamic programming equation and the risk-averse analog of the Hamilton-JacobiBellman equation. In section §4 we construct a family of time and space perturbed problems. They are used in a specially designed mollification procedure in §5, which yields sufficiently smooth close approximations of the optimal value function. In §6, we prove that the accuracy of the control policies restricted to piecewise-constant controls is of the order h 1/3 , where h 2 is the time discretization step.
Foundations

Nonlinear Expectations and Dynamic Risk Measures
We establish a suitable framework and briefly review the concept of F-consistent nonlinear expectations (for an extensive treatment, see [33] ). For 0 < T < ∞, let (Ω, F, P, F) be a probability space, where F = {F t } 0≤t≤T is a filtration. A vector-valued stochastic process {X t } 0≤t≤T is said to be adapted to F if X t is an F t -measurable random variable for any t ∈ [0, T ].
We introduce the following notation.
•
which are differentiable with respect to the first argument and twice differentiable with respect to the second argument, with all these derivatives continuous with respect to both arguments;
with all derivatives bounded and continuous with respect to both arguments; • C ∞ (B): the space of functions f : B → R that are infinitely continuously differentiable with respect to all arguments and have compact support on B ⊂ R n .
With this notation, we can introduce the concept of a nonlinear expectation.
satisfying the strict monotonicity property:
and the constant preservation property:
where ½ A is the characteristic function of the event A ∈ F T .
Based on that, the F-consistent nonlinear expectation is defined as follows.
Definition 2.2. For a filtered probability space
The variable η in Definition 2.2 is uniquely defined, we denote it by ρ t,T [ ξ ]. It can be interpreted as a nonlinear conditional expectation of ξ at time t. We can now define for every t ∈ [0, T ] the corresponding nonlinear expectation ρ 0,t :
for all ξ ∈ L 2 (Ω, F t , P). In this way, a whole system of F-consistent nonlinear expectations ρ s,t 0≤s≤t≤T is defined. 1 When the norm is clear from the context, the subscripts are skipped.
, it has the following properties:
It follows that F-consistent nonlinear expectations are special cases of dynamic time-consistent measures of risk, enjoying a number of useful properties. They do not, however, have the properties of convexity, translation invariance, or positive homogeneity, unless additional assumptions are made. We shall return to this issue in the next subsection.
Backward Stochastic Differential Equations and g-Evaluations
Close relation exists between F-consistent nonlinear expectations on the space L 2 (Ω, F, P), with the natural filtration of the Brownian motion, and backward stochastic differential equations (BSDE) [29, 30, 32] . We equip (Ω, F, P) with a d-dimensional Brownian filtration, i.e., F t = σ {W s ; 0 ≤ s ≤ T }∪N , where N is the collection of P -null sets in Ω. In this paper we consider the following one-dimensional BSDE:
where the data is the pair (ξ, g), called the terminal condition and the generator (or driver), respec-
The solution of the BSDE is a pair of processes
The existence and uniqueness of the solution of (1) can be guaranteed under the following assumption. [29] 
Assumption 2.4 (Peng and Pardoux
Under Assumption 2.4, we can define the g-evaluation.
Definition 2.5.
where
is the unique solution of (1).
The following theorem reveals the relationship between g-evaluation and F-consistent nonlinear expectation. 
Surprisingly, Coquet, Hu, Mémin, and Peng proved in [11] that every F-consistent nonlinear expectation which is "dominated" by ρ µ,ν 0,T (a g-evaluation with the driver µ|y| + ν|z| with some ν, µ > 0) is in fact a g-evaluation with some g. The domination is understood as follows:
From now on we shall use only g-evaluations as time-consistent dynamic measures of risk. To ensure desirable properties of the resulting measures of risk, we shall impose additional conditions on the driver g.
Assumption 2.7. The driver g satisfies for almost all t ∈ [0, T ] the following conditions:
(i) g is deterministic and independent of y, that is,
Under these conditions, one can derive new properties of the evaluations ρ 
If, additionally, condition (ii) of of Assumption 2.7 is satisfied, then ρ g t,r has the following property:
Moreover, if g also satisfies condition (iii) of Assumption 2.7, then ρ g t,r has also the following property:
(iv) Positive Homogeneity:
. It follows that under Assumptions 2.4 and 2.7, the g-evaluations ρ g t,r are convex or coherent conditional measures of risk (depending on whether (iii) is assumed or not).
Finally, we can derive their dual representation, by specializing the general results of [5] .
Theorem 2.9. Suppose g satisfies Assumption 2.4 and 2.7. Then for all
where A t,r = ∂ρ g t,r (0) is defined as follows:
Corollary 2.10. A constant C exists, such that for all 0 ≤ t ≤ r ≤ T and all Γ t,r ∈ A t,r we have
Proof. It follows from the definition of A t,r that Γ t,r is the solution of the SDE
Using Itô isometry, we obtain the chain of relations
If u is a uniform upper bound on the norm of the subgradients of g(s, 0) we deduce that
, where ∆ satisfies the ODE:
The convexity of the exponential function yields the postulated bound.
The Risk-Averse Control Problem
Problem Formulation
Our objective is to evaluate and optimize the risk of the cumulative cost generated by a diffusion process.
On the filtered probability space (Ω, F, P, F), we consider control processes u : [0, T ]×Ω → U such that u(·) is F-adapted, where U ⊂ R m is a compact set, and a diffusion process under any such control with initial time t ∈ [0, T ] and state x ∈ R n :
Here, 
Ê n × U , the functions b, σ, c, and Ψ satisfy the following conditions:
Under Assumption 3.1, the controlled diffusion process (6) has a strong solution and the cost functional is square integrable.
We define the control value function as follows:
, is a system of g-evaluations discussed in section 2.2. Using Definition 2.5, we can express the control value function as follows:
where (Y t,x;u , Z t,x;u ) solve the following BSDE:
Equivalently, V u (t, x) = Y t,x;u t . If Assumptions 3.1, 2.4, and 2.7 are satisfied, then for every [33] ), and, therefore, the control value function is well-defined.
In this way, the study of a risk-averse controlled system has been reduced to the study of controlled forward-backward stochastic differential equations (FBSDE). Such systems ware extensively studied by Ma and Yong in [26] ; other important references are [1, 31, 46, 45] . In our case, the FBSDE is decoupled, that is, the solution of the backward equation does not affect the forward equation, which substantially simplifies the analysis and allows for further advances.
Notice, when the driver g ≡ 0, the control value function (8) reduces to the expected value of (7). The risk-aversion is incorporated if other other drivers satisfying Assumption 2.7 are considered. By the comparison theorem of Peng [30] , if g 1 is dominated by g 2 , i.e., g 1 ≤ g 2 , then ρ T (u, x) ) almost surely; the larger the driver, the more risk aversion in the objective functional. For example, if we use g 1 (t, z) = κ|z|, and g 2 (t, z) = κ|z + |, with κ > 0, then g 1 dominates g 2 .
Risk-Averse Dynamic Programming and Hamilton-Jacobi-Bellman Equations
We now proceed to the control problem. We define the admissible control system as in Yong and Zhu [47, p. 177] ).
Definition 3.2. U [t, T ] is called an admissible control system if it satisfies the following conditions:
(i) (Ω, F, P) is a complete probability space;
The optimal value function V : [0, T ] × Ê n → Ê is defined as follows:
The weak formulation of a risk-averse control problem is the following:
We can now formulate the dynamic programming equation for our control problem. 
For α ∈ U we define the Laplacian operator L α as follows: for w ∈ C 1,2
On the space C 1,2
we consider the following equation
with the boundary condition
We call (13)- (14) the risk-averse Hamilton-Jacobi-Bellman equation associated with the controlled system (6) and the risk functional (7). It is a generalization of the classical Hamilton-JacobiBellman Equation with the extra term g(·, ·) responsible for risk aversion. In the special case, when g ≡ 0, we obtain the standard equation.
The following two theorems can be derived from general results on fully coupled forwardbackward systems in [25] . For decoupled systems, a direct proof is provided in [43] . (13)- (14) . We can also prove the converse relation (verification theorem). 
It is clear that if
V ∈ C 1,2 b ([t, T ]×Ê n ) then it satisfiess , α) + L α K(s, X 0,x;u * s ) + g t, [D x K · σ α ](t, X 0,x;u * s ) ,(15)then K(t, x) = V (t, x) = V u * (t, x) for all (t, x) ∈ [0, T ] × Ê n .
Piecewise-Constant Control Policies and the Perturbed Problem
Let h 2 ∈ (0, 1] be a time discretization step. We use the square to simplify further analysis.
Definition 4.1. For any h ∈ (0, 1] and t ∈ [0, T ), let U t h be the subset of U consisting of all Fadapted processes u t which are constant on intervals
We define the corresponding value function V h : [0, T ] × Ê n → Ê as follows:
We assume a stronger condition than Assumptions 2.4 and 3.1.
Assumption 4.2.
Let µ(t, x, z, α) stand for σ(t, x, α), b(t, x, α), c(t, x, α), and Φ(x) 2 . We assume that a constant K exists such that
By general results on forward-backward systems, the system (6), (7) and (9) has a unique solution and thus both functions: V in (10) and V h in (16) , are well-defined. In particular, they are both deterministic. We focus on the difference between the value functions V and V h .
The idea is is to embed the original control problem into a family of time and space perturbed problems, and then obtain a smooth approximation of the value function by means of an integral regularization (mollification).
Let B = {(τ, ζ) ∈ Ê × Ê n : τ ∈ (−1, 0), |ζ| < 1}. Consider a time t ∈ [0, T ] and time instants t i = t + ih 2 , i = 0, 1, . . . , k and t k+1 = T . For a piecewise-constant control u s = α i , s ∈ [t i , t i+1 ), i = 0, 1, . . . , k, and perturbations β i ∈ B, i = 0, 1, . . . , k, we define the perturbed controlled FBSDE system:
with a fixed ε > 0, with the initial condition X t = x, and with the final condition Y T = Φ( X T ). The process W is a Brownian motion. We assume here that b(t, x, α) = b(0, x, α), σ(t, x, α) = σ(0, x, α), c(t, x, α) = c(0, x, α), and g(t, z) = g(0, z) for all t ∈ [−ε 2 , 0].
We consider the following discrete-time optimal control problem associated with the system (17)- (18) . At each time t i , we select a control value α i ∈ U and a perturbation β i ∈ B. The system evolves to time t i+1 , when new controls α i+1 and β i+1 are selected. The objective of the controller is to make Y t the smallest possible. From now on, we useᾱ andβ to represent the random sequences α i and β i , for i = 0, 1 . . . , k. 
Proof. With W s ∼ W s+ε 2 τ for s ∈ [t i , t i+1 ] directly from the equations (17) and (6) we obtain:
With this substitution, the BSDE (18) at s = t i is equivalent to:
By definition, Y T = Φ( X T ). Supposing Y t j+1 = Vᾱ ,β t j+1 , X t j+1 for some j, proceeding backwards in time we conclude from the last equation that we can write Y t i = Vᾱ ,β (t i , x i ) for some function Vᾱ ,β (·, ·). We can thus write the recursive relation
Substitution of (20) proves (19) .
Using this recursive relation, we define the value function of the optimally perturbed problem V h,ε (t i , x i ) at each time t i and the corresponding state x i as follows. At t k+1 = T we set V h,ε (T, x T ) = Φ(x T ), and then, proceeding backwards in time,
This construction can be carried out for every t ∈ [0, T ] and the resulting points t i = t + ih 2 , thus defining a function V h,ε : [0, T ] × Ê n → Ê which satisfies the relation
If t ∈ (T −h 2 , T ) we replace t+h 2 with T in the above equation. The function V h,ε (t, x) represents the optimal value of the perturbed problem starting at time t from the state x and proceeding with piecewise constant controls and perturbations on intervals of length h 2 (except, perhaps, the last one, which ends at T ). Let us stress that the perturbations are treated as additional controls in this construction. We now present a number of useful estimates from Krylov [22] .
Lemma 4.4.
For t ∈ [0, T ), x, y ∈ R n , andᾱ ∈ U t h , denote by X t,x;ᾱ,β s the solution of (17) and by X t,x;ᾱ s the solution of (6) , with the initial state x ∈ R n at time t. Then
for N > 0 depending on
The proof is by using Theorem 2.5.9 in [23] . These estimates can be used to derive the following bounds.
Lemma 4.5. A constant N exists, depending on (K, d, n) only, such that:
, and x, y ∈ Ê n , we have V h,ε (t, x)− V h,ε (r, y) ≤ N e N T (|x−y|+|t−r| 1 2 ).
Proof. For fixedᾱ,β, recall that
By standard estimates for BSDE and Lemma 4.4, we have with some γ > 0 depending on (K, d, n),
The first assertion follows. For (ii), we observe that
h,ε (r, y) .
Similar to the proof for (i), by applying the second and third inequalities of Lemma 4.4, we have
which implies the postulated estimates.
Mollification of the Value Function
We now introduce an integral transformation of the value function. We take a non-negative function ϕ ∈ C ∞ (B) with B ϕ(τ, ζ) dτ dζ = 1, called a mollifier. For ε > 0, we re-scale the mollifier as ϕ ε (τ, ζ) = ε −n−2 ϕ(τ /ε 2 , ζ/ε), and we introduce the following notation of the convolution of the function V h,ε with the re-scaled mollifier:
where t ∈ [0, T − ε 2 ] and x ∈ Ê n . We shall need an estimate of the seminorm V h,ε 2,1 defined as follows:
In the formula above, we use D x and D 2 xx to denote the gradient and the Hessian matrix, and the supremum is always over (t, x), (s, y)
Proof. By elementary properties of the convolution,
Thus, due to Lemma 4.
We can thus increase N to write for all ε > 0 the inequality
Similarly, after redefining N in an appropriate way,
The last expression is less than N e N T ε −2 |t − s|
Hence the inequality in question holds for all t, s ∈ [0, T ]. In the same way one gets that
This proves the first inequality in the assertions.
To prove the second one, we notice that Lemma 4.5 yields
We can thus adjust N , if needed, to establish the second estimate for all ε > 0.
We can now establish a dynamic programming bound for the mollified value function.
Lemma 5.2. Suppose Assumptions 2.7 and 4.2 are satisfied. Then for all
, and all α ∈ U we have
where N is a constant independent on h, ε, and T .
Proof. Fixing β = (τ, ζ) on the right hand side of (21), for every α ∈ U we obtain the inequality Since t ≤ T − ε 2 − h 2 , we can substitute t − ε 2 τ for t and x − εζ for x. We obtain
By virtue of Theorem 2.8, the risk measure ρ t,t+h 2 [·] is subadditive, and thus
The last term on the right hand side of (26) can be equivalently bounded by using the dual representation of the risk measure ρ t,t+h 2 [·]. We can thus write the following chain of relations:
Owing to Corollary 2.10 and Lemma 5.1(ii), we obtain the estimate
Substitution for the last term in (26) yields
We now multiply both sides of (27) by ϕ(τ, ζ) and integrate over B. By changing the order of integration in the expected value term of (27) we observe that
Other terms on the right hand side of (27) do not depend on (τ, ζ) and thus (25) follows.
Accuracy of the Approximation
We can now investigate the effect of the size of the discretization interval, h 2 , on the accuracy of the value function approximation. For simplicity of presentation, we write σ α (s, x) for σ(s, x, α) and c α (s, x) for c(s, x, α)
, and all u(·) ∈ U we have:
Proof. For any u(·) ∈ U , we apply Itô formula to w(s, X t,x;u s ):
t,x;u s ) ds from both sides and evaluation of the risk on both sides yields
The risk measure on the right hand side of (30) is the solution of the following backward stochastic differential equation: (30) is zero. Using the translation property on the left hand side of (30), we obtain
This is the same as (28).
The integral in (29) can be bounded by the following lemma.
where the constant N does not depend on h, ε, and T .
Proof. By Lemma 5.2, for every α ∈ U we have
Using the translation property of ρ t,t+h 2 , we obtain the inequality:
, we can evaluate the difference V h,ε t + h 2 , X t,x;α t+h 2 − V h,ε (t, x) by Itô formula between t and t + h 2 :
Substitution into the previous inequality yields:
(32) The evaluation of the risk measure amounts to solving the following backward stochastic differential equation: We can thus write the inequality
The last two terms can be bounded by N e N T h 3 /ε 2 , owing to Assumption 4.2 and Lemma 5.1. Combining this inequality with (32) and dividing by h 2 , we conclude that for all α ∈ U the estimate (31) is true.
We are now ready to prove the main theorem of this section. 
where the constant N depends only on (K, n, d).
Proof. We set ε = h In the above estimate we also used the fact that the solution of the forward-backward system (6)- (9) is Lipschitz in the initial condition [26] . The same reasoning works for V u h , and thus We can, therefore, for some constant N write the inequality
The optimization over u will not make it worse, and thus our assertion is true for these t.
Step 2: Consider t ∈ [0, T − h 2 − ε 2 ]. By Lemma 6.1, for all u(·) ∈ U on [t, T − h 2 − ε 2 ], we have , u s ) ds
t,x,u T −h 2 −ε 2 ) + N T e N T ε + h ε 2 + 4N e N T ε.
In view of the inequality established in Step 1, using ε = h 
(33)
Step 3: We apply the dynamic programming equation (12) to the right hand side of (33) as required.
