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A New Family of High-Resolution
Multivariate Spectral Estimators
Mattia Zorzi
Abstract—In this paper, we extend the Beta divergence family
to multivariate power spectral densities. Similarly to the scalar
case, we show that it smoothly connects the multivariate Kullback-
Leibler divergence with the multivariate Itakura-Saito distance.
We successively study a spectrum approximation problem, based
on the Beta divergence family, which is related to a multivariate
extension of the THREE spectral estimation technique. It is then
possible to characterize a family of solutions to the problem. An
upper bound on the complexity of these solutions will also be
provided. Finally, we will show that the most suitable solution
of this family depends on the specific features required from the
estimation problem.
Index Terms—Generalized covariance extension problem,
Spectrum approximation problem, Structured covariance esti-
mation problem, Beta divergence, Convex optimization
I. INTRODUCTION
The recent development of THREE-like approaches to mul-
tivariate spectral estimation has triggered a renewed interest
for multivariate distance measures (or simply divergence in-
dexes) among (power) spectral densities, [1]. In the THREE
approach, the output covariance of a bank of filters is used
to extract information on the input spectral density. More
precisely, the family of spectral densities matching the output
covariance matrix is considered and a spectrum approximation
problem, which “chooses” an estimate of the input spectral
density in this family, is then employed. The choice criterium
is based on finding the spectral density which minimizes a
divergence index with respect to an a priori spectral density.
Note that, the problem of parameterizing the family of feasible
spectral densities may be viewed as a generalized covariance
extension problem [2], [3], [4] [5], [6], [7]. The key feature
for these estimators concerns the high resolution achievable
in prescribed frequency bands, in particular with short data
records. Significant applications to these methods can be found
in H∞ robust control [8],[9], biomedical engineering [10], and
modeling and identification [11], [12], [13].
The most delicate issue for this theory deals with the choice
of the divergence index. In fact, the corresponding solution
to the spectrum approximation problem (that heavily depends
on the divergence index) must be computable and possibly
with bounded McMillan degree. Accordingly, it is important
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to have many different indexes available in such a way to
choose the most appropriate index in relation to the specific
application. The THREE estimator, introduced by Byrnes,
Georgiou and Lindquist in [14], has been extended to the mul-
tichannel case by suggesting different multivariate divergence
indexes, [15], [16], [17]. In particular, Georgiou introduced a
multivariate version of the Kullback-Leibler divergence, [15],
which has been frequently used within information theory, and
a multivariate extension of the Itakura-Saito distance has been
recently presented by Ferrante et al., [17]. The latter metric
has an interpretation in terms of relative entropy rate among
processes. Finally, it is worth noting that the output covariance
is not available in a THREE-like spectral estimation method.
Indeed, we need to estimate it by using a collection of sample
data generated by feeding the filters bank with the signal
whose spectral density is to be estimated. Moreover, the family
of spectral densities matching the estimated output covariance
must be non-empty. This covariance estimation task is accom-
plished by solving a structured covariance estimation problem,
[18], [19]. Therefore, a THREE-like spectral estimation pro-
cedure consists in solving a structured covariance estimation
problem and then a spectrum approximation problem.
The main results of this paper are three. Firstly, we extend
to the multivariate case the Beta divergence family (introduced
for the scalar case in [20]) which smoothly connects the
Kullback-Leibler divergence with the Itakura-Saito distance.
It is worth mentioning that the Beta divergence family for
scalar spectral densities has been widely used in many appli-
cations: Robust principal component analysis and clustering
[21], robust independent component analysis [22], and robust
nonnegative matrix and tensor factorization [23], [24].
Secondly, we consider a spectrum approximation problem
which employs the multivariate Beta divergence family. It
turns out that it is possible to characterize a family of solutions
to the problem with bounded McMillan degree. Moreover, the
limit of the family coincides to the solution obtained by using
the Kullback-Leibler divergence.
Finally, we tackle the related structured covariance estima-
tion problem which can be viewed as the static version of the
previous spectrum approximation problem. Also in this case, a
Beta matrix divergence family for covariance matrices, leading
to a family of solutions to the structured covariance estimation
problem, may be introduced.
The paper is outlined as follows. Section II introduces
THREE-like spectral estimation methods. Section III presents
the new extension to the multivariate case of the Beta di-
vergence family. In Section IV the corresponding spectrum
approximation problem is introduced. More precisely, we
derive the solution thanks to the means of the convex optimiza-
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tion. In Section V a non trivial existence result for the dual
problem is established. Then, in Section VI a matricial Newton
algorithm to efficiently solve the dual problem is presented.
In Section VII some comparative examples are given: We test
the different features of the found solutions. Section VIII is
devoted to the estimation of structured covariance matrices by
using the Beta matrix divergence family. Finally, in Section
IX we propose an application to the estimation of multivariate
spectral densities which employs the resulting THREE-like
estimator. Moreover, we also draw the different application
scenarios for this family of estimators.
II. THREE-LIKE SPECTRAL ESTIMATION
Let us consider an unknown zero mean, m-dimensional,
Rm-valued, purely non-deterministic, full-rank, stationary pro-
cess y = {yk; k ∈ Z} with spectral density Ω(ejϑ) defined
on the unit circle T. Assume that the a priori information
on Ω is given by a prior spectral density Ψ ∈ Sm+ (T).
Here, Sm+ (T) denotes the family of Cm×m-valued spectral
density functions on T which are bounded and coercive, i.e.
Ψ ∈ Sm+ (T) if there exist two constants µ1 ≥ µ2 > 0
such that µ2I ≤ Ψ(ejϑ) ≤ µ1I on T. Then, a finite-length
data y1 . . . yN generated by y is observed. We want to find
an estimate Φ ∈ Sm+ (T) of Ω by using Ψ and y1 . . . yN .
This spectral estimation task is accomplished by employing
a THREE-like approach which hinges on the following four
elements:
1) A prior spectral density Ψ ∈ Sm+ (T);
2) A rational filter to process the data
G(z) = (zI −A)−1B, (1)
where A ∈ Rn×n is a stability matrix, B ∈ Rn×m is
full rank with n > m, and (A,B) is a reachable pair;
3) An estimate Σˆ, based on the data y1 . . . yN , of the steady
state covariance Σ = ΣT > 0 of the state xk of the filter
xk+1 = Axk +Byk;
4) A divergence index S between two spectral densities.
According to the THREE-like approach, an estimate Φ ∈
Sm+ (T) of Ω is given by solving the problem1:
minimize S(Φ‖Ψ) over the set{
Φ ∈ Sm+ (T) |
∫
GΦG∗ = Σˆ
}
. (2)
Note that Ψ is generally not consistent with Σˆ, i.e.
∫
GΨG∗ 6=
Σˆ. Hence, we have a spectrum approximation problem. The
parametrization of all spectral densities satisfying constraint
in (2) may be viewed as a generalized moment problem. For
instance, the covariance extension problem may be recovered
by setting
G(z) =
[
z−nIm . . . z−1Im
]T
. (3)
1Here and throughout the paper, integration, when not otherwise specified,
is on the unit circle with respect to the normalized Lebesgue measure.
Moreover, a star denotes transposition plus conjugation.
In this case, the state covariance has a block Toeplitz structure:
Σ =

Σ0 Σ1 Σ2 . . . Σn−1
ΣT1 Σ0 Σ1
. . . Σn−2
ΣT2
. . . . . . . . . . . .
ΣTn−1 Σ
T
n−2
. . . . . . Σ0
 , Σl = E[ykyTk+l].
A. Feasibility of the problem
The first issue arising with the previous spectrum approx-
imation problem concerns its feasibility, i.e. the existence of
Φ ∈ Sm+ (T) satisfying the constraint in (2) for a given Σˆ.
To deal with this issue, we first introduce some notation:
Qn ⊂ Rn×n denotes the n(n + 1)/2-dimensional real vector
space of n-dimensional symmetric matrices and Qn,+ denotes
the corresponding cone of positive definite matrices. We
denote as V(Sm+ ) the linear space generated by Sm+ (T). Finally,
we introduce the linear operator
Γ : V(Sm+ )→ Qn
Φ 7→
∫
GΦG∗.
We will see in Section V that the range of Γ, denoted by
Range Γ, can be profitably exploited for the analysis of the
dual problem of the above spectrum approximation problem.
In [25] (see also [16]), it was shown that a matrix P ∈ Qn
belongs to Range Γ if and only if there exists H ∈ Rm×n
such that
P −APAT = BH +HTBT . (4)
An equivalent condition, [18], is that the kernel of the linear
operator
V : Qn → Qn
Q 7→ Π⊥B(Q−AQAT )Π⊥B (5)
contains P , namely V (P ) = 0. Here, Π⊥B := I −
B(BTB)−1BT . It turns out that the spectrum approximation
problem is feasible if and only if Σˆ ∈ Range Γ ∩ Qn,+,
[25],[16]. Let x1 . . . xN be the output data generated by
feeding the filters bank with the finite-length data y1 . . . yN .
An estimate of Σ is therefore given by the sample covariance
matrix ΣˆC := 1N
∑N
k=1 xkx
T
k which is normally positive
definite. It may not, however, belong to Range Γ. Accordingly,
we need to compute a new estimate Σˆ ∈ Range Γ which
is positive definite and “close” to the estimate ΣˆC . Hence,
we have to solve a structured covariance estimation problem
which lead us to consider the following optimization task.
Problem 1: Given ΣˆC > 0,
minimize D(P‖ΣˆC) over the set
{P ∈ Qn,+ | V (P ) = 0} .
Here, D is a suitable divergence index among (positive
definite) covariance matrices. Furthermore, by choosing D
convex with respect to P , Problem 1 can be efficiently solved
by means of convex optimization. For instance, in [18] the
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information divergence among two Gaussian densities with
covariance P and Q, respectively, [26], has been considered:
DI(P‖Q) := 1
2
tr[log(Q)− log(P ) + PQ−1 − I]. (6)
Another approach characterizes Σ in terms of the filter param-
eters and the sequence of the covariance lags of y, [19]. Once
we have Σˆ in such a way that the spectrum approximation
problem is feasible, we can replace G with G = Σˆ−
1
2G
and (A,B) with (A = Σˆ−
1
2AΣˆ
1
2 , B = Σˆ−
1
2B). Thus, the
constraint may be rewritten as
∫
G¯ΦG¯∗ = I . Accordingly,
from now on we assume that the spectrum approximation
problem in (2) is feasible and we consider the following
equivalent formulation.
Problem 2: Given Ψ ∈ Sm+ (T) and G(z) = (zI − A)−1B
such that I ∈ Range Γ,
minimize S(Φ‖Ψ) over the set{
Φ ∈ Sm+ (T) |
∫
GΦG∗ = I
}
. (7)
B. Choice of the divergence index
A divergence index among spectral densities in Sm+ (T) must
satisfy the following basic property for all Φ,Ψ ∈ Sm+ (T):
S(Φ‖Ψ) ≥ 0
S(Φ‖Ψ) = 0 if and only if Φ = Ψ. (8)
Moreover, the corresponding Problem 2 should lead to a
computable solution, by typically solving the dual optimization
problem. In [15], a Kullback-Leibler divergence for multivari-
ate spectral densities with the same trace of the zeroth-moment
has been introduced
SKL0(Φ‖Ψ) =
∫
tr[Φ(log(Φ)− log(Ψ))] (9)
where log(·), whose definition will be given in Section III-B,
is the matrix logarithm. This divergence is inspired by the
Umegaki-von Neumann’s relative entropy [27] of statistical
quantum mechanics. Moreover, (9) may be readily extended
to the general case, see [28] for the scalar case,
SKL(Φ‖Ψ) =
∫
tr[Φ(log(Φ)− log(Ψ))− Φ + Ψ] (10)
and SKL0(Φ‖Ψ) = SKL(Φ‖Ψ) when
∫
tr Φ =
∫
tr Ψ.
However, the resulting solution to the spectrum approxima-
tion problem is generically non-rational. On the contrary, by
considering the multivariate extension of the Itakura-Saito
distance
SIS(Φ‖Ψ) =
∫
tr[log(Ψ)− log(Φ) + ΦΨ−1 − I],
the solution is rational when Ψ is rational, [17]. We will show
in the following section that the divergence indexes (10) and
(11) belongs to the same multivariate Beta divergence family.
Moreover, this family leads, under a suitable choice of Ψ, to
a family of solutions to the spectrum approximation problem.
Observe that, it is also possible to rewrite Problem 2 by
considering SKL(Ψ‖Φ). The resulting solution is, however,
only computable when y is a scalar process [14],[29], or Ψ =
I , [5], [30], [15]. Finally, we mention that there exists another
multivariate distance, called Hellinger distance, which gives a
rational solution to Problem 2, [16].
III. BETA DIVERGENCE FAMILY FOR SPECTRAL DENSITIES
In this section we extend the notion of Beta divergence
(family) for scalar spectral densities, firstly introduced in
[20] and [22], to the multivariate case. All the proofs of the
propositions stated in this section are placed in Appendix B.
A. Scalar case
We recall the definition of the scalar Beta divergence by
adopting the same notation employed in [28]. First of all, we
need to introduce the following function
logc : R+ × R+→ R
(x, y)7→
 11−c
((
x
y
)1−c
− 1
)
, c ∈ R \ {1}
log(x)− log(y), c = 1
which is referred to as generalized logarithm discrepancy
function throughout the paper. Notice that logc is a continuous
function of real variable c and logc(x, y) = 0 if and only if
x = y. The (asymmetric) Beta divergence between two scalar
spectral densities Φ,Ψ ∈ S1+(T) is defined by
Sβ(Φ‖Ψ) := − 1
β
∫ (
Φβ log 1
β
(
Ψβ ,Φβ
)
+ Φβ −Ψβ
)
=
∫ (
1
β − 1
(
Φβ − ΦΨβ−1)− 1
β
(Φβ −Ψβ)
)
where the parameter β is a real number. For β = 0 and β = 1,
it is defined by continuity in the following way
lim
β→0
Sβ(Φ‖Ψ) = SIS(Φ‖Ψ)
lim
β→1
Sβ(Φ‖Ψ) = SKL(Φ‖Ψ),
where SIS and SKL are the scalar versions of (11) and (10),
respectively. Moreover, the Beta divergence is a continuous
function of real variable β in the whole range including
singularities. Thus, it smoothly connects the Itakura-Saito
distance with the Kullback-Leibler divergence. Since property
(8) is satisfied, Sβ is a divergence index. Finally, Sβ is always
strictly convex in the first argument, but is often not in the
second argument.
B. Multivariate case
Likewise to the scalar case, we start by introducing the
generalized multivariate logarithm discrepancy. To this aim,
recall that the exponentiation of a positive definite matrix
X to an arbitrary real number c, is defined as Xc :=
Udiag(dc1, . . . , d
c
m)U
T where X := Udiag(d1, . . . , dm)UT
is the usual spectral decomposition with U orthogonal, i.e.
UUT = I , and diag(d1, . . . , dm) > 0 diagonal matrix.2 We
2It is also possible to take the exponentiation of positive semidefinite
matrices when c 6= 0.
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are now ready to extend the definition of generalized logarithm
discrepancy to the multivariate case
logc : Qm,+ ×Qm,+→ Rm×m
(X,Y ) 7→
{
1
1−c
(
X1−cY c−1 − I) , c ∈ R \ {1}
log(X)− log(Y ), c = 1 (11)
where log(X) = Udiag(log(d1), . . . , log(dm))UT is the ma-
trix logarithm of X .
Proposition 3.1: The generalized multivariate logarithm
discrepancy is a continuous function of real variable c in the
whole range. Moreover, logc(X,Y ) = 0 if and only if X = Y .
The exponentiation of a spectral density Φ(ejϑ) ∈ Sm+ (T) to
an arbitrary real number c is pointwise defined by using the
previous spectral decomposition:
Φ(ejϑ)c = U(ejϑ)diag(d1(e
jϑ)c, . . . , dm(e
jϑ)c)U(ejϑ)T
(12)
where Φ(ejϑ) = U(ejϑ)diag(d1(ejϑ), . . . , dm(ejϑ))U(ejϑ)T
with U(ejϑ) ∈ Lm×m∞ (T) such that U(ejϑ)U(ejϑ)T = I .
Observe that Φc belongs to Sm+ (T). We are now ready to in-
troduce the multivariate (asymmetric) Beta divergence among
Φ,Ψ ∈ Sm+ (T):
Sβ(Φ‖Ψ) := − 1
β
∫
tr
[
Φβ log 1
β
(
Ψβ ,Φβ
)
+ Φβ −Ψβ
]
=
∫
tr
[
1
β − 1(Φ
β − ΦΨβ−1)− 1
β
(Φβ −Ψβ)
]
(13)
where β ∈ R \ {0, 1}. Similarly to the scalar case, we can
extend by continuity the definition of Beta divergence for β =
0 and β = 1.
Proposition 3.2: The following limits hold:
lim
β→0
Sβ(Φ‖Ψ) = SIS(Φ‖Ψ)
lim
β→1
Sβ(Φ‖Ψ) = SKL(Φ‖Ψ).
In view of Proposition 3.1 and Proposition 3.2, we conclude
that the multivariate Beta divergence is a continuous function
of real variable β in the whole range including singularities
and it smoothly connects the multivariate Itakura-Saito dis-
tance with the multivariate Kullback-Leibler divergence.
Remark 3.1: For β = 2, the Beta divergence corresponds,
up to a constant scalar factor, to the standard squared Eu-
clidean distance (L2-norm)
SL2(Φ‖Ψ) =
∫
〈Φ−Ψ,Φ−Ψ〉
where 〈X,Y 〉 = tr(XY ) is the usual scalar product in Qm.
Finally, the multivariate Beta divergence satisfies condition (8).
Proposition 3.3: Given Φ,Ψ ∈ Sm+ (T), the following facts
hold:
1) Sβ(·‖Ψ) is strictly convex over Sm+ (T),
2) Sβ(Φ‖Ψ) ≥ 0 and equality holds if and only if Ψ = Φ.
Note that Sβ(Φ‖·) is not convex on Sm+ (T) (not even in the
scalar case).
IV. SPECTRUM APPROXIMATION PROBLEM
Since the Beta divergence is well-defined for β ∈ R,
we choose β = − 1ν + 1 with ν ∈ N+3, and we defineSν(Φ‖Ψ) := Sβ(Φ‖Ψ) with β = − 1ν + 1. Moreover, here and
in the remainder part of the paper we assume that Ψ(z)
1
ν is a
rational matrix function. The aim of this section and Section
V is to prove the following statement.
Theorem 4.1: Given Ψ ∈ Sm+ (T) such that Ψ(z)
1
ν is ratio-
nal, and G(z) such that I ∈ Range Γ, the problem
minimize Sν(Φ‖Ψ) over
{
Φ ∈ Sm+ (T) |
∫
GΦG∗ = I
}
(14)
always admits a unique solution when ν ∈ N+. Moreover,
such a solution is rational with McMillan degree less than or
equal to ν(deg[Ψ
1
ν ] + 2n).
Since (14) is a constrained convex optimization problem,
we consider the corresponding Lagrange functional
Lν(Φ,Λ)
= Sν(Φ‖Ψ) + ν
1− ν
∫
tr(Ψ
ν−1
ν ) +
〈∫
GΦG∗ − I,Λ
〉
=
∫
tr
[
−ν(Φ ν−1ν − ΦΨ− 1ν ) + ν
1− νΦ
ν−1
ν +G∗ΛGΦ
]
− tr[Λ]
where we exploited the fact that the term
∫
tr[Ψ
ν−1
ν ] plays
no role in the optimization problem. Note that, the Lagrange
multiplier Λ ∈ Qn can be uniquely decomposed as Λ = ΛΓ +
Λ⊥ where ΛΓ ∈ Range Γ, Λ⊥ ∈ [Range Γ]⊥. Since Λ⊥ is
such that G∗(ejϑ)Λ⊥G(ejϑ) ≡ 0 and tr[Λ⊥] = 〈Λ⊥, I〉 = 0
(see [31, Section III]), it does not affect the Lagrangian, i.e.
Lν(Φ,Λ) = Lν(Φ,ΛΓ). Accordingly we can impose from
now on that Λ ∈ Range Γ.
Consider now the unconstrained minimization problem
min
Φ
{
Lν(Φ,Λ) | Φ ∈ Sm+ (T)
}
. Since Lν(·,Λ) is strictly con-
vex over Sm+ (T), its unique minimum point Φν is given by an-
nihilating its first variation in each direction δΦ ∈ Lm×m∞ (T):
δLν(Φ,Λ; δΦ)
=
∫
tr
[(
ν(Ψ−
1
ν − Φ− 1ν ) +G∗ΛG
)
δΦ
]
(15)
where we exploited (18). Note that, ν(Ψ−
1
ν −Φ− 1ν )+G∗ΛG ∈
Lm×m∞ (T). Thus, (15) is zero ∀δΦ ∈ Lm×m∞ (T) if and only if
Φ−
1
ν = Ψ−
1
ν +
1
ν
G∗ΛG.
Since Φ−
1
ν ∈ Sm+ (T), the set of the admissible Lagrange
multipliers is
Lν :=
{
Λ ∈ Qn | Ψ− 1ν + 1
ν
G∗ΛG > 0 on T
}
.
Therefore, the natural set for Λ is
LΓν = Lν ∩ Range Γ.
3N+ denotes the set of the positive natural numbers.
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In conclusion, the unique minimum point of the Lagrange
functional has the form
Φν(Λ) :=
(
Ψ−
1
ν +
1
ν
G∗ΛG
)−ν
. (16)
Proposition 4.1: If Φν is a minimizer of Problem 2, then it
is a rational matrix function with McMillan degree less than
or equal to ν(deg[Ψ
1
ν ] + 2n). Moreover, the following facts
hold:
1) If Ψ is constant then, among all the spectral density
Φν with ν ∈ N+, the spectral density with the smallest
upper bound on the McMillan degree corresponds to the
Itakura-Saito distance
2) As ν → +∞, Φν tends to the spectral density corre-
sponding to the Kullback-Leibler divergence.
Proof: Since both Ψ
1
ν and G are rational matrix functions
and ν is an integer, then also Φν is rational. Moreover, in view
of (16), deg[Φν ] ≤ ν(deg[Ψ 1ν ]+2n) where n is the McMillan
degree of G(z).
1) Since Ψ is constant, we get deg[Φν ] ≤ ν2n with ν ∈ N+.
Thus, the spectral density with the smallest upper bound on
the McMillan degree is attained for ν = 1, i.e. β = 0,
which is the optimal form related to SIS(Φ‖Ψ). Note that,
Φ1(Λ) = (Ψ
−1 +G∗ΛG)−1, which is the same optimal form
found in [17] for the multivariate Itakura-Saito distance.
2) Firstly, it is possible to show that the optimal form ob-
tained by using the Kullback-Leibler divergence is ΦKL(Λ) =
elog(Ψ)−G
∗ΛG which is a straightforward generalization of
the optimal form for SKL0 presented in [15]. We want to
show that Φν → ΦKL as ν → +∞. Let us consider the
function F (λ) := log(Ψ−λ + λG∗ΛG) with λ ∈ R such that
Ψ−λ+λG∗ΛG > 0 on T. Its first order Taylor expansion with
respect to λ = 0 is Ψ−λ + λG∗ΛG− I . Accordingly,
lim
ν→+∞ ν log
(
Ψ−
1
ν +
1
ν
G∗ΛG
)
= lim
ν→+∞
Ψ−
1
ν − I
ν−1
+G∗ΛG = − log(Ψ) +G∗ΛG
where we exploited (30) and the previous Taylor expansion.
Finally,
lim
ν→+∞Φν(Λ) = limν→+∞ e
log
((
Ψ−
1
ν + 1νG
∗ΛG
)−ν)
= lim
ν→+∞ e
−ν log
(
Ψ−
1
ν + 1νG
∗ΛG
)
= e
− lim
ν→+∞
ν log
(
Ψ−
1
ν + 1νG
∗ΛG
)
= elog(Ψ)−G
∗ΛG = ΦKL(Λ).
In the light of Proposition 4.1, there always exists a unique
(up to a right-multiplication by a constant orthogonal matrix)
stable and minimum phase rational spectral factor W such
that Ψ(ejϑ)
1
ν = W (ejϑ)W (ejϑ)∗. By defining G1(ejϑ) =
1√
ν
G(ejϑ)W (ejϑ), we obtain an equivalent form of (16):
Φν(Λ) =
(
W (I +G∗1ΛG1)
−1W ∗
)ν
.
In this section we showed that Φν(Λ) is the unique mini-
mum point of Lν(·,Λ), namely
Lν(Φν(Λ),Λ) < Lν(Φ,Λ), ∀Φ ∈ Sm+ (T)
s.t. Φ 6= Φν(Λ), Λ ∈ LΓν . (17)
Hence, if we produce Λ◦ ∈ LΓν such that Φν(Λ◦) is satisfying
the constraint in (7), inequality (17) implies
Sν(Φν(Λ◦)‖Ψ) ≤ Sν(Φ‖Ψ), ∀Φ ∈ Sm+ (T) s.t.
∫
G∗ΦG = I
and equality holds if and only if Φ = Φν(Λ◦), namely such
a Φν(Λ◦) is the unique solution to Problem 2 with Sν . The
following step consists in showing the existence of such a Λ◦
by using the duality theory.
V. DUAL PROBLEM
Here, we deal with the case ν ∈ N+ \ {1}, since the
existence of the solution to the dual problem for ν = 1
was already showed in [17]. The dual problem consists in
maximizing the functional
inf
Φ
Lν(Φ,Λ) = Lν(Φν ,Λ)
=
ν
1− ν
∫
tr
[(
Ψ−
1
ν +
1
ν
G∗ΛG
)1−ν]
− tr[Λ]
where we recall that Ψ
1
ν (and thus also Ψ−
1
ν ) is by assumption
a rational matrix function. Hence, it is equivalent to minimize
the following functional hereafter referred to as dual func-
tional:
Jν(Λ) = − ν
1− ν
∫
tr
[(
Ψ−
1
ν +
1
ν
G∗ΛG
)1−ν]
+ tr[Λ].
Theorem 5.1: The dual functional Jν belongs to C∞(LΓν )
and it is strictly convex over LΓν .
Proof: In order to prove the statement, we need the
following first variation of the map X 7→ tr[Xc] (further
details may be found in Appendix A):
δ(tr[Xc]; δX) = c tr[Xc−1δX]. (18)
The first variation of Jν(Λ) in direction δΛ1 ∈ Qn is
δJν(Λ; δΛ1)
= −
∫
tr
[(
Ψ−
1
ν +
1
ν
G∗ΛG
)−ν
G∗δΛ1G
]
+ tr[δΛ1]
= −
∫
tr
[(
W (I +G∗1ΛG1)
−1W ∗
)ν
G∗δΛ1G
]
+ tr[δΛ1]. (19)
The linear form ∇Jν,Λ(·) := δJν(Λ; ·) is the gradient of Jν
at Λ. In order to prove that Jν(Λ) ∈ C1(LΓν ) we have to show
that δ(Jν(Λ); δΛ1), for any fixed δΛ1, is continuous in Λ. To
this aim, consider a sequence Mn ∈ Range Γ such that Mn →
0 and define QN (z) = W (z)(I + G1(z)∗NG1(z))−1W (z)∗
with N ∈ Qn. By Lemma 5.2 in [31] and since W is bounded
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on T, QΛ+Mn converges uniformly to QΛ. Thus, applying
elementwise the bounded convergence theorem, we obtain
lim
n→∞
∫
GQνΛ+MnG
∗ =
∫
GQνΛG
∗.
Accordingly, δ(Jν(Λ); δΛ) is continuous, i.e. Jν belongs to
C1(LΓν ). In order to compute the second variation, notice that
QΛ =
(
Ψ−
1
ν + 1νG
∗ΛG
)−1
and its first variation in direction
δΛ ∈ Qn is
δQΛ;δΛ = −1
ν
QΛG
∗δΛGQΛ.
Furthermore, consider the operator I : A 7→ Aν . By applying
the chain rule, we get
δ(I(A); δA) =
ν∑
l=1
Al−1δAAν−l.
Since
δJν(Λ; δΛ1) = −
∫
tr [QνΛG
∗δΛ1G] + tr[δΛ1],
the second variation of Jν in direction δΛ1, δΛ2 ∈ Qn is
δ2Jν(Λ; δΛ1, δΛ2)
= −
ν∑
l=1
∫
tr
[
Ql−1Λ δQΛ;δΛ2Q
ν−l
Λ G
∗δΛ1G
]
=
1
ν
ν∑
l=1
∫
tr
[
QlΛG
∗δΛ2GQν+1−lΛ G
∗δΛ1G
]
.(20)
The bilinear form Hν,Λ(·, ·) = δ2Jν(Λ; ·, ·) is the Hessian of
Jν at Λ. The continuity of δ2Jν can be established by using
the previous argumentation. In similar way, we can show that
Jν has continuous directional derivatives of any order, i.e.
Jν ∈ Ck(LΓν ) for any k. Finally, it remains to be shown that
Jν is strictly convex on the open set LΓν . Since Jν ∈ C∞(LΓν ),
it is sufficient to show that HΛ(δΛ, δΛ) ≥ 0 for each
δΛ ∈ Range Γ and equality holds if and only if δΛ = 0.
Since ν > 0 and the trace of integrands in (20) is positive
semidefinite when δΛ1 = δΛ2, we have HΛ(δΛ, δΛ) ≥ 0. If
HΛ(δΛ, δΛ) = 0, then G∗δΛG ≡ 0 namely δΛ ∈ [Range Γ]⊥
(see [31, Section III]). Since δΛ ∈ Range Γ, it follows that
δΛ = 0. In conclusion, the Hessian is positive definite and
the dual functional is strictly convex on LΓν .
In view of Theorem 5.1, the dual problem
min
Λ
{
Jν(Λ) | Λ ∈ LΓν
}
admits at most one solution Λ◦.
Since LΓν is an open set, such a Λ◦ (if it does exist)
annihilates the first directional derivative (19) for each
δΛ ∈ Qn〈
I −
∫
G
(
Ψ−
1
ν +
1
ν
G∗Λ◦G
)−ν
G∗, δΛ
〉
= 0 ∀δΛ ∈ Qn
or, equivalently,
I =
∫
G
(
Ψ−
1
ν +
1
ν
G∗Λ◦G
)−ν
G∗ =
∫
GΦν(Λ
◦)G∗.
This means that Φν(Λ◦) ∈ Sm+ (T) satisfies the constraint in
(7) and Φν(Λ◦) is therefore the unique solution to Problem 2.
The next step concerns the existence issue for the dual
problem. Although the existence question is quite delicate,
since set LΓν is open and unbounded, we will show that a Λ◦
minimizing Jν over LΓν does exist.
Theorem 5.2: Let ν ∈ N+ \ {1}, then the dual functional
Jν has a unique minimum point in LΓν .
Proof: Since the solution of the dual problem (if it
does exist) is unique, we only need to show that Jν takes a
minimum value on LΓν . First of all, note that Jν is continuous
on LΓν , see Theorem 5.1. Secondly, we show that tr[Λ] is
bounded from below on LΓν . Since Problem 2 is feasible, there
exists ΦI ∈ Sm+ (T) such that
∫
GΦIG
∗ = I . Thus,
tr[Λ] = tr
[∫
GΦIG
∗Λ
]
= tr
[∫
G∗ΛGΦI
]
.
Defining α = −ν tr ∫ Ψ− 1ν ΦI , we obtain
tr[Λ] = ν tr
[∫ (
Ψ−
1
ν +
1
ν
G∗ΛG
)
ΦI
]
+ α.
Since Ψ−
1
ν + 1νG
∗ΛG is positive definite on T for Λ ∈ LΓν ,
there exists a right spectral factor ∆ such that Ψ−
1
ν +
1
νG
∗ΛG = ∆∗∆. Moreover, ΦI is a coercive spectrum,
namely there exists a constant µ > 0 such that ΦI(ejϑ) ≥ µI ,
∀ ejϑ ∈ T. Starting from the fact that the trace and the integral
are monotonic functions, we get
tr[Λ] = ν tr
[∫
∆ΦI∆
∗
]
+ α ≥ νµ tr
[∫
∆∆∗
]
+ α
= νµ tr
[∫
Ψ−
1
ν +
1
ν
G∗ΛG
]
+ α > α (21)
where we have used the fact that
∫
tr
[
Ψ
1
ν + 1νG
∗ΛG
]
> 0
when Λ ∈ LΓν . Finally, notice that Jν(0) = − ν1−ν
∫
tr[Ψ
ν−1
ν ].
Accordingly, we can restrict the search of a minimum point
to the set
{
Λ ∈ LΓν | Jν(Λ) ≤ Jν(0)
}
. We now show that this
set is compact. Accordingly, the existence of the solution to
the dual problem follows from the Weierstrass’ Theorem. To
prove the compactness of the set, it is sufficient to show that:
1) lim
Λ→∂LΓν
Jν(Λ) = +∞;
2) lim
‖Λ‖→∞
Jν(Λ) = +∞.
1) Firstly, recall that Ψ(z)
1
ν is rational by assumption, thus
RΛ(z) := Ψ(z)
− 1ν + 1νG(z)
∗ΛG(z) is a rational matrix
function. Let λΛ,i(z), i = 1 . . .m, denote the eigenvalues
of RΛ(z). In view of (12), the eigenvalues of RΛ(z)1−ν are
λΛ,i(z)
1−ν . Moreover, tr(RΛ(z)1−ν) =
∑m
i=1 λΛ,i(z)
1−ν is
a rational function because RΛ(z) is a rational matrix function
and ν−1 ∈ N+. Observe that ∂LΓν is the set of Λ ∈ Range Γ
such that λΛ,i(ejϑ) ≥ 0 on T and there exists ϑ¯ and i¯ such
that λΛ,¯i(ejϑ¯) = 0. Thus for Λ → ∂LΓν , λΛ,i(z)1−ν with
i = 1 . . .m are positive on T and λΛ,¯i(z)1−ν has a pole
tending to ejϑ¯ ∈ T. Accordingly, tr[∫ R1−νΛ ] ≥ ∫ λ1−νΛ,¯i →∞
as Λ → ∂LΓν . In view of (21), we conclude that Jν(Λ) =
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− ν1−ν tr
[∫
R1−νΛ
]
+ tr[Λ]→∞ as Λ→ ∂LΓν .
2) Consider a sequence {Λk}k∈N ∈ LΓν , such that
lim
k→∞
‖Λk‖ =∞.
Let Λ0k =
Λk
‖Λk‖ . Since LΓν is convex and 0 ∈ LΓν , if Λ ∈
LΓν then ξΛ ∈ LΓν ∀ ξ ∈ [0, 1]. Therefore Λ0k ∈ LΓν for k
sufficiently large. Let η := lim inf tr[Λ0k]. In view of (21),
tr[Λ0k] =
1
‖Λk‖ tr[Λk] >
1
‖Λk‖α→ 0,
for k → ∞, so η ≥ 0. Thus, there exists a subsequence of
{Λ0k} such that the limit of its trace is equal to η. Moreover,
this subsequence remains on the surface of the unit ball ∂B ={
Λ = ΛT | ‖Λ‖ = 1} which is compact. Accordingly, it has
a subsubsequence {Λ0ki} converging in ∂B. Let Λ∞ ∈ ∂B be
its limit, thus lim
i→∞
tr[Λ0ki ] = tr[Λ
∞] = η. We now prove
that Λ∞ ∈ LΓν . First of all, note that Λ∞ is the limit of a
sequence in the finite dimensional linear space Range Γ, hence
Λ∞ ∈ Range Γ. It remains to be shown that Ψ− 1ν + 1νG∗Λ∞G
is positive definite on T. Consider the unnormalized sequence
{Λki} ∈ LΓν : We have that Ψ−
1
ν + 1νG
∗ΛkiG > 0 on T so
that 1‖Λki‖
Ψ−
1
ν + 1νG
∗Λ0kiG is also positive definite on T for
each i. Taking the limit for i → ∞, we get that G∗Λ∞G is
positive semidefinite on T so that Ψ− 1ν + 1νG
∗Λ∞G > 0 on
T. Hence, Λ∞ ∈ LΓν . Since Problem 2 is feasible, there exists
ΦI ∈ Sm+ (T) such that I =
∫
GΦIG
∗, accordingly
η = tr[Λ∞] = tr
∫
GΦIG
∗Λ∞ = tr
∫
Φ
1
2
I G
∗Λ∞GΦ
1
2
I .
Moreover, G∗Λ∞G is not identically equal to zero. In fact, if
G∗Λ∞G ≡ 0, then Λ∞ ∈ [Range Γ]⊥ and Λ∞ 6= 0 since it
belongs to the surface of the unit ball. This is a contradiction
because Λ∞ ∈ Range Γ. Thus, G∗Λ∞G is not identically
zero and η > 0. Finally, we have
lim
k→∞
Jν(Λk)
= lim
k→∞
− ν
1− ν tr
[∫ (
Ψ−
1
ν +
1
ν
G∗ΛkG
)1−ν]
+ tr[Λk] ≥ lim
k→∞
‖Λk‖ tr[Λ0k] = η lim
k→∞
‖Λk‖ =∞.
Remark 5.1: For the case ν ∈ Z such that ν < 0, (16) still
holds. Moreover, if (16) is a minimizer of Problem 2, then it
is a rational matrix function with deg[Φν ] ≤ |ν|(deg[Ψ 1ν ] +
2n). However, the dual problem may not have solution: The
minimum point for Jν(Λ) may lie on ∂LΓν , since Jν takes
finite values on the boundary of LΓν .
VI. COMPUTATION OF Λ◦
We showed that the dual problem always admits a unique
solution Λ◦ on LΓν for ν ∈ N+. In order to find Λ◦, we use the
following matricial Newton algorithm with backtracking stage
proposed in [31]:
1) Set Λ0 = I ∈ LΓν ;
2) At each iteration, compute the Newton step ∆Λi by
solving the linear equation Hν,Λi(∆Λi , ·) = −∇Jν,Λi(·)
where, once fixed Λi, ∇Jν,Λi(·) and Hν,Λi(·, ·) must be
understood as a linear and bilinear form of (19) and (20),
respectively;
3) Set t0i = 1 and let t
k+1
i = t
k
i /2 until both of the
following conditions hold:
Λi + t
k
i ∆Λi ∈ LΓν (22)
Jν(Λi + t
k
i ∆Λi) < Jν(Λi) + αt
k
i 〈∇Jν,Λi ,∆Λi〉(23)
with 0 < α < 1/2;
4) Set Λi+1 = Λi + tki ∆Λi ;
5) Repeat steps 2, 3 and 4 until ‖∇Jν,Λi(·)‖ < ε where ε
is a tolerance threshold. Then set Λ◦ = Λi.
The computation of the search direction ∆Λi is the most deli-
cate part of the procedure. The corresponding linear equation
reduces to
1
ν
ν∑
l=1
∫
GQlΛiG
∗∆ΛiGQ
ν+1−l
Λi
G∗ =
∫
GQνΛiG
∗ − I (24)
where QΛ = W (I + G∗1ΛG1)
−1W ∗. By similar argumen-
tations used in [16, Proposition 8.1], it is possible to prove
that there exists a unique solution ∆Λi ∈ Range Γ to (24).
Accordingly, we can easily compute ∆Λi in this way:
1) Compute
Y =
∫
GQνΛiG
∗ − I; (25)
2) Compute a basis {Σ1 . . .ΣM} for Range Γ from (4)
and for each Σk, k = 1 . . .M , compute
Yk =
1
ν
ν∑
l=1
∫
GQlΛiG
∗ΣkGQν+1−lΛi G
∗; (26)
3) Find {αk} such that Y =
∑
k αkYk. Then set ∆Λi =∑
k αkΣk.
Concerning the evaluation of the integrals in (23), (25) and
(26), a sensible and efficient method based on spectral fac-
torization techniques may be employed. For further details,
including the checking of condition (22), we refer to Section
VI in [31].
Finally, it is possible to prove that:
1) Jν(·) ∈ C∞(LΓν ) is strongly convex on the sublevel set
K = {Λ ∈ LΓν | Jν(Λ) ≤ Jν(Λ0)};
2) The Hessian is Lipschitz continuous in K.
The proof follows the ones in [31, Section VII] and [17,
Section VI-C] faithfully. These properties allow us to conclude
that the proposed Newton algorithm globally converges, [32,
Chapter 9]. In particular the rate of convergence is quadratic
during the last stage. In this way, the solution to Problem 2
may be efficiently computed.
VII. SIMULATIONS RESULTS - PART I
In order to test the features of the family of solutions Φν
with ν ∈ N+, we take into account the following comparison
procedure:
1) Choose a zero mean stationary process y = {yk; k ∈ Z}
with spectral density Ω ∈ Sm+ (T);
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2) Design a filters bank G(z) as in (1);
3) Choose a prior spectral density Ψ ∈ Sm+ (T) such that
Ψ
1
ν is rational
4) Set Σˆ = Σ ∈ Range Γ ∩ Qn,+, i.e. the corresponding
spectrum approximation problem is feasible;
5) Solve Problem 2 (with Sν) by means of the proposed
algorithm with the chosen Ψ and Σˆ−
1
2G(z) as filters
bank.
In the above comparison procedure we assume to know Σ.
In this way, we avoid the approximation errors introduced by
the estimation of Σ from the finite-length data y1 . . . yN . As
noticed in Section II, Ψ incorporates the a priori information
on y. More specifically, Ψ is designed by using some given
partial information on y (e.g. its zeroth moment), or given
laws (e.g. physical laws if y describes a physical phenomenon)
which describe its theoretical features. When no a priori
information is available, we choose Ψ = I which represents
the spectral density of the most unpredictable random pro-
cess. Concerning the design of the filter, its role consists in
providing the interpolation conditions for the solution to the
spectrum approximation problem. More specifically, a higher
resolution can be attained by selecting poles in the proximity
of the unit circle, with arguments in the range of frequency of
interest, [14].
A. Scalar case
We start by considering Example described in [31, Section
VIII-B] (the unique difference is that we assume to know Σ
and
∫
Ω). Consider the following ARMA process:
y(t) = 0.5y(t− 1)− 0.42y(t− 2) + 0.602y(t− 3)
− 0.0425y(t− 4) + 0.1192y(t− 5)
+ e(t) + 1.1e(t− 1) + 0.08e(t− 2)
− 0.15e(t− 3)
where e is a zero-mean Gaussian white noise with unit
variance. In Figure 1, the spectral density Ω ∈ S1+(T) of
the ARMA process is depicted (gray line). Ψ is equal to
∫
Ω
and G(z) is structured according to the covariance extension
setting (3) with 6 covariance lags (i.e. n = 6). In Figure 1
the different solutions obtained by fixing ν = 1, dashed line,
ν = 2, solid line, and ν = 3, thick line, are shown. The
solution obtained by minimizing the multivariate Itakura-Saito
distance (ν = 1) is characterized by peaks which are taller
than these in Ω. On the contrary, the peaks are reduced by
increasing ν. Finally, the solutions with ν = 2 and ν = 3 are
closer to Ω than the one with ν = 1.
As second example we consider the scalar bandpass random
process with spectral density Ω depicted in Figure 2 (gray
curve). The cutoff frequencies are ϑ1 = 0.89 and ϑ2 = 2.46.
Moreover, Ω(ejϑ) ≥ 2 · 10−3 in the stopband, accordingly
Ω ∈ S1+(T). Matrix B is a column of ones. Matrix A is chosen
as a block-diagonal matrix with one eigenvalue equal to zero
and eight eigenvalues equispaced on the circle of radius 0.8
± 0.8, 0.8e±j pi4 , 0.8e±j pi2 , 0.8e±j 34pi.
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Fig. 2. Approximation of the spectral density of a scalar bandpass random
process.
Here,
Ψ(z) = (WΨ(z)WΨ(z
−1))6,
WΨ(z) =
5
6
z + 0.6
(z − 0.4ej2.3)(z − 0.4e−j2.3) .
In this way Ψ
1
ν with ν = 1, ν = 2, and ν = 3 are rational.
Figure 2 also shows Ψ and the obtained solutions. The one
with ν = 1 turns out inadequate. The solutions with ν = 2
and ν = 3 are, instead, similar and closer to Ω.
B. Multivariate case
We consider a bivariate bandpass random process with
spectral density Ω plotted in Figure 3 (gray curve). Here,
0 1 2 3
0
1
2
3
4
[⋅]11
0 1 2 3
0
0.5
1
1.5
ℜ[⋅]12
0 1 2 3
−0.5
0
0.5
1
1.5
2
ℑ[⋅]12
0 1 2 3
0
0.5
1
1.5
2
[⋅]22
 
 
Ω
Ψ
Φ
1
Φ
2
Φ3
Fig. 3. Approximation of the spectral density of a bivariate bandpass random
process.
the cutoff frequencies are ϑ1 = 0.42 and ϑ2 = 1.94, and
Ω(ejϑ) ≥ 2 · 10−3I in the whole range of frequencies. The
prior Ψ is depicted in Figure 3 (dotted line). The matrix
A of the filters bank has one eigenvalue equal to zero, two
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Fig. 1. Approximation of an ARMA (6, 4) spectral density.
eigenvalues in ±0.8 and three pairs of complex eigenvalues
closer to the passband 0.8e±j0.4, 0.8e±j1.2, 0.8e±j2. The
solutions for ν = 1 (dashed line) ν = 2 (solid line) and
ν = 3 (thick line) are shown in Figure 3. It is apparent that
the solutions for ν = 2 and ν = 3 are the most appropriate.
In view of the previous examples, we now try to point
out the features of the family of solutions. In the above
examples the chosen priors are not characterized by peaks.
The found solutions, however, exhibit peaks which are reduced
by increasing ν. In order to give an interpretation of such a
result, consider two scalar spectral densities Ψ,Φ ∈ S1+(T).
Let ψ = Ψ(ejϑ¯), φ = Φ(ejϑ¯), where ϑ¯ ∈ [0, 2pi) is fixed, and
consider the following function
sν(φ, ψ)
=

logψ − log φ+ φψ−1 − 1, ν = 1.
−ν(φ ν−1ν − φψ− 1ν )− ν
ν−1 (φ
ν−1
ν − ψ ν−1ν ), 1 < ν <∞
φ(log φ− logψ)− φ+ ψ, ν =∞
Informally stated, sν represents the (infinitesimal) contribution
at ϑ¯ to Sν(Φ‖Ψ). Note that sν(ψ,ψ) = 0 for each ν. Since Ψ
is given in Problem 2, we assume that ψ is a fixed parameter
and we consider
s′ν(φ, ψ) :=
dsν(x, ψ)
dx
∣∣∣∣
x=φ
=
{
ν(ψ−
1
ν − φ− 1ν ), 1 ≤ ν <∞
log φ− logψ, ν =∞
which represents the instantaneous rate of change of sν(·, ψ)
at point φ. The first Taylor expansion of s′ν(·, ψ) with respect
to φ = ψ is the straight line{
ψ−1−
1
ν (φ− ψ), 1 ≤ ν <∞
ψ−1(φ− ψ), ν =∞
having a slope equal to ψ−1−
1
ν when 1 ≤ ν <∞ and ψ−1 for
ν = ∞. Once ν is fixed, the slope decreases as ψ increases,
and it is close to zero for ψ sufficiently large. Thus the critical
cases, i.e. when sν(φ, ψ) is not able to discriminate φ from
ψ sufficiently well, happen when ψ is large, because sν(·, ψ)
is almost flat in a neighborhood of ψ. On the other hand, if
ψ is greater than one then the slope increases as ν increases,
i.e. sν(φ, ψ) improves the ability to discriminate φ from ψ
by increasing ν. Accordingly, a sufficiently large value of ν
avoids solutions Φ which are very different from Ψ in narrow
ranges of frequencies. This explains the presence of relevant
peaks only for ν = 1. The same conclusion can be obtained
by considering multivariate spectral densities. Concerning the
complexity upper bound of the found solutions, in view of
Proposition 4.1, it is easy to check that the upper bound on the
McMillan degree of Φ◦ν increases as ν increases. For instance,
in the first example of Section VII-A we have deg[Φ◦1] ≤
12, deg[Φ◦2] ≤ 24, deg[Φ◦3] ≤ 36. Thus, the solution with
ν = 1 guarantees a simple model for the process y. Finally,
we require that Ψ
1
ν is rational, accordingly the solution with
ν = 1 is the most appropriate to incorporate rational priors.
VIII. STRUCTURED COVARIANCE ESTIMATION PROBLEM
As mentioned in Section II-A, we only have a prior Ψ
and a finite-length data y1 . . . yN in the THREE-like spectral
estimation procedure. Moreover, Φν represents a family of
estimates of Ω and we showed how to compute it starting from
Ψ and Σˆ ∈ Range Γ∩Qn,+. Accordingly, it remains to find Σˆ
from y1 . . . yN . To deal with this issue, we consider Problem
1 which can be viewed as the static version of Problem
2. Indeed, in both problems minimization of a divergence
index, with respect to the first argument, is performed on the
intersection among a vector space and an open cone. In this
section, we briefly show that it is also possible to find a family
of solutions to the structured covariance estimation problem.
The Beta matrix divergence (family) among two covariance
matrices P,Q ∈ Qn,+ with β ∈ R \ {0, 1} is defined as
Dβ(P‖Q) := tr
[
1
β − 1(P
β − PQβ−1)− 1
β
(P β −Qβ)
]
.
In fact, Dβ(P‖Q) is the Beta divergence Sβ(Φ‖Ψ) among
the two constant spectral densities Φ(ejϑ) ≡ P and Ψ(ejϑ) ≡
Q. Since Dβ is a special case of Sβ , it is strictly convex
with respect to the first argument. Moreover, it is a continuous
function of real variable β ∈ R with
lim
β→0
Dβ(P‖Q) = DB(P‖Q)
lim
β→1
Dβ(P‖Q) = DKL(P‖Q)
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where DB = 2DI (see (6)) is the Burg matrix divergence, and
DKL(P‖Q) := tr [P (log(P )− log(Q))− P +Q]
is the extension of the Umegaki-von Neumann’s relative en-
tropy, [27], to non equal-trace matrices.
Take into account Problem 1 with Dν(P‖ΣˆC) :=
Dβ(P‖ΣˆC) such that β = − 1ν + 1 and ν ∈ N+. In [18],
the existence and uniqueness of the solution to the problem
for ν = 1 has been showed. Moreover, the form of the
optimal solution is PB(∆) =
(
Σˆ−1C + V
?(∆)
)−1
, where
V ?(∆) := Π⊥B∆Π
⊥
B−ATΠ⊥B∆Π⊥BA is the adjoint operator of
the linear map V defined in (5) and ∆ ∈ Qn is the Lagrange
multiplier. Consider now Problem 1 with ν ∈ N+ \ {1}. The
corresponding Lagrange functional is
Lν(P,∆) := Dν(P‖ΣˆC) + ν
1− ν tr
[
Σˆ
ν−1
ν
C
]
+ 〈V (P ),∆〉
= Dν(P‖ΣˆC) + ν
1− ν tr
[
Σˆ
ν−1
ν
C
]
+ 〈P, V ?(∆)〉 .
Since Lν(P,∆ + ∆¯) = Lν(P,∆) ∀∆¯ ∈ ker(V ?), we
can assume that ∆ ∈ [ker(V ?)]⊥. Moreover, Lν(·,∆) is
strictly convex over Qn,+. Thus, the unique minimum point
of Lν(·,∆), which is given by annihilating the first directional
derivative of Lν(·,∆), is
Pν(∆) :=
(
Σˆ
− 1ν
C +
1
ν
V ?(∆)
)−ν
.
Since Pν(∆) ∈ Qn,+, the set of the admissible Lagrange
multipliers is
Lν :=
{
∆ ∈ Qn | Σˆ−
1
ν
C +
1
ν
V ?(∆) > 0
}
∩ [ker(V ?)]⊥
which is an open and bounded set (the proof is similar to the
one of Proposition 5.1 in [18]). Then, the dual problem is
∆◦ = argmin
∆∈Lν
Jν(∆)
where
Jν(∆) := − inf
P
Lν(P,∆)
=
ν
ν − 1 tr
(
Σˆ
− 1ν
C +
1
ν
V ?(∆)
)1−ν
. (27)
Note that Jν(0) = νν−1 tr
[
Σˆ
ν−1
ν
C
]
. Accordingly, we can
restrict the search of a minimum point to the set L? :={
∆ ∈ LΓν | Jν(∆) ≤ Jν(0)
} ⊂ Lν which is bounded. Follow-
ing the same lines in [18], it is possible to prove that Jν ∈
C∞(Lν) is strictly convex on Lν and lim
∆→∂Lν
Jν(∆) = +∞
(the limit diverges because the exponent in (27) is negative).
Thus, L? is a compact set (i.e. closed and bounded) and Jν
admits a minimum point ∆◦ over L? by the Weierstrass’
Theorem. The uniqueness of ∆◦ follows from the fact that
Jν is strictly convex over Lν . Also in this case, a globally
convergent matricial Newton algorithm for finding ∆◦ may be
employed. Therefore, once we computed ∆◦ the solution to
Problem 1 is given by Pν(∆◦). Finally, the same analysis may
be extended to DKL. In this case, PKL(∆) = elog(ΣˆC)−V ?(∆).
To sum up, a family of solutions Pν ∈ Range Γ∩Qn,+ to
the structured covariance estimation problem has been found.
In this way, we have a complete tool to compute the family of
estimates Φν of Ω starting from a prior Ψ and a finite-length
data y1 . . . yN : We compute Pν from y1 . . . yN and we then
find Φν starting from Pν and Ψ.
IX. SIMULATION RESULTS - PART II
We consider the bivariate bandpass random process y of
Section VII-B and we take into account the following THREE-
like spectral estimation procedure:
1) We start from a finite sequence y1 . . . yN extracted from
a realization of the process y;
2) Fix G(z) as in Section VII-B;
3) Choose a prior spectral density Ψ ∈ Sm+ (T) such that
Ψ
1
ν is rational;
4) Feed the filters bank with the data sequence y1 . . . yN ,
collect the output data x1 . . . xN and compute ΣˆC =
1
N
∑N
k=1 xkx
T
k ;
5) Compute Pν ∈ Range Γ ∩ Qn,+ by solving Problem 1
(with Dν), then set Σˆ = Pν ;
6) Compute Φν by solving Problem 2 (with Sν) by means
of the proposed algorithm with the chosen Ψ and
Σˆ−
1
2G(z) as filters bank.
As noticed in Section VII, Ψ represents the a priori informa-
tion on y. Accordingly, Φν is a spectral density (with bounded
McMillan degree) which is consistent with the interpolation
constraint in (2) and is as close as possible to the a priori
information, encoded in Ψ, according to the divergence index
Sν .
In the following example, one can consider the prior in
Figure 3. If no a priori information is given, we set Ψ = I .
However, one can get information on y by choosing Ψ as the
constant spectral density equal to the variance of the given
data sequence. In this way the corresponding estimate will
possess at least the zeroth moment similar to the estimated
one by the given data. In what follows, the latter has been
considered. In Figure 4, the obtained estimates with N = 50
(i.e. we have considered a short-length data) are depicted. For
the extracted sequence, the estimators for ν = 2 and ν =
3 appear to perform better than the one for ν = 1. More
precisely, the peaks of the estimates are reduced by increasing
ν. In fact, as shown in Section VII, large values of ν penalize
solutions which are very different from Ψ in narrow ranges of
frequencies. In this case Ψ is constant, thus solutions with ν
large will be more “flat” than the one with ν = 1.
In the light of the results found in Section VII and here, we
can outline the application scenarios for the presented family
of estimators. The estimator with ν = 1 is preferable when the
a priori model for y is rational (i.e. Ψ rational) and a simple
model for y is required. On the contrary, estimators with ν
large are preferable when the model for y must be similar to
the a priori model also in narrow ranges of frequencies and
it must exhibit a “rich” dynamic. Increasing ν, the previous
features become more remarked. The limit case is ν →∞ and
the corresponding model is generically non-rational.
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Fig. 4. Estimation of the spectral density of a bivariate bandpass random
process.
X. CONCLUSIONS
A multivariate Beta divergence family connecting the
Itakura-Saito distance with the Kullback-Leibler divergence
has been introduced. The corresponding solutions to the
spectrum approximation problem are rational when the
parametrization in Theorem 4.1 of the parameter β is em-
ployed. Such family also includes the solution corresponding
to the Itakura-Saito distance. Moreover, the limit of this
family tends to the solution corresponding to the Kullback-
Leibler divergence. Then, similar results may be found for
the structured covariance estimation problem. Simulations,
together with the potential application scenarios, suggest that
the presented family of estimators provides a relevant tool in
multivariate spectral estimation.
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APPENDIX
A. On the exponentiation of positive definite matrices
We collect some technical result concerning the expo-
nentiation of positive definite matrices to an arbitrary real
number. We start by introducing the differential of the matrix
exponential and the matrix logarithm (see [15]).
Proposition A.1: Given Y ∈ Qn, the differential of Y 7→
eY in the direction ∆ ∈ Qn is given by the linear map
MY : ∆ 7→
∫ 1
0
e(1−τ)Y ∆eτY dτ.
Proposition A.2: Given Y ∈ Qn,+, the differential of Y 7→
log (Y ) in the direction ∆ ∈ Qn is given by the linear map
NY : ∆ 7→
∫ ∞
0
(Y + tI)−1∆(Y + tI)−1dt.
Let us consider now a positive definite matrix X ∈ Qn,+ and a
real number c. The exponentiation of X to c may be rewritten
in the following way
Xc = ec logX .
Accordingly, by applying the chain rule, the differential of
X 7→ Xc in the direction ∆ ∈ Qn is given by
Mc logX(cNX(∆)) = c
∫ 1
0
Xc(1−τ)
∫ ∞
0
(X + tI)−1
×∆(X + tI)−1dtXcτdτ.
We summarize this result below.
Proposition A.3: The differential of X 7→ Xc in direction
∆ ∈ Qn is given by the linear map
OX,c : ∆ 7→ c
∫ 1
0
Xc(1−τ)
∫ ∞
0
(X + tI)−1
×∆(X + tI)−1dtXcτdτ. (28)
Corollary A.1: The first variation of X 7→ tr[Xc] in direc-
tion ∆ ∈ Qn is
δ(tr[Xc]; ∆) = c tr(Xc−1∆). (29)
Proof: Since Xcτ and (X + tI) commute, we get
δ(tr[Xc]; ∆) = tr(OX,c(∆))
= c tr
[
Xc
∫ ∞
0
(X + tI)−2dt∆
]
= c tr
[
XcX−1∆
]
= c tr
[
Xc−1∆
]
.
B. Proofs of Section III
Proof of Proposition 3.1: By definition X1−c and Y c−1
are continuous function of real variable c. Thus, the function
logc(X,Y ) of real variable c is continuous in R \ {1}. It
remains to prove that logc is continuous in c = 1. This
is equivalent to show that limc→1 logc(X,Y ) = log(X) −
log(Y ). Let X = Udiag(d1, . . . , dm)UT , then
1
1− c (X
1−c − I) = Udiag
(
d1−c1 − 1
1− c , . . . ,
d1−cm − 1
1− c
)
UT .
Taking the limit for c→ 1, we get
lim
c→1
1
1− c (X
1−c − I)
= Udiag
(
lim
c→1
d1−c1 − 1
1− c , . . . , limc→1
d1−cm − 1
1− c
)
UT
= Udiag (log(d1), . . . , log(dm))U
T = log(X). (30)
Accordingly,
lim
c→1
logc(X,Y )
= lim
c→1
(
1
1− c (X
1−c − I)− 1
1− c (Y
1−c − I)
)
Y c−1
= lim
c→1
(
1
1− c (X
1−c − I)
)
− lim
c→1
(
1
1− c (Y
1−c − I)
)
= log(X)− log(Y ) (31)
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which proves that logc is continuous in c = 1. Concerning
the last statement, it is straightforward that X = Y implies
logc(X,Y ) = 0. On the contrary, logc(X,Y ) = 0, with
c 6= 1, implies X1−cY c−1 = I which is equivalent to
X1−c = Y 1−c, since X,Y ∈ Qm,+. Thus, X = Y .
We get the same conclusion for c = 1 by using similar
argumentations.
Proof of Proposition 3.2: Since Φ and Ψ belong to Sm+ (T),
i.e. Φ and Ψ are coercive and bounded, it is possible to show
by standard argumentations that the integrand function of (13)
uniformly converges on T for β → 0 and β → 1. Hence, it is
allowed to pass the limits, for β → 0 and β → 1, under the
integral sign. Taking into account the first limit, we get
lim
β→0
Sβ(Φ‖Ψ)
= lim
β→0
∫
tr
[
1
β − 1(Φ
β − ΦΨβ−1)− 1
β
(Φβ −Ψβ)
]
=
∫
tr
[
−I + ΦΨ−1 − lim
β→0
1
β
(
(Φβ − I)− (Ψβ − I))]
=
∫
tr
[−I + ΦΨ−1 − log(Φ) + log(Ψ)]
= SIS(Φ‖Ψ)
where we exploited (30). For the second limit, we obtain
lim
β→1
Sβ(Φ‖Ψ)
= lim
β→1
(
− 1
β
∫
tr
[
Φβ log 1
β
(
Ψβ ,Φβ
)
+ Φβ −Ψβ
])
= −
∫
tr
[
Φ lim
β→1
log 1
β
(
Ψβ ,Φβ
)
+ Φ−Ψ
]
= −
∫
tr
[
Φ lim
β→1
log2−β (Ψ,Φ) + Φ−Ψ
]
=
∫
tr [Φ (log(Φ)− log(Ψ)) + Ψ− Φ]
= SKL(Φ‖Ψ)
where we exploited (31).
Proof of Proposition 3.3: The proof will be divided in the
following three cases: 0 < β < 1, β = 1 and β = 0.
• Case 0 < β < 1: Point 1. The first variation of Sβ(Φ‖Ψ),
with respect to Φ, in direction δΦ ∈ Lm×m∞ (T) is
δ(Sβ(Φ‖Ψ); δΦ)
=
1
β − 1
∫ 2pi
0
tr
[
(Φβ−1 −Ψβ−1)δΦ] dϑ
2pi
(32)
where we exploited (29). The second variation in direction δΦ
is
δ2(Sβ(Φ‖Ψ); δΦ) =
∫ 2pi
0
tr [OΦ,β−1(δΦ)δΦ]
dϑ
2pi
=
∫ 2pi
0
tr
[∫ 1
0
Φ(β−1)(1−τ)
∫ ∞
0
(Φ + tI)−1δΦ
× (Φ + tI)−1dtΦ(β−1)τdτδΦ
] dϑ
2pi
=
∫ 2pi
0
∫ 1
0
∫ ∞
0
tr
[
Φ(β−1)(1−τ)(Φ + tI)−1δΦ
×(Φ + tI)−1Φ(β−1)τδΦ
]
dtdτ
dϑ
2pi
where OX,c is defined in (28). By the cyclic property of the
trace and since Φ(β−1)τ and (Φ + tI)−1 commute, we get
δ2(Sβ(Φ‖Ψ); δΦ) =
∫ 2pi
0
∫ 1
0
∫ ∞
0
ft,τ (Φ, δΦ)dtdτ
dϑ
2pi
(33)
where
ft,τ (X,∆) = tr
[
X
(β−1)τ
2 (X + tI)−
1
2 ∆(X + tI)−
1
2
×X(β−1)(1−τ)(X + tI)− 12 ∆(X + tI)− 12X (β−1)τ2
]
with X ∈ Qm,+, ∆ ∈ Qm, t ∈ [0,∞) and τ ∈ [0, 1]. Thus,
ft,τ (X,∆) ≥ 0 and ft,τ (X,∆) = 0 if and only if ∆ = 0.
We conclude that integral (33), i.e. the second variation of
Sβ(·‖Ψ), is positive for δΦ 6= 0. Accordingly, Sβ(·‖Ψ) is
strictly convex over the convex set Sm+ (T).
Point 2. As a consequence of the previous statement, the
minimum point is unique and it is given by annihilating (32)
for each δΦ ∈ Lm×m∞ (T). Since Φβ−1 − Ψβ−1 ∈ Lm×m∞ (T),
it follows that the minimum point satisfies the condition
Φβ−1 = Ψβ−1. Accordingly, Φ = Ψ. Finally it is sufficient to
observe that Sβ(Ψ‖Ψ) = 0.
• Case β = 1: Firstly, given X ∈ Qm,+ and δX ∈ Qm we
have
δ(tr[log(X)]; δX) = tr[X−1δX]
δ(tr[X log(X)]; δX) = tr[(log(X) + I)δX] (34)
(it is sufficient to apply Proposition A.2 in Appendix A). For
β = 1 we get the Kullback-Leibler divergence in (10). Taking
into account (34), its first and second variations with respect
to Φ in direction δΦ ∈ Lm×m∞ (T) are, respectively,
δ(SKL(Φ‖Ψ); δΦ) =
∫
tr [(log(Φ)− log(Ψ))δΦ]
δ2(SKL(Φ‖Ψ); δΦ) =
∫
tr
[
δΦΦ−1δΦ
]
.
Since the second variation is non negative and equal to zero if
and only if δΦ ≡ 0, SKL(·‖Ψ) is strictly convex over Sm+ (T)
and the (unique) minimum point is given by annihilating the
first variation which leads to condition log(Φ) = log(Ψ).
Thus, Φ = Ψ and SKL(Ψ‖Ψ) = 0.
• Case β = 0: In this case we have the Itakura-Saito distance.
Using similar argumentations used for the case β = 1, we get
the statement.
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