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Resumen
Se proponen dos metodologías alternativas para la elección de la constante
de ponderación en diseños cD-óptimos. Las metodologías están basadas en
el cálculo de la potencia de las pruebas de hipótesis asociadas tanto a la
significancia de los parámetros del modelo bajo estudio como a la función
no lineal de interés. Se describen las dos metodologías junto con la metodo-
logía existente en la literatura del cálculo de las eficiencias de los diseños
individuales. Con un ejemplo se exhibe la búsqueda de la constante de
ponderación con las dos metodologías propuestas y se compara con la me-
todología de las eficiencias, obteniendo diseños cD-óptimos con potencias
altas y errores relativos pequeños, e incluso mejores que el diseño obtenido
con la metodología existente.
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Aspectos relevantes
 Se aplica una metodología existente y dos metodologías propuestas para
seleccionar el valor de la constante de ponderación en el criterio compuesto,
involucrando dos criterios, D-optimalidad y c-optimalidad.  Los diseños
obtenidos dan la potencia más alta con relación a la prueba de significancia
de los parámetros y de la función no lineal considerada o proporcionan los
diseños con los errores relativos menores.
Choosing the Weighting Constant in Compound Optimal
Designs: cD-optimal Designs
Abstract
Two alternative methods for choosing the weighting constant in cD-optimal
designs are proposed. The methods are based on power hypothesis testing
associated with both the significance of model parameters under study as
the significance of a nonlinear function of interest. The two methodologies
and the existing methodology in the literature (efficiencies methodology)
are described. With an example, the weighting constant is found with
methodologies proposed and is compared with the methodology of effi-
ciencies. cD-optimal designs with higher powers, small relative errors and
even better than the optimal designs with the efficiencies methodology are
obtained.
Key words: optimal experimental designs; information matrix; Effi-
ciency; D-optimality; c-optimality; compound optimal design; power test;
relative error.
1 Introducción
La teoría clásica de los diseños óptimos tiene como uno de sus principales
objetivos determinar las condiciones experimentales (asociadas a las com-
binaciones de los tratamientos) que minimizan algún funcional de la matriz
de información y, por tanto, generan una mejor estimación de los paráme-
tros del modelo bajo estudio, en el sentido de minimizar la varianza de los
estimadores[1],[2],[3].
La experimentación, en algunos problemas de aplicación, se realiza con
el propósito de satisfacer dos objetivos; la estimación de los parámetros y
la estimación en forma óptima de una función lineal o no lineal de éstos.
Entre los trabajos realizados en esta dirección están los de Huang & Wong
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(1998) [4] quienes realizan un análisis de costo y beneficio y un análisis de
dosis efecto en el área de farmacocinética; Wei & Wong (1998) [5] muestran
una aplicación referente a la toxicidad de una droga en la sangre; y Dette
et al. (2009) [6] proponen diseños óptimos para el análisis del efecto-dosis
en estudios de toxicidad. Otros trabajos son reportados en [7],[8],[9]. Una
forma de lograr estos objetivos es mediante la construcción de los diseños
óptimos compuestos que buscan el diseño que maximice una combinación
convexa de dos criterios de optimalidad, D y c, (D-optimalidad, c-
optimalidad, respectivamente) expresados mediante la relación, [10]:
() = k log(EfD()) + (1  k) log(Efc()); 0 < k < 1, (1)
donde  denota el diseño conformado por los puntos de soporte y las
respectivas frecuencias, ver sección 2.2 para la definición formal. Además
EfD() y Efc() denotan las eficiencias del diseño  calculadas a partir
de los criterios D- y c- optimalidad respectivamente. Para 0 < k < 1, k
denota el diseño que maximiza la función dada en la ecuación (1).
En la literatura, para elegir la constante de ponderación más adecuada,
se reporta una técnica basada en el cálculo de las eficiencias de cada uno
de los diseños óptimos compuestos, k, con respecto a cada criterio de
optimalidad involucrado, D- y c- optimalidad. Para cada valor de k (k 2
(0,1)), se encuentra el diseño compuesto k que maximiza la relación
(1). Luego, se calculan las eficiencias EfD(k) y Efc(k), obteniendo
funciones monótonas para k 2 (0; 1). El valor de k donde se cortan las dos
funciones estará asociada con el diseño óptimo cD [11].
En este artículo se propone una solución alternativa para la elección
de la constante de ponderación mediante dos metodologías: Cálculo de los
errores relativos asociados a los parámetros y a la función no lineal de
interés y el análisis de la potencia de las pruebas de hipótesis asociada a
los parámetros.
Las metodologías propuestas buscan aquellos diseños óptimos compues-
tos que proporcionan una potencia alta en las pruebas de hipótesis de los
parámetros y de la función no lineal a estimar, o dan aquellos diseños que
minimizan los errores relativos tanto en la estimación de los parámetros
como de la función no lineal que se desee estimar.
Las tres metodologías son ampliamente detalladas e ilustradas a partir
de un modelo no lineal de uso en el área de farmacocinética para el estudio
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de la concentración de Teofilina presente en la sangre de un potro.
El artículo comprende las siguientes secciones: En la sección 2 se dan
algunos conceptos preliminares de la teoría de diseños óptimos. En la se-
cción 3 se describen las metodologías propuestas y en la sección 4 se ilustran
las tres metodologías a partir de un ejemplo de aplicación.
2 Preliminares
2.1 Formulación general del modelo
En diversas áreas de investigación, se pretende explicar una variable res-
puesta en términos de M variables explicativas, xT = [x1; x2; : : : ; xM ]
definidas en un conjunto compacto   RM , conocido como el rango de
regresión, mediante la relación [2]:
Y = Y (x;) = (x;) +  ; (2)
donde:  2 Rp es un vector de p parámetros desconocidos, (x;) es
una función lineal o no lineal en los parámetros,  es el término de error
aleatorio y representa la información que no alcanza a ser explicada por
el modelo y se asume que se distribuye normal con media cero y varian-
za constante 2. Además, los errores se supone son independientes para
diferentes repeticiones del experimento.
2.2 Diseño experimental
En la experimentación es importante tener claridad sobre los tratamientos
(puntos experimentales) y el número de réplicas donde se deben hacer las
mediciones con el fin de obtener resultados óptimos. La teoría de los diseños
óptimos proporciona una forma de determinar tanto los puntos de experi-
mentación como las frecuencias. En este artículo, un diseño se denota por
 y se define como una medida de probabilidad sobre el conjunto de Borel
B de  que incluye todos los conjuntos unitarios; tal que  tiene soporte
finito [2], y se expresa por:
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 =

x1 x2 ::: xn
w1 w2 ::: wn

;
donde: (xi) = wi, indica que en el punto xi se deben realizar una
fracción wiN de réplicas, los puntos xi, i = 1; : : : ; n, son los puntos de
soporte del diseño, y además se debe cumplir que:
Pn
i=1wi = 1. El conjunto
de todos los diseños definidos sobre  se denota por .
2.3 Matriz de información
La forma de cuantificar la información aportada por el diseño y la media
del modelo, (x;), con respecto al vector de parámetros , es a través de
la matriz de información. Para el caso de los modelos no lineales la matriz
de información, es definida por [3]:
M (;) = E

f(x;)fT (x;)

=
Z

f (x;) fT (x;)d (x) ;
donde f (x;) = @(x;)@ . Esta matriz depende del vector de parámetros,
, y por tanto para hallar los diseños óptimos se necesita un valor local o
apriori para el vector de parámetros. Los diseños resultantes se denominan
diseños óptimos locales. El valor local se obtiene de diversas fuentes, entre
ellas, por la experiencia del investigador, estudios similares o con un estudio
preliminar.
2.4 Criterios de optimalidad
La forma como se cuantifica la información suministrada por un diseño es
a partir de funcionales de valor real de la matriz de información, denomina-
dos criterios de optimalidad. En la práctica estos criterios se implementan
analíticamente o, algunas veces, mediante algoritmos para encontrar los
puntos y los pesos asociados al diseño óptimo donde se deben hacer las
mediciones. Los criterios de optimalidad se denotan por: [M()] o tam-
bién () [12], donde  es una función diferenciable convexa definida en
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el conjunto M = fM() j  2 g siendo M un conjunto compacto [13].
Lo anterior garantiza que el mínimo de [M()] existe y por tanto el
problema de optimización tiene solución.
Definición 2.1. Diseño -óptimo
Se dice que un diseño  es -óptimo, si verifica
[M()] = mn
2
[M()]:
Algunos de los funcionales convexos más conocidos se mencionan a conti-
nuación:
Definición 2.2. D-optimalidad (Criterio del determinante)
Este criterio viene definido por el siguiente funcional:
D() = jM()j 1=p
Es un criterio utilizado para hallar diseños que permitan estimar en for-
ma óptima el vector de parámetros. Los diseños que minimicen este criterio
serán aquellos que minimicen el volumen del elipsoide generado por el espa-
cio p-dimensional asociado al vector de parámetros [12], y se denominarán
diseños D-óptimos.
Definición 2.3. c-optimalidad
El funcional asociado está dado por:
c() = c
TM 1()c;
en este caso el diseño que minimiza c() se denomina c-óptimo y es aquel
diseño que minimiza la varianza del estimador de mínimos cuadrados de la
combinación lineal cT. En el caso de la estimación de una función no lineal
de , el vector c representa el gradiente de la función no lineal evaluada en
el valor local de .
En la literatura existen otros criterios de optimalidad, que no se men-
cionan en este artículo [12].
Con el fin de encontrar un diseño óptimo y/o de verificar si un diseño
dado en efecto es D o c-óptimo se usan los siguientes dos teoremas de
equivalencia:
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Teorema 2.1. Sea M() una matriz definida positiva. Un diseño  es D-
óptimo si y sólo sí:
• D(x;M()) := fT (x)M 1()f(x)  p  0 para todo x 2 .
• La igualdad se cumple en los puntos de soporte del diseño , es decir,
D(xj ;M()) = 0, para xj un punto de soporte de .
El teorema anterior se conoce con el nombre de teorema de equivalencia
de Kiefer y Wolfowitz [1].
Teorema 2.2. Sea M() una matriz definida positiva. Un diseño  es c-
óptimo si y sólo sí:
D(x;M()) = fT (x)M 1()ccTM 1()f(x)  cTM 1()c
=

fT (x)M 1()c
2   cTM 1()c  0; para todo x 2 ;
y la igualdad se cumple en los puntos de soporte del diseño , es decir,
D(xj ;M()) = 0, para xj un punto de soporte de .
La demostración de estos resultados se encuentra en [14].
Una medida que permite cuantificar el grado de separación de un diseño
con relación al diseño óptimo, es mediante el cálculo de la eficiencia. A
continuación se define este concepto para los dos criterios de interés en este
artículo, D-optimalidad y c-optimalidad.
2.5 D-Eficiencia y c-Eficiencia
Si D, es un diseño D-óptimo, entonces la D-eficiencia, denotada por
EfD(), de cualquier otro diseño , relativa al diseño óptimo se define
como [15]:
EfD() =
 jM()j
jM(D)j
1=p
; (3)
donde p es el número de parámetros del modelo.
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Para D-optimalidad una eficiencia de 0.5, significa que el diseño ob-
tenido necesita el doble de réplicas para obtener la misma información que
el diseño D-óptimo (Zhu et al. 1998) [16].
La c-eficiencia del diseño , denotado por Efc() relativa al diseño
c-óptimo, c, se define como:
Efc() =
cTM 1(c)c
cTM 1()c
. (4)
Intuitivamente valores cercanos a uno indican que el diseño  ofrece una
información muy similar a la del diseño óptimo con el que se está compa-
rando, y si la eficiencia de un diseño  con relación al diseño óptimo 
es exactamente 1, entonces el diseño  es equivalente al óptimo .
3 Metodologías propuestas para la elección de la constante
de ponderación
La elección de la constante de ponderación es un problema al que se en-
frenta el investigador cuando usa diseños óptimos compuestos. En ssta
sección se presentan las dos propuestas para la determinación de dicha
constante, cuando se tiene una combinación convexa de los criterios D- y
c-optimalidad. Inicialmente se considera la combinación convexa de los lo-
garitmos de las eficiencias asociadas a ambos criterios, es decir, se considera
la siguiente función, [12]
(k) = k log(EfD(k)) + (1  k) log(Efc(k)); donde k 2 (0; 1). (5)
La expresión dada en (5) resulta de calcular el logaritmo de la media
geométrica de las dos funciones de eficiencia consideradas. Para un valor de
k dado, el diseño que maximice (k) se denomina diseño cD-óptimo, obte-
niendo tantos diseños como valores posibles de k 2 (0; 1) sean considerados,
representados en el siguiente conjunto
c = fk 2 jk 2 (0; 1) y k es cD-óptimog:
De la ecuación 5 surge la siguiente pregunta ¿existe alguna forma de de-
terminar el valor de la constante de ponderación, k, en una situación ex-
perimental y de esta forma tener un diseño óptimo compuesto (cD)?. La
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respuesta a esta pregunta aparece por primera vez en [11], quiénes proponen
una metodología mediante el cálculo de las eficiencias del diseño compuesto
para un valor fijo de k, con relación a los diseños (individuales) D y c-
óptimos, y luego encontrar el valor de la constante más adecuado. En este
artículo se da solución a este interrogante proponiendo dos metodologías,
usando simulación,
• el cálculo de los errores relativos de los parámetros y
• el estudio de la potencia de la prueba asociada a los parámetros.
Observación 3.1. Se puede mostrar que el problema de maximizar el
criterio dado en la ecuación (5), es equivalente a maximizar, [17]
(k) =
k
p
log(jM(k)j)  (1  k) log(cTM 1(k)c) . (6)
Teorema 3.1. Sea M() una matriz definida positiva. Un diseño  es cD-
óptimo compuesto si y sólo sí:
• D(x;M()) :=
 
k
p

fT (x)M 1()f(x) + (1  k)

fT (x)M 1()c
2
cTM 1()c   1  0
para todo x 2  y
• La igualdad se cumple en los puntos de soporte del diseño , es decir,
D(xj ;M()) = 0, para xj un punto de soporte de .
A continuación se detallan las tres metodologías mencionadas.
3.1 Metodología mediante el cálculo de las eficiencias
Para la elección de la constante de ponderación se realiza el siguiente pro-
cedimiento, para k 2 (0; 1):
• Se calcula el diseño óptimo compuesto k, cD-óptimo, diseño que
maximiza la expresión dada en (6).
• Se calcula la D- y c-eficiencia del diseño k (ver expresiones (3) y (4))
• Las eficiencias obtenidas anteriormente se grafican en función de k.
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• Se elige el valor de k donde se cortan ambas curvas. Para ampliar el
procedimiento [18].
En las siguientes secciones se exponen las dos metodologías propuestas
en este artículo para la elección de k.
3.2 Metodología alternativa 1. Cálculo del error relativo
Se propone comparar los diseños óptimos compuestos para los diferentes
valores de k mediante el cálculo de la magnitud de los errores relativos (ver
definición 3.1) asociados tanto a los parámetros individuales como al vector
de parámetros usando simulación.
Definición 3.1 (Error relativo). Sea  2 Rp un vector de p parámetros
desconocidos y 0 2 Rp un vector de valores conocidos. Se define el error
relativo de  con respecto a 0, denotado por ERR , como una aplicación,
ERR : Rp ! R dada por:
ERR =
jj   0jj
jj0jj  100% =
q
(1   01)2 +   + (p   0p)2q
(01)
2 +   + (0p)2
 100%:
En forma análoga se define el error relativo para cada componente del
vector de parámetros ,
ERRj =
jj   0j j
j0j j
 100%;
y el error relativo asociado a la estimación de una combinación lineal del
vector de parámetros, cT:
ERRcT  =
jcT   cT0j
jcT0j  100%:
La expresión anterior también se usará para cuantificar el error en la
estimación de una función no lineal del vector de parámetros, g(), al
considerar la versión linealizada de ésta, y en este caso: c = @g()@ evaluada
en el valor local 0.
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Se propone determinar el valor o posibles valores de k tal que el diseño
óptimo compuesto, k, dé una estimación óptima tanto de los paráme-
tros, , como de una función no lineal de interés, g(), a partir de la
minimización de los respectivos errores relativos. Para ello se usa en lugar
de , los estimadores de mínimos cuadrados no lineales, ^. Será denotado
por 0. A continuación se expone el procedimiento usado para obtener los
errores relativos para el ejemplo presentado en la sección 4. Se fija el núme-
ro de corridas experimentales, N ; una rejilla de valores para la constante
de ponderación, k, con incrementos fijos en el intervalo [0.1,0.9]. Se obtiene
con k = 0 el diseño c-óptimo y con k = 1 el diseño D-óptimo. Ninguno
de estos dos diseños, individualmente, estiman en forma conjunta tanto los
parámetros como la función no lineal de interés.
a. Se fija k = 0:1.
b. Se maximiza la relación dada en (6) y se aplica el teorema 3.1 para
verificar la optimalidad del diseño hallado.
c. Se convierte el diseño aproximado a un diseño exacto usando la pro-
puesta presentada en Pukelsheim [19].
d. Se generan N -errores aleatorios, i, de la distribución N(0; 2), para
2 se usa la media cuadrática del error (MSE) obtenido de un ajuste
previo. Luego con cada xi y el respectivo número de réplicas, ni =
wi N , se determinan los valores yi a partir del modelo (2), usando
los valores simulados de los errores:
yi = (xi; 
0) + i: (7)
e. Con los datos simulados, f(xi; yi); i = 1; 2; : : : ; Ng, se ajusta el mo-
delo (2) usando el método de los mínimos cuadrados no lineales y se
obtiene una estimación para el vector de parámetros, denotada por
^.
f. Se calculan los errores relativos asociados a los parámetros tanto in-
dividuales como en forma conjunta, dados en la definición 3.1.
g. Se repiten los pasos d., e. y f. un número fijo de simulaciones, nsim.
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h. Se calcula el promedio (o mediana) de los nsim-errores relativos.
i. Se incrementa k y se repite el procedimiento anterior.
Observación 3.2. Se elige el valor de k donde el diseño asociado k
proporcione errores relativos menores con relación a aquellos asociados a
los otros diseños óptimos compuestos k.
3.3 Metodología alternativa 2. Análisis de la potencia de la
prueba de hipótesis
En esta sección se propone escoger el valor de k tal que el diseño óptimo
compuesto k presente la mayor potencia para realizar inferencias tanto
para el vector de parámetros como para una función de ellos. Se busca
maximizar la potencia del siguiente par de pruebas de hipótesis:
H0 :  = 
0 vs: H1 :  6= 0
H0 : g() = g(
0) vs: H1 : g() 6= g(0);
donde g() es una función lineal o no lineal en los parámetros de interés.
El estadístico de prueba, SL;k para probar las hipótesis anteriores se obtiene
a partir del estadístico de razón de verosimilitudes dado en [20]:
SL;k =  2 log

L(bH0)
L(bH1)

;
donde L(bH0) y L(bH1) denota el máximo de la función de verosimilitud
bajo H0 y H1 respectivamente. Para N grande, SL converge a una distri-
bución 2. Sin embargo, para propósitos prácticos, el número de corridas
experimentales, N , usualmente es pequeño. Para este caso, se halla inicial-
mente la distribución de dicho estadístico, simulando observaciones bajo
H0, y calculando los respectivos cuantiles simulados de la distribución de
SL. A continuación se describe el procedimiento realizado, ver literales d.
al i. Los tres primeros pasos (a., b. y c.) coinciden con los descritos en
la metodología anterior. Para ambas pruebas de hipótesis se realizan los
siguientes pasos adicionales:
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d. Se generan N -errores aleatorios N(0; 2), i, con 2 el MSE obtenido
al ajustar el modelo con observaciones previas. Luego, con cada xi
y el respectivo número de réplicas, ni = wi  N , se halla los valores
simulados para yi a partir del modelo (2)
yi = (xi; 
) + i; (8)
siendo  el vector de valores verdaderos de los parámetros bajo H0,
es decir, para la primera hipótesis,  = 0.
e. Con los datos simulados, f(xi; yi); i = 1; 2; : : : ; Ng se hallan las sumas
de cuadrados de los errores obtenidas bajo H0 y H1, las cuales se
describen a continuación:
• Bajo las restricciones de los parámetros dadas en H0 (si las hay,
caso de la segunda hipótesis), se reajusta el modelo (2), hallando
una estimación del vector de parámetros, denotada por bH0 y se
calcula la suma cuadrática del error bajo H0, es decir
S(bH0) = NX
i=1
(yi   (xi; ^H0))2: (9)
• En forma análoga se procede con H1 y se obtiene un estimador
para , denotado por bH1 . Se calcula la siguiente suma cuadrá-
tica del error bajo H1:
S(bH1) = NX
i=1
(yi   (xi; ^H1))2: (10)
f. Se calcula el estadístico SL;k.
g. Se repiten los pasos d., e. y f. un número dado de simulaciones, por
ejemplo, 500 simulaciones.
i. Al final se calculan los cuantiles, C, para  = 0:025; 0:05; 0:95; 0:975
del estadístico SL;k. Se halla la potencia asociada a la prueba de
hipótesis, pasos P1 a P3, es decir, se estima por simulación:
Potenciak = P (SL;k > CjH1 es verdadera);
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P1 Se considera el siguiente modelo
yi = (xi; 
) + i; (11)
donde  es el valor de los parámetros restringido a los puntos con-
siderados en H1 (se denotará como 1). Se realizan los pasos a. al f.
con el fin de calcular el estadístico SL;k.
P2 Se compara el SL;k del paso P1 con el cuantil 0:975, C0:975, o con el
cuantil 0:025, C0:025 del estadístico SL;k hallados en el paso i.
P3 Se repiten los dos pasos anteriores (P1 y P2) un número de veces y
se calcula el porcentaje de veces donde se cumple SL;k > C0:975 o
SL;k < C0:025. De esta forma se obtiene la potencia por cada punto
de la región definida por H1.
j. Se incrementa k, y se repite el procedimiento anterior.
Observación 3.3. Por cada punto simulado bajoH1 y con el diseño exacto
k, se halla la potencia de la prueba de hipótesis y se escoge el diseño k que
tenga las potencias más altas en ambas pruebas de hipótesis en comparación
con los otros diseños dados por las diferentes elecciones de k.
4 Resultados
A continuación se ilustra las metodologías anteriores con un ejemplo aplica-
do en el área de la farmacocinética. Es de anotar que el modelo a considerar
también tiene aplicaciones en otras áreas. A un caballo se le suministra una
dosis de 15mg=Kg de teofilina en la sangre, y se registra la concentración
del medicamento presente en el organismo en muestras de sangre extraí-
das en diferentes tiempos. Los datos fueron reportados en Fresen (1986),
referenciado en Atkinson et al. (2007) [12] y se presentan en la Tabla 1:
Tabla 1: Datos Teofilina
Tiempo (h) 0.166 0.333 0.5 0.666 1 1.5 2 2.5 3
Concentración 10.1 14.8 19.9 22.1 20.8 20.3 19.7 18.9 17.3
Tiempo (h) 4 5 6 8 10 12 24 30 48
Concentración 16.1 15.0 14.2 13.2 12.3 10.8 6.5 4.6 1.7
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Inicialmente se ajusta el modelo compartimental, cuya concentración pro-
medio está dada por:
(x,) = 3fe 2x   e 1xg, donde x  0, 1 > 2 > 0 y 3 > 0, (12)
se obtiene los siguientes estimadores de mínimos cuadrados para los pa-
rámetros del modelo: 01 = 4.29, 02 = 0.0589, 03 = 21.8, estimaciones
obtenidas con el paquete estadístico R project [21]. Con la ayuda del pa-
quete estadístico R se hallan los diseños óptimos locales, y se implementan
los procedimientos descritos en la sección anterior. El diseño encontrado,
con el cual se puede alcanzar una estimación óptima de los parámetros
(D-óptimo), se muestra a continuación:
D 1 2 3
x 0.23 1.39 18.40
w 0.33 0.33 0.33
Este diseño le indica al experimentador que debe obtener muestras de san-
gre en los siguientes tiempos: 0:23; 1:39; 18:40 horas con el fin de determinar
la concentración de teofilina en la sangre y con el mismo número de réplicas.
Además se halla el diseño óptimo para estimar el tiempo donde se al-
canza la concentración máxima, parámetro de interés en el área de farma-
cocinética, cuya expresión analítica está dada por:
Tmáx = g() =
log(1)  log(2)
1   2 ;
obteniendo el siguiente diseño:
c 1 2
x 0.18 3.57
w 0.61 0.39
En este caso, el mayor esfuerzo experimental (61%) se debe realizar en
el tiempo 0:18 horas y el resto (aproximadamente 39%) en el tiempo 3:57
horas, con el fin de estimar en forma óptima Tmáx. Note que este diseño no
es adecuado para estimar los tres parámetros del modelo, ya que tiene sólo
dos puntos de soporte. De acuerdo con la observación anterior se encuentra,
en las siguientes subsecciones, uno o más diseños óptimos que estiman en
forma óptima tanto los parámetros del modelo como el tiempo para la
concentración máxima.
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4.1 Metodología mediante eficiencias
Al aplicar el procedimiento descrito en la sección 3.1 se obtiene la curva
de eficiencias del diseño óptimo compuesto (k) con respecto a los diseños
individuales, D-óptimo (D) y c-óptimo (c), Figura 1.
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Figura 1: Curva de eficiencias por cada valor de k
Las eficiencias del diseño compuesto con respecto a cada diseño óptimo
individual coinciden en el valor k = 0.45, dando como diseño óptimo com-
puesto aquel donde el 51%, 31% y 18% del esfuerzo experimental se debe
realizar en los tiempos 0:19; 1:65 y 16:45 horas respectivamente.
0:45 1 2 3
x 0.19 1.65 16.45
w 0.51 0.31 0.18
4.2 Metodología alternativa 1: Cálculo del error relativo
Se siguen los pasos a. hasta el f. descritos en la sección 3.2, tomando N = 10
corridas experimentales. Para determinar el número apropiado de simula-
ciones se fijó un valor de k = 0:8, se halla diseño óptimo 0.8, y con diferente
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número de simulaciones: 50; 100; 200; 1000; 1500; 2000, se calculan los erro-
res relativos. Los resultados obtenidos se listan en la Tabla 2, para el caso
de 200, 1000, 1500 y 2000 simulaciones. En cada columna se tiene: número
de simulaciones, C1; medianas de los errores relativos del vector de pa-
rámetros, C2; medianas del error relativo asociado al tiempo de máxima
concentración, C3; diferencias consecutivas entre las medianas reportadas
en C2, C4; y diferencias consecutivas entre las medianas reportadas en C3;
C5.
Tabla 2: Resultados obtenidos para diferente número de simulaciones, k = 0:8
C1 C2 C3 C4 C5
200.00 2.54 3.88 0.13 -0.03
500.00 2.42 3.85 0.26 0.16
1000.00 2.68 4.01 -0.06 -0.07
1500.00 2.62 3.94 -0.06 0.00
2000.00 2.56 3.93 0.00 0.00
A partir de 1000 simulaciones se detectan leves diferencias en las me-
dianas de los errores relativos asociados tanto a los parámetros del modelo
como al Tmáx. Por esta razón se fija el número de simulaciones en 1000
y se realizan los pasos h. e i. (Figura 2) usando incrementos fijos de 0:05
para el valor de k.
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Figura 2: Promedio de errores relativos para el vector de parámetros y el tiempo
para la concentración máxima en función de k.
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Los errores relativos asociados al vector de parámetros tiende a decrecer
mientras que los asociados al tiempo para la concentración máxima tiende
a crecer levemente a medida que el valor de k aumenta, Figura 2. Existen
dos posibles valores de k en donde simultáneamente los errores relativos son
pequeños, k = 0:45 y k = 0:60, los diseños óptimos compuestos asociados
a estos dos valores garantizan una estimación óptima tanto del vector de
parámetros del modelo como del tiempo para la concentración máxima.
Esta metodología aporta un diseño óptimo adicional al obtenido por el
método de las eficiencias. Los diseños asociados se encuentran en la Tabla
3.
Tabla 3: Diseños óptimos compuestos. Metodología alternativa 1.
cD 0:45 0:60
x 0.19 1.65 16.45 0.20 1.57 17.33
w 0.51 0.31 0.18 0.46 0.32 0.22
4.3 Metodología alternativa 2: Análisis de la potencia de la prue-
ba de hipótesis
Se consideran las pruebas de hipótesis presentadas en la sección 3.3. Para es-
te ejemplo  = (1,2,3), y como valor local se tomó 0 = (4.29; 0.0589; 21.8).
Además, g() = Tmáx = log(1) log(2)1 2 y g(
0) = Tmáx0 = 1.02.
Cálculo de la potencia de la prueba de hipótesis 1.
Después de realizar los pasos a. al i. descritos en la sección 3.3. se obtiene
algunos cuantiles simulados del estadístico SL;k bajo H0. Luego se realizan
los pasos P1 P3, considerando como valores de  aquellos que resultan de
perturbar los valores locales del vector de parámetros, denotados por 1,
valor de  bajo la hipótesis alternativa.
Según la Figura 3, no se observa una tendencia clara en el gráfico de
las potencias en función de la constante de ponderación, y como el cálculo
depende de que configuración para 1 fue usada, se opta por reportar las
potencias promedio en las 24 configuraciones de valores de 1 para cada
valor de k (Tabla 4).
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Figura 3: Gráficos de potencias para diferentes configuraciones del vector de
parámetros
Tabla 4: Promedio para cada k en la región de rechazo de Teofilina
k 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Media 25.34 30.30 32.77 25.29 29.82 27.92 28.16 29.32 32.45
El mayor valor de la potencia promedio se obtiene para k = 0:3 y
k = 0:9 alcanzando una potencia promedio por encima del 32%, y depende
de los valores de  que fueron usados en la hipótesis alternativa, es posible
que este valor sea más alto en la medida que se tengan en cuenta valores
de  considerablemente distantes del valor local usado, es decir, al consi-
derar perturbaciones de órdenes mayores para los tres parámetros. Con los
resultados obtenidos hasta este momento no hay una conclusión contun-
dente acerca del valor apropiado para k que dé una mayor potencia para
la prueba de hipótesis.
Cálculo de la potencia de la prueba de hipótesis 2.
Se razona de forma análoga a la prueba de hipótesis 1. En este caso la
región de rechazo está determinada por los siguientes valores en Tmáx,
Tmáx = 0:78; 0:85; 0:88; 0:91; 0:94; 0:97; 1:01; 1:05, que corresponden a un
porcentaje de perturbación de 23:5%, 16:6%, 13:7%, 10:7%, 8%, 5% y
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1% por debajo del valor local Tmáx0 y del 3% por encima de ese valor,
respectivamente.
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Figura 4: Gráfico de potencias según el valor de k
En la Figura 4 se muestra las potencias para seis configuraciones del
Tmáx en función de la constante de ponderación. En general, no se observa
una tendencia clara en el gráfico de las potencias en función de la constante
de ponderación, se opta por reportar las potencias promedio en las ocho
configuraciones de valores de 1 para cada valor de k (Tabla 5).
Tabla 5: Promedio para la región de rechazo
k 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90
media 52.80 66.03 65.30 63.70 64.92 61.55 67.00 68.33 65.85
Si un valor razonable para la potencia de la prueba es al menos del 65%,
entonces se tienen como valores factibles para k = 0:2; 0:3; 0:7; 0:8; 0:9, y
el máximo se alcanza en k = 0:8. El valor de esta potencia depende de
los valores para el Tmáx usados en la hipótesis H1, notándose potencias
de al menos el doble de las obtenidas en el caso anterior. Bajo los escena-
rios realizados en ambas pruebas de hipótesis y usando los promedios de
las potencias para ambas pruebas de hipótesis se pueden recomendar los
siguientes dos diseños obtenidos con k = 0:3 y k = 0:9, presentados en la
Tabla 6. Se observa que para k = 0:45, valor obtenido mediante el cálculo
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de las eficiencias, la potencia promedio está alrededor del 64%.
Tabla 6: Diseños óptimos compuestos. Metodología alternativa 2.
cD 0:3 0:9
x 0.19 1.75 15.04 0.22 1.44 18.25
w 0.54 0.31 0.15 0.37 0.33 0.30
5 Discusión
Cada metodología empleada es adecuada según su propósito: diseño ópti-
mo eficiente, el diseño que minimiza los errores relativos, y el diseño que
maximiza la potencia de las pruebas de hipótesis asociada a los parámetros
y al tiempo de máxima concentración. Los diseños óptimos compuestos en-
contrados en esta aplicación son: eficiencia: 0:45; error relativo 0:45 y 0:6;
potencia: 0:30 y 0:9. En esta aplicación los dos primeros métodos dan el
mismo diseño óptimo compuesto, un diseño más eficiente y el de menor
error relativo con relación a sus valores de referencia. Los diseños óptimos
encontrados con el cálculo de la potencia de la prueba dependen de los
valores escogidos en la hipótesis alternativa para los parámetros involucra-
dos, además del número de simulaciones realizadas y en algunas ocasiones
puede que no proporcione un diseño óptimo con alta potencia.
Es necesario investigar otras posibles regiones para el vector de pará-
metros,  consideradas en la hipótesis alternativa, posiblemente valores
más distantes del valor local considerado, y estudiar las variaciones en los
cálculos de las potencias.
6 Conclusiones
En este artículo se aplicó una metodología existente en la literatura [11] y
dos metodologías propuestas, con el fin de seleccionar el valor de la cons-
tante de ponderación en el criterio compuesto, donde se involucran dos
criterios, D-optimalidad y c-optimalidad. Cada una de las metodologías
estudiadas, aplicadas a situaciones prácticas, puede que no proporcionen
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diseños únicos y por tanto se tiene una variedad de posibilidades para la
realización de la experimentación.
Las dos metodologías propuestas con relación a la metodología del
cálculo de las eficiencias, tienen la ventaja que los diseños obtenidos dan la
potencia más alta con relación a la prueba de significancia de los paráme-
tros y de la función no lineal considerada o proporcionan los diseños con
los errores relativos menores.
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