A general explicit formula is derived for controlling bifurcations using nonlinear state feedback. This method does not increase the dimension of the system, and can be used to either delay (or eliminate) existing bifurcations or change the stability of bifurcation solutions. The method is then employed for Hopf bifurcation control. The Lorenz equation and Rössler system are used to illustrate the application of the approach. It is shown that a simple control can be obtained to simultaneously stabilize two symmetrical equilibria of the Lorenz system, and keep the symmetry of Hopf bifurcations from the equilibria. For the Rössler system, a control is also obtained to simultaneously stabilize two nonsymmetric equilibria and meanwhile stabilize possible Hopf bifurcations from the equilibria. Computer simulation results are presented to confirm the analytical predictions.
Introduction
In the past two decades, there has been rapidly growing interest in bifurcation dynamics of control systems, including controlling and anti-controlling of bifurcations and chaos. Such bifurcation and chaos control techniques have been widely applied to solve physical and engineering problems (e.g. see [Abed & Fu, 1987; Berns et al., 2000; Chen et al., 2001; Chen et al., 2000; Chiang et al., 1994; Gu et al., 1997; Kang & Krener, 2000; Laufenberg et al., 1997; Nayfeh et al., 1996; Ono et al., 1998; Wang & Abed, 1995; Wang et al., 1997; Yu & Huseyin, 1988] ). The general goal of bifurcation control is to design a controller such that the bifurcation characteristics of a nonlinear system undergoing bifurcation can be modified to achieve certain desirable dynamical behavior, such as changing a Hopf bifurcation from subcritical to supercritical, eliminating chaotic motions, etc. Anti-control of chaos, on the other hand, is to purposefully create chaos when it is beneficial. Many applications have been found, for example, in the areas of mechanical systems, fluid dynamics, biological systems and secure communications. In engineering applications, one often expects to design a system to be either chaotic or nonchaotic as one wishes.
In this paper, we consider bifurcation control using nonlinear state feedback. A general explicit formula is derived for the control strategy, given in the form of simple homogeneous polynomials. The formula keeps the equilibria of the original system unchanged. The linear part of the formula can be used to modify the system's linear stability, in order to eliminate or delay an existing bifurcation. The nonlinear part, on the other hand, can change the stability of bifurcation solutions, for example, converting a subcritical Hopf bifurcation to supercritical.
To that end, we will apply the general control formula to particularly study controlling Hopf bifurcation. To be more specific, consider the following general nonlinear system:
where the dot denotes differentiation with respect to time t, x is an n-dimensional state vector while µ is a scalar parameter, called bifurcation parameter.
(Note that in general, one may assume that µ is an m-dimensional vector for m ≥ 1.) The function f is assumed analytic with respect to both x and µ.
Equilibrium solutions of system (1) can be found by solving the nonlinear algebraic equation f (x, µ) = 0 for an arbitrary µ, which usually yields multiple solutions. Let x * be an equilibrium (or fixed point) of the system, i.e. f (x * , µ) ≡ 0 for any value of µ. Further, suppose that the Jacobian of the system evaluated at the equilibrium x * has eigenvalues, λ 1 (µ), λ 2 (µ), . . . , λ n (µ), which may be real or complex. Assume that when µ is varied, one pair of the complex conjugates, denoted as λ 1,2 (µ) with λ 1 = λ 2 = α(µ)+iω (µ) , where α(µ) and ω(µ) represent the real and imaginary parts of λ 1,2 (µ), respectively, moves to cross the imaginary axis at µ = µ * such that α(µ * ) = 0 and dα(µ * ) dµ = 0 .
The second condition of Eq. (2) is usually called the transversality condition, implying that the crossing of the complex conjugate pair at the imaginary axis is not tangent to the imaginary axis. Without loss of generality, one may assume that when µ is varied from µ < µ * to µ > µ * , the λ 1,2 (µ) moves from the left-half of complex plane to the right, and the remaining eigenvalues have negative real parts in the vicinity of the critical point µ = µ * . According to the Hopf theory, a family of limit cycles will bifurcate from the equilibrium x * at the critical point µ * , where the equilibrium x * changes its stability.
The goal of Hopf bifurcation control here is to design a controller, given by u = u(x; µ) ,
such that the original equilibrium point x * is unchanged, but the Hopf bifurcation point (x * , µ * ) is moved to a new position, (x,μ) = (x * , µ * ). Therefore, a necessary condition for the controller is obtained as
for all values of µ ∈ R, in order not to change the original equilibrium x * . A general control formula for this task is derived in the next section. Section 3 outlines the general strategy of Hopf bifurcation control. The well-known Lorenz and Rössler systems are then considered in Secs. 4 and 5, respectively, to illustrate the applicability of the new control approach. Finally, concluding remarks are given in Sec. 6.
A General and Explicit Control Formula
Before discussing how to use a state feedback to control Hopf bifurcation, a general formula for the controller that satisfies the necessary condition (4) is given. The formula is not restricted to Hopf bifurcation; it can be applied to study the control of other singularities or bifurcations such as double Hopf and double zero bifurcations. Thus, in this general discussion we consider a more general system, given bẏ
where x is an n-dimensional state vector while µ is an m-dimensional parameter vector. Suppose system (5) has k equilibria, determined from the equation f (x, µ) = 0, given by
A general nonlinear state feedback control is applied so that system (5) becomeṡ
In order for the controlled system (7) to keep all the original k equilibria unchanged under the control u, it requires that the following conditions be satisfied:
for i = 1, 2, . . . , k.
A general formula satisfying condition (8) can be constructed as follows:
It is easy to verify that
Usually terms given in Eq. (9) up to D qij are enough for controlling a bifurcation if the singularity of the system is not highly degenerate. The coefficients A qi , B qij , C qij and D qij , which may be functions of µ, are determined from the stabilities of an equilibrium under consideration and that of the associated bifurcation solutions. More precisely, linear terms are determined by the requirement of shifting an existing bifurcation (e.g. delaying an existing Hopf bifurcation). The nonlinear terms, on the other hand, can be used to change the stability of an existing bifurcation or create a new bifurcation (e.g. changing an existing subcritical Hopf bifurcation to supercritical). Note that not just A qi terms may involve linear terms; B qij terms, etc. may also contain linear terms.
Remarks
(1) By no means the control formula given in Eq. (9) is a unique control law. There are many other feasible controllers (e.g. nonpolynomial types) which satisfy the necessary condition (8). (2) It is not necessary to take all the components u q , i = 1, 2, . . . , n, in the control. In most cases, using fewer components or just one component may be enough to satisfy the predesigned control objectives. It is preferable to have a simplest possible design for engineering applications.
for some i, then one only needs to use these terms and omit the remaining terms in the control law. Moreover, lower-order terms related to these equilibrium components can be added. This greatly simplifies the control formula. For example, if i = 1, then the general controller can be taken as
where a qi 's denote the added lower-order terms. (4) u q involves higher-order terms, which may not be necessary for determining the stability of bifurcation solutions, but necessary for disabling the control at all the k equilibria so that the original equilibria are not changed under the control. Since all different order terms are involved in the terms associated with the coefficients A qi , B qij , C qij , D qij , etc., all these terms may be used to control Hopf bifurcation. For example, later in considering the Rössler system, the D qij coefficients are indeed used to control Hopf bifurcation. (5) In general, it may be difficult to compute the explicit expressions of the equilibrium solutions, in particular, for higher dimensional practical systems. Also, it is not easy to choose an optimal (best) control law from the general control formula, in particular, when a large number of parameters are included. This is related to the inverse problem in optimizing the parameter design. Therefore, for practical, higher dimensional systems, efficient computational methodologies need to be developed by combining numerical and symbolic approaches, with the aid of parameter optimization. This technical problem is not only pertaining to this paper but exists in general.
Hopf Bifurcation Control
Return to the problem of controlling Hopf bifurcation. Adding the controller given by Eq. (3) to system (1) yieldṡ
Assume that the original system without control has an equilibrium x * and Hopf bifurcation occurs at the critical point (x * , µ * ). The goals of control are:
(i) to move the critical point (x * , µ * ) to a designate position (x,μ); (ii) to stabilize all possible Hopf bifurcations.
Goal (i) only requires linear analysis, while goal (ii) must apply nonlinear systems theory. In general, if the purpose of the control is to avoid bifurcations, one should employ linear analysis to maximize the stable interval for the equilibrium. The best is to completely eliminate possible bifurcations using a feedback control. If this is not feasible, then one may have to consider stabilizing the bifurcating limit cycles using a nonlinear state feedback . In certain circumstances one wants to create a Hopf bifurcation, which can be easily achieved using the above two steps in a reverse way [Chen et al., 2001] .
At the designed position,x,
for all µ ∈ R. To achieve objective (i), calculate the Jacobian of system (11) atx to obtain
Thus, by the Hopf theory, J(µ) contains a complex conjugate pair of eigenvaluesλ 1,2 (µ) =α(µ)+iω(µ) satisfyingα
and the remaining eigenvalues of J(µ) have negative real parts at the critical point µ =μ. Substituting the control law (9) (or (10)) into Eqs. (12) and (14) yields the equations for determining the linear coefficients in the controller u. It should be noted that the solution for the linear coefficients is not unique since there are many more variables in the control law than the number of predesigned conditions. This is why many coefficients in the controller can be chosen zero and the actual controller can be quite simple. This will be demonstrated in the next two sections. Therefore, in general, no fixed formula can be given for determining the linear part of the control.
Once the first step discussed above is done, one may decide if it is necessary to continue toward the next step. If the aim of the control is to eliminate an existing Hopf bifurcation but the linear analysis does not reach the goal, then one must use the nonlinear part of the control to stabilize the Hopf bifurcation. This can be achieved using normal form theory. The main task in applying normal form theory is to compute the leading nonzero coefficient in the normal form, which determines whether the Hopf bifurcation is supercritical or subcritical. For Hopf bifurcation, this coefficient is also called the first Liapunov coefficient or the first-order focus value. This coefficient can be explicitly expressed in terms of the second-and thirdorder derivatives of the vector field of (11) evaluated at the critical point. For example, if the original system (1) is described on a two-dimensional center manifold, i.e. x = (x 1 , x 2 ) T and F = (F 1 , F 2 ) T , then the first Liapunov coefficient is given by [Yu & Huseyin, 1988] 
where ω =ω(μ), F ijk 's and F ijkl 's are the secondand third-order derivatives of
, the Hopf bifurcation is supercritical (subcritical). The nonlinear control coefficients are involved in the above ten derivative terms, and are not difficult to be chosen such that v 3 < 0 under which the bifurcating limit cycles are stable. However, if Eq. (1) is a general n-dimensional system, then the expression of v 3 is much more complicated since those noncritical components (associated with those eigenvalues that have negative real parts) also have contributions.
The symbolic computation with the aid of computer algebra systems will be used, as shown in the next two sections where the Lorenz equation and Rössler system are studied in detail.
Lorenz Equation
It is well known that the Lorenz equation can exhibit complex dynamics, including equilibria, limit cycles and chaos. In [Wang & Abed, 1995; Chen et al., 2000] , the Lorenz equation is considered for Hopf bifurcation control, where an approach was proposed by introducing a feedback control which increases the stability interval for one of the nonzero equilibria in terms of the control parameter. The convection equation, considered in [Wang & Abed, 1995; Chen et al., 2000] 
where p and r are positive constants, which are considered as control parameters. Note that system (16) is a special case of the Lorenz equation (e.g. see [Guckenheimer & Holmes, 1993] ):
which has one more parameter than system (16) does. One can easily show that system (16) is a special case of system (17) by first setting β = 1 in Eq. (17), and then letting p = σ and r = ρ, and finally using a constant shift z =z − r in system (16), which together will transform Eq. (16) to the Lorenz equation (17) with β = 1.
It is easy to show that system (16) has three equilibrium solutions, C 0 , C + and C − , given below:
Suppose the parameters p and r are positive. Then C 0 is stable for 0 ≤ r < 1, and pitchfork bifurcation occurs at r = 1, where the equilibrium C 0 loses its stability and bifurcates into either C + or C − . The two equilibria C + and C − are stable for 1 < r < r H , where
and at this critical point C + and C − lose their stabilities, giving rise to Hopf bifurcation. In order to compare with the results obtained in [Wang & Abed, 1995; Chen et al., 2000] , where p = 4 was used, p = 4 is used here and thus r H = 16. It is known that the Lorenz system (16) exhibits chaotic motions when r > 16. In fact, one can use a numerical integration scheme to show that the system can have coexistence of locally stable equilibria C ± and (global) chaotic motions for limited values of r. Figure 1 depicts the coexistence of the equilibria and chaos when r = 15.20 for different initial conditions.
The next two subsections give a comparison between the cases with and without controls.
Without control
When no control is applied, the critical point at which Hopf bifurcation occurs is defined by Eq. (19). At the critical point, defined as p = 4, r H = 16, the Jacobian of system (16) evaluated at C + and C − has a real eigenvalue −6 and a purely imaginary pair ±2 √ 5. Using the shift, given by
to move C ± to the origin and then applying an appropriate linear transformation to system (16), we obtain the following system:
where µ = r − 16 is a bifurcation parameter. Employing the Maple programs developed in [Yu, 1998 ] for computing the normal forms of Hopf and generalized Hopf bifurcations yields the following normal form:
where ρ and θ represent the amplitude and phase of the motion, respectively. The first equation of (22) can be used for bifurcation and stability analysis. It is easy to see that the Hopf bifurcation is subcritical since the coefficient of ρ 3 in the first equation of (22) is 31/3248 > 0. Next, we apply feedback controls to stabilize system (16).
With feedback control
We first consider controlling the Hopf bifurcation of Lorenz equation (16) by a washout filter [Wang & Abed, 1995; Chen et al., 2000] , which increases the system's dimension by one. Then, we will use formula (9) or (10) to design a control law without the washout filter, which turns out to be better than the one with the washout filter.
Control using washout filter
A feedback control u, utilizing a washout filter, was first proposed by Wang and Abed [1995] and later reconsidered by Chen et al. [2000] to obtain the controlled Lorenz systeṁ
where v is the state of the washout filter used as control:
with constant gains k c and k n to be determined, and c is a constant chosen for the filter. Note in Eq. (24) that we use negative sign for u while positive sign is used in [Wang & Abed, 1995; Chen et al., 2000] where the numerical results showed that with c = 0.5, k c = 2.5 and k n = 0.009, the critical point r H at which limit cycles bifurcating from C + is increased from r H = 16 to r H ≈ 36. One purpose of introducing the washout filter is to keep the equilibria of the original system unchanged, which can be seen from the last two equations of (24): Settingv = 0 results in y −cv = 0 and thus u = 0 at the equilibria.
In the following, we first apply an analytical approach to study the controlled system (23), and then in the next subsection present a better control law using the newly derived formula (9). It is easy to show that system (23) still has three equilibrium solutions:
Comparing Eqs. (25) with (18) clearly indicates that the controlled system (23) keeps the equilibria of the original system (16) unchanged. By a linear analysis with the aid of the Hurwitz criterion, we found that when c = 0.5 and k c = 2.5 (k n does not affect linear stability), the equilibrium C + is stable for 1 < r < r H ≈ 36.0043 while C − is stable for 1 < r < r H ≈ 1.0854. By noting that both the two equilibria C ± of the original system are (locally) stable for 1 < r < r H = 16, this suggests that the feedback control (24) is beneficial for the stability of C + since it receives 125% increase of the stable interval over the original one. However, it dramatically decreases the stability range of C − , with almost zero stable interval, indicating that this control strategy may be no good if one wants to treat the two equilibria C + and C − more or less equally. Let us consider C + first. We shift C + to the origin by using the transformation (20) and v = v ± e +ṽ. Then the Jacobian of the new system, evaluated at the critical point r = r H ≈ 36.0043, has four eigenvalues: One purely imaginary pair: ±7.4338i and two negative real eigenvalues: −0.4165 and −6.0835. A linear transformation is then applied to change system (23) into the following form:
where g α2 and g α3 (α = x, y, z, v) denote the second and third degree homogeneous polynomials ofx,ỹ, z andṽ, respectively. Now, applying the Maple program [Yu, 1998 ] yields the following normal form:
where µ + = r − 36.0043, and the subscript and superscript + denote the equilibrium C + . A similar analysis on the equilibrium point C − leads to the following normal form:
where µ − = r − 1.0854, and the subscript − and the superscript − indicate the equilibrium C − . It follows from the first equations of (27) and (28) that the Hopf bifurcation from C + is supercritical when
while that from C − is supercritical if
Thus, in order for both Hopf bifurcations emerging from C + and C − to be supercritical, it requires that 0.0329 < k n < 41.5690 .
In other words, when the control parameters c, k c and k n are taken as c = 0.5, k c = 2.5 and k n ∈ (0.0329, 41.5690), all the limit cycles bifurcating from either C + or C − become stable. When the values of c and k c are varied, the interval for k n is changed, and the new values of k n can be found using the above procedure. This becomes quite easy by using the Maple program. It should be noted, however, that since the Hopf critical point at C − is r H = 1.0854 which is very close to the static bifurcation point r c = 1 at which C + and C − bifurcate from C 0 , the equilibrium C − of the controlled system almost does not have a chance to exist.
Some numerical simulation results, obtained from system (23), are given in Figs. 2 to 4, which are the projections of the trajectories from the four-dimensional space (x, y, z, v) onto the two-dimensional space (x, z). Figure 2 shows the trajectories of the controlled system (23) for p = 4, c = 0.5, k c = 2.5 and k n = 0.009, which were used in [Wang & Abed, 1995; Chen et al., 2001; Chen et al., 2000] . Figure 2(a) shows that when r = 30 ∈ (1, 36.0043), the trajectory converges to the equilibrium C + even for an initial point not near C + . This agrees with the analytical prediction obtained in this paper as well as the numerical result given in ] (see Fig. 12 therein). When r = 37.5 > r H = 36.0043, the bifurcating limit cycle is unstable and diverges to infinity [see Fig. 2(b) ]. This agrees with the results shown in Fig. 12 of , where a subcritical Hopf bifurcation occurs from C + . However, it was stated in that the system has been stabilized by the feedback control. This statement does not imply Hopf bifurcation, but only means that the stability interval, given in terms of the parameter r for the equilibrium C + , has been increased. Figure 3 shows the numerical simulation results when p = 4, c = 0.5, k c = 2.5, which are the same as that for Fig. 2 , but k n = 10 ∈ (0.0329, 41.5690). It is seen that the periodic solutions bifurcating from C + for r > r H = 36.0043 are all stable. For the values of r close to r = r H , see Fig. 3(a) , in which r = 37.5 [same as that used in Fig. 2(b) ], the bifurcating limit cycle is stable as expected by the analytical prediction. Even for larger values of r, shown in Fig. 3(b) where r = 45, the numerical result still shows that the periodic solution is stable.
Similarly, Fig. 4 shows the numerical results related to C − , when p = 4, c = 0.5, k c = 2.5, k n = 10 (same as that used for Fig. 3 ), but for smaller r, since r H = 1.0854 for C − . It is shown that when r = 1.08 < r H , the trajectory converges to C − [ Fig. 4(a) ], but to a stable limit cycle when r = 1.11 [ Fig. 4(b) ]. It has been noticed that unlike the periodic solutions bifurcating from C + , the limit cycles bifurcating from C − are stable only if the value of r is close to the critical point r H = 1.0854. For example, when r = 1.15, the numerical simulation shows that the trajectory diverges to infinity.
Control using formula (9)
The disadvantage of using the washout filter for control is that it increases the dimension of the original system by one, unnecessarily increases the complexity of the system and difficulty in analysis. One may use the control formula proposed in the previous section instead. By using formula (9), we can explicitly write a component of the controller as
However, if z ± = −1, we may omit the terms involving x ± and y ± and add a linear term for z. Furthermore, we may only choose a control component for the third equation. Thus, applying formula (10) yields
where only terms up to the third order are used, which are enough for Hopf bifurcation control. Furthermore, for Hopf bifurcation, the second-order term might not be necessary due to the presence of the third-order coefficient k 33 , so we set k 32 = 0, resulting in a simpler controller:
The closed-loop system is now given bẏ
where the negative signs are used for k ij 's for consistence and comparison with that of the controller based on the washout filter. Introducing the transformation (20) into Eq. (35) results iṅ
Then O e = (x,ỹ,z) = (0, 0, 0) is an equilibrium of system (36), corresponding to the equilibria C + and C − of the original system (16). It is easy to use the Jacobian of system (36), evaluated at the equilibrium O e , to find the characteristic polynomial, resulting in
which shows that only the linear term of the controller u 3 affects the linear stability. It follows from Eq. (25) that the stability conditions for O e (under the assumption p, r > 0) can be obtained as
If k 31 > 0, then it only requires r > 1. The last condition in Eq. (38) implies a critical point at which the controlled system has Hopf bifurcation emerging from the equilibrium O e , defined by
for 0 < k 31 < p − 2. Setting k 31 = 0 (i.e. there is no linear term in the control) yields r H = p (p + 4)/(p − 2) (p > 2) which is the condition given in Eq. (19) for the system without control. This condition yields the critical point r H = 16 at which p = 4 or 8. For consistency, we again take p = 4 in the following analysis.
It can be seen from Eq. (39) that the parameter r H for the controlled system can reach very large values as long as k 31 is chosen close to p − 2. For example, when p = 4, choosing k 31 = 1.5 gives r H = 188.5, and r H = 71 if k 31 = 1. These values of r H are much larger than r H = 16 for the uncontrolled system. If we choose r > 1 and 0 < p − 2 < k 31 , then the equilibria C + and C − are always stable, and no Hopf bifurcations can occur from the two equilibria.
Next, we perform a nonlinear analysis to determine the stability of Hopf bifurcation. If p = 4, then k 31 ∈ (0, 2), and for determination we choose k 31 = (2 √ 1006 − 58)/5 ≈ 1.087, thus r H = 82. Let r = r H + µ = 82 + µ, where µ is a perturbation from the critical point. Then, we have the closedloop systeṁ
The eigenvalues of the Jacobian of system (40), when evaluated at the equilibrium O e , are: λ 1,2 = ± 2 √ 1006 + 28i ≈ 9.5621i and λ 3 = −(2 √ 1006 − 28)/5 ≈ −7.0870. To apply the method of normal forms [Guckenheimer & Holmes, 1993; Yu, 1998 Yu, , 2000 , we introduce the following transformatioñ
to Eq. (40), and then employ the Maple program [Yu, 1998 ] to obtain an identical normal form for the system associated with the two equilibria C + and C − , given in the following polar coordinates up to the third order: 
We choose k 33 = 0.01. Then the controller is
and the controlled system described in the original states is finally obtained aṡ
Its normal form then becomeṡ 
Some numerical simulation results, obtained from the controlled system (46), are given in Figs. 5 and 6. Figure 5 depicts that the trajectories converge to the equilibria C + and C − for 1 < r < 82, while Fig. 6 demonstrates the stable limit cycles bifurcated from the system when r > 82. By using Eq. (49), one can estimate the amplitudes of the three limit cycles shown in Fig. 6 as 0.136, 0.385 and 0.593, respectively. These approximations give a good prediction, confirmed by the numerical integration results. It can be seen from Figs. 5 and 6 that the symmetry of the two equilibria C + and C − remain unchanged before and after the Hopf bifurcation generated by using the simple control (34).
Rössler System
In the previous section we have considered Hopf bifurcation control for the Lorenz equation. The system has two symmetrical equilibria from which unstable limit cycles bifurcate at a critical point. It has been shown using the control formula proposed in Sec. 2 that a simple control given by Eq. (34) can be obtained such that both equilibria are treated equally. In this section we turn to the Rössler system, which can also have Hopf bifurcations from its two equilibria. However, these two equilibria are no longer symmetrical and thus one may not be able to obtain a simple control law as that used for the Lorenz equation. Nevertheless, we will show that it is still not difficult to apply formula (9) or (10) to find an appropriate control law that can simultaneously stabilize the two equilibria of the Rössler system. The Rössler system is described bẏ
where a, b and c are adjustable parameters. In this study, we first analytically explore Hopf bifurcation and then numerically show the route to chaotic motion via period-doubling. Afterwards, we use formula (9) to control Hopf bifurcation of the system. For convenience we choose b = 2 and c = 4 in Eq. (50). First, consider the equilibria of system (50), determined fromẋ =ẏ =ż = 0, which yields y = −z , x = az , and 2 + z(az − 4) = 0 .
One can find either (i) if a = 0, then z e = 1/2, so the equilibrium is E = (0, −1/2, 1/2); or (ii) if a = 0, then
which is real for a ≤ 2. So, for 0 < a ≤ 2, the equilibria are
in which z ± e is given by Eq. (52). By noting that case (i) is a limit case of case (ii), i.e.
we can include case (i) into case (ii).
To study the stability of the equilibria, evaluating the Jacobian of system (50) at the equilibria yields
which gives the characteristic polynomial
where
The stability conditions for the equilibria are given by
If a = 0 (so z e = 1/2), it is easy to check that all the conditions listed in Eq. (57) are satisfied. So, the equilibrium (0, −1/2, 1/2) is stable. Now, suppose 0 < a ≤ 2. Then, the requirements a i > 0 (i = 1, 2, 3) are equivalent to
Since 0 < a ≤ 2 implies (4/a) − 1 ≥ 2/a, it follows from Eq. (58) that
First, consider z + e = (1/a)(2 + (58) is not satisfied and thus the equilibrium point E + e = (az + e , − z + e z + e ) is unstable for any value of a ∈ (0, 2].
Next, consider z − e = (1/a)(2 − √ 4 − 2a). Since we consider the increase of a from 0, we may restrict a such that 0 < a < 2. Then
which imply that static bifurcation does not exist in the Rössler system. Here, a 2 can be rewritten as
for which it is easy to show that lim a→0 + a 2 = 1 + (1/2) = 3/2 > 0, but a 2 | a=2 = 1 − 8 + 5 = −2 < 0. Further, it can be shown that da 2 /da < 0 for a ∈ [0, √ 3) and da 2 /da > 0 for a ∈ ( √ 3, 2], da 2 /da = 0 at a = √ 3 and a 2 ( √ 3) = −3. This indicates that a 2 must cross zero once and only once in the interval a ∈ [0, 2]. Thus, one of the conditions given in Eq. (58) which first violates the stability criterion is a 1 a 2 − a 3 > 0. In other words, when a is increasing from 0, a 1 a 2 − a 3 will first become zero (where a 2 = a 3 /a 1 > 0 due to a 1 , a 3 > 0), at which Hopf bifurcation occurs. Therefore, in order for the equilibrium E − e to be stable, we only need to consider a 1 a 2 − a 3 > 0. This inequality yields
where the roots are found using a numerical approach. Therefore, at the critical point defined by a H ≈ 0.125, the system has a pair of purely imaginary eigenvalues and Hopf bifurcation occurs from the equilibrium E − e . Before adding control to the system, we present numerical results for some typical solutions: stable equilibrium, stable limit cycle, stable quasi-periodic motion and chaos. The results will be used later for a comparison with the controlled system. The equilibrium solution E − e is stable for a < 0.125, so Hopf bifurcation occurs at a = 0.125 from E − e , and bifurcating limit cycle is stable for a ∈ (0.125, 0.34). When a further increases, the Hopf bifurcation solution becomes unstable and the first perioddoubling bifurcation occurs at a = 0.34. After that period-doubling leads to chaos around a = 0.4. The trajectories of system (50), obtained using numerical simulation, and their projections on the x-y plane are shown in Fig. 7 . Now, we consider controlling the Rössler system (50) using feedback control. By the general formula (9), we may apply a control component to each equation of (50). Since the system has only one nonlinear (quadratic) term in the third equation of (50), we might only consider adding a control to the third equation for the purpose of controlling Hopf bifurcation. Thus we may use Eq. (32) to obtain the controlled system as follows:
which does not change the equilibria of the original system (50). In order to give a clear illustration, we shall use a fixed value of a. It has been shown that for the uncontrolled system the equilibrium E + e is always unstable for a ∈ (0, 2] while E − e is stable only for a ∈ (0, 0.125]. When a = 2, E − e = E + e (unstable) does not have representative. Here, we choose a = 0.4 = 2/5, at which the uncontrolled system (50) exhibits chaotic motions (see Fig. 7 ). Thus, z ± e = 5 ± 2 √ 5, so
and the controller becomes
Since the original system (50) does not have static bifurcation, we only consider controlling Hopf bifurcation. There are two objectives: (1) to delay the appearance of Hopf bifurcation from the equilibria E ± e ; and (2) if Hopf bifurcation occurs, stabilize the bifurcating limit cycles. In the following, for a = 2/5, we use the feedback control (63) to stabilize the two equilibria and control possible Hopf bifurcations. There are four cases: (i) both equilibria become stable without Hopf bifurcations; (ii) E + e is stable while E − e has a supercritical Hopf bifurcation; (iii) E − e is stable while E + e gives a supercritical Hopf bifurcation; and (iv) both equilibria have supercritical Hopf bifurcations.
First, consider objective (1) which is determined by the linear terms involved in the control u 3 . A direct calculation shows that the equilibrium E − e of the controlled system is stable when the conditions given in Eq. (57) 
in which the superscript − indicates the equilibrium E − e . Similarly, one can find similar conditions for the equilibrium E + e and the a i 's are 
It is not difficult to find from Eq. (57) that the stability condition that may be first violated is either a 3 > 0 or a 1 a 2 − a 3 > 0. The former gives a static bifurcation while the latter leads to a Hopf bifurcation. For the controlled Rössler system, we only consider Hopf bifurcation. To show this, note that if a 1 crosses zero first (i.e. positive a 1 becomes zero) while a 2 and a 3 are still positive, then the fourth condition becomes −a 3 < 0, which had already crossed zero. Similar discussion applies to the case where a 2 crosses zero first.
It is observed from Eqs. (64) and (65) 
and use the A i 's to stabilize E − e and the C i2 's to stabilize E + e . In order to further simplify the analysis, noting that A 3 takes opposite signs for E − e and E + e , we may let A 3 = −1/4. Then, for the equilibrium E − e , from the conditions
we can obtain
and
under which the equilibrium E − e is stable. Note that the second condition of (68) for A 2 depends upon A 1 given in the first condition of Eq. (68). For determination, we choose
Using the above chosen values of A i 's, similarly we may find the following stability conditions (based on C i2 's) for the equilibrium E + e : 
Let
and C 12 = 0 .
Then
Finally, the control u becomes
Summarizing the above discussions yields the results for case (i) as follows:
Case (i ). Both equilibria 
Next, consider objective (2), i.e. at least one of the two equilibria becomes unstable at a critical point and bifurcates into periodic solutions. We want to use the feedback control to stabilize the bifurcating limit cycles. The stability of the limit cycles is determined by the second-and third-order terms in the control u 3 . However, it should be noted that the controller u 3 given by Eq. (73) involves fourth-order terms, which are necessary for the original equilibria of system (50) to remain unchanged. In particular, we shall find appropriate values of A 2 , C 22 and D i 's to stabilize the bifurcating limit cycles. There are three cases, to be further discussed below.
Case (ii ).
E + e is stable, but E − e has a Hopf bifurcation. For this case, condition (72) still holds, but A 2 is taken as
which renders a
= 0 at the critical point µ = 0, and µ is a bifurcation parameter. By using the second condition given in Eq. (74), we conclude that E + e is still stable in this case when
Then, applying the following transformation
where ω − = 130 − 38 √ 5/5, into Eq. (61) and then employing the Maple program [Yu, 1998] , we obtain the following normal form up to the third order:
where ( 
under which a 13 ≈ −0.291181 + 0.047594C 22 < 0 as long as C 22 is given by Eq. (72). Thus, the control is finally reduced to 
which gives a + 1 a + 2 − a + 3 = 0 at the critical point µ = 0. Then, similarly we can find the third-order normal form given as follows: 
where µ − and µ + are perturbation parameters. The equilibrium E − e is stable (unstable) for µ − < 0(> 0) and E + e is stable (unstable) for µ + < 0(> 0). At the critical point µ − = 0, Hopf bifurcation occurs from the equilibrium E − e while Hopf bifurcation merges from the equilibrium E + e at µ + = 0. The third-order normal form corresponding to the equilibrium E − e can be found as follows:
where the subscript − and superscript − indicate the equilibrium E − e , and a
which indicates that a − 13 < 0 for any real values µ − > 0 and µ + > 0. Thus, the Hopf bifurcation from E − e is supercritical. Note that Eq. (85) is actually the same as Eq. (77).
Similarly, the third-order normal form for the equilibrium E + e is given bẏ
implying that a + 13 < 0 for any positive value of µ − . Therefore, the Hopf bifurcation from E + e is also supercritical. Again, note that Eq. (87) is the same as Eq. (82).
Summarizing the above discussions shows that the controlled Rössler system, i.e.
where the parameters are chosen as a = 0.4, b = 2 and c = 4 (under which the uncontrolled system is can always be stabilized by the two appropriately choosing coefficients A 2 and C 22 . The detailed results are summarized in Table 1 , where E + e = (2 + (4/5) limit cycle bifurcating from E + e when E − e is stable [Case (iii)]. Figures 8(e) and 8(f) show that both E + e and E − e are unstable [Case (iv)] and they are locally surrounded by stable limit cycles. These results indeed confirm the analytical predictions given in Table 1 .
It has been noted that unlike the uncontrolled system, the simulation for the controlled Rössler system associated with E + e is very sensitive to the control coefficient C 22 . This can be seen from Eq. (87) from which we obtain the approximate solution for the family of limit cycles as follows: r 2 + = 1230.00µ + implying that µ + must be a very small positive real value, i.e. the perturbation to C 22 must be very small. It should be noted that the control law given in this paper for the Rössler system may not be the best choice. We could choose more coefficients in the general control formula (63) and even add more control components to the first and second equations. This can reduce the sensitivity of the system to the feedback control. It is beyond the scope of this paper, so is not further discussed.
Concluding Remarks
A general explicit formula has been derived and presented for bifurcation control using nonlinear state feedback. The formula, which can be applied to many kind of singularities, automatically satisfies the necessary condition required for not changing the equilibria of the original system. The linear part of the control formula can change the stability of an equilibrium and shift existing bifurcations from the equilibrium. The nonlinear part of the control formula can be used to stabilize (or destabilize) bifurcations.
In this paper, the developed approach has been applied to controlling Hopf bifurcation. The Lorenz equation and Rössler system are used to illustrate that multiple equilibria can be treated simultaneously and to gain a big increase of stability interval (region). Furthermore, limit cycles bifurcating from equilibria are dealt with in the same way so that the coexisting multiple limit cycles become stable simultaneously. It should be noted that since the intended bifurcation control tasks are complicated, the controllers turn out to be somewhat complex. These findings have not been reported in the literature based on other methods such as using the washout filter. The analytical predictions of this paper have been verified by numerical simulation results.
The method proposed in this paper can be extended to consider other singularities such as double Hopf, Hopf-zero and double zero.
