Abstract. Work-ahead smoothing is a technique whereby a server, transmitting stored compressed video to a client, utilizes client buffer space to reduce the rate variability of the transmitted stream. The technique requires the server to compute a schedule of transfer under the constraints that the client buffer neither overflows nor underflows. Recent work established an optimal off-line algorithm (which minimizes peak, variance and rate variability of the transmitted stream) under the assumptions of fixed client buffer size, known worst case network jitter, and strict playback of the client video. In this paper, we examine the practical considerations of heterogeneous and dynamically variable client buffer sizes, variable worst case network jitter estimates, and client interactivity. These conditions require on-line computation of the optimal transfer schedule. We focus on techniques for reducing on-line computation time. Specifically, (i) we present an algorithm for precomputing and storing the optimal schedules for all possible client buffer sizes in a compact manner; (ii) we show that it is theoretically possible to precompute and store compactly the optimal schedules for all possible estimates of worst case network jitter; (iii) in the context of playback resumption after client interactivity, we show convergence of the recomputed schedule with the original schedule, implying greatly reduced on-line computation time; and (iv) we propose and empirically evaluate an "approximation scheme" that produces a schedule close to optimal but takes much less computation time.
a network. Consequently, techniques to minimize the rate variability of transmitted video have been a hot topic of research in recent years. Workahead smoothing is one such method, used in a setting in which a server transmits stored video to a client with a given buffer size. Here, data may be prefetched into the client buffer before its playback time, in a manner that smooths the transmission bit rate. The technique requires that the server compute a schedule of video transfer that ensures the client buffer neither overflows nor underflows.
Several algorithms have been suggested for computing the schedule of transfer for a given video [3, 10, 13] (see [5] for a survey). Briefly, these algorithms assume a pair of constraints D(t),B(t) which respectively denote the minimum cumulative data which the server must transmit by time t to prevent underflow and the maximum cumulative data which the server may transmit by time t without overflow. Each algorithm constructs a piecewise-CBR schedule of transmission A(t) (the cumulative data that the server actually transmits by time t) that satisfies the constraints D(t) ≤ A(t) ≤ B(t) ∀t, and which is optimal according to some criteria. The algorithms differ from one another with respect to the criterion they optimize. Feng and Sechrest [6] minimize the number of rate increases, Feng et al. [3] the total number of rate changes and McManus and Ross [10] minimize client buffer requirements for a constraint on the total number of CBR transmission segments. In this paper, we base our work on the optimal smoothing algorithm proposed by Salehi et al. [13] , which produces a schedule that has minimum peak, variance and rate variability. Section 2 presents an overview of this algorithm. We will refer to the algorithm in [13] as the optimal algorithm and to the resulting schedule as the optimal schedule.
The model assumed by the above smoothing algorithms is static in the sense that the constraints D, B are assumed fixed throughout the presentation. The model therefore does not account for dynamic changes (such as changes in client buffer size and worst case network jitter estimates) and client interactions (such as fast-forward and rewind), which alter the work-ahead constraints and consequently the optimal schedule itself. In Sect. 3, we consider a practical setting where dynamic changes and interactions may occur, show 
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Maximum cumulative data that can be transmitted by the server by time t without buffer overflow how the work-ahead constraints are affected and discuss why on-line computation of the optimal schedule becomes essential. Two fundamental questions that arise in the context of an on-line computation are (i) how to minimize on-line computation time ?, and (ii) what impact does the altered schedule have on the network resources required by the video stream? In this paper, we focus on addressing the first question. Our approach consists of (i) establishing fundamental relationships that exist between the optimal schedules arising out of different constraints (Sect. 4), and (ii) using these results to reduce on-line computation time in the presence of heterogeneous client buffer sizes, variable worst case network jitter estimates and client interactions. (Sect. 5).
In Sect. 4 , we assume that two physically different situations may be modeled by the constraints (D1, B1) and (D2, B2) with optimal schedules A1 and A2. Given particular relationships between D1 and D2, B1 and B2, we establish relationships between A1 and A2. Our results include, (i) the Domination Theorem which asserts that, if D2(t) ≥ D1(t) ∀t and B2(t) ≥ B1(t) ∀t, then A2(t) ≥ A1(t) ∀t, (ii) the Refinement Theorem which asserts that, if D2(t) = D1(t) ∀t and B1 is displaced downwards or right from B2, then the critical points 1 of A1 are a superset of those of A2, and (iii) the Convergence Theorem which asserts that if ∀t ≥ q, D1(t) = D2(t) and B1(t) = B2(t), then A1 and A2 converge at a point beyond q.
Applying these results, in Sect. 5, (i) we propose an algorithm that can precompute and store the optimal schedules for all possible client buffer sizes in a compact way, (ii) we show that it is theoretically possible to precompute and store the optimal schedule for all possible worst case network jitter estimates in a compact fashion, (iii) in the context of client playback after an interaction, we show that the recomputed schedule of transfer converges with the original schedule, and recomputation involves examination of only the frames up to the point of convergence. We empirically evaluate the impact of this theoretical result.
Finally, in Sect. 6, we propose and empirically evaluate an approximation scheme, that involves altering the workahead constraints and performing optimal smoothing with the altered constraints. The resulting schedule is feasible and close to being optimally smooth with respect to the original constraints, yet it takes much less time to compute. Section 7 discusses related work and Sect. 8 makes concluding remarks. 1 Critical points of a schedule are those points where the client buffer is empty or full. (See Sect. 4). It is easy to reconstruct the optimal schedule given its critical points. 
Note that the last condition ensures that there is no buffer underflow (A(t) ≤ D(t)) or overflow (A(t) ≥ B(t)).
In the particular case where there is no network delay or jitter, and the client has a buffer size b,
The algorithm constructs a feasible piecewise-CBR transmission schedule in the following manner. The idea is to iteratively identify the longest possible CBR transmission segment (since CBR transmission is optimally smooth), and when the transmission rate must be changed to ensure feasibility, to make the change as early as possible, thereby ensuring that the change is as small as possible. The construction is illustrated in Fig. 1 . To prevent buffer overflow at (a), the rate is decreased at the earliest possible moment (b). (Decreasing the rate earlier than (b) would result in a buffer underflow.) Similarly, to prevent buffer underflow at (c), the rate is increased at the earliest possible moment (d).
(Increasing the rate earlier than (d) would result in a buffer overflow). The reader is referred to [13] for the actual algorithm. The complexity is O(N 2 ), but an O(N ) algorithm is also discussed. Points of rate increase or rate decrease are called change points, the former being referred to as convex and the latter as concave. Thus, in Fig. 1, ( 
a(t)) and A(t) = D(t) (A(t) = B(t)).
Need for on-line computation
Consider Fig. 2 which illustrates a multimedia server, concurrently transmitting distinct VBR streams to clients across a high-speed network. Each client is a set-top box or a network PC with a certain limited buffer capacity, and the server transmits data to the client according to an optimal schedule of transfer, computed as described in the previous section. We now describe several situations where the server needs to compute the schedule of transfer on-line. In heterogeneous environments, where users purchase set-top boxes corresponding to their budget and requirements, the client buffer sizes can vary from a few hundred kilobytes to over a gigabyte [10] . The work-ahead constraint B(t) varies with client buffer size as B(t) = min{D(t − 1) + b, D(N )}, resulting in a variation of the optimal schedule with client buffer size. Consequently, the server must either explicitly store the optimal schedule for every possible client buffer size, or it must determine the client buffer size at the start of each presentation and compute a schedule of transfer on-line. Further, the client may be running other processes simultaneously, which share buffer space. This could potentially result in dynamic variation of the buffer available for smoothing during the presentation, and necessitate on-line schedule recomputation.
The client may be connected to the server via a network with highly variable and potentially unbounded jitter, such as Ethernet or the Internet. In [13] , it is assumed that the server estimates apriori the worst case end-to-end jitter over the entire length of video playback. A worst case jitter of j frame units, where j =
W orstCaseN etworkJitter(s)
1/f ramerate , is handled by delaying client playback by j and ensuring that the server stays j ahead of the client, i.e., by shifting the curve B(t) to the right by j units and performing smoothing with the shifted B(t) and the original D(t).
Smoothing is done with D(t), B1(t).) However, such an estimate of worst case jitter j is difficult to make in the real environments we consider. Instead, the server could periodically revise its estimate using some on-line algorithm and consequently derive an updated transmission schedule. Finally, the client may be enabled to perform interactive functions, such as fast-forward, rewind, pause/resume and indexing (temporal jumps forward/backward) during stream playback. While playback restart after an interaction does not alter the work-ahead constraints, a recomputation of the optimal schedule may still be required. To see this, consider Fig. 3 , which illustrates a client which while viewing frame r of a video makes a temporal jump forward to frame u. The client buffer is flushed out and normal playback now resumes from frame u + 1 onwards. Note that had the interaction not taken place, an amount of work-ahead data W A = A(u) − D(u) would have already been available in the client buffer at time u. Consequently, the original schedule cannot be used directly and a new optimal schedule A1 needs to be computed.
The optimal off-line algorithm proposed in [13] takes roughly 6-8 s to smooth a 174,000-frame trace on an SGI workstation with a 150-MHz R4400 processor. However, it is conceivable that this overhead may be unacceptably high in an on-line situation. Large-scale servers handle hundreds of clients, and may have to deal with several on-line computations concurrently. In addition, while it is expected that servers would be optimized for I/O-intensive operations, modern web servers may have to perform compute-intensive activities and computation overheads cannot be ignored.
Results establishing the relationship between optimal schedules
We assume that any real-world "situation" may be modeled by a pair of constraints (D, B). Given two physically different situations (D1, B1) and (D2, B2) with optimal curves A1 and A2, we present results, which, given particular relationships between D1 and D2, and between B1 and B2, establish relationships between A1 and A2. In Sect. 5, we apply these results to relate schedules arising from different client buffer sizes and different worst case network jitter estimates.
We begin by presenting a fundamental result, the Domination theorem, which we find useful in subsequent results.
Definition 1 (Domination). A function f (t) is said to dominate a function g(t) over an interval
[p, q] iff f (t) ≥ g(t), ∀t, p ≤ t ≤ q.
Theorem 1 (Domination theorem). Let
See Appendix A for proof. Briefly, the proof is by contradiction. We assume a maximal segment [s, u) 
We then show that A1 has no points of rate -decrease (concave) over [s, u) and A2 has no points of rate increase over [s, u) . From this, we show A1(u) > A2(u) and arrive at a contradiction.
We now introduce the notion of critical points of an optimal schedule.
Definition 2 (critical points). t is a critical point of an optimal schedule if the client buffer is either empty (A(t) = D(t)) or full (A(t) = B(t)) at time t. In the former case, the critical point is referred to as concave and in the latter case as convex.
All change points of an optimal schedule are also critical points for that schedule, but the converse need not be true. 2 Given the critical points of an optimal schedule, and stored D(t) values, it is easy to reconstruct the schedule itself.
In Sect. 3, we have seen that a change of client buffer size displaces the work-ahead constraint B upwards or downwards, while a change of worst case network jitter estimate displaces the constraint B to the left or right. We now present the Refinement theorem, that relates the critical points of schedules A1 and A2, optimal respectively for constraints (D1, B1) and (D2, B2), where D1 and D2 are identical, B2 dominates B1, and B1 is obtained either by displacing B2 downwards or to the right. We will use the Refinement theorem in Sect. 5 to relate optimal schedules arising from different client buffer sizes and different worst case network jitter estimates. (a) The concave critical points of A1 are a superset of the concave critical points of A2.
Theorem 2 (Refinement theorem). Let D1(t) = D2(t) and
Refer to Appendix A for proof. (a) is proved observing that A2 dominates A1 over [0, N] . To prove (b), we displace the curves D1, B1 upwards by k to get the curves D1 , B1 and then apply Theorem 1 for (D1 , B1 ) and (D2, B2). (c) is proved in a similar fashion to (b), except that (D1 , B1 ) is obtained by displacing the curves D1, B1 to the left by j. 2 For example, consider the case where all N frames have the same size. The optimal schedule is a single CBR segment with no change-points, yet ∀t, t ∈ {1, 2, . . . , N}, t is a concave critical point.
Finally, we present the Convergence theorem, which we find useful in reducing on-line schedule recomputation time in the context of playback restart after an interaction. 
Definition 3 (Convergence). Schedule A1 is said to converge with schedule A2 at a time p, if ∀t, t ≥ p, A1(t) = A2(t).
Theorem 3 (Convergence theorem). Let ∃q such that
B2(t) = B1(t), D2(t) = D1(t) ∀t, q ≤ t ≤ N . Let A2(q) ≥ A1(q).
Handling heterogeneous client buffer sizes, variable network jitter and client interaction
We apply the results presented in the previous section to the contexts of heterogeneous client buffer, variable worst case network jitter and playback resumption after an interaction. In each case, we devise methods to reduce the on-line computation time.
Heterogeneous client buffer sizes
In this section, we apply the Refinement theorem to show that the critical points of the optimal schedule for any client buffer size b1 are a superset of the critical points of the optimal schedule for any client buffer size b2, b2 > b1. We then present an algorithm, by which the server can precompute the optimal schedules for all possible client buffer sizes in an efficient manner. Further, the server need not maintain a copy of the optimal schedule for each possible client buffer size; rather, by storing the schedule for minimum possible client buffer size alone, the server can easily retrieve the optimal schedule for any particular buffer size. Corollary 1. Let A1 and A2 represent the optimal schedules for a given video and client buffers b1 and b2, respectively (b2 > b1). Then, the critical points of A1 are a superset of the critical points of A2.
Proof. Let D1, B1 represent the constraints for a client buffer size b1. Let D2, B2 represent the constraints for a client buffer size b2. Now, B1(t) = min{D1(t − 1) + b1} and Table 2 .
where b a3 is obtained as the maximum of an appropriate expression and L is the list of all < a3, f a3 >, such that the maximum is attained at t = a3. See text for details
concave convex max a1<t<a2,t∈T
Let bmin be the minimum possible client buffer (bmin = size of largest frame of presentation). Let A bmin denote the optimal schedule of transmission for a client buffer bmin and T denote the set of all critical points of A bmin . We find the notion of transition buffer of a critical point useful.
Definition 4 (Transition buffer). Let t ∈ T . Then, the transition buffer b t of critical point t is that buffer such that t is a critical point of the optimal schedule of transmission for a client buffer b ≤ b t and not for any higher client buffer.
We now present an algorithm β (formally in Fig. 4 ) to precompute the optimal schedules for all possible client buffer sizes. The algorithm constructs a list Q (which can be stored in a file and retrieved whenever needed). Each entry of list Q is a triplet of the form < t, b t , f t >, which indicates that t ∈ T , b t is a transition buffer of t and f t is a flag that indicates if t is concave or convex. The entries in list Q are stored in increasing order of t.
The basis of the algorithm β is the procedure Refine. Given that a1, a2 ∈ T and have transition buffers b a1 , b a2 , respectively, and given there exists no t ∈ T in (a1, a2) with a transition buffer b t ≥ min{b a1 , b a2 }, Refine finds < a3, b a3 , f a3 > such that b a3 = max{b t |a1 < t < a2, t ∈ T, b t is transition buffer of t} and a3 is the critical point for which the maximum is attained, f a3 indicating if a3 is convex or concave. In case of a tie, Refine returns a list L of all such < a3, f a3 >. Table 2 summarizes how b and list L may be identified given a1 and a2, f a1 and f a2 . (f a1 ,f a2 are flags that indicate whether the respective critical points are convex or concave.) A derivation of the results presented in Table 2 can be seen in Appendix B.
Algorithm β builds list Q as it progresses and operates as follows. The critical points of the optimal schedule for infinite client buffer 3 are computed directly using the optimal algorithm in [13] (Step 1), and for each point, a corresponding entry is inserted in Q (Step 2). At any time, in Step 6, the following invariant holds: the pointers First and Second point to adjacent entries < b a1 , a1, f a1 > and < b a2 , a2, f a2 > of list Q, and an entry already exists in Q ∀t, t < a1, t ∈ T .
Step 7 verifies if ∃t ∈ T in the interval (a1, a2). If this is the case, procedure Refine is applied on < a1, f a1 > and < a2, f a2 > in Step 8, and the critical points returned by Refine are inserted in Q (Step 9). The process continues until there is an entry in Q for each critical point of A bmin .
Note that once Q is computed and stored by the server, the critical points of the optimal schedule for a particular client buffer b may be obtained by inspecting each entry < t, b t , f t > of Q and choosing those entries < t, f t > such that b t ≥ b. With the list of critical points, the optimal Consider the following artificially constructed example to illustrate the working of algorithm β and procedure Refine. Assume for a video, N = 6 and d(t) is given by < 1000, 500, 375, 1000, 1125, 1250 >. Then, D(t) is given by < 1000, 1500, 1875, 2875, 4000, 5250 >. Also, bmin = 1250 (minimum client buffer size = size of largest frame). Further, T = Set of critical points of optimal schedule for client buffer size bmin = {1, 4, 5, 6} (Obtained by running the Salehi-96 Algorithm). The optimal schedule for infinite client buffer has two concave critical points: {1,6}. We now trace the execution of the algorithm and show how Q is constructed.
At start of while loop in algorithm β, Q =< 1, ∞, concave >, < 6, ∞, concave >. The maximum occurs at t = 4 and is 1675. Thus now: Q =< 1, ∞, concave >, < 4, 1675, convex >, < 6, ∞, concave >. 2. Refine is called with < 1, concave > and < 4, convex >. But as ∃t, t ∈ T, 1 < t < 4, Q is unchanged and the interval < 1, 4 > needs no further refinement. 3. Refine is called with < 4, convex > and < 6, concave >. Refine now computes with a1 = 4 and a2 = 6, schedule for a client buffer b may be easily reconstructed. Figure 5 gives a complete example that illustrates the working of algorithm β and procedure Refine. Let K be the number of critical points in the optimal schedule for minimum possible client buffer (K = |T |). Theoretically, K maybe N , (the number of frames in the video). However, we find on experimentation with several VBR-compressed MPEG-1 video frame-size traces 4 that K is in practice much smaller than N . This fact is illustrated in Table 3 . It is easily verified that Algorithm β has a max{O(K 2 ), O(N )} complexity. Storage requirement is O(K) and the time of retrieval of the optimal schedule for a given client buffer takes O(K) time.
Variable worst case network jitter
In this section, we apply the Refinement theorem to show an important relationship between the critical points of the optimal schedules for two different worst case network jitter estimates. We then show that it is possible for the server to store the optimal schedule for maximum possible worst case network jitter alone, and yet easily retrieve the optimal schedule for any particular worst case network jitter. A lot of the discussion in this section parallels the discussion concerning heterogeneous client buffer sizes in Sect. 5.1.
Corollary 2. Let A1,A2 represent the optimal schedule for worst case network jitter J1 and J2 respectively, J1 < J2. Then, (a) the concave critical points of A2 are a superset of the concave critical points of A1. (b) if A1 has a convex critical point at t, A2 has a convex critical point at t + J2 − J1.
The proof is similar to Corollary 1 and is omitted. Assume that, during the presentation, the worst case network jitter estimate is bounded by J max , and that the optimal schedule for the estimate J max has m critical points. Then, it is possible to precompute and store the optimal schedules for all possible estimates of worst case network jitter j, j ≤ J max using O(m) space. This can be done by storing triplets of the form < t, J t , f t >, where, f t is a flag that indicates concave or convex. If f t is concave, then t is a concave critical point in the optimal schedule for worst case network jitter j, j ≥ J t , and if f t is convex, then t+j −J t is a convex critical point in the optimal schedule for any worst case network jitter j, j ≥ J t .
Finally, we believe that it is possible to develop an efficient algorithm to actually compute and store triplets in the above fashion. We defer development of such an algorithm to future work.
Playback restart after an interaction
In this section, we apply the Convergence theorem to the context of client playback after an interaction, and evaluate its impact on reduction in schedule recomputation time.
For a given video of N frames and a given client buffer size b, let D,B represent the work-ahead constraints, and A the optimal schedule for the entire video. Let a client index randomly to a frame f , flushing out its buffer. Let A1 represent the new optimal schedule of transfer for frames f + 1 to N . Then, by a direct application of the Convergence theorem, it follows that A and A1 converge by the first convex change point of A1 or the first concave change point of A (> f), whichever is earlier. While convergence occurs actually at the first convex critical point of A1 or the first concave critical point of A, we find dealing with changepoints more convenient algorithmically, and hence we use a slightly weaker version of the Convergence theorem.
The on-line recomputation of A1 proceeds in identical fashion to the optimal algorithm, except that, whenever a change point, say c is identified, it is verified if c is a change point of A as well, in which case further computation of A1 is stopped. Beyond c, A1 and A are identical.
We now empirically evaluate the impact of the Convergence lemma in reducing on-line schedule recomputation time, by experimentation with several MPEG frame-size traces. We assume that the client may randomly index to any frame i (0 ≤ i < N) with equal probability. Let CL(i), BR(i) denote respectively the number of frames to be inspected in an on-line recomputation of the optimal schedule for frames i + 1 to N , if the Convergence theorem were used, and if a blind recomputation were done. (Note that
CL(i) N
. w i , w avg are measures of the impact of the Convergence theorem in reducing on-line computation overhead, while CL(i), CL avg are measures of the absolute computation overheads involved when the Convergence theorem is used. Figure 6 shows the variation of w avg with client buffer size for several MPEG-1 traces. For each trace, note that w avg increases with client buffer size. This is due to the fact that, when the segment lengths of the original schedule are relatively small, the change point of convergence is likely to occur faster. (Also, the Convergence theorem becomes more significant as the length of the trace increases; note that the Star Wars trace is four times as long as other traces.) From the figure, we see that for most traces and client buffer sizes ≤ 512KB, there is an average reduction of more than five times (w avg ≤ 0.2) in the number of frames to be inspected when the Convergence theorem is used. Figure 7 shows the variation of CL avg with the client buffer size for several traces. On average, an on-line recomputation inspects less than 5000 frames across all traces for buffer sizes ≤ 512KB when the Convergence theorem is used.
In conclusion, the Convergence theorem can have appreciable impact in reducing recomputation time of a new schedule. Even in cases where the Convergence theorem may not have a significant influence, we still recommend its use in case of an on-line recomputation as there is no "penalty" involved.
Approximation scheme
In this section, we propose an approximation scheme that works by altering the work-ahead constraints and performing optimal smoothing on the altered constraints. The resulting schedule is feasible and close to being optimally smooth with respect to the original constraints, yet it takes significantly less time to compute. The optimal algorithm proceeds by inspecting every frame as a possible candidate for being a change point. Yet it may be verified that a frame with size 0 cannot be a change point and the optimal algorithm can skip inspecting such a frame. The approximation scheme readjusts the frame size sequence in such a manner that many frames have a size 0. The video is assumed to consist of N/g blocks of g consecutive frames each (assume for simplicity that N is a multiple of g). The sequence is now readjusted so that, in each block, the entire data of all the frames of the block is attributed to its first frame, all other frames having size 0. Formally, if f Figure 8 shows how the original constraints D(t),B(t) may be modified to give the new constraints D1(t) and B2(t) after readjustment of the sequence. Note, however, that the schedule arising from smoothing with constraints D1(t), B2(t) may be infeasible. We tackle this by adjusting the curve B2(t) downwards (thus we do not make fullest possible use of the client buffer).
Smoothing is now performed with the work-ahead constraints D1(t), B1(t) and we refer to the resulting schedule as the approximate schedule. Only N/g frames have to be examined as all other frames have a size 0; however, the schedule is not optimal, as we start off with a burstier sequence and do not make fullest possible use of the client buffer.
We now investigate the performance of the approximation scheme by experimentation with several MPEG frame size traces. We demonstrate that the smoothness of the optimal and approximate schedules are comparable. Further, we expect that the approximation scheme achieves a reduction in computation time close to the block size g (as it examines only about 1/g of the frames that the optimal scheme does) and we show that this is indeed the case. 5 We first present some of the parameters that we use in our experiments. Typically, the very first frame of the video is much larger than its immediately subsequent frames and a start-up latency of s units may be introduced to smooth its transmission [13] . However, the approximation scheme results in an increase in the size of the first frame due to aggregation, which offsets the benefits of the start-up latency. Further, with the approximation scheme, no data is transmitted in the last g − 1 (g is the block size) frame times. To avoid these problems, we do not apply the approximation scheme to the first L1 and the last L2 blocks of the video, 5 The smoothing algorithm runs in O(N ) time, where N is the number of frames examined. In our experiments, we actually used the O(N 2 ) version of the smoothing algorithm; however, this version too runs in close to linear time in practice. and instead we retain the original frame size sequence for these blocks. In the experiments described below, we fix s = 15, L1 = 15 and L2 = 15. For each video, we fixed the block-size g to be equal to the GOP of that video. The GOP of a video is the number of frames between consecutive I-pictures in its compression pattern [1] . The GOP of Star Wars is 12, of Advertisements 6, of Jurassic 12, of MTV 12, and of Wizard 15. Let P A,SA and CA (P O,SO,CO) denote respectively the peak, standard deviation and computation time of the approximate (optimal) schedule. Figures 9 and 10 plot the % increase (as compared to optimal) in peak and standard deviation when the approximation scheme is used against client buffer size for several traces. Across all traces, for client buffers greater than 1 MB, the increase of peak is less than 2%. For most traces, and client buffer sizes greater than 4 MB, the increase in peak is less than 0.5%. The increase in standard deviation is less than 2% for buffer sizes greater than 1 MB for most traces. For small buffer sizes (< 1MB), however, the peak of the approximate schedule may grow to as large as 60% higher than optimal (not shown in graph). This is understandable, because for small buffer sizes, the cost of under-utilizing client buffer becomes significant. Figure 11 shows the speed-up obtained on using the approximate algorithm as compared to the optimal one, as a function of client buffer. The speed-up is measured on a Pentium 266-MHz processor. 6 Only schedule computation time is considered, and time for input, preprocessing and output is not. As expected, the speedup is close to the block size used for each trace and is not significantly affected by the client buffer size. For example, Wizard (block size 15) shows a 13-17-fold speed-up, and Jurassic (block size 12) shows around a 12-fold speed-up across all client buffer sizes.
Finally, in [14] , we investigate the impact of varying the block size on the performance of the approximation scheme. Our findings indicate that (i) the speed-up achieved is proportional to the block size, and (ii) in general, larger blocksizes result in poorer approximations; however, exceptions do occur for MPEG video because of the encoding pattern. See [14] for details.
Related work
Feng et al. [4] have considered the problem of interactivity in the context of work-ahead smoothing. They introduce the notion of "VCR window" and demonstrate that, for large buffers above 25 MB, most requests for rewind could be handled within the window itself, from the data residing within the smoothing buffer. In such a case, no recomputation of the schedule of transfer is required. On a rewind, transmission by the computed schedule of transfer is stopped and is resumed when normal playback reaches the original point of play. However, it is not clear that this approach would work well in the case of smaller client buffers. Further, their method is not applicable when there is a change in smoothing constraints during the presentation (such as dynamic change of client buffer or worst case network jitter estimates) when a recomputation of the optimal schedule becomes unavoidable.
Dey et al. [2] have considered the problem of playback restart after an interaction. They propose an algorithm by which the restart latency can be minimized, assuming transfer bounded by a particular peak rate determined by the original schedule of transfer. They do not recompute a new schedule of transfer on-line, rather they transmit at the peak rate until convergence with the old schedule of transfer occurs. While this approach has advantages in that the existing network resources are sufficient and no fresh reservation needs to be made, the disadvantage is that there is no direct control over the resulting start-up latency. Again, their technique is not applicable when there is a change of smoothing constraints during the presentation.
Rexford et al. [11] have considered work-ahead smoothing of live video, where there is only a limited knowledge of frame sizes in the future (made possible by the introduction of delay at the source). The authors examine schemes in which the optimal smoothing algorithm is periodically executed on-line to compute a transmission schedule over the next window of frames. The performance of these schemes is compared to that of optimal off-line transmission. An interesting question that has not been explored is the cumulative costs associated with repeated on-line computation.
Summary and conclusions
Work-ahead smoothing is a technique whereby a server transmits stored video to a client in accordance with a computed schedule of transfer. Past work [13] established an algorithm that computes a schedule, which optimally minimizes peak, variance and rate variability of the transmitted stream, under the assumptions of fixed client buffer size, known worst case network jitter and strict playback of the client video. In this paper, we have considered practical situations characterized by heterogeneous client buffer sizes, dynamically changing worst case network jitter estimates, and client interactions such as fast-forward and rewind. Such a setting requires an on-line computation of the schedule of transfer. We have presented the Domination theorem, Refinement theorem and the Convergence theorem which establish important relationships between optimal schedules obtained under different sets of constraints. We then use these results to devise methods for reducing on-line computation time in various practical situations. We summarize our results below.
(i) Based on the Refinement theorem, we have proposed an O(K 2 ) algorithm that can precompute the optimal schedules for all possible client buffer sizes and store them in O(K) space, such that retrieval of the schedule for a particular buffer size can be done in O(K) time. Here, K is the number of critical points in the optimal schedule for smallest possible client buffer size, and experiments reveal that K is significantly smaller than N , the number of frames in the video.
(ii) It is theoretically possible to precompute and store the optimal schedules of transfer for all possible estimates of worst case network jitter j, j < J max in O(m) space. Here, m is the number of critical points in the optimal schedule for worst case network jitter J max .
(iii) In the context of on-line recomputation of the optimal schedule on playback resumption after an interaction, the Convergence theorem shows at what point in time the recomputed and original schedules converge. The theorem has a significant impact in reducing on-line computation time for small client buffer sizes and long videos. For client buffer sizes ≤ 512KB, the number of frames to be examined in an on-line recomputation is reduced more than fivefold on average.
(iv) We have proposed an approximation scheme that works by altering the work-ahead constraints and performing smoothing on the altered constraints. Experimental evaluation shows that, for client buffer sizes > 1MB, the approximate schedule has peak and standard deviation within 2% of optimal, yet it may be computed as much as 10-15 times faster. Table 2   Table 2 is derived considering each of four separate cases, where f 1 may be concave or convex and f 2 may be concave or convex, (f 1 and f 2 are as discussed in Sect. 5.1). We consider only the case where f 1 and f 2 are both concave. The other cases may be handled similarly. We assume close familiarity with the terminology stated in Sect. 5.1.
B Derivation of
Observation 1.
Let a1 and a2 be concave critical points of A bmin , with transition buffers b1 and b2, respectively. Let ∀t, a1 < t < a2 and t ∈ T , the transition buffer for t be < min{b1, b2}. , with the maximum attained at t = a3 (a3 may not be unique). Then, a3 is a convex critical point of A bmin , has a transition buffer b, and ∀t, a1 < t < a2 and t ∈ T , the transition buffer for t is ≤ b.
Proof. Let b0 = min{b1, b2}. Let D(t), B(t) represent the constraints for a client buffer b0, and A(t) the optimal schedule for that buffer size. As by assumption, there are no critical points in (a1, a2) for client buffer b0, A (refer Fig. 13 ) is a straight line over (a1, a2). The effect of reducing the client buffer below the b0 translates mathematically to displacing the curve B(t) downwards. By Corollary 1, a1 and a2 continue to be concave critical points of the optimal schedule as the buffer decreases. Further, as long as displacing B(t) downwards does not render the straight line transmission over (a1, a2) as in A infeasible, no new critical point is introduced in (a1, a2) . An additional convex critical point is created at that client buffer b where B(t) just touches the curve A(t) at some time say a3, a1 < a3 < a2. By Corollary 1, a3 is now a convex critical point in the optimal schedule calculated for any smaller buffer ≤ b, that is the buffer b is the transition buffer of a3. Further, ∀t such that a1 < t < a2 and t ∈ T , t has a transition buffer ≤ b. It now remains to calculate b. Let B1(t), D(t) represent the constraints for buffer b and A1(t) the optimal curve. A1 is identical to A over the interval (a1, a2). . But, B1(t) − A1(t) ≥ 0 ∀t, a1 < t < a2, t ∈ T , and further, B1(a3) − A1(a3) = 0. Hence, we have, b ≥ H(t), ∀t, a1 < t < a2, t ∈ T and b = H(a3). Hence 
For a1 < t < a2, we have B1(t) − A1(t) = B1(t) − A(t)
=
