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We prove a global existence result in suitable Sobolev spaces for the solution of
the nonlinear Cauchy problem
∂ttut x −
(
1+
∫
Rn
dy Kx− y∇yut y2
)
xut x = 0
u0 x = u0x ∂tu0 x = u1x  > 0
where n > 3 is the space dimension, the initial data are C∞ with compact support
in Rn, and Kz is a positive smooth function rapidly decreasing as z → ∞. Our
approach is based on the energy estimates combined with the classical Von Wahl
inequalities.  2002 Elsevier Science (USA)
Key Words: energy inequalities; Von Wahl estimates, contraction method.
INTRODUCTION
In this paper we study the nonlinear hyperbolic Cauchy problem
∂ttut x −
(
1+
∫
Rn
dy Kx− y∇yut y2
)
xut x = 0 (1)
u0 x = u0x ∂tu0 x = u1x  > 0
where t ≥ 0 and x = x1     xn ∈ Rn, x =
∑
i=1 n ∂2xi is the Laplace
operator in Rn, u0 u1 ∈ C∞c Rn × C∞c Rn and  > 0 is a small param-
eter. In the paper we suppose that n > 3 and we assume that Kz is a
1 The author was supported by I.N.d.A.M. Istituto Nazionale di Alta Matematica “F.
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positive function satisfying the property
max
0≤γ≤s
∇γz Kz ≤
c
1+ zN  (2)
where c > 0 is a constant, N > n is a suitable integer, and s ≥ 2[ n2 ] + 6
(see Theorem 0.2).
In Eq. (1), we may set
vt xK∇u = 1+
∫
Rn
dy Kx− y∇yut y2
and write
∂ttut x − vt xK∇uxut x = 0 (3)
u0 x = u0x ∂tu0 x = u1x  > 0
Then we may interpret vt xK∇u as a variable speed of propagation,
depending on the ﬁrst-order derivative of u.
Problem (1) generalizes the classical Kirchhoff equation
∂ttut x −
(
1+ ∇xut ·2L2Rn
)
ut x = 0 (4)
studied in many papers (see [2–7, 15, 16]). Here
∇xut ·L2Rn =
(∫
Rn
dx∇xut x2
)1/2
denotes the L2 norm with respect to the space variables. On the other
hand, the integrodifferential term ∇xut ·2L2Rn may be considered as
a connection between the speed of propagation and the classical energy
associated to the solution.
One of the ﬁrst results concerning the Kirchhoff equation (4) is due
to Bernstein [2] in the one-dimensional case. He proved a local existence
result for initial data in suitable Sobolev spaces as well as a global exis-
tence result for real analytic data. Next, Carrier [4] studied an approxi-
mate nonlinear equation for the transversal motion of a string. Dickey and
Nishida [5–7, 16] investigated some models for strings of ﬁnite and inﬁ-
nite length. Recently, D’Ancona and Spagnolo [8] examined the nonlinear
Cauchy problem
∂ttut x −
(
1+
∫
Rn
dx∇xut x2
)
ut x
= Fut x ∂tut x∇xut x (5)
u0 x = u0x ∂tu0 x = u1x
and they proved the following.
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Theorem 0.1 ([8]). Let u0 u1 ∈ C∞c Rn × C∞c Rn and put s =
u ∂tu∇xu. Assume that Fs = Osλ+1 near s = 0. Then for n ≥ 2
there exists 0 = 0u0 u1 F sufﬁciently small and λ0 = λ0n so that prob-
lem (5) admits a unique global solution u ∈ C∞R+ × Rn, provided that
0 <  < 0u0 u1 F and λ > λ0n.
Going back to Eq. (1), we can write it in the following form
∂ttut x − 1+ K  ∇u2t xxut x = 0 (6)
where  denotes the convolution product with respect to the space variables.
In the case Kz = 1, Eq. (6) becomes the Kirchhoff equation (4). On the
other hand, if δ denotes the Dirac distribution, setting K = δ, we obtain
from (6) the quasi-linear wave equation
∂ttut x − 1+ ∇xut x2ut x = 0 (7)
The last observation shows that problem (1) can be considered as an inter-
polation between Eqs. (4) and (7).
Our main result is the following.
Theorem 0.2. Let s ≥ 2 [ n2 ]+ 6. Then there exists 0 = 0u0·HsRn,u1·Hs−1Rn sufﬁciently small such that for any 0 <  < 0 problem (1)
admits a unique global solution
u ∈ ⋂
j=0s
Cj0+∞Hs−jRn
The plan of the paper is the following. Sections 1 and 2 are devoted to the
proof of suitable energy estimates for problem (1). In Section 3, we intro-
duce L∞ → L2-type inequalities. In Section 4 the contraction method and
the continuation principle for differential equations are applied to com-
plete the proof of Theorem 0.2. In the Appendix we recall two lemmas
used in the paper.
In the exposition below we use the following notations. By Hs and C∞c
we denote, respectively, the usual Sobolev space and the set of C∞ func-
tions compactly supported in Rn. Also we use the notations ∂tu = ut and
∂αxu = uα.
1. PRELIMINARY ESTIMATES
Let
B0 R = x ∈ Rn  x ≤ R 0 < R < +∞
denote the ball with center at the origin and radius R. Without loss of
generality, we can assume that
suppu0 ∪ suppu1 ⊆ B0 R
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The regularity of the initial data implies the existence of a local solution to
problem (1) for t ∈ 0 T  with sufﬁciently small T > 0.
Deﬁnition 1.1. Set
DT =max
{√(
1+
∫
Rn
dyKx−y∇yuty2
)
 t∈0T y≤R
}
 (8)
Deﬁne the characteristic cone by
%T  = t x ∈ 0 T  × Rn  x ≤ R−DT t (9)
Deﬁnition 1.2. Let s ≥ 2[ n2 ] + 6 and suppose that ut x is a local
solution to (1). We denote by
Et =
∫
x≤R−DT t
dx
( utt x2
2
+
(
1+
∫
Rn
dy Kx− y∇yut y2
)
× ∇xut x
2
2
)
(10)
and
Eαt =
∫
x≤R−DT t
dx
( uαt t x2
2
+
(
1+
∫
Rn
dy Kx− y∇yut y2
)
× ∇xu
αt x2
2
)
 (11)
respectively, the energy associated to u and uα for every ﬁxed α 0≤ α ≤ s.
Our purpose is to prove the following.
Proposition 1.3. Let ut x be a local solution to (1). Then
ET ≤E0−
∫
%T 
dtdx
(
∇x
∫
Rn
dyKx−y∇yuty2
)
uttx∇xutx
+
∫
%T 
dtdx
(
∂t
∫
Rn
dyKx−y∇yuty2
) ∇xutx2
2
 (12)
Proof. We will divide the proof into four steps.
Step 1:
Deﬁnition 1.4. Let γ  0 T  × Rn → R+ be a smooth function with
respect to the time and space variables. Deﬁne the domain
%γT  = t x ∈ 0 T  × Rn  x ≤ R− γt x (13)
where the function γt x will be given in (22), Step 3.
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The proof of Proposition 1.3 is based on a suitable application of the
divergence theorem in %γT . The choice of this domain is closely related
to Deﬁnition 1.1. In fact, setting γt x = DT t (see Step 3), we just ﬁnd
%T  and the required estimate (12) follows.
Multiplying Eq. (1) by utt x and integrating in %γT  we have∫
%γT 
dt dx
(
utt xuttt x −
(
1+
∫
Rn
dy Kx− y∇yut y2
)
×utt xut x
)
= 0
After some calculations, the last identity takes the form
∫
%γT 
dtdx
[
∂t
( uttx2
2
+
(
1+
∫
Rn
dyKx−y∇yuty2
) ∇xutx2
2
)]
−
∫
%γT 
dtdxdiv
[(
1+
∫
Rn
dyKx−y∇yuty2
)
uttx∇xutx
]
+
∫
%γT 
dtdx
(
∇x
∫
Rn
dyKx−y∇yuty2
)
uttx∇xutx
−
∫
%γT 
dtdx
(
∂t
∫
Rn
dyKx−y∇yuty2
) ∇xutx2
2
=0 (14)
Step 2:
Deﬁnition 1.5. Let
'γT  = t x ∈0 T ×Rn  x = R− γt x
be the lateral surface of %γT . For t x ∈ 'γT  let
νtx=νttxνxtx
= 1√
γttx2+
∣∣∣ xx +∇xγtx
∣∣∣2
(
γttx
x
x +∇xγtx
)
(15)
denote the unit normal vector coming out from 'γT .
Notice that, for t = 0 and t = T , the base sides of %γT  have the form
Binf = x ∈ Rn  x ≤ R
and
Bsup = x ∈ Rn  x ≤ R−DT T
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The unit vectors coming out from Binf and Bsup are respectively given by
−1 0     0 and 1 0     0. Recalling (14), we apply the divergence
theorem to the term
J =
∫
%γT 
dt dx
[
∂t
( utt x2
2
+
(
1+
∫
Rn
dy Kx− y∇yut y2
)
× ∇xut x
2
2
)]
−
∫
%γT 
dt dx
× div
[(
1+
∫
Rn
dy Kx− y∇yut y2
)
utt x∇xut x
]

Thus we are going to study
J = J1 + J2 + J3
where
J1 = −
∫
x≤R
dx
( ut0 x2
2
+
(
1+
∫
Rn
dy Kx− y∇yu0 y2
)
× ∇xu0 x
2
2
)

J2 =
∫
x≤R−γTx
dx
( utT x2
2
+
(
1+
∫
Rn
dy Kx− y∇yuT y2
)
× ∇xuT x
2
2
)
and
J3=
∫
'γT 
dσtx
( uttx2
2
+
(
1+
∫
Rn
dyKx−y∇yuty2
)
× ∇xutx
2
2
)
·νttx
−
∫
'γT 
dσtx
(
1+
∫
Rn
dyKx−y∇yuty2
)
uttx∇xutx·νxtx
Here, J1 and J2 denote respectively the boundary contributions for t = 0
and t = T , while J3 is the remaining term evaluated on the surface 'γT .
Step 3: To get inequality of Proposition 1.3, it remains to show that J3 is
positive. For t x ∈ 'γT  set
J31=
( uttx2
2
+
(
1+
∫
Rn
dyKx−y∇yuty2
) ∇xutx2
2
)
·νttx
−
(
1+
∫
Rn
dyKx−y∇yuty2
)
uttx∇xutx·νxtx
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We will show that J31 is non-negative. Taking into account (15), for sim-
plicity, we put
φt x γ = 1√
γtt x2 +
∣∣ xx + ∇xγt x∣∣2
> 0
Setting
At x γ = γtt x
2

Bt x γK∇u = γtt x
(
1+ ∫Rn dy Kx− y∇yut y2)
2
(16)
and
Ct x γK∇u =
(
1+ ∫Rn dy Kx− y∇yut y2)( xx + ∇xγt x)
2

we deduce
J31 = φt x γ
(
At x γutt x2 + Bt x γK∇u∇xut x2
− 2Ct x γK∇uutt x∇xut x
)

Assumption 1.6. Assume that γtt x > 0 ∀ t x ∈ 'γT . Then, we
have At x γ > 0 and Bt x γK∇u > 0, ∀ t x ∈ 'γT 
We refer to Remark 1.8 below for more details concerning Assump-
tion 1.6. To complete the proof of Proposition 1.3, observe that, whenever
C2t x γK∇u ≤ At x γBt x γK∇u (17)
the following estimate
Atxγuttx2+BtxγK∇u∇xutx2
−2CtxγK∇uuttx∇xutx
≥
(√
Atxγuttx−
√
BtxγK∇u∇xutx
)2
≥0
holds. This allows us to conclude that J3 ≥ 0.
Lemma 1.7. Inequality (17) holds if we take γt x = DT t for t x ∈
0 T  × Rn.
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Proof. It is convenient to write (17) as follows∣∣∣∣
(
x
x + ∇xγt x
)∣∣∣∣ ≤ γtt x√(
1+ ∫Rn dy Kx− y∇yut y2)
 (18)
Taking
βt x = x + γt x (19)
we have
βtt x = γtt x and ∇xβt x =
x
x + ∇xγt x
hence (18) yields
∇xβt x ≤
βtt x√(
1+ ∫Rn dy Kx− y∇yut y2)

Without loss of generality, we can assume that
∇xβt x =
βtt x√(
1+ ∫Rn dy Kx− y∇yut y2)
(20)
holds. We call this equality eicoidal equation. Recall that by Deﬁnition 1.1
the solution to (20) is given by
βt x = x +DT t (21)
Consequently, using (19), we conclude that
γt x = DT t (22)
so we may omit the index γ using the notations
%T  = t x ∈ 0 T  × Rn  x ≤ R−DT t
'T  = t x ∈0 T ×Rn  x = R−DT t
instead of %γT  and 'γT 
Remark 1.8. Notice that from (22) we get γtt x = DT  > 0.
Step 4: Using (10), we see that J1 = −E0 and J2 = ET . Since J3 ≥ 0,
from (14) we conclude that
ET  − E0 +
∫
%T 
dt dx
(
∇x
∫
Rn
dy Kx− y∇yut y2
)
utt x∇xut x
−
∫
%T 
dt dx
(
∂t
∫
Rn
dy Kx− y∇yut y2
) ∇xut x2
2
≤ 0
This completes the proof of Proposition 1.3.
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2. GENERALIZED ENERGY ESTIMATES
In this section we extend the previous results to higher order derivatives
of the solution.
Proposition 2.1. Let s ≥ 2 n2  + 6 and let α be ﬁxed so that 0 ≤ α ≤ s.
Assume that ut x is a local solution to (1). Then we have
EαT  ≤ Eα0 +
∫
%T 
dt dx
(
∂t
∫
Rn
dy Kx− y∇yut y2
)
× ∇xu
αt x2
2
−
∫
%T 
dt dx
(
∇x
∫
Rn
dy Kx− y∇yut y2
)
×uαt t x∇xuαt x +
∫
%T 
dt dx
∑
α1+α2=α
Cαα1α2u
α
t t x
×
(
∂α1x
∫
Rn
dy Kx− y∇yut y2
)
uα2t x (23)
where 1 ≤ α1 ≤ α 0 ≤ α2 ≤ α − 1, and Cαα1 α2 are suitable constants.
Proof. Our approach follows that used in Section 1. We divide the proof
into two steps.
Step 1: Fix α so that 0 ≤ α ≤ s and consider the identity
∂αx
(
uttt x −
[
1+
(∫
Rn
dy Kx− y∇yut y2
)]
ut x
)
= 0
A simple calculation yields
u
α
tt t x −
[
1+
(∫
Rn
dy Kx− y∇yut y2
)]
uαt x
= ∑
α1+α2=α
Cαα1 α2
(
∂α1x
∫
Rn
dy Kx− y∇yut y2
)
uα2t x (24)
where 1 ≤ α1 ≤ α and 0 ≤ α2 ≤ α − 1. Multiplying (24) by uαt t x
and integrating in %T  we obtain∫
%T 
dt dxu
α
t t xuαtt t x −
∫
%T 
dt dxu
α
t t x
×
[
1+
(∫
Rn
dy Kx− y∇yut y2
)]
uαt x
=
∫
%T 
dt dx
∑
α1+α2=α
Cαα1 α2u
α
t t x
×
(
∂α1x
∫
Rn
dy Kx− y∇yut y2
)
uα2t x (25)
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Step 2: Write (25) as follows
∫
%T 
dtdx
[
∂t
(
uαt tx
2
2
+
(
1+
∫
Rn
dyKx−y∇yuty2
)
× ∇xu
αtx2
2
)]
−
∫
%T 
dtdxdiv
[(
1+
∫
Rn
dyKx−y∇yuty2
)
u
α
t tx∇xuαtx
]
+
∫
%T 
dtdx
(
∇x
∫
Rn
dyKx−y∇yuty2
)
u
α
t tx∇xuαtx
−
∫
%T 
dtdx
(
∂t
∫
Rn
dyKx−y∇yuty2
) ∇xuαtx2
2
=
∫
%T 
dtdx
∑
α1+α2=α
Cαα1α2u
α
t tx
(
∂α1x
∫
Rn
dyKx−y∇yuty2
)
×uα2tx
Proceeding in the same way as in Section 1, we apply the divergence
theorem to the term
J
α
1 =
∫
%T 
dt dx
[
∂t
(
uαt t x
2
2
+
(
1+
∫
Rn
dy Kx− y∇yut y2
)
× ∇xu
αt x2
2
)]
−
∫
%T 
dt dx
div
[(
1+
∫
Rn
dy Kx− y∇yut y2
)
u
α
t t x∇xuαt x
]

The statement of Proposition 2.1 follows combining (11) with Steps 3 and
4 of Section 1.
3. VON WAHL INEQUALITY
Introduce the uniform norm
f t ·L∞Rn = supx∈Rn f t x
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Deﬁnition 3.1. Let s ≥ 2[ n2 ] + 6 and let ut x be a local solution to
(1). We deﬁne the weighted-L∞ norm
Hs/2+1T  = sup
t x∈%T  0≤β≤s/2+1
{
1+ tn−1/2∣∣∂βxut x∣∣ 1+ tn−1/2
× ∣∣∂t∂βxut x∣∣} (26)
where a denotes the greater integer less than a ∈ R+
Our goal is to prove the following.
Proposition 3.2. Let ut x be a local solution to (1). Then
Hs/2+1T  ≤ c0+ c1H2s/2+1T  sup
t∈0 T 
{ut ·Hs/2+n/2+3Rn}
where c0 and c1 denote suitable positive constants.
Proof. Our approach is based on the classical L∞Rn → L2Rn
inequalities established by Von Wahl [19]. Consider the non-homogeneous
Cauchy problem
wttt x − xwt x = Ft xwt x∇t xwt x∇2t xwt x (27)
w0 x = w0x ∂tw0 x = w1x  > 0
where x ∈ Rn, w0 w1 ∈ C∞c Rn ×C∞c Rn, and  > 0 is a small parame-
ter. Suppose that problem (27) admits a local solution for t in some interval
0 T  0 < T < +∞. Then the Von Wahl inequality ([19]) implies the esti-
mate
wT ·L∞Rn ≤ c0
w0·Hn/2+1Rn + w1·Hn/2Rn
1+ T n−1/2
+ c1
∫ T
0
dt
Ft · wt ·∇txwt ·∇2txwt ·Hn/2Rn
1+ T − tn−1/2

where c0 and c1 are positive constants.
We write the problem (1) as
uttt x − xut x =
(∫
Rn
dy Kx− y∇yut y2
)
xut x (28)
u0 x = u0x ∂tu0 x = u1x  > 0
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and assume that ut x is a local solution to (1). Therefore, the Von Wahl
inequality yields
uT ·L∞Rn
≤ c0
u0·Hn/2+1Rn + u1·Hn/2Rn
1+ T n−1/2
+ c1
∫ T
0
dt
∥∥(∫
Rn dy K· − y∇yut y2
)
xut ·
∥∥
Hn/2Rn
1+ T − tn−1/2  (29)
Let β be an index such that 0 ≤ β ≤ [ s2 ]+ 1. Applying the operator ∂βx to
(28), we get
u
β
tt t x − xuβt x = ∂βx
[(∫
Rn
dy Kx− y∇yut y2
)
xut x
]

∂βxu0 x = ∂βxu0x ∂βx∂tu0 x = ∂βxu1x
A simple calculation gives
∂βx
[(∫
Rn
dy Kx− y∇yut y2
)
xut x
]
= ∑
β1+β2=β
C
β
β1 β2
(
∂β1x
∫
Rn
dy Kx− y∇yut y2
)
xu
β2t x
where Cββ1 β2 are constants, 0 ≤ β1 ≤ β, and 0 ≤ β2 ≤ β. From the
above estimates we deduce
uβT·L∞Rn
≤c0β
u0·Hn/2+1+βRn+u1·Hn/2+βRn
1+T n−1/2
+c1β
∫ T
0
dt
×
∥∥∑
β1+β2=β
(
∂
β1
x
∫
Rn dyK·−y∇yuty2
)
xu
β2t·∥∥
Hn/2Rn
1+T−tn−1/2
 (30)
with suitable positive constants c0β c1 β. Next applying Lemma 5.1, we get
∂β1x
∫
Rn
dy Kx− y∇yut y2 =
(∫
Rn
dy
(∇β1x Kx− y)∇yut y2
)
 (31)
Exploiting Assumption (2) on Kz, we conclude that
∇β1z K·L1zRn ≤ cβ1 < +∞ (32)
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for every 0 ≤ β1 ≤ β, with some constants cβ1 . Using Lemma 5.1 once
more, we have∥∥∥∥
(
∂β1x
∫
Rn
dy K· − y∇yut y2
)
xu
β2t ·
∥∥∥∥
Hn/2Rn
≤
∥∥∥∂β1x ∫
Rn
dy K· − y∇yut y2
∥∥∥
L∞Rn
∥∥xuβ2t ·∥∥Hn/2Rn
≤ ∥∥∇β1x K·∥∥L1Rn∇xut ·2L∞Rn∥∥xuβ2t ·∥∥Hn/2Rn
≤ cβ1
H2s/2+1T 
1+ tn−1
ut ·Hn/2+β2 +2Rn
Combining the previous estimates, we obtain
uβT ·L∞Rn ≤ c0 β
u0·Hn/2+1+βRn + u1·Hn/2+βRn
1+ T n−1/2
+ c1 βH2 s2 +1T 
×
∫ T
0
dt
∑
0≤β2≤β ut ·Hn/2+β2 +2Rn
1+ T − tn−1/21+ tn−1

Finally, summing over 0 ≤ β ≤ [ s2 ]+ 1 and recalling that
u0·Hs/2+n/2+2Rn < +∞ and u1·Hs/2+n/2+1Rn < +∞
we conclude that∑
0≤β≤ s2 +1
uβT ·L∞Rn
≤ c0
1+ T n−1/2
+ c1H2s/2+1T 
×
∫ T
0
dt
∑
0≤β2≤ s2 +1
ut ·Hn/2+β2 +2Rn
1+ tn−11+ T − tn−1/2
≤ c0
1+ T n−1/2
+ c1H2s/2+1T 
(
sup
t∈0 T 
ut ·Hn/2+s/2+3Rn
)
×
∫ T
0
dt
1
1+ tn−11+ T − tn−1/2
 (33)
Now from Lemma 5.2 we have∫ T
0
dt
1
1+ tn−11+ T − tn−1/2
≤ c
1+ T n−1/2

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with a suitable constant c depending on n. Thus, (33) takes the form
∑
0≤β≤ s2 +1
uβT ·L∞Rn ≤
c0
1+ T n−1/2
+ c1
H2s/2+1T 
1+ T n−1/2
×
(
sup
t∈0 T 
ut ·Hs/2+n/2+3Rn
)
 (34)
Multiplying inequality (34) by 1+ T n−1/2, we complete the proof of
Proposition 3.2.
4. PROOF OF THEOREM 0.2.
Going back to (11), the estimate (34) takes the following form
Hs/2+1T  ≤ c0+ c1n sH2s/2+1T  sup
t∈0 T 
{√
Es/2+n/2+3t
}
 (35)
On the other hand, by (23), for every ﬁxed 0 ≤ α ≤ s, we have
EαT  ≤ Eα0 +
∫ T
0
dt
∥∥∥∥
∫
Rn
dy∇xK· − y∇yut y2
∥∥∥∥
L∞
uαt t ·L2
×∇xuαt ·L2 +
∫ T
0
dt
∥∥∥∥
∫
Rn
dyK· − y∂t∇yut y2
∥∥∥∥
L∞
×∇xuαt ·L2
∇xuαt ·L2
2
+ ∑
α1+α2=α
Cαα1α2
∫ T
0
dt
∥∥∥∥
∫
Rn
dy∂α1x K· − y∇yut y2
∥∥∥∥
L∞
×uαt t ·L2
uα2t ·L2
2
 (36)
where 1 ≤ α1 ≤ α 0 ≤ α2 ≤ α − 1 and Cαα1 α2 are suitable constants.
Since
∂t ∇yut y2 ≤ 2∇yut y∂t∇yut y ≤ 2
H2s/2+1T 
1+ tn−1

applying (2), we get∥∥∥∥
∫
Rn
dy ∇xK· − y∇yut y2
∥∥∥∥
L∞
+
∥∥∥∥
∫
Rn
dyK· − y∂t∇yut y2
∥∥∥∥
L∞
≤ cH
2
s/2+1T 
1+ tn−1
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and ∥∥∥∥
∫
Rn
dy∂α1x K· − y∇yut y2
∥∥∥∥
L∞
≤ cα1
H2s/2+1T 
1+ tn−1

for every 1 ≤ α1 ≤ α. Here and below c and cα1 denote suitable con-
stants. Thus from (36) we have
EαT  ≤ Eα0 + cαH2s/2+1T 
∫ T
0
dt
Eαt
1+ tn−1
 (37)
Without loss of generality, we may suppose that Eαt is an increasing
function in t for every ﬁxed α such that 0 ≤ α ≤ s. Therefore, by (37) we
deduce
EαT  ≤ Eα0 + cαEαT H2s/2+1T 
∫ T
0
dt
1
1+ tn−1

Summing over 0 ≤ α ≤ s and observing that the condition n > 3 implies
the convergence of the integral as T →∞, we conclude that
EsT  ≤ Es0 + c2s nEsT H2s/2+1T 
Taking into account (35), we ﬁnally obtain the following system of inequal-
ities
Hs/2+1T ≤ + c1n sH2s/2+1T 
√
Es/2+n/2+3T 
EsT ≤Es0 + c2n sEsT H2s/2+1T 
(38)
Here we have s ≥ [ s2 ]+ [ n2 ]+ 3 since s ≥ 2[ n2 ]+ 6. On the other hand, the
fact that the initial data are small leads to Es0  c2. Thus we conclude
that
Hs/2+1T ≤ + c1n sH2s/2+1T 
√
Es/2+n/2+3T 
EsT ≤ 2 + c2s nEsT H2s/2+1T 
(39)
Putting
θuT  s = EsT  +Hs/2+1T 
and using (39), we obtain
θuT  s ≤ cs n(+ 2 + θuT  s5/2 + θuT  s3) (40)
Lemma 4.1. Assume (40) fulﬁlled. Then there exists a constant C1 and a
number 0 = 0u0·HsRn u1·Hs−1Rn sufﬁciently small such that, for
all  ∈0 0 and for all t ∈ 0 T  we have
θu t s < C1
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Proof. We will proceed by contradiction. Put C1 = 2C0 and suppose that
there exists t1 ∈ 0 T  so that
θu t s < 2C0 ∀ 0 ≤ t < t1 while θu t1 s = 2C0 (41)
Using (40), for all 0 ≤ t < t1, we have
θu t s < cs n(+ 2 + 2C05/2 + 2C03) (42)
We take 0 > 0 sufﬁciently small, so that for all 0 <  < 0, the right-hand
side of (42) becomes smaller than 32C0. Hence, by (42), for all 0 ≤ t < t1
and for all 0 <  < 0 we have
θu t s ≤ 3
2
C0 (43)
The continuity of θu t s yields the estimate
θu t1 s ≤
3
2
C0 (44)
Since t1 is arbitrary, we obtain a contradiction. The continuation principle
for differential equations shows that we have no restrictions on the time
variable and we can therefore extend the result to the case T = +∞. The
uniqueness of the solution follows from the standard contraction argument
[14, 18]. This completes the proof of Theorem 0.2.
5. APPENDIX
The following lemma concerns some properties related to the convolu-
tion product. For more details and for a complete proof we refer to [3].
Lemma 5.1. Let r ≥ 0 be an integer and let CrcRn = h ∈ CrRn 
supp(h) is compact in Rn. Assume that 1 ≤ p ≤ +∞, f ∈ CrcRn, and
g ∈ L1locRn ∩ LpRn. Then
f  gLpRn ≤ cp nfL1RngLpRn
where cp n is a suitable constant and  denotes the convolution product
with respect to the space variables. Moreover,
f  g ∈ CrRn and ∂jxf  gx = ∂jxf   gx
for every index 0 ≤ j ≤ r.
We will prove the following estimate used in Section 3.
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Lemma 5.2. Assume n > 3 and 0 < T ≤ +∞. Then we have∫ T
0
dt
1
1+ T − tn−1/21+ tn−1
≤ c
1+ T n−1/2
 (45)
Proof. Writing 0 T  = 0 T/2 ∪ T/2 T , we get∫ T/2
0
dt
1
1+ T − tn−1/21+ tn−1
≤
{
max
t∈0 T/2
1
1+ T − tn−1/2
} ∫ T/2
0
dt
1
1+ tn−1
= 1(
1+ T2
)n−1/2
(
1
n− 2 −
1
n− 2(1+ T2 )n−2
)
≤ cn(
1+ T2
)n−1/2 ≤ c˜n1+ T n−1/2
and ∫ T
T/2
dt
1
1+ T − tn−1/21+ tn−1
≤
{
max
t∈T/2 T 
1
1+ tn−1
} ∫ T
T/2
dt
1
1+ T − tn−1/2
= 1(
1+ T2
)n−1
(
2
n− 3 −
2
n− 3(1+ T2 )n−3/2
)
≤ cn(
1+ T2
)n−1 ≤ c˜n1+ T n−1/2 
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