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RESUMO
Em função da capacidade computacional instalada e da estru-
tura dispersa de alguns sistemas produtivos, existe interesse
em soluções de modelagem e simulação distribuída destes
sistemas. Isso é considerado como um recurso fundamen-
tal para o projeto, implementação e melhoria de desempenho
desses sistemas produtivos. A idéia é que por meio de si-
mulações com o uso de computadores fisicamente dispersos,
mas integrados através de uma rede de comunicação, pode-
se avaliar o comportamento de sistemas em concepção e me-
lhorar resultados de plantas existentes. Este trabalho propõe
assim, um procedimento para a modelagem de sistemas pro-
dutivos em ambientes distribuídos. Esse procedimento foi
aplicado com sucesso a alguns estudos de caso onde sua efi-
cácia foi confirmada. Este trabalho envolve ainda a proposta
de um algoritmo para o gerenciamento da simulação distri-
buída. Com o método de modelagem e o algoritmo de geren-
ciamento tem-se os principais elementos para a implementa-
ção prática de um simulador de sistemas produtivos disper-
sos.
PALAVRAS-CHAVE: sistema produtivo disperso, simulação
distribuída, rede de Petri.
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infrastructure of some productive systems, there are inter-
est for distributed modeling and simulation of these systems.
These techniques are considered fundamental for design, im-
plementation and performance improvement of productive
systems. The approach is the simulation through the use of
computers physically dispersed but integrated via a commu-
nication network to evaluate the behavior of systems still in
conception level and also to improve the performance of ex-
isting plants. This work proposes a procedure for modeling
of productive systems in distributed environment. This pro-
cedure was applied to case studies to confirm it effectiveness.
The work includes an algorithm for the management of the
distributed simulation. With the modeling method and the
management algorithm we have the main elements for the
practical implementation of the disperse productive system
simulator.
KEYWORDS: disperse productive system, distributed simu-
lation, Petri net.
1 INTRODUÇÃO
Algumas empresas do setor de manufatura vêm se estabele-
cendo de maneira distribuída e dispersa devido à globaliza-
ção do mercado e a necessidade de atender demandas locais
envolvendo inclusive fatores sócio-culturais. Eles aprovei-
tam o crescimento e a capilaridade das redes de comunica-
ção e da tecnologia da informação. Estas empresas deixam
de ser consideradas como uma entidades isoladas, mas sim
como partes de um consórcio de empresas cooperativas (Shi,
Gregory, 1998) (Zhang, et al., 2006) (Shi et al., 2002), e este
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novo padrão de relacionamento pode ser identificado como
um novo paradigma de produção, chamado de rede de manu-
fatura dispersa (Zhan et al., 2003) (Cheng, Cheng, 2006).
Uma rede de manufatura dispersa consiste de instalações físi-
cas que estão geograficamente dispersas, mas precisam se co-
municar e trabalhar cooperativamente trocando uma grande
quantidade de informações e dados entre suas próprias fábri-
cas, empresas terceirizadas e fornecedores. O projeto e ope-
ração deste tipo de sistema produtivo requerem uma aborda-
gem de projeto distribuído, em que equipes geograficamente
distribuídas em diferentes locais físicos colaboraram para a
especificação do sistema e avaliação dos processos produti-
vos.
A evolução da tecnologia da informação e sua aplicação
nos processos produtivos permitiram a integração de siste-
mas heterogêneos (Sanz, Alonso, 2001) (Sanz et al., 2003).
Como um exemplo, um sistema supervisório industrial inte-
rage com um conjunto heterogêneo de hardware e software
(por exemplo: estações de trabalho, unidades remotas, con-
troladores programáveis, etc), a fim de monitorar e controlar
um processo industrial. A integração de sistemas heterogê-
neos aumenta a complexidade na tarefa de analisar o sistema
e requer o desenvolvimento de novas soluções. Entre elas,
o uso da simulação distribuída merece atenção especial. A
simulação distribuída trata da execução de programas com-
putacionais em equipamentos geograficamente dispersos co-
nectados através de uma rede de comunicação, o que pode
ser visto como um tipo de supercomputador virtual (Fuji-
moto, 1999) (Banks, 2000) (Karatza, Theodoropoulos, 2006)
(McLean, Riddick, 2001).
Neste contexto, o objetivo deste trabalho é apresentar uma
nova abordagem de modelagem de sistemas própria para a
simulação distribuída e, como esta simulação pode ser, de
fato, implementada num ambiente disperso. Esta abordagem
de modelagem baseia-se no conceito de orientação a objeto
e rede de Petri associado a um procedimento de refinamento
progressivo. E, para que os modelos sejam efetivamente inte-
grados e simulados concomitantemente com outros modelos
em um ambiente geograficamente distribuído, um algoritmo
de gerenciamento da comunicação é também introduzido.
Na seção 2, conceitos básicos adotados neste trabalho são
discutidos. A seção 3 apresenta o procedimento para a mo-
delagem hierárquica de sistemas produtivos. A seção 4 apre-
senta um exemplo em que o procedimento é aplicado à mo-
delagem de um sistema de transporte de material. Na seção
5 é apresentado um algoritmo para gerenciamento da comu-
nicação para a simulação distribuída e dados de alguns ex-
perimentos são citados na seção 6. A seção 7 apresenta as
considerações finais sobre este trabalho.
2 CONCEITOS BÁSICOS
Algumas razões para distribuir a simulação entre vários com-
putadores são:
• Redução do tempo de execução de experimentos através
da divisão do modelo de simulação entre os processado-
res;
• Possibilidade de trabalhar com modelos mais detalha-
dos de cada processo já que a dimensão do modelo total
não é mais um problema;
• Possibilidade de trabalhar com informações mais preci-
sas de cada parte (cada planta) do sistema que podem
ser modelados e simulados localmente sem obrigatoria-
mente necessitar de informações adicionais sobre esses
modelos específicos de cada uma das partes envolvidas;
e
• Aumento do grau de tolerância à falha, isto é, se um pro-
cessador falhar, outros processadores podem continuar
a simulação.
Preocupados com a complexidade desse tipo de simula-
ção, alguns pesquisadores enfatizam o emprego de mode-
los reaproveitáveis baseados em componentes (Fujimoto,
1999) (Karatza, Theodoropoulos, 2006) (Kachitvichyanukul,
2001). Um componente pode ser selecionado a partir de um
repositório e ser usado sozinho, ou ser combinado com ou-
tros para gerar um novo componente.
Um problema inerente da simulação distribuída é a partição
do modelo entre os processadores, e algumas propostas utili-
zam o conhecimento prévio do sistema modelado para otimi-
zar a simulação (Nevison, 1990). No entanto, a otimização
da simulação torna-se inviável quando se trabalha com técni-
cas genéricas de modelagem e número indefinido de proces-
sadores. Neste caso, a técnica de modelagem não restringe
o tipo de sistema produtivo em estudo. É, portanto, impos-
sível a utilização de estratégias de otimização baseadas no
conhecimento prévio sobre o sistema, bem como o número
de processadores a ser utilizado na simulação.
Por outro lado, os modelos baseados em sistemas a eventos
discretos (SED) são intensamente utilizados para descrever,
analisar e controlar processos em sistemas produtivos. Estes
sistemas são caracterizados por estados discretos e ocorrên-
cia de eventos instantâneos, que regem a sua dinâmica. A
evolução destes sistemas é baseada em regras que definem as
condições para a ocorrência de eventos, bem como o novo
estado alcançado após um evento (Cassandras, Strickland,
1992). Neste contexto, a rede de Petri é uma técnica de
modelagem gráfica e matemática que descreve com clareza
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interações entre processos que caracterizam um SED (Mu-
rata, 1989) (Villani et al., 2007) e, explorando isto, ele tem
sido utilizado intensamente para modelar sistemas dinâmicos
em uma ampla gama de áreas (Davrazos, Koussoulas, 2007)
(Miyagi, Riascos, 2006) (Tolba et al., 2005).
Os pesquisadores também apontam a modelagem hierarqui-
zada como uma forma de lidar com sistemas de grande porte
com grande número de interações entre seus elementos (Ka-
chitvichyanukul, 2001) (Daum, Sargent, 1999, 2002) (Ca-
rullo et al., 2003) (Gomes, Barros, 2005). O modelador
pode dividir este sistema em subsistemas (e conseqüente-
mente submodelos), que são relativamente mais fáceis de se-
rem trabalhados. Os modelos podem ser gerados em diferen-
tes níveis de abstração, ajudando a verificação e validação
dos processos.
No domínio da simulação distribuída com rede de Petri, duas
soluções são comumente consideradas: computadores para-
lelos e computadores em rede. No primeiro caso, o esforço
de computação para simular um modelo de grande porte
é distribuído em um ambiente multi-processado (Fujimoto,
2003) (Perumalla et al., 2005) (Nicol, Roy, 1991) (Chiola,
Ferscha, 1993) (Kumar, Kohli, 1997) (Beraldi, Nigro, 1999).
Contudo, a partição do sistema e a distribuição de proces-
samento é transparente para os usuários. Do ponto de vista
do usuário, a simulação é realizada como um sistema não-
distribuído. Os principais inconvenientes desta solução são
custos relativamente elevados e uma abordagem de modelo
centralizadora. Alguns pesquisadores propõem a criação e
manutenção de uma lista global de eventos que deverão ocor-
rer (Chiola, Ferscha, 1993) (Djemame et al., 1998). A lista é
por sua vez classificada e dividida entre os vários processa-
dores. Cada processador, em seguida, gerencia a sua própria
lista local. A partição do modelo pode resultar em conflitos,
como quando um estado é a pré ou pós-condição de dois ou
mais eventos alocados em diferentes processadores. Neste
caso, os processadores trocam um conjunto de mensagens
para resolver o conflito preservando a causalidade entre os
eventos. Entretanto, com os avanços da informática e de tec-
nologias de rede de comunicação, a segunda solução tem se
tornado cada vez mais atraente (Nketsa, Valette, 2001). Uma
das suas principais vantagens é a possibilidade de explorar a
capacidade em geral ociosa de computadores dispersos geo-
graficamente. Esta é a solução adotada no presente trabalho.
Um dos principais problemas da simulação distribuída com
rede de Petri é como gerenciar a simulação de forma a ga-
rantir a consistência e coerência dos resultados. A solução
proposta na literatura disponível pode ser agrupada em duas
classes: a abordagem conservadora e a otimista. A aborda-
gem conservadora evita erros de causalidade através do blo-
queio da ocorrência de eventos que são considerados como
inseguros, isto é, eventos que podem levar a uma situação
onde as restrições de causalidade são violadas (Beraldi, Ni-
gro (1999). Como resultado, todos os nós (computadores ou
processadores) devem compartilhar o mesmo clock de simu-
lação. Por outro lado, a abordagem otimista permite um certo
grau de ocorrência de eventos inseguros e cada nó possui um
clock virtual local. Quando as restrições de causalidade são
violadas, a simulação deve reverter as últimas operações re-
alizadas até que um estado seguro seja alcançado (o que é
chamado de rollback). A simulação então recomeça a partir
deste estado. Umas das implicações desta abordagem é que
cada nó deve manter um registro de suas últimas operações.
Para gerenciar o tamanho do registro, o clock virtual global
indica o tempo do último estado seguro e limita a memória
usada pelo algoritmo. Essa abordagem é normalmente uti-
lizada na computação paralela com memória compartilhada,
que explora o paralelismo inerente aos modelos quando com-
parado com o protocolo conservativo. No entanto, grande
parte do esforço computacional é perdida devido às opera-
ções de retorno até o ultimo estado seguro (rollback).
Na simulação distribuída, quando uma rede de computadores
é empregada, resulta-se no não compartilhamento de memó-
ria. Além disso, a possibilidade de operações de rollback as-
sociada com as várias mensagens que são normalmente tro-
cadas entre computadores pode resultar na sobrecarga do trá-
fego da rede.
3 PROCEDIMENTO PARA A MODELA-
GEM
O modo pelo qual o sistema produtivo é modelado é base-
ado tanto nas suas características como a sua complexidade,
bem como em fatores pessoais como experiência da equipe
de projeto e no nível de abstração desejado. Em qualquer
caso, a equipe de projeto deve ser capaz de visualizar o sis-
tema produtivo (ou as principais partes em estudo) como um
todo, as partes que o compõe, seu comportamento e a rela-
ção entre as partes (suas interfaces).O procedimento de mo-
delagem é então organizado em passos, que são discutidos a
seguir.
• Passo 1 – Definição do problema e delimitação do es-
copo do sistema produtivo
O modelador deve delimitar o âmbito do sistema produtivo
em estudo, ou seja, aquilo que os departamentos, equipa-
mentos (ferramentas) e pessoas (ambos considerados como
recursos do sistema produtivo) envolvidos e, quais caracte-
rísticas e processos a serem modelados e analisados.
• Passo 2 – Refinamento sucessivo visando a identifica-
ção dos elementos básicos que compõe o sistema e seus
relacionamentos
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A abordagem top-down é adotada nessa etapa. O uso de téc-
nicas de modelagem como PFS (Production Flow Schema)
auxiliam na tarefa de construção do modelo do sistema pro-
dutivo (Hasegawa et al., 1999) (Miyagi et al., 2000). O PFS
é um tipo de rede de Petri composto de atividades, elementos
distribuídos e arcos. O PFS é propício para descrever a rela-
ção estrutural entre as principais partes do sistema. Este é o
modelo conceitual aplicado na fase inicial da modelagem do
sistema que é gradativamente traduzido em modelos em rede
de Petri (este texto considera a classe específica de rede de
Petri lugar/transição temporizada), que representa os deta-
lhes e o comportamento dinâmico das atividades. Técnicas
de simplificação também são aplicadas neste processo. No
final desta fase, um conjunto de processos e elementos bási-
cos que constituem o sistema produtivo é identificado, assim
como o relacionamento entre eles, isto é, suas interfaces e o
formato das mensagens trocadas entre eles.
• Passo 3 – Modelagem dos elementos básicos utilizando
redes de Petri
Nesta etapa, as funcionalidades dos elementos básicos são
modeladas com auxílio da rede de Petri. Cada modelo é cha-
mado “classe” (Fig. 1a). Similar às linguagens de progra-
mação orientadas a objeto, a classe descreve um conjunto de
objetos que compartilham os mesmos atributos, operações,
relacionamentos e semântica. O modelo de cada elemento
básico pode ser analisado isoladamente, facilitando a valida-
ção antes de sua utilização para compor modelos de elemen-
tos mais complexos.
• Passo 4 – Definição dos objetos
Cada classe definida no passo 3 é usada como elemento bá-
sico para gerar um ou mais objetos. A abordagem bottom-up
é, então, utilizada.
• Passo 5 – Geração de componentes
Uma vez que os objetos foram definidos, eles podem ser
combinados para formar um componente mais complexo.
Esta fase tem três sub etapas:
1. Encapsular os objetos em componentes;
2. Conectar as interfaces dos objetos; e
3. Mapear as interfaces dos objetos remanescentes como
interface de componente.
 
Classe 1
 
(a) 
 
Objeto 1 Objeto 2
Objeto 3
Componente 1
Entrada 
Saída 
 
(b) 
 Figura 1: (a) classe implementada em rede de Petri; (b) com-
ponente constituído por três objetos.
O processo de criação de componentes começa usando os
objetos definidos no passo 4. Objetos que compartilham al-
gumas características em comum, ou precisam trabalhar con-
juntamente para a execução de uma tarefa, são agrupados (i)
formando um componente (Fig. 1b). A seguir, (ii) as inter-
faces dos objetos são definidas e conectadas (setas cinzas na
Fig. 1b). No presente procedimento, as interfaces são mo-
deladas como transições1 e a relação entre os modelos são
realizadas através da fusão de transições (Fig. 2) (Gomes,
Barros, 2005) (Sibertin-Blanc, 1993).
A chamada de método deve obedecer a seguinte regra: uma
vez que um objeto faz a chamada de um método a um se-
gundo objeto, ele deve esperar a resposta, não importa quanto
tempo isso leve. Se um segundo objeto estiver executando
a chamada de um método a um terceiro objeto no mesmo
instante, ele irá adicionar o pedido a uma lista de pedidos e
1Neste texto, termos específicos da rede de Petri estão em Arial Narrow.
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 Obj1 Obj2
Componente
 
(a) 
 Obj1.L1
Obj1.L2
Obj1.L3
Obj1.T1
Obj1.T2
Obj2.L1
Obj2.L2
Obj2.L3
Obj2.T1
Obj2.T2
(ObjIP, ObjID, Return)
 
(b) 
Figura 2: Exemplo de interface de um objeto: (a) represen-
tação esquemática; (b) Representação de uma rede de Petri
com fusão de transições.
executa este assim que possível. Um exemplo é ilustrado na
Fig 3. Na Fig. 3a, o objeto 3 envia uma chamada de método
ao objeto 2, mas o objeto 2 ainda está executando o método
solicitado pelo método 1. Na seqüência, Fig. 3b ilustra os
três objetos após a resposta do objeto 2 ao objeto 1. Na Fig.
3c, o método do objeto 2 está agora disponível e, na Fig. 3d,
o objeto 2 está executando o método do objeto 3.
No modelo em rede de Petri, esta regra implica que as tran-
sições que representam a chamada de método não podem
estar em conflito com outras transições. Esta segunda regra
também determina que as transições associadas à chamada
de método são sempre instantâneas.
Para concluir o modelo de componente, é necessário (iii) ma-
pear as interfaces dos objetos remanescentes como interface
de componente. As setas azuis (sólida e tracejada) na Fig. 1b
são um exemplo deste mapeamento.
• Passo 6 – Geração do aplicativo
Para gerar um aplicativo, dois ou mais componentes são
agrupados e suas interfaces são conectadas (Fig. 4). Este
passo é similar ao anterior. A diferença é que o aplicativo não
possui interface externa. Em outras palavras, fazendo uma
analogia com elementos de software, um componente semi-
acabado não executa nada e pode ser usado em diferentes
contextos, enquanto um aplicativo possui todos os elemen-
tos necessários para trabalhar sozinho e possui um propósito
bem definido.
4 EXEMPLO
Para ilustrar a aplicação do processo, um exemplo prático é
apresentado focando os aspectos mais relevantes do procedi-
mento.
• Passo 1 – Definição do problema e delimitação do es-
copo do sistema produtivo
Considera-se que quatro estações de trabalho compõem um
sistema de transporte de material. Cada estação produz ou
consome produtos. A estação A fornece produtos para a es-
tação B, e a estação C fornece produtos para a estação D.
Um transportador, com capacidade unitária é usado para o
transporte de produtos como mostrado na Fig. 5a.
Cada estação possui o seu tempo de processamento. As es-
tações A e C entregam o produto (e as estações B e D re-
cebem o novo produto) quando elas terminam suas tarefas,
isto é, após os respectivos tempos de processamento. A ta-
refa para o carregamento de produtos do transportador para
a estação e vice versa não é considerada neste exemplo, isto
é, entende-se que ela não consome tempo relevante. No en-
tanto, o tempo de transferência, isto é, de movimentação do
transportador é modelado sendo que ele permanecerá parado
até a conclusão dessa transferência.
• Passo 2 - Refinamento sucessivo visando a identificação
dos elementos básicos que compõem o sistema e seus
relacionamentos
Baseado na descrição do sistema, o PFS é usado para mo-
delar as principais atividades, assim como detalhar os seus
relacionamentos. A Fig. 5b representa o PFS do sistema
mostrado na Fig. 5a. Este grafo representa a movimentação
circular do transportador e a passagem do transportador atra-
vés das estações. Algumas atividades deste modelo podem
ser destacadas: (1) [Transporte entre duas estações]; (2) [Pa-
rada na estação] onde as mercadorias são (des)carregadas;
(3) [Transportador]; e (4) [Estação]. Além disso, as setas
azuis representam as informações trocadas entre [Parada na
estação] e [Estação], e as setas cinzas, as informações entre
[Parada na estação] e [Transportador].
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 Obj1.L1
Obj1.L2
Obj1.L3
Obj1.T1
Obj1.T2
Obj2.L1
Obj2.L2
Obj2.L3
Obj2.T1
Obj2.T2
Obj3.L1
Obj3.L2
Obj3.L3
Obj3.T1
Obj3.T2
 
(a) 
 
Obj1.L1
Obj1.L2
Obj1.L3
Obj1.T1
Obj1.T2
Obj2.L1
Obj2.L2
Obj2.L3
Obj2.T1
Obj2.T2
Obj3.L1
Obj3.L2
Obj3.L3
Obj3.T1
Obj3.T2
 
(b) 
 
Obj1.L1
Obj1.L2
Obj1.L3
Obj1.T1
Obj1.T2
Obj2.L1
Obj2.L2
Obj2.L3
Obj2.T1
Obj2.T2
Obj3.L1
Obj3.L2
Obj3.L3
Obj3.T1
Obj3.T2
 
(c) 
 
Obj1.L1
Obj1.L2
Obj1.L3
Obj1.T1
Obj1.T2
Obj2.L1
Obj2.L2
Obj2.L3
Obj2.T1
Obj2.T2
Obj3.L1
Obj3.L2
Obj3.L3
Obj3.T1
Obj3.T2
 
(d) 
Figura 3: Duas chamadas de métodos concorrentes: (a) o
objeto 2 está executando o método requisitado pelo objeto 1,
através da fusão de transições Obj1·T1 e Obj2·T1, enquanto
o objeto 3 está esperando pela disponibilidade do objeto 2;
(b) o objeto 2 responde a chamada de método através da fu-
são de transições Obj2·T2 e Obj1·T2; (c) o método do objeto 2
(Obj2·T1) está agora disponível; e (d) o objeto 3 solicita o mé-
todo fornecido pelo objeto 2 através da fusão de transições
Obj3·T1 e Obj2·T1.
Componente 1
Componente 2Componente 3
Componente 4
Componente 5
 
Figura 4: Um aplicativo composto por dois ou mais compo-
nentes.
 
 
 
 
 
(a) 
 
Transporte
de A -> B
Parada
em A
Transporte
de C -> D
Parada
em C
Transporte
de B -> C
Parada
em B
Transporte
de D -> A
Parada
em D
Estação
C
Estação
B
Estação
A
Estação
D
Transportador
 
(b) 
 
Figura 5: (a) movimentação circular do transportador, pas-
sando através das estações; (b) sistema de transporte de
material modelado em PFS.
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Transporte
de X -> Y
P1 P2
T1
∆t
 
Figura 6: Modelo em rede de Petri da atividade [Transporte
entre duas estações (de X a Y)].
 
 
T2
Parada na 
estação Z
P1 P3
T1 T2
Interface 
Transportador/
Estação
P2
 
Figura 7: Modelo em rede de Petri da atividade [Parada na
estação Z].
• Passo 3 – Modelagem dos elementos básicos em rede
de Petri
Na Fig.6 tem-se a atividade [Transporte entre duas estações]
modelada em rede de Petri onde as estações são generica-
mente identificadas por X (partida) e Y (chegada). O lugar
P1 é a pré-condição desta operação. A transição T1 con-
sidera o tempo necessário para ir de X a Y. O lugar P2 é a
pós-condição desta operação.
A Fig. 7 apresenta a atividade de parada em cada estação
(genericamente chamada de estação Z). O lugar P1 assinala
a chegada do transportador à estação. O inicio da operação
é representado pela transição T1. O lugar P2 representa o
(des) carregamento do produto. T2 indica o fim da operação
e o lugar P3 representa o estado final da operação.
A atividade [Interface Transportador/Estação] é detalhada na
Fig. 8. O lugar P1 representa o estado inicial, P2 a opera-
ção e P3 o término da operação de (des) carregamento. As
transições T1 e T2 são, respectivamente, o inicio e o fim da
operação de (des) carregamento.
A Fig. 9 apresenta o modelo em rede de Petri da atividade
[Estação Z]. As transições T1 e T2 são os modelos das in-
terface desta atividade. T1 representa o início da operação
de (des) carregamento, enquanto que T2 representa o seu tér-
mino. A transição T3 representa a duração da operação de
(des) carregamento. O lugar P1 representa a espera da es-
tação pelo término da operação de (des) carregamento. Os
lugares P2 e P3 são, respectivamente, o início e o término
do processamento dos produtos nas respectivas estações.
 
 
P1 P2 P3
T1 T2
Interface 
Transportador/
Estação
 
Figura 8: Modelo em rede de Petri da atividade [Interface
Transportador/Estação].
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Figura 9: (a) Modelo em rede de Petri da atividade [Estação
Z]; (b) Modelo em rede de Petri da atividade [Transportador].
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Estação
Z
P1
P2
∆t
P3
T1 T2
T3
Parada na 
estação Z
P1 P3
T1 T2
Interface 
Transportador/
Estação
P2
 
Figura 10: A relação entre as atividades [Parada na estação
Z] e [Estação Z] através da fusão de transição.
O modelo em rede de Petri da atividade [Transportador] é
mostrado na Fig. 9b. O lugar P1 representa o estado de
movimentação do [Transportador], enquanto que P2 e P3 são
respectivamente os estados inicial e final das operações de
(des)carregamento. A transição T1 representa a parada do
transportador e o início da operação de (des)carregamento.
T3 representa a duração da operação de (des)carregamento,
e T2 o fim da operação. T1 e T2 são também interfaces do
modelo da atividade [Transportador].
A relação entre os modelos [Parada na estação Z] e [Estação
Z] são modelados através da fusão de transições (Fig. 10).
As transições T1 de ambos os modelos são unidas, traba-
lhando como uma só. O mesmo acontece com T2.
A Fig. 11 mostra a fusão de transição entre [Transporta-
dor] e [Interface Transportador/Estação]. As transições T1,
de ambos os modelos, se comportam como uma só. O mesmo
ocorre com a transição T2.
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Figura 11: Relação entre as atividades [Transportador] e [In-
terface Transportador/Estação] através da fusão de transi-
ções.
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Figura 12: Aplicação de técnicas de redução do modelo.
Analisando a Fig. 5b, 6 e 7, uma simplificação pode ser apli-
cada na parte do modelo detalhado na Fig. 12a. Neste caso,
o lugar P2 do modelo [Parada na Estação C] e P1 do modelo
[Transporte de C para D] (Fig. 12b), por exemplo, podem ser
unidos, resultando no lugar P1 do modelo da Fig. 12c.
A técnica de simplificação é aplicada ao modelo da Fig. 5b,
que resulta no modelo [Malha de movimentação] da Fig. 13.
Outra simplificação adotada neste exemplo é o uso de so-
mente um par de transições (T13 e T14) para interagir com
o modelo [Transportador]. Portanto, os conflitos por recur-
sos são evidenciados no modelo e a geração de componentes
(Passo 4) é simplificada.
• Passo 4 – Definição dos objetos
Cada classe definida no passo 3 é usada como modelo para
gerar um ou mais objetos. A abordagem bottom-up é então
adotada. As Figs. 14a, 14b e 14c mostram, respectivamente,
o objeto “Estação A” (B, C e D) baseado na classe estação,
objeto “Transportador” baseado na classe transportador e ob-
jeto “Malha de movimentação” baseado na classe de mesmo
nome.
• Passo 5 – Geração dos componentes
 
 
 
 
∆t
∆t ∆t
P1 P2 P3
T1 T2
∆t
P4 P5 P6
T4 T5T3 T6
P12 P11 P10
T11 T10
P9 P8 P7
T8 T7T9T12
P13 P14 P15
T13 T14
 
Figura 13: Modelo funcional do modelo da Fig. 5b em rede
de Petri.
 
 
 
 
Estação
A
 
(a) 
 
Transportador
 
(b) 
 
Malha de 
Movimentação
 
(c) 
Figura 14: (a), (b) e (c) são objetos baseados nas classes
definidas no passo 3.
Esses objetos são agora agrupados para comporem o compo-
nente da célula de manufatura (Fig. 15). Utilizou-se a no-
tação de interfaces de entrada e saída do diagrama de com-
ponentes da UML para ilustrar as interface e os fluxos de
informações entre os objetos do componente Célula de Ma-
nufatura (Figs. 14 e 15).
• Passo 6 – Geração do aplicativo
Para este exemplo simplificado, o modelo de aplicativo é o
mesmo do componente obtido no passo anterior.
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Figura 15: Componente da célula de manufatura.
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Figura 16: Comunicação entre modelos.
5 ALGORITMO DE COMUNICAÇÃO PARA
O GERENCIAMENTO DA SIMULAÇÃO
DISTRIBUÍDA
O algoritmo de gerenciamento da comunicação proposto
para gerenciar a simulação distribuída é baseado no proto-
colo label2 ring (Göhring, Kauffels, 1994). No entanto, no
contexto deste trabalho, as estações não estão necessaria-
mente conectadas através de uma topologia física em anel,
isto é, implementa-se, de fato, um anel lógico. O algoritmo
não interfere no protocolo de comunicação usado na rede de
comunicação (como por exemplo, o protocolo TCP/IP). Ele é
executado num nível superior. Cada estação conhece a iden-
tidade da próxima estação e um label é enviado através das
estações em uma ordem pré-definida (Fig. 16).
2Utiliza-se aqui termo label ao invés de token para evitar confusão com
o elemento token usado em rede de Petri.
O gerenciamento da simulação é distribuído entre as esta-
ções. O label é utilizado para sincronizar a evolução do
tempo de simulação em todas as estações, de acordo com
a abordagem conservadora. O label é composto por cinco
diferentes campos que podem ser modificados por qualquer
uma das estações do anel, a saber:
• Campo de identificação da estação (varLabelId) – este
campo indica a última estação a alterar os valores dos
demais campos do label.
• Campo de tempo futuro (varLabelTF) – este campo con-
tém o tempo de simulação requisitado pela estação in-
dicada no campo de identificação da estação.
• Campo de status (varLabelStatus) – este campo indica
o status atual da estação indicada no campo de identifi-
cação da estação. A Tabela 1 apresenta seus possíveis
valores.
• Campo de instrução (varLabelInstrucao) – este campo
envia instruções para todas as estações, como por exem-
plo iniciar, pausar e parar a simulação.
• Campo de erro (varLabelErro) – este campo é usado
para gerenciar erros de simulação, como quando uma
estação perde a conexão por problemas de comunica-
ção.
Os campos do label são todos zerados quando a simulação
começa. A estação mestre seleciona o campo de instrução
(varLabelInstruction) para iniciar e enviar o label pelo anel.
Tabela 1: Possiveis valores para o campo de status.
Valor do campo Significado
status
0 — (nenhuma estação está usando o
label)
1 A estação está verificando o status
corrente de outras estações.
2 A estação está enviando uma ordem
para que as demais estações atuali-
zem seus tempos de simulação com
base no campo de tempo futuro.
3 A estação entrou em deadlock.
As 9 regras descritas na Tabela 2 gerenciam a simulação atra-
vés da rede de modelos.
O modelo da Fig. 17 é usado como exemplo para ilustrar o
funcionamento do algoritmo. Apesar das simplificações do
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 Modelo A - "mestre"
TA.1 TA.3
TA.2
TA.4
∆t=3
TB.1
TB.2
TC.2TC.1
∆t=5
Modelo B
Modelo C
 
Figura 17: Exemplo do modelo em rede de Petri.
caso, ele mostra alguns dos principais pontos do algoritmo
como a passagem do label e os métodos de chamada. No
exemplo, o sistema a ser modelado é composto por três obje-
tos (A, B e C), simulado em 3 diferentes estações.
O comportamento dos principais eventos é ilustrado no dia-
grama de seqüência em UML (Booch et al., 1999) da Fig.
18. É importante observar que as atividades preliminares
para compor o anel não são aqui mostradas, estas devem tam-
bém ser executadas pelo servidor. Além disso, intervalos de
tempo para o envio e o recebimento do label, ou a execu-
ção das sub-rotinas dos disparos das transições são defini-
das aleatoriamente. Como esses intervalos de tempo depen-
dem da capacidade dos computadores e da disponibilidade
dos meios de comunicação, eles podem variar de caso para
caso.
A simulação inicia quando o servidor envia o label através do
anel com o campo Instrução = Start. Após receber o label,
cada estação pode disparar suas transições instantâneas, que
neste caso são o tA.1 e tA.2 (ou tA.3) para a estação A, e tC.1
para a estação C. A transição tC.2 é a chamada de método do
objeto B, mas este método não está ainda disponível, assim
o objeto C deve aguardar.
Na próxima etapa, o objeto B requisita que o clock da simu-
lação seja atualizado para 5; no entanto, antes que ele receba
o label de volta, o objeto A altera o campo do label com uma
requisição de alteração do clock para 3. Quando o label per-
corre o anel, todas as estações já dispararam todas as suas
transições instantâneas possíveis, então a estação A con-
firma a atualização para 3 (campo Status = 2). Após o dis-
paro tA.3, a estação A alcança o estado de deadlock e envia
o label com o campo Status = 3. A estação B, que nova-
mente requisita a atualização do clock para 5, substitui esta
informação. Esta última informação não é substituída, logo o
clock de simulação é colocado em 5. A estação B pode então
dispara tB.1 e responder a chamada de método, que resulta
no disparo de tB.2 e tC.2.
 
 
Estação CEstação BEstação A
Envia token(-, 0, 0, iniciar, 0)
Envia token(-, 0, 0, iniciar, 0)Dispara transição (TA.1)
Envia token(-, 0, 0, iniciar, 0)
Envia token(-, 0, 0, iniciar, 0)
Dispara transição (TA.3)
Chama método (TC.2)
Envia token(B, 5, 1, iniciar, 0)
Envia token(B, 5, 1, iniciar, 0)
Envia token(A, 3, 1, iniciar, 0)
Envia token(A, 3, 1, iniciar, 0)
Envia token(A, 3, 1, iniciar, 0)
Envia token(A, 3, 2, iniciar, 0)
Envia token(A, 3, 2, iniciar, 0)Ajusta relógio(3)
Ajusta relógio(3)
Envia token(A, 3, 2, iniciar, 0)
Envia token(-, 3, 0, iniciar, 0)
Dispara transição (TA.4) Envia token(B, 5, 1, iniciar, 0)
Envia token(B, 5, 1, iniciar, 0)
Envia token(B, 5, 1, iniciar, 0)
Envia token(B, 5, 2, iniciar, 0)
Ajusta relógio(5)
Envia token(B, 5, 2, iniciar, 0)
Envia token(B, 5, 2, iniciar, 0)
Ajusta relógio(5) Envia token(-, 5, 0, iniciar, 0)
Dispara transição (TB.1)
Envia token(A, 5, 3, parar, 0)
Envia token(A, 5, 3, parar, 0)
Envia token(A, 5, 3, iniciar, 0)
Envia token(A, 5, 3, iniciar, 0)
Envia token(A, 5, 3, iniciar, 0)
Dispara transição (TB.2)
Mensagem de resposta (TC.2)
Envia token(-, 5, 0, iniciar, 0)
Dispara transição (TC.2)
Ajusta relógio(5)
Ajusta relógio(3)
Dispara transição (TC.1)
Envia token(A, 5, 3, parar, 0)
lab l 
lab l 
lab l 
lab l 
lab l 
lab l 
lab l 
lab l 
lab l 
lab l 
lab l 
lab l 
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Figura 18: Exemplo do diagrama UML de seqüência.
Comparando a abordagem proposta com uma tradicional,
o algoritmo conservador apresentado em (Fujimoto, 1999)
troca mensagens (nulas ou não) para sincronizar cada clock
local. Assim, se o problema de simulação possui N modelos
interagindo entre si (caso mais crítico), cada modelo neces-
sita enviar N −1 mensagens para determinar o tempo seguro
para avançar o clock de simulação. Isto resulta em N(N−1)
mensagens trocadas. Considerandoα a percentagem de men-
sagens nulas, a expressão resulta em α(N2 −N) mensagens
nulas trocadas para sincronizar o tempo de simulação.
No algoritmo proposto, cada modelo monitora a mensagem
label. O número de mensagens label trocadas é definido
como β. Assim, o simulador troca βN mensagens para sin-
cronizar o tempo de simulação. Quando nenhum simulador
altera os atributos do label, duas passagens de labels são ne-
cessárias (a primeira para consulta, e a segunda para atualizar
o tempo de simulação), resultando em 2N mensagens troca-
das.
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Tabela 2: Regras para o gerenciamento da simulação
Linha de commando Observações
if (varLabelInstrucao != "stop") {
if (varLabelErro == "1") { // Se um erro for detectado, a simulação deve ser encerrada.
varLabelInstrucao = "stop";
}
else if (varLabelId == ) { // Nenhuma das estações está usando o label.
if (local object deadlock == 2) { // Regra 01 – o objeto/modelo local de simulação está em deadlock – ele não possui transições
instantâneas ou temporizadas a serem disparadas. Ele precisa notificar aos demais objetos/modelos
sobre o estado de deadlock.
varLabelId = local object identification;
varLabelStatus = "3";
}
else if (local object deadlock == 1) { // Regra 02 – o objeto/modelo local de simulação está em deadlock – ele não possui transições
instantâneas a serem disparadas. Ele precisa consultar aos demais objetos/modelos antes de avançar o
tempo de simulação do sistema como um todo.
varLabelId = local object identification;
varLabelStatus = "1";
varLabelTF = local object clock;
}
}
else if (varLabelId !=
local object identification) {
// O label foi utilizado por outro objeto/modelo da simulação.
if (local object deadlock == 0) { // Regra 03 –o objeto/modelo local não está em deadlock e um outro modelo está consultando a rede
sobre outros objetos/modelos em deadlock. O objeto/modelo local reinicia os campos varLabelId e
varLabelStatus e copia o relógio de simulação local para o campo varLabelTF.
varLabelId = ;
varLabelStatus = "0";
varLabelTF = local object clock;
}
else if ((local object deadlock == 1) &&
(varLabelStatus == "1") &&
(varLabelTF > local object clock)) {
// Regra 04 – o objeto/modelo local de simulação está em deadlock – ele não possui nenhuma transição
instantânea ou temporizada a ser disparada. Ele recebe o label, que tem o varLabelTF maior que o
clock local. O objeto/modelo local copia sua própria identificação para o campo varLabelId e seu
clock local para o campo varLabelTF.
varLabelId = local object identification;
varLabelTF = local object clock;
}
else if ((local object deadlock == 1) &&
(varLabelStatus == "3")) {
// Regra 05 – o objeto/modelo local de simulação está em deadlock – ele não possui transições
instantâneas a serem disparadas.– e ele recebe o label informando que um objeto/modelo anterior está
em deadlock. O objeto/modelo local copia seus valores para os campos varLabelId e varLabelFT e
altera o varLabelStatus para "1” para consultar outros objetos/modelos antes de evoluir o seu clock
local.
varLabelId = local object identification;
varLabelStatus = "1";
varLabelTF = local object clock;
}
else if (varLabelStatus == "2") { // Regra 06 – o objeto/modelo local recebe o label com a instrução para atualizar o seu clock de
simulação local. Ele copia o valor do campo varLabelTF para o clock do objeto local e reseta a
variável deadlock do objeto local para disparar suas transições.
local object clock = varLabelTF;
local object deadlock = 0;
}
}
else { // O label foi utilizado por um objeto/modelo local.
continua . . .
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Tabela 2: Continuação da página anterior
if (varLabelStatus == "3") { // Regra 07 – o objeto/modelo local, no estado de deadlock (sem transições instantâneas ou tempo-
rizadas), envia o label informando aos demais modelos sobre a sua condição, e recebe o label sem
alterações. O objeto/modelo local escreve no campo erro do label para informar que todo o sistema
está no estado de deadlock e toda a simulação deve ser encerrada.
varLabelError = "1";
}
else if (varLabelStatus == "1") { // Regra 08 –o objeto/modelo local, no estado de deadlock (somente sem transições instantâneas),
envia o label perguntando aos demais modelos sobre a possibilidade de avançar seus clocks locais e
ele recebe o label de volta sem alterações. O objeto/modelo local altera o campo “varLabelStatus”
para “2”, e ele envia o label para os demais modelos que terão os seus clocks locais atualizados.
varLabelStatus = "2";
}
else if (varLabelStatus == "2") { // Regra 09 – após os demais modelos terem os seus clocks locais atualizados, o label retorna ao
objeto/modelo local. O objeto/modelo local atualiza o seu clock local e libera o label.
varLabelId = ;
varLabelStatus = "0";
local object deadlock = 0;
}
}
}
 
 
Figura 19: Interface do software de simulação.
Assim, se α(N2-N) – βN ≤ 0, a abordagem tradicional uti-
liza menos a rede de comunicação trocando mensagens nulas
para sincronizar o tempo dos simuladores, isto é, N ≤ (β/α)
+ 1.
6 AVALIAÇÃO DO ALGORITMO
O software de simulação foi implementado (Fig. 19) para
avaliar o desempenho do algoritmo. Este simulador foi re-
plicado em diferentes computadores, todos eles conectados a
uma rede local de comunicação de10Mbps.
Existem algumas considerações sobre os experimentos reali-
zados de simulação:
• Os simuladores, através do uso de sockets, formam um
anel lógico entre si;
• Cada simulador executa uma consulta de eventos orga-
nizados em ordem ascendente;
• O evento do tempo i+1 é o evento do tempo i adicionado
de um número aleatório maior que zero;
• A consulta de eventos não possui dois eventos com o
mesmo time stamp – isto foi adotado para analisar o al-
goritmo no caso mais crítico: quando apenas um evento
é disparado em cada processo sincronizado;
• O processo de sincronização é registrado no campo de
seqüência de ações (“Seqüência de Ações” na Fig. 19);
• O simulador deriva o tempo despendido pelo label para
completar cada volta, desta vez não considera o tempo
do algoritmo, apenas o tempo de circulação;
• O experimento usou computadores com processador
Pentium IV e com no mínimo 512Mb de memória
RAM.
Segue a descrição de algumas das experiências realizadas e
os seus resultados.
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6.1 Validação do algoritmo
Aqui, dois simuladores são usados, sendo que dez eventos fo-
ram programados para cada simulador (Fig. 20). Este exem-
plo ilustra um dos experimentos realizados para validar o al-
goritmo de comunicação para gerenciamento da simulação
distribuída.
O resultado da simulação é apresentado na Tabela 3. A pas-
sagem do label inicia em 0 no primeiro simulador, pois ele
dispara o processo de simulação. A regra 00 indica que ne-
nhum dos simuladores está usando o label (o label está livre).
6.2 Influência do número de simuladores
utilizados
Neste caso, 100 eventos foram programados para cada simu-
lador. Este exemplo ilustra um dos experimentos realizados
para analisar a influência do número de simuladores (N) nos
seguintes parâmetros: (1) número de passagens do label para
processar todos os eventos dos simuladores; (2) o tempo de
circulação do label; (3) o número de passagens do label en-
tre dois eventos consecutivos no simulador; e (4) o tempo
real entre dois eventos consecutivos no simulador.
A influência do número de simuladores no (1) número de
passagens do label, e (2) no tempo de circulação do label é
apresentado na Tabela 4.
O resultado mostra que o número de passagens do label au-
menta com o número de simuladores. É também observado
que o tempo de circulação ficou próximo de 70ms e indepen-
dente do número de simuladores.
A influência do número de simuladores no número de passa-
gens do label entre dois eventos consecutivos no simulador
é apresentado na Tabela 5. Nota-se que quanto maior o nú-
mero total de eventos dos simuladores, menor é o número de
passagens do label necessário para execução destes eventos
(Fig. 21).
A influência do número de simuladores sobre o tempo real
decorrido entre dois eventos consecutivos é apresentado na
Tabela 6.
6.3 Influência da rede de comunicação
sobre a simulação
Tem-se aqui um exemplo dos experimentos realizados para
analisar a influência da rede de comunicação nos seguintes
aspectos: (1) tempo de circulação do label; (2) o número de
passagens do label entre dois eventos consecutivos no simu-
lador; e (3) o tempo real decorrido entre dois eventos conse-
cutivos no simulador.
 
 
 
 
(a) Lista dos Eventos do simulador 1 (Obj1) 
 
 
(b) Lista dos eventos do simulador 2 (Obj2) 
 
Figura 20: Lista dos eventos usados no algoritmo de valida-
ção.
 
 
Número médio de passagens do token ponderado pelo total de eventos 
processados
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 Número médio de passagens do label pelo total de eventos processados 
 
Figura 21: Influência do número de simuladores,
ponderando-se pelo número total de eventos processa-
dos (eixo horizontal), em relação ao número de passagens
do label entre dois eventos consecutivos considerando todos
os eventos dos simuladores (eixo vertical).
Para este experimento, foram feitas as seguintes considera-
ções:
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Tabela 3: Resultado da simulação distribuída para dois simuladores (objetos).
Object 1 Object 2
Passagem
do label
label recebido Regra Evento Passagem
do label
label recebido Regra Evento
00 01 << ><0000><0><1><0>> 00
01 << ><0000><0><1><0>> 00 0001 02 << ><0000><0><1><0>> 00 0001
02 << ><0000><0><1><0>> 02 03 <<Obj1><0017><1><1><0>> 04
03 <<Obj2><0016><1><1><0>> 00 04 <<Obj2><0016><1><1><0>> 08
04 <<Obj2><0016><2><1><0>> 06 05 <<Obj2><0016><2><1><0>> 09 0002
05 << ><0016><0><1><0>> 02 06 <<Obj1><0017><1><1><0>> 00
06 <<Obj1><0017><1><1><0>> 08 07 <<Obj1><0017><2><1><0>> 06
07 <<Obj1><0017><2><1><0>> 09 0002 08 << ><0017><0><1><0>> 02
08 <<Obj2><0027><1><1><0>> 00 09 <<Obj2><0027><1><1><0>> 08
09 <<Obj2><0027><2><1><0>> 06 10 <<Obj2><0027><2><1><0>> 09 0003
10 << ><0027><0><1><0>> 02 11 <<Obj1><0042><1><1><0>> 00
11 <<Obj1><0042><1><1><0>> 08 12 <<Obj1><0042><2><1><0>> 06
12 <<Obj1><0042><2><1><0>> 09 0003 13 << ><0042><0><1><0>> 02
13 <<Obj2><0045><1><1><0>> 00 14 <<Obj2><0045><1><1><0>> 08
14 <<Obj2><0045><2><1><0>> 06 15 <<Obj2><0045><2><1><0>> 09 0004
15 << ><0045><0><1><0>> 02 16 <<Obj1><0078><1><1><0>> 04
16 <<Obj2><0052><1><1><0>> 00 17 <<Obj2><0052><1><1><0>> 08
17 <<Obj2><0052><2><1><0>> 06 18 <<Obj2><0052><2><1><0>> 09 0005
18 << ><0052><0><1><0>> 02 19 <<Obj1><0078><1><1><0>> 00
19 <<Obj1><0078><1><1><0>> 08 20 <<Obj1><0078><2><1><0>> 06 0006
20 <<Obj1><0078><2><1><0>> 09 0004 21 << ><0078><0><1><0>> 02
21 <<Obj2><0102><1><1><0>> 04 22 <<Obj1><0090><1><1><0>> 00
22 <<Obj1><0090><1><1><0>> 08 23 <<Obj1><0090><2><1><0>> 06
23 <<Obj1><0090><2><1><0>> 09 0005 24 << ><0090><0><1><0>> 02
24 <<Obj2><0102><1><1><0>> 00 25 <<Obj2><0102><1><1><0>> 08
25 <<Obj2><0102><2><1><0>> 06 26 <<Obj2><0102><2><1><0>> 09 0007
26 << ><0102><0><1><0>> 02 27 <<Obj1><0126><1><1><0>> 04
27 <<Obj2><0106><1><1><0>> 00 28 <<Obj2><0106><1><1><0>> 08
28 <<Obj2><0106><2><1><0>> 06 29 <<Obj2><0106><2><1><0>> 09 0008
29 << ><0106><0><1><0>> 02 30 <<Obj1><0126><1><1><0>> 04
30 <<Obj2><0122><1><1><0>> 00 31 <<Obj2><0122><1><1><0>> 08
31 <<Obj2><0122><2><1><0>> 06 32 <<Obj2><0122><2><1><0>> 09 0009
32 << ><0122><0><1><0>> 02 33 <<Obj1><0126><1><1><0>> 00
33 <<Obj1><0126><1><1><0>> 08 34 <<Obj1><0126><2><1><0>> 06
34 <<Obj1><0126><2><1><0>> 09 0006 35 << ><0126><0><1><0>> 02
35 <<Obj2><0152><1><1><0>> 04 36 <<Obj1><0144><1><1><0>> 00
36 <<Obj1><0144><1><1><0>> 08 37 <<Obj1><0144><2><1><0>> 06
37 <<Obj1><0144><2><1><0>> 09 0007 38 << ><0144><0><1><0>> 02
38 <<Obj2><0152><1><1><0>> 00 39 <<Obj2><0152><1><1><0>> 08
39 <<Obj2><0152><2><1><0>> 06 40 <<Obj2><0152><2><1><0>> 09 0010
40 << ><0152><0><1><0>> 02 41 <<Obj1><0161><1><1><0>> 00
41 <<Obj1><0161><1><1><0>> 08 42 <<Obj1><0161><2><1><0>> 06
42 <<Obj1><0161><2><1><0>> 09 0008 43 << ><0161><0><1><0>> 01
43 <<Obj2><0161><3><1><0>> 05 44 <<Obj1><0206><1><1><0>> 00
44 <<Obj1><0206><1><1><0>> 08 45 <<Obj1><0206><2><1><0>> 06
45 <<Obj1><0206><2><1><0>> 09 0009 46 << ><0206><0><1><0>> 01
46 <<Obj2><0206><3><1><0>> 05 47 <<Obj1><0234><1><1><0>> 00
continua . . .
14 Revista Controle & Automação/Vol.20 no.1/Janeiro, Fevereiro e Março 2009
Tabela 3: Continuação da página anterior
Object 1 Object 2
Passagem
do label
label recebido Regra Evento Passagem
do label
label recebido Regra Evento
47 <<Obj1><0234><1><1><0>> 08 48 <<Obj1><0234><2><1><0>> 06
48 <<Obj1><0234><2><1><0>> 09 0010 49 << ><0234><0><1><0>> 01
49 <<Obj2><0234><3><1><0>> 00 50 <<Obj2><0234><3><1><0>> 07
50 <<Obj2><0234><3><1><1>> 00
Tabela 4: Influência do número de simuladores na passagem e no tempo de circulação do label.
Tempo (em segundos)
N Passagem do label Min Max Mediana Moda Média Desvio Padrão
2 0507 0,000 1,035 0,070 0,070 0,072 0,043
3 0727 0,000 0,365 0,070 0,070 0,085 0,022
4 0952 0,000 0,095 0,070 0,070 0,070 0,004
5 1141 0,000 0,090 0,070 0,070 0,070 0,004
Tabela 5: Influência do número de simuladores sobre o número de passagens do label entre dois eventos consecutivos no
simulador.
Número da passagem do label entre dois eventos consecutivos no simulador
N Passagens dolabel Min Max Mediana Moda Média Desvio Padrão
2 0507 0.000 11.000 5.000 5.000 4.970 2.372
3 0727 0.000 22.000 5.000 5.000 7.140 4.584
4 0952 0.000 23.000 8.000 5.000 9.090 4.866
5 1141 0.000 27.000 10.000 5.000 10.980 6.754
Tabela 6: Influência do número de simuladores sobre o tempo real decorrido entre dois eventos consecutivos.
Tempo (em segundos)
N Passagens dolabel Min Max Mediana Moda Média Desvio Padrão.
2 0507 0.000 1.175 0.350 0.350 0.357 0.186
3 0727 0.000 1.890 0.490 0.420 0.599 0.405
4 0952 0.000 1.605 0.560 0.350 0.635 0.342
5 1141 0.000 1.890 0.698 0.210 0.767 0.473
• Uso de dois simuladores;
• 100 eventos programados para cada simulador;
• Um dos experimentos usou uma rede de comunicação
comercial para conectar o computador da universidade
com uma outra distante 470km;
• Outro experimento usou a Intranet, onde um hub de
10Mbps e um switch de 100Mbps foram testados como
pontes entre os dois simuladores.
A influência da rede sobre a circulação do label é apresen-
tado na Tabela 7. É observado que na rede de comunicação
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Tabela 7: Influência da rede de comunicação sobre o tempo de circulação do label.
Tempo (em segundos)
Rede Passagem dolabel Min Max Mediana Moda Média Desvio Padrão
comercial 0514 0.000 12.595 0.160 0.135 0.300 0.631
10Mbps 0507 0.000 1.035 0.070 0.070 0.072 0.043
100Mbps 0520 0.000 0.110 0.070 0.070 0.081 0.025
Tabela 8: Influência dos eventos instantâneos sobre o tempo de circulação do label.
Tempo (em segundos)
% Passagens dolabel Min Max Mediana Moda Média Desvio Padrão
10 0414 0.020 0.405 0.105 0.105 0.097 0.034
30 0314 0.015 0.230 0.075 0.070 0.086 0.020
50 0211 0.025 0.390 0.100 0.105 0.092 0.029
70 0107 0.040 0.120 0.070 0.070 0.071 0.009
90 0022 0.045 0.130 0.105 0.105 0.090 0.025
Tabela 9: Influência dos eventos instantâneos sobre o número de passagens do label para executar dois eventos consecutivos
no simulador.
Tempo (em segundos)
% Passagens dolabel Min Max Mediana Moda Média Desvio Padrão
10 0414 0 14 3 3 4.110 2.463
30 0314 0 11 3 0 3.120 2.610
50 0211 0 11 0 0 2.030 2.601
70 0107 0 8 0 0 1.035 1.935
90 0022 0 3 0 0 0.180 0.656
Tabela 10: Influência dos eventos instantâneos sobre o tempo real entre dois eventos consecutivos executados no simulador.
Tempo (em segundos)
% Passagens dolabel Min Max Mediana Moda Média Desvio Padrão
10 0414 0.000 1.365 0.350 0.000 0.398 0.259
30 0314 0.000 0.945 0.250 0.000 0.268 0.227
50 0211 0.000 1.015 0.000 0.000 0.186 0.244
70 0107 0.000 0.615 0.000 0.000 0.072 0.137
90 0022 0.000 0.330 0.000 0.000 0.014 0.057
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dedicada, a circulação do label é 3 vezes mais rápida que em
uma rede de comunicação comercial (e não dedicada). Além
disso, é observado que a rede de comunicação não influen-
ciou o número de passagens de label. A pequena diferença
resulta do diferente conjunto de eventos aleatórios em cada
execução.
Este experimento mostra que a simulação distribuída tem
melhor desempenho numa rede de comunicação dedicada ou
numa de baixo tráfego.
6.4 Influência de eventos instantâneos
no desempenho da simulação
Apresenta-se agora um exemplo dos experimentos realizados
para se determinar a influência de eventos instantâneos no
desempenho da simulação onde, utilizou-se dois simuladores
com 100 eventos programados para cada um.
A porcentagem de eventos instantâneos não influencia o
tempo de circulação do label como mostrado na Tabela 8.
Porém, eventos instantâneos influenciam muito o número
de passagens do label entre dois eventos consecutivos como
mostrado na Tabela 9. O número de passagens do label reduz
com o aumento do número de eventos instantâneos.
A influência da porcentagem de eventos instantâneos sobre
o tempo real entre dois eventos consecutivos é mostrado na
Tabela 10. A média reduz com o aumento do número dos
eventos instantâneos, pois há mais eventos em execução ao
mesmo tempo na simulação.
7 COMENTÁRIOS FINAIS
Como observado em alguns artigos (Daum, Sargent, 2002)
(Kachitvichyanukul, 2001) (Banks, 2000), a pesquisa na área
de modelagem e simulação é necessária, especialmente no
desenvolvimento de novas técnicas de modelagem, assim
como o reuso de modelos.
O procedimento de modelagem proposto torna possível o en-
tendimento e o detalhamento do sistema produtivo de modo
progressivo, através de refinamentos sucessivos. A aborda-
gem adotada permite uma melhor caracterização dos elemen-
tos do sistema e do relacionamento entre eles. Um modelo
relativamente simples pode representar elementos que pos-
suem características comuns, garantindo a sua reusabilidade,
isto é, uma biblioteca de modelos pode ser implementada.
Assim, as propriedades e funcionalidades de cada elemento
podem ser verificadas e, a partir da composição desses ele-
mentos, elementos mais complexos, como sub-sistemas, po-
dem ser criados, e as suas funcionalidades, validadas. Desta
forma, o modelo total do sistema pode ser obtido através de
um procedimento de composições sucessivas.
Além disso, o procedimento proposto é próprio para simula-
ção distribuída, uma vez que os modelos resultantes e suas
interações são explicitamente especificados. Assim, a simu-
lação distribuída pode ser efetivamente realizada.
Sobre a proposta do algoritmo de simulação, suas principais
características são a abordagem conservativa e a sincroniza-
ção de modelos baseada em label-ring para o gerenciamento
do tempo de simulação.
É importante salientar que a consideração de diferentes in-
tervalos de tempo para a execução das subrotinas de disparo
de transições e para a comunicação entre estações pode le-
var a diferentes valores dos campos do label e a seqüências
diferentes de eventos. Isto também pode eventualmente re-
sultar em diferentes marcações (estados) para os modelos em
rede de Petri. Não obstante, é importante destacar que qual-
quer cenário possível é válido a partir do ponto de vista do
formalismo da rede de Petri (a marcação inicial pode levar
a diferentes marcações através de seqüências diferentes de
disparo de transições).
Este artigo sintetiza e organiza alguns resultados prelimina-
res apresentados em (Junqueira, Miyagi, 2006) (Junqueira et
al., 2005) onde além da avaliação dos revisores, novas con-
tribuições foram consideradas.
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