Abstract. In this paper we prove the Γ 00 conjecture of van Geemen and van der Geer [7] , under the additional assumption that the matrix of coefficients of the tangent has rank 1 (see theorem 1 for a precise formulation). This assumption is satisfied by Jacobians (see proposition 1), and thus our result gives a characterization of the locus of Jacobians among all principally polarized abelian varieties.
The Schottky problem is the question of characterizing Jacobians of algebraic curves among all ppavs -complex principally polarized abelian varieties (A, Θ). Many approaches and solutions (or weak solutions -those that only characterize the Jacobian locus up to other irreducible components) to the problem have been developed, via the singular locus of the theta divisor (Andreotti-Mayer [1] ), representability of the curves of the minimal class (Matsusaka [16] and Ran [17] ), the Kadomtsev-Petviashvili equation (Shiota [18] ), etc.
One approach that led to various characterizations of Jacobians is via the geometry of the linear system |2Θ|. The linear subsystem Γ 00 ⊂ |2Θ| is defined to consist of those sections that vanish with multiplicity at least 4 at the origin.
It was shown by Dubrovin [4] , Fay [6] , Gunning [10] that for Jacobians of Riemann surfaces all elements of |2Θ| vanish along C − C, and shown by Welters [20] that in fact for a Jacobian of a curve C the base locus Bs(Γ 00 ) = C − C (the validity of this equality schemetheoretically was proven by Izadi in [11] ). At around the same time, van Geemen and van der Geer made the following
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Γ 00 Conjecture. ( [7] ) If for an indecomposable (not a product of lower-dimensional) ppav (A, Θ) the base locus Bs(Γ 00 ) = {0}, then (A, Θ) is a Jacobian.
Beyond providing a solution to the Schottky problem, the validity of this conjecture would also have implications for example for characterization of hyperelliptic Jacobians by their Seshadri constants (see [3] ). The Γ 00 conjecture was proven for a generic ppav for g = 5 or g ≥ 14 in [2] . Izadi proved in [12] the conjecture for all 4-dimensional ppavs, and obtained further results on Bs(Γ 00 ) for Prym varieties in [13] .
In fact a slightly more precise result is known for Jacobians: from the explicit formulas in [6] and [10] more information can be obtained than just the statement that C − C ⊂ Bs(Γ 00 ) (see proposition 1 for the precise formulation). In this paper we prove that this refined version of the Γ 00 conjecture (a certain extra condition on the linear dependence, see theorem 1 for a precise formulation) characterizes Jacobians. The proof is by reducing this conjecture to a characterization of Jacobians by the validity of a certain difference-differential equation for the theta function on the theta divisor, proven by Krichever in [15] along the way of his proof of the semidegenerate case of the trisecant conjecture. for all ǫ ∈ Z/2Z. We will suppress B in the notations, as it will not vary in our discussion.
Fay [5] and Gunning [9, 10] observed that the Kummer image of a Jacobian has many trisecant lines. Gunning [9] proved that the existence of a certain one-dimensional family of trisecants characterizes Jacobians; Welters [19] proved that a jet of such a curve suffices, and conjectured that the existence of a single trisecant already characterizes Jacobians. In view of this conjecture one can also ask whether degenerate trisecants characterize Jacobians: here the most degenerate trisecant corresponds to the case of the flex line, and the semidegenerate case is that of a line tangent to the Kummer image and intersecting it in some other point. The flex line case of the trisecant conjecture was proven by Krichever in [14] , and the remaining two cases -in [15] .
Notice that all sections of |2Θ| are even functions on the universal cover C g of the abelian variety. Thus a section of |2Θ| vanishes at zero to order 4 if and only if it vanishes together with all its second derivatives, as the first and third order derivatives are automatically zero. We thus have . Since any section f ∈ |2Θ| is a linear combination f = f ǫ Θ[ǫ], the conditions for f to lie in Γ 00 are linear conditions on the coefficients f ǫ , and we get
Thus we get a reformulation Γ 00 Conjecture (equivalent reformulation). If for an indecomposable ppav there exists a non-zero point P ∈ A, and some numbers c, c ij ∈ C, for 1 ≤ i, j ≤ g such that
Moreover, is is known that for Jacobians the matrix c ij is in fact of rank 1. In our notations the result is the following Proposition 1 (Dubrovin [4] , Fay [6] theorem 2.5, Gunning [10] corollary 1). Choose any points p, q on the Abel-Jacobi image of a curve C in its Jacobian Jac(C), and let U, V be the tangent vectors to the image of C at p and q respectively. Then there exist constants b, c ∈ C such that
Proof. We sketch the proof of this proposition to emphasize the relation (but a priori not equivalence) of this statement and the existence of trisecants. To prove this, one uses a suitable degeneration of Fay's trisecant formula [5, 9] . Indeed, it is known that for arbitrary points p, p 1 , p 2 , p 3 on the Abel-Jacobi image of a curve the 3 points
are collinear, i.e. linearly dependent. The "semidegenerate" case of this conjecture is when such a trisecant line degenerates to a tangent line to the Abel-Jacobi image at some point, intersecting it also in some other point, i.e. is the case when, say, p 2 , p 3 → q for p, p 1 fixed. In this case the limiting statement is that
are linearly dependent, where U is the tangent vector at q to C ⊂ Jac(C). If we further degenerate this condition as p → p 1 , and again take the first term in the Taylor expansion of ∂ U K(p − p 1 ) (which, notice, vanishes at 0 by parity), in the limit we get the statement that
are collinear, where V is the tangent vector at p to C ⊂ Jac(C), which is exactly the statement of the proposition. Note that while we can degenerate a family of trisecant, there is no a priori reason why the degenerate condition would imply the less degenerate one, and thus it is not at all clear that the statement of the Γ 00 conjecture implies existence of (semidegenerate) trisecants. Similarly, there is no a priori way to see that the existence of just one less degenerate trisecant implies the existence of any more degenerate ones.
The purpose of this article is to prove that this version of the Γ 00 conjecture -if we additionally require the matrix {c ij } to have rank one -characterizes Jacobians.
Theorem 1 (Main theorem). This special case (matrix {c ij } having rank one) of the Γ 00 conjecture characterizes Jacobians, i.e. an indecomposable ppav (A, Θ) is a Jacobian if and only if there exist a point P ∈ A \ {0}, vectors U, V ∈ C g , and a constant c ∈ C such that
Γ 00 conjecture as a difference-differential equation on the theta divisor
Similar to the ideas of [14] , [15] , and [8] we first use Riemann's bilinear addition theorem
(where the dot denotes the scalar product in C 2 g , and we consider the lifting of the map K to the universal cover C g of A) to rewrite equation (1) as a functional equation for the theta function. Indeed, for arbitrary z ∈ C g let us take the scalar product of (1) with K(z) and apply (2) on both sides to get
To express the last term in the equation in terms of the theta function, we take the ∂ U ∂ V derivative of (2) in the Z variable, obtaining
Setting now Z = 0 we get
We now substitute this expression back in to get
We will now replace the argument z by Ux+V y+P t+Z, for x, y, t ∈ C, and denote (3) τ (x, y, t) := θ(Ux + V y + P t + Z);
so that the above equation becomes τ (x, y, t + 1)τ (x, y, t − 1) = τ 2 (x, y, t) (c + u(x, y, t)) .
Dividing through by τ (x, y, t)τ (x, y, t − 1) and denoting (5) ψ(x, y, t) := τ (x, y, t) τ (x, y, t − 1) we get the following Proposition 2. The assumption of the main theorem, i.e. equation (1) having a solution, is equivalent to the equation (6) (c + u(x, y, t) − T )ψ(x, y, t) = 0 being satisfied with τ, u, and ψ given by (3), (4), (5), with T = e ∂t being the operator of shifting t by 1.
Similar to the previous work on the subject, we now investigate the condition for equation (6) to have any solution with ψ(x, y, t) having a simple pole along the divisor of τ (x, y, t − 1) -without requiring ψ to have the exact form of (5).
Proposition 3.
If for an indecomposable ppav equation (1) is satisfied then for any z on the theta divisor
Proof. To show this, suppose that the function τ (x, y, t) locally has a root at x = η(y, t), where η(y, t) is some function, and suppose that locally τ (η(y, t), y, t−1)τ (η(y, t), y, t+1) = 0 (this is true generically on the theta divisor Θ, since for indecomposable ppavs we would otherwise have Θ = Θ + P or Θ = Θ − P , but the corresponding line bundles are not linearly equivalent). Then locally near the point x = η(y, t) from the Taylor expansion
where α ∈ C we get from (4) the Taylor series
where a, b, A, B are in fact some values of derivatives that we will eventually need to compute. When we substitute all of these expansions into the left-hand-side of (6) and expand, we get
By equation (6) this is identically zero, and so we must have 2aη y = A; 2bη y = B.
We eliminate η y from these expressions to get the relation Ab = aB. Now compute the coefficients a, b, A, B in the Taylor expansions. It is notationally convenient to go back from τ to θ at this point, noting that τ x = θ U , and to denote z := Ux + V y + P t + Z the point lying on the theta divisor (for x = η(y, t)). We then have by differentiating (5)
θ 2 (z − P ) (notice that one term vanished in each formula since τ (η, y, t) = 0). To compute A and B, it is convenient to think of the expansion of (T ψ(x, y, t))
, which is the same as above with z − P replaced by z + P , while on the other hand it is given by (T ψ(x, y, t))
This yields
Substituting all of these back into Ab = aB, which it is convenient to write as
θ 2 (z + P ) which upon clearing the denominators gives the required identity on the theta divisor {θ(z) = 0}.
Proof of the main theorem. We note that up to replacing U by V equation (7) is identical to equation (1.7) in [15] , which is shown there to be equivalent to the semidegenerate case of the trisecant conjecture. In [15] it is then shown that the condition of having a semidegenerate trisecant characterizes Jacobians, and thus (7) is equivalent to the ppav being a Jacobian (notice that we also obtain anindirect proof of proposition 1 in this way.
Remark. The original statement of the Γ 00 conjecture can also be reformulated in terms of the theta function. Indeed, if the matrix of coefficients of linear dependency is of rank N, i.e. if we have
then the functions τ and ψ would be obtained similarly, with τ (x 1 , y 1 , . . . , x n , y n , t) := θ N n=1 U (n) x n + V (n) y n + P t + Z , instead of (3) and ψ still given by (5), while u will take the form u(x, y, t) := 2 N n=1 ∂ xn ∂ yn ln τ (x 1 , y 1 , . . . , x n , y n , t), instead of (4), and equation (6) from the main theorem will then still be satisfied. However, in this case the Taylor expansion for u in terms of x 1 near x 1 = η(y 1 , . . . , x n , y n , t) would contain a term N n=2 η xnyn x 1 − η , of order −1, which would result in the computations to completely collapse. At the moment we do not see any way to extend our approach to prove the original Γ 00 . Note that when thinking of Γ 00 as a limiting case of semidegenerate trisecants, following proposition 1, we only get our special case, and thus potentially there could be abelian varieties that are not Jacobians violating the original Γ 00 conjecture (though of course at the moment we are not aware of any such examples or candidates).
