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Abstract-This paper describes an algorithm for finding all the perfect matchings in a bipartite 
graph. By using the binary partitioning method, our algorithm requires O(c(n + m) + TL~.~) compu- 
tational effort and O(nm) memory storage, (where n denotes the number of vertices, m denotes the 
number of edges, and c denotes the number of perfect matchings in the given bipartite graph). 
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1. INTRODUCTION 
Let us consider a bipartite graph B = (U, V, E) with row vertex set U, column vertex set V, 
satisfying that (U) = IV1 = n, and edge set E C U x V. A matching M is a subset of edges 
no two of which are incident with a common vertex. A matching M is perfect if each vertex 
is incident with exactly one member of M. The problem of counting the number of perfect 
matchings is proved to be #P-complete by Valiant [l]. In this paper, we present an algorithm for 
finding all the perfect matchings in a bipartite graph. Our algorithm requires O(c(n + m) + n2.5) 
computational effort, where c is the number of perfect matchings, and it reduces the memory 
storage to O(nm) by using the method of binary partitioning. 
The problem of finding all the perfect matchings in a bipartite graph can be solved by the 
algorithms for finding the Kth-best solution of assignment problems developed by Murty [2] and 
Chegireddy and Hamacher [3]. However, Murty’s algorithm requires O((c + l)n3) computational 
effort and O((c + l)n2) memory storage, and Chegireddy and Hamacher’s algorithm requires the 
same computational effort and O((c+ 1)n +m) memory storage. In the worst case, the number c 
is equal to n! So, our algorithm has a considerable advantage in memory requirement over the 
previous algorithms for the Kth best assignment problem. 
Recently, the authors proposed an algorithm for finding all the perfect matchings in a bipartite 
graph [4]. Its time complexity is O(cn(n + m) + n2.5) and the space complexity is O(n + m). 
Compared to this algorithm, our new algorithm is more efficient in time bound, but requires 
much more memory space. 
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2. ALGORITHM 
A general strategy for finding all the perfect matchings is as follows. First, we check whether 
at least one perfect matching exists or not. This can be done by solving the maximum cardinality 
matching problem. If a perfect matching M exists, then we check if there exists a perfect matching 
different from M. So, it is very natural to consider the following subproblem. 
SUBPROBLEM P(B, M). 
input: a bipartite graph B and a perfect matching M 
output: a perfect matching in B different from M, if one exists; else, say “none exists” 
By solving this subproblem, we can obtain two distinct perfect matchings, if they exist. Our 
algorithm finds all the perfect matchings by generating a sequence of these subproblems itera- 
tively. 
Now we describe the main framework of our algorithm. Let M(B) denote the set of all 
perfect matchings in a bipartite graph B. Our algorithm partitions the set of perfect matchings 
into two subsets iteratively. More precisely, given two distinct perfect matchings Ml and Mz 
in B, we choose an edge e E MI - Ms, and partition the set M(B) into two subsets Mi = 
{M E M(B) : e E M} and Mz = {M E M(B) : e 4 M}. This partitioning implies that 
MI E MI and Mz E Ms. These two subsets can be easily characterized as follows. Let e = (i,j), 
E’ = {(i’,j’) E E : i’ # i, j’ # j) u {(&j>l, and B1 = (U, V, E’). Then we can easily verify that 
Ml = M(B1). Given a bipartite graph B and specified edge e, we denote the special bipartite 
graph B1 constructed above by B/e, for simplicity (note that B/e is different from the much 
used “contraction” operation). If BP = (U, V, E \ {(i, j)}), then it is also easy to verify that 
Ms = M(B2). Similarly, we denote the bipartite graph (V, V, E \ e) by B\e. By solving the 
subproblem P( B/e, MI) (respectively, P( B\e, Mz)), we can obtain two distinct perfect matchings 
in Mi (respectively, Mz), if they exist. Clearly, the recursive application of the above procedure 
constructs a binary tree of subproblems. By using the depth first rule, we obtain our algorithm. 
In the following Algorithm A, if a perfect matching M” is obtained by solving the subproblem 
P(B’, M’), then we denote the perfect matching M” by P&(B’, M’); else P,,,( B’, M’) returns 
the empty set. 
The correctness of Algorithm A can be proved easily. If a new perfect matching is obtained 
by solving a subproblem P(B’, M’), the set of perfect matchings M(B’) is partitioned into two 
subsets M(B’/e) and M(B’\e). Th us, Algorithm A outputs all the perfect matchings without 
repetition. 
By using the depth first rule, the number of subproblems in the list P does not exceed m. 
The two subproblems P(B’/e, M’) and P(B’\e, M”) can be characterized by the subproblem 
P(B’, M’), an edge e, and two perfect matchings M’ and M”. Thus, we can maintain the list of 
subproblems P in O(n + m + nm) = O(nm) memory storage. 
In the next section, we describe an algorithm for solving a subproblem, and in Section 4, we 
discuss the computational complexity and memory requirement of Algorithm A. 
3. AN ALGORITHM FOR SOLVING A SUBPROBLEM 
Here, we describe an algorithm for solving a subproblem. 
Let B = (U, V, E) be a bipartite graph and M c E be a perfect matching in B. A directed 
graph with respect to B and M, denoted by G(B, M) = (V’, E’), is a directed graph obtained by 
directing the edges in E - M from U to V, and the edges in M from V to U. More precisely, 
the vertex set V’ satisfies V’ = V U U and the edge set E’ satisfies E’ = {(i,j) : i E U, 
j E V, (i,j) E E - M} u {(j,i) : i E U, j E V, (i,j) E M}. G iven a directed elementary cycle C 
in G(B, M), E(C) denotes the subset of edges in the bipartite graph B which corresponds tc the 
set of (directed) edges in C. If there exists a directed elementary cycle C in G(B, M), the edge 
set MAE(C) ( w h ere A denotes the symmetric difference) is a perfect matching in the bipartite 
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ALGORITHM A. 
input: a bipartite graph B 
output: all the perfect matchings in B 
begin 
solve the maximum cardinality matching problem in B 
if a perfect matching exists, then 
begin 
let M be a perfect matching in B; 
output M; 
set P := (P(B, M)); ( comment: P denotes the list of unsolved subproblems) 
while P is not empty do 
begin 
let P(B’, M’) be the last subproblem in P; 
remove P(B’, M’) from P; 
set M” := Pout(B’, M’); 
if M” # 8, then 
begin 
output M”; 
let e be any edge in M’ - M”; 
add P(B’/e, M’) to the end of P; 





graph B. The following proposition shows the opposite direction of the above statement, and 
can be proved easily. 
PROPOSITION 1. There exists a directed elementary cycle in G( B, M) if and only if there exists 
a perfect matching in B different from M. 
The above proposition directly implies that a subproblem P(B, M) can be reduced to the 
problem of finding a directed elementary cycle in G(B, M). A directed elementary cycle in 
a given directed graph G = (V’, E’) can be found in O(lV’l + IE’I) computational effort and 
O(lV’l + IE’I) memory storage (see [5]). Thus, we can solve the subproblem in O(n + m) time 
bound and O(n + m) memory storage (where n denotes the number of vertices and m denotes 
the number of edges in B). 
4. COMPLEXITY OF THE ALGORITHM 
Finally, we discuss the computational complexity and memory requirements of Algorithm A. 
When a matching is output in Algorithm A, two subproblems are added to the list. So we solve at 
most 2c + 1 subproblems, where c denotes the number of perfect matchings in the given bipartite 
graph. As described in the previous section, we can solve each subproblem in O(n+m) time bound 
and O(n + m) memory storage. The algorithm in [S] solves the maximum cardinality matching 
problem in O(~I~.~) time bound and O(n + m) memory storage. So, the overall complexity of 
Algorithm A is O(c(n + m) + n2.5). Since we can maintain the list of subproblems in O(nm) 
memory storage, Algorithm A requires O(nm) memory storage. 
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