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STRONG DIVERGENCE OF RECONSTRUCTION PROCEDURES FOR THE
PALEY-WIENER SPACE PW1π AND THE HARDY SPACE H
1
HOLGER BOCHE AND BRENDAN FARRELL
Abstract. Previous results on certain sampling series have left open if divergence only occurs for
certain subsequences or, in fact, in the limit. Here we prove that divergence occurs in the limit.
We consider three canonical reconstruction methods for functions in the Paley-Wiener space
PW
1
pi. For each of these we prove an instance when the reconstruction diverges in the limit. This
is a much stronger statement than previous results that provide only lim sup divergence. We also
address reconstruction for functions in the Hardy space H1 and show that for any subsequence of
the natural numbers there exists a function in H1 for which reconstruction diverges in lim sup. For
two of these sampling series we show that when divergence occurs, the sampling series has strong
oscillations so that the maximum and the minimum tend to positive and negative infinity. Our
results are of interest in functional analysis because they go beyond the type of result that can
be obtained using the Banach-Steinhaus Theorem. We discuss practical implications of this work;
in particular the work shows that methods using specially chosen subsequences of reconstructions
cannot yield convergence for the Paley-Wiener Space PW1pi
AMS Subject Classification: 94A20, 94A12
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1. Introduction
Sampling theory originated with the study of reconstruction of a function in terms of its samples;
the fundamental initial results of the theory state conditions on a function f : R → C for the
expansion
f(t) =
∞∑
k=−∞
f(k)
sinπ(t− k)
π(t− k)
to be justified and for equality to hold. Determining the appropriate function classes, the regions of
convergence and proper ways to address the infinite series now constitute an entire area of research.
The present paper addresses the pointwise approximation of sampling series for several standard
reconstruction procedures for functions in the Paley-Wiener and Hardy spaces. We present four
main results. Three of these (Theorems 2.1, 4.2 and 5.1) show stronger forms of divergence than
were previously known for three different reconstruction procedures for functions in the Paley-
Wiener space PW1π; and the fourth (Theorem 3.1) is the first divergence result for a reconstruction
procedure for the Hardy space H1. While the first three Theorems just mentioned concern strong
divergence, the last holds for lim sup divergence.
We now introduce the necessary definitions for a discussion of our results. D denotes the unit disc
D := {z ∈ C : |z| < 1}, and ∂D denotes its boundary. For σ > 0 and 1 ≤ p <∞ the Paley-Wiener
space PWpσ is the set of all functions f that can be represented as f(z) =
1
2π
∫ σ
−σ g(e
iω)eiωzdω, for
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all z ∈ C and some g ∈ Lp(∂D). The norm on PWpσ is
‖f‖PWpσ =
(
1
2π
∫ σ
−σ
|fˆ(ω)|pdω
)1/p
=
(
1
2π
∫ σ
−σ
|g(eiω)|pdω
)1/p
, (1)
where the second equality is due to the identity fˆ(ω) = g(eiω) for fˆ being the Fourier transform of
f .
For a function f ∈ PWpπ, 1 ≤ p <∞, one may consider the Shannon sampling series
∞∑
k=−∞
f(k)
sinπ(t− k)
π(t− k)
. (2)
For 1 < p <∞, (2) converges absolutely and uniformly on all R [9]. For p = 1, one has the following
theorem of Brown [6].
Theorem 1.1 (Brown [6]). For all f ∈ PW1π and all T > 0,
lim
N→∞
(
max
t∈[−T,T ]
∣∣∣∣∣f(t)−
N∑
k=−N
f(k)
sinπ(t− k)
π(t− k)
∣∣∣∣∣
)
= 0.
The study of function representations using their samples is now its own field. Historical articles
such as [8] describe the origins of this field in the 1930’s and 1940’s and point out that a number of
authors made groundbreaking contributions in that era, but, as dissemination was limited, many
were not adequately recognized by the historical record until the last several decades. Yet, despite
decades of research, there remain interesting and important open questions about the convergence
of sampling series. Originally research was focused on PW2π, but in recent years efforts have been
made to investigate larger signal spaces. About twenty years ago, Butzer [7] suggested the study of
convergence for reconstruction of elements from the function class PW1π. In particular, he suggested
studying the quantity
max
t∈R
∣∣∣∣∣f(t)−
N∑
k=−N
f(k)
sinπ(t− k)
π(t− k)
∣∣∣∣∣ (3)
as N tends to infinity. In [3] it is shown that there exists a function f1 ∈ PW
1
π such that
lim sup
N→∞
(
max
t∈R
∣∣∣∣∣f1(t)−
N∑
k=−N
f1(k)
sin π(t− k)
π(t− k)
∣∣∣∣∣
)
= +∞. (4)
In fact, in [3] it is shown that a function leading to the divergence behavior in (4) exists for any
reconstruction process that relies primarily on integer sampling points. An important instance of
the general result proved in [3] is for the Valiron interpolation series
f(t) = f(t0)
sinπt
sinπt0
+ (t− t0)
∞∑
k=−∞
f(k)
k − t0
sinπ(t− k)
π(t− k)
, (5)
where t0 ∈ R\Z. Divergence is shown in [3] for this expansion among others.
Remark 1.2. A significant difference between the Valiron and the Shannon series is that the
Valiron series (5) is absolutely convergent for every fixed t. We return to the Valiron series in
Corollary 2.3.
In [3] and other works the divergence given in (4) is only given in terms of the lim sup. Thus,
two very natural questions remain:
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Q1) Does there exist a universal sequence {Nl}l∈N such that for all f ∈ PW
1
π,
sup
l

max
t∈R
∣∣∣∣∣∣f(t)−
Nl∑
k=−Nl
f(k)
sinπ(t− k)
π(t− k)
∣∣∣∣∣∣

 <∞ (6)
holds?
Q2) If the universal sequence of Q1) does not exist, does there exist a specific sequence {Nl}l∈N
for each f ∈ PW1π such that (6) holds.
Remark 1.3. Note that a negative answer to Q2) for PW1π implies a negative answer to Q1).
A negative answer to both of these questions is given by Theorem 2.1 of the next section. In
Section 3 we address reconstruction of functions in the Hardy space H1. Theorem 3.1 provides a
divergence behavior that, due to a classical result on convergence of lacunary series, is unexpected
and also provides a negative answer to Q1) for H1.
In Section 4 we return to PW1π and address reconstruction for functions of sine type. In Section 5,
we address reconstruction of a function using the interpolating sequence that it generates. Lastly,
in Section 6 we show that both the maximum and minimum of the reconstruction procedures
addressed in Sections 4 and 5 diverge strongly.
We say that {ak}k∈N diverges strongly if limk→∞ ak = +∞ or limk→∞ ak = −∞, which is
stronger statement than lim supk→∞ ak = +∞ or lim infk→∞ ak = −∞. Theorems 2.1, 4.2 and 5.1
provide strong divergence statements where previously only divergence statements were available.
We emphasize that this is significant because it rules out the possibility that divergence occurs only
as a result of a strongly divergent subsequence. This has obvious practical implications, and after the
statement of Theorem 2.1 we discuss the mathematical significance as well. Lastly, before turning
to our results, we suggest to the reader the interesting section on “Analogue Signal Transmission”
in Feynman’s book [12]. This chapter sets fundamental questions from sampling theory in the wider
context of the physics of computation.
2. Strong Divergence for Reconstruction of Signals in PW1π
Theorem 2.1. There exists a function f1 ∈ PW
1
π such that
lim
N→∞
(
max
t∈R
∣∣∣∣∣
N∑
k=−N
f1(k)
sin π(t− k)
π(t− k)
∣∣∣∣∣
)
= +∞. (7)
Before proving Theorem 2.1, we first set it in a broader mathematical context, and then present
a corollary and a conjecture. Theorem 2.1 is interesting for functional analysis because of its rela-
tionship to the fundamental Banach-Steinhaus Theorem [1]. The latter theorem says that a set of
bounded linear operators acting on a Banach space is either uniformly bounded, or the supremum
of the operators applied to elements of the space diverges for all elements in a residual set. Thus, if
the operators being considered are countable and indexed, say {Tk}k∈N, then if supk ‖Tk‖ = +∞,
sup
k
‖Tkx‖ = +∞
for all x in a residual set. The strength of this statement is that it holds for such a large set of
functions; its weakness, however, is that one only has supk ‖Tkx‖ = +∞, while in some settings
it is natural to ask if limk→∞ ‖Tkx‖ = +∞. This is the case when one is interested in bounded
behavior of a subsequence. In particular, supk ‖Tkz‖ = +∞ does not exclude the possibility that
there exists a subsequence {kl}l∈N such that supl ‖Tklx‖ < ∞, or even supl ‖Tkl‖ < ∞. Thus, the
investigation of a reconstruction method is incomplete if it only shows divergence of the sup. The
value of Theorem 2.1, then, is that it demonstrates strong divergence.
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Remark 2.2. Projections onto subsets of the Walsh functions provide an example where
sup
k∈N
‖Pk‖L1([0,1]) = +∞,
yet ‖P2k‖L1([0,1]) = 1 for all k, where Pl is the projection onto the first l Walsh functions [13]. Thus
Q1) holds even though the sequence of projections is divergent. Note also that ‖ · ‖L1([0,1]) is the
norm corresponding to PW1π.
It is possible that the methods developed here can be adapted to pursue further statements
similar to the Banach-Steinhaus Theorem for other nonlinear operators, as is done in [11]. While
we have not indicated the rates of divergence in the statements of our theorems, the proofs are
constructive and, therefore, yield quantitative divergence estimates. Thus, one could potentially
couple these techniques with others developed, for example in [10], to obtain quantitative versions
of the Banach-Steinhaus Theorem for other operators.
There is also much to investigate about the relationship between a statement like Theorem 2.1
and the Banach-Steinhaus Theorem. The latter theorem could not yield the strong limit proved in
Theorem 2.1, yet it would be interesting to know the nature of the set of functions f for which
divergence occurs, in particular if it is a residual set, as occurs in the Banach-Steinhaus Theorem.
Similarly, the Banach-Steinhaus Theorem is not applicable to the nonlinear operator of Theorem 5.1,
yet here as well it would be interesting to understand the set for which the operator diverges.
A large class of standard reconstruction procedures was addressed in [3] and lim sup divergence
results were presented. Theorem 2.1 is a strengthening of Theorem 3 in [3] from lim sup to the
limit, and the proof given here holds for the procedures addressed in [3]. As a corollary, we state
this explicitly for the Valiron reconstruction mentioned earlier. As pointed out in Remark 1.2, what
is significant here is that despite absolute convergence for every fixed t ∈ R, we still have global
divergence of the ‖·‖∞ norm. While we state the corollary for the Valiron series, the same behavior
holds for the wider class of [3].
Corollary 2.3. For every fixed t0 ∈ R, there exists a function f1 ∈ PW
1
π such that
lim
N→∞
(
sup
t∈R
∣∣∣∣∣f1(t)−
(
f1(t0)
sinπt
sinπt0
+ (t− t0)
N∑
k=−N
f1(k)
k − t0
sinπ(t− k)
π(t− k)
)∣∣∣∣∣
)
= +∞.
We conjecture that the behavior seen in Theorem 2.1 holds much more widely. To formulate
the conjecture we need further notation, and we now define the terms needed for the rest of the
paper. For a separable Hilbert space H, a set of vectors {ψk}k∈Z is called a Riesz basis if {ψk}k∈Z
is complete in H and there exist positive constants such that for all scalars {ck}k∈Z and M,N ∈ N,
A
N∑
k=−M
|ck|
2 ≤
∥∥∥∥∥
N∑
k=−M
ckψk
∥∥∥∥∥
2
≤ B
N∑
k=−M
|ck|
2.
A sequence {tk}k∈Z is a complete interpolating sequence for PW
2
π if the interpolation prob-
lem f(tk) = ck, k ∈ Z has a unique solution f ∈ PW
2
π for every sequence {ck}k∈Z satisfying∑∞
k=−∞ |ck|
2 < ∞, see [24]. If {tk}k∈Z is a complete interpolating sequence, then one can use the
functions
φ(z) := lim
R→∞
∏
|tk|≤R, tk 6=0
(
1−
z
tk
)
and
φk(z) :=
φ(z)
φ′(tk)(z − tk)
, k ∈ Z
4
for reconstruction. This approach has been used in communications engineering for decades, [22,
23, 18].
Later in the paper we will consider a special case of this construction. For this we will need
the following definitions. An entire function is of exponential type σ if for all ǫ > 0 there exists a
constant C(ǫ) > 0 such that for all z ∈ C, |f(z)| ≤ C(ǫ)e(σ+ǫ)|z|.
Definition 2.4. An entire function is of sine type if
i) the zeros of f are separated and simple, and
ii) there exist positive constants A,B and H such that Aeπ|y| ≤ |f(x+ iy)| ≤ Beπ|y| whenever
x and y are real and |y| ≥ H.
With this notation set, we state our conjecture and then prove Theorem 2.1.
Conjecture 2.5. Let {tk}k∈Z be an arbitrary complete interpolating sequence. Then there exists
a function f1 ∈ PW
1
π such that
lim
N→∞
(
max
t∈R
∣∣∣∣∣
N∑
k=−N
f1(tk)φk(t)
∣∣∣∣∣
)
= +∞.
In Theorem 4.2 we prove an instance of this conjecture for a class of complete interpolating
sequences that is of practical importance, yet we suspect that entirely new techniques will be
necessary to prove the conjecture in its generality.
Proof of Theorem 2.1. We begin with a sequence of functions {wN}N∈N contained in PW
1
π. We set
wN (k) =


1 |k| ≤ N, k ∈ Z
1− |k|−NN N + 1 ≤ |k| ≤ 2N, k ∈ Z
0 |k| ≥ 2N, |k| ∈ Z.
(8)
and
wN (t) =
2N−1∑
k=−2N+1
wN (k)
sin π(t− k)
π(t− k)
,
for which the bound
‖wN‖PW1pi < 3
was obtained in [4]. We now consider the function
g(t) =
∞∑
l=1
1
l2
wNl(t), t ∈ R,
where Nl = 2
l3 , l ∈ N. Here we have
‖g‖PW1pi ≤ 3
∞∑
l=1
1
l2
< +∞.
Let gˆ denote the Fourier transform of g and set
G(eiω)
D
=
∞∑
k=−∞
g(k)e−ikω. (9)
We have gˆ(ω) = G(eiω) for almost all |ω| ≤ π; that is, G ∈ L1(∂D), where L1(∂D) denotes the set
of Lebesque-measurable functions on the unit circle |z| = 1 satisfying
1
2π
∫ π
−π
|G(eiω)|dω <∞. (10)
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We set F1(e
iω) = G(ei(ω+π)) so that
F1(e
iω)
D
=
∞∑
k=−∞
g(k)(−1)ke−iωk (11)
and
fˆ1(ω) = F1(e
iω), for |ω| ≤ π, (12)
so that
f1(t) =
1
2π
∫ π
−π
fˆ1(ω)e
iωtdω.
Then f1 ∈ PW
1
π and
f1(k) = (−1)
kg(k).
Note that equalities (9) and (11) hold in the sense of distribution theory.
Consider a fixed N . The functions G and F1 are uniquely determined by their Fourier coefficients.
We, therefore, have∣∣∣∣∣
N∑
k=−N
f1(k)
sin π(N + 12 − k)
π(N + 12 − k)
∣∣∣∣∣ =
∣∣∣∣∣sinπ
(
N +
1
2
) N∑
k=−N
f1(k)
(−1)k
π(N + 12 − k)
∣∣∣∣∣
=
1
π
N∑
k=−N
g(k)
(N + 12 − k)
.
There exists a unique kˆ such that N ∈ [Nkˆ, Nkˆ+1]. This gives us
1
π
N∑
k=−N
g(k)
N + 12 − k
≥
1
(kˆ + 1)2
1
π
N∑
k=−N
1
N + 12 − k
=
1
(kˆ + 1)2
1
π
2N∑
k=0
1
k + 12
(13)
>
1
(kˆ + 1)2
1
π
∫ 2N+1
0
dx
x+ 12
=
1
(kˆ + 1)2
1
π
log(4N + 3)
≥
1
(kˆ + 1)2
1
π
logNkˆ =
(kˆ)3
(kˆ + 1)2
1
π
log 2. (14)
Thus, ∣∣∣∣∣
N∑
k=−N
f1(k)
sinπ(N + 12 − k)
π(N + 12 − k)
∣∣∣∣∣ ≥ 1π log 2 (kˆ)
3
(kˆ + 1)2
,
from which follows
max
t∈R
∣∣∣∣∣
N∑
k=−N
f1(t)
sin π(N + 12 − k)
π(N + 12 − k)
∣∣∣∣∣ ≥ 1π log 2 (kˆ)
3
(kˆ + 1)2
,
and, hence,
lim
N→∞
(
max
t∈R
∣∣∣∣∣
N∑
k=−N
f1(t)
sinπ(N + 12 − k)
π(N + 12 − k)
∣∣∣∣∣
)
= +∞.

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3. Behavior for the Hardy space H1
The Hardy space Hp consists of analytic functions on D such that
‖f‖Hp := sup
0≤r<1
(
1
2π
∫ π
−π
|f(reiω)|pdω
)1/p
<∞,
which also defines the norm ‖·‖Hp . The spaceH
1 is then the space of functions f with representation
f(z) = 12π
∫ π
−π g(ω)e
iωzdω for z ∈ C and some g ∈ H1, see [14]. The norm on H1 is given by
‖f‖H1 = ‖g‖H1 . H
1 is a closed subspace of PW1π and so invites the same questions for its sampling
series that are addressed for PW1π. In particular, if a form of convergence of a certain sampling
procedure does not hold for all f ∈ PW1π, it is appropriate to ask whether the convergence holds
for all f ∈ H1. A fundamental sampling procedure is the finite Fourier expansion of fˆ :
(FNf)(ω) :=
N∑
k=−N
f(k)eiωk.
There is a rich history of results for this expansion. Kolmogorov famously showed [16] that there
exists f1 ∈ PW
1
π so that for all ω ∈ [−π, π),
lim sup
N→∞
∣∣∣∣∣
N∑
k=−N
f1(k)e
iωk
∣∣∣∣∣ = +∞.
It further holds, see Section VIII.3 of [25], that for every subsequence {Nl}l∈N there exists a function
f2 ∈ PW
1
π (dependent on the subsequence) so that
lim sup
l→∞
∣∣∣∣∣∣
Nl∑
k=−Nl
f2(k)e
iωk
∣∣∣∣∣∣ = +∞ (15)
for almost all ω ∈ [−π, π). Yet, Theorem 5.11 in [25] states that for all f ∈ H1 and for every
subsequence {Nl}l∈N satisfying
inf
l
Nl+1
Nl
= λ > 1, (16)
where such a sequence is called lacunary,
lim
l→∞
Nl∑
k=0
f(k)eiωk = fˆ(ω) (17)
for almost all ω ∈ [π, π). Thus, for every subsequence {Nl}l∈N there exists a function f ∈ PW
1
π for
which the divergence (15) holds, yet if {Nl}l∈N grows fast enough, one has the convergence (17) for
all functions in H1. The natural question is: does convergence hold globally for functions in H1, i.e.
is the answer to Q1) for H1 positive? The following theorem shows that the answer is negative.
Theorem 3.1. Let {Nl}l∈N be an arbitrary sequence of natural numbers. There exists a function
f1 ∈ H
1 such that
lim sup
l→∞
(
max
t∈R
∣∣∣∣∣
Nl∑
k=0
f1(k)
sin π(t− k)
π(t− k)
∣∣∣∣∣
)
= +∞. (18)
Conjecture 3.2. Q2) holds for H1. That is, for each f ∈ H1 there exists a subsequence {Nl}l∈N
such that the lim sup expression in (18) remains bounded for that f . In practical terms this means
adaptive procedures can be effective for H1.
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Remark 3.3. By the Banach-Steinhaus Theorem, for a fixed sequence {Nl}l∈N, the set of functions
in H1 for which the sampling procedure addressed in Theorem 3.1 diverges is a residual set. Theo-
rem 2.1 proves the existence of a function f1 in PW
1
π for which the reconstruction addressed there
diverges for any subsequence. Conjecture 3.2 claims that completely different behavior holds for
H1: if the conjecture holds, then for every f ∈ H1 there exists a subsequence yielding boundedness.
Proof of Theorem 3.1. We construct a sequence of functions by setting qN (k) = (−1)
kwN (k) for
k ∈ Z, where wN is the function defined in (8). We further set
qN (t) =
2N−1∑
k=−2N+1
(−1)kwN (k)
sin π(t− k)
π(t− k)
. (19)
Let {Nl}l∈N be the arbitrary subsequence of the natural numbers for which we will show divergence
of the reconstruction. For l ∈ N we define N1l to be the largest natural number satisfying 3N
1
l ≤ Nl.
Now we set
q1Nl(t) = qN1l
(t−Nl +N
1
l ),
so that
qˆ1Nl(ω) = e
i(Nl−N
1
l
)ω qˆN1
l
(ω), ω ∈ [−π, π).
Just as in the proof of Theorem 2.1, we have
‖q1Nl‖H1 = ‖qN1l
‖PW1pi < 3.
We now select a subsequence {lr}r∈N such that
i.) 1
r2
1
π log(Nlr −
3
2) ≥ r
ii.) N1lr+1 ≥ (Nlr)
2
for all r and define
f1(t) =
∞∑
r=1
1
r2
q1Nlr (t),
for which we have
‖f1‖H1 ≤
∞∑
r=1
1
r2
‖q1Nlr ‖H1 < 3
π2
4
.
For m ∈ N we set tm = Nlm +
1
2 , for which
Nlm∑
k=0
f1(k)
sinπ(tm − k)
π(tm − k)
=
m−1∑
r=1
1
r2
Nlm∑
k=0
q1Nlr (k)
sinπ(tm − k)
π(tm − k)
(20)
+
1
m2
Nlm∑
k=0
q1Nlm (k)
sin π(tm − k)
π(tm − k)
(21)
+
∞∑
r=m+1
1
r2
Nlm∑
k=0
q1Nlr (k)
sin π(tm − k)
π(tm − k)
. (22)
For r ≤ m− 1 we have
Nlm∑
k=0
q1Nlr (k)
sinπ(tm − k)
π(tm − k)
= q1Nlr (tm).
Using this identity and the bound
|q1Nlr (t)| ≤ ‖q
1
Nlr
‖PW1pi < 3
8
for all t ∈ R, for the term on the right in (20) we have∣∣∣∣∣∣
m−1∑
r=1
Nlm∑
k=0
1
r2
q1Nlr (k)
sin π(tm − k)
π(tm − k)
∣∣∣∣∣∣ ≤
m−1∑
r=1
1
r2
|qN1
lr
(tm −Nlr +N
1
lr)| < 3
π2
4
. (23)
For the term (21) we have∣∣∣∣∣∣
1
m2
Nlm∑
k=0
q1Nlm (k)
sin π(tm − k)
π(tm − k)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
1
πm2
Nlm∑
k=0
(−1)k−Nlm+N
1
lmwN1
lm
(k −Nlm +N
1
lm)
(−1)k sinπtm
Nlm +
1
2 − k
∣∣∣∣∣∣
=
1
πm2
Nlm∑
k=0
wN1
lm
(k −Nlm +N
1
lm)
1
Nlm +
1
2 − k
>
1
πm2
Nlm∑
k=Nlm−2N
1
lm
1
Nlm +
1
2 − k
=
1
πm2
2N1
lm∑
k=1
1
k + 12
=
1
πm2
log
(
3N1lm +
3
2
)
>
1
πm2
log
(
Nlm −
3
2
)
> m, (24)
where the last inequality holds because 3N1lm + 3 > Nlm . To address (22) we note that for r > m
we have N1lr+1 > (Nlm)
2, so that∣∣∣∣∣∣
Nlm∑
k=0
q1Nlr (k)
sin π(Nlm +
1
2 − k)
π(Nlm +
1
2 − k)
∣∣∣∣∣∣ ≤
Nlm∑
k=0
|q1Nlr (k)|
1
π(Nlm +
1
2 − k)
≤
1
πN1lr
Nlm∑
k=0
k
Nlm +
1
2 − k
=
1
πN1lr
Nlm∑
k=0
Nlm − k
k + 12
(25)
<
1
π
Nlm
N1lr
logNlm <
1
π
(Nlm)
2
N1lr
<
1
π
. (26)
For the first inequality in (25) it is important to note that if r > m then 0 ≤ k ≤ Nlm − 2N
1
lm
≤
Nlr − 2N
1
lr
yields k
Nlr−2N
1
lr
≥ |qNlr (k)| and Nlr − 2N
1
lr
≥ N1lr , so |qNlr (k)| ≤
k
N1
lr
.
Combining (23), (24) and (26) we obtain∣∣∣∣∣∣
Nlm∑
k=0
f1(k)
sin π(tm − k)
π(tm − k)
∣∣∣∣∣∣ ≥ m−
π
4
− 3
m−1∑
r=1
1
r2
> m−
π
4
−
3π2
4
, (27)
from which the result follows. 
Remark 3.4. Theorem 3.1 can be used to show that known results on the maximal operator are
sharp.
To address the convergence in (17) for a given subsequence {Nl}l∈N, we use the maximal operator
(M∗f)(ω) := sup
l≥1
∣∣∣∣∣
Nl∑
k=0
f(k)eiωk
∣∣∣∣∣ , (28)
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as developed in [21]. Note that the operator depends on the sequence {Nl}l∈N, and so the constants
in what follows depend as well on the sequence. If {Nl}l∈N is a sequence of natural numbers
satisfying (16), then for every µ ∈ (0, 1) there exists a constant Cµ, so that for all f ∈ H
1
(
1
2π
∫ π
π
|(M∗f)(ω)|
µdω
)1/µ
≤ Cµ‖f‖H1 . (29)
The convergence (17) is a direct consequence of (29). Moreover, Theorem 3.1 immediately implies
that for every sequence satisfying (16) there exists a function f1 so that
1
2π
∫ π
−π
|(M∗f1)(ω)|dω = +∞. (30)
Before justifying this statement we point out that it implies the necessity in (29) of µ ∈ (0, 1). The
claim now follows from Theorem 3.1 and the following calculation:
max
t∈R
∣∣∣∣∣
Nl∑
k=0
f1(k)
sin π(t− k)
π(t− k)
∣∣∣∣∣ = maxt∈R
∣∣∣∣∣ 12π
∫ π
−π
Nl∑
k=0
f1(k)e
−iωkeiωtdω
∣∣∣∣∣
≤
1
2π
∫ π
−π
∣∣∣∣∣
Nl∑
k=0
f1(k)e
iωk
∣∣∣∣∣ dω
≤
1
2π
∫ π
−π
|(M∗f1)(ω)|dω.
4. Reconstruction for Functions of Sine Type
Given a function f ∈ PW1π of sine type (Definition 2.4), one defines the invertible transformation
F (z) = f(z)−A sin(πz), z ∈ C (31)
for a constant A > ‖f‖∞. Examples of the use of functions of this type in communications engineer-
ing include [19, 2, 20]. We say that F is the function determined by the sine wave crossings of f .
But more generally, one can generate a function using the zeros of F to reconstruct all functions in
PW2π from their samples as follows. If F is of sine type and F has zeros {tk}k∈Z, then the function
φ(z) = z lim
R→∞
∏
|tk|≤R,tk 6=0
(
1−
z
tk
)
(32)
converges uniformly on |z| ≤ R1 for all R1 < ∞, and φ is also an entire function of type π [17].
One further defines, for k ∈ Z,
φk(z) =
φ(z)
φ′(tk)(z − tk)
.
The sequence {φk}k∈Z is known as the interpolating sequence, and, as just constructed, it is a Riesz
basis for PW2π, [17]. Thus, given this construction, for all g ∈ PW
2
π
lim
N→∞
∥∥∥∥∥g −
N∑
k=−N
g(tk)φk
∥∥∥∥∥
PW2pi
= 0.
Here we will address the pointwise convergence of such expansions for functions in PW1π. The
following theorem of Hryniv and Mykytyuk will be essential for our work with functions of sine type.
Their beautiful theorem provides a correspondence between certain zero sequences and elements of
PW1π.
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Theorem 4.1 (Hryniv and Mykytyuk [15]).
Let A > 0 be an arbitrary constant.
i) Assume w ∈ PW1π, set tk = k + w(k) for k ∈ Z and assume tk 6= tl for k 6= l. Then there
exists a function f ∈ PW1π, ‖f‖∞ < A, such that F has the zero sequence {tk}k∈Z.
ii) If f ∈ PW1π and ‖f‖∞ < A, then there exists a function w ∈ PW
1
π such that {tk}k∈Z =
{k + w(k)}k∈Z is the sequence of zeros of F , where F is the function defined by (31).
With this result we prove the following theorem.
Theorem 4.2. Let f ∈ PW1π, ‖f‖PW1pi < 1 be arbitrary. Let {tk}k∈Z be the zeros of the function F
determined by the sine wave crossings, and let {φk}k∈Z be the corresponding interpolating functions.
There exists a function f1 ∈ PW
1
π such that
lim
N→∞
(
max
t∈R
∣∣∣∣∣
N∑
k=−N
f1(tk)φk(t)
∣∣∣∣∣
)
= +∞.
Proof. Let g be the uniquely determined function in PW1π satisfying
tn = n+ g(n) for all n ∈ N.
By the Riemann-Lebesque Lemma,
lim
n→∞
g(n) = 0.
We set
C(0) = max(1,max
k
|g(k)|)
and define a sequence of numbers by
C(n) = max
|k|≥n
|g(k)|
for n ∈ N, n > 1. The sequence {C(n)}∞n=1 is monotonically decreasing and
lim
n→∞
C(n) = 0,
as well as
C(n) ≥ |g(k)| for all |k| ≥ n.
We will first construct a function g1 ∈ PW
1
π and in turn the function f1 that will yield our claim.
Now let Nˆ1 denote the smallest positive integer satisfying
4 · 2πC(0)C(Nˆ1) < 1.
If Nˆk has been defined, we let Nˆk+1 be the smallest positive integer such that
4 · 2πC(0)C(Nˆk+1) <
1
2k+1
and
1
2k+1
log Nˆk+1 > k + 1.
We now have that
g1(t) = C(0)wN1(t) +
∞∑
k=2
1
2k−1
wNˆk(t)
is in PW1π. Now
‖g1‖PW1pi < 3C(0) + 3
∞∑
k=2
1
2k+1
= 3
(
C(0) +
∞∑
k=2
1
2k
)
= 3(C(0) + 1) ≤ 4C(0).
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We now set
G1(e
iω) =
∞∑
k=−∞
g1(k)e
iωk , F1(e
iω) = G1(e
i(ω+π)) for ω ∈ [−π, π)
and
fˆ1(ω) = F1(e
iω), for |ω| ≤ π.
Lastly, we have
f1(t) =
1
2π
∫ π
−π
fˆ1(ω)e
iωtdω, for t ∈ R,
so that
f1(k) = (−1)
kg1(k).
Now,
|f1(tn − n)− f1(n)| ≤ ‖f
′
1‖∞|tn − n| ≤ π‖f1‖PW1pi |tn − n|
< 4πC(0)|tn − n| ≤ 4πC(0)|g(n)|
≤ 4πC(0)C(n),
which gives us
|f1(tn)− (−1)
ng1(n)| ≤ 4πC(0)C(n).
For every n there is a unique kn such that |n| ∈ [Nˆkn , Nˆkn+1]. Thus, recalling that g is even,
g1(n) ≥
1
2kn+1
≥ 4 · 2πC(0)C(n) ≥ 4 · 2πC(0)|g(n)|,
so that
f1(tn) = (−1)
ndn
for
dn ≥ g1(n)− 4πC(0)C(n) ≥ g1(n)−
g1(n)
2
=
g1(n)
2
.
Setting tˆN to be the midpoint of (tN , tN+1), we now have that for all N > Nˆ1
N∑
k=−N
f1(tk)
φ(tˆN )
φ′(tk)(tˆN − tk)
=
∑
|k|≤N1
f1(tk)
φ(tˆN )
φ′(tk)(tˆN − tk)
+
∑
N1<|k|≤N
f1(tk)
φ(tˆN )
φ′(tk)(tˆN − tk)
, (33)
and it will suffice to address the second term in (33). We have∣∣∣∣∣∣
∑
N1<|k|≤N
f1(tk)
φ(tˆN )
φ′(tk)(tˆN − tk)
∣∣∣∣∣∣ = |φ(tˆN )| ·
∣∣∣∣∣∣
∑
N1<|k|≤N
(−1)kdk
1
(−1)kφ′(tk)(tˆN − tk)
∣∣∣∣∣∣
= |φ(tˆN )|
∑
N1<|k|≤N
dk
|φ′(tk)|(tˆN − tk)
By Lemma 5 of [5], there exists a constant C2 > 0 such that infN∈Z |φ(N +
1
2)| ≥ C2. Since φ is
of sine type, by page 164 of [17] we have that either φ′(tk) = (−1)
kck or φ
′(tk) = (−1)
k+1ck for
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a sequence of positive constants {ck}k∈Z satisfying supk∈Z ck ≤ C3 < ∞ and 0 < C4 ≤ infk∈Z ck.
Thus, ∣∣∣∣∣∣
∑
N1<|k|≤N
f1(tk)
φ(tˆN )
φ′(tk)(tˆN − tk)
∣∣∣∣∣∣ ≥
C2
C3
∑
N1<|k|≤N
dk
(tˆN − tk)
≥
C2
2C3
∑
N1<|k|≤N
g1(k)
(tˆN − tk)
.
The separation property of the zeros of a sine type function, see p 163 of [17], we have that there
exists a constant δ > 0 such that
tk+1 − tk > δ for all k ∈ Z. (34)
Using (34) and writing
tˆN − tk = tˆN − tN + tN − tN+1 + . . .+ tk+1 − tk,
we note that tˆN − tk ≥ δ(N +
1
2 − k) for all −N ≤ k ≤ N . We also not that there exists a unique
k˜ such that N ∈ [Nˆk˜, Nˆk˜+1). Using g1(k) ≥
1
2k˜+1
we have
∑
N1<|k|≤N
g1(k)
tˆN − tk
≥
1
δ2k˜+1
∑
N1<|k|≤N
1
N + 12 − k
> k˜ − log(N1).
Thus,
max
t∈R
∣∣∣∣∣∣
∑
N1≤|k|≤N
f1(tk)
φ(t)
φ′(tk)(t− tk)
∣∣∣∣∣∣ ≥ k˜ − logN1
so that, recalling that N1 is fixed,
lim
N→∞
max
t∈R
∣∣∣∣∣
N∑
k=−N
f1(tk)
φ(t)
φ′(tk)(t− tk)
∣∣∣∣∣ = +∞.

5. Reconstruction of the Generating Function
Theorem 4.2 shows that when the interpolating sequence is generated by an arbitrary element of
PW1π, there exists another function in PW
1
π for which the reconstruction procedure diverges. Our
final result addresses the case when one applies the reconstruction procedure to the function used
to generate the interpolating sequence. Such a method is generally called reconstruction using sine
wave crossings and has been used in communications engineering for several decades [19, 2, 20].
Our result for this reconstruction method is the strengthening of Theorem 5 in [5] from a lim sup
statement to a strong limit statement.
We note again that there is no theorem in the spirit of the Banach-Steinhaus Theorem that we
could apply to the operator addressed in Theorem 5.1. The proof relies immediately on the specific
properties of the operator.
Theorem 5.1. There exists a function g ∈ PW1π, ‖g‖PW1pi <
1
2 satisfying
lim
N→∞
max
t∈R
∣∣∣∣∣
N∑
k=−N
(sinπtk)φk(t, g)
∣∣∣∣∣ = +∞, (35)
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where {φk(·, g)}k∈Z denotes the interpolating sequence generated by g.
Proof. We have
sinπtk = sinπ(n+ g(k)),
so that, retaining tˆN as the midpoint of the interval (tN , tN+1),∣∣∣∣∣
N∑
k=−N
sinπtk
φ(tˆN , g)
φ′(tk, g)(tˆN − tk)
∣∣∣∣∣ = |φ(tˆN , g)| ·
∣∣∣∣∣
N∑
k=−N
φ(tˆN , g)
|φ′(tk, g)|(tˆN − tk)
∣∣∣∣∣ . (36)
We may begin with a g ∈ PW1π satisfying
1
2 ≥ g(k) ≥ 0 for all k ∈ Z. We follow the construction
used in the proof of Theorem 2.1 and divide the function g constructed there by a large enough
constant to obtain ‖g‖PW1pi ≤
1
2 . We of course still have
lim
N→∞
N∑
k=−N
g(k)
N + 12 − k
= +∞.
Let φ be the generating function corresponding to the zeros tk = k + g(k), k ∈ Z, and, since φ is
of sine type, recall the bounds on |φ(tN )| and |φ
′(tk)| described in the proof of Theorem 4.2. Note
that φ depends on g, but if g is fixed, then φ is as well.
With these facts we turn to ∣∣∣∣∣
N∑
k=−N
sin(πtk(g))
φ(tˆN )
φ′(tk)(tˆN − tk)
∣∣∣∣∣ . (37)
We have ∣∣∣∣∣φ(tˆN )
N∑
k=−N
sin(πtk(g))
1
φ′(tk)(tˆN − tk)
∣∣∣∣∣ ≥ C1
∣∣∣∣∣
N∑
k=−N
(−1)k sinπg(k)
φ′(tk)(tˆN − tk)
∣∣∣∣∣
≥
C1
C2
∣∣∣∣∣
N∑
k=−N
sinπg(k)
(tˆN − tk)
∣∣∣∣∣ ,
for appropriate constants C1 and C2. Note that here we have used that 0 ≤ sinπg(k) ≤ 1. Using
sinπg(k) ≥ g(k) > 0, and the separation property again as in (34), we have
N∑
k=−N
sinπg(k)
tˆN − tk
≥
N∑
k=−N
πg(k)
tˆN − tk
≥
π
δ
N∑
k=−N
g(k)
N + 12 − k
.
We now use the exact same calculation as (13) to (14) to obtain a lower bound and finish the
proof. 
6. Behavior of Oscillations for Theorems 4.2 and 5.1
In this final section we show that the reconstruction sequences in Theorems 4.2 and 5.1 fluctuate
very strongly: not only does the maximum absolute value diverge, but both the maximum and
minimum diverge strongly to +∞ and −∞. Following the proof of this theorem, we close the
section and the paper with a question.
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Theorem 6.1. Assume the hypotheses of Theorem 4.2. For the function f1 that yields the strong
divergence in that theorem, the following hold:
lim
N→∞
(
max
t∈R
N∑
k=−N
f1(tk)φk(t)
)
= +∞ (38)
and
lim
N→∞
(
min
t∈R
N∑
k=−N
f1(tk)φk(t)
)
= −∞. (39)
For the function g that yields divergence in Theorem 5.1, the behavior analogous to (38) and (39)
holds for the reconstruction method of Theorem 5.1.
Proof. The proof follows immediately from the following technical lemma. 
Lemma 6.2. Assume that the generating function φ is of sine type and set φk(t) =
φ(t)
φ′(tk)(tk−t)
for
k ∈ Z. Suppose there exists a real-valued function f ∈ PW1π such that
lim
N→∞
max
t∈R
∣∣∣∣∣
N∑
k=−N
f(tk)φk(t)
∣∣∣∣∣ = +∞. (40)
Then
lim
N→∞
(
max
t∈R
N∑
k=−N
f(tk)φk(t)
)
= +∞ (41)
and
lim
N→∞
(
min
t∈R
N∑
k=−N
f(tk)φk(t)
)
= −∞. (42)
Proof. First note that f is assumed to be real-valued. For each N we must consider two cases.
Case 1.) For a fixed N we assume
max
t∈R
∣∣∣∣∣
N∑
k=−N
f(tk)φk(t)
∣∣∣∣∣ =
N∑
k=−N
f(tk)φk(t
∗
N ) (43)
for a value t∗N ∈ R. We assume that t
∗
N ∈ (tk(N), tk(N)+1), and we define tˆN by
max
t∈(tk(N) ,tk(N)+1)
|φ(t)| = |φ(tˆN )|
and set
IN = [−N,N ]\{tk(N), tk(N)+1}.
Recall that φ(t) has the same sign for all t between any two neighboring zeros. We now have
A :=
1
φ(t∗N )
∑
k∈IN
f(tk)φk(t
∗
N )−
1
φ(t∗N )
∑
k∈IN
f(tk)φk(tˆN )
=
∑
k∈IN
f(tk)
φ′(tk)
(
1
t∗N − tk
−
1
tˆN − tk
)
=
∑
k∈IN
f(tk)
φ′(tk)
(
tˆN − t
∗
N
(t∗N − tk)(tˆN − tk)
)
.
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As in the proof of Theorem 5.1, we again use the separation properties of {tk}k∈Z, to obtain
0 < δ ≤ inf
k∈Z
(tk+1 − tk) and sup
k∈Z
(tk+1 − tk) ≤ δ <∞,
as well as the bound infk |φ
′
k(tk)| ≥ C4 > 0. With these bounds we obtain,
|A| ≤
∑
k∈IN
|f(tk)|
|φ′(tk)|
|tˆN − t
∗
N |
|t∗N − tk| · |tˆN − tk|
≤ ‖f‖PW1pi
δ
C4
∑
k∈IN
1
|t∗N − tk| · |tˆN − tk|
≤ ‖f‖PW1pi
2δ
C4(δ)2
∞∑
k=1
1
k2
=: C5‖f‖PW1pi .
Further, by defining C6 <∞ so that
sup
k∈Z
max
t∈(tk ,tk+1)
|φ(t)| = C6,
which is again possible by the properties of sine type functions [17], we have∣∣∣∣∣∣
φ(tˆN )
φ(t∗N )

∑
k∈IN
f(tk)φk(t
∗
N )−
∑
k∈IN
f(tk)φk(tˆN )


∣∣∣∣∣∣ ≤ |φ(tˆN )| · C5‖f‖PW1pi ≤ C7‖f‖PW1pi
for C7 = C5 · C6. Since φ(tˆN )/φ(t
∗
N ) ≥ 1, we have∣∣∣∣∣∣
∑
k∈IN
f(tk)φk(tˆN )−
∑
k∈IN
f(tk)φk(t
∗
N )
∣∣∣∣∣∣ ≤ C7‖f‖PW1pi ,
and, hence, ∑
k∈IN
f(tk)φk(tˆN ) ≥
∑
k∈IN
f(tk)φk(t
∗
N )− C7‖f‖PW1pi . (44)
Finally, for a further constant C8 we have
N∑
k=−N
f(tk)φk(tˆN ) ≥
N∑
k=−N
f(tk)φk(t
∗
N )− C8‖f‖PW1pi . (45)
In the interval (tk(N)+1, tk(N)+2) the function φ(t) has the opposite sign as in the interval
(tk(N), tk(N)+1). We combine this with the fact that there exist constants C, c > 0 such that for all
k ∈ Z [24],
c max
t∈(tk−1,tk)
|φ(t)| ≤ max
t∈(tk ,tk+1)
|φ(t)| ≤ C max
t∈(tk+1,tk+2)
|φ(t)|.
With this fact, the calculation just given yields the existence of universal constants C9, C10 > 0,
such that
N∑
k=−N
f(tk)φ(tˆN+1) ≤ −C9
∑
k∈IN
f(tk)φ(tˆN ) + C10‖f‖PW1pi . (46)
Case 2. denotes the case when (43) holds with a negative sign before the term on the right, and
this can be treated in exactly the same manner as Case 1. Thus, by combining (45) and (46) and
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both cases, we obtain that there exist constants C11, C12 > 0 depending only on φ such that
max
t∈R
N∑
k=−N
f(tk)φ(t) ≥ C11max
t∈R
∣∣∣∣∣
N∑
k=−N
f(tk)φ(t)
∣∣∣∣∣− C12‖f‖PW1pi
and
min
t∈R
N∑
k=−N
f(tk)φ(t) ≤ −C11max
t∈R
∣∣∣∣∣
N∑
k=−N
f(tk)φ(t)
∣∣∣∣∣+ C12‖f‖PW1pi .
Since these inequalities hold for all N , the claim follows from the assumed divergence (40). 
We now close by posing a question.
Question 6.3. From Theorem 2.1 we have that there exists a function f1 ∈ PW
1
π such that the
Shannon series
(SNf)(t) :=
N∑
k=−N
f(k)
sinπ(t− k)
π(t− k)
diverges strongly. We also know, however, that
lim
N→∞
‖SNf‖∞
logN
= 0
for all f ∈ PW1π. Thus, a natural question is the following: for what monotonically increasing
positive functions ψ : N→ R+ does there exist a function f1 ∈ PW
1
π such that
lim
N→∞
‖SNf1‖∞
ψ(N)
= +∞?
Characterizing these functions is an interesting further direction to explore.
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