Introduction
The interaction between surface and sub-surface water plays an important role in a variety of coastal zone processes including salt-water intrusion and contaminant transport in coastal aquifers (e.g. Nielsen and Voisey, 1998; Nielsen, 1999; Cartwright and Nielsen, 2001a,b, 2003; Cartwright et al., 2004a, b; Turner and Acworth, 2004; Isla and Bujalesky, 2005; Robinson et al., 2006; Xin et al., 2010) and beach profile morphology (e.g. Grant, 1946 Grant, , 1948 Emery and Foster, 1948) . Oceanic forcing of coastal aquifers across the beach face is highly dynamic occurring over a wide range of magnitude and frequency scales (i.e. tide, wave, storm surge, etc.). A number of oceanic and atmospheric mechanisms which have been involved with observed beach water table fluctuations identified by Turner (1998) . The majority of studies have described beach groundwater fluctuations due to tidal forces (e.g., Emery and Foster, 1948; Ericksen, 1970; Lanyon et al., 1982a; Nielsen, 1990; Turner, 1993a; . A limited number of studies have observed wave-induced the beach water table oscillations (Waddell, 1973 (Waddell, , 1976 (Waddell, , 1980 Bradshaw, 1974; Lewandowski and Zeidler, 1978; Cartwright et al., 2002 Cartwright et al., , 2006a Hegge and Masselink, 1991; Kang et al., 1994; Turner and Nielsen, 1997; Turner and Masselink, 1998) . Understanding the behavior of this periodic boundary condition is thus important for accurate modeling of coastal groundwater dynamics and associated issues.
Existing analytical models of groundwater dynamics are based on the one or two-dimensional solution of the Boussinesq equation under the Dupuit-Forchheimer assumption, (e.g. Nielsen, 1990; Nielsen et al., 1997; Baird et al., 1998; Li et al., 2002; ) with corrections for vertical flow effects and also capillary fringe effects by only considering the additional water mass above the water table (e.g. Barry et al., 1996; Li et al., 2000a; Nielsen and Perrochet, 2000a, b; Nielsen and Turner, 2000; Cartwright et al., 2005) . None of the analytical models consider unsaturated flow or seepage face and meniscus formation at the boundary.
In the natural system, the interface between surface and groundwater is generally sloping; however, in order to simplify the problem, a vertical interface is considered here. This paper presents detailed measurements of the piezometric head close to the vertical interface ( 0.01m x = ) of a non-shallow laboratory aquifer forced by simple harmonic oscillations. The data provides insight into the influence of meniscus suction and seepage face formation in and around the inter-tidal zone. The data is then used to evaluate a 2D vertical numerical model based on the Richards' equation (Richards, 1931) with due consideration of the mixed periodic boundary condition to simulate the formation of the seepage face and meniscus suction.
Capillary suction and seepage face formation on the interface
Figure 3-1 provides a schematic illustration of the pressure distribution along a beach face when the water table exit point becomes decoupled from the ocean level. Note similar scenarios will exist in systems with periodic forcing of groundwater systems such as tidal rivers and lakes where seiching may occur. When decoupling occurs, two distinct pressure zones become apparent. Below the exit point and above the ocean level (i.e. in the seepage face), the surface has a glassy appearance indicating that the water table is at the surface and that the gauge pressure ( , ) 0 p x z = . Above the exit point, the surface has a matt appearance due to the presence of meniscuses and as such ( , ) 0 p x z < . The capillary suction gets stronger with increasing elevation above the water table, but upwards of a certain level this suction will not have a significant effect on water table dynamics due to a lack of connectivity in sand with low moisture content and hence very low permeability. Some a priori insight into vertical and horizontal flow in the capillary fringe might be gained from the steady flow study of Silliman et al. (2002) .
Several numerical and experimental studies have been conducted which consider the exit point location and seepage face formation. Turner (1993b Turner ( , 1995 ) adapted a numerical model from the governing equations of Dracos (1963) to simulate exit point movement across a saturated beach face. The model is based solely on the force balance on a water particle at the sand surface and neglects the sub-surface pressure distribution. In addition, Turner (1993b Turner ( , 1995 assumed that, during the decoupled phase, the movement of the exit point is independent of the tide level. Clement et al. (1994) developed a 2D finite-difference algorithm to solve Richards (1931) variably saturated flow equation for porous media which was then applied to solve steady state and transient seepage face problems. Clement et al. (1994) used three kinds of boundary conditions including Dirichlet boundary condition for nodes with known pressure head, Neumann boundary condition for nodes where the values of normal fluxes are known and a seepage face boundary condition. During simulation of the variably saturated flow, the length of seepage face is unknown until the problem is solved; however, the problem cannot be completely solved unless the length of seepage face is determined. Hence, an iterative process is needed to determine the seepage face length at each time step. Clement et al. (1994 ) used Cooley (1983 modified version of Neuman (1973) (Voss, 1984 from the tide then a seepage face exists between shoreline and exit point and the boundary condition on the seepage face is set to atmospheric pressure (i.e. the potential head is equal to elevation head), otherwise, the potential head is calculated based on the tidal elevation. Baird et al. (1998) developed a numerical solution of the 1D Boussinesq equation including seepage formation. In the numerical model, if the landward computational cell (i.e. cells are located before shoreline) is completely filled with the water, it can be assumed that a seepage face exists and the most landward cell with this condition will be considered as the exit point. Baird et al. (1998) defined a condition in their numerical Boussinesq model to consider the presence of seepage face. Based on that condition, if at any computational cells the summation of water table elevation and the net rate of groundwater discharge into and out the cell during the time step per cross-shore width of computational cell is greater than the cell's elevation, water level is considered on the ground surface for that cell and decoupling is happened.
Experimental setup and procedures
The flume and sand 1.
3.1
The experimental setup is illustrated in Figure 3 -2 where a 9.2 m long, 0.15 m wide and 1.5 m high unconfined sand flume aquifer is subject to simple harmonic forcing across a vertical boundary at the "ocean" end of the flume and a no-flow boundary condition was used at the "landward" end of the flume. The vertical interface between the external driving head reservoir and the aquifer consisted of a filter made up of stainless steel wire mesh with 0.15 mm openings supported by a coarser grid with 2 cm openings. The top of the flume is open to atmosphere, but it was covered by a loose plastic to minimize any evaporation. To reduce air encapsulation during the sand packing process, the sand was added in ~10cm thickness layers to the water-filled flume and the layers packed by allowing them to settle by gravity.
Subsequent layers where then added and manually mixed with the preceding layer so as to avoid layering due to differential sedimentation. Locally mined dune sand containing more than 99% quartz content was used in the flume and Table 3 -1 presents the sand's physical and hydraulic properties which were investigated by Nielsen and Perrochet (2000a, b) . 
Monitoring of piezometric head 1.3.3
The piezometric head was measured using UMS-T5 tensiometers installed horizontally into the aquifer through the wall of the flume. The focus of the experiments was on the physics close to the hydrostatic reservoir and so tensiometers were installed at 0.01m x = at each of the following elevations: 0.6, 0.7, 0.8, 0.9, 1.0, 1.1m z = .
Numerical modeling
As will be demonstrated later, the experimental observations show significant influence of meniscus suction and seepage face formation on the aquifer response. Neither of these processes are considered by the analytic solutions outlined previously in Section 3.2 and so a numerical modelling approach was developed.
Governing Equations 1.4.1
To simulate the influence of meniscus formation at the interface above the water table requires consideration of variably saturated flow which is governed by the Richards' equation (Richards, 1931) ,
where p H is the pressure head which is the dependent variable, m C is the specific moisture capacity, e S is the effective saturation, S is the storage coefficient, ∇ is the gradient operator, s k is the intrinsic permeability which is related to the hydraulic conductivity ( K ) as
, m is the fluid dynamic viscosity, r k is the relative permeability, z is the vertical elevation.
Richards' equation ( 3.2) is solved here using the finite element method using two commercially available software packages, COMSOL 4.3b (COMSOL, 2013a) and FEFLOW 6.0 (FEFLOW, 2012). The two packages were used in order to evaluate differing approaches for modelling seepage face formation as will be described later in Section 3.5.2.
Solution of Richards' equation ( 3. 2) requires prior knowledge of the specific moisture capacity m C and the relative permeability r k which are both dependent on the soil moisture retention properties. Here, the soil moisture retention properties are quantified using the van
where r θ and s θ are the residual and saturated liquid volume fractions.
The van Genuchten relative permeability is, ( )
where the effective saturation is, The specific moisture capacity is defined as, Table 3-1 provides hydraulic and moisture parameters of the sand which were used in the numerical simulation.
Boundary condition implementation 1.4.2
Two different methods were applied to simulate the simple harmonic "ocean" boundary condition with seepage face formation. A Cauchy boundary condition was implemented in the COMSOL simulations and a prescribed head boundary condition combined with flux constraints was used in the FEFLOW simulations. The principle of these two methods is similar to the methods described in Section 3.3 i.e. dividing the boundary to three separated parts and changes from Dirichlet to Neumann boundary condition. However, the Cauchy boundary condition uses the logical statements based on the saturation condition and changing the thickness of an arterial layer between external fluid source and the domain to switch between Dirichlet to Neumann boundary condition. The prescribed head with flux constraint method switches the boundary condition between Dirichlet and Neumann based on the flow direction on each part, similar to Clement et al. (1994) method.
Cauchy boundary condition
The Cauchy boundary condition is given by,
where pb H and b z are the pressure and elevation of the distant fluid source, respectively and b R is the conductance of the material between the source and the model domain. Typically
, where K′ is hydraulic conductivity of the layer and B′ is its thickness, which were assumed here to be 
Prescribed head with flux constraint
In the FEFLOW model, seepage face formation is modelled using a prescribed head boundary condition in conjunction with a constrained flux condition. For boundary nodes below the minimum driving head level the head is prescribed to be the same as the driving head (i.e. 
Results and Discussion
Piezometric head distribution 1.5.1 Typically, the intertidal time series separate from the driving head when the driving head drops below the measurement elevation because of seepage face formation with the falling water level and also due to the draining of pore water which leads to a lower hydraulic conductivity. At 1.1m z = , a significant delay during the rising of driving head is also seen because the sand surrounding the probe becomes partly drained and hence has a lower hydraulic conductivity until it becomes re-saturated and returns to a saturated hydraulic conductivity. The measurements below the low level of driving head are not shown, but they all follow the driving head very closely as shown by the probe at the low level of driving head (
The numerical results show that the two different methods applied to simulate seepage face formation produce identical results. In addition, the comparison between the results of both models and laboratory data shows a good agreement for 0.9m z ≤ . However, at higher elevations there are some obvious discrepancies, especially at the highest elevation (
), where the model underestimates the hydraulic head. This is because model performance in the unsaturated zone will be more sensitive to any uncertainty in the adopted van Genuchten Many previous studies (e.g. Lehman et al., 1998; Stauffer and Kinzelbach, 2001; Werner and Lockington, 2003) show that consideration of hysteresis can significantly improve the predictive ability of the Richards' equation under periodic flow conditions. Cartwright et al. (2005) found that using a single non-hysteretic moisture retention curve with 3 β = captured the observed water ) which more closely resembles the observed moisture-pressure scanning loops compared to the specific moisture capacity found using the first drying curve data ( 9 β = ).
To examine this further, the model was run using a modified moisture retention curve with 3 β = that was fit to the ( 9 β = ) wetting and drying curves (cf Figure 3-7) . Note that the wetting curve was estimated based on the observed drying curve ( 9 β = ) and a hysteresis ratio, / 2 w d ζ α α = = after Kool and Parker (1987) . Table 3 -2 summarises the harmonic components for laboratory data and numerical results further demonstrating the generation of higher harmonics due to seepage face formation and meniscus suction at the boundary. Above the minimum water elevation ( 0.7m z = ), the higher order harmonic amplitudes phases are seen to increase with elevation.
The maximum ratio of the second harmonic to the fundamental mode is 2 1 / 0.26
). For the third harmonic, the corresponding maximum is 3 1 / 0.07
). Table 3 -2 Summary of harmonic components. 
corresponding to a measured overheight of 4mm and a predicted of 12mm. Knight (1982) showed Philip's result is valid even for non-shallow aquifer, hence this difference is likely due to negative pressure above the driving head and capillary fringe effects which are not accounted by Philip's theory.
The time-averaged pressure head distribution above the low water level without considering the capillarity effects can be expressed as (see appendix A for details), As expected, the mean water pressure head is hydrostatic below the minimum water level (
0.7m z ≤
). For 0.7 (m) 0.8 z < < the trend still follows the theoretical curve suggesting that the meniscuses and capillary effects are not significant in this range due to the presence of a seepage face during the falling stage of driving head. For 0.8m z > , the mean water pressure head is lower than the theoretical curve demonstrating the significance of negative pressures at the boundary (i.e. meniscus formation and capillarity effects).
Conclusion
A laboratory sand flume has been used to observe the piezometric head in an idealised unconfined aquifer bordering a tidal (simple harmonic) reservoir with a vertical interface.
The data demonstrate the influence of seepage face and meniscus formation at the boundary which lead to the generation of higher harmonics in the pore pressure time series at locations above the water table. The data also show that the formation of meniscuses and capillary suction has a significant effect on reduction of mean pressure head and pressure head range in upper elevation above minimum water level where located in unsaturated zone and have lower hydraulic conductivity related to saturated part. At higher elevations, the phase lag related to the tide is also increased due to non-hydrostatic behaviour which is the result of existence of higher harmonics because of seepage face formation and meniscus suction. The laboratory data indicate that the seepage face formation and capillary suction due to meniscuses play an important role in ground water flow and should be considered in the numerical models by using unsaturated flow models.
The experimental data was then used to evaluate the predictive capabilities of a numerical solution of the Richards' equation. Two approaches to the boundary condition were evaluated. The first method used a mixed (Cauchy) type boundary condition with appropriate logic statements to switch between a Dirichlet boundary condition below the ocean level and in the seepage face and a Neumann boundary condition above of the water table exit point.
The second method was a combination of a prescribed head and the flux constraint condition to activate a Dirichlet boundary condition below the ocean level and along the seepage face and a Neumann boundary condition above the exit point. The results show that both methods were equal in capturing the influence of seepage face and meniscus formation on the pressure along the boundary.
The comparison between the simulated and measured pressure head distribution along the boundary revealed significant discrepancies, especially in higher elevations (located in the unsaturated zone). These discrepancies were overcome by adopting a modified moisture retention curve with a specific moisture capacity ( / It is noted that the present study considers the simple case of a vertical boundary. However, for natural systems such as beaches and river banks, the interface is generally sloped. The methods demonstrated in this paper to simulate the effects of seepage face and meniscus formation can readily be applied on sloped surface and is the focus of ongoing work.
The interaction of surface and subsurface water at the beach face plays a vital role in changing the hydraulic gradients and controlling the in/exfiltration across the interface.
In/exfiltration across the beach face is linked to both sediment transport (e.g. Elfrink and Baldock, 2002) and also contaminant transport and saltwater intrusion (e.g. Xin et al, 2010) .
The data and modelling approaches discussed in this paper will thus provide some useful insights into more accurate modelling of these types of problems.
