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Abstract
In this work we present an algebraic proof of the renormazibility of the super-Yang-Mills
action quantized in a generalized supersymmetric version of the maximal Abelian gauge.
The main point stated here is that the generalized gauge depends on a set of infinity gauge
parameters in order to take into account all possible composite operators emerging from
the dimensionless character of the vector superfield. At the end, after the removal of all
ultraviolet divergences, it is possible to specify values to the gauge parameters in order to
return to the original supersymmetric maximal Abelian gauge, first presented in Phys. Rev.
D 91, no. 12, 125017 (2015), Ref. [1].
1 Introduction
In the understanding of the quarks confinement mechanism, some formulations of the Yang-
Mills theory in specific gauge conditions, like the Landau gauge, the maximal Abelian gauge,
the Curci-Ferrari gauge and etc, are explored. In particular, the maximal Abelian gauge permits
us to approach the notion of Abelian projection, one of the main ideas regarding quarks con-
finement [2]. Here, the emergence of the magnetic monopoles, provided by the Abelian degrees,
can be understood as a confinement mechanism. However, in the supersymmetric scenario, the
subject of confinement leads us directly to the ADS/CFT correspondence where there would be
a duality between a ten-dimensional low-temperature string theory with the strong couplings of
a N = 4 theory of super-Yang-Mills in four dimensions [3].
In fact, supersymmetric theories at finite temperature can reveal fundamental properties, similar
to those of weak interactions in a plasma of quarks and gluons. Thus, it may be possible to study
the transition from the deconfinement phase in an analogous way to the non-supersymmetric
case, i.e. to analyse phase transitions due to the emergence of singularities in the Abelian sector
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of a super-Yang-Mills theory.
In this work, our focus is on the proof of the renormazibility of the super-Yang-Mills theory
in the supersymmetric maximal Abelian gauge, as proposed in [1]. However, since the vector
superfield, V (x, θ, θ¯), is dimensionless1 the construction of the most general counterterm, which
cancels all divergences of the theory, becomes complicated because there are infinite insertions
depending on the vector superfield. Therefore, the version of the maximal Abelian gauge pre-
sented in [1] is not unique, it is actually the simplest one, and the correct definition of this gauge
in superspace seemed to be ambiguous. The solution for this problem is a generalization of the
gauge fixing condition in order to include all ambiguities in the definition of the gauge. Namely,
D¯2D2V i = 0 −→ D¯2D2ωi(V ) = 0 , (1)
D¯2D2
(
V a −
i
2
fabiV iV b
)
= 0 −→ D¯2D2ωa(V ) = 0 , (2)
where the expressions in the l.h.s. are the original conditions of the maximal Abelian gauge in
superspace introduced in [1], and ωa(V ) and ωi(V ) are general power series in V obeying some
symmetry criterions that will be clear later in Sect. 2.4. Also, the indices conventions will be
clarified in Sect. 2.1 and in Appendix A, but at the moment is sufficient to say that the index
i is related to the Abelian components of the internal symmetry group, the SU(n) group, and
the indices {a, b} to the non-Abelian ones. One advantage of this method lies in the fact that
it defines a general class of non-linear gauges depending of a set of gauge parameters that can
be chosen in a suitable way after the renormalization procedure, or, in other word, after the
removal of the ultraviolet divergences of the theory. Then, the supersymmetric version of the
maximal Abelian gauge is viewed here as a particular case of this general gauge. Actually, even
the Landau gauge can be classified into this general class [4].
The paper is organized as follows: The Sect. 2 is subdivied in five subsections in which we
made a brief review on the supersymmetric extension of the maximal Abelian gauge, as pre-
sented in [1], and how it can be generalized. The classical starting point action is also defined in
this section and its rich symmetry content is meticulously discussed; In the Sect. 3, we perform
the proof of renormazibility of the theory following the Algebraic renormalization set up outlined
in Refs [4, 5, 6, 7, 8, 9, 10, 11, 12]2. The renormalization factors (the “famous” Z factors) of
fields, sources and parameters of the theory are obtained, becoming clear that the renormal-
ization of the vector superfield is non-linear and its components (the Abelian and non-Abelian
ones) are mixed in quantum corrections into a matricial renormalization; In Sect. 4, we conclude
this work with some final discussions and perspectives for future works. Finally, in Appendix A,
we displayed, for the sake of the reader, a review on the maximal Abelian gauge for ordinary
SU(n) Yang-Mills theory and some relevant notations and conventions are properly defined.
1See Table 1 and the discussion in the Sect. 2.4
2The Refs [5, 6, 7] are standard references on the procedure of the algebraic renormalization, while Refs [4,
8, 9, 10, 11, 12] relate to the renormalization in the presence of dimensionless vector superfield in the Landau
and the linear covariant gauges. The problem of dealing with the renormalization of a theory with dimensionless
fields is also approached in Refs [13, 14] in the case of a Stueckelberg-like field.
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2 The supersymmetric maximal abelian gauge
2.1 The simplest formulation
In this section we perform a brief review on the supersymmetric formulation of maximal Abelian
gauge, first presented in [1]3. The main characteristic of this gauge is to explicitly split the
Abelian and non-Abelian sectors of the gauge symmetry group. In the SU(n) group one can
decompose the vector superfield V (x, θ, θ¯) in terms of the group generators as,
V (x, θ, θ¯) =
n2−1∑
A=1
V A(x, θ, θ¯)TA =
n(n−1)∑
a=1
V a(x, θ, θ¯)T a +
n−1∑
i=1
V i(x, θ, θ¯)T i , (3)
where TA stands by the n2 − 1 group generators of SU(n) which can be split in the n(n − 1)
off-diagonal generators, T a, and in the n − 1 diagonal generators, T i, which form an Abelian
subgroup of SU(n) also known as the Cartan subgroup. Also, we have adopted here capital let-
ters {A,B,C, . . . }, running from 1 to n2−1, for the full SU(n) group; the labels {a, b, c, d, e, ...},
running from 1 to n(n − 1), for the off-diagonal sector; and the indices {i, j, k, l, . . . }, running
from 1 to n − 1, for the Abelian sector. Of course, we will assume, from now on, the Einstein
summation convention for repeated indices4.
In oder to make clear our notations and conventions, let us display here the vector superfield in
terms of its components:
V A = CA(x) + θαχAα (x) + θ¯α˙χ¯
Aα˙(x) +
1
2
θ2MA(x) +
1
2
θ¯2M¯A(x) + 2θασµαα˙θ¯
α˙AAµ (x)
+
1
2
θ¯2θαλAα (x) +
1
2
θ2θ¯α˙λ¯
Aα˙(x) +
1
4
θ2θ¯2DA(x) , (4)
where, θα (α = 1, 2) and θ¯α˙ (α˙ = 1˙, 2˙) are the fermionic coordinates of the superspace;
and {C,χα, χ¯α˙,M, M¯ ,Aµ, λα, λ¯α˙,D} the superfield components in the adjoint representation
of SU(n) group5.
It is well known that in the quantization of a gauge field theory (being supersymmetric or
not) an additional condition (or a constraint, or a gauge-fixing condition) for the gauge field
needs to be implemented. Following [1], such additional condition can be chosen as
D¯2D2
(
V a −
i
2
fabiV iV b
)
= 0 , (5)
D¯2D2V i = 0 , (6)
where, Dα and D¯α˙ are, respectively, the chiral and antichiral covariant derivatives, given by
Dα =
∂
∂θα
− iσµαα˙θ¯
α˙∂µ, (7)
D¯α˙ = −
∂
∂θ¯α˙
− iθασµαα˙∂µ , (8)
3See also Appendix A for a review of the maximal Abelian gauge for the ordinary Yang-Mills theory in the
SU(n) group.
4The algebra of the generators and some useful identities can be found in Appendix A.
5We also have in Eq. (4) that θ2 = θαθα, θ¯
2 = θ¯α˙θ¯
α˙ and σµ = (1, σ1, σ2, σ3), being 1 the identity matrix of
order two and (σ1, σ2, σ3) the usual Pauli matrices.
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and fabi represents one of the possible types of structure constants appearing in the algebra
associated with the SU(n) group, see details in Appendix A. Considering the constraints (5) and
(6) written in terms of the components of the superfield and, together with the so-called Wess-
Zumino gauge, i.e. taking the lower components {C,χ, χ¯,M, M¯} equal to zero, it is possible to
obtain the usual maximal Abelian gauge [1]:
∂µA
aµ = fabiAiµA
bµ , (9)
∂µA
iµ = 0 . (10)
As we shall see later, the superfield V (x, θ, θ¯) is dimensionless. Therefore, the off-diagonal gauge-
fixing condition (5) is the simplest way to define the supersymmetric version of the maximal
Abelian gauge, while the diagonal condition (6) corresponds to a Landau-like gauge. Thus, we
will name the gauge defined by Eqs. (5) and (6) as SSMAG meaning “Simplest-Super-Maximal-
Abelian-Gauge”. In Section 2.4, we will discuss a generalized version of SSMAG that we will
call GSMAG meaning “Generalized-Super-Maximal-Abelian-Gauge”.
2.2 The Faddeev-Popov quantization and BSRT symmetry
Since we have defined the gauge conditions of the SSMAG, Eqs (5) and (6), we are able to carry
out the Faddeev-Popov quantization procedure [12, 15, 16, 17]. First of all, let us start by the
super-Yang-Mills (SYM) action:
SSYM = −
1
64g2
tr
∫
d4xd2θWαWα + c.c. = −
1
128g2
∫
d4xd2θWAαWAα + c.c. , (11)
where, g is the coupling constant and Wα the chiral-field strength, given by
Wα =W
A
α T
A = D¯2(e−VDαe
V ) . (12)
It can be checked that the action (11) is invariant by the following infinitesimal gauge transfor-
mations,
V → V ′ = V + δV ,
δV =
i
2
LV (Λ + Λ¯) +
i
2
[
LV coth
(
1
2
LV
)]
(Λ− Λ¯)
= i(Λ− Λ¯) +
1
2
[V,Λ + Λ¯] +
i
12
[V, [V,Λ − Λ¯]] +O(V 3) , (13)
where LV • = [V, •] and Λ = Λ
ATA are chiral infinitesimal superfields, while Λ¯ = Λ¯ATA are
antichiral superfields. As a gauge theory, the correct quantization6 needs the implementation
of a gauge-fixing condition. The Faddeev-Popov method correponds to a way of introducing a
constraint in the functional integral for a gauge theory. In this method the SYM action needs
to be supplemented, in the Feynman path integrals, by a term including such constraint. Then,
according to the Faddeev-Popov method, the SYM action is replaced by
SFP = SSYM + Sgf , (14)
6Actually, the correct quantization of a gauge theory is an open problem until now. The Faddeev-Popov
method is considered to be correct only at perturbative level, but, at non-perturbative level, other effects, as the
Gribov ambiguity problem, show up and have to be taken into account. In this work we will restrict ourselves to
the Faddeev-Popov quantization method.
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where Sgf is the gauge-fixing action. In our case, the gauge-fixing action for the SSMAG is,
following [1], given by
Sgf =
1
8
∫
d4xd2θ
[
BaD¯2D2
(
V a −
i
2
fabiV iV b
)
+BiD¯2D2V i
]
+ “ghost terms” + c.c. . (15)
The action above needs several explanations. First, the fields Ba and Bi play the role of
Lagrange multipliers enforcing the SSMAG conditions for the off-diagonal and diagonal sectors,
respectively. It is immediately checked that their classical equations of motion coincide with the
constraints (5) and (6). Also, it is easy to notice that they are chiral superfields. Then, in the
complex conjugated part, standing by “c.c.”, the antichiral superfields B¯a and B¯i must appear.
The term “ghost terms” represents here all terms involving the well-known Faddeev-Popov ghost
fields. In order to avoid any confusion, before presenting this term explicitly let us display here
the four sets of ghosts that we have to deal:
• The off-diagonal chiral ghosts: {ca, ca⋆};
• The off-diagonal antichiral ghosts: {c¯a, c¯a⋆};
• The diagonal chiral ghosts: {ci, ci⋆};
• The diagonal antichiral ghosts: {c¯a, c¯a⋆}.
In each set listed above the subscribed symbol “ ⋆ ” indicates the antighost and the bar indicates
the antichiral character of the field. For example, ca is the off-diagonal chiral ghost, ci⋆ is
the diagonal chiral antighost and c¯a⋆ is the off-diagonal antichiral antighost. Another point
that must be explained here is that, although the gauge invariance has been lost in the gauge-
fixing procedure, the Faddev-Popov action SFP, is left invariant by a set of transformations, the
so-called BRST tranformations, listed bellow:
• Transformations of the components of the vector superfield V (x, θ, θ¯):
sV a = i(ca − c¯a)−
1
2
fabcV b(cc + c¯c)−
1
2
fabiV b(ci + c¯i) +
1
2
fabcV i(cb + c¯b) +O(V 2) ,
sV i = i(ci − c¯i)−
1
2
fabiV a(cb + c¯b) +O(V 2) ; (16)
• Transformations of the components of chiral superfields {c, c⋆, B}:
sca = fabicbci +
1
2
fabccbcc , sci =
1
2
fabicacb ,
sca⋆ = B
a , sci⋆ = B
i ,
sBa = 0 , sBi = 0 ;
(17)
• Transformations of the components of the antichiral superfields {c¯, c¯⋆, B¯}:
sc¯a = fabic¯bc¯i +
1
2
fabcc¯bc¯c , sc¯i =
1
2
fabic¯ac¯b ,
sc¯a⋆ = B¯
a , sc¯i⋆ = B¯
i ,
sB¯a = 0 , sB¯i = 0 .
(18)
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As one can see the BRST transformations of the vector superfield is similar to the infinitesimal
gauge tranformations (13), just replacing the infinitesimal gauge parameters {Λ, Λ¯} by the ghosts
{c, c¯}. Therefore, the SYM action is automatically invariant by the set of transformations (16).
Also, the BRST operator, s, is nilpotent, i.e. s2 = 0 and, thanks to this remarkable property,
one can finally write the gauge-fixing term as a full BRST variation:
Sgf =
1
8
s
∫
dV
[
ca⋆D
2
(
V a −
i
2
fabiV iV b
)
+ ci⋆D
2V i + c¯a⋆D¯
2
(
V a +
i
2
fabiV iV b
)
+ c¯i⋆D¯
2V i
]
=
1
8
∫
dV
[
BaD2
(
V a −
i
2
fabiV iV b
)
+BiD2V i + B¯aD¯2
(
V a +
i
2
fabiV iV b
)
+B¯iD¯2V i
]
−
1
8
∫
dV
[
ca⋆D
2s
(
V a −
i
2
fabiV iV b
)
+ ci⋆D
2sV i
+c¯a⋆D¯
2s
(
V a +
i
2
fabiV iV b
)
+ c¯i⋆D¯
2sV i
]
, (19)
where dV ≡ d4xd2θd2θ¯ is the superspace element volume. The action above is evidently invariant
due to the nilpotency property and thus the Faddeev-Popov action (14) is BRST invariant.
Summarizing our current situation, we have at our disposal the BRST invariant action (14),
representing the N = 1 SYM theory for SU(n) group quantized in the so-called SSMAG. The
next step would be the study of the renormalizability of this model. In order to achieve this aim
let us first study the symmetry content and the Ward identities of the model.
2.3 Local composite operator formalism and the Ward identities
In this section we would like to study the symmetry content of the action (14). We already
known that action (14) is BRST invariant and the BRST tranformations are nonlinear. In order
to deal with such nonlinear symmetry, and other possible nonlinear identities of the model, we
need to make use of the local composite operator formalism [7]. For this purpose, let us consider
the following action:
S = SFP + Sext . (20)
The external action Sext is a term depending on external sources coupled to some local composite
operators. More specifically, we have
Sext[Ω, L, L¯, R, P ] =
∫
dV
[
Ωa (sV a) + Ωi
(
sV i
) ]
+
∫
d4xd2θ
[
La (sca) + Li
(
sci
) ]
+
∫
d4xd2θ¯
[
L¯a (sc¯a) + L¯i
(
sc¯i
) ]
+
∫
dV P a
(
fabiV iV b
)
−
∫
dV Ra s
(
fabiV iV b
)
, (21)
where the BRST invariance of the external term is guaranteed by the BRST transformations of
the external sources bellow:
sΩa = 0 , sΩi = 0 , sLa = 0 , sL¯a = 0 , sLi = 0 , sL¯i = 0 ,
sRa = P a , sP a = 0 . (22)
Notice that the sources {Ω, L, L¯} are coupled to the nonlinear BRST transformations, while the
sources P a and Ra are coupled to the composite operator fabiV iV b and its BRST transformation,
respectively. Furthermore, the sources {R,P} form the so-called BRST doublet and the last
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two terms of (21) can be written as an exact BRST variation. In fact, the external term can be
completely written as a BRST variation:
Sext[Ω, L, L¯, R, P ] = s
[ ∫
dV (−ΩaV a − ΩiV i) +
∫
d4xd2θ (Laca + Lici)
+
∫
d4xd2θ¯ (L¯ac¯a + L¯ic¯i) +
∫
dV fabiRaV iV b
]
. (23)
The external sources are introduced here as a mathematical tool that allow us to define some
important Green functions of the model and to write in a well-defined manner the nonlinear
Ward identities of the model. As these sources vanish the action S, Eq. (20), coincides with SFP,
Eq. (14). Therefore, action (20) is suitable to study the symmetry content in terms of Ward
identities, including the nonlinear ones. As a last remark before discussing the Ward identities,
we would like to call attention to the fact that the BRST operator, s, as well as the Faddeev-
Popov ghosts are Grassmann variables and carry a quantum number named ghost number (g#).
In Table 1 we displayed the quantum numbers of the fields and sources of the theory, including
the mass dimensions. Notice that the sources with odd ghost number, as Ω and R, are anticom-
muting, while the sources with even ghost number, as L, L¯ and P , are commuting7.
Now we are able to present the set of Ward identities enjoyed by the action (20). These iden-
tities represent the set of all symmetries of the theory being fundamental for the proof of its
renormalizability.
2.3.1 The Slavnov-Taylor identity
The BRST symmetry can be written as a functional identity as follows
B(S) :=
∫
dV
(
δS
δΩa
δS
δV a
+
δS
δΩi
δS
δV i
+ P a
δS
δRa
)
+
∫
d4xd2θ
(
δS
δLa
δS
δca
+
δS
δLi
δS
δci
+Ba
δS
δca⋆
+Bi
δS
δci⋆
)
+
∫
d4xd2θ¯
(
δS
δL¯a
δS
δc¯a
+
δΣ
δL¯i
δS
δc¯i
+ B¯a
δS
δc¯a⋆
+ B¯i
δS
δc¯i⋆
)
= 0 . (24)
2.3.2 The diagonal gauge-fixing equations
The classical equations of motion of the diagonal Lagrange multipliers Bi and B¯i, being linear
in the fields, can be recognized as valid equations of the so-called Quantum Action Principle
(QAP) [7]. Namely,
δS
δBi
=
1
8
D¯2D2V i ,
δS
δB¯i
=
1
8
D2D¯2V i . (25)
2.3.3 The off-diagonal gauge-fixing equations
In contrast with the diagonal equations of motion of the Lagrange multipliers {Bi, B¯i}, the
equations of motion of the off-diagonal Lagrange multipliers {Ba, B¯a} are nonlinear. It is a
7In general, if the combination 2d + (g#), with d being the mass dimension, is an even number, the corre-
sponding object (a field, a source, a paremeter or an operator) is commuting. Otherwise it is anticommuting.
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direct consequence of the nonlinearity of the SSMAG. However, with the help of the insertion
of the local composite operator fabiV iV b we can write the equations of motion of the fields
{Ba, B¯a} as the following functional identities:
δS
δBa
+
i
16
D¯2D2
δS
δP a
=
1
8
D¯2D2V a , (26)
δS
δB¯a
−
i
16
D2D¯2
δS
δP a
=
1
8
D2D¯2V a . (27)
2.3.4 The diagonal antighost equations
From the diagonal antighost equations the following identities can be obtained8:
δS
δci⋆
+
1
8
D¯2D2
δS
δΩi
= 0 ,
δS
δc¯i⋆
+
1
8
D2D¯2
δS
δΩi
= 0 , (28)
2.3.5 The off-diagonal antighost equations
δS
δca⋆
+
1
8
D¯2D2
δS
δΩa
+
i
16
D¯2D2
δS
δRa
= 0 , (29)
δS
δc¯a⋆
+
1
8
D2D¯2
δS
δΩa
−
i
16
D2D¯2
δS
δRa
= 0 . (30)
Like the off-diagonal gauge-fixing equations, these identities are only possible in the presence of
the composite operator fabiV iV b and its BRST variation. It is important to remark here that in
the non-supersymmetric version of the MAG, see Appendix A, the analogues identities cannot
be recovered by introducing any composite operators9,10. Therefore, it seems to be a property
of the superspace formulation.
2.3.6 The R-invariance
R(S) :=
∑
X∈{V,Ω,R,P}
∫
dV (δRX)
δS
δX
+
∑
Y ∈{c,c⋆,B,L}
∫
d4xd2θ (δRY )
δS
δY
+
∑
Y¯ ∈{c¯,c¯⋆,B¯,L¯}
∫
d4xd2θ¯ (δRY¯ )
δS
δY¯
= 0 . (31)
The R-variations (δRZ), with Z being any superfield of the theory, are given by
δRZ = i
(
nZ + θ
α ∂
∂θα
− θ¯α˙
∂
∂θ¯α˙
)
Z , (32)
8Some authors call these equations as ghost equations. In our nomenclature, however, we have decided to name
the equations obtained from the functional derivatives of the antighost fields (chiral or antichiral) as antighost
equations and the identities obtained from the functional derivatives of the ghost fields as ghost equations.
9Actually they can be recovered but they are completely innocuous.
10A detailed discussion on the Ward identities in the ordinary maximal Abelian gauge can be found in [18].
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V c c⋆ c¯ c¯⋆ B B¯ Ω L L¯ D D¯ θ θ¯ R P s
d 0 0 1 0 1 1 1 2 3 3 1/2 1/2 −1/2 −1/2 2 2 0
g# 0 1 −1 1 −1 0 0 −1 −2 −2 0 0 0 0 −1 0 1
n 0 0 2 0 −2 2 −2 0 2 −2 −1 1 1 −1 0 0 0
Table 1: Mass dimension d, ghost number g# and R-weights n of the fields, sources, covariant
derivatives and etc.
with nZ being the so-called “R-weight” of the respective superfield Z. The R-weight of all
objects present in the theory (fields, sources, covariant derivatives and etc.) are displayed in
Table 1.
2.3.7 The diagonal rigid invariance
W i(S) :=
∑
X∈{V,Ω,R,P}
∫
dV fabiXa
δS
δXb
+
∑
Y ∈{c,c⋆,B,L}
∫
d4xd2θ fabiY a
δS
δY b
+
∑
Y¯ ∈{c¯,c¯⋆,B¯,L¯}
∫
d4xd2θ¯ fabiY¯ a
δS
δY¯ b
= 0 . (33)
Notice that the diagonal rigid symmetry involves transformations only in the off-diagonal com-
ponents of fields and sources. Also, this symmetry is a consequence of the split of the diagonal
and off-diagonal components of the group, which is the main characteristic of the SSMAG, cor-
responding to a residual U(1)n−1 invariance, e.g. see [19] for a non-supersymmetric case. In
contrast, in the Landau gauge, the rigid symmetry extends to the whole group [4, 12].
2.3.8 The diagonal ghost equation
Another important symmetry for the renormalization procedure is the diagonal ghost equation,
given by
G(S) :=
∫
d4xd2θ
(
δS
δci
+ fabica⋆
δS
δBb
)
+
∫
d4xd2θ¯
(
δS
δc¯i
+ fabic¯a⋆
δS
δB¯b
)
+
∫
dV fabiRa
δS
δP b
=
∫
d4xd2θ fabiLacb +
∫
d4xd2θ¯ fabiL¯ac¯b −
∫
dV fabiΩaV b . (34)
It is important to point out here that the diagonal ghost equation can only be obtained by
combining the chiral and antichiral ghosts, i.e. there is no chiral-ghost equation nor antichiral
ghost equation independently. This result was already known in the case of full Landau gauge in
[20]. Also, the existence of such identity is a signature of the Landau-type diagonal gauge-fixing
condition, Eq. (6).
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2.4 The generalized formulation
Noticing that the vector superfield V is dimensionless, the SSMAG, given by Eqs (5) and (6),
could be written, equally well, as
D¯2D2
(
V a −
i
2
fabiV iV b + λaABC V AV BV C +O(V 4)
)
= 0 , (35)
D¯2D2
(
V i + ηiABC V AV BV C +O(V 4)
)
= 0 , (36)
where,
λaABC ∈
{
λabcd, λabci, λabij , λaijk
}
, (37)
ηiABC ∈
{
ηiabc, ηijab, ηijka, ηijkl
}
, (38)
are invariant tensors constrained by the diagonal rigid invariance (33). In fact, these tensors are
particular linear combinations of the rank-2 invariant tensors δab, δij and the structure constants
fabc and fabi. The coefficients of such linear combinations are gauge parameters that might be
taken to zero after the renormalization procedure, recovering then the original SSMAG. Also, it
is necessary to remark that the set of Ward identities previously presented, Eqs (24–34), does
not prevent us of the redefinitions (35) and (36).
Then, due to the above mentioned ambiguity, it is necessary to redefine the gauge-fixing condi-
tions (5) and (6) by the following generalized versions:
D¯2D2ωa(V ) = 0 , (39)
D¯2D2ωi(V ) = 0 , (40)
where,
ωa(V ) = V a + λ fabiV iV b + λaABC V AV BV C + λaABCD V AV BV CV D + . . . , (41)
ωi(V ) = V i + ηiABC V AV BV C + ηiABCD V AV BV CV D + . . . . (42)
The new gauge-fixing conditions (39) and (40) are then a generalized supersymmetric version
of the maximal Abelian gauge, taking into account the ambiguities arising from the absence of
dimensionality of the vector superfield, and will be refered as the “Generalized-Super-Maximal-
Abelian-Gauge” (GSMAG), as already mentioned in Section 2.1. According to the diagonal
rigid symmetry (33), the λ’s and η’s tensors must obey the generalized Jacobi identities:
0 = fabiλbcde + f cbiλabde + fdbiλacbe + f ebiλacdb , (43)
0 = fabiλbcdj + f cbiλabdj + fdbiλacbj , (44)
0 = fabiλbcjk + f cbiλabjk , (45)
0 = fabiλbijk , (46)
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0 = fabiλbcdef + f cbiλabdef + fdbiλacbef + f ebiλacdbf + f fbiλacdeb , (47)
0 = fabiλbcdej + f cbiλabdej + fdbiλacbej + f ebiλacdbj , (48)
0 = fabiλbcdjk + f cbiλabdjk + fdbiλacbjk , (49)
0 = fabiλbcjkl + f cbiλabjkl , (50)
0 = fabiλbjklm , (51)
0 = fabiηjbcd + f cbiηjabd + fdbiηjacb , (52)
0 = fabiηjkbc + f cbiηjkab , (53)
0 = fabiηjklb , (54)
0 = fabiηjbcde + f cbiηjabde + fdbiηjacbe + f ebiηjacdb , (55)
0 = fabiηjkbcd + f cbiηjkabd + fdbiηjkacb , (56)
0 = fabiηjklbc + f cbiηjklab , (57)
0 = fabiηjklmb , (58)
and so on11.
Thus, the gauge-fixing action (19) is replaced by
SGSMAG =
1
8
s
∫
dV
[
ca⋆ D
2ωa(V ) + ci⋆D
2ωi(V ) + c¯a⋆ D¯
2ω¯a(V ) + c¯i⋆ D¯
2ω¯i(V )
]
=
1
8
∫
dV
{
BaD2ωa(V ) +BiD2ωi(V ) + B¯a D¯2ω¯a(V ) + B¯i D¯2ω¯i(V )
−ca⋆ D
2 [sωa(V )]− ci⋆D
2
[
sωi(V )
]
− c¯a⋆ D¯
2 [sω¯a(V )]− c¯i⋆ D¯
2
[
sω¯i(V )
]}
, (59)
where ω¯a,i(V ) is the complex conjugate of ωa,i(V ). Naturally, the external sources term must
be replaced by
Σext[Ω, L, L¯, R, P, R¯, P¯ ] = s
[ ∫
dV
(
− ΩaV a − ΩiV i
)
+
∫
d4xd2θ
(
Laca + Lici
)
+
∫
d4xd2θ¯
(
L¯ac¯a + L¯ic¯i
)
+
∫
dV
(
Raωa(V ) +Riωi(V )
)
+
∫
dV
(
R¯aω¯a(V ) + R¯iω¯i(V )
) ]
=
∫
dV
[
Ωa (sV a) + Ωi
(
sV i
) ]
+
∫
d4xd2θ
[
La (sca) + Li
(
sci
) ]
+
∫
d4xd2θ¯
[
L¯a (sc¯a) + L¯i
(
sc¯i
) ]
+
∫
dV
{
P aωa(V )
−Ra [sωa(V )] + P iωi(V )−Ri
[
sωi(V )
]
+ P¯ aω¯a(V )
−R¯a [sω¯a(V )] + P¯ iω¯i(V )− R¯i
[
sω¯i(V )
] }
, (60)
where use has been made of a new set of BRST doublets of external sources
sRa,i = P a,i , sP a,i = 0 ,
sR¯a,i = P¯ a,i , sP¯ a,i = 0 , (61)
11Remember here that {a, b, c, d, e, f} are off-diagonal indices, while {i, j, k, l,m} are diagonal ones.
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with {R¯, P¯} being the complex conjugated of {R,P}, respectively. The quantum numbers and
the fermionic/bosonic nature of the sources (61) are those of the sources {R,P} in Table 1, even
for the complex conjugated. Finally, we are in position to replace the action (20) for a more
general one:
Σ = SSYM + SGSMAG +Σext[Ω, L, L¯, R, P, R¯, P¯ ] . (62)
The expression (62) above will be our starting point action, which we will study the renormal-
izability. This action encodes our previous discussion about the introductory definition of the
maximal Abelian gauge in superspace, originally presented in [1], and the necessity of a gen-
eralization in order to circumvent the ambiguity generated by the dimensionless of the vector
superfield. Also, the necessary local composite operators were appropriately defined in (62). As
we shall see next, a full set of Ward identities can be established for action (62). In fact such
identities are very similar to the identities (24–34) with few modifications.
2.5 The Ward identities for the generalized action
We display here a full set of Ward identities enjoyed by the action (62).
2.5.1 The (new) Slavnov-Taylor identity
B(Σ) :=
∫
dV
(
δΣ
δΩa
δΣ
δV a
+
δΣ
δΩi
δΣ
δV i
+ P a
δΣ
δRa
+ P i
δΣ
δRi
+ P¯ a
δΣ
δR¯a
+ P¯ i
δΣ
δR¯i
)
+
∫
d4xd2θ
(
δΣ
δLa
δΣ
δca
+
δΣ
δLi
δΣ
δci
+Ba
δΣ
δca⋆
+Bi
δΣ
δci⋆
)
+
∫
d4xd2θ¯
(
δΣ
δL¯a
δΣ
δc¯a
+
δΣ
δL¯i
δΣ
δc¯i
+ B¯a
δΣ
δc¯a⋆
+ B¯i
δΣ
δc¯i⋆
)
= 0 . (63)
2.5.2 The (new) diagonal gauge-fixing equations
δΣ
δBi
−
1
8
D¯2D2
δΣ
δP i
= 0 , (64)
δΣ
δB¯i
−
1
8
D2D¯2
δΣ
δP¯ i
= 0 . (65)
2.5.3 The (new) off-diagonal gauge-fixing equations
δΣ
δBa
−
1
8
D¯2D2
δΣ
δP a
= 0 , (66)
δΣ
δB¯a
−
1
8
D2D¯2
δΣ
δP¯ a
= 0 . (67)
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2.5.4 The (new) diagonal antighost equations
δΣ
δci⋆
−
1
8
D¯2D2
δΣ
δRi
= 0 , (68)
δΣ
δc¯i⋆
−
1
8
D2D¯2
δΣ
δR¯i
= 0 . (69)
2.5.5 The (new) off-diagonal antighost equations
δΣ
δca⋆
−
1
8
D¯2D2
δΣ
δRa
= 0 , (70)
δΣ
δc¯a⋆
−
1
8
D2D¯2
δΣ
δR¯a
= 0 . (71)
2.5.6 The (new) R-invariance
R(Σ) :=
∑
X∈{V,Ω,R,P,R¯,P¯}
∫
dV (δRX)
δΣ
δX
+
∑
Y ∈{c,c⋆,B,L}
∫
d4xd2θ (δRY )
δΣ
δY
+
∑
Y¯ ∈{c¯,c¯⋆,B¯,L¯}
∫
d4xd2θ¯ (δRY¯ )
δΣ
δY¯
= 0 , (72)
where the R-variations are given by Eq. (32).
2.5.7 The (new) diagonal rigid invariance
W i(Σ) :=
∑
X∈{V,Ω,R,P,R¯,P¯}
∫
dV fabiXa
δΣ
δXb
+
∑
Y ∈{c,c⋆,B,L}
∫
d4xd2θ fabiY a
δΣ
δY b
+
∑
Y¯ ∈{c¯,c¯⋆,B¯,L¯}
∫
d4xd2θ¯ fabiY¯ a
δΣ
δY¯ b
= 0 . (73)
2.5.8 The (new) diagonal ghost equation
G(Σ) :=
∫
d4xd2θ
(
δΣ
δci
+ fabica⋆
δS
δBb
)
+
∫
d4xd2θ¯
(
δΣ
δc¯i
+ fabic¯a⋆
δS
δB¯b
)
+
∫
dV fabi
(
Ra
δΣ
δP b
+ R¯a
δΣ
δP¯ b
)
=
∫
d4xd2θ fabiLacb +
∫
d4xd2θ¯ fabiL¯ac¯b −
∫
dV fabiΩaV b . (74)
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The generalized Jacobi identities, Eqs (43–58) and generalizations for arbitrary rank tensors,
are fundamental in order to establish the ghost equation as written above.
Furthermore, a deeper look at the diagonal and off-diagonal gauge fixing equations, Eqs (75–67),
reveals that they are very similar and could be written in a more compact way as
δΣ
δBA
−
1
8
D¯2D2
δΣ
δPA
= 0 , (75)
δΣ
δB¯A
−
1
8
D2D¯2
δΣ
δP¯A
= 0 , (76)
where A ≡ {a, i}, i.e. with no difference between the diagonal and off-diagonal sectors. It is
possible because we did not give an explicit form for the field functionals (41) and (42). In fact,
the split of these two sectors of the theory is provided here by the rigid symmetry (73), which is
exclusively diagonal. An analogous approach was made in [4] in the context of the full Landau
gauge. However, in that case, the rigid symmetry extends to the whole SU(n) group.
As a final comment, we would like to emphasize that the identities displayed above are, in
principle, valid only at classical level. At quantum level it is first necessary to prove the absence
of anomalies. This is in fact one of the main steps of the algebraic proof of the renormaliza-
tion. The study of anomalies for such identities in superspace was exhaustively discussed in
the literature, see e.g. [10, 12, 21], in different gauges. In particular, as we are dealing with a
pure super-Yang-Mills theory, the absence of chiral matter fields automatically guarantees the
validity of the Slavnoy-Taylor identity (63) and the R-invariance (72) at quantum level. Then,
we assume from now on that the Ward identities presented here in this section are anomaly free.
3 Renormalization
Our next step will be to determine the most general invariant counterterm which can be freely
added to all order in perturbation theory, allowing us to remove all divergences of the theory.
Such counterterm is generically written as
ΣCT =
∫
dV ∆(2,0,0)(x, θ, θ¯) +
∫
d4xd2θ∆(3,0,2)(x, θ) +
∫
d4xd2θ¯∆(3,0,−2)(x, θ¯) , (77)
where ∆(d,#g,n) are local polynomials in the fields and sources. The upper labels indicate the
mass dimension (d), the ghost number (#g) and the R-weights (n), respectively, in accordance
with Table 1. Also, the hermiticity condition imposes that the antichiral polynomial ∆(3,0,−2)
be the chiral conjugated of the chiral polynomial ∆(3,0,2).
Then, in order to find an explicit expression for the counterterm, ΣCT, we follow the setup
of the algebraic renormalization [7] and perturb the classical action Σ, Eq. (62), by adding the
counterterm described above, demanding that the perturbed action, (Σ + ǫΣCT), with ǫ being
an expansion parameter, fulfills, to the first order in ǫ, the same Ward identities obeyed by the
classical action Σ, Eqs (63–74). This amounts to impose the following constraints on ΣCT:
BΣ(ΣCT) = 0 , (78)
δΣCT
δBi
−
1
8
D¯2D2
δΣCT
δP i
= 0 , (79)
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δΣCT
δB¯i
−
1
8
D2D¯2
δΣCT
δP¯ i
= 0 , (80)
δΣCT
δBa
−
1
8
D¯2D2
δΣCT
δP a
= 0 , (81)
δΣCT
δB¯a
−
1
8
D2D¯2
δΣCT
δP¯ a
= 0 , (82)
δΣCT
δci⋆
−
1
8
D¯2D2
δΣCT
δRi
= 0 , (83)
δΣCT
δc¯i⋆
−
1
8
D2D¯2
δΣCT
δR¯i
= 0 , (84)
δΣCT
δca⋆
−
1
8
D¯2D2
δΣCT
δRa
= 0 , (85)
δΣCT
δc¯a⋆
−
1
8
D2D¯2
δΣCT
δR¯a
= 0 , (86)
R(ΣCT) = 0 , (87)
W i(ΣCT) = 0 , (88)
Gi(ΣCT) = 0 , (89)
where BΣ is the so-called nilpotent linearized Slavnov-Taylor operator:
BΣ =
∫
dV
(
δΣ
δΩa
δ
δV a
+
δΣ
δV a
δ
δΩa
+
δΣ
δΩi
δ
δV i
+
δΣ
δV i
δ
δΩi
)
+
∫
dV
(
P a
δ
δRa
+ P i
δ
δRi
+ P¯ a
δ
δR¯a
+ P¯ i
δ
δR¯i
)
+
∫
d4xd2θ
(
δΣ
δLa
δ
δca
+
δΣ
δca
δ
δLa
+
δΣ
δLi
δ
δci
+
δΣ
δci
δ
δLi
+Ba
δ
δca⋆
+Bi
δ
δci⋆
)
+
∫
d4xd2θ¯
(
δΣ
δL¯a
δ
δc¯a
+
δΣ
δc¯a
δ
δL¯a
+
δΣ
δL¯i
δ
δc¯i
+
δΣ
δc¯i
δ
δL¯i
+ B¯a
δ
δc¯a⋆
+ B¯i
δ
δc¯i⋆
)
. (90)
The presence of the nilpotent operator BΣ transforms the problem of obtain the counterterm in
a cohomology problem of the operator BΣ. In fact, ΣCT can be written as
ΣCT = a0 SSYM + BΣ∆
(0,−1,0) , (91)
with a0 an arbitrary real coefficient and with ∆
(0,−1,0) given by
∆(0,−1,0) =
∫
dV ∆(2,−1,0)(x, θ, θ¯) +
∫
d4xd2θ∆(3,−1,2)(x, θ) +
∫
d4xd2θ¯∆(3,−1,−2)(x, θ¯) , (92)
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since SSYM cannot be written as an exact BΣ variation. The remaining constrains, Eqs (79–89),
provide that ∆(0,−1,0) is written as
∆(0,−1,0) =
∫
dV
[
F i(V )Ωi + F a(V )Ωa + Gi(V )
(
Ri +
1
8
D2ci⋆
)
+Ga(V )
(
Ra +
1
8
D2ca⋆
)
+ G¯i(V )
(
R¯i +
1
8
D¯2c¯i⋆
)
+ G¯a(V )
(
R¯a +
1
8
D¯2c¯a⋆
)]
+
∫
d4xd2θ a1L
aca +
∫
d4xd2θ¯ a¯1L¯
ac¯a , (93)
where, {a1, a¯1} is a pair of complex conjugated arbitrary coefficients and thanks to the dimen-
sionless of the vector superfield, F a,i(V ) and Ga,i(V ) are power series in V :
F a(V ) = α1 V
a + α2 f
abiV bV i +
∞∑
n=3
αaA1A2...An V A1V A2 . . . V An , (94)
F i(V ) = β V i +
∞∑
n=3
βiA1A2...An V A1V A2 . . . V An , (95)
Ga(V ) = κ1 V
a + κ2 f
abiV bV i +
∞∑
n=3
κaA1A2...An V A1V A2 . . . V An , (96)
Gi(V ) = σ V i +
∞∑
n=3
σiA1A2...An V A1V A2 . . . V An . (97)
Naturally, G¯a,i(V ) are the complex conjugated of Ga,i(V ) and the rank-n tensors: αaA1A2...An ,
βiA1A2...An , κaA1A2...An and σiA1A2...An must obey generalized Jacobi identities similar to (43–58).
Acting the linearized operator BΣ on ∆
(0,−1,0) in (93), it is possible to obtain explicit expressions
for the local polynomials ∆(d,#g,n) in (77):
∆(2,0,0) =
(
δΣ
δΩj
∂F i(V )
∂V j
+
δΣ
δΩa
∂F i(V )
∂V a
)
Ωi + F i(V )
δΣ
δV i
+
(
δΣ
δΩi
∂F a(V )
∂V i
+
δΣ
δΩb
∂F a(V )
∂V b
)
Ωa + F a(V )
δΣ
δV a
+
(
δΣ
δΩj
∂Gi(V )
∂V j
+
δΣ
δΩa
∂Gi(V )
∂V a
)(
Ri +
1
8
D2ci⋆
)
+Gi(V )P i +
1
8
BiD2Gi(V )
+
(
δΣ
δΩi
∂Ga(V )
∂V i
+
δΣ
δΩb
∂Ga(V )
∂V b
)(
Ra +
1
8
D2ca⋆
)
+Ga(V )P a +
1
8
BaD2Ga(V )
+
(
δΣ
δΩj
∂G¯i(V )
∂V j
+
δΣ
δΩa
∂G¯i(V )
∂V a
)(
R¯i +
1
8
D¯2c¯i⋆
)
+ G¯i(V )P¯ i +
1
8
B¯iD¯2G¯i(V )
+
(
δΣ
δΩi
∂G¯a(V )
∂V i
+
δΣ
δΩb
∂G¯a(V )
∂V b
)(
R¯a +
1
8
D¯2c¯a⋆
)
+ G¯a(V )P¯ a +
1
8
B¯aD¯2G¯a(V ) ,
(98)
∆(3,0,2) = −
a0
128g2
(W aαW aα +W
iαW iα) + a1
δΣ
δca
ca + a1 L
a δΣ
δLa
, (99)
∆(3,0,−2) = −
a0
128g2
(W¯ aα˙W¯
aα˙ + W¯ iα˙W¯
iα˙) + a¯1
δΣ
δc¯a
c¯a + a¯1 L¯
a δΣ
δL¯a
. (100)
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Furthermore, it is useful to write the counterterm in a parametric form. Then, in order to
establish such expression let us first notice that the nontrivial part of the countertem can be
easily rewritten as
a0 SSYM = −
a0
128g2
∫
d4xd2θWAαWAα + c.c. = −a0 g
2 ∂SSYM
∂g2
= −a0 g
2 ∂Σ
∂g2
, (101)
while the remaining terms of (91), i.e. the so-called trivial part of the cohomology is written in
the same fashion. Namely,
BΣ∆
(0,−1,0) =
∫
dV
(
F a(V )
δΣ
δV a
+ κ1R
a δΣ
δRa
+ κ1P
a δΣ
δP a
+ κ¯1R¯
a δΣ
δR¯a
+ κ¯1P¯
a δΣ
δP¯ a
)
−
∫
dV
(
Ωb
∂F b(V )
∂V a
+Ωi
∂F i(V )
∂V a
)
δΣ
δΩa
+
∫
dV
(
F i(V )
δΣ
δV i
+ σRi
δΣ
δRi
+ σ P i
δΣ
δP i
+ σ¯ R¯i
δΣ
δR¯i
+ σ¯ P¯ i
δΣ
δP¯ i
)
−
∫
dV
(
Ωa
∂F a(V )
∂V i
+Ωj
∂F j(V )
∂V i
)
δΣ
δΩi
+
∫
d4xd2θ
(
a1 L
a δΣ
δLa
− a1 c
a δΣ
δca
+ κ1 c
a
⋆
δΣ
δca⋆
+ κ1B
a δΣ
δBa
+ σ ci⋆
δΣ
δci⋆
+ σ Bi
δΣ
δBi
)
+
∫
d4xd2θ¯
(
a¯1 L¯
a δΣ
δL¯a
− a¯1 c¯
a δΣ
δc¯a
+ κ¯1 c¯
a
⋆
δΣ
δc¯a⋆
+ κ¯1 B¯
a δΣ
δB¯a
+ σ¯ c¯i⋆
δΣ
δc¯i⋆
+ σ¯ B¯i
δΣ
δB¯i
)
+(κ2 − κ1λ)
∂Σ
∂λ
+
∞∑
n=3
(
κaA1A2...An − κ1λ
aA1A2...An
) ∂Σ
∂λaA1A2...An
+(κ¯2 − κ¯1λ¯)
∂Σ
∂λ¯
+
∞∑
n=3
(
κ¯aA1A2...An − κ¯1λ¯
aA1A2...An
) ∂Σ
∂λ¯aA1A2...An
+
∞∑
n=3
(
σiA1A2...An − σ ηiA1A2...An
) ∂Σ
∂ηiA1A2...An
+
∞∑
n=3
(
σ¯iA1A2...An − σ¯ η¯iA1A2...An
) ∂Σ
∂η¯iA1A2...An
. (102)
Combining (101) and (102) the counterterm can be viewed as
ΣCT = OΣ , (103)
where O is a linear operator acting on Σ being given by
O = −a0 g
2 ∂
∂g2
+
∫
dV
(
F a(V )
δ
δV a
+ κ1R
a δ
δRa
+ κ1P
a δ
δP a
+ κ¯1R¯
a δ
δR¯a
+ κ¯1P¯
a δ
δP¯ a
)
−
∫
dV
(
Ωb
∂F b(V )
∂V a
+Ωi
∂F i(V )
∂V a
)
δ
δΩa
+
∫
dV
(
F i(V )
δ
δV i
+ σRi
δ
δRi
+ σ P i
δ
δP i
+ σ¯ R¯i
δ
δR¯i
+ σ¯ P¯ i
δ
δP¯ i
)
−
∫
dV
(
Ωa
∂F a(V )
∂V i
+Ωj
∂F j(V )
∂V i
)
δ
δΩi
+
∫
d4xd2θ
(
a1 L
a δ
δLa
− a1 c
a δ
δca
+ κ1 c
a
⋆
δ
δca⋆
+ κ1B
a δ
δBa
+ σ ci⋆
δ
δci⋆
+ σ Bi
δ
δBi
)
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+∫
d4xd2θ¯
(
a¯1 L¯
a δ
δL¯a
− a¯1 c¯
a δ
δc¯a
+ κ¯1 c¯
a
⋆
δ
δc¯a⋆
+ κ¯1 B¯
a δ
δB¯a
+ σ¯ c¯i⋆
δ
δc¯i⋆
+ σ¯ B¯i
δ
δB¯i
)
+(κ2 − κ1λ)
∂
∂λ
+
∞∑
n=3
(
κaA1A2...An − κ1λ
aA1A2...An
) ∂
∂λaA1A2...An
+(κ¯2 − κ¯1λ¯)
∂
∂λ¯
+
∞∑
n=3
(
κ¯aA1A2...An − κ¯1λ¯
aA1A2...An
) ∂
∂λ¯aA1A2...An
+
∞∑
n=3
(
σiA1A2...An − σ ηiA1A2...An
) ∂
∂ηiA1A2...An
+
∞∑
n=3
(
σ¯iA1A2...An − σ¯ η¯iA1A2...An
) ∂
∂η¯iA1A2...An
. (104)
Now, in order to find the renormalization of the fields, sources and parameters of the theory, let
us first define a variable Φ representing all these quantities, i.e.
Φ ≡ V,B, B¯, c, c¯, c⋆, c¯⋆,Ω, L, L¯, R, R¯, P, P¯ , g, λ, λ¯, λ
aA1A2..., λ¯aA1A2..., ηiA1A2..., η¯aA1A2... . (105)
Thus, the bare quantities Φ0 are related to the renormalized ones by
Φ0 = Φ+ ǫ ζΦ +O(ǫ
2) , (106)
where ζΦ is assumed to have a general form of a local functional of the fields. This assumption
is necessary in view of the possibility of nonlinear and/or matricial renormalizations12. Then,
the bare classical action Σ[Φ0] is related to the renormalized action Σ[Φ] as
Σ[Φ0] = Σ[Φ + ǫ ζΦ] = Σ[Φ] + ǫ ζΦ
dΣ
dΦ
+O(ǫ2) , (107)
where the derivative d/dΦ is a partial derivative when Φ represents a parameter and an inte-
grated functional derivative when Φ represents a field or a source. Now, the expression above
can be compared with
Σ[Φ0] = Σ[Φ] + ǫΣCT +O(ǫ
2) = Σ[Φ] + ǫOΣ+O(ǫ2) , (108)
which comes from perturbation theory and from (103). Therefore,
O ≡ ζΦ
d
dΦ
. (109)
Then, the counterterm can be reabsorbed in the starting point action by the following renor-
malizations
Φ0 = Φ+ ǫOΦ+O(ǫ
2) . (110)
Taking the last expression into account, the components of the vector superfield renormalize,
up to order ǫ, as
V a0 = V
a + ǫ F a(V ) , (111)
V i0 = V
i + ǫ F i(V ) , (112)
12In its simplest form, ζΦ is proportional to its corresponding Φ times a constant.
18
while the sources Ωa,i renormalize as
Ωa0 = Ω
a − ǫ
(
Ωb
∂F b(V )
∂V a
+Ωi
∂F i(V )
∂V a
)
, (113)
Ωi0 = Ω
i − ǫ
(
Ωa
∂F a(V )
∂V i
+Ωj
∂F j(V )
∂V i
)
. (114)
The remaining fields and sources renormalize as
ca0 = Z c
a , (115)
La0 = Z
−1 La , (116)
c¯a0 = Z¯ c¯
a , (117)
L¯a0 = Z¯
−1 L¯a , (118)
(ca⋆, B
a, Ra, P a)0 = Z⋆ (c
a
⋆, B
a, Ra, P a) , (119)
(c¯a⋆, B¯
a, R¯a, P¯ a)0 = Z¯⋆ (c¯
a
⋆, B¯
a, R¯a, P¯ a) , (120)
(ci⋆, B
i, Ri, P i)0 = Z⋆ (c
i
⋆, B
i, Ri, P i) , (121)
(c¯i⋆, B¯
i, R¯i, P¯ i)0 = Z¯⋆ (c¯
i
⋆, B¯
i, R¯i, P¯ i) , (122)
(ci, c¯i, Li, L¯i)0 = (c
i, c¯i, Li, L¯i) , (123)
with
Z = 1− ǫ a1 , (124)
Z−1 = 1 + ǫ a1 , (125)
Z¯ = 1− ǫ a¯1 , (126)
Z¯−1 = 1 + ǫ a¯1 , (127)
Z⋆ = 1 + ǫ κ1 , (128)
Z¯⋆ = 1 + ǫ κ¯1 , (129)
Z⋆ = 1 + ǫ σ , (130)
Z¯⋆ = 1 + ǫ σ¯ . (131)
(132)
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Finally, the parameters renormalize as
g0 = Zg g = (1− ǫ a0) g , (133)
λ0 = λ+ ǫ (κ2 − κ1λ) , (134)
λaA1A2...0 = λ
aA1A2... + ǫ (κaA1A2... − κ1λ
aA1A2...) , (135)
λ¯aA1A2...0 = λ¯
aA1A2... + ǫ (κ¯aA1A2... − κ¯1λ¯
aA1A2...) , (136)
ηaA1A2...0 = η
aA1A2... + ǫ (σaA1A2... − σ ηaA1A2...) , (137)
η¯aA1A2...0 = η¯
aA1A2... + ǫ (σ¯aA1A2... − σ¯ η¯aA1A2...) . (138)
These expressions end the proof of the renormalizability of the theory, but some comments about
the expressions above are necessary. First, notice that the renormalizations of the components
of the vector superfield are nonlinear as F a,i(V ) are power series in V , as stated in Eqs (94) and
(95). It is also clear from Eqs (94) and (95) that the diagonal and off-diagonal components of V
are mixed. In other words, the renormalization between V a and V i is matricial. It can be put
in a clear way by noticing that the power series F a,i(V ) can always be written as
F a(V ) = α1V
a + F ab(V )V b + F ai(V )V i , (139)
F i(V ) = β V i + F ia(V )V a + F ij(V )V j , (140)
with F ai(V ) 6= F ia(V ) in general. Then we have the following matricial renormalization:
V a0
V i0

 =

ZabV Z
aj
V
ZibV Z
ij
V



V b
V j

 , (141)
where
ZabV = δ
ab + ǫ [α1δ
ab + F ab(V )] , (142)
ZajV = ǫ F
aj(V ) , (143)
ZibV = ǫ F
ib(V ) , (144)
ZijV = δ
ij + ǫ [β δij + F ij(V )] . (145)
The expressions (113) and (114) for the renormalizations of the sources Ωa,i also indicate ma-
tricial and nonlinear renormalizations:
Ωa0
Ωi0

 =

ZabΩ Z
aj
Ω
ZibΩ Z
ij
Ω



Ωb
Ωj

 , (146)
where
ZabΩ = δ
ab − ǫ
∂F b(V )
∂V a
, (147)
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ZajΩ = −ǫ
∂F j(V )
∂V a
, (148)
ZibΩ = −ǫ
∂F b(V )
∂V i
, (149)
ZijΩ = δ
ij − ǫ
∂F j(V )
∂V i
. (150)
After the removal of the divergencies of the theory, the original SSMAG can now be reobtained
by choosing values for the gauge parameters. In fact, the particular choices
λ = −
i
2
, λ¯ = +
i
2
, λaA1A2... = λ¯aA1A2... = ηiA1A2... = η¯iA1A2... = 0 , (151)
lead us from the GSMAG to the SSMAG.
A final comment emerges from a comparison between the supersymmetric and ordinary cases.
In the study of the renormalization of the Yang-Mills action quantized in the maximal Abelian
gauge, the absence of the off-diagonal gauge-fixing and antighost equations as genuine Ward
identities gives rise to extra interaction terms among the ghosts fields. In fact, quartic interac-
tion ghost terms naturaly emerges, as a diagrammatic analisys reveals, and the original gauge
can only be defined modulo an extra gauge parameter [19]. In the earlier paper [1], when the
SSMAG was first presented, we also proposed possible quartic interaction ghost terms follow-
ing the non-supersymmetric approach. However, in that occasion we did not realize that the
off-diagonal gauge fixing and antighost equations, given by Eqs (26), (27), (29) and (30) for the
SSMAG, could be established in the supersymmetric scenario, neither that the general approach,
given by the GSMAG, should be implemented.
4 Conclusions and perspectives
In this work, we have concluded the algebraic proof of the renormazibility of a N = 1 super-
Yang-Mills theory for SU(n) group in a supersymmetric version of the maximal Abelian gauge.
A generalized version of the original propose, Ref. [1], has been adopted. We called this extended
version as GSMAG (Generalized-Super-Maximal-Abelian-Gauge). Such version depends on a set
of infinity gauge parameters but, at the end, the original version, called SSMAG (Simplest-Super-
Maximal-Abelian-Gauge), can be achieved from the generalized one by a suitable adjusting of
the gauge parameters, which are, however, fundamental in the algebraic proof.
The proof presented here is very similar to that one presented in [4] in the case of the Lan-
dau gauge. The main difference is that the gauge symmetry group is explicitly split into its
diagonal and off-diagonal parts. This split is made evident from the diagonal rigid symmetry
(73) and the consequent generalized Jacobi identities (43–58) enjoyed by the invariant tensors
λ’s and η’s (the corresponding gauge parameters are “hidden” in these tensors).
Also, in [4] a gauge invariant mass term is introduced. This invariant mass term is constructed
by means of a gauge invariant composite superfield, V(V,Ξ, Ξ¯), given by,
exp
[
V(V,Ξ, Ξ¯)
]
= e−iΞ¯eV eiΞ , (152)
where V = V ATA is the usual vector superfield and {Ξ, Ξ¯} pair of chiral conjugated Stueckelberg-
like superfields. Being dimensionless, the invariant composite field V gives rise to the the
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following mass term:
Sm2 = m
2
∫
dV
(
VAVA + tABCDVAVBVCVD + tABCDE VAVBVCVDVE + . . .
)
, (153)
wherem2 is a mass squared parameter and tABCD... invariant tensors. It is immediate to observe
that there is a mass degeneracy among the (n2 − 1) directions of the group. Therefore, once we
have at our disposal the GSMAG, which naturally splits the diagonal and off diagonal sectors
of the group, it is possible to partially breaks the mass degeneracy and define two different
mass parameters, one for the (n − 1) diagonal components and the other one for the n(n − 1)
off-diagonal components. This approach is already being developed in the context of the ordi-
nary Yang-Mills [22], opening a way for the study of the so-called Abelian dominance conjecture.
Another problem that can be investigated in the GSMAG is the Gribov problem [23, 24]. In
the Landau gauge this problem was firstly investigated in superspace in Ref. [25]. In non-
supersymmetric scenario the Gribov ambiguity problem was extensively investigated in the
maximal Abelian gauge in Refs [26, 27, 28, 29, 30].
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A The maximal Abelian gauge for ordinary SU(n) Yang-Mills
theory
In this section, we make a brief review on the ordinary maximal Abelian gauge. This gauge
arises from the breaking of color symmetry, which generates a separation of the structure of the
group SU(n). It is well-known that the gauge field is defined in the adjoint representation of
SU(n) group, namely
Aµ(x) = A
A
µ (x)T
A , (154)
where, the index A runs from 1 to (n2 − 1) and TA stands for a set of Hermitean traceless
matrices forming the generators of the group. These generators can be split into a diagonal
sector and a off-diagonal sectors, TA ≡ {T a, T i}, where the indices {a, b, c, ...} = 1, ..., n(n − 1)
are the so-called off-diagonal indices, connected to the non-abelian sector, while the indices
{i, j, k, ...} = 1, ..., n − 1 are the diagonal ones, related to the Abelian subgroup of SU(n). In
this way, the Lie algebra, [
TA, TB
]
= ifABCTC , (155)
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is rewritten in terms of the diagonal and off-diagonal components, i.e.[
T a, T b
]
= ifabcT c + ifabiT i , (156)[
T a, T i
]
= −ifabiT c , (157)[
T i, T j
]
= 0 , (158)
where fabc e fabi are the structure constants of the group. These constants obey the following
Jacobi’s relations
0 = fabif bcj + fabjf bic , (159)
0 = fabcf cdi + fadcf cib + faicf cbd , (160)
0 = fabcf cde + fabif ide + fadcf ced + fabif ieb + faecf cbd + faeif ibd , (161)
which are derived from
fABCfCDE + fADCfCEB + fAECfCBD = 0 . (162)
Now the gauge field can be split in terms of the two components of the group,
Aµ(x) = A
A
µ (x)T
A = Aaµ(x)T
a +Aiµ(x)T
i. (163)
Then, the Yang-Mills action can also be written in terms of its Abelian and non-Abelian com-
ponents,
SYM = −
1
2g2
Tr
∫
d4xFµνFµν = −
1
4g2
∫
d4x
(
F aµνF aµν + F
iµνF iµν
)
(164)
where,
Tr
(
TATB
)
=
δAB
2
(165)
and
Fµν = F
ATA = F aµνT
a + F iµνT
i , (166)
F aµν = D
ab
µ A
b
ν −D
ab
ν A
b
µ + f
abcAaµA
b
ν , (167)
F iµν = ∂µA
i
ν − ∂νA
i
µ + f
abiAaµA
b
ν , (168)
Dabµ = δ
ab∂µ − f
abiAiµ . (169)
Moreover, this action is invariant by the following infinitesimal transformations,
Aiµ → (A
ω)iµ = A
i
µ −
(
∂µω
i + fabiAaµω
b
)
, (170)
Aaµ → (A
ω)aµ = A
a
µ −
(
Dabµ ω
b + fabcAbµω
c + fabiAbµω
i
)
, (171)
where the infinitesimal gauge parameter, ω, can also be split in terms of the two sectors of the
group:
ω(x) = ωi(x)T i + ωa(x)T a. (172)
Since the Yang-Mills action can divided from the point of view of the group structure, let us
now verify which are the consequences arising from the quantization process of this theory. Let
us start by defining the generator functional for the Green functions of the theory,
Z[J ] ∝
∫
[dA] exp
(
iSYM + i
∫
d4xJAµAAµ
)
. (173)
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However, since gauge symmetry is preserved, the functional integration measure, [dA], over-
counts equivalent configurations in the field space and therefore an additional condition, or
constraint, must be imposed so that spurious degrees of freedom be eliminated. This constraint
is the so-called gauge-fixing condition and, according to the Faddeev-Popov quantization ap-
proach [16], it is introduced in the functional integrals as follows,
Z[J ] ∝
∫
[dA] δ(G) det
∣∣∣∣δG[Aω ]δω
∣∣∣∣ exp
(
iSYM + i
∫
d4xJAµAAµ
)
. (174)
Here, the G functional plays the role of setting the necessary conditions to correct the problem
of functional integration measure. The interesting point here, is that this functional can be
choosen in different ways for the diagonal, Gi, and off-diagonal, Ga, sectors, i.e. is precisely
here that the color symmetry breaking takes place. In the case of the maximal Abelian gauge,
the off-diagonal condition can be obtained through the extremization of the following auxiliary
functional13,14,
H[A] =
1
2
∫
d4xAaµA
aµ . (175)
Applying the extreme condition,
δH[A] = 0 , (176)
we have then,
Ga[A] = Dabµ A
bµ = 0 . (177)
Since the symmetry subgroup U(1)N−1 is present in the theory, it is also necessary to choose a
gauge condition for the diagonal components. For simplicity, a Landau-like gauge condition is
taken,
Gi[A] = ∂µA
iµ = 0 . (178)
Thus, the set of equations (177) and (178) forms the so-called maximal Abelian gauge. It is
important to mention here that the diagonal condition do not follows from a extreme condition
of any auxiliary functional and different choices could be taken for this sector. This is the case,
for example, of the modified maximal Abelian gauge [31].
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