The semantics of a text is manifested not only by what is read, but also by what is not read. In this article, we will study how those implicit "not read" information such as end-of-paragraph (EOP) and end-of-sequence (EOS) affect the quality of text generation. Transformer-based pretrained language models (LMs) have demonstrated the ability to generate long continuations with good quality. This model gives us a platform for the first time to demonstrate that paragraph layouts and text endings are also important components of human writing. Specifically, we find that pretrained LMs can generate better continuations by learning to generate the end of the paragraph (EOP) in the fine-tuning stage. Experimental results on English story generation show that EOP can lead to higher BLEU score and lower EOS perplexity. To further investigate the relationship between text ending and EOP, we conduct experiments with a selfcollected Chinese essay dataset on Chinese-GPT2, a character level LM without paragraph breaker or EOS during pre-training. Experimental results show that the Chinese GPT2 can generate better essay endings with paragraph information. Experiments on both English stories and Chinese essays demonstrate that learning to end paragraphs can benefit the continuation generation with pretrained LMs.
Introduction
The semantics of a text goes beyond what's written to what's not written: when to break paragraphs and when to end. We wish to experiment on this issue: how much do EOP's and EOS's affect our ability of generating texts.
Large neural language models trained on massive amount of unlabeled data have emerged as a convenient technique in natural language processing, such as ELMo (Peters et al., 2018) , OpenAI GPT (Radford, 2018) and BERT (Devlin et al., 2018) . These models have improved the state-ofthe-art on many NLP tasks and provide a perfect platform for our proposed experiments. Among these models, OpenAI's GPT2 (Radford et al., 2019) , for example, has shown to be capable of generating long fluent text in many areas, such as stories (See et al., 2019) , recipes (Lee et al., 2020) , patent claims (Lee and Hsiang, 2019) and news (Zellers et al., 2019) .
To study the strength of GPT2 as a language generator, See et al. (2019) conduct experiments in the context of story generation with Writing-Prompts (Fan et al., 2018) dataset. They find that the generated results of GPT2 have higher-quality content (using more rare words, concrete words, and named entities) by comparing the top 150 generated words. However, the average story length of the dataset is 12 paragraphs, 368 words. In such lengthy human writings, the overall layout and text endings are also important, but whether the pretrained language models can generate this layout information properly is unclear, and how to generate better results with such information has not been investigated.
In this work, we first conduct story generation experiments on dataset WritingPrompts with English GPT2-117, which is pretrained with BPE (Sennrich et al., 2016) tokenized input, and holds the line breaker "\n" in the vocabulary. Thus, the "\n" can be treated as the end-of-paragraph (EOP) during fine-tuning (Mao et al., 2019) . We further compare different approaches to incorporating EOP into the story generation data. Experimental results show that learning to end the paragraph can benefit the word/token perplexity and improve the BLUE score of the generated stories. Also, we find that learning to generate EOP can benefit EOS perplexity.
To further investigate the relationship between EOP and EOS, we conduct essay completion experiments with Chinese GPT2 (Zhang, 2019) , which is a character-level language model without EOS or EOP during pretraining. Experimental results show that finetuning with EOP can not only reduce the EOS perplexity in evaluation but also help to generate essays endings in the decoding stage.
Our contributions are as follows: We show that implicit information such as EOP and EOS are part of the semantics of a text, and training with this information improves the text generation itself. We investigate different approaches to incorporating paragraph information into LM generator. Our experiments show that the paragraph information not only can help improve the effectiveness of the generation model but also help to generate the end of the text.
Background

Language Model Generator
Our target task is to conduct auto-regressive language modeling over WritingPrompts and the Chi-neseEssay dataset. The basic assumption of autoregressive generation is that the probability of a word sequence equals the product of conditional word probability:
where W 0 is the given context, in this work, W 0 can be a story prompt or the beginning of an essay. The generated sequence length T is usually determined by the time t generating the EOS (end-of-sequence) token:
(2) In this work, the model computing the conditional probabilities is self-attention Transformer (Vaswani et al., 2017) . We train our model with the crossentropy loss between the predicted conditional probabilities and the ground-truth next tokens.
Paragraph Ending Indicator
When the target of generation consists of multiple paragraphs, there are several approaches to indicating the paragraph ending. The most common and obvious approach is to separate paragraphs with line breaker "\n":
w 1:T = p 1 , \n, ..., p n−1 , \n, p n , EOS (3) where p i = {w b i :e i } is the words sequence of paragraph i, from the beginning word w b i to the ending word w e i . However, as we can see from the Eq. 3, not every paragraph ends with "\n", and during the pretraining, not every "\n" represents the paragraph separator(SEP) . A better option is to append a new specific token EOP to indicate the end of the paragraph:
where p , i = {w b i :e i , EOP }. Then, each paragraph can end with the EOP and the transformer-based language model can learn this feature with every paragraph in the training data, without distinguishing when to generate SEP and when not to.
Decoding Algorithm
It is well known that greedy decoding and beam search usually lead to repetitive and degenerate outputs (Shang et al., 2015; Massarelli et al., 2019) . Sampling-based decoding methods have shown a strong ability in generating diversity, fluency and repetitiveness of the generation with pretrained language models, such as top-k and top-p sampling. In this work, we choose the top-p sampling decoding algorithm and set the p equals to 0.95.
Experiments
Datasets
Story Generation. The story generation dataset we exploit is the WritingPrompts, which is collected by Fan et al. (2018) from Reddit's forum, 1 where online users inspire others by posting short prompts or story premises, and other users can respond these posts with full stories they write. It is a large dataset of 300K human-written stories. Each instance of this dataset is the pair of a short prompt and a long story. Following See et al. (2019) , we exclude examples that are longer than 1024 BPE tokens to meet the maximum length requirement of GPT2. Statistics for this dataset are detailed in Table 1 . Essay Completion. We build an essay completion dataset ChineseEssay, which is collected from primary school and annotated by native Chinese annotators. All these essays are descriptive essays about people, including family members, teacher, policeman, postman, and so on. Hence, compared with the WritingPrompts, this dataset is smaller but less open domain. For each essay, we annotate the target person, gender, personalities, and author's attitudes. These annotations can help to judge the continuation generated by the LM or study of controllable generation in the future. Dataset statistics are also shown in Table 1 .
Experimental Settings
Following previous work (See et al., 2019; Mao et al., 2019) , we finetune the OpenAI's GPT2-117 with WritingPrompts for story generation. The GPT2-117 model, which is the smallest model from Radford et al. (2019) , has 12 layers and 117 million parameters. We frame the story generation task as a language modeling task by concatenating the prompt and story with a delimiter token. During fine-tuning, we train all models on 8 Tesla V100 in mixed-precision mode. The batch size is 32, 4 examples per GPU, and the warm-up steps are 800. On the other hand, Chinese-GPT2 is from Zhang (2019), pre-trained with 15GB Chinese corpus and has 48 layers and 1.5 billion parameters. After transforming their TensorFlow model to PyTorch, we further add the gradient checkpoint (Sohoni et al., 2019) to this model to fit the GPU memory limitation. Models in our experiments are trained with batch size of 4, 200 warm-up steps, with single GPU in mixed-precision mode.
The other hyperparameters of these two models are the same as the default setting of Huggingface Transformers (Wolf et al., 2019) . Models can converge after 15 epochs for GPT2-117 and 3 epochs for Chinese-GPT2, the best checkpoints on evaluation set are chosen for further testing.
Metrics
The metrics used in our experiments are listed below. W/T PPL: macro-average perplexity over all words/tokens; W/T PPL(-): macro-average perplexity over general words/tokens without EOS/EOP/SEP; EOS PPL: macro-average perplexity of EOS token; EOS%: percent of the generated texts which are ending with EOS; BLEU/DIST: BLEU/Distinct score after removing EOS/EOP/SEP.
Results
English Story Generation
The results of different settings of utilizing paragraph information (ParaType) are shown in Table 2 : None: Concatenating all paragraphs into an uninterrupted sequence; SEP \n: Concatenating all paragraphs with "\n" as the separator between paragraphs; SEP DIY: Concatenating all paragraphs with a new token "[SEP]" as the separator between paragraphs; EOP \n: Appending "\n" to the end of each paragraph; EOP DIY: Appending a new token "[EOP]" to the end of each paragraph.
According to the Table 2 , we can first find that the finetuned GPT2 with "\n" as SEP achieves the best results on word and token level perplexity metrics 2 , which is benefiting from the consistency with the pretraining setting. Compared with the model finetuned without paragraph information, finetuning with "\n" as SEP can further reduce the perplexity of general words/tokens, and all the models with EOP/SEP achieve better BLEU scores. It should be noticed that the BLEU score is affected by the length of the text. We further truncate all results with the length of the ground truth story to calculate the truncated BLEU score. The average length of None, SEP \n, EOP DIY is 392.7, 367.4, and 379.61, and the truncated BLEU1 is 36.6, 37.6, and 38.6, the truncated BLEU2 is 5.3, 5.0, and 8.1. Thus the overall trending is consistent.
We also notice that the GPT2 without finetuning gets the highest diversity score among all models. However, the DIST1 and DIST2 of the ground truth stories are 50.23 and 85.07, and the SEP "\n" is the most close one. There are no obvious repetitions in any settings' generation results according to our observation.
In addition to the better W/T PPL and BLEU score, we find that learning to end paragraphs can benefit the prediction of EOS. The EOP DIY achieves the lowest EOS PPL and all models trained with EOP/EOS achieve better EOS PPL than model without paragraph information, except the EOP "\n". This results indicate that GPT2 tends not to generate the EOS following "\n" even after finetuning, but it can learn better EOS with the help of a new EOP token.
We further compared the relation between EOS and different EOP/SEP, which is shown in Figure   1 . The horizontal axis represents the relative paragraph index, 0 means the beginning paragraph and 100 means the last paragraph of the story. The vertical axis represents the ranking of the EOS probability among all tokens in the vocabulary predicted by the last token of each paragraph. As EOS should only be predicted by the last token of the last paragraph, the ranking at 100 should be lower and the other position should be higher. According to Figure 1 (a), all models rank EOS higher as the paragraph index increasing. EOP works better than SEP as the EOP models rank EOS higher on the 100th position and lower on the other positions, which can be seen from Figure 1 
Chinese Essay Completion
We conduct similar experiments on the Chine-seEssay dataset. Since the Chinese-GPT2 is pretrained in character level without any special tokens(EOS/EOP/SEP), there is no word level metrics and the model without finetuning will keep generating until the max length on the test set. In this case, we further calculate the EOS% score over the test set during decoding.
In Table 3 , the effectiveness of paragraph ending can also be observed easily, except the T PPL(-) score: Chinese-GPT2 without any newly-added token performs best on this metric. This is reasonable considering the model size and the data size: introducing newly initialized tokens(EOP) would hinder the perplexity of this model. Besides, we can find that the improvements on T PPL mainly comes from the reduction of EOS PPL, plunging from 22.15 to 2.74. And the EOS% rising from 76.41 to 93.07, indicating that more generated essays end with the EOS after learning to end paragraphs. Finally, different from DIST scores of the English stories, EOS DIY got the highest DIST1 and DIST2 scores among all models, while the ground truth essays get 41.2 DIST1 and 82.65 DIST2.
Case Studies
We first conduct case studies with Chinese GPT2, as the improvement of this model is more significant. A.1 and A.2 are two cherry-picked examples and shown in the Appendix.
The prompt of the first example A.1 is about the author's teacher. After finetuning without paragraph information, we can see that the generated continuation is related to the given prompt but pays too much attention to the gifts instead of the teacher, and generating something about the financial problem in the beginning. Although the middle portion of the continuation is well written, the latter half part is poor, incomplete and hard to be understood. In contrast, the continuation generated with EOP is much better, although with minor errors of word choice. Besides, the ending of the latter one is much better as the former one just keeps generating until reaches the maximum length.
Similar trending can be found in the second example A.2. According to our observation, without EOP, the beginning of the generation is more relevant to the end of the input prompt but the more it generates, the poor the quality is. While the generator with EOP can generate multiple paragraphs related to the input with a reasonable ending but each paragraph is more independent than human writings.
We further investigate the story generation results. Two different cases are shown in A.3 and A.4. In the first case, the generation of DIY EOP is better than "\n" SEP, as it mentions the aliens multiple times and also generates the time "100 years" while the other one only talks about the planet. In A.4, "\n" SEP is better than DIY EOP. The generator finetuned without paragraph information is the poorest in these two cases, which is consistent with our experimental results and indicates the paragraph information can benefit the story generation.
Conclusion
In this paper, we have demonstrated that EOP and EOS information helps generating better text. We have conducted experiments in English and in Chinese. On the ChineseEssay dataset, the text generation when fine-tuned with EOP and EOS information is significantly improved. On the other hand for the English task, although (English) GPT-2 was trained with "\n" which serves as EOP to some degree, learning to end paragraphs can still benefit the story generation in terms of automatic metrics and EOS probability ranking. I am grateful to my teacher. The teacher's guidance to us is essential like the tail to the fish and the wings to the eagle. This year, I have graduated from primary school which is a place full of good memories. I still remember that every Teachers' Day, my teacher told us not to waste money to prepare gifts for her, as learning together is the best gift.
Output of Chinese-GPT2 finetuned without EOP
Modified Google Translation: I remember a time when my teacher told us that one of our classmates need financial assistance, because many of our classmates had no children(unreasonable) and generally made their own money, so our classmates' moms and dads said," You have no money and no rights. Parents has no children(unreasonable) , which is a stress for us, because our parents have higher academic qualifications than you. Even if we are poor, we must study well, otherwise we will have no chance of studying. " At this point, my heart hurts like be inserted in a needle. I hope that the teacher will know my minds and provide me with Chinese language tutoring so that I can better understand the text. Thank you teacher, let me learn knowledge happily, learn to be grateful, learn to thank the hard-working teacher. Teacher, we are the rainbow. We fall in the most beautiful place in our hearts. When we meet, it is the greatest luck. Let us use the most beautiful rainbowe brightest rainbow every day and add a ray of flowers to our campus. (good continuation but should stop here.) [garbled tokens], she has passed away but I will never forget her. I told my mother that I am grateful to my teacher. I don't know what to do. In the future, I hope not(incomplete)
Teacher, this is a trustworthy teacher. She is very knowledgeable. In class, she inspires our fighting spirit. After class, she is strict and diligent. She solves problems for our classmates. The teacher is a mother, a teacher, a person who warms with love, returns, and uses knowledge to create beautiful and happy people. With the teaching of the teacher, we are like the angel created by God. It is the purest sky, no sentimentality, no pain. Every day, I am under the care of the teacher and enjoy the family fun(unreasonable). It is you who lead us to the future, it is you who paid a lot for us, and it is you who made us grow up healthy in the ocean of knowledge.
There used to be a handy teacher who taught us how to work by hand, how to dress, how to trim nails, how to clean tables and chairs, how to dress, how to wash clothes ... she is our Chinese language teacher. Seriously, I am very grateful to my Chinese teacher. She taught us the explanation and combination of words, taught us the pronunciation of Chinese characters. And when I was depressed, her consolation gave me pointers to help me rekindle my fighting spirit.
I will study hard so that I will not disappoint the teacher's expectations! A.2 Case 2 of Chinese-GPT2 Input Prompt: 那时，正值夏季，烈日炎炎。 我和我的朋友们正走回学校的路上。 Brief Translation: It was a hot summer. I was on the way to walking back to school with my friends.
Output of Chinese-GPT2 finetuned without EOP 凉爽的风吹来，我的心也舒畅了些许。走出校门，看到一大群人在热火朝天地玩着什么，我不 禁打了个冷战。只见有几个小孩子挎着摇摇篮，走在空地上，摇摇篮里塞满了不听话的人，吵 吵嚷嚷地叫着，吵闹的人群一个接着一个地的在空地上来回飞舞。只见他们不管是乱扔垃圾 的，还是在家里乱扔东西的，总有那么一两个人，让人看了都觉得讨厌，那几个男生，在那 儿使出浑身解数，往那儿扔垃圾，有的还不止一次，他们真的是抓破了脑袋才钻到垃圾堆里 啊！"听说那些事儿很早就埋在那儿了。"他们越说越起劲，像每个夏季都会发生的那样，还拿 起了"帚，拿起了沙包。回过神来，脸已经晒得通红，汗珠直往外流。我呆呆地站在那儿，思 绪飞到了几年前，那时的我才十三岁，现在的我才二十四岁！打来打去，什么也没有留下。 唉，打得还挺勤快。我转过身，在树底下端详着他们，又想起了他们，他们可真是坏事当前， 坏事晚来了许多啊！我继续打打我那张臭脸。我的心猛地一抽，丢下书包，飞奔出去。在那片 空地上，零零星星的人有的在玩儿，有的正在玩呢！他们又跳又叫，不分是非地叫着。我突然 看见一个不起眼的小孩儿，他满脸通红，眼睛红得像个灯泡，让人看了如沐春风。他正用眼睛 注视着那只有倒在地的人，他下意识地往上看，一会儿，上面散落着一些塑料瓶子。他不知 道，还在玩儿呢！我忽然有些感动，急忙跑过去，跟在他后面，问："他怎么了？为什么那么残 忍。"小伙儿只是若无其事地回答："我觉得他太可怜了。"他倒也会说话，但是有些话让我怎么 说也说不出来。他一双大大的眼睛仿佛在说："我这是为了家里，也是为了我们共同的孩子。 现在，我是想退出，你们也别急，知道吗？要是真和这些小孩闹僵了，家里的学习教材再翻出 来，你们就完了！"看着小伙儿那可怜的小眼睛，心里一阵酸楚，我不禁流下了眼泪。每次吵完 架后，他总爱说："我不怪你，可你就这样放弃我吧！我没钱啊！"唉，啊！唉！哎！气息都快 从嗓子里出来了啊！唉！唉！唉！唉！那时，我仿佛听见了他的声音："哎，孩子，爸爸的房屋 可能拆迁了，你就住在那吧。等拆迁后我送你吧！我会好好学习的！"那声音大得连我自己都 听不见，我的心仿佛像灌了铅似的。我也哭了，但没办法，谁叫人生是漫长的呢？那时我只会 低着头走路，却找不到一根自来水。我生着闷气，仿佛快要窒息了。我急得满头大汗，冲到楼 下，不停地喊："救救我！救救我！"唉，我都快把脸憋得通红。这时，对面来了一辆出租车， 我毫不犹豫地将 Modified Google Translation:
The cool wind blew, and my heart was relieved a little. I walked out of the school gate and saw what a large group of people were doing something. I couldn't help fighting a cold war. I saw a few children carrying the cradle and walking on the open space. The cradle was full of disobedient people, screaming loudly, and the noisy crowd flew back and forth on the open space one by one. I saw that whether they were littering or throwing things at home, there were always one or two people that made people feel annoying when they saw it. Those boys, they tried to do everything and throw garbage there. Some more than once, they really broke their heads and got into the garbage dump! "I heard that those things were buried there very early." They said more and more vigorously, as they would happen every summer, and took up "Broom, took up the sandbag. We were all still in class, and suddenly there was a rush of car bells. We lowered our heads, took out chalk, and practiced seriously.
In the big tree outside the window, there was a beggar who asked for help from passersby, but could not get help. He gave up the work of the beggar and left alone. There was always a smile on his face, and a slight wrinkle appeared on his cheek.
The train passed slowly, and the bustling crowd merged with us. At that time, I was eating snacks with a big mouthful. Suddenly, when I saw a beggar, he came tremblingly, and I hurriedly stopped him: "Be careful, don't get caught in the car." But he resolutely asked, "Why are you so anxious, do you know the car is out of track Now? Our work is not so dangerous, how can we take risks to help others? You are busy making money all day, but you don't care about your health. It 's so pitiful to give money so unreasonably. "" Ah, what is this? Man? What do you care about? This is an old man! He only cares about himself like this, where to do odd jobs and don't care what he sells. "On the side of the road, a few young men were talking in a big mouth. I can't help crying. With tears, thanks to one of the beggars. The old man saw us, then bent down, opened the back seat of the bicycle, gave us money, and said to us, "Don't bother us anymore, our work is very dangerous. I also need money, so let's do something for my country. "My tears have blurred my eyes.
Slowly, the traffic gradually went away, but some of the little crowds were still looking for the beggar. The night was quiet, and I was walking on the street alone, deeply feeling the indifference of society and the ugliness of human nature. My heart could not help but burst with wet raindrops. One thing at a time makes me feel my own misfortune. Afterwards, the rain became heavy again.
I looked around and waited at the best station. I didn't pick up the beggar. I didn't get impatient until the car finally came. It's not that you don't want others to help me, but that those pranks are immature. Many times, it is indifferent to people, even ridiculous. I'm a little angry, but hard to control. The game is in the rain of happiness. Whenever I see a beggar, I always feel sad.
In the following days, I stopped patronizing the streets, but there were still many pedestrians. I still ignore the words of anyone, but I ca n't restore it when I go home. How could anyone care about that old man?
Time will dilute everything, but I don't want to give up. Even if God is by my side, I will still work hard and continue to be myself. Although the results are not satisfactory, I still have to repay the society with my own actions.
A.3 Case 1 of GPT2-117
Input Prompt: Aliens come to Earth in hoping to wipe us out and take over the planet, but are honorable and gives us a fighting chance. They announce they will return in 100 years so as to give Earth a chance to prepare and defend itself. Neither side expected what the other would bring to war Output of GPT-117 finetuned without EOP/SEP: It was dark as the day began. Pure white, forever not knowing the night sky. This was the first time since their arrival that ships had been so dark, it was hard not to feel the tremors of terror as the drops of rain started falling. The rain started a minute after the humans had arrived. It started getting brighter as they piled up and felt the tremors of rain take their place. Another minute or two they saw them in the distance. One little shell, below them floated a little bigger. Behind that shell came another of them falling, one in each direction. Then, faster and faster the smaller the shell went. It was as if they were floating to each other, different colors and shapes sailing past each other in any direction, making the scene less momentary. The rain started to fall. The tall suits of soldiers patrolled the area. They didn't see what was happening but one was seeing some sort of change. He was slowly meeting the upper edge of the shell, directly under the soft snow. The rain started to fall and he was choking back the hail and it suddenly stopped flowing. He looked up at the Sun and the grass and saw the cloudless sky in front of him. He knew that had given him a new hope. He wasn't lying when he said that the atmosphere was starting to roll away, and just as he was about to turn around he felt a knock on his door. "I'm having a look at this. It's new... " " We'll wait. " " You have to go, have a look. " " Come with us." With that said the strange man took off his coat and sat on the porch of his house, waiting for the rain. Output of GPT-117 finetuned with "\n" as SEP:
A planet -there is no other more appealing than a peaceful planet, taking in the vast plains of green and dry, allowing the native species to develop. Among many other things, the greatest threat here was our neighbours as well, hosting none but a single blue planet. With every news we received, while we was still, the green grass kept tilling even the most exotic plants.
Against the odds, we agreed. This blue planet is sure to die if it too falls, as if the planet we are about to take hold of is not giving it. Whether it is the region of lush land, living in the shadow of endless sea, or the ones that lie beyond, this planet will feed our population just as well.
