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Abstract 
In a distributed system, processes work without a common clock. It induces 
difficulties in coordinating activities of the processes and executing distributed 
algorithms. The concept of logical time and two well-known algorithms were 
introduced to solve this fundamental problem. Logical time records the hap-
pening times of the events according to the event ordering defined by the 
causality relations. In fact, it is using the same approach as our daily use of 
the time. 
However, there is not a systematic way of applying the logical time al-
gorithms to solve distributed problems. In this thesis, we propose a concept 
called time approximation. It makes use of the event ordering, i.e. the intuitive 
principle of the logical time, to generalize the logical time algorithms, as well 
as the distributed problems. We call the logical time algorithms clocks. The 
capabilities of different clocks can be compared with each other in the same 
platform, in addition, when a clock provides the sufficient event orderings of 
a problem, the problem can be solved under the clock. In this way, we can 
choose the simplest possible clock for a given problem, and at the same time, 
we can also invent new clocks tailor-made to solve the problems. Time approx-
imation therefore provides us a systematic way to solve distributed problems 
i 
by choosing suitable clocks. 
We illustrate the use of the time approximation by analyzing the exist-
ing clocks and inventing new clocks to solve different versions of snapshot 
problems. A snapshot is a global state of a system satisfying the consistency 
requirement. However, the existing snapshot algorithms cannot solve the snap-
shot problem in the ad-hoc network environment. In the thesis, we first show 
the use of the time approximation by solving snapshot problems in the static 
network. Besides the traditional snapshot, we propose other variations of the 
snapshot problem for illustrations. Then we try to solve the snapshot problems 
in the ad-hoc network. Meanwhile, we modify the event model for the static 
network and propose an event model for the ad-hoc network. We also define 
a new causality relation for the event model and the new consistency require-
ment for the snapshot problem. We demonstrate that trivial clocks cannot 
solve the snapshot problem in the ad-hoc network. After analyzing the prob-
lem by the event ordering, finally, we propose a clock, which is tailor-made for 
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Time is a measurement commonly used for indicating the moments when events 
happen. In general, we assume that an event occupies no time duration. In our 
daily lives, we measure the time using our clocks at some definite precisions. 
For example, recorded by a wristwatch, a car stopping at time 9:05am means 
that the speed of the car comes to zero after 9:05am and before 9:06am. In fact, 
we are specifying the ordering of the three events, clock ticking from 9:04am 
to 9:05am, stopping of the car, and clock ticking from 9:05am to 9:06am. In 
other words, we make use of the time always by comparisons of the happening 
times of events, but never by stating the absolute value of the time. It is what 
a clock be different from the real time. To practically use the real time, a 
clock dividing the time line into a set of discrete events (in the example, in 
a precision of minutes) is used as an approximation of time to indicate the 
happening times of other events. 
A clock provides a set of regular events acting as a global reference for 
the happening times of our daily activities. However, if one day we lose our 
wristwatch, we can still state the happening time of an event by its happening 
order with other events. It seems to be the same. 
In a distributed system, processes communicate solely by messages, so 
there is a lack of a global time for the processes. Clock synchronization al-
gorithms [17, 14, 20, 34, 28] were developed to solve this problem aiming at 
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providing the processes synchronized local clocks referring to the real time. 
Logical time is another approach to solve the problem [16, 29, 9, 26]. Two 
well-known logical time algorithms are Lamport's logical clock [16] and Mat-
tern's vector time [26]. They both work in the asynchronous static network 
systems. Each process is provided a local logical clock. The clocks tick accord-
ing to the causality of the events in the system, such that the clock value C(e^) 
is less than C{ej) if e^  precedes ej in the same process, or e^  is an event sending 
a message and ej receives it, or they are linked up by the transitivity rules. 
The two algorithms were applied popularly since thorough analyses were done 
on the logical time [16, 26, 29, 9], as well as the causality [16, 26, 37, 2, 31], 
concurrency [37], global state, and global predicate [7, 24, 5, 25, 10]. Numerous 
problems were solved in a simpler way using the logical time in place of the 
synchronized clock. However, there is not a generalized way of applying the 
logical time in solving a problem. A distributed algorithm can only be created 
by modifying the logical time algorithm to meet the problem requirement, or 
replacing the synchronized clock by the logical time algorithm, then simplify-
ing the combined algorithm by tricks. Large amount of efforts should be used 
to make the final algorithms concise and highly specialized, since authors have 
no clear directions to modify the logical time algorithm for their own purposes 
or to explore the tricks. 
In this thesis, a concept called time approximation is introduced. It is a 
systematic way to apply logical time algorithms to solve problems. We call the 
logical time algorithms clocks. We apply the concept of the time approximation 
and particularly construct a clock to solve the snapshot problem in the ad-hoc 
network system. The existing snapshot algorithms solve the snapshot problem 
in the static network, but in the next section we will show how they fail to 
solve the problem in the ad-hoc network. 
The time approximation generalizes different clocks in terms of event or-
dering. As in the above-mentioned idea, event ordering is the principle of 
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approximating the time by a clock. A clock does not necessarily provide regu-
lar events, but it is only required to help indicate the happening times of the 
events by ordering the events. On the other hand, the problem requirement of 
a problem can also be expressed in the same platform. When a clock provides 
the sufficient event orderings of a problem, the problem can be solved. There-
fore, using the time approximation, we can look for the most suitable clock 
for a given problem. In addition, new clocks can be invented to best meet the 
problem requirement, so that a simplest clock can be got to solve the problem. 
Existing clock algorithms will be analyzed in view of their capability of or-
dering events. Different versions of snapshot problems will be used throughout 
the paper to show how time approximation helps in solving different problems. 
A snapshot algorithm finds out the global state of the distributed system, which 
is a fundamental paradigm in the study of distributed computing [41，39, 21, 3 . 
Many algorithms were proposed to solve the snapshot problem in the static 
network and there are many important applications such as termination and 
deadlock detection, recovery of distributed databases, monitoring, and debug-
ging. In this thesis, besides the traditional snapshot problem, we try to vary the 
problem with different requirements and different environment settings. The 
strength of the clocks are then analyzed to show their capacity and incapacity 
in solving these problems. New clocks will also be created and tailor-made to 
solve problems. 
A significant contribution applying the proposed time approximation is to 
solve the snapshot problem for the ad-hoc network systems. We propose a 
clock, Bi-vector Clock, to solve this problem. Afterward, we based on the 
Bi-vector Clock to construct a simplified algorithm. It is more practical, such 
that each process knows its own latest possible consistent cut and do not need 
to inhibit the underlying activities of the system. A formal proof for the 
correctness of the cut consistency is given for this snapshot algorithm. 
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1.1 Motivation 
A snapshot problem is to find a global state of the system, by assembling all 
the local states of the processes such that there is no causal inconsistencies. 
Two well-known snapshot algorithms proposed by Chandy-Lamport [4] and by 
Mattern [26] work well in the static network systems. However, we are going 
to show that both algorithms cannot solve the snapshot problem under the 
ad-hoc network environment. 
o © © 
• M • 
# —• —• 
• • @ • @ ^ 
Pi Pi Pi Pi Pi M Pi 
Figure 1.1: Chandy-Lamport on static network 
In Chandy-Lamport's algorithm, a process starts a snapshot by recording 
the local state and then it broadcasts a special message called marker to its 
neighboring processes. A process receiving the marker has to record the local 
state and broadcast another marker immediately before receiving other mes-
sages. A global state is formed by assembling all the local states. Referring 
to Figure 1.1, there is a single-token system consisting of two processes. The 
letter "M" is a marker. The large black dot is a token. A process with a 
square box indicates that the process has recorded its local state. Pi starts 
the snapshot and broadcasts the marker, then it sends a message carrying the 
token to P2. 
The algorithm ensures that there will not be two tokens appearing in the 
global state by the following two ways. First, Pi sends the marker immediately 
after recording the local state. Second, the algorithm is applied on a FIFO 
network, so the marker arrives to P2 before the token message, and P^ records 
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the local state before receiving any other messages. 
In an ad-hoc network system, the algorithm may not work properly. Fig-
ure 1.2 shows a single-token system with three processes, which applies Chandy-
Lamport's algorithm to obtain a snapshot. However, the global state shows 
two tokens being possessed by Pi and P2. This causal inconsistency indicates 
the failure of the algorithm, since the situation shown by the global state can 
never be reached under normal executions. Briefly speaking, a snapshot re-
quires that the global state does not include any event which happens in the 
future. In this example, Pi sends the token after the state has been recorded, 
therefore, the receipt of this token is a future event. P2 records its local state 
after this receive event has happened and hence causes the inconsistency. 
� ® 
尸 1 H Pi ® / P2 
尸3 尸3 
③ ® 
• ^ • 
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P3 P3 
Figure 1.2: Chandy-Lamport on ad-hoc network 
Mattern's algorithm works similarly in static network systems. All pro-
cesses are white before recording the local states, and become red after record-
ing. A white process sends white messages and a red process sends red mes-
sages. The color is piggyback in a message so that the receiver can know the 
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color of the message. Once a red message arrives at a white process, the pro-
cess records the local state before receiving this message and then becomes 
red. This approach records a snapshot in either FIFO or non-FIFO networks. 
When we apply Mattern's algorithm in the ad-hoc network system in Fig-
ure 1.2, no markers are needed, but P) now can record its local state before 
receiving the token, since the token message is red. However, Pi shows no 
connection with P2, but P2 shows that it is connecting to Pi. There is still an 
inconsistency, which is known as topological inconsistency. 
Why do both the algorithms fail to work in ad-hoc network systems? The 
answer must be the arbitrary connection changes, since the algorithms are de-
signed for the static network only. In the past, Lamport's logical clock solved 
numerous problems in a more efficient way by replacing the clock synchroniza-
tion algorithms. Later on, Mattern proposed his vector time to solve problems 
that could not be solved by Lamport's clock. But it may not be wise to improve 
a clock by trials and errors. 
Our proposed time approximation gives a clearer concept on analyzing 
and finding out the solution of a problem. Actually, both clock algorithms 
implement the same clock implicitly. Every event in the system is assigned 
with a clock value, which only has two possible values, "before snapshot" and 
"after snapshot". In the new environment, the clock may not be implemented 
well, so the set of event orderings provided by the clock may be different. For 
the same reason, there may also be some new event orderings in the problem 
requirement. Time approximation is useful in providing a systematic way to 
analyze the clocks and the problems, so that we can know whether a clock can 
solve a problem in a quicker way, and know how a clock can be modified to 
adapt to a new environment and a new problem requirement. 
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1.2 Thesis Organization 
The thesis is organized as follows. In Chapter 2, a literature review is given on 
the logical time and the snapshot problems. The two logical time algorithms for 
the static network are discussed in the first part. Several snapshot algorithms 
proposed for different network environments are discussed in the second part. 
In Chapter 3, we introduce the ad-hoc network system. The event model 
and the snapshot problem proposed for the static network have to be modified 
to adapt to this network environment. We propose the new event model and 
the corresponding modifications applied on the problem requirement of the 
snapshot. 
In Chapter 4，we introduce and discuss the time approximation. We first 
present the preliminary definitions and the general concepts of time approxima-
tion. Then we analyze some clocks, including those mentioned in the literature 
review, and several snapshot problems in the static network. The snapshot 
problems show how the problem solving abilities of the clocks are different. 
The clocks are then compared and summarized in a table of time approxi-
mation levels. We then move to the ad-hoc network. A similar discussion is 
made on the clocks aforementioned and two proposed clocks. The discussion 
shows that "simple" clocks cannot solve the snapshot problem in the ad-hoc 
network. A new clock, Bi-vector Clock, is then proposed. It is tailor-made to 
adapt to the ad-hoc network environment so as to solve the snapshot problem. 
Another problem, the strong snapshot problem, is also discussed as another 
demonstration on the usage of the time approximation. 
In Chapter 5, a snapshot algorithm is proposed to solve the snapshot prob-
lem in the ad-hoc network environment. The algorithm is originated from the 
Bi-vector Clock. The notations, the rules of the logging mechanism, and the 
properties of the logs are presented. The properties include some theorems and 
Chapter 1 Introduction 8 
the proofs. A theorem is finally induced to prove the correctness of the algo-
rithm. The algorithm is then given in a practical way, and some enhancements 
are suggested to improve the effectiveness of the algorithm. 
A conclusion will be given in Chapter 6. 
Chapter 2 
Literature Review 
In this chapter, we study the logical time and the snapshot algorithms in 
different network environments. In both categories, an event model and the 
happens before relation were commonly used to model the activities [39, 21, 3 . 
They are introduced in the first part together with the logical time algorithms. 
In the second part, several snapshot algorithms for the static network system [4, 
15, 26, 38, 27] and one for the cellular network system [36] are presented. 
2.1 Logical Time 
2.1.1 Event Model 
A distributed system is a collection of processes communicating solely by mes-
sages. In a static network, messages are transmitted through static channels. 
The local state of a process and the state of a channel keep unchanged between 
events. An event e 二 < P, 5, 5', M, c > is an atomic action in the process P 
which represents every possible activity happening in the system. The events 
are classified into three types, including the internal event, the send event, and 
the receive event. An internal event changes the local state of the process P 
from 5 to s'. A send or a receive event changes the local state of P from 5 
to 5', as well as the state of the channel c by inserting or removing a message 
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M . The channel state is defined as the sequence of messages that have been 
sent through the channel but not yet received by the receiver. 
A computation of a system consists of a sequence of events happening 
in all the processes. Let E be the set of all events in a computation. A 
computation represents the history of all the activities in the system, so it 
expands dynamically with the system. A time diagram is a graphical way to 
represent a computation. Figure 2.1 shows a time diagram. The processes 
are represented by horizontal lines, which are also the time lines showing the 
events happening. An event is represented by a dot. An event at the right of 
another one represents that it happens in a later time. 
Pi ~•——• ®  
PI • •— • ~ -
P3 - ~ • • 
direction of time  ^ 
Figure 2.1: A time diagram 
2.1.2 Lamport's Logical Clock 
In an asynchronous distributed system, there is no common clock for the pro-
cesses to access a global real time. A global time is a key property for the 
processes to cooperate in distributed algorithms or to obtain a global state of 
the system. To solve this problem, Lamport brought up a concept of logical 
clock and the happens before relation [16]. A logical clock is a mechanism 
assigning a number to an event to represent the happening time of the event. 
Each process maintains a local logical clock. When an event happens in the 
process, the process assigns the updated value of its logical clock to the event. 
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Due to its simplicity, many algorithms get benefits using the logical clock in 
place of the synchronized clock. Some of the important applications are ter-
mination and deadlock detection, concurrency control, recovery of distributed 
databases, monitoring, and debugging. 
The logical clock is not dependent on or related to the real time, so there 
should be another way to define the correctness of the logical clock instead of 
referring it to the real time. Lamport suggested that the logical clock has to 
satisfy a clock condition, which is a condition relating the clock values to the 
causality relations among events. The happens before relation, denoted by 一， 
was introduced as a way to discover the causality relations. 
Definition 1 Happens Before Relation is the smallest relation satisfying the 
following conditions: 
(a) In the same process, event e^  occurs before event ej iff e^  Cj. 
(b) For any two processes 只，Pj, if e^  in Pi sends a message M and e^  in Pj 
receives this message M , then e^  — Cj. 
(c) For any three events e^ , Cj and ek, if e^  — e � a n d ej — ek, then ei — ek. 
is an irreflexive, asymmetric and transitive partial ordering on the set 
of all events in the system. Two events e^  and ej are said to be concurrent if 
and only if e^  ej and ej e^ . It means that they are not causally related 
to each other and it is denoted by e^  || ej. Figure 2.2 shows an example where 
an arrow represents a message passing. 
In the time diagram, the j-th event in Pi is labelled e -^, which coincides 
with the sequence of its occurrence in Pi. This labelling scheme copes with 
the fact that events in the same process are totally ordered. The diagram 
visualizes the happens before relations in the way that e^  — Cj if and only if 
Cj is reachable from e^  by moving forward the time lines and along the arrows. 
For example, 621 — 613. 
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p en ei2 eis 
PI : 丨 % 巴21 en en T 
ps • fL~• 
Figure 2.2: Happens before relation 
After defining the happens before relation, we can move on to the logical 
clock proposed by Lamport. He stated a clock condition to define the correct-
ness of a logical clock. 
Clock condition: e^  — Cj =4> C(e^) < C(ej), 
where C{e) is the clock value assigned 
to event e. 
It was then proved that a logical clock satisfies the clock condition if it 
satisfies the following two conditions CI and C2. 
CI: If Ci and ej are in the same process, and e^  occurs 
before e ,^ then C(ei) < C{ej). 
C2: If ei sends a message and e�receives this message, 
then C{ei) < C{ej). 
Here is Lamport's logical clock which consists of three rules. Rule 1 and 3 
satisfy CI, and the last two rules satisfy C2\ 
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Let Ci be the clock value of the process Pi initialized to zero and C(e) be the 
clock value assigned to event e. 
1. When an internal event or a send event happens in Pi, 
Ci := Ci 1. 
2. When a message is sent by a send event e, the message is attached with 
a timestamp C(e). 
3. When a receive event happens in 只， 
Ci := max(Ci,t) + 1, 
where t is the timestamp attached in the message. 
• 
Figure 2.3 illustrates how Lamport's logical clock is updated. 
1 2 5 
P2 ~• %——• f  
1 3 4 / 
尸 3 • ‘ ~ • 
1 2 3 
Figure 2.3: Lamport's logical clock 
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2.1.3 Mattern's Vector Time 
Later on, Mattern investigated the logical time (Mattern called it virtual time) 
in static network systems [26, 37]. He pointed out that Lamport's logical clock 
did reflect the causal relations, but not the temporal relations, of the events. A 
thorough discussion on the relationship between time and causality was given 
in [37 . 
Definition 2 Given a clock, i.e. a partial order, 
1. the clock is consistent with causality, if for any events e^  and e” 
e, e] ^ C(e,) < C(ej); 
2. the clock characterizes causality, if for any events e^ and e], 
e^ 一 Cj C(e^) < C{ej). 
Let RT{e) be the real happening time of an event e. Real time is consistent 
with causality, but it does not characterize causality, since RT{e^) < RT{ej) 
does not imply e, —> e” For the same reason, Lamport's logical clock is 
consistent with rather than characterizes causality. As shown in Figure 2.3, 
for the concurrent events such as 621 and 632, C(e2i) < C丫(632)，but they are not 
causally related. Hence, Lamport^s clock does not imply any real time order of 
the events. Both real time and Lamport\s clock do not characterize causality， 
that means given a pair of events and their clock values, one cannot prove 
that they are causally related or not. This iiisiifficieiicy restricts the flexibility 
of many distributed algorithms, so Mattern suggested a stronger clock called 
vector time. 
Actually, as also stated by Mattern. there were several authors invented 
similar concepts as the vector time. They all extended Lamport's clock to 
track the events for each process respectively, so in their clocks, a clock value 
Chapter 2 Literature Review 15 
is a vector or a vector-like data structure of dimension n, where n is the number 
of processes in the system. Among those similar ideas, Mattern formulated his 
vector time with generalized notations. He also illustrated the concepts with 
intuitive observations, lemmas and mathematical proofs for their correctness, 
so Mattern's vector time has been used as a standard and cited in many papers. 
In the vector time, a clock value, which is called a time vector, is an integer 
vector of dimension n. The algorithm of updating the clock values is still 
simple: 
Let Ci be the clock of process 只 initialized to a zero vector, Ci [j] denote the 
j-th component of Q and C{e) be the clock value assigned to event e. 
1. When an event happens in Pi, 
Ci[i\ := Ci[i\ + 1. 
2. When a message is sent by a send event e, the message is attached with 
a time vector C(e). 
3. When a receive event happens in 只， 
Ci •= sup{Ci,t), 
i.e. Ci[k] ：二 ma:z;(Ci[/c]’力[/;;]),V/c, 
where t is the time vector attached in the message. 
• 
Figure 2.4 illustrates how Mattern's vector time is updated. Mattern gave 
a meaningful interpretation to the vector time. For example, C{e2z) = (2,3, 0). 
It means that 623 is the 3rd event in P2, whereas the 2nd event in Pi and the 
0th event in P3 are its most recently known events in Pi and P3 - of course 
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"the 0th event" means the start of the clock, not a real event. It is similar to 
the situation when we want to describe the time at which an event happens 
but we do not have a wristwatch to reference the time, we will then describe 
the happening time of the event as before or after the happening times of other 
events. In general, we do not use all other events in the system to reference 
an event, but we only use a set of concurrent events at which their happening 
times are the nearest to our event to our best knowledge. This fact is resembled 
by the components of a time vector which records the most recently known 
event in each process, ignoring those preceding events. 
(1,0,0) (2,0,0) (3,3,0) 
“ \ / 
V J (2,4,2) ？1 "““• %——‘ f  
(0,1,0) (2,2,0) (23,0) / 
P3 • -V——• 
(0,0,1) (0,0,2) (0,0,3) 
Figure 2.4: Mattern's vector time 
In Mattern's vector time, the ordering of the time vectors is defined as 
follows: 
Definition 3 Given two time vectors Q , Cj, 
• Ci< Cj iff Ci[k] < Cj[k]yk. 
• Ci = Cj iff Ci[k] = Cj[k]yk. 
• Ci< Cj iff Ci < Cj and Ci + Cj. 
• a II Cj iff - ( Q < Cj) and - ( Q < Q) . 
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' < ’ and '< ' are partial orders, so '||' is defined to represent the concurrency 
relation between two time vectors. 
It was proved that Mattern's vector time characterizes causality, i.e. 
ei —> ej 分 C(ei) < C{ej). 
As the situation C{ei) = C(ej) can never happen when e^  and ej are two 
distinct events, it follows immediately that 
ei II Cj C{ei) II C{ej). 
Therefore, given the clock values of any two events, e^  and ej, we can know 
whether e^  ej, Cj e^ , or e^  || ej by checking their time vectors. 
In Mattern's expression, the vector time is a simplified method of recording 
the propagation of knowledge. Knowledge is propagated along the causality. 
Interpreting in this way, the i-th component of the time vector of 只，Ci [i], 
is the current local time of 只，while the j-th. component Q [j] is the best 
knowledge Pi estimates the local time of Pj. The local time of a process is 
in fact the number of local events happened in a process before the current 
instant. This concept of knowledge propagation matches the following way of 
reducing the computation in comparing the time vectors: 
Ci — Cj O C{ei)[i\ < C{ej)[i . 
ei II ej 令 C[e,)[i] > C{ej)\i] A C{ej)[j] > C{ei)[j . 
The proof is straightforward. The idea is that e^  — ej if and only if e / s best 
knowledge about the local time of 只 is at least the same as 
The vector time is also a lossless method to indicate the causal history of 
an event e, which is defined as the set of all events / , such that f — e. e 
knows nothing about the events which are not in its causal history. Thus, the 
vector time indicates the best knowledge e obtains in the system and it is the 
best way to represent the happening time of e. 
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Applying this concept of knowledge propagation, the time diagram can 
be transformed into a directed graph. A time line becomes a directed edge 
pointing to the right (the future), a message arrow becomes a directed edge 
pointing from a send event to a receive event, and an event becomes a vertex. 
If Ci — ej, there must be a directed path from e^  to ej. This path is called 
causal path. By checking the reachability of the vertices, we can know the 
causal relations between events. Mattern suggested an algorithm to determine 
the reachability by reconstructing the vector time, which is more efficient than 
the traditional algorithms applying on the general graphs. He further discussed 
the way to minimize the size of piggyback timestamps and the computation 
overhead. 
As a summary, Lamport kept the correctness of the logical clock by sat-
isfying his clock condition. Many distributed algorithms got a much simpler 
reference of time using the logical clock in place of the synchronized clock. 
Mattern stressed on the propagation of knowledge and invented the vector 
time which characterizes causality. The concept of logical time was general-
ized, thus many applications could use it in a convenient way, including those 
that Lamport's logical clock could not help. 
2.2 Snapshot Algorithms 
A distributed snapshot algorithm is used to construct the global state of a 
distributed system during a computation. In a static network system, the 
global state consists of the local states of the processes and the channel states, 
so the processes must record their own local states and cooperate to record 
the channel states. However, in a distributed system, it is assumed that the 
processes do not share a common clock or memory, the states are captured 
by the processes practically in different real times. It raises the problem of 
collecting a meaningful snapshot, such that the global state constructed by 
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assembling the local states and the channel states does not show any anomalies. 
An efficient snapshot algorithm was first proposed by Chandy and Lamport 
4]. In their paper, they state that without disturbing the underlying activities 
of the system, it is impossible to synchronize the processes to record a global 
state that actually occurs in the system. They do not look for an actual global 
state, but a "possible" global state. Although the global state computed by 
their algorithm may not ever exist in the computation of the system, there is 
an intuitive property making the global state meaningful, but at the same time 
the activities of the processes are not inhibited [38]. The snapshot algorithm 
presented by them is useful in applications that require the detection of a 
stable property of the system [7, 24, 10]. A predicate function has two values, 
true or false, given a global state. A predicate y is called a stable property, if 
y[S) implies y{S') for all global states S' reachable from the global state S. It 
means that once a stable property becomes true in the computation, it remains 
true at all the later points in the computation. There are several important 
stable properties to be determined [41], such as, termination, deadlock, loss of 
tokens, and unreachability of storage. The meaningful global state provided by 
the snapshot algorithm is also useful in monitoring and debugging distributed 
programs, recovery [11, 40, 18, 8] and checkpointing [11, 13, 6, 19] of distributed 
systems. 
2.2.1 Preliminaries 
The event model is used in most of the literatures presenting or reviewing 
various snapshot algorithms. It is what we presented in Section 2.1, so we do 
not repeat it here. This part is the preliminaries used in the snapshot problem. . 
Different authors may have different notations and even definitions for some 
concepts, so we extract the popular and common ones here, and leave the 
specialized features in the following subsections. 
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A global state is a set of local states of all the processes and the states of 
all the channels, in which a channel state is a sequence of messages sent to the 
channel but not yet received. A global state is also called a configuration. An 
initial global state is the one in which all the processes are in their initial local 
states and the channels are all empty. 
A computation is the sequences of events in the processes. An event may 
change the local state of a process and the channel state, so it may change 
the global state. Let Si be the current global state of the system and be 
global state of the system immediately after the occurrence of the next event. 
Then according to the sequence of events in a computation, the set {Si, i > 0} 
is an execution, i.e. a sequence of global states, where Sq is the initial global 
state of the system. 
The state of each process contains the history of the communication activi-
ties of the process, so that in a snapshot, given the local states of all processes, 
all the channel states can be computed. Thougli practically the channel states 
are always recorded explicitly since it is too costly for the processes to store 
all the past messages, we can represent a snapshot by a set of local states only. 
A cut was invented for a more convenient representation [39]: 
Definition 4 A cut C is a subset of events in E such that 
Vci, ej, (ci Cj 八 ej e C) ei e C, 
where — d e n o t e s the local causal order, i.e. e^  —p Cj if and only if e � a n d ej 
occur in the same process and e^  precedes e , 
A cut can be represented by a curve joining the local states in a time 
diagram. In Figure 2.5, the cut C is the set of events happening before the 
recorded local states S2, 53, and 54, which are the solid squares on the time 
lines. 
An arbitrary cut may provide little information about the computation of 
the system. For example, in a single token system of two processes Pi and 
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Figure 2.5: A cut representing a snapshot 
Pj, Pi records the local state while it was holding the token, then it sends the 
token to Pj. Pj records its local state after it receives the token. The global 
state constructed by combining the two local states shows two tokens in the 
system, however, this situation can never occur in any computation. 
It reveals that when we allow the processes to record their own local states 
in different real times, we have to restrict their time of taking records by some 
rules, so that we can obtain a meaningful snapshot. 
Definition 5 A cut C is consistent iff 
V e “ ej, {ci — Cj A Cj e C) ^ e^ e C. 
This definition requires that if an event is recorded in a snapshot, the events 
causally occurring before it have to be recorded also. In our previous example, 
the event in 
Pj receiving the token occurs before the cut, but its correspond-
ing send event in Pi occurs after the cut, hence, the cut of that snapshot is 
inconsistent. Figure 2.6 shows two cuts, Ci and C). Ci is inconsistent since 
there exists some event pairs violating the cut consistency, such as (en, 622) 
and (612,622). Instead, C2 is a consistent cut. 
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Figure 2.6: A consistent cut and an inconsistent cut 
2.2.2 C handy- L amp or t 
Chandy and Lamport proposed a snapshot algorithm in the static network 
4]. They assume that the channels of the system is FIFO, the network is 
asynchronous, with finite time of message delay, and the network is strongly 
connected. In Chandy-Lamport's algorithm, a control message called marker 
is used to inform other processes and to flush the channels. The algorithm is 
initiated by a process and terminats when all local states and channel states 
are recorded. It does not include the collection of the recorded states by the 
initiator process, since it can be done by many simple algorithms after the 
recorded states are fixed. The following is the outline of Chandy-Lamport's 
snapshot algorithm. 
Marker-Sending Rule for Pi： 
P- records its local state and sends a marker to each of its neighboring 
processes before sending any message. 
Marker-Receiving Rule for Pj receiving a marker from a channel c: 
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If Pj has not recorded its local state then 
Pj records its local state by the Marker-Sending Rule and records 
the state of c as an empty sequence, 
else 
Pj records the state of c as the sequence of messages received from 
c after Pj recorded its local state before Pj received the marker. 
• 
The algorithm can be initiated by more than one process and terminates 
in finite time. It is also proved that the snapshot obtained by the algorithm is 
meaningful, i.e. the cut representing the snapshot is consistent. In the paper of 
Chandy and Lamport [4], they did not propose the concept of cut, but proved 
the meaningfulness of the snapshot in another approach. 
In the course of the algorithm, the global state of the system keeps chang-
ing. Let Ss and St be the global states at which the algorithm starts and 
terminates, where 0 < s < t. Let S* be the recorded global state of the snap-
shot. S* may not be identical to any global state Sk,s < k < t, but they 
showed that S* is reachable from Ss and St is reachable from S*. 
A computation is the sequence of events ordered by their real happening 
times. When the computation is at the point seq = {e。，..., Cs-i} with global 
state Ss, any sequence seq' with prefix seq is a possible computation, and 
a global state at seq' is said to be reachable from Ss. Assume seq be the 
computation in which Sg and St occurs. They proved that with the assumption 
of FIFO channels there exists another computation seq' which is a permutation 
of seq, such that Ss, S* and Sf occurs in seq', where Sg precedes S* and S* 
precedes St- Therefore, although the recorded global state of the snapshot 
did not occur in the actual computation, it is reachable from the global state 
before the snapshot and the global state after the snapshot is also reachable 
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from it. 
Note that the definition of the stable property y is that if y{S) is true for 
global state 5, it is true for all global state reachable from S. The snapshot 
algorithm can be used to detect the stable property y in the following way: 
y{S*) is false 4 y{Ss) is false, and 
y{S*) is true y(St) is true. 
It means that if y is true for the snapshot, it is true after the snapshot. If y 
is false for the snapshot, y is false until before the snapshot, but nothing is 
concluded about y after the snapshot. 
2.2.3 Lai-Yang and Mat tern 
The snapshot algorithm proposed by Lai and Yang [15] and that proposed 
by Mattern [26] are nearly the same. They both use a one-bit information 
piggyback to each message to indicate whether the sender process has recorded 
the local state. Their algorithms do not depend on the markers to ensure the 
correctness, hence both of them work in networks with non-FIFO channels. 
They have the same procedure of recording the local states. The only ways 
they differ are the collection of the channel states and the detection of the 
termination. We do not state them in details, but only present the common 
part using Mattern's version: 
Each process keeps a boolean variable which has two states "white" and 
"red". Each message is piggyback with this boolean variable. Initially all the 
processes are white. 
1. When a process is white, the messages it sends are white. 
2. When a process initiates a snapshot, it records its local state and turns 
to red. 
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3. When a process is red, the messages it sends are red. 
4. When a red message arrives to a white process, it records its local state 
and turns to red before receiving the message. 
• 
The color of the process indicates whether a local state is before or after 
the snapshot, thus the cut of the snapshot is just the boundary of the two 
colors in the computation. It is obvious that the cut is always consistent, since 
there does not exist a message sent by a red process and received by a white 
process. 
2.2.4 Sato 
Sato and other authors proposed a snapshot algorithm for distributed mobile 
systems [36]. It was a breakthrough that the snapshot algorithm was brought 
from the static network to the mobile network. In their paper, they propose 
a model of a mobile system and then present a snapshot algorithm on that 
network model. 
There are two sets of processes, mobile hosts (MHs) and mobile support 
stations (MSSs), and a set of channels composing a mobile system. MSSs are 
static and MHs are mobile. The channel between two MSSs is static, but the 
channel between an MSS and an MH is dynamic, since the movement of an 
MH may change its connection with the channel to the MSS. All channels are 
FIFO and reliable. An MH can connect to at most one MSS and there is no 
direct connection between two MHs. An MH is allowed to connect to no MSS, 
but it is assumed that an MH connects to an MSS within a finite time after it 
has disconnected from an MSS. 
A connection state is stored in each process as a part of its local state. 
Besides the internal event, send event and receive event, four new events 
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were invented for the connection change. The new events were clearly defined: 
internal, send, receive, disconnect, remove, accept and connect. How-
ever, here we only describe the key idea of their model, so we do not describe 
the functions of the new events in details. When an MH Ph moves and is going 
to disconnect from the current MSS P^, an event is called in Ph to initiate a 
disconnection handoff procedure. In a disconnection handoff procedure, some 
control messages are exchanged, so that the connection states of Ph and then 
Ps are changed to indicate that the channel between Ph and Pg is changed from 
"connected" to "disconnected". When Ph moves into the scope of another MSS 
Pt, Pt initiates a connection handoff procedure, in which the connection states 
of Pt and then Ph are changed for the channel between Pt and Ph. 
A snapshot consists of the local states of the processes, the channel states, 
and the in-transit control messages of the handoff procedures. The cut of the 
snapshot is required to be causally consistent and topologically consistent. A 
cut is causally consistent if and only if an event e in the cut implies that all 
events causally before e are also in the cut. Note that the causal order is 
defined for the local events, send-receive event pairs and the transitivity, as 
well as for the four new events. A cut is topologically consistent if and only 
if for each channel between an MH Ph and an MSS Ps, its connection state 
recorded in Ph is the same as in Ps. 
The proposed snapshot algorithm is similar to that of Chandy-Lamport, 
such that markers are used to notify the execution of a snapshot and to flush the 
channels. Since the channels are assumed to be FIFO, the causal consistency 
is achieved. Moreover, two assumptions are made to ensure the topological 
consistency: 
Assumption 1 
Before initiating a disconnection handoff procedure, an MH records its 
local state for the later occasional use. 
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Assumption 2 
No isolated MH initiates a snapshot algorithm. 
In the course of an MH P^ moving from an MSS Ps to another MSS Pt, we 
may divide the circumstance into three cases: 
1. Disconnection (P^ initiates the disconnection handoff procedure Hd) 
• If Ph takes a snapshot before Hd, by the FIFO property, Ps receives 
the marker before the control message of Hd, then both show that 
the channel is "connected". 
• By Assumption 2, Ph does not initiate a snapshot after Hd, since 
its connection state shows that no MSS is connected. 
• If Ps takes a snapshot before Hd and Ph receives the marker after 
Hd, by Assumption 1, Ph uses the previously recorded local state 
for the snapshot, then both show that the channel is "connected". 
• If Ps takes a snapshot after Hd, it does not send a marker to Ph, 
since its connection state shows that P^ is disconnected. 
2. Ph is isolated 
• By Assumption 2, Ph does not initiate a snapshot. 
• Any snapshot taken does not include Ph, since no connection state 
in any MSS shows a connection with Ph. 
3. Connection {Pt initiates the connection handoff procedure He) 
• If Pt takes a snapshot before He, it does not send a marker to Ph. 
• If Pt takes a snapshot after H^ by the FIFO property, Ph receives 
the control message of H�be fore the marker, then both show that 
the channel is "connected". 
• By Assumption 2, Ph does not initiate a snapshot before H � . 
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• If Ph takes a snapshot after He, Pt must take the snapshot after H � 
then both show that the channel is "connected". 
All cases show that in a snapshot the two connection states recorded for a chan-
nel always agree with each other, therefore the cut of the snapshot obtained 
by the algorithm is topologically consistent. 
Chapter 3 
Ad-hoc Network System 
In this chapter, the ad-hoc network system is introduced. The static network 
and the ad-hoc network are the two major network environments that we use in 
this thesis for illustrating different algorithms and problems. To adapt to the 
ad-hoc network, the event model and the problem requirement of the snapshot 
problem for the static network have to be modified. Hence, we propose two 
new events on and off to capture the changes of the network connections 
among the processes, and the happens simultaneously with relation to model a 
new causality relation induced from the two new events. The event model and 
the snapshot problem introduced in this chapter will be used in the discussions 
in the following chapters. 
An ad-hoc network system is a system of local area network or personal area 
network consisting of a collection of processes with wireless connections [30, 
33, 32, 12, 35]. A process is usually a computer device embedded with the 
local power supply and CPU. Sometimes the processes are mobile, so that the 
network topology may keep on changing in a communication session. As it 
is so called "ad-hoc", the network formation is temporary, for short lifetime 
communications. For example, home network is to develop a communication 
platform in a house for the computers, portable computer devices like laptops 
and personal digital assistants (PDA), and domestic appliances. Ad-hoc sensor 
network is another application attracted much attention [1, 23, 22]. Sensing 
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devices are attached to a self-controlled and mobile process, which is called a 
sensor, to collect the information of the environment. The sensors move and 
coordinate according to the environment, the landscape, and the programmed 
commands, etc. Their small sizes and fast speeds do a better work than the 
human beings in some circumstances which are dangerous or not easily reach-
able. Network on transport facilities, like planes, ships and vehicles, is also 
under keen research. 
3.1 Event Model 
An ad-hoc network system consists of a set of mobile processes. The processes 
communicate through asynchronous wireless channels and the network con-
nections are subject to change. In the event model, two new events, on and 
off, are added to represent the formation and the breakup of a connection. 
Each event changes the local state of the process and the connection state of 
a channel. The connection state of a channel is the capability of exchanging 
messages between the two processes connected by this channel. It has two 
possible values, on and off. In each process, there is a connection vector stat-
ing the connection state from the local process to each other process. The 
connection vector is an integer vector of dimension n, where n is the number 
of processes in the system. It is included in the local state of the process, so 
we keep the definition of event as a 5-tuple <P, 5, M, c>. 
The happens before relation can be defined in the same way on the dy-
namically changing network topology, however, it cannot model the causality 
relation between two on or two off events. For example, when two processes 
detect the formation of a symmetric link, an on event happens in each of the 
processes. The two on events happen logically at the same time. It introduces 
the concept of simultaneity, which means "at the same time", but not the 
concurrency relation among events as used in the literatures. You may think 
Chapter 3 Ad-hoc Network System 31 
of some intuitive properties of the simultaneity, for example: 
• An on event implies the existence of its corresponding on event. 
• The events happening before an on event pair happen before the events 
happening after the on event pair. 
• Given an on event pair (e“ e」），there does not exist an event e such that, 
e happens after e^  but happens before ej. 
To practice the simultaneity in a distributed system, we require the follow-
ing assumption: 
Assumption 1 A process is able to detect the formation and the breakup of 
a symmetric link. 
It can be implemented by a process using network protocols or implemented 
in the hardware level. Note that the events on and off are only concerned 
with the symmetric connections. In the event model, we do not deal with the 
asymmetric links. 
The simultaneity resembles a two-way happens before relation. In order to 
model the simultaneity, we introduce the happens simultaneously with relation, 
which is a symmetric relation. 
Definition 6 Happens Simultaneously With Relation 
(a) For any two processes Pi and Pj, if Pi and Pj establish a new connection, 
and Ci and Cj are the two corresponding on events, then e^  ^ e � { e j ^ 
ei). 
(b) For any two processes Pi and Pj, if an existing connection between Pi 
and Pj is broken, and e^  and ej are the two corresponding off events, 
then ei ^ ej {ej ^ e )^. 
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(c) For any three events e“ ej and e/^ , if e^  ^ Cj and ej — ek, then ei — ek. 
(d) For any three events e“ Cj and ek, if e^  ^ ej and e^； — e“ then e^ —> ej. 
Two events e^  and ej are concurrent if and only if e^  Cj and Cj 书 e^  
and ei 估 ej. The happens simultaneously with relations of the on event pairs 
and the off event pairs are represented by vertical arrows in a time diagram. 
Figure 3.1 shows an example of a computation. 
on send 
p — r ^ 
on send , receive V off 
t ^ f ~ • 
\ on / receive 
P3 % ‘ « I  
on receive send off 
Figure 3.1: Happens simultaneously with relation 
3.2 Snapshot Problem 
A snapshot of an ad-hoc network system is a global state of the system con-
sisting of the local states of the processes and the channel states. Like in the 
static network, snapshot in the ad-hoc network is useful in the detection of the 
stable properties of the system, such as termination and deadlock detection. In 
addition to the internal states of the processes and the status of the in-transit 
messages, a snapshot shows the network topology of the system. It plays an 
important role on making decisions, monitoring the activities of the members, 
and reforming the network topology for a more efficient routing [33, 35 • 
Using the ad-hoc sensor network as an example, each sensor moves in its 
own way to collect the environmental data [30, 1], such as the temperature, 
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wind speed, direction of the underground water-stream, poison ingredients in 
the air, etc. A snapshot is important to gather the individual data to con-
struct the full picture of the environment. One of the processes acting as a 
commander is responsible for taking the snapshot. It collects the environmen-
tal data as well as the statuses of the processes, so that it is able to give out 
the appropriate commands to direct the movements of all the processes. For 
example, sometimes the sensor team is to collect the distribution of the en-
vironment factors, and sometimes they may be looking for some phenomena. 
When the environment factors vary rapidly in a small region or when the tar-
get phenomenon is found, the commander can reform the team into a denser 
network to collect data in a higher sampling rate. In case some sensors are 
damaged or lost, a snapshot is also necessary in the adjustment of the network 
topology. Moreover, with the aid of the snapshot, the commander can guide 
the processes to keep connected, for example, by maintaining the number of 
connected processes above two for each process, to reduce the risk of losing 
sensors. 
As the on and off events and the happens simultaneously with relation are 
added to the event model, we have to revise the consistency requirement for 
the cut of a snapshot. We propose the topological consistency for the cut. It 
requires that for each channel in a snapshot, the connection states recorded 
for it should be the same. Here we redefine the cut consistency: 
Definition 7 A cut is consistent if and only if it is causally consistent and 
topologically consistent. 
Definition 8 A cut C is causally consistent iff 
Vei, ej, {ci — Cj A e] e C) Ci e C. 
Definition 9 A cut C is topologically consistent iff 
Ve” ej, Ci ^ Cj (e” Cj e C W e” ej • C). 
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In Definition 8, e^  and ej is a cause-effect event pair. If the effect event is 
inside C, the cause event must also be inside C. A counter-example is shown 
in Figure 3.2. In the figure, the cut C is causally inconsistent since the effect 
event e^  (es, 64) is inside C, but the cause event ei is outside C. The occurrence 
of the inconsistency can be identified by the crossing of the cut by the message 





Figure 3.2: An inconsistent cut (1) 
In Definition 9, event pairs having the happens simultaneously with relations 
are considered, such that the existences of the two events in an event pair are 
implied by each other. Figure 3.3 shows a counter-example. In the figure, the 
cut C is topologically inconsistent since 63 ^ 64 but 63 ^ C and 64 G C. The 
inconsistency can also be identified by the crossing of the cut by the vertical 
arrow. 
The snapshot problem for ad-hoc network systems cannot be solved by 
applying the snapshot algorithms for the static network and even for the mobile 
network. In Section 1.1, we showed that the snapshot algorithms proposed by 
Chandy-Lamport and Mattern fail to do so. Let us explain it briefly below. 
Chandy-Lamport‘s algorithm [4] depends on the FIFO property of the 
channels to ensure that a marker is received before the succeeding messages. 
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Figure 3.3: An inconsistent cut (2) 
In the ad-hoc network, the channels are dynamic, so that a marker may not 
be sent out when a channel is off but a succeeding message is sent to the chan-
nel when it is on again. It has already broken the FIFO property - even the 
wireless channel is FIFO during the period when it is on. Hence, its cut does 
not satisfy the causal consistency. 
For Lai-Yang's [15] and Mattern's [26] algorithms, the core parts are the 
same. They both piggyback a message by a one-bit state to indicate the exe-
cution of a snapshot. However, they cannot piggyback this bit to an on or an 
off event. Also, they cannot exchange this bit just before such events happen, 
since the connection changes are assumed to be unpredictable. Therefore, a 
white process cannot record its local state immediately before a "red" on or 
off event happens. Hence, the topological consistency is not guaranteed. 
In Sato's paper [36], the mobile system is a cellular network system, which 
is different from the ad-hoc network system. In their model, a mobile host 
connects to at most one static station, so that a handoff procedure and the 
FIFO property of the channels are sufficient to handle all the changes in the 
connection states of the processes and it ensures the topological consistency in 
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their model. However, in the ad-hoc network, a process may be connected to 
more than one process, the control message and the normal message cannot be 
kept in order during a handoff procedure. Moreover, the connection changes 
are unpredictable in the ad-hoc network, a process is not allowed to record the 
local state in advance before a disconnection for the later use. Therefore, the 
recorded connection states are not always consistent, and so the topological 
consistency is not always satisfied. 
Chapter 4 
Time Approximation in 
Distributed Systems 
In this chapter, the proposed time approximation will be illustrated in two 
main network environments, namely the static network and the ad-hoc net-
work. 
In a distributed system, it is impossible to implement a common clock. 
However, using the causality relations the ordering among the events can be 
defined. Lamport is the first one who addressed this problem and provided 
the logical clock for static network systems [16]. The logical clock is one of 
the clocks in our discussion. A clock ticks according to the causality rela-
tions among the events and define the ordering among the events. Since the 
event orderings defined by the clock are according to the logically true facts, 
they must match the real happening orders of the events, for example, in the 
following way: 
e, — ej RT[ei) < RT{ej), 
where RT[e) denotes the real happening time of an event e. However, using 
the clock, the events are only partially ordered. Two events having no ordering 
defined are said to be concurrent to each other. 
In Section 4.1, the preliminary definitions and the general concepts are 
given. In Section 4.2 and 4.3, we propose some new clocks and analyze some 
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famous and representative clocks in the static network and the ad-hoc network. 
Different snapshot problems are used to illustrate how we can solve problems 
by matching the clock condition of a clock with the problem condition of 
a problem. The clocks in the two environments are then ranked into two 
tables for summary. Finally, we try to solve the snapshot problem and the 




Recall that computation x of a system is the set of sequence of events in each 
process. Each event is a 5-tuple <P, 5, s', M, c>. E{x) is the set of all events 
in the computation x. Generally, a problem P is a function mapping the set 
of problem instances to the solution set {0 ,1} , i.e. yes or no. A yes solution 
means that there is a solution for the given problem instance, vice versa. For 
example, let P be the snapshot problem in the static network. The tuple <x> 
is an instance of the snapshot problem, where x is a computation. IP(:r) = 1 
if there exists a consistent cut in the computation x. Since there is usually 
more than one consistent cut in a computation and we want to find out an 
exact consistent cut as a solution, we redefine P as a verification problem of 
the snapshot problem. P takes <x, C> as the problem instance, where x is a 
computation and C is a cut, and provides a solution 1 if C is a consistent cut. 
Therefore, 
S{x) = {C I C) = 1,CC E{x)} 
is the set of solutions for a computation x. 
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4.1.2 Event Ordering 
A computation consists of n sequences of events, where n is the number of 
processes in the system. It contains the information about the types of the 
events, the relative order of the events in the same process, the corresponding 
receiver process of a send event and the corresponding sender process of a 
receive event, etc. We extract two pieces of information from a computation 
to simplify the problem instance. One is the set of event identifiers. Another 
one is the set of event orderings. 
We denote E{x) as the set of all event identifiers in a computation x. It 
overrides the original definition of E{x). 
E{x) = {cij I eij is the j-th event in Pi}. 
An event identifier specifies the local process of the event and the relative order 
of the event in its local process. Let E^{x) be the set of ordered event pairs. 
= {{ei,ej) I ei,ej G E{x),ei e J . 
Let C{x) be the set of all causality relations in x. For the static network, 
C �= { — ⑷ ， I I (x)} , 
—(x) = { (e“ ej) I ei -> e ,^ (e ,^ ej) G 
I 0 ) 二 {{ei.ej) I ei || G 
where e^  — ej and e^  || e � a r e defined by Definition 1. 
A causality condition is a proposition composed of elements in causality 
relations. The statements "e^  — e/, and "e^  — ej V e; — e^" are examples. A 
set of event orderings is a set of event pairs such that event pairs satisfy the 
same causality condition. For instance, C{x) is a set of sets of event orderings. 
A problem condition of a problem is a causality condition. P verifies a 
consistent cut C by checking whether C satisfies its problem condition 
Ve ,^ Cj G E{x), (ei -> ej A ej eC) e^ e C. 
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Given the set of all event identifiers and the set of all event orderings, it is 
sufficient and necessary for P to verify a consistent cut, i.e. 
VxVC C E{x),¥{x,C) = 1 洽 = 1. 
The solution set at x can be redefined as 
S{x) = {C I IP(研:r),CO)，CO = 1 , C C E{x)}. 
4.1.3 Clock 
On the other side, we aim to replace the causality relations by the clock values. 
A clock usually, but not necessarily, uses a logging mechanism to identify event 
orderings. Each process keeps and updates a local clock. Clock values are given 
by the clock and assigned to the events. The clock condition of a clock is a 
causality condition which describes all the properties relating the clock values 
to the event orderings. For example, the clock condition of Lamport's logical 
clock is 
VxVe^, Cj G E{x), Ci — Cj C{ei) < C{ej). 
According to the clock condition and the clock values, a clock identifies a set 
Y(x) of sets of event orderings for a computation x. Providing <E{x),Y{x), 
C > as the input problem instance to P, T(x) = {C | F{E{x),Y{x),C)= 
1 ， C E{x)} is the set of all consistent cuts identified by the clock. 
An elementary causality condition only consists of an event pair of a causal-
ity relation. Any causality condition is composed of the elementary causality 
conditions. By the definition of C(工）’ the sets of event orderings in C{x) con-
tain only elementary causality conditions. However, it is not necessarily the 
same case for Y ( t ) . Hence, it implies that S{x) is the largest set of possible 
solutions, and T(x) is a subset of §(x), although Y{x) may not be a subset of 
C{x). 
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To solve a problem, we are not required to find all the solutions, but we 
only have to give one non-trivial solution for each given computation. A trivial 
solution is a cut containing no event, such that the represented snapshot is 
composed of the initial states of all the processes. It means that if T(x) of a 
clock contains not only trivial solutions for all x, the clock identifying T(x) 
always solves the problem. 
4.1.4 Time Approximation Levels 
Given an environment, there can be an unlimited number of clocks identify-
ing different sets of event orderings. Some clocks can be ranked into levels 
according to the strength of the clock conditions. We call the levels time 
approximation levels, or TA levels. The TA levels provide the following prop-
erties: 
• If a problem can be solved in a level, it can also be solved in a higher 
level. 
• If a problem cannot be solved in a level, it cannot be solved in a lower 
level. 
It implies that if a problem cannot be solved under the best clock in a given 
environment, the problem cannot be solved by any algorithms in this envi-
ronment, otherwise, the simplest clock solving the problem gives the simplest 
techniques to construct an algorithm solving the problem. 
4.1.5 Offline Algorithm 
When a clock provides the sufficient event orderings of a problem, a solution 
of the problem can be given by an offline algorithm applying on that clock. An 
offline algorithm is executed locally in a process. It includes two steps. The 
first step is to collect the clock values of the events from other processes. The 
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second step is to compare the clock values to output a solution. Besides col-
lecting the clock values, the whole procedure does not involve communications 
with other processes for additional information. 
The significance of it for the proposed time approximation is to break a 
snapshot algorithm into two parts: the clock algorithm and the offline al-
gorithm. In this way we can construct the snapshot algorithm in a more 
fundamental way by choosing the most suitable clock for the problem. 
Applying the clock with the offline algorithm may not be the most efficient 
way to solve a specified problem, instead, a simpler algorithm can be obtained 
by combining the clock algorithm and the offline algorithm and then doing 
simplifications. The simplifications may include combining the collection pro-
cedure with the clock algorithm, reducing unnecessary components of the clock 
value, reducing the message overhead and computation overhead, collecting the 
clock values in a smaller region of the activity history of the system, etc. In 
the traditional procedure of constructing an algorithm, simplification is also a 
major part. However, now we do this based on the best clock, the succeeding 
simplifications become much easier and clearer. 
4.2 Time Approximation in Static Network Sys-
tems 
In this section, we illustrate how a clock is applied in a system to solve a 
problem, and how we choose a suitable clock to solve a problem in the best way. 
We consider snapshot problems in the static network systems only. Several 
snapshot problems are used in our discussion. Besides the traditional snapshot, 
we propose the stable snapshot and the latest snapshot for the illustration. 
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4.2.1 Stable Snapshot 
Before analyzing the traditional snapshot problem, we propose a more straight-
forward problem, the stable snapshot problem, and two clocks to illustrate the 
preliminary concepts of the time approximation. We will show how to express 
a problem in terms of event orderings (problem condition) and express a clock 
in terms of event orderings (clock condition). 
Problem 
The stable snapshot problem requires that all the channel states of the snap-
shot collected are empty. 
In a snapshot, the state of a channel connecting from Pi to Pj is defined 
as the sequence of messages sent by 只 and not yet received by Pj. In taking 
a snapshot, if a message is sent before the sender process recording the local 
state but it is received after the receiver process recording the local state, then 
it has to be recorded in the state of the channel. The network is asynchronous 
but not necessarily FIFO. Using the stable snapshot, a process can obtain 
a system state without any in-transit message, so when the process makes 
decisions or predictions according to the system state, it can eliminate the 
non-deterministic factors of message loss and unknown message delay of the 
in-transit messages. 
The happens before relation is not enough in defining the problem condition. 
We do not use it here to define the event orderings. Nevertheless, we need a 
causality relation message passing, denoted as —财： 
Definition 10 Message Passing Relation An event e^  is a send event sending a 
message, and an event ej is a receive event receiving this message iff e^  —财 ej. 
This causality relation is straightforward. It is irrefiexive, asymmetric and 
non-transitive. Two events are concurrent, e^  || ej, iff e^  力似 e�A e � g . . 
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A cut represents a snapshot. The cut of a stable snapshot is stable and 
consistent. 
Definition 11 A cut C is consistent iff 
Ve ,^ gj, (ci Q.八 Q . G C) e^  G C. 
Definition 12 A cut C is stable iff 
Ve^, Cj, {ci —M Q. A e^ G C) =>- Cj e C. 
Therefore, it is the problem condition of the stable snapshot problem: 
Ve ,^ Cj G E{x),ei —M ^ (e-, e^ - G C V e“ ej 车 C), 
where 工 is a computation. 
M P Clock 1 
MP Clock 1 is constructed to solve the problem. Here is the clock algorithm: 
Let C{e) be the clock value assigned to event e. C{e) is an integer vector of 
dimension two. 
1. When an internal event e happens in Pi, 
C(e) := null. 
2. When a send event e^ p happens in 只， 
C{eip) := {i,p). 
3. When a message is sent by e^ p, the message is attached with a timestamp 
P-
4. When a receive event e^ p in 只 receiving a message from Pj, 
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C{eip) •.= (j，g), 
where q is the timestamp attached in the message. • 
Figure 4.1 illustrates how MP Clock 1 is updated. 
(1,1) (1,2) 
^ ^ • 
\ (3,3) 
Fi • \ ^ •f  
(1,2) \ (1,1) / 
P3 • ^  
(2,3) (3,3) 
Figure 4.1: MP Clock 1 
MP Clock 1 only pairs up the send and the receive events, by giving the 
same clock value to a pair of events. In the clock value of an event pair, the 
first component is the id of the sender process, and the second component is 
the id of the send event in the local process. The clock values of different 
event pairs are distinct. The clock values are not propagated along the time 
line, so the clock condition of the clock is simple: 
C(e,) = C(e,) O (e, —m • g. —m 
To apply this clock in the system, every time when a send or a receive 
event happens in a process, the process assigns a clock value to it. Using this 
clock, a trivial offline algorithm can solve the problem. Given a computation 
X and a cut C C E{x), if Ve^  G C, C{e,) = null V G C, e,- e" C 7 ( e �= 
C{ej)), then C is a stable consistent cut. 
The set C(x) of causality relations is defined as {—似 (x ) , || (x)}. Given a 
computation cc, � is the set of all send-receive event pairs. Using the 
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computation shown in Figure 4.1 as an example, � 二 { (en , 624), (ei2, 622), 
(€23,632), (633,625)}. According to the clock condition, the clock values given 
by MP Clock 1 identify all the send-receive event pairs in a computation, 
therefore, in this case, Y[x) = C(x). Hence, = S(a:). The offline al-
gorithm makes use of the clock values to identify some of the send-receive 
event pairs and outputs one solution cut. You may see that the capability of a 
clock to solve a problem does not depend on whether we can think of a good 
offline algorithm, instead, it only depends on the clock algorithm, and can be 
determined by the clock condition. 
M P Clock 2 
To verify a stable consistent cut, the previous offline algorithm has to try to 
pair up events from all the events happening before the cut. The computation 
overhead grows with the event history of the system. We now try to improve 
the clock by reducing the computation overhead. 
MP Clock 2 tries to aggregate the clock values of MP Clock 1 to the latest 
events. It then transfers the computation overhead to the storage overhead. 
An improvement can remove some useless old records to save the storage space 
and it will be shown later on. Here is the clock algorithm: 
Let C(e) be the clock value assigned to event e. C(e) is a vector of dimension 
n, where n is the number of processes in the system. Each component of the 
vector is a set of integers and is initialized to an empty set. 
1. When any event e尔 happens in 只， 
C{eip) : = C{eip-i). 
2. When a send event e^ p happens in 只， 
C{eip)\i] ：二 C(eip)[{\ U {p}. 
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3. When a message is sent by e^ p, the message is attached with a timestamp 
P-
4. When a receive event e^ p in Pi receiving a message from Pj, 
C{EIP)[J] ：= C{EIP)[J] U {G} , 
where q is the timestamp attached in the message. 
• 
Figure 4.2 illustrates how MP Clock 2 is updated. The clock value of an 
event e^ p records all the message passings happening in Pi and preceding e切. 
For both cases of receiving and sending message, the event identifiers of the 
send events are stored. 
({!},{},{}) 
( ( {1,2} , { } , { } ) ({1,2},{},{}) ^^   
({}，{}’{}) V ( { 2 U 3 7 m ^ ({1，2},{3}，{3}) 
PI • % ^—— ^—— 
({2},{},{}) \ ( { 1 , 2 } , { 3 } ^ 
({}，{},{}) \ / 
尸 3 • \ — — ‘ 
({},{3}，{})({}’{3}，{3}) 
Figure 4.2: MP Clock 2 
The clock condition compares an arbitrary set of events {e允，j + i} with 
an event e^ p : 
Uj•卢 C f e g ) � ^  C{eip)[i]场 for all receive events in Pj, j + i, preceding 
Cjq and receiving messages from Pi, their 
corresponding send events in Pi precedes e如 
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C[eip)[i] C Uj.卢 C f e g ) �分 for all send events in 只 preceding e^ p, their 
corresponding receive events in Pj, j + i, 
precedes Cjq. 
We want to reduce the computation overhead of the offline algorithm solv-
ing the stable snapshot problem, by only examining the last event in a given 
cut C for each process. For convenience, the cut consistency can be expressed 
in terms of the events just before and after the cut, instead of all the events 
in the computation. The sets B and A are defined as the set of events just 
before and after the cut. They will be used throughout the thesis. 
Definition 13 Let C be a cut. bi is the last event in Pi before and a^  
is the first event in 只 after where Si is the local state of Pi comprising 
the snapshot represented by C. B and A denotes the sets {bi, i > 0} and 
{ai,i > 0}. 
Applying this clock, the following offline algorithm can solve the problem. 
Given a computation x and a cut C C E[x), ifV^^ G B,C{hi)[i] = Uj卢 C(〜.）W, 
then C is a stable consistent cut. 
The clock condition tells us whether all the send and receive events pre-
ceding the set of events being tested are paired up. Although given all the clock 
values, we can still identify all the send-receive event pairs, we only want to 
know whether they are paired up or not, but not what they are. Hence, in 
the offline algorithm, we only apply the clock condition for n times to check 
the equality of the set of send events preceding the cut and the union set of 
receive events preceding the cut. 
While a process Pi sends a message to Pj, at the same time it can tell Pj 
what messages it has received from Pj. Then starting from this send-receive 
event pair, Pi and Pj do not need to store the ids of those past event pairs in 
their clock values, since if this event pair is in a cut, those past event pairs 
must be in the cut too. It motivates the improvement of MP Clock 2: 
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Let C{e) be the clock value assigned to event e. C{e) is a vector of dimension 
n. Each component of the vector is a set of integers and is initialized to an 
empty set. 
1. When any event e^ p happens in 只， 
C{eip) ：二 C[eip-i). 
2. When a send event e尔 happens in Pi, 
C{eip)[i] := C{eip)[i] U {p}. 
3. When a message is sent by e^ p to Pj, the message is attached with a 
timestamp p and a set 5 = C(eip)[j], and 
C{eip)[j] : = { } • 
4. When a receive event e尔 in Pi receiving a message from Pj, 
C{eip)[j] := C{eip)lj] U {q}, 
C{eip)[i] := C{eip)[i] - 5, 
where q is the timestamp and S is the set attached in the message. 
• 
Figure 4.3 shows an example after the improvement. When two processes 
send messages to and fro continuously, they always only store the event ids of 
the recent message passings, keeping the sets and the sizes of their clock values 
small. 
However, we have given up some of the information, so the clock condition 
is weaker: 
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({!},{},{}) 
(({1,2},{},{}) ({1,2},{},{}) 
({},{},{}) \ ({2U37m^ ({1，2},{},{3}) 
PI • % FI^—— 卞 
({2},{},{}) \ ({1,2},{3}^ 
P3 ({},{‘，{}) \ / ^ 
({},{3}，{}) ({},{},{3}) 
Figure 4.3: Improved MP Clock 2 
C{eip)[i] = Uj./i for all send events in Pi preceding e尔，their 
corresponding receive events in Pj, j i, 
are all the receive events preceding Cjq and 
receiving messages from P .^ 
The offline algorithm is the same as the original one: Given a computation 
X and a cut C C E{x), if Wbi e B, C{bi)\i] = C{bj)\i], then C is a stable 
consistent cut. 
4.2.2 Snapshot 
In the traditional snapshot problem, we take C{x) as {— (x), || (x)} to express 
the problem condition. Several well-known clocks can solve the problem. We 
will show how the problem can be solved by these clocks which possess different 
clock conditions but all fulfill the problem condition of the snapshot problem: 
Vei, ej e E(x), (e^ ej 八 ej 6 C) e^ G C, 
where x is a computation. According to Definition 13, the cut consistency 
from Definition 5 is redefined: 
Lemma 1 A cut C is consistent if and only if a 6, Va G A and b e B. 
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Proof: Suppose a cut C is inconsistent. There exists two events ei • C 
and Sj e C, such that e^  —> ej. Generally, let e^  + di and Cj + bj. Then 
di e^ , Ci — ej, Cj —^  bj, so a^  — bj. If e^  = a^  or ej = bj, ai — hj still holds. 
Conversely, suppose there exists two events ai and bj, ai —> hj. Since cii • C 
and bj G C, where C is a cut, C is inconsistent. • 
The problem condition then becomes: 
Wa e A and b e B,a ^ b. 
Lamport's Clock 
The clock condition of Lamport's clock 
ei — ej C{ei) < C{ej), 
can be rewritten into 
C{ei) > C{ej) ^ ei ^ ej. 
As one of the solutions, given a computation x, an offline algorithm verifies 
any arbitrary cut C C E{x) until it finds a C such that C{a) > C{b)ya e A 
and b G B. C is then a consistent cut, since from the clock condition C{a) > 
C{h) a b^a e A and be B. 
What this offline algorithm finds out is not all possible solutions, but only 
a subset of them. However, this solution subset is always nonempty. It is 
because a cut C such that max{C{h)) < min{C{a)) always exists, since that 
given n integer sequences and an integer k, a pair of consecutive numbers can 
always be found in each sequence that bounds k. 
Mattern's Clock 
From Mattern's clock condition, 
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Gz — ej C{ei) < C(ej), 
we get 
C(e,) > C{ej) V C{ei)\\C{ej) 4 e�书 ej. 
Applying Mattern's clock, a similar offline algorithm can solve the problem 
by verifying that C{a) > C{b) V C{a) || C(6),Va G A and 6 G 
Binary Clock 
We revisit the snapshot algorithms proposed by Chandy-Lamport [4] and by 
Mattern [26], which solve the snapshot problem using markers and colored-
piggyback messages. Their algorithms can be treated as the same when sep-
arating them into the clock algorithm and the offline algorithm. The clock 
algorithm is just the same as the original snapshot algorithms, which assigns 
a clock value "before snapshot" or "after snapshot" to every event, so we call 
it Binary Clock. It has the clock condition 
ei — Cj 今 C{ei) < C{ej), 
therefore, 
C{ei) > C{ej) => Ci -r^ ej. 
The offline algorithm is simple. In each process, it looks for a local state be-
tween the two consecutive events having different clock values, then it ensures 
that C{a) > C(6)，Va e A and be B. 
4.2.3 Latest Snapshot 
When the clock condition of a clock cannot fulfill the problem condition, the 
clock fails to solve the problem. We propose another variation of the snapshot 
problem to illustrate this situation. The problem is called the latest snapshot 
problem. The previous three clocks will be examined again. 
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Given a set of events and their clock values, the latest snapshot problem 
is to find out the most updated snapshot, which is the consistent cut with the 
most updated local states. To make the problem simple, it requires that there 
must be at least one event after a recorded local state, so that the consistency 
of the cut can be guaranteed by a 6, Va G A and h E B. 
An offline algorithm solving the problem has to be able to verify all the 
consistent cuts. Mattern's clock provides this ability. From its clock condition, 
ei 卡 ej ^ C{ei) > C(e^) V C[ei) || C(e,), 
every possible consistent cut can be found by the offline algorithm and be 
compared to get the most updated one. 
However, the latest snapshot problem cannot be solved by using Lamport's 
clock, since it cannot recognize all the consistent cuts. As a counter-example, 
in Figure 4.4, Lamport's clock does not provide enough information to let any 
offline algorithm find the consistent cut C , however, C is a more updated 
consistent cut than C. 
C 
C 
p 1 2 / 3 
P2 •• 
1 , 4 1 5 
Figure 4.4: Lamport's clock cannot solve the latest snapshot problem 
For the Binary Clock, the only cut that can be found may be far away from 
the most updated consistent cut, so the clock values provided are not suitable 
to solve this problem. 
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4.2.4 Time Approximation Levels 
The clocks mentioned above can be ranked into different time approximation 
levels according to the strength of their clock conditions. 
The common clock is assigned to Level-1, the highest level. Since in this 
clock, the ordering of the clock values of any two events is always the ordering 
of their real happening times, it offers a total ordering to the events. However, 
RT{ei) < RT{ej) does not imply e^  ej, because the happens before relation 
is only consistent with causality, but does not characterize causality [37 . 
We then assign Mattern's clock to Level-2 and Lamport's clock to Level-3. 
From the two clock algorithms, their clock values are updated at the same 
moments, so what event orderings shown by Lamport's clock must be shown 
by Mattern's clock - but not in the reverse way. The traditional snapshot and 
the latest snapshot problem are just examples demonstrating the difference 
between their problem solving powers. 
Table 4.1 summarizes our discussions on clocks in the static network. The 
Binary Clock is not mentioned in the table, since it is under Mattern's clock, 
but does not have a subset relation with Lamport's clock. The blanks mean 
that no any causalities or real time orders are implied. 
4.3 Time Approximation in Ad-hoc Network 
Systems 
When the environment changes, the problem requirement also changes. The 
problem then becomes a new problem. Hence, in the ad-hoc network environ-
ment, we cannot solve problems using the clocks for the static network. In a 
new environment, the problem condition and the clock condition also change. 
As both of them are represented based on the event model, we first briefly 
review the event model of an ad-hoc network system. 
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In the event model, there are five types of events, including internal event, 
send, receive, on, and off. An event can alter the local state of the pro-
cess, the connection state of a channel and the channel state. Given a com-
putation, any two events have either the happens before relation, the hap-
pens simultaneously with relation, or the concurrent relation. Thus, C ( : r ) = 
{—(工)，H ⑷，II (x)} . In the snapshot problem, besides the causal consistency, 
we also require the topological consistency, in which a cut always records none 
or both of the events in an on or off event pair. 
In this section, we first show how the clocks solve the snapshot and the 
latest snapshot problem in this new environment. We transfer the clocks in 
the static network to adapt to the ad-hoc network. We also propose two clocks 
with simple clock algorithms. Among these clocks, only one solves the snapshot 
problem. Unfortunately, it is not feasible to implement this clock practically. 
However, these clocks demonstrate the difficulty in taking a snapshot in the 
ad-hoc network and narrow down the scope in which we are looking for a 
solution clock. Afterward, we propose a tailor-made clock to solve the snapshot 
problem. Detailed algorithm and proofs are included. Finally, we investigate 
the possibility of solving the strong snapshot problem, which have a higher 
requirement than the snapshot problem. 
4.3.1 Snapshot 
In the ad-hoc network, a cut is consistent if and only if it is causally and 
topologically consistent. By Definitions 7, 8 and 9, the problem condition 
involves the stated consistency requirements: 
Ve„ ej e E{x), ((e^ — ej 八 e] e C) e^ e C) A 
{ci H ej (ei, Cj e CV ei, Cj 车 C)). 
Similar to the previous section, the cut consistency can be redefined in 
terms of B and A, the sets of events just before and after the cut: 
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Lemma 2 A cut C is consistent if and only if a ^ 6 and a 讲 6, Va G A and 
beB. 
Proof: Suppose a cut C is inconsistent. There exists two events Ci ^ C 
and Cj G C, such that e^  — Cj or e^  ^ e .^ Generally, let e^  + cti and ej ^ bj. 
Since a^  —> e^  and ej — bj, di — bj. If either e^  二 a^  or Cj = bj, ai — bj still 
holds. If Ci = di and Cj = bj, then a^  — bj or a^  ^ bj. 
Conversely, suppose there exists two events a^  and bj, ai — bj or a^  ^ bj. 
Since Hi • C and bj E C, where C is a cut, C is inconsistent. • 
The problem condition then becomes: 
Va e A and b e B,a b and a ^ b. 
Lamport's and Mattern's Clocks 
When Lamport's clock is applied to the ad-hoc network system, it does not 
imply any causality. If Mattern's clock is used, it can only offer a weaker clock 
condition: 
C{ei) < C{ej) => Ci Cj. 
It is because when there is a connection change, the events in the two 
involved processes cannot reference their happening times by it, so some hap-
pens before relations induced by the connection change cannot be identified by 
the clock. For example, in Figure 4.5, Ch — e^, but Mattern's clock cannot 
capture this causality relation. As both Lamport's and Mattern's clocks can-
not identify all the happens before relations, they cannot guarantee the causal 
consistency of the cut and solve the snapshot problem. 
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eh ei 
PI ~ • f  
P2 i — • 
ej ek 
Figure 4.5: Induced happens before relations by a connection change 
Full-HSW Clock 
As the event model has been changed, a new clock is needed to include the 
connection changes as the reference points of the time. We construct the Full-
HSW Clock using Mattern's time vector to store the clock value. The name 
of this clock is the abbreviation of "Full-Happens-Simultaneouly-With Clock" • 
It catches both connection changes due to the on and the off events. It adds 
a rule to Mattern's clock algorithm to handle the connection changes: 
1. When an event happens in Pi, 
Ci[i\ := Ci[i\ + 1. 
2. When a message is sent by a send event e, the message is attached with 
a time vector C[e). 
3. When a receive event happens in 只， 
Ci sup{Ci,t), 
i.e. Ci[k] := max{Ci[k]^t[k])^yk^ 
where t is the time vector attached in the message. 
4. After an on or an off event happens in 只，where Pj is another process 
involved in the connection change, Q is sent from 只 to Pj. 
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On the other hand, a time vector is also sent from Pj to Pi. After Pi 
receives the time vector t from Pj, 
Ci \= sup{Ci,t). 
• 
The happens simultaneously with relation treats the connection changes as 
the reference points of the time, connecting the events in the two sides by 
the happens before relation. The Full-HSW Clock captures all the connection 
change event pairs and also the happens before event pairs induced by them. 
Figure 4.6 shows an example. It is practically not feasible to exchange 
the clock values after the off events, since the two processes are disconnected. 
This clock is invented for illustration only. It offers a powerful clock condition: 
Ci ej C{ei) < C[ej), 
Ci ^ Cj C{ei) = C{ej) ej. 
It implies that e^  || ej C{ei) || C{ej). 
(1,1,0) (2,1,0) (3,4,2) 
M \ 1 
,(1,2,2) V ,, (3,5,2) 
P2 ~ % • 
(1,1,0) (2,3,2) (3,4,2) \ 
尸 3 — — • * ^ 
(0,0,1) (1,2,2) (3,5,3) 
Figure 4.6: Full-HSW Clock 
Applying the Full-HSW Clock, an offline algorithm can solve the snapshot 
problem. Given a computation x and a cut C C E(x), if \/a e A and b e 
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B, C{a) > C{h) V C{a) || C(6), then C is consistent. It means that \/ae A and 
6 G 6 ^ a V a II 6. The solution set must be nonempty, since any vertical 
lines in the time diagram are solution cuts. 
Half-HSW Clock 
As it is not feasible to implement the Full-HSW Clock due to the disconnec-
tions, we try to construct the Half-HSW Clock. It is the same as the Full-HSW 
Clock, except that it only exchanges the clock values of the two involved pro-
cesses after new connections. It does not show the event orderings chained up 
by disconnections, so its clock condition becomes 
C{ei) < C{ej) 4 ei — ej, 
C{ei) = C{ej) A Ci ^ Cj e^ ^ ej. 
Figure 4.7 shows an example. Comparing it with Figure 4.6 showing the same 
computation, its clock values are not "up to date" for the off events and the 
events after them. 
(1,1,0) (3,1,0) 
on (2,1,0) off 
(1,2,2) \ 
on \ , (2,5,2) 
P2 ~ • # 
on (2,3,2) off \ 
(1,1,0) (2,4,2) \ 
尸3 • ^ 
(0,0,1) on (2,5,3) 
(1,2,2) 
Figure 4.7: Half-HSW Clock 
From the clock condition, C{a) || C{b) does not imply a || b. An offline 
algorithm cannot identify a consistent cut by ensuring that 6 —» a Va || 6, Va e 
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A and b e B. What it can only do is to find a consistent cut such that 
b 4 a,\/a e A and b e B, that is to verify that C{b) < C(a), Va G A and 
b E B. However, in most computations, such kind of consistent cut does 
not exist. As a result, due to the lack of enough information to identify the 
concurrent event pairs, the clock does not solve the snapshot problem. 
4.3.2 Latest Snapshot 
For the latest snapshot problem, the Full-HSW Clock allows an offline algo-
rithm to identify all the possible consistent cuts, since from its clock condition 
ei Cj A C i ^ Cj 洽 C(ei) > C[ej) V C(ei) || 
all the consistent cuts show that C{a) > C{b)VC{a) || C{h)ya G A and 6 G 
Hence, by comparing all the consistent cuts, the most updated consistent cut 
is found out to be the solution of the problem. 
On the other side, the Half-HSW Clock cannot solve the latest snapshot 
problem. The latest snapshot problem is a stronger problem than the snap-
shot problem. It fails to solve the snapshot problem since it cannot identify 
the concurrent event pairs, not to mention finding all the consistent cuts for 
comparisons. 
4.3.3 Time Approximation Levels 
As a summary, Table 4.2 shows how the clocks are ranked into different time 
approximation levels. The common clock offering a total event ordering is in 
Level-1. The Half-HSW Clock is weaker than the Full-HSW Clock as it does 
not handle the disconnections. Mattern's clock is in turn weaker than the 
Half-HSW Clock as it does not handle all the connection changes. Note that, 
e^  ^ ej does not imply the two events happening at the same real time, as the 
change in connectivity is recognized by a network protocol which uses more 
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4.3.4 Bi-vector Clock 
From the previous section, the Half-HSW Clock cannot solve the snapshot 
problem, and the Full-HSW Clock solves this problem but is an impractical 
clock. From Table 4.2, we aim to find a practical clock with its TA level under 
Level-2, and it should be the smallest clock that solves the problem, since we 
may construct a snapshot algorithm in the simplest way. The difficulty is to 
record the happens before relations of the events chained up by the connection 
changes. If a clock fails to do this, some event orderings will be missed. In 
order to record the connection changes, we can keep track of the connection 
states between two processes. However, it only records a part of those extra 
event orderings, in which the event pairs are in the processes participating in 
the connection changes. The other event pairs chained up by transitivity rules 
remain unidentified. So let us invent a new clock and weaken the problem 
requirement in order to match them together. 
Making use of the simultaneity, if two processes record the connection 
change of the channel between them and label each connection change by 
the same identifier, then a third party given the set of event identifiers and 
the labels can order the events having different connection change numbers. 
Practically, a process 只 can keep an integer vector Vi of dimension n, and 
initialize it into a zero vector. For each connection change with Pj, Vj • i, Pi 
increments Vi[j] by one. However, in this way, the information provided by 
it only represents the status of each pair of processes, but it does not induce 
transitivity relations. 
Therefore, we do it in another way by minimizing the problem requirement 
to match the clock condition. We try to make the causality paths in all the 
causality conditions involve two processes only. We propose a new causality 
relation e^  — e � d e n o t e s that e^  — e � a n d the causality path from e^  
to Cj involves two processes only. As an example, in Figure 4.8, e^  and 
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Cj g^ ^ but Ci 
ei 
PI """•~~^  
P2 ^ f  
ej 
P3 • •~~ 
ek 
Figure 4.8: Happens before involving two processes only 
Lemma 3 A cut C is consistent if and only if a ^^ b and a^b^aeA and 
beB. 
Proof: Suppose a cut C is inconsistent. By Lemma 2, 3a G A, 6 G such 
that a — b OT a H b. If a ^ 6, it is proved. If a ^ 6, then either a b which 
proves the lemma, or their causality path involves m processes, m > 2. In the 
latter case, there must be an event e^ in the process ft, such that a — (^) ek 
and ek 一 ( ^ ) b. If e^ G C, then a bk； If Ck ^  C, then a^ — b. In both 
cases, their causality path involves less than m processes. Hence, by induction, 
there must be the case a' —h' or a' h b', where a' and h' are in the path of 
causality of a — 6. 
Conversely, suppose there exists two events a; and bj, di bj or a^  bj. 
Since (Xi • C and bj G C, where C is a cut, C is inconsistent. • 
This important lemma reveals that a 6, Va, b is the same as a 6, Va, 6, 
but in this case, a clock does not need to identify the transitivity paths of 
causality to verify a consistent cut. The problem condition is modified as: 
Ma e A and b e B,a b and a 讲 b. 
Chapter 4 Tvnie Approximation in Distributed Systems 65 
After minimizing the problem requirement, the problem can be solved using 
the Bi-vector Clock. The clock value Q of the Bi-vector Clock consists of two 
vectors T] and V^ , where is Mattern's time vector for 只，and V^  is the 
connection vector storing the connection states of the channels from 只 to each 
of the other processes. Both and Vi are initialized to zero vectors, except 
that Vi[i] is initialized to one. Note that all the processes are assumed to be 
disconnected in the initial global state. The clock algorithm is simple: 
1. When an event happens in 只， 
Ti[i] := Ti[i] + 1. 
2. When a message is sent by a send event e, the message is attached with 
a time vector T(e). 
3. When a receive event happens in 只， 
Ti := sup{Ti,t), 
i.e. Ti[k] ：二 max{Ti[k]^t[k])yk, 
where t is the time vector attached in the message. 
4. When an on or an off event happens in Pi, where Pj is another process 
involved in the connection change, 
V,\j] ：二 • + 1. 
• 
Figure 4.9 shows an example. A clock value C[e) is represented by a matrix 
Tie) 
Vie). 
The clock condition concluded from the clock algorithm is a bit tricky: 
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"lOOl 「3 0 0-
1 loj 2 � [l2 0 
on U 1 Oj off 
\ " “ ~  
[0 2 Ol \ 「 1 
111 \ 250 
on \ , 2 11 
PI —I %——I • — — 
�on � 2 3 0 ] � o f f，\ 
0 10] III [2 4 0] \ 
.1 loj [2 "J \ 
P3 • V — 
'0 0 1 ]严 「2 5 3' 
00 1 002 O i l 
11J 
Figure 4.9: Bi-vector Clock 
V{ei)[j] < V{ej)\i] ^ e^ ej, 
V{e,)[j] = V{e,)[i] (T(e,) < T(e,) e, — e,) A 
(e, ^ < T{e,)). 
The idea of the offline algorithm is to look for a cut such that every two 
local states show the same connection state to each other so as to satisfy a 讲 6, 
then it checks the time vectors to satisfy a 书�h. Here is the offline algorithm: 
Given a computation 工，find a cut C C E{x) such that 
(Vz，J, 
{V{a,)[j] = V{bj)[i] A (T(a,) > T{bj) V T(a,) || T{b,))) V 
V{bj)[7] < V{a,)[j] 
• 
We briefly explain the offline algorithm. From the clock condition, 
1. tti ^ bj ^ ai ^ bj 八 bj ai 
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今 V{am > V{b,)\z] A T / 酬 > V{am 
vmj] < v{b,)[i] 
Hence, V{bi)[j] = V{bj)[i] 4 a ;拼 bj. 
2. I f l / ( a 湖 = 1 / 酬 ’ 
Oh —2 h, 4 T(a,) < T{hj), 
. . . T (A , ) > T{BJ ) V T ( A , ) || T ( 6 , ) � A, ^ ^ 6,. 
3. V{bj)[i] < V{ai)[j] bj ^ ai ai …2 bj. 
As a result, the cut found by the offline algorithm satisfies (a b A a 讲 
b,\/a e A and b G B), and is consistent. There always exist some solutions, 
for example again, any vertical line in the time diagram is a trivial solution. 
4.3.5 Strong Snapshot Problem 
In the snapshot problem, the cut consistency requires that a 书 b and a 讲 
bya e A and b e B. However, "not happens before,, in a 6 does not mean 
that a does not occur before b, but it only indicates that a does not have a 
causal effect on b. Hence, in a cut, there may be some a e A,b e B such that 
RT{a) < RT{b), but a is not recorded in the global state. A cut includng a 
would be a better solution, since the real happening times of the local states 
are closer to each other. 
The snapshot and even the latest snapshot may also omit these consistent 
cuts with less real time deviation. Hence, we introduce the strong snapshot 
problem which aims to find a cut C, such that Ve eC,e' ^ C, RT{e) < RT{e'). 
From Table 4.2, the common clock solves this problem easily. Moving down 
one level, the Full-HSW Clock can only solve this problem making use of the 
property C(e,) < C{ej) ^ e ^ e j RT{ei) < RT(ej). However, a cut with 
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b a’V(2 G A and b ^ B does not always exist, hence the Full-HSW Clock, as 
well as the clocks below it, does not always solve this problem. 
We aim to find a clock which can solve the problem but with the TA level 
lower than the common clock, so that we may implement it practically. From 
the problem condition 
RT{b) < RT(a),\/a E A and 6 G 
the cut C is a vertical line in the time diagram. Such a vertical cut is a real 
snapshot of the system state, but not only in terms of causality. In order to 
find a vertical cut, there must be no case of a || b causing ambiguity in the real 
time ordering. That means a total ordering of the events is needed. Therefore, 
the common clock is the most suitable tool to solve the problem, since clocks 
depending on causality have to block the underlying activities of the processes 
to construct such a vertical cut. 
Chapter 5 
Snapshot Algorithm for Ad-hoc 
Network Systems 
In this chapter, a snapshot algorithm for the ad-hoc network is proposed. It 
is constructed based on the Bi-vector Clock presented in the last chapter. We 
try to combine the clock algorithm of the Bi-vector Clock with the offline 
algorithm, including the collection procedure and the comparison procedure. 
We will present the snapshot algorithm, the proof of correctness and some 
ways of enhancement in the following sections. 
Usually, it is not an efficient way to execute the clock algorithm with the 
offline algorithm to take a snapshot, since there may be duplicated steps, such 
as message passing or computation, in the two algorithms. In our case, we 
cannot take a snapshot in the future since the connection changes are unpre-
dictable, so the processes have to record and store the clock values for the 
past events, not like the real-time algorithms by Chandy-Lamport and Mat-
tern. We combine the procedure of collecting the clock values for the snapshot 
with the procedure of updating the clock values by the clock algorithm, so we 
need extra storage spaces for the clock values, say an n x n matrix to store n 
connection vectors. However, now a process only needs to verify a consistent 
cut by looking for a property in its current clock value locally. It means this 
has already combined the comparison procedure with the clock algorithm too. 
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Moreover, since the time for collecting the clock values is saved now, a process 
can check for a consistent cut at any time. 
5.1 Algorithm 
In the algorithm, each process knows its own latest available consistent cut. 
Under the logging mechanism, each process keeps and updates a log for the 
network topology and a log for the time vector. When an event happens, the 
process updates the logs and checks if its latest consistent cut can be updated. 
Once a process needs a snapshot, it broadcasts its latest consistent cut and 
the other processes send back the corresponding local states to it. Since the 
local states are stored and ready for use, and the cut consistency has been 
ensured, those required local states can be returned to the initiating process 
by any simple routing algorithms. 
We will first present the notations to be used in the discussions. Then we 
will present the rules of the logging mechanism and show the properties of the 
logs and also the cut consistency. To facilitate the proofs for the properties of 
the logs, it is imagined that each event is assigned the two logs by the process. 
Finally, we will show how the algorithm is run in an ad-hoc network system. 
5.1.1 Notations 
• Process 
The processes are labelled by Pi,P2, where n is the number of 
processes in the system. The labels are unique and are used to identify 
the processes. 
• Event 
E is the set of events in all the processes. Events in a process are labelled 
in sequence, say, in 只，6^(1), e^(2), 6^(3),... 
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• Log 
Connection Vector 
Vi is an integer vector of dimension n. Vi[a] = The connection state 
of the channel between Pi and Pa known by Pi. Vi[i] is always 1. The 
connection state of a channel is incremented by the on and off events. It 
is an integer initialized to 0, assuming that the starting state of a channel 
is off. After the next on event, it becomes 1. After the next off event, 
it becomes 2, and so on. 
Topology Matrix 
Si is an integer matrix of dimension n x n. Si[a^ b] = The connection 
state of the channel between Pa and Ph at the time of completion of the 
event in Pa most recently known by Pi. is the a-th row vector of 
Si. Since = V^ , no explicit storage in 只 is needed for V^ . Note 
that Si[a],a ^ i is the connection vector of Pa just after the event in Pa 
most recently known by 只，so it may not be equal to the most updated 
connection vector of Pa. 
Time Vector 
Ti is an integer vector of dimension n. Ti[a\ = The event number of the 
most recent event of Pa known by 只.Ti[i] is always the event number 
of the latest event in 只. 
Logging upon each event 
Each process Pi keeps a topology matrix Si and a time vector Upon 
new events happening in 只，Si and Ti are updated. For the convenience 
of our discussions, we imagine that each event is assigned the logs by 
the process at the time of its completion. ei{j).S denotes the topology 
matrix of the j-th event in 只.ei { j ) .T denotes the time vector of the j-th 
event in Pi. 
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• Cut 
A cut C = (ci, C2,..., Cn) is an integer vector of dimension n, where 
Ci is an event number in P“ indicating the local state just after the 
event e如）.Therefore, the cut represented by C is the set of events 
{e找）I ki < Q,Vz}. 
5.1.2 Rules of Maintaining Si and Ti in Pi 
1. When an event happens in Pi, 
Ti[i] Ti[i] + 1. 
2. When a send event e happens in Pi, 
e.T and e.S are sent with the message. 
3. When an off event happens in 只，disconnecting from Pj, 
Si[iJ] := Si[iJ] + 1. 
4. When a receive event happens in 只，and T and S are the logs attached 
in the message. 
Ti : = sup{Ti,T), 
i.e. Ti[k] := max (Ti [/c], T[/c]), V/c. 
Si ：二 sup(^Si,S), 
i.e. Si[k^ I] := m8ix{Si[k^ I], S'f/c, /]), V/c, 1. 
5. When an on event e happens in 只，connecting with Pj, 
Si[iJ] ：二 Si[iJ] + 1. 
e.T and e.S are sent to Pj before other messages. 
On the other hand, the logs are also sent from Pj to Pi. 
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Upon receiving T and S from Pj, 
Ti := sup{Ti,T), 
Si := sup{Si, S). 
• 
Figure 5.1 shows an example of how the processes maintain and exchange 
the topology matrices and the time vectors. For each event e, e.S and e.T are 
shown in the form [e.S'l(e.T)"^ . 
"1 10 1 1 r -1 r "ir "i �120 5 
0 2 no 2 110 3 110 4 二 2 
i z I 110 2 110 2 110 2 = ^ 
Looo oj 000 0. .000 0. .000 0. LoOfP oJ 
Pi ~• • • \ [ 二 ] 「110 31 
\ 1 ^ 211 6 
\ -Oil 丄 on 2 
V on ,, L J 
Pi —• « ~ % 
「000 Ol 二 「110 3] 「off ^ \ 
010 1 ‘ 110 3 110 3 \ 
000 0 = I 000 0 211 5 \ 
L �L o o o 0 � Loii 2 � \ 
P3 • • — 
"000 0] 「 1 二 1 [110 3' 
000 0 (I丫 I 211 6 
Lool i j [ on 2J Loii 3J 
Figure 5.1: Topology matrices and time vectors 
5.1.3 The Properties 
Lemma 4 Si[a\ is the connection vector of Pa most recently known by Pi. 
Ti[a] is the event number in Pa most recently known by 只. 
Proof: From the rules of updating the topology matrix, say for Pi, when 
there is a connection change with Pj, Si[iJ] is incremented, but Pi can only 
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update the row vector Si [a], a + i, by the sup function after a receive or an 
on event. Conversely, Pj, j • i, only updates Sj [z] by sup. Therefore, when 
Pi receives a topology matrix S after a receive event or an on event, S[i] is 
always smaller or equal to Si[i], so Si[i] is unchanged by sup. 
Hence, at all the time, Si[i] is the connection vector of Pi. Moreover, 
Si [a], a + i�is always a connection vector of Pa at a previous moment of Pa. 
In other words, [a] is the connection vector of Pa most recently known by 
Pi 
By a similar argument, Ti[i] is unchanged by sup, and is always the latest 
event number in P .^ Ti[a],a ^ z, is then the event number in Pa most recently 
known by Pi. • 
Theorem 1 At any time instant in Pi, ^ [^a] is the connection vector of Pa at 
the time of completion of ea{Ti[a]). 
Proof: When an event e二send or e=on happens in Pa, e.S = Sa and 
e.T = Ta. e.S and e.T are sent together to another process, say Pi. Then in 
Pj, Si[a\ and Ti[a] are updated together, since by Lemma 4, Sa[a] and Ta[a 
are the connection vector of Pa and the latest event number in Pa. Likewise, 
when and Ti[a] are sent to other processes, the a-th components of the 
logs are either updated together or both not updated. Hence, in any process 
p., and Ti[a] are always the data both come from the event eJT^a])’ at 
the time of completion of the event. • 
Corollary 1 Vi, j, e,(i).T[z] = j. 
Proof: By Theorem 1, ei{Ta[i]).T[i] = Ta[i] for any a and i. Let j = Ta[i . 
测 二 > • 
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Theorem 2 Given two events e = ei(a) and f = Cj(6), 
1. If e.T < / .T , then e — f. 
2. If e.T - f.T, then e ^ / . 
Proof: 
1. If e.T < f.T, then e.T\i] < f.T\i]. By the rules of updating the time 
vector, the latter proposition is true only if there is a path of send-
receive event pairs and on event pairs from e to / . Hence, e — / . 
2. If e.T = f.T, then e.T\i] = f.T\i] and e.T[j] = f.T[j]. By the rules of 
updating the time vector, it is true only if e and f are two on events, 
such that they exchange their time vectors. Hence, e f. 
• 
You can see that the above two statements are not true in the reverse 
direction. It shows that not all happens before relations in the system are 
shown in the time vectors. The defect is due to the off event. When two 
processes disconnect, they cannot keep track of the causal dependency of the 
events by exchanging messages until they get connected again or the logs are 
passed through other processes. Similarly, not all happens simultaneously with 
relations in the system are shown in the topology matrices. 
Theorem 3 Given an event e in 只 . L e t e.T =(力i，亡2,…，力n). < 
e.T,V/c. 
Proof: Given a time vector e.T 二 (ti,t2,...，力n), for any k, among all the 
time vectors, ek{tk)-T is the first one in real time advancing the k-th compo-
nent of the time vector from tk-lto e.T[k] = tk = ek{tk)-T[k] reveals that 
ek{tk) — e or ek{tk) ^ e, and the vector ek{tk)-T is passed along the path of 
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causality relations from to e. Hence, ek{tk).T < e.T, VA:. • 
Theorem 4 A cut C = (c!, C2，...，cJ is topologically consistent iff ei{ci).S[i,j = 
Proof: Suppose a cut C = (ci, C 2 , c ^ ) is topologically inconsistent. By 
Definition 9, there exists two events e^  in Pi and ej in Pj, such that e^  ^ 
ej, Ci • C f\&j [ C. Therefore, ej{cj).S[j^ i] > ei{ci).S[i^ j] + 1. See Figure 5.2. 
Note that ej{cj) and Cj may be the same event. 
ei(ci) ei 
P i • B ~ • - ( I  
Pi • • 
ej ej(cj) 
Figure 5.2: Proof of Theorem 4 
Conversely, suppose a cut C = (ci, C 2 , c J is topologically consistent. By 
Definition 9, in C, every pair of processes Pi and Pj have the same value of con-
nection state for the channel between them, i.e. j] = ej(cj).S[j, i], Vz, 
• 
Theorem 5 If a cut C = (Ci,C2,..., c^) is topologically consistent, then C is 
causally consistent iff ei{ci).T[i] > ej(cj).T[z], Vi, j. 
Proof: Suppose a cut C is topologically consistent but causally inconsis-
tent. By Definition 9 and Lemma 3, there exists ai e A and bj G B, such 
that di bj (Please refer to Definition 13 for the definitions of A and B). 
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e\(ci) ai 
Pi • • • ^  
Pi  
k 
Figure 5.3: Proof of Theorem 5 (a) 
ei{ci).T[i] < ai.T[i] < bj.T[i]. In fact, bj and ej{cj) are the same event, hence, 
ei{ci).T[i] < ej{cj).T[i]. See Figure 5.3. 
Conversely, suppose j , ei{ci).T[i] < ej{cj).T[i]. Let k = ej{cj).T[i]. By 
Theorem 3, ei{k).T < e八Cj�.T, and by Theorem 2, ei{k) e八Cj) V ei{k) ^ 
ej{cj). Since given that Q = ei{ci).T[i] < k, ei{k) ^ C. However, ej{cj) G C, 
C is causally inconsistent. See Figure 5.4. 
ei(ci) e\(k) ei(ci) ei(k) 
Pi • ~ a • • Pi • • • — ‘ • 
\ OR 
Pj • • m Pi • — 
ej(Q) ei(Q) 
Figure 5.4: Proof of Theorem 5 (b) 
• 
Theorem 6 At any time in 只，if Si is symmetric, then Ti is a consistent cut. 
Si is symmetric iff Si[a, b] = Si[b^ a], Va, b. 
Proof: At any time in 只，by Theorem 1, V/c, Si[k] is the connection vector 
of Pk at the time of completion of ek{Ti[k]). Thus, S^ J/c] = ek(Ti[k]).S[k],\/k. 
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If Si is symmetric, 
Si[k^ I] = Si[l, A:], V/c, I 
ek{Ti[k]).S[k,l] =ei{T,[l]).S[l,k]ykJ 
From Theorem 4, Ti is a topologically consistent cut. By Theorem 3, 
ek{T,[k]).T <Tiyk 
^ ek{Ti[k]).T[l] < T^[l]ykJ 
^ ek{Ti[k]).T[l] < ei{Ti[l]).T[l]yk,l 
Therefore, by Theorem 5，Ti is causally consistent. In all, at any time in 
Pi, if Si is symmetric, Ti is topologically consistent and causally consistent, 
i.e. Ti is a consistent cut. • 
5.1.4 Algorithm 
Here are the details of the algorithm: 
1. Each process Pi maintains a topology matrix Si and a time vector Ti. It 
updates Si and Ti upon each event happening in it. 
2. Each process keeps a Latest Consistent Cut (LCC), which is an integer 
vector of dimension n and initialized to a zero vector. 
3. Each process stores the local state and the channel states after each event 
happening in it. 
4. Each process updates its own LCC. Every time a process Pi finds that 
Si is symmetric, it replaces its LCC by 
5. When a process 只 wants a snapshot, it broadcasts its LCC Li and waits 
for replies. 
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6. When a process Pj receives Li, it returns to Pi the local state and the 
channel states recorded after the event Cj {Li [j]). 
7. When Pi collects all the local states and the channel states, a snapshot 
is got. 
8. From Theorem 6，the snapshot collected by 只 is consistent. 
9. A channel state from Pk to Pi is defined as the sequence of in-transit mes-
sages from Pk to Pi, i.e. the messages sent by Pk from inside of the cut 
and received by Pi outside the cut. When Pi receives L“ it has to provide 
Pi all the channel states of the channels from Pk to Pi^ Mk ^ I. For exam-
ple, Pi can do it by storing eA;(send).T[A:] and e^(receive).T[/] with every 
message it receives. When Pi receives L“ it can construct the channel 
state from Pk to Pi by gathering the messages with efc(send).T[A:] < Li[k 
and e；(receive).T[/] > Li[l^ . 
10. As the system is not necessarily FIFO, Pi does not know whether it has 
received all the messages with ek{send).T[k] < Li[k] from Pk, so 只 can-
not determine the completeness of the channel states. This termination 
problem can be solved by modifying the deficiency counting approach 
described by Mattern [26]. In this approach, each process counts after 
each event the number of messages it sent and the number of messages 
it received. When a process Pa receives L“ it returns to Pi the difference 
of the two numbers after the event ea{Li[a]) together with the recorded 
states. After Pi has collected all the figures, it can find out the total 
number of in-transit messages and waits until all the in-transit messages 
are collected. 
The snapshot algorithm comes from the Bi-vector Clock, but having two 
major modifications. First, it keeps track of a topology matrix for each process 
instead of a connection vector. Second, it exchanges the clock values after on 
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event pairs. The snapshot algorithm combines the collection procedure of the 
offline algorithm into the clock values, so it uses a matrix of dimension n x n 
to store the n connection vectors of all the processes. However, it makes use of 
a property of the time vector to verify a consistent cut, so it only requires the 
local time vector, but does not need to store all n time vectors. On the other 
hand, the snapshot algorithm is not able to collect the connection vectors at 
all the time instants, but it can only collect the data according to the paths 
of the causality relations. Hence, requiring the exchange of the clock values 
after every on event pair, it increases the opportunities of passing information 
and keeps the topology matrices more up to date. Nevertheless, for an off 
event pair, the two involved processes cannot exchange the clock values after 
the disconnection, unless they are passed along a causality path through other 
processes. Therefore, the solutions provided by the algorithm must be less 
than that provided by the Bi-vector Clock. 
We proved the correctness of the snapshot algorithm building up from the 
logging mechanism. The proof is independent of the Bi-vector Clock, however, 
it incidentally matches the offline algorithm used for the Bi-vector Clock, of 
which the correctness is ensured by the clock condition of the Bi-vector Clock. 
Let us review the offline algorithm: 
1 Given a computation x, find a cut C C E{x) such that 
2 A 
3 
4 iy{am = A (T(a,) > T(6,) V T(a,) || T(6,))) V 
5 V{hj)[i] < V{ai)\j] 
6 ). 
Suppose that by the snapshot algorithm, Sa in Pa is symmetric, Ta is then 
a consistent cut. Line 2 matches the symmetric requirement for Sa- For Lines 
4 and 5, no matter an event after the cut is an on/off event or other event, 
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i.e. V{bj)[i] < y{ai)[j] or V{ai)[j] = V{bj)[i], the snapshot algorithm ensures 
that no message is sent from outside the cut and received inside the cut, thus 
no case of T(a,) < T(b]), i.e. T(a,) > T{bj) V T(a^) || T{bj). Figure 5.5 
shows an example of applying the snapshot algorithm. At the time the second 
event just happened in P3, Ss is symmetric, T3 is then taken as a consistent 
cut C = (3,4,2). Note that, for the three events corresponding to the cut, 
the connection vectors have just been collected by S2, to check for the sym-
metric requirement, and the time vectors T(ai) and T(a2) are greater than or 
concurrent with T3. 
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Figure 5.5: Example of the snapshot algorithm 
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5.2 Enhancements 
5.2.1 Reduction of Stored States and Exchanged Logs 
In the snapshot algorithm, each process has to store the local state and the 
channel states after each event. The size of the recorded states can be reduced 
by storing the changes. For example, the full versions of the local states are 
stored occasionally, and between two full versions, all the events and messages 
are stored instead. A further reduction in the storage size can be achieved by 
the LCC Synchronization presented later. 
For the log exchanges between processes, practically, when n is large, the 
difference between two adjacent logs becomes small. In some situations the 
changes of the logs can be sent, instead of the entire logs. The size reduction 
for the topology matrix is more significant than that for the time vectors, 
since connection changes happen less frequently than message passings in usual 
situations. Consider the case for two communicating processes, if there is no 
connection changes or the processes do not receive other updated topology 
matrices, then their topology matrices are not changed, and nothing has to be 
sent for updating the topology matrices of each other. 
5.2.2 LCC Synchronization 
Every process stores and updates its own LCC. A process does not know the 
LCCs of other processes. If two processes are separated far away in the network 
topology, they may only hold an old event number of each other in their LCCs. 
Then in a snapshot, there may be a great difference in real time between the 
recorded local states. Hence, a synchronization is necessary. 
Broadcasting a dummy message from one process is one of the simplest 
ways to synchronize the LCCs. However, the sender and the processes close 
to the sender may not get too many benefits from it. The proposed LCC 
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Synchronization consists of three stages of message broadcasts. For example, 
when Pi starts an LCC Synchronization, it broadcasts a dummy message to all 
other processes, then each of those processes returns another dummy message 
to Pi. After assembling the updated topology matrices and time vectors from 
the processes, Pi broadcasts its newest LCC Li. 
By the third stage of broadcasts, Pi can synchronize all LCCs in the network 
in some extent. As a co-product, each process Pk receiving Li can remove the 
old records of local states and channel states happening before ek{Li[k])^ since 
all the LCCs in the system will not be smaller than Li, and therefore the size 
of the states stored in the processes can be reduced. Note that the broadcast 
of Li is for the processes to remove the unused stored states, but not for them 
to replace their own LCCs. Their time vectors are somehow synchronized 
because of receiving the second message from 只，but the updates of their LCCs 
still depend on whether their topology matrices are symmetric. The topology 
matrices of the processes are also updated after an LCC Synchronization. 
Moreover, if the connection states of the whole network do not change dur-




A new concept called time approximation is introduced. Event ordering is 
used to summarize the capability of different clocks and different problem 
requirements into the clock conditions and the problem conditions. Solutions 
to the problems are then sought by matching the two parties. 
Time approximation gives the existing clocks an intuitive explanation which 
links it to our daily use of the time. It also provides us a clear and systematic 
way to analyze and compare different clocks and different problems. Applying 
this concept in the thesis, suitable clocks are found to solve different snapshot 
problems. When the problems cannot be solved by the existing clocks, new 
clocks are created and tailor-made instead to solve the problems. Because 
the capabilities of different clocks are expressed in the same platform, the 
clocks can be ranked into different time approximation levels. Using the time 
approximation levels, we can either know that a problem has no solution in 
the given environment or it can be solved under which simplest possible clock. 
Since we discuss clocks and problems in the ad-hoc network environment, 
we modify the event model for the static network and propose one for the 
ad-hoc network. We create two new events on and off and the happens simul-
taneously with relation for the event model. Using this new event model, we 
define the cut consistency for the snapshot problem, such that it satisfies the 
causal dependency and the topological consistency. 
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We illustrate the time approximation by discussing and solving the stable 
snapshot, the snapshot and the latest snapshot problem in the static network, 
as well as the snapshot, the latest snapshot and the strong snapshot problem 
in the ad-hoc network. Especially, we propose a clock, Bi-vector Clock, to 
solve the snapshot problem for the ad-hoc network systems, which cannot be 
solved by the existing snapshot algorithms. 
Finally, based on the proposed Bi-vector Clock, we construct a snapshot 
algorithm to solve the snapshot problem for the ad-hoc network systems. The 
algorithm adapts to the dynamic network topology and the unpredictable dis-
connections, providing each process its own most recently known consistent 
cut. Each process only needs to maintain a topology matrix, a time vector, 
and a latest consistent cut, then it always knows an updated consistent cut 
without disturbing the underlying activities of the system. 
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