Abstract-We study the temporal connectivity structure of single-channel 1nternet.hased chat participation streams. Somewhat similar to hibliometric analysis, and complementary to topic-analysis, we base our study solely on context information provided by the temporal order of participants' contributions. Experimental results obtained by employing both networkanalysis indicators and an aggregate Markov modelling approach indicate the existence of distinguishable communities in the about one day worth real-world chat dynamics analysed.
I. INTRODUCTION
With the increase of Internet-based on-line communication, such as Internet chat, the need for organising and structuring such processes bas arisen. Previous work [IO] , [12] , [ I I] has looked exclusively at analysing the text streams produced, in order to reveal the evolution of topics that underlie such discussion streams and possibly to provide a topographically organised visual summary of this process 1121.
Here we address a different issue. Making abstraction from the actual text content of the contributions, we analyse the temporal connectivity structure produced in a single-channel Internet relay chat room and seek to investigate whether we can identify sub-communities or groupings amongst the participants. In a somewhat similar manner to web-based connectivity analysis studies, in this paper we base our analysis solely on context information that is provided by the order of activity of the participants.
Besides research purposes regarding the statistical analysis of web-based communication activity, finding connections between users may also be useful for practical purposes, such as splitting and organising participants in separate channels or providing personalised views or interfaces may be desirable with large numbers of participants with heterogeneous interests. Although Internet chat data is considered here, similar technologies could potentially be exploited in any computersupported cooperative work, e.g. as a flexible educational resource. The possibility that computer-based conversational streams are automatically recorded and can further be analysed with the aid of various machine learning tools may provide valuable ways of further development of computer-based technology. II presents details about the data and problem setting. In Section 111, the distribution of the participation frequencies in analysed. Section IV provides a simple network-analysis of the transition connectivity graph. A probabilistic clustering approach and results of community identification are presented in Section V and finally we conclude our study in the last section.
CHAT RECORDINGS A N D TRANSITION CONNECTIVITY
Internet based chat lines produce. a temporal sequence of
records of the form generated by chat participants, including the chat moderator. As mentioned, previous work has aimed at uncovering topics from the stream of text only, making abstraction from the user identity. Here in turn we make abstraction from the actual text content of the contributors and explore the context offered by temporal connectivity only. Temporal connectivity to some extent may also correspond to topical connectivity, as if participant i follows participant j then with high probability there is a topical connection between their contributed text, however, this doesn't imply a trivial correspondence between behaviour-based clusters and topical clusters. Thus, the data that will be analysed here is a temporal sequence of symbols, where each symbol corresponds to a unique userID. A graph may easily be constructed based on the temporal order of these symbols. Nodes of the graph would correspond to userIDs whereas directed edges would indicate the strength of connections based on the frequency of a users following each other. Then, densely connected subgraphs would correspond to user communities. Although this scenario is a simplified one, as in reality a contribution may in fact come as a reply to an earlier contribution, we will adopt this firstorder abstraction here, leaving more sophisticated possibilities for further research. From the results presented in the next sections, this setting seems adequate for a first study. contributions from S=844 different chat participants. Figure 1 shows the matrix of first order transition counts in our data. Participants are listed in alphabetical order on both rows and columns and each entry (i,j) represents the number of times urseID=i has followed userID=j. It is a quite sparse connectivity matrix, having only 14,030 non-zero transition entries.
The left plot of Figure 2 shows the participation frequencies for each user, ranked in descending order of magnitude, on a log-log scale. Before proceeding at analysing the transition structure, a brief analysis of the distribution of participation frequency counts is provided in the next section. Figure 2 reveals an approximately linear relationship between logP(Rank) and log Rank. That is, the ranks approximately follow a power-low distribution.
ANALYSIS OF PARTICIPATION FREQUENCIES
where T = 1 : 5' are the possible values of the Rank variable, S is the number of chat participants and y is the single parameter of this distribution. By making the standard iid. assumption, we can easily determine a Maximum Likelihood (ML) estimate of y by plotting the log likelihood of the data under an iid. power-pow model against y and reading its maximum argument from the plot. This is
(3)
where nr are the participation frequency counts of the user ranked T . The power-model likelihood (4) is shown on the right plot of Figure 2 and we find that it is maximised at 7 " ' ' zz 0.75. The power law distribution corresponding to this value is then superimposed on the left plot of the same figure. 
Iv. NETWORK-ANALYSIS OF THE FlRST ORDER TEMPORAL

CONNECTIVITY
Following up from the last section, an inspection from network analysis perspective will provide us useful insights regarding the inherent structure of the connectivity-data that we wish to analyse. In this section, we employ simple numerical descriptors developed in network-analysis studies That is, it exhibits a high local clustering coefficient compared to a random network and low average path length compared to a regular lattice -almost as low as a random network.
These two coefficients are defined as follows:
If a vertex U has k, outgoing and incoming neighbors, then at most k,*(k,-1) directed edges can exist between those. Let C, denote the existing fraction of edges out of these allowable edges. Then the local clustering coefficient C is defined as the average of C, over all U. The average path length L is defined as the number of edges in the shortest path between two vertices, averaged over all pairs of vertices.
The values that we computed for the chat connectivity graph in relation with those found for a comparable regular lattice and a comparable random graph are shown in Table I . L for our graph has been computed using Dijkstra's algorithm and the full histogram of the values obtained in this computation are , . .*.
approaches because it is easily extendable in our further work (eg. to clustering states of higher order temporal models).
Let us denote by X = x 1 :~ a sequence of symbols of length T which for convenience will be modelled as a homogeneous first-order Markov chain. That is, for all t E 11, Y}, P(xtlzt-~,zt-z, ..., ZI) = P(xtlzt-l) and this is independent of time. Although this is clearly an idealised assumption, it has often been found most useful by its simplicity.
The aggregate Markov transition probability model [5] that we employ here is then the following:
~.
E .
1::a (an empirically determined value). For a random graph, L % Lrandom -ln(S)/ln(E) and C z= Crandom -E/N << 1.
We use S and E derived from our data, that is S = 844 and E % 24.81 in these computations to obtain values for these two extreme topologies for comparison.
It is clear from the table that
>> Crondom and Lchat << L,,,,I,, and both C and L for our data fall between the corresponding C and L values of the two reference topologies. Thus, we can conclude that the chat connectivity network exhibits the small-world property: highly clustered like a regular graph, yet with small characteristic path length.
like a random graph.
Although the clustering coefficient in this analysis is a local property only, the locally clustered topology corroborated with short average path lengths suggest that there may be densely intra-connected but weakly inter-connected subgraphs in this network. In other words, we may find groupings like communities amongst the nodes in spite that this is hardly visible from Figure 1 . This hypothesis will be investigated in the next section.
v. FINDING COMMUNITIES
In this section we employ a probabilistic model for clustering the states of our first order Markov transition matrix. This model has been formulated and utilised previously for both language modelling -as a class-based bigram model [6], [SI -known as aggregate Markov model and for bibliometric analysis [3], as a probabilistic version of the HITS algorithm, known under the name of probabilistic HITS (PHITS). In this model, clustering of states is achieved by estimating a first order discrete Markov probability transition matrix in a compressed form, invloving a 'bottleneck' latent variable. The latent variable may further be used for explanatory purposes, such as inferring groupings amongst states or amongst transitions. We prefer this approach to graph-based clustering k=l where k = 1 : K is the discrete domain of possible values of a hidden explanatory variable of the model. We can write the log likelihood of the whole sequence as follows.
where S denotes a finite alphabet size for now (the number of participants) and nij is the number of times symbol (user) i has followed symbol j . We can see that maximising the log likelihood is equivalent to minimising the cross entropy, or, up to a constant, the Kullback-Leibler distance between the data and the model. A ML estimate of the parameters of this model ( P ( i l k )
and P(klj), i , j = 1 : S) can be obtained by maximising (6) under the constraints that the parameter values must be probability values: E:=, P(ilk) = 1 and Cf='=, P ( k l j ) = 1.
To enforce these constraints, we construct the Lagrangian, by adding terms with Lagrange multipliers to L. This is then maximised by computing the partial derivatives with respect to the two parameters of the model, P(ilk) and P ( k l j ) and equating them to zero. These equations can be solved by fixed point iterations, as in [I31 leading to the following alternating iterative algorithm:
The proportional notation is adopted here for the ease of exposition, both quantities need to be normalised after the update and the normalisation factor comes as the effect of the Lagrange multipliers. Each fixed point iteration is guaranteed not to decrease the log likelihood and convergence to a local optimum can be achieved by alternating these two parameter updates, using the last parameter value obtained. is the Expectation-Maximisation (EM). This is the following.
For obtaining an E M solution, an auxiliary function is first created for (6) in the standard way, by employing Jensen's inequality, which lower bounds the log-of-sums by a sum of logs as follows:
for any Q i j ( k ) 2 O , C k Q , j ( k ) = 1. Now solving the stationary equations with respect to all parameters Q , ( k ) , P(ilk) and P ( k l j ) and taking into account all constraints, we arrive at the EM algorithm given in [51, [31, [71.
E step:
M step:
P(klj) a x n i i P ( k l i , j )
i i
Because Q o ( k ) is the exact posterior P ( k / i , j ) ,
than the lower bound is a so called an auxiliary function. That is, the bound can be made arbitrarily tight in each E step, so maximising the auxiliary function will always increase the data likelihood (6) and the maximum of the auxiliary function corresponds to a maximum of the data likelihood. Again, we have an alternating iterative solution, where any of the iterations can be shown not to decrease the likelihood. The E-step utilises the parameter values previously computed in the last iteration's M-step and the M-step uses the posterior previously computed in the Estep. We can also observe a simple relation between the gradientbased fixed point (S)-(9) and the EM (12)-(14) solutions: By replacing the expressions for computing the posteriors from the E-step into the M-step of the EM procedure (note that now we need to take denominators of the posteriors also into account as these are not the same for all k or i), we recover (8)-(9). In other words, algorithmically, the only difference between the gradient-based fixed point and the EM solutions is that unless recomputing the posteriors after both parameter updates, the EM will use the old value of P(ilk) when updating P(klj) -i.e. the one computed in the previous iteration rather than the newly updated value obtained in the current iteration. The gradient-based fixed point method in turn always uses the most recent parameter value. This small difference may also be a source of slower convergence of the EM, compared to the gradient-based alternating fixed point algorithm and we shall see that indeed this is the case in the next subsection. It is also worth noticing that both algorithms scale linearly with the number of observed non-zero transitions, as sparsity of the data can be usefully taken into account in the implementation.
A. Results
Applying the aggregate Markov analysis to our data, we seek to rearrange the symbols (userIDs) such as to reveal connected subgraphs of the overall transition graph. To determine class memberships, we could either threshold the parameters is in turn concerned with the next symbol only, the one that follows a given history. So it is more logical to invert this and ask for the posterior probability P(k1i). Thus, the cluster memberships will be computed as the following:
where we can compute P(k) a E,"=, P(klj). Then we define the label of symbol (user) i as mazkP(kli) to obtain a hard partitioning for clustering. Figure 4 shows the transition count matrix with the symbols reordered in accordance with the labels produced in the manner just described, on a run with K = 6. Clearly, the clustered structure is most apparent. Note that in general, the aggregate Markov representation allows users to belong to more than one group if this increases the overall likelihood. Likewise, disjoint classes will only be formed if this improves Apart from cluster membership values, probabilistic quantities indicating analogous notions to hubs and authorities can also be computed from the model, similarly to [3] . Not surprisingly, the most authoritative user across all groups has turned out to be the chat moderator (userID='cic-cnn').
We also show the split-up of the whole time-course of the chat session on Figure 6 , based on the cluster assignments obtained. There appears to be a spread of intensely active and less active time periods for all communities.
Finally, the plot on Figure 7 comparatively shows the convergence of both the gradient fixed point and the EM estimation algorithms over successive iterations, starting from several randomly (uniformly) initialised parameter values. The EM tends to be slightly slower in convergence than the fixed point gradient method. As we have discussed in the previous section, the gradient update equations always utilise the latest updated parameters values whereas both M-step updates of EM for this model use the posterior that has received parameter values from the last M-step only. This causes a slight delay in the speed of convergence.
B. Finding the optimal number of communities
Finally, the issue of model selection should now be addressed. That is, selecting the optimal number of clusters. It should he noted that in spite of the wide popularity of the Aggregate Markov and related models [31, [51, [91. [41, [71 in a number of areas, to our knowledge -except the work has been set a priori in a rather arbitrary manner. Indeed, the best number of clusters may depend on the application, and a model selection that reflects the objective of the modelling process should be adopted. Unlike in prediction problems, where a model selection criterion should be based on the quality of predictions, our aim here is data-explanation. As such, our motivation is rather driven by the aim of choosing a finite dimensional model that is closest to the possibly infinite dimensional true model in some sense. Following the arguments given in [ 151, [16] , a procedure designed to achieve this goal is the Akaike Information Criterion (AIC) [ 141 and therefore we adopt AIC for selecting the optimal number of communities in this application. This has a very simple form as follows:
where C is the log likelihood of the model (must not be divided by sequence length), P is the number of free parameters that need to be estimated and the factor of 2 has historical reasons only. For the case of an Aggregate Markov model, we have
where S is the number of participants, as before, and K is the assumed number of clusters. The optimal model order is then found by minimising (16) under K :
The log likelihood and AIC-penalised log likelihood values can be comparatively seen on Figure 8 as obtained in 1M) randomly (uniformly) initialised independent runs for each choice of K . The maximum log likelihoods values have been selected for each value of K ranging from 2 to 12 and these have then been used to create. the model selection curve shown in the figure. Naturally, the log likelihood continues to increase with increasing the model complexity -however, the AIC-penalised log likelihood peaks at K = 6 and thus this model order is chosen as optimal to explaining our data in terms of the explanatory cluster-variable. The transition matrix with states reordered into the optimal 6 clusters, as found by employing the described procedure, can be seen on Figure 4 . It should be noted that the formula for computing AIC assumes that the parameters have been estimated by Maximum Likelihood. This is most suited for our data-explanatory purposes.
VI. CONCLUSIONS AND FURTHER WORK
we have presented a first study inlo the possibility of identifying communities of users from single-channel Internetbased communication streams as defined by dense temporal connectivity suh-structures, ~~~~l~~ of analysis of up to first order transition dynamics based on both a network analysis and the probabilistic aggregated Markov modelling approach indicate the existence of communities in these terms.
An interesting question left for further research is how does the structure found purely from context information relate to the dynamics of the topical of the contributions, we d o not expect any significant correlations, as a topic may be discussed in several groups and groupings, however it will be interesting to investigate the extent of variations of topical Univenity press, 19%.
