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SUMMARY
Viability for the development of an engineered geothermal system (EGS) in the oilsands region
near Fort McMurray, Alberta, is investigated by studying the structure of the Precambrian
basement rocks with magnetotellurics (MT). MT data were collected at 94 broad-band stations
on two east–west profiles. Apparent resistivity and phase data showed little variation along each
profile. The short period MT data detected a 1-D resistivity structure that could be identified
as the shallow sedimentary basin underlain by crystalline basement rocks to a depth of 4–
5 km. At lower frequencies a strong directional dependence, large phase splits, and regions of
out-of-quadrant (OOQ) phase were detected. 2-D isotropic inversions of these data failed to
produce a realistic resistivity model. A detailed dimensionality analysis found links between
large phase tensor skews (∼15◦), azimuths, OOQ phases and tensor decomposition strike
angles at periods greater than 1 s. Low magnitude induction vectors, as well as uniformity of
phase splits and phase tensor character between the northern and southern profiles imply that
a 3-D analysis is not necessary or appropriate. Therefore, 2-D anisotropic forward modelling
was used to generate a resistivity model to interpret the MT data. The preferred model was
based on geological observations of outcropping anisotropic mylonitic basement rocks of the
Charles Lake shear zone, 150 km to the north, linked to the study area by aeromagnetic
and core sample data. This model fits all four impedance tensor elements with an rms misfit
of 2.82 on the southern profile, and 3.3 on the northern. The conductive phase causing the
anisotropy is interpreted to be interconnected graphite films within the metamorphic basement
rocks. Characterizing the anisotropy is important for understanding how artificial fractures,
necessary for EGS development, would form. Features of MT data commonly interpreted to
be 3-D (e.g. out of OOQ phase and large phase tensor skew) are shown to be interpretable
with this 2-D anisotropic model.
Key words: Electrical anisotropy; Electrical properties; Magnetotellurics; Composition of
the continental crust; North America.
1 INTRODUCTION
The oilsands industry currently uses large amounts of natural gas
to produce the hot water needed to separate sand and bitumen. This
process has significant economic and environmental costs; approx-
imately one billion Canadian dollars are spent each year on natural
gas and relevant carbon taxes, while greenhouse gas emissions from
oilsands processing are responsible for 6 per cent of Canada’s total
carbon emissions (Majorowicz et al. 2013). Engineered Geother-
mal Systems (EGS) may be able to mitigate both the economic and
environmental impacts by providing a cheaper source of hot water
and significantly reducing greenhouse gas emissions. In contrast
to conventional geothermal systems, which make use of naturally
occurring water and permeability to extract heat from the Earth, the
development of EGS requires creation of permeability and subse-
quent water injection (Majorowicz et al. 2013). Drilling wells into
crystalline rocks such as those of the Alberta basement is expen-
sive, so suitable target regions must be carefully selected. Studies
by Chan (2013), Majorowicz et al. (2013) and Walsh (2013), have
constrained the geothermal gradient near Fort McMurray, Alberta
to be ∼21◦C km–1. Thus drilling to depths of 4–7 km would be
necessary to reach temperatures of 80–100◦C, required for EGS.
The deepest well in the study area is the Hunt well at 2.3 km depth.
Prior to geothermal development, geophysical exploration is needed
to characterize the subsurface in the target area. Magnetotellurics
(MT) measures subsurface electrical resistivity, and is often used in
geothermal exploration because the targets can be expected to have
a strong resistivity contrast. MT is the preferred electromagnetic
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Figure 1. Left-hand panel: map of Alberta, showing Precambrian basement
terranes and aeromagnetic data for Northeast Alberta. T, Taltson Magmatic
Zone; STZ, Snowbird Tectonic Zone; B,BuffaloHead; andR,Rae provinces.
Right-hand panel: map of the 93 broad-band and 1 long period MT stations
in the FMC region for this project (red circles). Map shading is elevation.
The locations of major oil and gas pipelines, and the aeromagnetic data
were obtained from the Pipeline Infrastructure map of Canada and National
Resources Canada, respectively.
method capable of resolving resistivity structure at the depths re-
quired for EGS. To this end, this study made use of 94 MT stations
on twoE–Wprofiles, collectedwith∼500m station spacing (Fig. 1).
The northern profile is named FMCn and is approximately 30 km
long, split into FMCn east and FMCn west. The 20-km-long south-
ern profile, named Tower Road (TR), includes one long-period MT
site collected as part of the LITHOPROBE project (Boerner et al.
2000).
2 GEOLOGICAL AND TECTONIC
SETT ING
The Fort McMurray (FMC) region is located in Northeast Alberta.
The Western Canadian Sedimentary Basin (WCSB) pinches out
150 km to the north, exposing the underlying Precambrian base-
ment rocks of the Canadian Shield. This is the only place where
Precambrian basement rocks are exposed at the surface in Alberta;
elsewhere they are buried beneath Phanerozoic sedimentary rocks
of the WCSB (e.g. Ross 2000). Alberta’s basement rocks are part
of Laurentia, the North American craton and have remained stable
since its assembly in the Proterozoic through continent–continent
collisions and terrane accretion (Hoffman 1988). The overlying
Phanerozoic sedimentary rocks, and the paucity of basement core
samples available, hinder direct study of the Precambrian basement
rocks. Precambrian basement ages have been determined with iso-
topic dating of hydrocarbon industry drill cores, and boundaries
have been mapped using aeromagnetic surveys (e.g. Ross et al.
1991; Meyer et al. 1992; Walsh 2013). Such surveys are useful
because the magnetic susceptibility of the Albertan shield rocks is
controlled to first order by their magnetite content (Sprenke et al.
1986). This allows different basement domains to be distinguished
with aeromagnetic data.
The basement rocks in the FMC region are part of the Taltson
Magmatic Zone (TMZ), which is the southern extension of the
Thelon-Taltson orogen formed by the Proterozoic collision of the
Churchill and the Slave cratons (Hoffman 1988, 1989). The TMZ
extends 2000 km N–S and forms the majority of the Precambrian
basement rocks beneath NE Alberta. The principal stress direction
in NE Alberta is approximately N40◦E, caused primarily by the
topographic load of the Rocky Mountains (Grasby et al. 2012).
Studies by Majorowicz et al. (2013) indicate a heat flow of approx-
imately 60 W m–2, as compared to the cratonic Canadian mean of
approximately 42 W m–2. Aeromagnetic studies of the TMZ have
shown that the FMC study region is located in an aeromagnetic low
(Fig. 1). Approximately 150 km to the north are positive magnetic
anomalies associatedwith elevatedmagnetite content (Sprenke et al.
1986), which can be traced southward from granite and gneiss out-
crops of the Charles Lake shear zone (CLsz) near Lake Athabasca
(McDonough et al. 2000).
3 D IMENS IONALITY OF
MAGNETOTELLURIC DATA
Data collection in the study area included 94 broad-band magne-
totelluric sites collected by Phoenix Geophysics and the University
of Alberta MT group in 2012. These stations recorded signals from
0.001 s to 1000 s for 48 hr with a stationary remote reference
station. The network was supplemented with one long period site
from the Lithoprobe Alberta Basement Transect collected in the late
1990 s, which recorded signals from 1 to 10 000 s (Boerner et al.
2000). Data processing followed the robust estimation of geomag-
netic transfer functions as described by Egbert & Booker (1986).
The main source of noise in the region came from nearby oil and
gas pipelines (Fig. 1) which adversely affected the vertical magnetic
field transfer functions.
Dimensionality of MT data can determine whether a 1-D, 2-D or
3-D resistivitymodel is required to fit the data. This was investigated
using four approaches: tensor decomposition, induction vectors and
phase tensors, out-of-quadrant (OOQ) phases.
3.1 Tensor decomposition
In the 2-D case, MT data may be divided into two modes defined
by the direction of electric current flow. In the TE (transverse elec-
tric) mode the electric field is aligned along strike while in the TM
(transverse magnetic), the electric field is perpendicular to strike.
Each mode is characterized by an apparent resistivity and phase.
Tensor decomposition analysis followed the method of Groom &
Bailey (1989) as implemented by McNeice & Jones (2001): the
data were assumed to be 2-D, and a strike angle was sought that
best fits the observed data. The results of an unconstrained tensor
decomposition, in which all sites and all periods bands are allowed
to have independent strike directions, are shown in Fig. 2; there is
remarkable agreement between stations. The preferred strike direc-
tion is chosen from the two possible choices (red and blue sections)
by using independent information such as geological mapping. In
this case, the preferred direction was chosen to be approximately
northeast, consistent with the strike of the basement terranes of
Alberta (e.g. Eaton et al. 2004; Grasby et al. 2012; Nieuwenhuis
et al. 2014). Two distinct strike direction regimes are identified:
1. Stations on the TR and FMCn east profiles have a strike direc-
tion of ∼N40◦E.
2. Stations on the FMCn west profile have a strike direction of
∼N60◦E.
Within each strike subgroup there is little variation in structure along
the profile and the rms for fitting the strike angle is below 2 for all
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Figure 2. Geoelectric strike direction for the FMC region, divided into
two distinct strike subregions. Each rose diagram represents the best-fitting
strike directions at sites in each of the three subgroups (FMCn East, west
and TR). The red and blue sectors show two possible strike directions, which
are mathematically equivalent. Line colour shows the rms misfit between
the 2-D decomposed tensor solution, and the measured impedance tensor
at each station, averaged over all period bands. Line length indicates the
degree of phase split averaged over all period bands.
stations. The phase split, as indicated by the length of the coloured
bars in Fig. 2, is comparable between stations, indicating that there
exists a well-defined-strike direction, and that this direction changes
by N20◦E from east to west.
3.2 Induction vectors
Induction vectors (IVs) were calculated from the vertical magnetic
field data and are sensitive to lateral changes in resistivity. A con-
siderable amount of induction vector data had to be removed due to
noise from nearby oil and gas pipelines (Fig. 1, inset). The precise
cause of the noise is not known, it may be an effect of cathodic pro-
tection, or due to currents flowing along the pipelines and creating
a channelling effect. Locations of oil and gas pipelines crossing the
MT profiles are indicated in Fig. 3, and their correlation with the
large magnitude induction vector reversals is clear. The remaining
IV data are characterized only by low magnitude induction vec-
tors (<0.2) with no consistent orientation or reversals. There is an
increase in magnitude of the IVs in the period range 10–100 s, al-
though their orientation is scattered and likely includes noise. The
absence of largemagnitude induction vectors, and reversals, demon-
strates the absence of large nearby on or off-profile conductors; any
lateral changes in resistivity must be quite small.
3.3 Phase tensors
Phase tensors are unaffected by galvanic distortion of the electric
field and represent the regional phase relationship between the elec-
tric and magnetic fields (Caldwell et al. 2004). The ellipticity of
the phase tensor ellipse indicates the degree of split between the
orthogonal xy and yx (general case of TE/TM) components of the
impedance tensor, and the orientation of the major axis indicates
the direction with maximum inductive current flow, which means
that the major axis of the ellipse will generally be oriented per-
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Figure 3. Real component induction vectors pointing away from conductors
(Wiese 1962), presented before (top panel) and after (bottom panel) data
editing. Locations of intersecting pipelines are indicated by the symbol near
the top of the plots.
pendicular to the most conductive direction (Heise et al. 2006). A
nearly circular phase tensor means that the direction of the major
axis is cannot be unambiguously determined and indicates 1-D re-
sistivity structure. A large ellipticity implies a preferred direction
of current flow (Caldwell et al. 2004). A 2-D resistivity structure
is characterized by phase tensor ellipses pointing either parallel or
perpendicular to the geoelectric strike. The phase tensor skew, β,
is often used to infer dimensionality, and values greater than 5◦
are generally interpreted to indicate 3-D structure (Caldwell et al.
2004). A low skew is a common, but not a diagnostic, characteristic
of low-dimensional resistivity structure (Heise et al. 2006).
The phase tensor azimuths in Figs 4 and 5 are clearly similar
to the tensor decomposition strike directions in Fig. 2. At periods
<1 s, the TR and FMCn east phase ellipses are generally circular
and have skew values close to 1◦. This, combined with the low
magnitude IVs and lack of strike direction at these periods, strongly
indicates a 1-D shallow resistivity structure. The red box in Figs 4
and 5 indicates the region of strong directional dependence from
tensor decomposition. At these periods the ellipticity of the phase
tensors becomes large and stays largewhile the skew angle increases
sharply from 0◦ to >10◦. The azimuths of the phase ellipses align
near to N40◦E and do not flip 90◦ at any point, which would be
indicative of crossing an interface (Caldwell et al. 2004), rather,
they maintain their azimuths until long periods (>1000 s).
The FMCn west phase tensor ellipses do not have the same char-
acter as those on the FMCn east and TR profile: No change in
ellipticity begins at ∼1 s and skew values do not become large un-
til a period of 100 s where 3-D structure may be expected to be
dominant. The FMCn west phase tensor azimuth rose diagram also
matches the 2-D tensor decomposition strike results (∼N60◦E) in
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Figure 4. Phase tensor ellipses for the FMCn profile (above); Rose diagram
of the orientation of the major axis of the phase tensor ellipses (below). Red
region indicates the zone of high skew and oriented phase tensor azimuths.
Fig. 2 that distinguished the FMCn west profile from the FMCn east
and TR profiles.
3.4 Out of quadrant phase in the FMC data
For a 2-D Earth, Weidelt & Kaikkonen (1994) showed that the TM
mode phases are constrained to lie between 180–270◦ (in the third
quadrant). No corresponding constraint on TE phases has been
demonstrated (Parker 2010, 2011). In extreme cases such as the
ocean/coastline contrast it is possible for the TE impedance phases
to be outside their natural quadrant (Selway et al. 2012). These
are cases in which the local electric field becomes reversed from
the direction of regional current flow (Wannamaker 2005). This
OOQ phase effect is usually interpreted to be due to 3-D resistivity
structure (e.g. Jones et al. 1993).
The pseudo-section plots of the FMCdata in Fig. 6 show theOOQ
phase effect on the FMCn and TR profiles. The dark blue section
near the bottom of the FMCn east phase plot does not represent very
low phase values but rather phases above 180◦ that are wrapped
around to –45◦. The TR profile does not show the OOQ phase effect
to the same degree as FMCn east, and sometimes the phase does
not completely leave the quadrant, although it does increase sharply
in a similar manner. In FMCn west no such anomalous phase is
observed whatsoever.
The TM phase is plotted as a function of rotation angle for a
representative station in Fig. 7. This shows that OOQ phase is only
observed when data are rotated to an azimuth of around N40◦E,
the same angle that was found by tensor decomposition in Fig. 2,
and by the phase tensor azimuth in the red block of Figs 4 and 5. It
Figure 5. Phase tensor ellipses for the Tower Road profile (above); Rose
diagram of the orientation of the major axis of the phase tensor ellipses
(below). Red region indicates the zone of high skew and oriented phase
tensor azimuths.
should be noted that the phase tensor azimuth is calculated by α-β,
where α is the undistorted azimuth angle. Therefore, the observed
azimuth of the phase tensors necessarily includes the effect of the
phase tensor skew. This indicates that a link between the source of
the phase split, phase tensor skew, phase tensor azimuth and OOQ
phase exists, and that they should be interpreted simultaneously.
4 ANALYS IS OF MAGNETOTELLURIC
DATA
The coloured bands in Fig. 8 highlight regions of differing character
and show the similarities and differences between the three MT
profiles. These bands will be discussed in detail in the following
subsections. The xx and yy apparent resistivities are not plotted in
Fig. 8, but are represented indirectly via the phase tensor skew and
azimuth. The dotted and coloured lines in the third row will have
the same value if the data are 1-D, or 2-D isotropic (Caldwell et al.
2004).
4.1 Band 1 (blue)
The blue region is characterized by an apparent resistivity of
∼10 m, no phase split, no clear phase tensor azimuth, and low
skew values. Highly variable azimuths are indicative of a 1-D or
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MT modelling of electrical anisotropy in Alberta 1369
Figure 6. The apparent resistivity and phase data for all three profiles displayed as pseudo-sections. Triangles show the locations of the MT stations after
projection onto the profile. The TE and TM mode data are similar until a period of ∼1 s. At longer periods, the TM mode apparent resistivity becomes more
conductive by an order of magnitude across the entire profile. The white areas represent both data that was manually edited, or not recorded. Out of quadrant
phase appears at periods longer than 100 s for FMCn East and TR stations and is outlined in white.
3-D resistivity structure because there is no strong directional de-
pendence. The low skew indicates a 1-D rather than 3-D resistivity
structure. It will be shown that MT data from this period band is
associated with electrically isotropic rocks of the WCSB.
4.2 Band 2 (yellow)
The yellow band samples more resistive rocks than the blue, but
continues to exhibit low distortion and phase split is minimal. It
will be shown that this band can be associated with electrically
isotropic rocks of the crystalline Precambrian basement.
4.3 Band 3 (orange)
The orange band begins with the phase split and continues until
either the impedance phase departs from the φmax and φmin values
(third panel) or the phase split ends. The phase tensor azimuth varies
smoothly in this band, indicating a preferred orientation. All three
stations show an increase in phase tensor skew through this band
(fourth row). The skew also increases in the FMCn west station,
although not nearly so much as in FMCn east and TR stations.
4.4 Band 4 (red)
Band 4 begins when the TM phase departs from the φmax value
and begins to leave the quadrant, the result of non 2-D isotropic
distortion (Caldwell et al. 2004). It does not appear on the FMCn
west station. It is characterized by the highest skewvalues, despite an
unchanging phase tensor azimuth. Only the TMmode is affected by
the OOQ phase, and the TEmode remains smooth and never departs
from the dotted phase tensor curve. As soon as the phase leaves the
quadrant, the skew value falls dramatically, back to typical values
associated with 1-D or 2-D resistivity structure. It can be concluded
that the source of the OOQ phase also causes the>10◦ skew values.
In summary, links have been established between the phase ten-
sors, OOQ phase and tensor decomposition for data recorded at the
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Figure 7. YX-mode phase for station FMCn 240 plotted as a function of
signal period and rotation angles from 0◦ to 180◦. The red region outlined
in white shows the periods and rotation angles at which FMCn 240 exhibits
out of quadrant phase.
FMCn east and TR stations, indicating that they result from the
same Earth structure. The following section will discuss evidence
for electrical anisotropy in the FMC MT data and what constraints
the data can give on a 2-D anisotropic model of the region.
5 EV IDENCE FOR ANISOTROPY
MT data have been successfully used in combination with geophys-
ical datasets in previous studies of crustal anisotropy. For example,
Eaton et al. (2004) interpreted two separate seismic anisotropic di-
rections in the Great Slave Lake shear zone (GSLsz) in northern
Alberta using shear wave splitting, the fast direction was N30◦E
for the crustal structure and N60◦E for the upper mantle. Yin et al.
(2014) were able to characterize the GSLsz in northern Alberta as
a resistive feature cut by a dipping anisotropic layer. They used di-
mensional analysis, phase tensor patterns, as well as 2-D anisotropic
and 3-D isotropic inversions of the MT data.
5.1 Isotropic inversions
Two-dimensional isotropic inversions using the non-linear conju-
gate gradients method of Rodi & Mackie (2001) were performed
on the FMC data in the period range 0.001–1000 s. The error floor
was set to 10 per cent for the apparent resistivity and 5 per cent
for the phase. The inversion models obtained for all three profiles
contained obvious artefacts that were inconsistent with the pseudo-
sections of the data. These included conductive dikes, which did not
correspond to any features in the measured pseudo-sections. Heise
& Pous (2001) showed that inversion of anisotropic MT data with a
2-D isotropic inversion code could produce similar artefacts
that consisted of alternating conductive/resistive dikes. Another
isotropic 2-D inversion was performed using only the period band
0.01–1 s (Fig. 9). The differences in geoelectric strike and phase
tensor character between the FMCn east and FMCn west profiles
are not present at these short periods so all the FMCn stations were
inverted together. Resistivity models from the FMCn and TR pro-
files are virtually identical, and essentially 1-D: the WCSB appears
at the surface as a low resistivity 10 m layer, and the Precambrian
basement was imaged as a highly resistive feature beneath both pro-
files. The full-bandwidth inversions contained vertical conductive
features that began at shallow depths, sometimes reaching the sur-
face. No such features appear in the reduced-bandwidth inversion
models presented in Fig. 9. Therefore, these vertical conductive
dikes represent a failure of the 2-D isotropic assumption for the
data at those periods.
5.2 OOQ phase
Heise&Pous (2003) explained observedOOQphase datawith a 2-D
anisotropic model containing two vertically stacked regions of elec-
trical anisotropy with orthogonal anisotropic strikes. Their interpre-
tation was supported by nearby outcrops of electrically anisotropic
schists. More recently it was shown by Pek (2009) that complicated
anisotropy is not necessarily required to create OOQ phase from a
2-D resistivity structure. In this case, OOQ phase is created due
to the current channelling at the contact between isotropic and
anisotropic media in a relatively simple 2-D block arrangement
(Fig. 10). Pek (2009) showed very little OOQ phase is observed
if the anisotropic block is 4 km deep. This is because more of
the electromagnetic energy is dissipated before interacting with the
anisotropic block. Increasing the physical size of the block does
not increase the OOQ phase effect because it is the lateral bound-
aries that actually produce the effect; an anisotropic layer does not
produce OOQ phase regardless of the strength of the anisotropy.
This class of resistivity structure exhibits a strong directional de-
pendence, similar to the FMC data in Fig. 7, where OOQ phase is
only observed at a small range of rotation angles.
5.3 Phase tensors
Heise et al. (2006) showed that for a 1-D resistivity model, a phase
split could be produced by the conductivity change at the inter-
face between isotropic and anisotropic layers. The maximum phase
difference is determined by the conductivity contrast between the
principal conductivities of the anisotropic layer and the isotropic
layer’s conductivity.
5.4 3-D or 2-D anisotropic?
An implicit assumption in 2-D isotropic analysis in a strike par-
allel co-ordinate system, is that the diagonal components of the
impedance tensor contain no interpretable information, and all sub-
surface information is contained within the off-diagonal compo-
nents (i.e. the separable TE and TM modes). However, the phase
tensor and OOQ phase analysis above shows that the diagonal com-
ponents do not contain only noise, but subsurface information that
must be explained. Modelling must therefore proceed with an al-
gorithm that takes into account all four impedance tensor elements:
either 3-D or 2-D anisotropy. Each of the features previously de-
scribed can individually be explained by 3-D resistivity structure,
without having to resort to 2-D anisotropy. In this case, however, it
has been demonstrated that each of the data features are related and
should not be interpreted in isolation. Several reasons why the 2-D
anisotropic model is preferred are:
1. The 1-D nature of the resistivity and phase curves means that
any 3-D conductor would have to be off-profile in the FMC re-
gion. Low magnitude induction vectors taken together with phase
splits have been used to indicate the presence of anisotropy (e.g.
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Figure 8. Phase tensor and distortion parameters from three MT stations typifying each of the three identified regions. Left-hand panel: FMCn west;
middle panel: FMCn east; right-hand panel: Tower Road. Upper row shows the XY/YX apparent resistivity after rotation to Groom-Bailey defined azimuthal
coordinates. Second row shows the phase tensor azimuth (α) as a function of period (red circles) and the distorted result due to skew (α–β) (dashed line). Third
row shows φmin and φmin along with the XY/YX phase. The fourth row shows the change in phase tensor skew, β, as a function of period, and the fifth row is
the y-component tipper magnitude.
Mareschal et al. 1995). This is a necessary but insufficient condi-
tion for anisotropic structure. It should also be noted that a given
resistivity structure may not necessarily produce its MT and IV
responses at the same period range (Wannamaker et al. 1984).
Adetunji et al. (2014, 2015) showed that both the MT and induction
vector responses could be modelled successfully with macroscopic
2-D resistivity structures. Further, Weckmann (2006) showed that
phase splits from off-profile 3-D conductors could bemisinterpreted
as evidence for electrically anisotropic resistivity structure. It should
be stressed that anisotropy in MTmay be due equivalently to micro-
anisotropy, or macroscopic structures below resolution at the depth
of exploration, and in theory no distinction can be made between
these cases. Later in this paper, a geological interpretation will
be suggested based on available geophysical and geological data.
For now, our hypothesis remains that the low magnitude induction
vectors and lack of reversals are consistent with the anisotropic
resistivity structure in the upper crust.
2. Heise & Pous (2003) observed that the presence of the
OOQ phase in their 2-D anisotropic resistivity model depended
heavily upon the coordinate system in which the MT data were
displayed. The OOQ phase in the FMC data is also heavily
coordinate-system dependant, as evidenced by Fig. 7. At most ro-
tation angles no OOQ phase is observed in either mode; if the
effect were 3-D (without any dominant regional strike) then one
would not expect OOQ phase to demonstrate such strong directional
dependence.
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1372 M. Liddell, M. Unsworth and J. Pek
Figure 9. 2-D resistivity models obtained from isotropic inversions of the
full FMCn and Tower Road profiles using only periods from 0.01 to 1 s.
Both models have acceptable rms misfit values as shown above each panel.
Only limited lateral changes in resistivity are observed. Data were rotated
to N40◦E on both profiles. The model depth was truncated at 5 km because
at a period of 1 s and with resistivities ∼1000 m, MT is not sensitive to
greater depths.
Anisotropic forward models are produced using the code of Pek
&Verner (1997)which computes all four elements of the impedance
tensor for an specified 2-D Earth resistivity structure.
6 2 -D ANISOTROP IC FORWARD
MODELLING
Each cell in the forward model is defined by three resistivity values:
x (perpendicular to profile), y (along strike of profile) and z (positive
downwards). These principal directions aremodified by three angles
that define the orientation of the resistivity values: anisotropic strike,
dip and slant. The conductivity tensor at each cell is calculated by
first rotating by the anisotropic strike (distinction between 2-D and
anisotropic strike is demonstrated in Figs 10 and 11) about the
z-axis, then by the dip around the new x-axis, and finally by the
slant around the new z-axis. This allows arbitrary orientation of
the axes at each point in the model space. The simplest possible
resistivity model possible was sought, that is the one which can
Figure 10. Signal period versus rotation angle, coloured by YX-phase value, for a site situated directly above an anisotropic block of varying depth. Diagram
indicates the general case, with green dot indicating MT site location. Anisotropic axis is 15◦ clockwise from the 2-D strike and the resistivity ratio is set to
10/1000/10 m. Dark red outlined in white indicates the periods and rotations angles at which OOQ phase is observed. Adapted from Pek (2009).
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MT modelling of electrical anisotropy in Alberta 1373
Figure 11. Block image of the anisotropic resistivity models that best reproduce the observed MT data. MT profiles are shows in red on the surface, the
Hunt Well in yellow. Red and black stripes are a visualization of the orientation of the anisotropy. All anisotropic regions have an anisotropic strike of N65◦E.
There is dip lineated anisotropy on either side of the central, strike-lineated, anisotropic block. Dip is set to 30◦ from vertical on both sides. Model 1 is more
complicated, but terminates in the mid-crust, while in Model 2 the anisotropy extends to depths greater than those resolved by the MT data.
explain the most aspects of the measured MT data with the least
number of model features. It was found that slant did not need to be
introduced into the model in order to fit the data and was therefore
not used in this study.
In addition to an acceptably low rms misfit, the criteria used to
guide the forward modelling are listed below:
1. The phase tensors from the forward model must produce high
skews (>10◦). Phase tensor azimuth is not stable at small phase
differences because it is nearly circular; a minimum difference of
5◦ was imposed for comparing azimuths.
2. The OOQ phase must result from resistivity structure no shal-
lower than the Hunt Well, which extends to 2.3 km. This is because
no significant electrical anisotropy was observed in rock samples
obtained from the either theHuntWell or nearby core samples (Chan
2013; Walsh 2013).
3. OOQ phase must only be observed when the data are rotated
to azimuths between N20◦E and N60◦E, in accordance with Fig. 7.
Further, only stations on the eastern half of the FMCn profile can
exhibit OOQ phase.
6.1 Modelling results
A large number of forward models have been evaluated for each
profile. The analysis showed that two classes of resistivity model
were able to fit the data (Fig. 11):
Model 1: This is characterized by a 10 m, 200-m-thick sed-
imentary surface layer underlain by an isotropic, 1000 m, layer
representing the crystalline basement (Chan 2013; Walsh 2013).
At a depth of 2.2 km beneath FMCn, and 5.5 km beneath Tower
Road, the basement rocks become electrically anisotropic until a
depth of 17 km. The anisotropic region has a central core of strike-
lineated anisotropy surrounded by flanks of dip-lineated anisotropy.
The anisotropic ratio in this block is 1500/5 m, and only present
under the eastern half of FMCn. The anisotropic strike is N65◦E
and anisotropic dip is 30◦.
Model 2: Shallow structure is the same as Model 1. The main
difference being that the anisotropic region exhibits only strike, not
dip. This is a similar model to the one that created Fig. 10 from
Pek (2009). The anisotropic ratio is required to be slightly larger
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Figure 12. Comparison of the apparent resistivity and phase data and model response on the FMCn profile. Data were rotated to N40◦E in order to show the
OOQ phase regions. Rms misfit value was calculated from all four impedance tensor elements by taking the root of the conjugate of the tensor at each period
and comparing it to the measured data with an error floor of 10 per cent. Phase above 90◦ is outlined in white.
than for Model 1 than Model 2 (1000/1 m). Anisotropic strike is
N65◦E.
It was discovered that lateral boundaries between anisotropic and
isotropic media were necessary to create large phase tensor skew
values, while vertical boundaries were required to create large TE-
TMmode phase splits and produce high phase tensor ellipticity. The
interaction between the isotropic and anisotropic regions was found
to be necessary to simultaneously create the high skew values and
OOQ phase. In order to have the anisotropic region terminate at a
mid-crustal depth the orientation of the anisotropy had to include
dip. Interface depths were the deepest possible such that the OOQ
phase and phase tensor features discussed earlier were produced.
Depth to the anisotropic interface differs between the FMCn and TR
profiles because the modelled characteristics are more pronounced
at the FMCn stations.
6.1.1 Fit of the anisotropic model response to the measured data
The rms value reported in this section is the root mean square
misfit between the modelled impedance tensor and the observed
impedance tensor, averaged over eight responses (real and imagi-
nary parts of the full impedance tensor) and all periods and stations.
The modelled impedance tensor does not include error, while the
observed impedance tensor has an imposed error floor of 10 per
cent. Both resistivity models show good agreement with the mea-
sured MT data (Figs 12–16). All four impedance tensor values are
fit well, as evidenced by the acceptably low rms misfit values, max-
imum 3.4 for Model 2, and 3.3 for Model 1.
The tipper magnitude predicted by Model-1 is higher than that
of Model-2 in the Western part of the profiles (Figs 14 and 15,
second row). This indicates either that there is resistivity structure
unaccounted for in this model or that the pipeline-affected data were
not all removed. Both models successfully produce OOQ phase at
the correct 2-D strike angle, centred about N40◦E, and the TM
phase leaves the quadrant at the correct period, between 10 and
50 s. Both Model 1 and Model 2 produce more OOQ phase at the
representative site TR 120 than is observed.
Model-1 and Model-2 have nearly identical phase tensor results.
The forward modelled phase tensor ellipses have >10◦ skew val-
ues at the correct stations, beginning at ∼1 s, just as observed
in the measured data. The high skew values disappear at periods
>500 s, also in agreement with observations. However, both mod-
els fail to reproduce the abrupt termination of the high skew block in
the centre of the FMCn profile, instead gradually fading in magni-
tude. At the top of each synthetic high-skew block the phase tensors
 at Im
perial College London Library on June 1, 2016
http://gji.oxfordjournals.org/
D
ow
nloaded from
 
MT modelling of electrical anisotropy in Alberta 1375
Figure 13. Pseudo-sections of apparent resistivity and phase data compared with model response on the Tower Road profile. Data were rotated to N40◦E in
order to show the OOQ phase regions, outlined in white. Rms misfit value was calculated from all four impedance tensor elements by taking the root of the
conjugate of the tensor at each period and comparing it to the measured data with an error floor of 10 per cent. Phase >90◦ outlined in white.
align with the correct ∼N40◦E azimuth, but lose this alignment
with increasing period.
Comparisons between the model response and the measured MT
data show that the anisotropic resistivitymodels shown in Fig. 11 are
capable of fitting the observed data in the FMC region, especially
on the FMCn east and TR profiles. This is shown not only by the
misfit but also the match in the pattern of the tipper, the phase
tensor skew (both magnitude and specific periods) and the OOQ
phase (both rotation angle and specific stations). Differences in the
phase tensor azimuths and the tipper magnitudes on the FMCn west
profile show that these resistivity models can only partially account
for the FMCn west data.
6.1.2 Single site detailed comparison
Agreement between the model responses and the measured MT
data is highlighted in Fig. 16 for a single site on the FMCn east
profile. Results of the comparison are not materially different be-
tween Model 1 and Model 2. At periods greater than 500 s neither
modelled response reproduces the observed data. This is because
the structure defined by the forward models is not applicable at
those depths, which are likely 3-D; long-period MT data has often
been found to exhibit 3-D characteristics in Alberta (Jones&Munro
2002; Nieuwenhuis et al. 2014).
6.2 Sensitivity analysis
Unlike inversion, it can be difficult with forward modelling to
objectively assess the range of models consistent with the mea-
sured MT data. For this reason, a sensitivity analysis of anisotropic
strike and dip was performed to identify those models which best
exhibit the characteristics identified earlier, and justify the val-
ues selected in the preferred models (Fig. 17). Model Class 2
does not include dip, so its sensitivity analysis is simply a line
plot.
The preferred model parameters are those that produce a mini-
mum rms misfit while also producing OOQ phase and >10◦. Both
model classes show that a strike between N60◦E and N80◦E is nec-
essary to meet this condition. The sensitivity analysis has shown
that rms misfit can be minimized with strike of N65◦E and a dip
of 20◦, these values are taken to be the preferred strike and dip
parameters for Model-1. The preferred parameter for Model-2 is a
strike of N65◦E.
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Figure 14. Tipper magnitude, OOQ phase rotation angle plot, and phase tensor parameters for the measured data and the forward modelled data on the FMCn
profile. Grey region shows data that was deleted due to noise from pipelines. Phase >90◦ outlined in white.
7 D ISCUSS ION
While Model-1 is more complicated, containing both anisotropic
strike and dip, it is deemed preferable to Model 2 because (1) the
anisotropic region terminates at a reasonable mid-crustal depth, and
(2) the required anisotropic ratio is less extreme then in Model 2.
This is consistent with the philosophy of choosing the simplest pos-
sible model that is able to explain the observations. The advantage
of using only anisotropic strike to explain the data is outweighed by
the fact that the resistivity model contains features at depth that are
not imaged by theMT data. Therefore, any viable anisotropic model
of this region must include dip. A possible explanation of how this
type of resistivity structure may have formed is now considered.
Electrical anisotropy arises from aligned structures with alternat-
ing high and low electrical conductivities, called the conductive and
resistive phases of anisotropy, respectively. Low conductivity (high
resistivity) is common in crystalline rocks, which commonly exhibit
resistivities of at least 1000 m (Palacky 1987). Well logs from the
Hunt well, found basement between 800 and 1500m (Chan 2013).
High conductivities are due to either ionic or electronic conduction,
(Jones et al. 1997), with electronic conduction generally resulting
in lower resistivities.
The observedTE/TMmode resistivity split in theMTdata (Fig. 6)
requires a conductive phase with resistivity at maximum 5 m.
This resistivity value is simply too low to be ionic conduction in
a widespread fracture system. Instances of electronic conduction
have previously been interpreted to be due to graphite films or
sulphide minerals (Mareschal et al. 1992; Katsube & Mareschal
1993; Jones et al. 1997). For graphite to explain the conductivity
values observed, an interconnected volume fraction in the range of
only 0.001 to 0.1 per cent is needed, a common value for Precam-
brian Canadian Shield rocks at intermediate to deep crustal levels
(Shankland & Ander 1983).
The anisotropic conducting phase is most likely due to intercon-
nected graphite films within the basement rocks. A strong seismic
reflection would be expected to be coincident with the resistivity
contrast if there were large amounts of fluid-filled fractures or accu-
mulations of sulphide minerals (e.g. Nelson et al. 1993), however,
no such seismic signal is observed (Chan 2013). In their study of the
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Figure 15. Tipper magnitude, OOQ phase rotation angle plot, and phase tensor parameters for the measured data and the forward modelled data on the Tower
Road profile. Grey region shows data that was deleted due to noise from pipelines. Phase >90◦ outlined in white.
effect of graphite films upon bulk resistivitymeasurements, Katsube
&Mareschal (1993) assumed a film thickness at 1/20 of the average
pore size. Such a film is far below the seismic resolution limit at
several kilometres depth and therefore would not be expected to
produce a seismic response.
Anisotropic features manifest only at depths of 2–5 km, depend-
ing on the profile. This is consistent with an interpretation involving
graphite films because their effect upon resistivity measurements
would only be observed at depths where the pressure is high enough
to connect them (Shankland et al. 1997).
Stresses associated with deformation in shear zones have been
shown to produce anisotropy in rock properties such as resistivity
and seismic velocities (e.g. Weckmann et al. 2003; Eaton et al.
2004; Yin et al. 2014). Geological studies of the exposed part of
the CLsz by McDonough et al. (2000) have mapped high-grade
metamorphic mylonites that are strike-lineated in the centre of the
shear zone, and dip-lineated to either side, similar to Model 1 in
Fig. 11, and the most highly sheared portions of the CLsz appears
on aeromagnetic surveys as a magnetic low, surrounded on either
side by magnetic highs. This observation could occur if the mech-
anism that formed the shear zone was able to destroy magnetite.
Frost et al. (1989) suggested that oxidation reactions involving CO2
rich fluids could form graphite films in the lower crust while oxi-
dizing iron oxides. A similar reaction is proposed in which mag-
netite in the shear zone is converted into hematite and graphite.
This would form an aeromagnetic low, and a coincident high con-
ductivity. Such a reaction is believed to be stable at relatively low
crustal temperatures (Ron Frost, personnel communication, 2016).
The aeromagnetic highs surrounding the low of the CLsz can be
traced south to their termination just north of the FMC region
(Figs 18a, c and d).
The stresses involved with the formation of the CLsz imparted
multi-direction anisotropy to its constituent rocks during metamor-
phism as crystallization will occur in response to the differential
stress. In a similar manner, we propose that the linear aeromagnetic
low indicated by the arrows in Fig. 18(c) is indicative of a shear
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Figure 16. MT soundings for station FMCn East 200 (left-hand panel) and the synthetic soundings fromModel 1 andModel 2 at the same position (middle and
right-hand panel). Upper row shows the TE/TM apparent resistivity after rotation to azimuthal coordinates. Second row shows the ideal phase tensor azimuth
as a function of period (red) and the distorted result due to skew (dashed line). Third row shows the values of φmax and φmin against the xy/yx phase. Fourth
row shows the change in phase tensor skew as a function of period.
zone beneath the FMC magnetotelluric stations. Two core samples,
analysed by Walsh (2013), were located near the magnetic high in
Fig. 18(d). The sample locations (N02 and N03) were nearly coin-
cident with the centre of the FMCn profile, and were shown to have
ages similar to the exposed CLsz rocks. This observation links the
two regions with core sample analysis, in addition to aeromagnetics
and anisotropy patterns. It is important to note the core samples and
the magnetic high in Fig. 18(d) are also coincident with the change
in magnetotelluric character between the FMCn east and FMCn
west stations (Figs 2 and 18d), implying that the proposed shear
zone lies in the aeromagnetic low between the indicated magnetic
highs, similar to the CLsz.
Walsh (2013) suggested that a location near Fort McKay,
Alberta, could be a viable location for EGS development based
on radiogenic-heat-production data and proximity to industrial pro-
cessing. The proposed shear zone extends north from the MT
stations passing just west of Fort McKay, and the effects of the
anisotropy dominate at the drilling depths (4–7 km) deemed nec-
essary by Walsh (2013) for economic EGS development. The
anisotropic fabric determined in this study, and the overallmaximum
stress direction (∼N40◦E) both must be taken into account when
considering the manner in which fracture initiation/enhancement
for EGS would develop.
Recent work using a 2-D anisotropic inversion code currently in
development has managed to produce initial 2-D anisotropic inver-
sions that are similar to the forward models presented in this study.
The inversion models tend to place conductivity in only two direc-
tions, consistent with an orthogonal projection of anisotropic dip.
Further, both the FMCn and TR profiles detect a distinct increase
in conductivity moving from west to east.
These results are further indication that our forwardmodel can ex-
plain the observed data, and that the magnetotelluric method can be
valuable for detecting and characterizing geological structures rel-
evant to geothermal exploration, which cannot be detected by other
geophysical methods such as seismic reflection. Future work should
include a magnetotelluric survey crossing the magnetic anomaly of
the shear zone location west of Fort McKay, which would provide a
strong corroboration of the results and methods of this study.
8 CONCLUS IONS
The FMCmagnetotelluric data were found to exhibit characteristics
typical of 1-D, 2-D and 3-D resistivity structures. These included
large xy/yx resistivity splits, presence of OOQ phase at specific
rotation angles, low magnitude induction vectors, and phase tensor
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Figure 17. Sensitivity analysis results for model class 1 (left-hand panel) and model class 2 (right-hand panel). Because model class 2 does not vary in dip,
only line plots are necessary. Rms misfit is calculated for the full impedance tensor over the entire model with error floor 10 per cent. OOQ phase is the
maximum YX-mode phase for any station in the model. Phase tensor skew is the maximum skew created at any station in the model. The red bar indicates the
allowable range of strike or dip values, as appropriate, that define an acceptable model.
skew >10◦. The data were found to be interpretable with a 2-D
anisotropic resistivity model consisting of both strike-lineated and
dip-lineated anisotropy at mid-crustal depths. Sensitivity analyses
were conducted to find the preferential range of anisotropic strike
and dip that best fit the MT data. Fit to the observations was based
on the full impedance tensor rms misfit, presence of OOQ phase,
orientation of OOQ phase and presence of >10◦ phase tensor skew.
The final model (Model 1, Fig. 11) contained a central region
of anisotropic strike-lineated material oriented to N65◦E, flanked
by dip-lineated anisotropic regions with dip of 20◦. The anisotropic
ratio is 1500/1 m, and is interpreted to be due to graphite films
on grain boundaries left by oxidation of magnetite, and oriented by
metamorphic processes. This model fit observations with an rms of
2.82 for the FMCn profile and 3.3 for the TR profile.
The anisotropic forward model is supported geologically by the
exposed basement rocks of the CLsz, which exhibits both strike and
dip lineated metamorphic rocks, and is linked to the FMC region
by aeromagnetic and core sample data (McDonough et al. 2000;
Walsh 2013).
Froma geothermal perspective,MThas been used to detect amid-
crustal shear zone characterized by electrical anisotropy brought on
by films of graphite oriented N65◦E, with portions dipping 30◦. The
fabric of these rocks will have a important role in the development
of fractures in an engineered geothermal system. From a magne-
totelluric perspective, this study has used a geologically informed
2-D anisotropic forward model to explain features, such as large
phase tensor skew and OOQ phase that are usually ascribed to 3-D
structure or single station anomalies.
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Figure 18. (a) Residual field aeromagnetic data for the region of north-
eastern Alberta from the inset in Fig. 1. (b) Total field data of the Charles
Lake shear zone (location indicated in Fig. 1) and surrounding areas, after
McDonough et al. (2000). (c) Detail of FMC region aeromagnetic data with
MT profiles indicated by strike direction lines from Fig. 2. Brown circles
indicate core samples analysed by Walsh (2013), N02 and N03. Magnetic
data is from Natural Resources Canada.
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