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Abstract
A variety of inﬁnite series representations for the Hurwitz zeta function are obtained. Particular cases recover known results,
while others are new. Specialization of the series representations apply to the Riemann zeta function, leading to additional results.
The method is brieﬂy extended to the Lerch zeta function. Most of the series representations exhibit fast convergence, making them
attractive for the computation of special functions and fundamental constants.
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MSC: 11M06; 11M35; 33B15
Keywords: Hurwitz zeta function; Riemann zeta function; Polygamma function; Lerch zeta function; Series representation; Integral representation;
Generalized harmonic numbers
1. Introduction
The Hurwitz zeta function, deﬁned by (s, a)=∑∞n=0(n+a)−s for Re s > 1 and Re a > 0, extends to ameromorphic
function in the entire complex s-plane. This analytic continuation to C has a simple pole of residue one. This is reﬂected
in the Laurent expansion
(s, a) = 1
s − 1 +
∞∑
n=0
(−1)n
n! n(a)(s − 1)
n
, (1)
wherein k(a) are designated the Stieltjes constants [3,4,9,13,18,20] and 0(a)=−(a), where=′/ is the digamma
function. In certain special cases including a1 a positive integer and a= 12 the Hurwitz zeta functionmay be expressed
in terms of the Riemann zeta function (s), a central subject of analytic number theory.
In this paper we present several series representations of the Hurwitz zeta function. As a by-product, we obtain
certain integral results in terms of inﬁnite series. We also ﬁnd application to the computation of various other special
functions and fundamental constants [1,2,6]. Earlier series representations of the Riemann and Hurwitz zeta functions
have been obtained by several authors including Landau [12], Ramaswami [14], and Wilton [19], and one of our cases
agrees with one of these instances. For a collection of formulae involving series of zeta function values we mention
Ref. [16].
We present a family of results that is based upon the same technique.
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Proposition 1. We have for each indicated domain of a
(i)
(s, a) = (a − 1)
1−s
s − 1 −
1
(s)
∞∑
k=1
(s + k)
(k + 1)! (s + k, a), Re a > 1, (2)
(ii)
(s, a) = (a − 1/2)
1−s
s − 1 −
1
(s)
∞∑
k=1
(s + 2k)
4k(2k + 1)!(s + 2k, a), Re a >
1
2
, (3)
(iii)
(s, a) = 1
w2(s − 1)(s − 1, a − 1/w
4) − 1
(s)
∞∑
k=1
(s + 3k)
9k(3k + 1)!(s + 3k, a)
+ w
(s)
∞∑
k=0
(−1)k(s + 2k)
(2k + 1)!(2w)2k+1 (s + 2k, a + 1/2w
4)
− 1
w2(s)
∞∑
k=0
(−1)k(s + 2k − 1)
(2k)!(2w)2k (s + 2k − 1, a + 1/2w
4), Re a > − 1/2w4, (4)
where w ≡ 31/6, and
(iv)
(s, a) = 2s−2 (2a − 1)
1−s
s − 1 +
1
(s)
[
1
2
∞∑
k=0
(−1)k(s + 2k)
4k(2k + 1)! (s + 2k, a)
−
∞∑
k=1
(s + 4k)
16k(4k + 1)!(s + 4k, a)
]
, Re a >
1
2
. (5)
Each of the series representations in Proposition 1 incorporates the pole of (s, a) at s = 1 and is initially valid for
at least Re s > 2. By analytic continuation they hold for all complex s = 1.
After the proof of this Proposition we discuss various special cases, corollaries, and extensions.
2. Proof of Proposition 1
We rely on the integral representation for Re s + pk > 1 and Re a > 0
(s + pk)(s + pk, a) =
∫ ∞
0
t s+pk−1e−(a−1)t
et − 1 dt . (6)
We shortly specialize to k0 an integer and p1 an integer. We also make use of the equivalent expression [7, p. 362]∫ ∞
0
x−1e−x(coth x − 1) dx =
∫ ∞
0
x−1e−(+1)x
sinh x
dx = 21−()(, /2 + 1),
Re> 0, Re> 1. (7)
We consider sums of the form
∞∑
k=1
(s + pk)(s + pk, a)
(pk + 1)!p2k =
∫ ∞
0
t s−1e−(a−1)t
et − 1
∞∑
k=1
tpk
(pk + 1)!p2k dt . (8)
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With the integral in Eq. (6) being absolutely convergent the interchange of integration and summation is justiﬁed in
writing this equation. We then have the following readily veriﬁed cases:
∞∑
k=1
tpk
(pk + 1)!p2k =
1
t
et − 1
t
− 1 (p = 1), (9a)
= 2
t
sinh(t/2) − 1 (p = 2), (9b)
= 1
w2t
e−t/2w4
[
w3 sin
(
t
2w
)
− cos
(
t
2w
)]
+ 1
w2t
ez
1/3t/w4 − 1 (p = 3), (9c)
= 1
t
sinh(t/2) + 1
t
sin(t/2) − 1 (p = 4). (9d)
When p = 1, we substitute Eq. (9a) into Eq. (8) and repeatedly make use of Eq. (7), giving
∞∑
k=1
(s + k)(s + k, a)
(k + 1)! = (s − 1)[(s − 1, a − 1) − (s − 1, a)] − (s)(s, a). (10)
We then use the properties (s, a + 1) − (s, a) = −a−s and (s − 1)/(s) = (s − 1)−1 and Eq. (2) follows.
Similarly when p = 2 we substitute Eq. (9b) into Eq. (8) and apply Eq. (7). Then Eq. (3) follows.
For p = 3, if we insert Eq. (9c) into (8) and use Eq. (7), we obtain
∞∑
k=1
(s + 3k)
9k(3k + 1)!(s + 3k, a) =
1
w2
(s − 1)(s − 1, a − 1/w4) − (s)(s, a)
+ 1
w2
∫ ∞
0
t s−2e−(a−1+1/2w4)t
et − 1
[
w3 sin
(
t
2w
)
− cos
(
t
2w
)]
dt . (11)
We then use the Maclaurin expansions of sine and cosine on the right-hand side of this equation, and integrate termwise
using Eq. (7). Rearranging terms yields Eq. (4).
When p = 4, substituting Eq. (9c) into Eq. (8) and using Eq. (7) gives
∞∑
k=1
(s + 4k)
16k(4k + 1)!(s + 4k, a)
=
∫ ∞
0
t s−2e−(a−1)t
et − 1 sin
(
t
2
)
dt + 2s−2(s − 1)(2a − 1)1−s − (s)(s, a). (12)
Then using the Maclaurin series for sine in the remaining integral, integrating term-by-term, and rearranging the result
gives Eq. (5).
3. Remarks and extensions
(i) The p = 1 case Eq. (2) at a = 2 recovers a result of Landau [12] for the Riemann zeta function.
(ii) The series expressions we have obtained may be just as well expressed in terms of the Pochhammer symbol (a)n,
as (s + pk)/(s) = (s)pk . In turn, these may be further re-expressed. For instance, when p = 2 we have from the
duplication formula for the Gamma function (s)2k = 22k(s/2)k(s/2 + 12 )k .
(iii) The polygamma functions(j) are connected with the Hurwitz zeta function as(n)(x)= (−1)n+1n!(n+1, x),
for n1 an integer. Therefore, our series representations above also apply to the polygamma functions. For instance,
from Eqs. (2) and (3) we have
Corollary 1.
(n)(x) = (−1)
n+1(n − 1)!
(x − 1)n + (−1)
n
∑∞
k=1
(n + k)!
(k + 1)! (n + k + 1, x), Re x > 1 (13)
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and
(n)(x) = (−1)
n+1(n − 1)!
(x − 1/2)n + (−1)
n
∞∑
k=1
(n + 2k)!
4k(2k + 1)!(n + 2k + 1, x), Re x >
1
2 . (14)
In particular, at n = 1 we may integrate to obtain a series representation of the digamma function. We have
(/a)(s, a) = −s(s + 1, a) and we apply the fundamental theorem of calculus. We ﬁnd from Eq. (14) that
(x) = ln(x − 12 ) +
∞∑
k=1
(2k + 1, x)
4k(2k + 1) , Re x >
1
2 . (15)
In particular we obtain for the Euler constant 
−(1) = = ln 2 −
∞∑
k=1
(2k + 1)
4k(2k + 1) , (16)
and Smith [15] has observed that even faster convergence to  may be obtained by writing
= 1 + ln 2 − ln 3 −
∞∑
k=1
[(2k + 1) − 1]
4k(2k + 1) . (17)
This equation was ﬁrst derived by Stieltjes [17] by a different method. Integrating once more on Eq. (15) gives
Corollary 2.
ln (x) = x ln
(
x − 1
2
)
− x − 1
2
ln(2x − 1) − 1
2
∞∑
k=1
(2k, x)
4kk(2k + 1)
+ 1
2
+ ln 2 + 1
2
ln , Re x >
1
2
. (18)
We determined the constant of integration in Eq. (18) at x = 1, and this may be done in a number of ways. If we
interchange sums in
∑∞
k=1(2k)/4kk(2k + 1) the inner sum is given by
∞∑
k=1
1
(2m)2k
1
k(2k + 1) = 2 − 2m ln
(
2m + 1
2m − 1
)
− ln
(
1 − 1
4m2
)
,
using partial fractional decomposition. Then summing this equation on m from 1 to ∞ yields the value ln − 1.
By using the special values (n+ 12 )=
√
(2n−1)!!/2n [7, p. 938], where (2n−1)!! ≡ (2n−1)(2n−3) · · · 5 ·3 ·1,
we obtain from Eq. (18) for n1 an integer the identity
n∑
k=2
ln(2k − 1) =
(
n + 1
2
)
ln n − n − 1
2
ln(2n) + (n + 1) ln 2 − 1
2
∞∑
k=1
(2k, n + 12 )
4kk(2k + 1) . (19)
Integral arguments of the digamma and polygamma functions are directly related to the harmonicHn and generalized
harmonic H(r)n numbers: Hn = (n + 1) − (1) = (n + 1) + ,
H(r)n =
(−1)r−1
(r − 1)! [
(r−1)(n + 1) − (r−1)(1)], (20)
and
+ 
(
n + 1
2
)
= −2 ln 2 + 2
n∑
j=1
1
2j − 1 . (21)
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Therefore, our various series expressions give other forms of these special numbers. The generalized harmonic numbers
are given by
H(r)n ≡
n∑
j=1
1
j r
, Hn ≡ H(1)n . (22)
As a very simple example, we have from Eq. (15)
Hn = ln
(
n + 1
2
)
+
∞∑
k=1
(2k + 1, n + 1)
4k(2k + 1) + ln 2 −
∞∑
k=1
(2k + 1)
4k(2k + 1) . (23)
We may note that the ﬁrst term on the right-hand side of this equation gives the ln n leading order of the asymptotic
form of Hn for n → ∞.
Since from Eq. (14) for the trigamma function
′(x) = 1
x − 12
− 4
∞∑
k=2
1
4k
(2k, x), Re x >
1
2
, (24)
we obtain
′(1) = 
2
6
= (2) = 2 − 4
∞∑
k=2
1
4k
(2k). (25)
This equation shows how (2) may be arrived at from 2 by way of an inﬁnite but rapidly decreasing set of correction
terms. Similarly, from the values [7, p. 946]
′
(
1
2
± n
)
= 
2
2
∓ 4
n∑
k=1
1
(2k − 1)2 , (26)
we have
2
2
− 4
n∑
k=1
1
(2k − 1)2 =
1
n
− 4
∞∑
k=2
1
4k

(
2k,
1
2
+ n
)
. (27)
Likewise many other constants may be similarly written in terms of rapidly convergent series.
In addition, the polygamma function at rational argument may be re-expressed in terms of other constants (e.g.,
[11]). Therefore, our series representations give several other expressions for a great many other constants.
(iv) As another Corollary, we obtain as special cases series representations for Bernoulli polynomials Bn(x) =
−n(1 − n, x).
(v) We may incorporate an additional parameter into the sums of Eq. (8). Then that equation is extended to
∞∑
k=1
zk
(s + pk)(s + pk, a)
(pk + 1)!p2k =
∫ ∞
0
t s−1e−(a−1)t
et − 1
∞∑
k=1
tpkzk
(pk + 1)!p2k dt . (28)
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For instance when z = −1 we obtain alternating series. Now Eq. (9) is extended to
∞∑
k=1
tpkzk
(pk + 1)!p2k =
1
zt
et − 1
zt
− 1 (p = 1), (29a)
= 2√
zt
sinh(
√
zt/2) − 1 (p = 2), (29b)
= 1
w2z1/3t
e−z1/3t/2w4
[
w3 sin
(
z1/3t
2w
)
− cos
(
z1/3t
2w
)]
+ 1
w2z1/3t
ez
1/3t/w4 − 1 (p = 3), (29c)
= 1
z1/4t
sinh(z1/4t/2) + 1
z1/4t
sin(z1/4t/2) − 1 (p = 4). (29d)
Using Eq. (29) and following the method of Proposition 1 we obtain
Proposition 2. We have for complex s = 1
(s, a) = (s − 1, a − z) − (s − 1, a)
z(s − 1) −
1
(s)
∞∑
k=1
zk
(s + k)
(k + 1)! (s + k, a), |a|> |z|, (30)
(s, a) = (s − 1, a −
√
z/2) − (s − 1, a + √z/2)√
z(s − 1) −
1
(s)
∞∑
k=1
zk
(s + 2k)
4k(2k + 1)!(s + 2k, a),
2|a|> |√z|, (31)
and
(s, a) = (s − 1, a − z
1/4/2) − (s − 1, a + z1/4/2)
2z1/4(s − 1) +
1
(s)
[
1
2
∞∑
k=0
(−1)kzk/2(s + 2k)
4k(2k + 1)! (s + 2k, a)
−
∞∑
k=1
zk
(s + 4k)
16k(4k + 1)!(s + 4k, a)
]
, 2|a|> |z1/4|. (32)
We have omitted the lengthier p = 3 case coming from Eq. (29c).
(vi) Our approach also extends to the Lerch zeta function
	(z, s, a) =
∞∑
n=0
zn
(n + a)s . (33)
Eq. (33) holds for s ∈ C when |z|< 1 and complex a not a nonpositive integer, or for Re s > 1 when |z| = 1. The
integral representation extending Eq. (6) is
(s)	(z, s, a) =
∫ ∞
0
t s−1e−(a−1)t
et − z dt , (34)
holding for Re a > 0 when |z|1 but z = 1 and Re s > 0, or for Re s > 1 when |z| = 1. Given Eq. (34), Eqs. (8) and
(28) extend as
∞∑
k=1
uk
(s + pk)	(z, s + pk, a)
(pk + 1)!p2k =
∫ ∞
0
t s−1e−(a−1)t
et − z
∞∑
k=1
tpkuk
(pk + 1)!p2k dt . (35)
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As an example, from Eqs. (29b) and (34) we obtain
	(z, s, a) = 	(z, s − 1, a −
√
u/2) − 	(z, s − 1, a + √u/2)√
u(s − 1) −
∞∑
k=1
uk
(s + 2k)	(z, s + 2k, a)
4k(2k + 1)! ,
2|a|> |√u|. (36)
As a Corollary, we obtain series representations for polylogarithm functions (Jonquière’s function)
Lis(z) = z	(z, s, 1), (37)
where s ∈ C for |z|< 1, Re s > 1 when |z| = 1.
(vii) The formula (d/ds)(s, a)|s=0 = ln(a) − ( 12 ) ln(2) in conjunction with our series representations for the
Hurwitz zeta function gives other series representations for ln(a). This provides an alternate route to ﬁnding the
expression in Eq. (18) and similar series results.
(viii) The above expressions for the Hurwitz zeta function may be specialized to the Riemann zeta function in which
case a variety of known exact results must obtain. In particular, we obtain various series representations for the values
(0) = − 12 , ′(0) = −( 12 ) ln 2, (−2k) = 0 (the trivial zeros for k1 an integer), and (1 − 2n) = −B2n/2n for n1
an integer, where Bj are the Bernoulli numbers.
(ix) The Dirichlet L-function deﬁned by
L(s) ≡
∞∑
n=0
(−1)n
(2n + 1)s , Re s > 1, (38)
can be expressed as [8]
L(s) = 4−s[(s, 14 ) − (s, 34 )] = 1 + 4−s[(s, 54 ) − (s, 34 )]. (39)
In particular, by Eq. (3) we ﬁnd for nonnegative integers m the values
L(2m + 1) = − (2)
2m+1
2(2m + 1)!B2m+1
(
1
4
)
= 1 + 1
8m
(3−2m − 1) + 4
−(2m+1)
(2m)!
∞∑
k=1
[2(m + k)]!
4k(2k + 1)!
[

(
2m + 2k + 1, 3
4
)
−
(
2m + 2k + 1, 5
4
)]
, (40)
where Bm is the mth Bernoulli polynomial. Generally the values of L at odd or even integer argument may be expressed
in terms of Euler or Bernoulli polynomials at rational argument and these in turn expressed in terms of the Hurwitz zeta
function. Therefore, we may in this way obtain many other series representations for L(2m) and L(2m + 1). These
include the special cases of L(1)=/4, L(2)=G 
 0.91596559, Catalan’s constant, and L(3)=3/32. In particular,
in writing the value L(1) we need to use the limit relation lims→1(31−s − 1)/(s − 1) = − ln 3.
(x) The property
d
ds
(s)pk = (s)pk[(s + pk) − (s)] (41)
may be used in conjunction with Proposition 1 or 2 to ﬁnd all integer order derivatives with respect to s of (s, a). The
higher order derivatives may be systematically determined in terms of the Bell polynomials Yj at polygamma function
arguments by applying Lemma 1 of Ref. [5]. Here we simply note that from Eqs. (3) and (41) we have
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Corollary 3.
′(s, a) = − (a −
1
2 )
1−s
s − 1 ln
(
a − 1
2
)
− (a −
1
2 )
1−s
(s − 1)2
−
∞∑
k=1
(s)2k
4k(2k + 1)! {[(s + 2k) − (s)](s + 2k, a) + 
′(s + 2k, a)}, Re a > 1
2
. (42)
As an example, by applying the functional equation of the digamma function we have
′(2, a) = −[ln(a −
1
2 ) + 1]
a − 12
− 4
∞∑
k=2
1
4k
[(H2k−1 − 1)(2k, a) + ′(2k, a)]. (43)
(xi) While we do not pursue the subject here, each of the series representations for (s, a) has implications for the
expression of the Stieltjes constants [4].
4. Discussion
Jensen [10] obtained for the Riemann zeta function the integral representation
(s) = 2
s−1
s − 1 − 2
s
∫ ∞
0
(1 + t2)−s/2 sin(s tan−1t) dt
et + 1 . (44)
Therefore, comparing with Eq. (3) at a = 1 we have
Corollary 4. We have
1
(s)
∞∑
k=1
(s + 2k)
4k(2k + 1)!(s + 2k) = 2
s
∫ ∞
0
(1 + t2)−s/2 sin(s tan−1t) dt
et + 1
= 2s
∫ /2
0
sec2−s u sin(su) du
e tan u + 1 . (45)
In particular, at s = 1 we recover Eq. (16).
Very similarly, we obtain the integral of Eq. (44) in terms of the difference of the two summations in Eq. (5) when
a = 1.
Among the many possible applications of the series representations for the Hurwitz zeta function and its various
special cases we have obtained, an advantage may be a faster rate of convergence from the cases with p> 1. As a
simple but useful illustration, Eq. (16) shows how the Euler constant arises from ln 2 in terms of an inﬁnite summatory
correction. And in the latter sum the terms are all positive and exponentially decreasing.
References
[1] H. Alzer, D. Karayannakis, H.M. Srivastava, Series representations for some mathematical constants, J. Math. Anal. Appl. 320 (2006)
145–162.
[2] P. Amore, Convergence acceleration of series through a variational approach, J. Math. Anal. Appl. 323 (2006) 63–77.
[3] M.W. Coffey, New results on the Stieltjes constants: asymptotic and exact evaluation, J. Math. Anal. Appl. 317 (2006) 603–612 arXiv:math-
ph/0506061.
[4] M.W. Coffey, New summation relations for the Stieltjes constants, Proc. Roy. Soc. A 462 (2006) 2563–2573.
[5] M.W. Coffey, A set of identities for a class of alternating binomial sums arising in computing applications, Utilitas Math. (2007), to appear,
arXiv:math-ph/0608049.
[6] S.R. Finch, Mathematical Constants, Cambridge University Press, Cambridge, 2003.
[7] I.S. Gradshteyn, I.M. Ryzhik, Table of Integrals, Series, and Products, Academic Press, NewYork, 1980.
[8] E.R. Hansen, M.L. Patrick, Some relations and values for the generalized Riemann zeta function, Math. Comput. 16 (1962) 265–274.
[9] A. Ivic´, The Riemann Zeta-Function, Wiley, NewYork, 1985.
[10] J.L.W.V. Jensen, Sur la fonction (s) de Riemann, C. R. Acad. Sci. Paris 104 (1887) 1156–1159.
M.W. Coffey / Journal of Computational and Applied Mathematics 216 (2008) 297–305 305
[11] K.S. Kölbig, The polygamma function (k)(x) for x = 1/4 and x = 3/4, J. Comput. Appl. Math. 75 (1996) 43–46.
[12] E. Landau, Handbuch der Lehre von der Verteilung der Primzahlen, second ed., Chelsea, NewYork, 1953.
[13] J.J.Y. Liang, J. Todd, The Stieltjes constants, J. Res. Nat. Bur. Standards 768 (1972) 161–178.
[14] V. Ramaswami, Notes on Riemann’s -function, J. London Math. Soc. 9 (1934) 165–169.
[15] R. Smith, Private communication, 2006.
[16] H.M. Srivastava, J. Choi, Series Associated with the Zeta and Related Functions, Kluwer, Dordrecht, 2001.
[17] T.J. Stieltjes, Tables des valeurs des sommes Sk =
∑∞
n=1n−k , Acta Math. 10 (1887) 299–302.
[18] T.J. Stieltjes, Correspondance d’Hermite et de Stieltjes, vol. 1, 2, Gauthier-Villars, Paris, 1905.
[19] J.R. Wilton, A proof of Burnside’s formula for log(x + 1) and certain allied properties of Riemann’s -function, Messenger Math. 52 (1922)
90–93.
[20] J.R. Wilton, A note on the coefﬁcients in the expansion of (s, x) in powers of s − 1, Quart. J. Pure Appl. Math. 50 (1927) 329–332.
