II. Computational Methodology for Electro-mechanical Optimization
This study focuses on MEMS subject to electro-mechanical coupling phenomena. However, given the wide variety of methods for sensing and actuation present across the spectrum of MEMS design, for example, electrostatic, 5 thermal, 6 piezoelectric, 7 and magnetic, 8 as well as the diversity of physical phenomena coupled to the actuation, for example, fluids, 9 optics 10 and structures, a general framework for the coupled problem is followed. A general approach is used so that the incorporation of other physical phenomena into the optimization of MEMS can be accomplished. The generality is highlighted by a three-model approach.
The electro-mechanical problem is decomposed into three distinct models: optimization, design and analysis, see for example, Ramm et. al.. 11 This methodology allows for changes in one model, without alteration to the others.
Optimization
This model is formed as a generic optimization problem that is a function of abstract, rather than physical, design variables (s). min z(s) s ∈ ns (1)
(2)
The objective function is represented by z. Inequality and equality constraints are represented by g and h, respectively. The optimization variables (s) are subject to upper and lower bounds, s U and s L .
Design

This model (D) couples the abstract variables to the physical system changes (D = D(s)).
In this study, the physical changes for topology optimization are structural and electrostatic material and computational properties.
Analysis
This model contains the coupled state equations for the electro-mechanical problem. The structural displacements (u) and electrostatic voltages (v) are the state variables for the respective fields. Optimization criteria from either field may be used in the definition of the optimization problem, for example structural stresses or displacements, or electrostatic forces. In general, an optimization criterion, q j , is dependent on s, u and v, as are the electromechanical states. Section A describes the analysis model in detail.
For the solution of the three model problem, there are two potential choices: Simultaneous Analysis and Design (SAND) or Nested Analysis and Design (NAND). In SAND, the analysis model, and more specifically, the state equations, are included in the generic optimization problem as equality constraints. The optimization problem becomes a function of u and v, in addition to s. The advantage to this formulation is that the state equations only need to be satisfied at the optimum, as they are solved by the optimization algorithm. A disadvantage of SAND is that the monolithic approach results in a large number of equality constraints (from the state equations) to be satisfied. The size of the optimization problem is equivalent to the number of optimization variables plus the number of degrees of freedom in the electro-mechanical problem. Most 'black box' optimizers cannot handle such a large number of constraints, together with a large number of variables. Therefore, specialized optimization algorithms are required for SAND.
In the NAND approach, the state variables are no longer treated as independent by the optimization algorithm, but rather become dependent functions of s. The optimization problem is now only a function of s, allowing the use of 'black-box' optimizers. The trade-off is that the state equations, which are not satisfied by the optimization algorithm, are solved independently for each optimization iteration. The advantage of NAND over SAND is the increased modularity of the computational software. Standard optimization algorithms can be used as a black box for different physical problems, for example structural, electro-mechanical, aeroelastic, electro-thermo-mechanical, etc. This study uses NAND for the reason of modularity, and accepts the extra computational cost associated with the explicit satisfaction of the state equations for each optimization iteration.
Since NAND is used, the optimization problem in equations (1) - (4) is solved with standard optimization algorithms. In this study, the optimization algorithm employed is the Method of Moving Asymptotes (MMA), 12 which is gradient based. This algorithm is used for the topology optimization problems in this study due to its efficiency for a large number of variables. It is assumed that the objectives and constraints are smooth functions of the optimization variables. Evolutionary and genetic strategies are avoided due to the longer analysis time required for a coupled system, as opposed to a single-physics problem. Section B discusses the computation of the gradients for the optimization algorithm in detail.
A. Electro-mechanical Analysis
In the field of electro-mechanical analysis, there are different techniques applied to the determination of the system response. Many researchers focus on the design of geometrically simple MEMS and use analytical equations for the analysis of the electro-mechanical response, for example, Abdalla et. al. 13 for microbeams, and Bochobza-Degani and Nemirovsky 14 for torsional actuators. There have also been many investigations into the use of a combination of higher and lower fidelity solution techniques. Younis et. al. proposed the use of reduced order models (ROMs) for the simplification of the parametric study of electro-mechanical response. 15 A methodology that uses two-dimensional finite element models for structural analysis and a simplified electrostatic loading has been proposed by Chen et. al. 16 High-fidelity solvers have been developed in the past decade for electro-mechanical analysis. The first developed high-fidelity solver was a sequential finite element-boundary element solver, for the mechanical and electrostatic analysis, respectively, by Senturia et. al. 17 Also, a coupled sequential electro-mechanical solver that uses finite elements for both the mechanical and electrostatic analysis has been developed by Zhulin et. al. 18 This study uses finite element discretizations for both the structural and electrostatic subproblems. Though boundary elements are the standard for electrostatic analysis, the use of finite elements does not suffer in lack of accuracy 19 and takes advantage of the existing finite element software. Additionally, when using a finite element discretization, topology optimization removes the material contribution of non-optimal elements. In order to achieve the desired resolution for smooth topology, a sufficiently fine mesh is required, which eliminates the use of boundary elements for topology optimization of the full electro-mechanical domain. Also, since a boundary element method only discretizes the interface, the topology of the electrostatic field cannot be altered.
The structural domain is coupled to the electrostatic field because of the electrostatic pressure exerted on the structure, which is assumed to be a perfect conductor. The electrostatic domain is dependent on structural shape changes due to deformation and optimization. The dependence of the electrostatic field on the structural shape leads to the inclusion of a third field in the coupled problem: the mesh-motion of the electrostatic domain, as is done in aeroelasticity by Farhat et. al., 20 for example. The mesh-motion is a ficticious physical field, but it is modeled as an actual component of the coupled system. The use of mesh-motion for the electrostatic domain is important because it allows for potentially large structural deformations and shape changes.
The choice of finite elements for electrostatic discretization necessitates the inclusion of electrostatic mesh-motion. For boundary element techniques, which are commonly used in electrostatics, 21 only a surface mesh of the electrostatic domain is necessary. When the structure changes shape, only the boundary surface needs to be moved. Using a finite element mesh for the electrostatic, however, requires that the structural shape changes are propagated throughout the entire volume mesh, not just the interface.
The mesh-motion is treated as a physical field that is coupled to the structural field via deformations and shape changes, and the electrostatic field by the determination of the electrostatic mesh configuration. The state variables of the mesh-motion field are the displacements of the electrostatic mesh due to the structural deformations and shape changes on the conducting interface. The three-field formulation consists of the following residuals, with x being electrostatic mesh displacements.
The following state equations define the above residuals. It should be noted that the electrostatic and mesh-motion equations (9) - (10) are generally Dirichlet boundary condition problems, in which case, the only right hand side in the residual equation results from constraining part of the solution vector.
with K and P being the stiffness and permittivity matrices, respectively, in a linear finite element representation. The structural load due to mechanical and electrostatic forces is represented by f s , and the righthand side for the electrostatic problem due to prescribed charge (which is generally 0) is represented by p. Prescribed voltage boundary conditions are represented byv. The Ω and Γ subscripts represent the internal and boundary portions of a partitioned finite element stiffness matrix. This separation is convenient for the solution of Dirichlet boundary condition problems, as in equations (9) - (10) . The matrix K represents the ficticious stiffness of the electrostatic mesh. The mesh-motion stiffness matrix K is built using elasticity finite elements, which are topologically identical to the elements in the electrostatic mesh. This is similar to the technique used for flow problems by Johnson and Tezduyar. 23 The matrix T m is the transformation for passing structural displacements to the electrostatic mesh. The transpose of this matrix transforms electrostatic forces to the structural mesh. This matrix is built with the energy conserving matching procedure of Farhat et. al., 22 which is applicable to matching and non-matching meshes. The electrostatic force (f e ) on the structure, which contributes to f s in equation (8) , is computed as follows:
where Γ E/S represents the conducting interface between the electrostatic and structure, n is the outward surface normal on the interface and T e is the Maxwell stress tensor, defined below: where ε is the permittivity of free space and e = [e x , e y , e z ] represents the electric field, which is the spatial gradient of the voltage. The conducting interface is discretized with interface finite elements, which evaluate equation (11) discretely. The overall coupled system (8) - (10) is solved using a staggered procedure described in Maute et. al. 24 for a three-field aeroelastic formulation, here extended to electro-mechanical coupling. The advantage of the staggered procedure is that different solution techniques can be used for the three fields. All three subproblems are solved with sequential sparse solvers. The solution algorithm is presented in table 1. Equation (16) assesses the convergence of the overall staggered procedure. The electrostatic field is assumed to be converged if the structural residual has converged, since a direct solver is employed for the computation of the electrostatic states.
Step 0: Initialize
For iteration (n):
Step 1: Transfer structural displacements to the electrostatic mesh:
Solve the mesh-motion equation (10) to determine x (n) Ω and update the electrostatic mesh configuration using x (n)
Step 2: Compute the internal electrostatic state vector (v Ω ).
Step 3: Compute force on structure from electrostatic pressure:
The matrix T m is the transformation matrix of equation (10), which transfers electrostatic pressure to the structure when transposed (indicated by the superscript T ). The electrostatic force vector (f e ) is computed with equations (11) and (12).
Step 4: Solve equation (8) for u, this is u (n) . Apply a relaxation factor (θ) to u and u (n−1) :
Step 5: Check convergence:
where em is a specified tolerance for the electro-mechanical analysis. 
B. Electro-mechanical Sensitivity Analysis
As stated previously, this study uses gradient based algorithms for the solution of the abstract optimization problem, equations (1) - (4) . As implied by the name, this class of algorithms requires a sensitivity analysis, or gradient computation, of the optimization problem, in order to determine the direction in which to increment the optimization variables (s). More specifically, the gradients of the objective (z) and constraints (g,h) need to be computed. The objective and constraints consist of arithmetic operations on a given set of predefined optimization criteria. This means that the main work of the sensitivity analysis is the computation of the criteria gradients, which can then be inserted into the gradient computation of the objective and constraints. There are two main methods of sensitivity analysis: numerical and analytical. Numerical methods, such as finite differencing schemes, are frequently applied to coupled multiphysics problems as they require no modifications of existing analysis software. 25 However, finite differencing suffers from added computational costs and accuracy problems. A central finite differencing scheme requires two additional function evaluations per optimization variable and the computational cost for finite differences increases linearly with the number of optimization variables. Also, the accuracy of the gradient computation is dependent on the chosen perturbation size. The ideal perturbation size can vary between iterations, leading to potentially erroneous gradients.
These two issues are addressed by analytical sensitivities, which are capable of taking advantage of the relative number of optimization criteria and variables, as is discussed in section C, with the direct and adjoint approaches. Therefore, the cost of a sensitivity analysis is influenced much less by the number of variables, than with finite differences. Also, since the gradient computation does not depend on a step size, the associated accuracy issues are irrelevant. A discrete analytical sensitivity analysis is used in this study.
Previous work in the computation of analytical sensitivities for coupled electro-mechanical problems has been accomplished for a hybrid boundary element-finite element coupled solution technique by Shi et. al. 26 The work of Shi et. al. fully couples the fields in analysis, but does not fully couple them in the sensitivity analysis. Also, the sensitivities of the electrostatic field are computed by differentiating the governing equations and then discretizing the gradients. This is the opposite of the methodology employed in this study.
The analytical sensitivity approach used in this study follows the general framework for deriving the global sensitivity equations of Sobieszczanski-Sobieksi. 27 In general, the derivative of an optimization criterion, q j , with respect to an optimization variable, s i , is computed as follows:
The crux of the gradient calculation in equation (17) is the computation of the state derivatives with respect to s i . In order to solve for the total derivatives of the states with respect to an optimization variable, the state equations (5) - (7) are differentiated. The global sensitivity equation is written as follows:
The matrix A is the electro-mechanical Jacobian matrix, which is the linearization of the electromechanical system about the equilibrium solution. The off-diagonal terms in A do not generally exist in analysis software. However, if they are neglected, the sensitivities will be incorrect, leading to longer convergence times or no convergence at all in the optimization problem. Therefore, the methodology for computing these terms is developed for the sensitivity analysis. Substituting the actual gradients of the terms in A, equation (18) yields the following, with the mesh-motion component divided into internal and boundary portions, since x Γ = T m u, not a static value, as with v Γ and u Γ .
where I is an identity matrix of appropriate size. Only the internal portion of dv/ds is considered because the boundary portion dv Γ /ds = 0, since the voltage is prescribed in this study. Two techniques for solving equation (19) , the direct and adjoint methods, are discussed in section C.
C. Direct Method versus Adjoint Method
The determination of the sensitivities of the optimization criteria, of which there are n q , involves the computation of the total state derivatives, obtained from solving (18) , for each optimization variable, of which there are n s :
In order to obtain the direct vector (d), it is necessary to solve equation (19) :
Computing equation (21) is not simply a matrix-vector multiplication with a factorized A, because A consists of terms that exist in three different computational domains, all of which exist in a separate instance of the computational software. To factorize such a matrix would be extremely complex due to the modularity allowed by the staggered solution procedure. Additionally, large problems would be too memory intensive to store the entire factorized matrix. Therefore, d is computed with an iterative solver for each optimization variable. Also, d is premultiplied by the criteria derivatives n s * n q times. However, this is a vector-vector multiplication and not critical in terms of time or memory. In this way, dq j /ds i is computed by the direct method. The optimization problems in this study are topology optimization problems. The methodology employed assigns a distinct optimization variable to each element in the finite element mesh that is being optimized, leading to as many as 17, 200 optimization variables in this study. The direct method is too computationally expensive to use with topology optimization because a linear system with the number of degrees of freedom of the full electro-mechanical problem would need to be solved 7, 200 times. Therefore, in this study, the adjoint method is used for the solution of the global sensitivity equation, which was first presented for fully coupled problems by Maute et. al., 28 with aeroelastic applications.
The adjoint method involves the solution of the transpose of equation (20) with the value of d from equation (21) substituted in:
In this form, only n q linear systems need to be solved for each optimization step. In this study, no more than three criteria are used for a given optimization problem. The adjoint method does present the added difficulty that the inverse transpose of A is required. In order to obtain the adjoint vector (a), the following equations need to be solved:
The diagonal terms in (23) are all symmetric, therefore they remain unaffected by the transpose. The off-diagonal terms, however, are not symmetric and the transpose of them needs to be computed. The term K ΓΩ is the transpose of K ΩΓ . As in the direct method, the transpose of A is not factorized and stored, but the adjoint states are computed by solving the linear system in equation (23) with a staggered Gauss-Seidel procedure, for each optimization criteria. Using Gauss-Seidel on the block matrices in A, the following three equations are solved during the process:
The algorithm used to obtain the adjoint vector is summarized in table 2. An advantage of using this staggered procedure is that it allows the use of direct solvers for the individual domains. Therefore, the factorized stiffness matrices from the analysis can be reused with minimal computational cost. The off-diagonal derivative matrices are never stored, due to memory considerations, but are recomputed as a matrix-vector product for each step in the staggered procedure. The matrices only need to be formed on an element level and multiplied by an element vector. This result is then stored in a global vector.
Step 0: Compute and store ∂q j /∂u, ∂q j /∂v Ω and ∂q j /∂x; Initialize a x (0)
Step 1: Compute the pseudo-load for the structure and transform it to the structural mesh (f s ).f
Step 2:
of equation (24), withf s substituted in. Apply a relaxation factor (θ):
Step 3: Transfer a u (k) to the electrostatic field.
In order to compute equation (25), the matrix-vector product of
j must be computed. This matrix-vector product is computed as follows:
with equations (25) and (31).
Step 4:
,â u j and the fact that:
which is expanded for the voltage gradient in equation (30).
where A u refers to the structural portion of the adjoint global sensitivity equations and sa is a specified tolerance for the sensitivity analysis. 
III. Topology Optimization Model
A. Classical Problem
Topology optimization of continuous structures generally treats the solid-void state of a given element in a discretized domain as variable, see figure 1 as an example. Since it is desirable to have a distribution in which each element is either solid or void, an integer optimization problem should be solved, with binary values representing the state of a given element. However, such an optimization problem is difficult to solve, therefore the state of an element is often made continuous between 0 and 1.
Gray − Solid; White − void In order to encourage a completely solid-void material distribution, intermediate values are penalized using the Solid Isotropic Material with Penalization (SIMP) model. 29, 30 The SIMP model penalizes the elastic modulus (E):
where e k refers to the k th element in a finite element mesh and s k is an optimization variable that represents the solid-void state of finite element k. This method is effective, especially for topology optimization problems that maximize the stiffness subject to a mass constraint, because an intermediate element does not use a stiffness proportional to its porosity. For a mass-stiffness problem, the density of an element is dependent on the optimization variable as well, but is not penalized, such that the mass is counted more fully than the stiffness for intermediate value elements, thereby discouraging intermediate densities.
The SIMP model is extended in this study to the electrostatic domain for the purpose of electromechanical topology optimization with a free interface. Detailed overviews of topology optimization were compiled by Eschenauer and Olhoff 31 and Bendsøe and Sigmund. 32
B. Electro-mechanical Topology Optimization
Recent years have seen the application of topology optimization to various multiphysics problems. The earliest work in dealing with multiphysics formulations was done by Rodriques and Fernandes, 33 Silva and Kikuchi, 34 Sigmund 35-37 and Maute et. al. 38 The applications of Silva and Kikuchi and Sigmund were MEMS related. The above studies either approached problems in which all computational domains occupied the same physical space, for example thermo-mechanical problems, or maintained a fixed interface between computational domains, for example a fixed skin for a wing in the aeroelastic topology optimization of Maute et. al. 38 
Modified SIMP Model for Free Interface
The allowance of a free interface in the topology optimization process leads to several difficulties, due to the necessity of a smooth relationship between the system response and the optimization variables. Figure 2 gives a conceptual idea of fixed and free interface topology optimization problems. This figure illustrates the difficulties of a free interface because the spatial extent of the electrostatic domain changes. Also, as indicated by the arrows, the electrostatic force changes in magnitude and location. Finally, the voltage differential is applied in a different location. The manner in which these issues are resolved is explained in detail below. 
Voltage boundary condition
In the electro-mechanical problems of this study a voltage differential is applied between an electrode and a conducting body (the structure). Therefore, the conducting interface, where the structure interfaces with the electrostatic domain, is subject to a constrained voltage. This prescribed voltage differential is what drives the electrostatic forcing and the system response. In the computational electrostatic problem, voltage is a Dirichlet boundary condition. Therefore, changing the location of the conducting interface changes the location of the Dirichlet boundary conditions, as is illustrated in figure 3 . The methodology employed is to enforce all potential voltage boundary conditions throughout the topology optimization process. This cannot be done by strictly enforcing Dirichlet bound-ary conditions because then the voltage distribution would never change, even as the topology did. If it was changed, it would be in an 'on-off' manner, which would lead to discontinuities.
Domain Structural
Therefore, this issue is addressed by enforcing all potential voltage boundary conditions indirectly, or 'softly'. Rather than eliminating equations in the electrostatic system for prescribed voltages, a voltage boundary condition (v k ) is enforced by adding a weighting term (w (e k ) v ) to the corresponding diagonal entry in the permittivity matrix (P kk ), that is relatively large. This term will dominate that particular equation and essentially P kk v k = p k . This allows the voltage to be enforced in a non-explicit manner, through the values in p, as is shown in the following equations:
The terms w
andw v are defined in equations (37) and (38), respectively. The value of the weighting term for a given electrostatic element is made dependent on an optimization variable such that the enforcement ofv k changes in a smooth fashion:
where P avg is a scalar representing the average value of the entries in P and w v 0 is a userdefined value that determines how large the relative weighting factor is. The denominator iñ w v is used to account for the fact that s min > 0.
Electrostatic mesh
As portions of the initial structural domain become void, regions that were previously part of the structural domain, but are now void, need to be considered as part of the electrostatic domain. One potential solution is a remeshing of the complete electro-mechanical domain in order to redefine the electrostatic and structural domains. This method is not chosen because it would be extremely complex, due to the need for automatic remeshing based on the current material distribution. Furthermore, such a technique would result in discontinuities.
The methodology used in this study is to generate an electrostatic mesh that covers the initial electrostatic domain (E 0 ) as well as the region occupied by the potential structural domain (E δ ), as indicated in the left of figure 4. In this way, electrostatic elements become 'active' as the corresponding structural elements become void, see the right of figure 4 . This activation is accomplished in a continuous manner, rather than an 'on-off' manner, by adjusting the permittivity of the electrostatic elements in E δ .
The permittivity of an element in E δ is made dependent on an optimization variable such that overlapped electrostatic elements that correspond to solid structural elements (s k = 1) do not contribute to the electrostatic solution:
where p E is the exponent penalizing the elastic modulus computation, see equation (34) . The minimum permittivity term (ε min ) is computed such that it has the same relative magnitude
The structural mesh and the electrostatic mesh in E δ are spatially identical, but shown offset for illustration purposes Figure 4 . Overlap of structural electrostatic mesh for initial (left) and optimized problem to the full electrostatic elements as the void structural elements do to the solid structural elements, generally about 1 e−9 less. This term is necessary since when s k = 1, it causes the permittivity of that element to go to zero, resulting in a singular global permittivity matrix if a node is surrounded by all solid structural elements, unless ε min is added. Theε 0 term is used so that the permittivity is exactly ε 0 when the corresponding structural element is void (neglecting the insignificant ε min ), since s min is greater than zero.
Electrostatic forces
The elements in E δ also have implications for the computation of the electric field, which is used to compute the electrostatic forces, see equation (12) . In the finite element problem, the global electric field at a given node is computed by averaging the local electric field in all the connected elements. If an element in E δ corresponds to a solid structural element (s k = 1), the electric field computation from this element should not be considered. Therefore, a weighting term for the electric field computation in a given element is included in the optimization formulation:
w e = w e 0 1 − s min
; w e 0 = 1.0
The termw e 0 is used such that the elemental weight varies between 0 and 1 even though the optimization variable varies between s min and 1. This SIMP parameter ensures that the correct electric field is computed where solid and void elements meet.
In addition to the effect of the electric field on electrostatic force computation, the interface between the electrostatic and structural domains is continually changing, as illustrated in figure 4 . Since electrostatic forces are only computed on the conducting interface, the locations of the interface finite elements, which compute the electrostatic forces with equation (11), are constantly changing. The solution to this problem is handled in a similar manner as the electrostatic elements: interface elements are generated at all element boundaries in E δ . See figure 5 for a conceptual representation of this. This allows for a continuous representation of the electrostatic forces. The basic methodology employed is that solid structural elements are conducting, therefore the interface elements should fully compute forces there. For interface elements attached to void structural elements, there should not be any electrostatic forces computed. The interface elements are modified as follows:
where p i is the penalization exponent for intermediate values of s k and ε 0 is the same as is used for building the permittivity matrix. The term ε (e k ) i refers only to the permittivity used to compute the electrostatic forces in the interface elements, see equation (12) .
Overlapped interface elements in E for free interface δ
Structure
Interface elements for fixed interface Figure 5 . Interface elements in standard (left) and SIMP electro-mechanical models Table 3 summarizes the electrostatic SIMP parameters.
Controls the 'soft' enforcement of voltage boundary conditions w
Adjusts weighting of elemental contribution to electric field ε (e k ) Changes permittivity of overlapped electrostatic elements ε
Changes permittivity of overlapped interface elements Table 3 . Electrostatic SIMP parameters
Verification of SIMP Model Behavior
Since four electrostatic properties are varied in addition to the two structural properties, the SIMP model is more complex than in the classical structural topology optimization problem. Therefore, it is important to verify that the modified SIMP model behaves in a manner that encourages a '0-1' distribution. The simple example in figure 6 is used to verify the behavior of the SIMP model. The state of the structural/electrostatic element is controlled by an optimization variable, s. The value of p E is fixed at 3.0, a common value in topology optimization and the value of p i is varied. Figure  7 plots the value of the displacements in the free structural nodes (labeled 1 and 2), as s is varied between 0 and 1, for the different values of p i .
The plots in figure 7 illustrate the importance in choosing the correct exponential values in order to encourage a '0-1' distribution. Since the goal of the SIMP method is to penalize intermediate densities, thereby obtaining a '0-1' distribution, the curves resulting from p i 
Displacement
Solid−void state (s) Figure 7 . Displacement relationship to optimization variable, variable pi p i = 6.0 because the gradients for s < 0.3 are small, thereby not strongly forcing the optimization problem to the lower bound. This example of the SIMP model behavior is relevant for optimization objectives involving displacements and strain energy, with mass constraints, which is the case in this study. Another aspect of the SIMP model that requires verification is that it reproduces a system response consistent with one in which the material distribution is exactly represented by the computational meshes, for completely solid and void elements.
The meshes used for the exact and the topology optimization problem are given in figures 8 and 9, respectively. The material distribution of the structural mesh in figure 9 is adjusted to the solid-void distribution that corresponds to the meshes in figure 8 . The arrows on the structural mesh are displacement boundary conditions. The arrowheads on the electrostatic mesh are strictly enforced voltage boundary conditions. The physical parameters for the problem are given in table 4. In order to assess the agreement between the two problems, several physical quantities are compared visually and numerically. Figure 10 shows the density distribution for the topology problem, which mimics the geometry of the exact problem. Figure 11 shows the voltage distribution in the exact and topology models, which are visually similar. The norms of the nodal vectors for electrostatic and structural quantities are given in table 5. It should be noted that the size of the vectors are different, since there are many more nodes in the topology model than the exact model. However, the additional nodes in the electrostatic model should have values of zero, or almost zero, for all electrostatic quantities, so the values of the respective norms should be approximately equal. For the structural displacements, the void nodes in the topology model still displace, even if they are not significantly contributing to the stiffness. Therefore, the topology model displacements are compared to the exact displacements with the displacements of the void nodes filtered out. The electrostatic quantities are all in excellent agreement. The displacements also agree closely, though not as well as the electrostatic terms. 
IV. Numerical Results
Two examples of topology optimization are presented in this section. The example in section A is a classical mass-stiffness problem. Section B presents a force inverter.
A. Mass-stiffness Topology Optimization
This example optimizes the topology of a plate such that the stiffness is maximized for an allowable amount of mass. The plate is suspended above an electrode by four mid-side supports. A schematic representation of this example problem is given in figure 12 . The optimization problem is formulated as follows:
M ass ≤ 15 % of total (47)
where Π is the strain energy of the structure. The optimal solution of the optimization problem is no material, because if all the material goes to void, then there is no conducting interface to create electrostatic forces, therefore the total energy of the structure would vanish. A static force of 5.0 e−09N is added in the center of the plate, as shown in figure 12 , to ensure a non-trivial solution. As a verification, the problem was run without the force and the trivial void solution was obtained.
Even though there are 25,600 finite elements in the structural mesh, see figure 13 , the four triangular elements in each quadrilateral block are all linked to the same optimization variable (s k ). This reduces the number of optimization variables by a factor of four. This is done such that each quadrilateral block exactly matches the upper surface of the electrostatic mesh, which consists of quadrilateral faces. Also, symmetry of the problem is forced by linking corresponding elements in the four quadrants to the same variable, resulting in 1,600 optimization variables. The values used in this problem for the parameters in the SIMP model are given in In this example, the SIMP modifications due to the overlapped electrostatic mesh are not relevant. This is due to the fact that the entire structural domain is initially exposed to the electrostatic mesh, as shown in figure 13 , therefore no mesh needs to be overlapped. It should be noted that without the methodology of section III it would not be possible to optimize the topology of any portion of the structure, even with a fixed interface, since the entire structural computational mesh is on the conducting interface. Figure 13 shows the initial structural and electrostatic meshes used in this example. The structure is discretized with 3-node triangular ANDES plate elements. 39 The triangular elements are overlapped such that there are four elements for each quadrilateral block instead of two. This is done to prevent directional dependency of the results due to the orientation of the triangles. The only modification when doing this is that the elastic modulus input for the elements is half of the actual modulus, so that the overlapped elements do not lead to double the stiffness. The electrostatic mesh uses three-dimensional 8-node hexahedron elements. The physical properties and computational mesh sizes used in this optimization problem are given in tables 7 and 8, respectively. The optimization results are summarized in table 9. The initial and final material distributions in their deformed configurations are shown in figure 14 . Figure 15 depicts In this example problem, the static force dominates the optimization problem, as indicated by the large displacements in the initial structure ( figure 14) . If this problem is treated as a purely structural problem, with no electrostatic forcing, the optimization results (not shown) are not distinctly different. This example is used to illustrate that the SIMP model used for the electrostatic parameters does not cause erroneous results, which is shown by the fact that the coupled problem achieves the same general results as in a non-coupled problem.
The displacements are magnified 50x 
B. Force Inverter Topology Optimization
The goal of this example is to create a force inverter. In this case, the force is not a mechanical force, but the electrostatic pressure acting on the bottom edge of the structure, which pulls the structure towards the electrode. Figure 16 gives a schematic of this optimization example. The desired optimum will invert the electrostatic pressure acting in the negative y-direction such that point 'C' in figure 16 moves in the positive y-direction.
The optimization problem is formulated as follows: 
where u c is the displacement at point 'C' in figure 16 . A static force of −5.0 e−13N , is applied at the same node as the displacement objective. The objective is maximized because the goal is to achieve as much upward displacement as possible. See table 10 for the values of the SIMP parameters used in this example. The mass constraint is applied for the same reason as in section B: in order to encourage a '0-1' distribution. An energy constraint is also used in the problem formulation, for two reasons: by the optimization process, a stronger electrostatic pressure will lead to increased upward displacement. This is good from the point of view of the objective, but if the electrostatic pressure becomes too strong, the electro-mechanical system will reach the pull-in instability, causing the elements in the electrostatic mesh to collapse and the optimization process to stop. In order to ensure that the optimization process converges to an optimal design and that the design is stable, an energy constraint is enforced such that the structure is limited in its deformations. The value of 125% is chosen because allowing higher energies consistently led to pull-in.
2. Since the energy constraint limits the overall strains of the structure, the optimization process is forced to stiffen in order to satisfy the constraint. This leads to a more '0-1' material distribution.
Elastic modulus penalization (p E ) 3.0 Interface permittivity penalization (p i ) 4.0 Soft voltage weighting factor (w v 0 ) 1.0 e+04 This example is treated as purely two-dimensional, in both the structural and electrostatic analysis. Figure 17 shows the full structural and electrostatic meshes used in this example. In actuality, only half of the meshes are used and symmetry is enforced. The structure is discretized with 4-node quadratic plane stress elements. The electrostatic mesh uses 4-node quadratic elements. The physical properties and computational mesh sizes for this optimization problem are given in tables 11 and 12, respectively.
The optimization results are summarized in table 13. The force inverter is successfully created by the optimization process. The final material distribution and displacements are shown in figure  18 . The methodology that allows for a free interface makes this problem much more flexible, as illustrated by the fact that most of the bottom layer of the structure is removed by the optimization 
The shaded electrostatic elements (E 0 ) are always active and the clear ones (E δ ) are overlapped by the structure. The voltage is only enforced strictly at the electrode. The displacements are magnified 50x. 
V. Summary
The design of MEMS is continually evolving, with changing parameters and applications. The conceptual design of MEMS in an automatic fashion through the use of high-fidelity topology optimization is a powerful tool in designing new devices. This study has shown the effectiveness of the developed methodology for performing topology optimization of MEMS that are electrostatically actuated, without limitation on the interface between the structural and electrostatic computational domains, allowing for greater freedom in the generation of optimal topologies for various design objectives. This methodology requires a fully coupled sensitivity analysis of the electro-mechanical response in addition to the fully coupled analysis. Additionally, the classical SIMP model is modified for electro-mechanical problems. The voltage boundary conditions are enforced in an indirect man-ner in order to allow a flexible interface. Two numerical examples, a classical mass-stiffness problem and a force inverter were presented to show the applicability of the developed methodology.
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