We investigate the relationship between operational losses at large U.S. banking organizations and the macroeconomic environment. We find evidence of a negative relationship between macroeconomic growth and operational losses in two Basel II loss event type categories: Clients, Products, and Business Practices and Execution, Delivery, and Product Management. Losses in these two categories comprise about 90 percent of the total industry losses in our sample. Our analysis suggests that the negative correlation of losses in these two categories with macroeconomic growth is concentrated in the tails of loss distributions. (JEL classification: C22 C23 G21)
Introduction
International banking regulatory standards defines operational risk as the risk of loss resulting from inadequate or failed internal processes, people, and systems or from external events (The Basel Committee on Banking Supervision (2006) 1 Therefore, operational losses are an important source of risk for banks and understanding the key factors of operational risk as well as quantifying their impacts is an important task in risk measurement and management. One key risk factor of the financial stability of the banking sector is the macroeconomic environment.
In recent years, in response to the regulatory requirements introduced after the recent financial crisis, banks increased effort to internally build empirical models to estimate the impact of stress macroeconomic environments on operational losses. At the same time, due to the lack of good quality data, the broad nature of operational losses, and difficulty in observing and measuring drivers of operational losses, quantification of this impact is a challenging risk quantification area.
Interactions between the real sector of the economy and the banking sector are wellunderstood through credit and market risks. However, the relationship between operational risk and the macroeconomic environment is still not a well-studied research area. As discussed in Chernobai et al. (2011) , operational losses might be procyclical or countercyclical to the business cycle. On one hand, banks may reduce transaction volume in stressful economic periods, leading to fewer operational losses. For example, retail fraud-related losses may decrease during periods of economic contraction due to decline in transaction volume. On the other hand, however, one could argue that the economic stress reveals operational risk on surface. For example, large-scale improperly marketed products might be discovered when the economy experiences liquidity constraints. Thus, how operational risk and the macroeconomic environment are related is an empirical question which is not well-studied.
In this paper, we investigate the relationship between operational losses of the banking sector and macroeconomic environment. We base our study on supervisory operational loss data reported by large banking organizations to the Federal Reserve for stress testing purposes. Our selected sample of data comprises near to two hundred thousand observations. Most of previous studies use samples of data with around two thousand to seven thousand observations from two public datasets: Algo FIRST and SAS OpRisk
Global Data. As discussed in de Fontnouvelle et al. (2006) , public sources of data are based on publicly available information, are biased towards larger losses, and may not report all significant losses.
We model the relationship between operational losses and real GDP growth using panel regression analyses of individual banks' quarterly losses by each event type. It is known that operational losses have very heavy-tailed distributions. To analyze the roles of large tail losses and smaller losses in the relationship between operational losses and the macroeconomic environment, we separately study tail losses and small losses in the distributions of losses, in addition to total losses.
Using data from 2003 through 2012, we find evidence that banking industry operational losses are negatively correlated with macroeconomic growth in certain event types of losses. In particular, we find negative correlations between losses and real GDP growth in two Basel II loss event type categories: Clients, Products, and Business Practices and Execution, Delivery, and Product Management. In total, losses in these two categories comprise about 90 percent of all industry losses and also represent the bulk of losses for most individual banks in our data sample. Our analysis suggests that the correlation of losses in these two categories with macroeconomic growth is concentrated in the tails of loss distributions. We also find that the tail losses in the External Fraud event type category are negatively correlated with real GDP growth, while the body losses in this category are positively correlated with real GDP growth. We explain this finding with a positive correlation of smaller fraud-related losses with the volume of banking transactions, while larger losses might be revealed during economic and financial stress periods. Smaller losses in Employment Practices and Work Safety category appear to be negatively correlated with economic growth, while we find no strong evidence of the relationship between tail losses in this category with macroeconomic conditions.
The literature on the relationship between operational risk and macroeconomic factors is in its infancy. Research in this area is also constrained by the availability of reliable data. Allen and Bali (2007) find evidence of cyclical components in their operational risk measurement. In contrast to most of the literature on operational risk which uses operational loss data, this study uses equity return data to proxy operational risk. Hess (2011) compares value-at-risk from a parametric distribution that fit into two sub-samples of loss data and finds evidence of the increase in the tail of loss severity distribution for trading and sales and retail brokerage business lines during the recent financial crisis. Chernobai et al. (2011) find evidence of the increase in loss frequency of some loss event types with economic downturn. Cope et al. (2012) find the relationships between the severity of operational losses and regulatory and legal indicators of different countries. Cope and Carrivick (2013) compare total losses, loss counts, and average losses in four sub-periods of data and find evidence of increases in the frequency and severity of operational losses during the recent financial crisis.
Our study contributes to this literature in several dimensions. First, we model a loss amount as a function of macroeconomic variables. While, the above listed papers find the relationship between operational losses and the macroeconomic environment, most of them do not explicitly quantify the links between loss amounts and macroeconomic factors. Chernobai et al. (2011) quantify the relationship between loss frequency and macroeconomic variables; however, they do not model loss severity. Our model predicts a total loss value, which is the main interest of risk management, given macroeconomic conditions. Second, we quantify the role of the tail and the body of the loss distribution in the relationship of losses with macroeconomic conditions. It allows us to understand the distributional sources of the relationship between operational losses and macroeconomic variables. Third, we study the relationship between operational losses and macroeconomic growth using supervisory data which are substantially richer than public datasets used in the previous literature.
The rest of the paper is organized as follows. Section 2 describes the data. Section 3 describes our statistical methodology for loss aggregation. Section 4 reports results and robustness checks. Section 5 concludes.
Data
We use supervisory operational loss data reported by U.S. bank holding companies Banks determine their own thresholds for collecting individual losses. To avoid the impact of variation in data collection thresholds on our results, we truncate data to a uniform dollar amount and adjust for inflation. To preserve confidentiality of the data, we transform losses from USD terms into some unit using an arbitrary multiplier.
After data truncation, the sample of loss data comprises more than 197,000 individual each quarter, especially in the tail which is one of the key area of interest in this study.
In Table 1 , we provide descriptions of event types defined by The Basel Committee on Banking Supervision (2006) . The rest of the paper uses the abbreviations of event types from this table. EDPM is the second largest event type comprising 18% of the total losses in our sample.
Most of the losses in this category are related to improper transaction processing. Thus, modeling operational losses in these two categories should be the key focus of our study. 
Statistical methodology

Motivation
First, we motivate why one should expect a relationship of operational losses in certain event type categories with the macroeconomic environment. Second, we report preliminary analysis of the relationship of operational losses with the macroeconomic environment and motivate our statistical methodology of standardization.
Losses in some categories are not expected to be correlated with macroeconomic factors. Description of DPA and BDSF event types, provided in Table 1 , and our analysis of data suggest that losses in these categories are mainly random in nature.
Therefore, we do not model losses in these two event types. These two event types comprise only 2.1 percent of the total industry losses during our sample period.
Fraud-related losses in IF and EF categories may be related with the business cycle.
For example, while rogue trading, which is classified as internal fraud, might occur regardless of economic conditions, the risk of large losses from rogue trading increases when the economy is in a contraction phase, causing the increase in uncertainties in fundamental values of assets and volatilities of financial markets. Retail external fraud may grow with the increase in transaction volume as a result of an economic expansion.
Meanwhile, sizable financial fraudulent schemes might surface during periods of economic downturn when financial liquidity constraints are more likely to build. CPBP losses from improperly marketed products could be related to macroeconomic stress. For example, poor mortgage underwriting standards with improper mortgage documentation and credit scores were revealed during the recent financial crisis. During the recent financial crisis such poor quality mortgage loans packaged in mortgage-backed securities caused extremely large litigation losses in the banking industry. EDPM losses also might be correlated with macroeconomic conditions. Incorrectly processed transactions, for example, should lead to larger losses during economic contractions when financial markets are volatile.
Operational losses tend to have long lags from the period of loss event to when the loss is discovered and accounted for. These lags are random and may vary considerably.
For example, legal cases might take considerable period of time from the time of a loss event to time of the legal case initiation and to time of the loss settlement. Depending on the legal case, this time-lag might substantially variate. Therefore, it is unrealistic to expect quarterly macroeconomic changes to impact operational losses of all banks with a specific time lag. To account for uncertainty in lags, we use a four-quarter moving average of losses. The one-year period is also consistent with the one-year horizon in the capital estimation for operational risk. Our measure of macroeconomic changes is real GDP growth measured as the year-over-year change in logarithm of real GDP and expressed in percent terms (Figure 1 ). The real GDP data are obtained from St. Louis FRED database. The regression of the one-period lag of real GDP growth on logarithm of the four-quarter moving sum of losses should yield an estimate of the impact of macroeconomic change on losses within one year. Our objective is to capture the impact of large changes in the economy on operational losses and the real GDP growth rate is a collective macroeconomic variable that represents the business cycle. While many other macroeconomic and financial variables, in addition to real GDP growth, can potentially be related to operational losses, we control only for real GDP growth to avoid any multicollinearity issues which is strongly present in persistent series.
As demonstrated above, the distribution of operational losses are heavy-tailed. Linear regressions cannot fit such data. To mitigate the impact of extreme losses on linear regressions, we winsorize individual losses at the 99th percentile within each bank's sample prior to constructing a time series of loss data. As Table 2 shows, the 99th percentiles of the loss distributions are already heavy-tailed and, therefore, winsorizing preserves heavy-tail characteristics of the loss distributions.
For each event type, we run panel regressions of log-transformed dollar losses on macroeconomic growth in our preliminary analysis. Following Shih et al. (2000) and Dohen and Dionne (2010) , who find that losses are correlated with the firm's size, our regressions control for the total asset size of individual banks. We run panel regressions with fixed effects to control for unobservable bank characteristics that impact operational losses in addition to the bank size. Equation 3.1 describes this regression.
where l i,t is the sum of losses in bank i for quarters t−3 through t, α i is the fixed effect of bank i, Size i,t is the total asset size of bank i in quarter t, and g t−1 is the year-over-year change in logarithm of real GDP between quarters t − 1 and t − 5 expressed in percent terms.
Panel A of Table 3 reports estimation results from the described panel regressions.
Our estimation results suggest that, except for CPBP, losses are negatively correlated to macroeconomic growth. Although the sign of the coefficient for real GDP growth is negative for CPBP losses, it is statistically insignificant. Since CPBP is the largest category of losses in the banking sector, a deeper analysis is necessary to determine whether operational losses are countercyclical to macroeconomic growth.
We find that losses of CPBP and EDPM event types are positively correlated with banks' total assets. The coefficients for the total asset variable are statistically significant Table 3 , we run two additional panel regressions separating losses above and below the 95th percentile.
Panels B and C of Table 3 report estimation results from these regressions. The body losses of only IF and EDPM event types have statistically significant negative correlations with real GDP growth. The tail losses of only EF and EPWS event types appear 
Standardization methodology
In this subsection, we describe the methodology of loss standardization to make loss dynamics comparable across banks. After standardization, we aggregate standardized losses of all banks into a single time series. This aggregated time series reflects the overall dynamics of operational losses in the banking industry. Standardization also prevents aggregated loss dynamics from being dominated by the loss dynamics of individual banks.
We study aggregated losses for two reasons. First, our objective is to understand the relationship of banking industry operational losses with the macroeconomic environment.
Aggregation reduces the impacts of idiosyncratic losses from individual banks on our results for the entire banking industry. Second, loss aggregation also allows us to better illustrate our results while keeping confidentiality of firms in the supervisory data.
The aggregation of losses of different banks is not trivial. Simple addition of losses would create strong bias toward banks with large amounts of losses due to their loss scales. Such simple addition would not properly represent the loss dynamics of the entire banking industry. For our study, we scale losses before aggregating them in order to mitigate the risk emerging from disproportionate losses of different banks. Several studies propose various scaling methods (e.g., Na et al. (2006) , Cope and Labbi (2008) , and Dohen and Dionne (2010) ), however, scaling of operational losses remains a challenging task for practitioners. Given the wide range of loss types and the nature of operational risk, it is difficult to find factors that could be used for scaling losses. In our analysis, we standardize losses of each bank by demeaning and dividing by the sample standard deviation. This statistical method avoids dependence on scaling factors and accounts for key statistical differences in loss data of various banks, while preserving the dynamics of losses of each bank. After this transformation, time series of individual banks' loss data are comparable across banks and their aggregation accurately represents the entire banking industry.
We perform standardization and aggregation of losses by each event type separately.
The input data for our standardization method are the winsorized losses described in 
Results
Estimation results
The first column of Figure 2 displays the time series of aggregated standardized losses for five event types. One visually observes that aggregated losses increased during the recent financial crisis period. To formally test this relationship, we run a time series regression of aggregated standardized losses on real GDP growth. The regression is described by the below equation:
where s t is aggregated standardized four-quarter losses for quarters t − 3 through t, α is the intercept term, and g t−1 is the year-over-year change in logarithm of real GDP between quarters t − 1 and t − 5 expressed in percent terms.
3 An alternative way of standardizing losses is to standardize logarithm of losses rather than losses. Na et al. (2006) motivates scaling losses in log terms. In our analysis, we aggregate losses and directly adding logarithm of losses would imply multiplication rather than addition of losses. In addition, if a bank reports zero losses in some quarters the log transformation does not work for our purposes.
Panel A of Table 4 reports estimation results for each event type. In contrast to the results from the panel regressions of loss amounts, the regression of aggregated standardized losses produces a statistically significant negative correlation between real GDP growth and losses for all event types, except EF. This result supports that the standardization of heavy-tailed distributions helps to depict the relationship between losses and macroeconomic variables. Later in this subsection, we revisit our estimation result that suggests a positive correlation of aggregated standardized EF losses with real GDP growth. aggregated standardized body and tail losses, respectively. By comparing figures, one observes that the dynamics of CPBP and EDPM total losses are driven by the dynamics of the tail losses. Meanwhile, the dynamics of IF and EF losses are correlated with body loss dynamics. Table 5 reports sample correlations and formally confirms our visual observations.
Panels B and C of Table 4 report estimation results using the body and tail losses for each event type, respectively. The tail losses of CPBP and EDPM event types are negatively correlated with real GDP growth, while the body losses of these two event types do not produce statistically significant results. This outcome suggests that the negative correlations of the total aggregated CPBP and EDPM losses with real GDP growth are driven by the correlations of the tail losses with real GDP growth. IF losses appear to be negatively correlated in the body and in the tail. The correlation of EPWS body losses and real GDP growth is statistically significant, while the tail losses have a statistically insignificant correlation. Our analysis of the large loss descriptions also confirms that large EPWS loss events are usually random in nature and do not appear to be linked to macroeconomic conditions. The increase in EPWS body losses during economic decline could be related to improper employee firing in the process of streamlining employment costs.
An interesting result is that the EF tail losses are negatively correlated with real GDP growth, while the body losses have a positive correlation. We explain this result as follows. Relatively smaller EF losses may be related mainly to retail businesses. The volume of transactions of retail businesses are positively correlated with macroeconomic growth, and thus operational losses associated with these transactions might be procyclical. Meanwhile, large EF losses might be discovered during economic downturns.
Financial fraudulent pyramids are one such example. This type of fraud is commonly discovered during the periods of liquidity constraints which might be related to macroeconomic conditions.
Robustness checks
In this subsection, we perform several robustness checks of our findings. Second, we check sensitivity of our results to the choice of the tail threshold. To allocate more observations to the tail, we reduce the tail threshold to the 90th percentile from the 95th percentile. Table 7 reports results of the time series regressions on aggregated standardized tail losses above the 90th percentile. The results for all event types, except IF, are robust to this change in the tail threshold. We do not increase the percentile to avoid a substantial decline in the number of observations in the tail, which could lead to inaccurate results.
Third, we check robustness of the results to the sample period choice. One may argue that it is too short to estimate accurately the model parameters. We expand the sample to the period from 2000 through 2012. As the earlier part of the sample rather than loss dynamics for the entire banking industry.
In summary, our robustness checks confirm the negative correlations between EF, CPBP, and EDPM tail losses and real GDP growth. The results for IF losses are not robust, so we do not claim that IF losses are correlated with macroeconomic conditions. Also, EPWS body losses appear to be negatively correlated with macroeconomic growth, but the correlation is insignificant in its tail.
Stress testing application
In this subsection, we discuss how our approach to modeling operational losses can be applied for stress testing purposes. A standard stress testing exercise is to estimate operational losses conditional on macroeconomic scenarios. Scenarios of real GDP growth and parameter estimates of our model can be used to predict time series of aggregated standardized losses. Next, the aggregated standardized loss forecasts need to be transformed to dollar loss forecasts. Assuming that the standardized loss dynamics are common for all banks, the inverse of our standardization procedure leads to dollar losses.
Specifically, dollar losses are obtained by multiplying predicted standardized losses by the sample standard deviation and adding the sample mean for each event type of an individual bank. The advantage of this approach is in using the estimated relationship between macroeconomic variables and industry aggregated loss dynamics. The data of an individual single bank may not be sufficient to depict the links of operational losses with macroeconomic factors that we find using the aggregated banking industry data.
Conclusion
We investigate the relationship between banking sector operational losses and macroeconomic growth. We study this relationship by Basel II event type categories. We find statistically significant correlations between macroeconomic growth and losses in CPBP and EDPM. Our analysis suggests that these correlations are concentrated in the tails of the loss distributions. We also find that EF tail losses are negatively correlated with macroeconomic growth, while EF body losses are positively correlated with macroeconomic growth. Finally, EPWS body losses appear to be negatively correlated with macroeconomic growth. The sample of loss data is for the period from 2000:Q1 through 2012:Q4. Panel A of the table reports results of the panel regressions using all losses of each bank. Panel B (Panel C) reports results of regressions using losses below (above) the 95th percentile of each bank's loss distribution. Parentheses report p-values of estimates. The model utilizes robust variance. Individual losses are winsorized at the 99th percentile. Real GDP growth is defined as the year-over-year change in logarithm of real GDP expressed in percent terms.
