In this paper, we present an analytic-iterative Inverse Kinematics (IK) method, called Sequential IK (SIK), that reconstructs 3D human full-body movements in real time. The input data for the reconstruction is the least possible (i.e., the positions of wrists, ankles, head and pelvis) in order to be usable within a low-cost human motion capture system that would track only these six features. The performance of our approach is compared to other well-known IK methods in reconstruction quality and computation time obtaining satisfactory results for both. The paper first describes how we handle the spine and the clavicles before offering a simple joint limit model for ball-and-socket joints and a method to avoid self-collisions induced by the elbow. The second part focuses on the algorithms comparison study.
Introduction
In performance animation, the captured movements of human performers are mapped in real time to the skeletons of virtual characters that represent their poses. The applications of this mapping are multiple, like TV production, virtual reality, workspace design, entertainment, human-machine interaction, skills acquisition and rapid prototyping of animations. Most systems addressing performance animation require the use of large sensor or marker sets, making them too cumbersome and expensive for low-cost applications such as home entertainment.
Human motion is typically represented as a series of different configurations of a rigid multibody mechanism consisting of a set of segments connected by joints. Segments correspond to body parts such as the thighs, shanks, upper arms, forearms, etc., and joints correspond to articulations such as hips, knees, shoulders, elbows, etc. These joints are hierarchically ordered and have one or more Degrees of Freedom (DoF) which represent the rotations relative to their parent joints. There is a root joint of which the position and orientation are represented with respect to the absolute coordinate system. A good example of this way of representing humanoid characters is the H-Anim standard [1] . This standard places the root joint at the pelvis, and defines a standard name for each joint, as well as a standard reference, or neutral, posture. In the context of this work we adhere to this standard.
It is often too cumbersome and time-consuming for an animator to manually set all the DoFs of a virtual character. This is solved by Inverse Kinematics (IK) techniques, in which only the positions (or sometimes also the orientations) of certain joints, usually the end-effectors, must be specified by the animator or by the motion capture system. The remaining DoFs are automatically determined according to different criteria that depend on the IK variant one employs. End-effector positions can be modeled as a function of the DoFs, leading to formal definition of the IK problem as f ðqÞ ¼ G, where q is the vector of DoFs and G is a vector that gathers all the desired end-effector positions. This problem is highly under-constrained as q usually has a much larger dimension than G. In addition, it is a nonlinear problem as f involves complex combinations of trigonometric functions. In the second part of the paper, we evaluate the performance of SIK by comparing it to other well-known IK methods, with satisfactory results. We conclude that the reduced dimension of the input data and the low computation cost make the system interesting for applications that require low-cost performance animation capabilities. Also, as no pre-recorded motion database is used, the memory footprint of the method is minimal.
Related work
There have been different approaches to solve the IK problem that can be distinguished as: analytical, numerical and hybrid methods. Analytical methods find all possible solutions as a function of the lengths of the mechanism, its starting posture and the rotation constraints. Their advantages are their low computational cost and good accuracy compared to other methods and their drawbacks are that they can only be used for low DoF mechanisms and that they are not feasible when the system is ill-posed. Some examples of analytical solutions of multibody mechanisms are the ones proposed by Zoppi [3] , Wu et al. [4] and Gan et al. [5] .
On the other hand, numerical methods cover those that require a set of iterations to achieve a satisfactory solution. In this case we can find methods such as the work of Zhao and Badler [6] in which they propose to search for a plausible solution by solving a constrained nonlinear optimization. Another numerical approach is that in which the nonlinear problem is linearized using the Jacobian matrix where at each iteration an update of the DoF is obtained. There are different strategies for this update like the Jacobian Transpose method [7, 8] , the Pseudoinverse method [9] , the Damped Least-Squares (DLS) [10, 11] , the DLS with Single Value Decomposition (SVD) [12, 13] and the Selectively Damped Least Squares (SDLS) [14] . A review on these strategies can be found in the work of Buss and Kim [14] . The numerical approach can be enhanced by enforcing priorities to arbitrate the fulfillment of conflicting constraints such as in the Online Motion Retargetting (OMR) of Choi and Ko [15] and the Prioritized IK (PIK) of Baerlocher and Boulic [16] . The main difference between OMR and PIK is that OMR has only two levels of priority while PIK can have any number making the latter more suited to our purpose. The potential of PIK for full-body motion capture was explored by Peinado et al. [17] . Raunhardt and Boulic [18] use PIK for the reconstruction of human spines. They use both equality and inequality constraints to model the coupling behavior of the spine and reduce the search-space, achieving natural spine shapes. An alternative to this approach for reconstructing the spine is the work of Boulic et al. [19] . It is an approximate method for distributing a relative thorax/pelvis orientation on a set of vertebrae according to their anatomic behavior. It is intended to provide fast qualitative results, which suffice in the synthesis of walking animations.
Other numerical methods are based on neural nets and artificial intelligence such as those proposed by Oyama et al. [20] and D'Souza et al. [21] in which the mechanism rearranges learned movements to reach the targets. A related approach is to reconstruct postures based on a database of prerecorded motions, as in the recent works of Grochow et al. [22] , Chai and Hodgins [23] and Liu et al. [24] . The drawback of methods that rely on databases is that if desired postures are too distant from those of the database, odd results are obtained. Another approach is the Cyclic Coordinate Descent (CCD) algorithm used by Wang and Chen [25] where the joints of a kinematic chain are rotated one by one starting from the root a certain step-angle reducing the difference between the end-effector's current position and orientation and a full iteration is performed when all the joints have been rotated.
Finally, hybrid methods are those that combine both analytical and numerical algorithms such as those proposed by Tolani et al. [26] for upper and lower limbs, which we will refer to as the TGB (Tolani-Goswami-Badler) method, and for the human full-body reconstruction such as the method proposed by Shin et al. [27] . Kulpa et al. [28] use CCD and TGB to readapt, in real-time, pre-recorded animations to certain constraints such as feet-ground contact. They apply these algorithms separately in the different body parts in which they subdivide the humanoid; the head, the two arms, the two legs and the trunk. Their work can also be used for full-body reconstruction if, instead of using the postures of an animation for their readjustment, a neutral posture such as a standing pose is used as a starting posture. We will refer to this approach as the KMA (KulpaMulton-Arnaldi) method. A comparison between analytical and numerical solutions for the reconstruction of the upper body and limbs was made in our previous work [2] where the advantages and disadvantages of both can be observed.
There have been previous studies in which known orientations are used for motion reconstruction such as those of Monheit and Badler [29] and Molet et al. [30] for the spine, Zordan and Hodgins [31] for the upper-body, and Badler et al. [32] and Semwal et al. [33] for the full-body. Nevertheless we are more interested in adjusting the poses only to known positions instead of orientations, since it is more intuitive for an animator to situate them or for a motion capture system to track them. This opens up new possibilities for the simple control of avatars and for markerless human motion capture based in computer vision.
Sequential Inverse Kinematics
Most popular motion capture systems reconstruct human poses by tracking several markers placed over the body of the performer. As Liu et al. [24] state, these data exhibit considerable redundancy. They demonstrate that there is a reduced set of markers, the principal markers, which retain the essential information of movement. Depending on the type of movement, some are more important than others. But in general, we could state that the positions of the endeffectors (i.e., the wrists in the case of the arms, the ankles in the case of the legs, and the pelvis and the head in the case of the torso), are important to situate a human pose. There are exceptions like those in which the size of the captured user is different from the virtual character and, as Shin et al. [27] state, we could be more interested in preserving the angles of the original pose instead of the positions of the end-effectors because they are not interacting with the environment. However, as stated in the previous section, we are more interested in end-effector positions as they are more easily specified by an animator and tracked by motion capture systems. Also, using position data opens up the possibility of interacting with a virtual environment.
The main idea of our approach is that the reconstruction is solved sequentially using simple analytic-iterative IK algorithms in different parts of the body in a specific order. No pre-recorded motion database is necessary, thereby avoiding the need for extra memory. First the orientation of the root joint is estimated from the known positions. The configuration of the spine is found using a hybrid IK method that combines this estimated orientation with the positions of the root and head markers. Then the orientations of clavicles are determined with the positions of their corresponding known end-effector positions and the already positioned spine. Finally each of the limbs is situated according to their known end-effector positions with an analytic IK method. Complex biomechanical rotation limits are modeled from only a few known anatomical data to constrain the joint orientations and prevent elbows from penetrating the torso in order to obtain visually plausible human poses. Algorithm 1 shows the general procedure of our approach. Its novel aspects are described in the following sections. 
Spine reconstruction
The reconstruction starts with the torso and involves two steps. In the first one we estimate the orientation of the pelvis, which we do not know since we only consider the positional information of the end-effectors and pelvis. This differs from the work of Monheit and Badler [29] where the known data are the orientations instead of the positions. In the second step we find a suitable configuration for the spine from the knowledge of both end points.
For the first step we extend the approach explained in [2] by also incorporating the known positions of the feet. Taking into account the H-Anim specification [1] for axes definition, we propose to estimate the pelvis orientation as follows:
Y direction defined by the vector that goes from the pelvis to the head which is subsequently normalized X direction defined by a weighted average of three vectors, the first one from the right wrist to the left one, the second one from the right ankle to the left one, both projected and normalized in the plane whose normal is the Y direction, and the third one, the X axis of the previous frame's pose Z calculated as the cross-product of X and Y This novel approach to estimate the global orientation of the body is applicable to a broad range of different movements with visually satisfactory results. The weights used for the calculation of the X axis (called, respectively, w 1 , w 2 and w 3 ) control the dependency level of the torso's axial rotation with respect to the positions of the upper and lower end-effectors. The third vector is used to increase the rigidity of its movements. Once the orientation of the pelvis (root joint) is established, one can proceed to solve the reconstruction of the spine bearing in mind that the objective is to achieve a visually acceptable result, not an exact solution.
As a simple example to visualize the philosophy of this approach, consider a totally straight spine composed of five equally spaced joints and where only the positions of the end-effectors are known. A visually acceptable and reasonable solution for the reconstruction of a human-like spine of this type would be the one shown in Fig. 1 where both end-effectors get closer to each other. In this 2D solution, the root joint or pelvis is rotated by / root and the other joints are rotated in the opposite direction with an equal amplitude / so that the last segment orientation is À/ root . This solution can be represented analytically for n joints with Eqs. (1) and (2) . Due to the non-linearity of the latter equation the value of / is obtained iteratively. 
Real human spines do not have the same length for all vertebrae and they are not fully extended in their resting posture. Despite these facts experiments show that we are able to obtain visually acceptable postures of n vertebrae spines with the procedure that appears in Algorithm 2 which is based on the aforementioned solution. The plane in which the spine would be bent is that composed of the known (or goal) and current (or previous frame's) positions of the pelvis and the head, i.e., the normal of this plane would be that obtained from the cross product of two vectors; one formed with the known positions of the pelvis and head and the other with their current positions. The plane calculated this way allows rotating the spine in any direction, not only forward-backward. In case of alignment, the previous frame's bending plane is used. In this algorithm, L obj is the distance between the known positions corresponding to the root joint and the head joint. L current is the length measured between these joints of the virtual humanoid for each iteration. L current is intended to reach L obj . Finally, L neutral is the same measure but when the joints are in their neutral or resting posture.
Algorithm 2. Spine reconstruction algorithm 1:
procedure SPINERECONST ðpos pelvis ; pos head ; rot pelvis Þ 2:
Pelvis_Joint_Position pos pelvis 3:
L obj pos head À pos pelvis
All_Joint_Orientations Identity Rot 7:
Rotate joints till satisfactory L current is obtained . (Algorithm 3) 9: else 10:
if Spine not totally stretched then 11:
Get the corresponding pre-recorded pose 12:
end if 13:
end if 14:
Rotate pelvis to align its X axis with that of rot pelvis 15:
Set the spine joints within biomechanical limits if necessary 16:
Rotate pelvis to align the vector that connects head and pelvis joints with vector pos head À pos pelvis 17:
Translate pelvis along vector pos head À pos pelvis to distribute the positional error of the endeffectors evenly 18:
end procedure
In human-like spines there is a curvature on its neutral posture so if our known end-effector positions are too distant the spine must be stretched out completely. The process to calculate these stretching postures is the same as the one presented where the joint rotation limits are those in which their corresponding segments are aligned with the vector that goes from the pelvis to the head. This process could result in excessive computational costs compared with the rest of the posture calculations. This occurs because the stretching postures are close to the singular configuration of the spine, and adjusting the angles is not very efficient for lengthening the spine. Therefore, we use a set of pre-computed stretching postures to speed up this transition and so that there is a unique way of stretching the spine. Then, if after stretching completely the spine we come back to reachable positions, the spine would not recover its original shape again for L current ¼ L neutral . For this reason, when L current > L neutral we must set the spine in the neutral posture for further calculations. The iterative process to get a satisfactory value of L current when L neutral > L obj is shown in Algorithm 3.
This method is employed because it is impossible to express in simple terms the explicit equations in the 3D spine for every bending plane. If the step angle is too small the process could become too slow. For this reason the iterative process is done in two phases. First, it is solved by a coarse step angle until it ''overshoots" a bit and then we iterate ''back the other way" with a refined step angle until it also ''overshoots" a tinier bit. An example of the readjustment of a complete human spine can be seen in Fig. 2 .
sign ¼ þ1 4:
while
Rotate pelvis the corresponding step angle .
(% Àsign Â 0:1 rad) 9:
Rotate remaining joints according Eq. (1) 10:
Update L current 11:
end while 12:
(% sign Â 0:01 rad) 14:
Rotate the rest of the joints according to Eq.
Update L current 16:
end while 17:
Finally, it must be stressed that this methodology focuses on contexts in which only one position is known for the pelvis and one for the head (this is typical of vision-based mocap). As a consequence, there is no reliable means for evaluating the relative twist between the pelvis and the head. For this reason such angular twist is not handled in Algorithms 2 and 3. If we could also measure the pelvis and head orientations we would be able to distribute the relative twist quantity along the spine. At this point it must be remarked that at every iteration the joints are set within biomechanical limits in case it is necessary. Due to their very limited mobility along the twist axis, the lumbar vertebrae would probably transgress the biomechanical limits at every iteration. So the algorithm could be adapted to take advantage of such a priori knowledge by distributing the twist rotation only in the thoracic and cervical regions. To conclude this discussion, we have observed that the visual influence of this lack of relative twist is not very critical compared to other features of the pose as evaluated in Section 9.
Clavicle reconstruction
Once the spine is set the positions of the sternoclavicular joints are also defined. We simplify the shoulder complex in a similar manner as Badler et al. [34] , i.e., we consider that it is composed of only two joints, which, adhering to H-Anim terminology [1] , are called sternoclavicular and shoulder. These joints are connected by the clavicle segment, resulting in a shoulder model that ignores the scapulothoracic articulation. In Badler's book, the shoulder model of Otani [35] is exploited in order to simulate the observed synergies between the sternoclavicular and the shoulder joints. Because this model expresses the relative distribution of arm elevation and abduction between these joints, it can only be implemented using the concept of joint group.
In our IK solver joint groups are avoided for efficiency reasons, and thus, instead of trying to apply Otani's model we have chosen to apply a heuristic criterion of cost minimization: when the wrist marker can be reached using motion of the shoulder joint alone, the sternoclavicular joint remains in its current configuration. If, on the other hand, after positioning the shoulder joint the target remains unreachable, we change the configuration of the sternoclavicular joint so that the target is reached. This is consistent with the way the shoulder complex behaves, as clavicles tend to remain still unless (a) their motion is required for reaching the end-effector's goal, or (b) they are deliberately actuated, which is out of our control given the scarcity of our input data. This approach for the reconstruction of a clavicle is given in Fig. 3 .
ST, SH, E and W are the sternoclavicular, shoulder, elbow and wrist joints, L 1 and L 2 are the lengths from SH to W and from SH to W obj , respectively and W obj is the end-effector's known position. h 1 and h 2 are the angles between the clavicle segment and the vector that goes from ST to W and between the clavicle and the vector that goes from ST to W obj , respectively. The procedure for readjusting the clavicle is shown in Algorithm 4. An example is given in Fig. 4 . procedure CLAVICLERECONST ðW obj Þ 2:
Calculate h 1 and h 2 with the cosine theorem 6:
v axis perpendicular to the ST SH W obj plane 8:
Rotate ST a radians about axis v 10:
Set ST within biomechanical limits if necessary 11:
end if 12:
end if 13: end procedure
Upper and lower limb reconstruction
Now that the postures of the central parts of the body have been determined, the arms and legs can be adjusted to their corresponding end-effectors. In our previous work [2] , we explained how to calculate the w and u angles (left image of Fig. 5 ) analytically, in a similar way as in the TGB method. Regarding the swivel angle (right image of Fig. 5 ), we minimized a cost function in order to attract joint A towards the mid-range of its biomechanical Euler angle limits. Using a similar approach, Kang et al. [36] calculated a swivel angle that would minimize the torque. Due to the nonlinearity of its parameterization, these approaches require solving numerically an optimization problem.
To find suitable configurations of the limbs we use Algorithm 5, which exploits biomechanical articular limits, prevents self-collisions and deals with non-reachable endeffector positions. Initially joint A is oriented analytically taking into account biomechanical limits and, in the case of the arms, the fact that the elbow cannot penetrate the torso. Then joint B is oriented, also analytically, to get the least possible error between the limb's end-effector's position and its known one. To avoid the computational burden of performing a numerical optimization to solve for the swivel angle, in our method we always start from the neutral configuration of the limb (i.e., totally stretched with joint A aligned to its parent). This yields reasonable postures, with the additional benefit of making the swivel angle independent of the postures in previous frames. procedure LIMBRECONST ðDÞ 2:
Rotate A to align AC and AD vectors 3:
if jABj þ jBCj > jACj then 4:
Rotate A around X axis of B to match with w 2 5:
Set A within biomechanical limits if necessary 7:
Prevent B interpenetration with the torso (only for the elbow) 8:
v projection of BD vector in the XZ plane of B 9:
Rotate axially A to align Z axis of B with v 10:
Set A within biomechanical limits if necessary 11:
Rotate B around its X axis to align the BC and BD vectors 12:
Set B within biomechanical limits if necessary 13: end procedure 7. Biomechanical limits Grassia [37] compared different parameterizations of rotation and concluded that, in general, no single parameterization is best. The use of a particular parameterization depends on its performance in the application. In principle, it is possible to limit the rotations regardless of the employed parameterization. For example, it could be possible to limit directly the Euler angles, but the achieved workspace would not be realistic for modeling the behavior of a human joint such as the shoulder. For this reason we propose a method to limit the orientation of the ball-andsocket joints similar to the spherical polygons used by Korein [38] and reviewed by Baerlocher and Boulic [39] .
Three types of rotation ranges are distinguished: simple flexion, swing and twist (Fig. 6 ). Simple flexion occurs only for the elbow and the knee joints. It is not difficult to limit this single DoF. On the other hand limiting swing and twist is not a straightforward task.
The limits of swing movements vary depending on the orientation of the direct child joint. For example, the swing limits of a hip have higher values if the corresponding knee is bent instead of stretched. This means that the joint limits are coupled. Our purpose is to get visually pleasing results so these couplings are not considered in order to simplify calculations. We model swing movements using a spherical parameterization of orientations. The segment that depends directly on the orientation of the joint has a constant size so the radius employed in the spherical coordinates is not taken into account. Only the other two angles, which we will call circumduction angle or h, and swing amplitude or w, are considered.
The range of h goes from À180 to +180°, and for each value there is a corresponding biomechanical limit of w. In the spherical polygon representation the workspace boundary of the joint is defined by a set of vertices situated on the surface of a unit sphere connected by great arcs which would be the shortest path that bind two points on the sphere. The more vertices we have, the smoother and more realistic the boundary is, but more measurements of the swing limits will be needed. There are some studies of these measurements such as the work of Engin and Chen [40] and Herda et al. [41] .
Our alternative is to use a reduced set of biomechanical limits that can be obtained from books such as Kapandji's [42] , [43] and [44] ; for example the maximal vertical flexion and extension of the shoulder, etc., and apply a cubic spline to these points to get a visually reasonable and smooth limitation of the swing movements (left image of Figs. 6 and 7) . The first derivative of the spline at its starting and ending points (h ¼ À180
and h ¼ 180 , respectively) is the same to get a smooth boundary over the entire circumduction movement. Its value is obtained with Eq. (3),
where the subindices refer to the indices of a vector containing the known h values (i.e., subindex 1 refers to the starting point and subindex n to the ending point). So to limit the swing amplitude of a joint we only have to calculate its current h and w values. If w is above its higher bound, we simply rotate the joint maintaining the same h, until the maximum value of w is reached. In order to limit the twist or axial rotation we need a reference orientation to which the current orientation is compared. We propose to define this reference orientation by, first, considering the orientation of the parent joint as the neutral orientation of the current joint and, second, rotating it with the h and w values corresponding to the current orientation. This way the reference orientation differs from the current one only on the twist rotation, so that the current orientation can be easily set within axial biomechanical limits. These limits vary depending on the swing orientation of the limb as was demonstrated by Wang et al. in [45] for the case of the shoulders. For a visually acceptable result, though, the average values provided in the above mentioned books of Kapandji would be sufficient.
Self-collisions avoidance
Biomechanical limits prevent the humanoid from performing many unnatural poses, but self-collisions can still occur. This is a complex problem with many different peculiarities. In this section we present our approach, which prevents one of the most common self-collisions in posture reconstruction; the penetration of the elbows in the torso. First the penetration depth (PD) must be estimated and then the proper response must be applied to get the elbow out of the torso.
There are many studies on PD calculations of colliding figures formed by meshes such as the different body parts of the humanoid that appears in Figs. 6 and 9. Zhang et al. [46] review the different approaches to achieve this objective and present a method to compute the PD taking into account possible rotations throughout the path in order to separate the overlapping objects. Nevertheless, these methods do not take into consideration the limb con- straints a multibody system is subject to for repositioning in case of self-collision. The strategy to avoid self-collisions must be integrated within the IK algorithm as it is shown in the works of Kallmann [47] and Peinado et al. [48] . In the present study we integrate a strategy to reorient the upper arms in the SIK method as shown in Algorithm 5.
We focus our interest on a region comprising the upper arm and forearm mesh vertices that are near the elbow joint. For simplicity in Fig. 8 we represent this section as a circle. We conceptualize the meshes of the segments that compose the torso as prismatic bodies, which is not far from reality in most human-like figures. Let p t be the outer vertex of the colliding torso segment, p e the deepest vertex of the region of interest of the arm, and P the XZ plane of the spine joint that contains the colliding torso segment. This way we define the depth of the elbow within the torso as the distance from p t to p e , in the direction that goes from p e to p t projected in P, and that passes through the elbow joint (see Fig. 8 and left image of Fig. 9 ). We not only obtain the depth value but also two points that represent the deepest point of the elbow and the outer point of the colliding torso segment which define the penetration direction.
Once we have these measurements we are able to make the upper arm amend its orientation while we readjust the arm so that its end-effector matches the known position. We distinguish two cases. In the first one, the arm must be almost or fully stretched to reach the end-effector. Let v be vector that goes from the shoulder to the deepest point of the elbow, and w the one goes from the shoulder to the outer point of the colliding torso segment. These vectors are assumed to be normalized to length 1. In this case, we solve the elbow collision by rotating the upper arm about the axis defined by the cross product of v and w. This rotation is done iteratively. The angle applied on each iteration is given by arccosðv Á wÞ. This value is a lower bound of the one that might be necessary to solve the collision, thus the need for performing several iterations.
In the second case, the one in which the arm is not stretched, we make the upper arm rotate around the swivel angle axis shown in the right image of Fig. 5 . Then as in the previous case we rotate iteratively until the elbow exits the torso. In this case it is not easy to determine a lower bound to the optimal angle. We propose rotating an angle which is k times the ratio between the depth and the length of the upper arm. We adjust the proportionality factor k empirically to a value of 1. In Fig. 9 an example of a corrected arm posture following this strategy is given.
Experimental results
Finally we compare the SIK method with other wellknown approaches, specifically the KMA [28] , CCD [25] , Jacobian Transpose [7, 8] , Pseudoinverse [9] , DLS [10, 11] , DLS with SVD [12, 13] , SDLS [14] , PIK [16, 17] , and the TGB method for anthropomorphic limbs [26] combined with the reconstruction methods presented here for the spine and clavicles. We call the latter TGBSIK. The test consists of reconstructing three sequences with different classes of motions in order to have available different swivel angles of the upper and lower limbs and axial orientations of the pelvis (root joint): the first one with 2783 frames from typical boxing movements (Fig. 10) , the second one with 513 frames from a jump kick action (Fig. 11) , and the third one with 4510 frames from a playground activity, which involves walking, climbing, hanging and swinging actions (Fig. 12) . These animations have been obtained from a marker-based motion capture system and have not been filtered. This way robustness of the algorithms to noisy movements can be analyzed. This noise is more noticeable in the playground animation.
First, the positions of the wrists, ankles, head and root joints are extracted, then the orientation of the root joint is estimated as explained in the spine reconstruction section and finally the different reconstruction methods are applied to a humanoid identical to the original. The weights employed for the estimation of the root joint in the first two animations are w 1 ¼ 1, w 2 ¼ 1 and w 3 ¼ 0, while for the third one are w 1 ¼ 0:1, w 2 ¼ 0:1 and w 3 ¼ 1. This way the reconstructed walking action embedded in the playground animation contains more realistic movements of the torso as its axial rigidity is increased with respect to the wrist and ankle vectors' oscillations. In order to make the anthropometry configurable we distinguish the following parameters: foot length, calf length, thigh length, pelvis length, pelvis width, torso length, torso width, neck length, upper arm length, forearm length and hand length. Based on these parameters we define the height of the humanoid as the sum of the calf, thigh, pelvis, torso and neck lengths and we rescale it for the humanoids of the three sequences so that they are 1.86, 1.82 and 1.83 m tall, respectively. All three humanoids have 34 joints, according to the H-Anim specification [1] (Fig. 13) , and for the reconstruction, the relative movements of all the joints except those that derive from wrists and ankles are considered. In this hierarchy HumanoidRoot, sacroiliac and vl5 joints are distinguished in order to be compatible with the specification. But in reality, these joints are placed in the same position and they do not have relative motion.
These humanoids do not have a mesh that defines their external shape so self-collisions are not considered in these reconstructions.
In the KMA method a constraint is associated to each known position or marker and their priority goes from top to bottom like this: root marker, head marker, ankle markers and wrist markers. The reconstruction of each frame starts always from the standing pose. First the root joint is placed. Then the CCD algorithm is applied to the spine. The joints are set within biomechanical limits at each step if necessary with the method presented here and the positional error of the end-effectors of the spine is evenly distributed as was explained in the spine reconstruction section. The iterative process stops when the difference between the end-effector's known and current positions are less than 1 cm or when that error does not improve from the previous iteration in more than 1 mm or when a maximum number of iterations, which we set at 20, has been reached. The clavicles do not perform any relative movement and the upper and lower limbs are situated using the TGB method with swivel angles equal to zero. Finally the joints of the limbs are set within biomechanical limits if necessary. The references for the swivel angles are:
For the arms the ÀY axis of the estimated pelvis orientation. In case of alignment with the axis that connects the shoulder with the wrist it is changed to the ÀZ axis of the estimated pelvis orientation. For the legs the +Z axis of the estimated pelvis orientation. In case of alignment with the axis that connects the hip with the ankle it is changed to the +Y axis of the estimated pelvis orientation.
There is a slight difference between the original KMA algorithm and this adaptation regarding the reconstruction of the spine. In the original KMA method the spine is subdivided into three segments (neck, torso and abdomen) to which the CCD algorithm is applied. The positions of the remaining vertebrae are then sampled from a spline that passes through the joints of these three segments. This procedure has been avoided in our test in order to simplify calculations; the reconstruction result does not differ significantly from the original KMA approach.
In the CCD method first the root joint is placed, then the CCD algorithm is applied separately, first to the spine, and then to each clavicle and arm together, and to the legs. The process is the same as in the spine of the KMA method. In this case the starting posture is the one of the previous frame.
For the Jacobian Transpose, Pseudoinverse, DLS, DLS with SVD and SDLS methods, the humanoid is modeled by decomposing the joints in 1 DoF articulations as if they represented the orientation like XYZ follower Euler angles. As in CCD, the biomechanical limits are checked at each iteration and the stop criteria is the same. Using these methods, the root is initially placed at its known position and after making each iteration the error in the end-effectors of the spine is redistributed as stated before. The damping factor of the DLS method is set to 75 to get stable reconstructions near singular poses. This factor has been determined experimentally and lower values give the humanoid jerky movements.
With the PIK method, priorities go from top to bottom like this: root marker, ankle markers, wrist markers and head marker. The root position is the most important because the remaining joints depend on it. The priority of ankles and wrists is changeable and the head is the least important in order to obtain the smallest degree of error since the mobility of arms and legs is higher than that of the spine. With this method the joint limits are solved by inequality constraints i.e limits are checked and if any have been transgressed, an equality constraint is added and the iteration is recalculated. Once all constraints have been accomplished, the swivel angles of arms and legs are determined by optimizing a cost function expressed in the joint space in order to attract the obtained posture to a standing pose in which the arms and legs are slightly bent; the elbows backwards and the knees forward. This way one can attain better convergence and a more relaxed posture, distant from singular configurations like those in which the limbs are totally stretched.
In the case of the TGBSIK method the swivel angle is optimized by minimizing the equation f ð/Þ ¼ swing 2 þ weight Â twist 2 , where / is the swivel angle and both swing and twist values of shoulders and hips are intended to be minimized to obtain the biomechanical configuration as far as possible from the joint limits. We use a weight of 1 in this function so both twist and swing have the same importance. As this function is non-linear and it is impossible to express the explicit equations in simple terms for each posture, we use the same optimization method as in the case of the spine, but in this case we look for the global minimum throughout the entire space (i.e., the whole 2p rotation of /) since there may be more than one local minima. This approach is the same as in our previous work [2] but using the method presented here to model the biomechanical limits instead of Euler angles. The performance of the IK methods is measured by comparing the differences in the positions and orientations of the joints of the reconstructions with respect to the original sequences, and by measuring the median computation time of one frame on the animations. The joints that derive from wrists and ankles are not considered because they are not controlled by IK algorithms. Therefore 22 joints are used for the error computations. The position error is the Root Mean Square (RMS) value of the sum of the differences between the positions of the reconstructed and the original joints divided by the height of the humanoid in order to have an adimensional value independent from the subject's dimensions, and also divided by the number of joints to get an average error per joint. The orientation error is the RMS value of the sum of exponential map modules of the reconstructed joints orientation relative to the originals divided again by the number of joints. These orientations are computed respect to the parent joint's coordinate system. The position error is more reliable than the orientation error because a little difference in angles of interior joints might lead to considerable visual differences but we also include the latter because focusing only on positions does not provide information about the differences in the orientations of the root and end-effector joints and the twist of the interior joints. RMS values are adequate because they compute the standard deviation of the distribution of the error around the desired value. An alternative to these measurements could be the cloud of points used by Kovar et al. [49] . The median computation time is computed instead of the mean value because it is more robust to outliers. Fig. 14 shows that the Jacobian Transpose method gives poor results due to the obtained jerky movements and because there is a significant difference between the endeffector positions with respect to their known values. This happens because this method is not appropriate to handle unreachable end-effector positions and because there is more than one target at the same time which is not suitable for this approach. For this reason this method is excluded for the remaining comparisons. Table 1 shows the RMS values in the reconstruction quality and computation time averaged per joint. The system was implemented using C++, and tested on a 2.66-GHz Pentium 4 with 512 MB RAM. Table 1 shows that there is a considerable difference of computation time between the SIK, KMA, CCD and TGBSIK with respect to others. This demonstrates that the processes to be undertaken by these methods are much faster at obtaining a satisfactory solution. With respect to the quality of the reconstruction, SIK, TGBSIK, PIK and KMA obtain better results. Their main differences, compared with the original sequences, come from the swivel angles of the limbs which is not dramatic since they still get natural poses for the movements considered. In terms of reconstruction quality, CCD presents two main drawbacks. First, the swivel angle of the upper limbs is biomechanically correct but becomes unnatural as the motion progresses. The second drawback is in the motion of the spine, which resembles that of a snake rather than a human spine. This is because bending starts from the head, so joints closer to that end-effector in the hierarchy are moved to a greater extent than those further away. Fig. 15 shows that quality errors tend to increase as the motion advances in the boxing animation. This occurs because bending in the iterations starts from the end-effectors of the chains so the motions of the joints nearest to them are greater.
The comments on CCD for the spine are partly applicable to the KMA approach because the latter is based on the CCD. Nevertheless, the well known ''snake-like" artifact is not so noticeable since the KMA reconstruction always exploits the resting posture instead of the previous frame posture. Regarding the limbs, the KMA approach uses the TGB method, but without performing any optimization procedure, unlike TGBSIK. This is why it is faster than TGBSIK.
In the Pseudoinverse, DLS, DLS with SVD and SDLS methods the main drawback comes from the orientation of the clavicles, which tend to bend more than would appear natural. This is because in each iteration the angle of each articulation is updated simultaneously using the same rigidity to rotation. The main difference between them comes from the jerkiness when the limbs are near singular postures, which is more noticeable in the play- Highlighted values correspond to the best three of each row (the best in bold font and the other two in italics).
ground animation due to its inherent noise. Among these, the DLS with SVD and the SDLS methods give the most stable results. The PIK method, which relies on the DLS with SVD, obtains more natural orientations of the clavicles be- cause the pose is attracted to the relaxed standing posture mentioned above. The TGBSIK method is a bit slower than SIK and KMA in positioning the anthropomorphic limbs because an optimization is being performed. But the reconstruction is also visually acceptable even though the swivel angles are more distant from the original movements. Its main drawback is that there are some frames in which the swivel angle changes abruptly because the minimization based on biomechanical limits does not yield totally smooth results, mainly due to the fact that for a given joint the global minimum is not continuous throughout the workspace. This type of abrupt changes also occur with the KMA method in the playground animation because of its high variety of movements and the discontinuity in the swivel angle references. Fig. 16 shows the quality errors in the boxing animation for all the considered IK methods except for the Jacobian Transpose from frames 1500 to 2500, Fig. 17 shows similar results for the jump kick animation from frames 100 to 500, and Fig. 18 the same for the playground animation from frames 1500 to 2500. The maximal errors in the first two cases occur when the humanoid performs a quick turn-around movement, where one of the limbs is totally stretched trying to reach its known end-effector position (a punch in the boxing animation and the kick in the jump kick animation). This maximal value is caused by the differences between the actual pelvis orientation and its estimation, and also because the end-effector is out of range for its corresponding limb. In the third animation maximal errors happens again while the humanoid performs turnaround movements while walking. These facts show that a satisfactory spine positioning is decisive for an appropriate full-body reconstruction quality.
Finally, Figs. 19-21 present excerpts of the reconstructions in which the differences mentioned above can be appreciated.
Conclusions and future work
In this paper we have presented an analytic-iterative Inverse Kinematics (IK) method, called Sequential IK (SIK), that reconstructs 3D human full-body movements in real time. The input data for the reconstruction are just the positions of wrists, ankles, head and pelvis, making it applicable to low-cost motion capture environments where these six features are tracked or for an easy interactive control of avatars. No pre-recorded full-body pose database is needed for our approach. We have presented a novel method to estimate the orientation of the root joint from these data applicable to a wide range of movements. In SIK poses are reconstructed sequentially, by readjusting first the spine, then the clavicles, and finally each of the upper and lower limbs. We have designed an analytic-iterative reconstruction method of full spines and analytic methods for the clavicles, arms and legs that achieve very fast and visually acceptable results. This gives the computer sufficient time to carry out additional processes in real time, such as computer vision algorithms for markerless motion capture, artificial intelligence algorithms for action recognition or for reconstructing the motion of multiple participants simultaneously. We have also presented an easy to parametrize method to model realistic biomechanical limits of ball-and-socket joints, using a few anatomical measurements such as adduction, abduction, flexion and extension. Along with it, we have introduced a method to estimate the penetration depth of the elbows within the torso, and a strategy to respond to these self-collisions when they occur.
The performance of the SIK method has been evaluated by reconstructing three different complex animations, quantifying the position and orientation differences between the original sequences and the reconstructions, measuring the computation times and comparing them with other well-known IK methods such as the technique of Kulpa et al. (KMA) [28] , Cyclic Coordinate Descent (CCD) [25] , Jacobian Transpose [7, 8] , Pseudoinverse [9] , Damped Least Squares (DLS) [10, 11] , DLS with Single Value Decomposition (SVD) [12, 13] , Selectively Damped Least Squares (SDLS) [14] , the IK technique for anthropomorphic limbs of Tolani et al. (TGB) [26] and the Prioritized IK (PIK) [16, 17] . It has been shown that the SIK method is a fast and reliable approach for our purpose, yielding satisfactory results both in terms of quality and computation time.
Future work will focus on generalizing our root orientation estimation method to all kinds of movements, paying special attention to the weight values. Self-collision avoidance will also be extended taking into account all possible combinations, not only the elbows with the torso. Attention will also be paid to collision avoidance of the humanoid with other objects in a scenario, such as for reaching tasks and to make the feet step on the ground. It will also be interesting to explore the possibility of combining PIK and SIK methods in order to obtain fast reconstruction due to the analytic calculations of SIK and to have the option of adding prioritized constraints like in PIK, which would be helpful in improving reconstruction quality. The usage of databases to improve the reconstruction quality will also be explored taking advantage of the low computation time of SIK. For example, the initial posture could be obtained from the database and then the readjustment process would be carried out by SIK.
