The distributed coordination problem of multi-agent systems is addressed under the assumption of intermittent discrete-time information exchange with time-varying (possibly unbounded) delays. Specifically, we consider the containment control problem of second-order multi-agent systems with multiple dynamic leaders under a directed interconnection graph topology. First, we present distributed control algorithms for double integrator dynamics in the full and partial state feedback cases. Thereafter, we propose a method to extend our results to second-order systems with locally Lipschitz nonlinear dynamics. We show that, under the same information exchange constraints, our approach can be applied to solve similar coordination problems for other types of complex second-order multi-agent systems, such as harmonic oscillators. In all cases, our control objectives are achieved under some conditions that can be realized independently from the interconnection topology and from the characteristics of the communication process. The effectiveness of the proposed control schemes is illustrated through some examples and numerical simulations.
Introduction
The distributed coordination problem of dynamical multi-agent systems has received a growing interest during the last decade due to the broad range of applications involving multiple vehicle systems. The main idea behind distributed coordination is to ensure a collective behavior using local interaction between the agents. This interaction, in the form of information exchange, is generally performed using communication between agents according to their interconnection graph topology. Examples of collective behaviors include consensus, synchronization, flocking, and formation maintenance [1, 2] . While multi-agent systems with general linear dynamics have been widely considered in the literature (see, for instance, [3] [4] [5] and references therein), coordinated control algorithms for multi-agent systems with double integrator dynamics have been actively studied with a particular interest to second-order consensus problems [6] [7] [8] [9] , cooperative tracking with a single leader [7, 10] , and the containment control problem with multiple stationary or dynamic leaders [11] [12] [13] . Despite their simple dynamical model, it has been shown that coordinating a team of such agents is a difficult problem especially if one considers restrictions on the interconnection graph between agents or some constraints related to the dynamics of agents such as the lack of velocity measurements and/or input saturations. In addition, basic concepts from the above mentioned results have been successfully applied to harmonic oscillators [14, 15] , and second-order nonlinear multi-agent systems with general unknown and globally Lipschitz nonlinearities [16] [17] [18] or with special models such as has been proposed in [52] in cases where communication between agents is lost during small intervals of time. The latter result has been extended to multi-agent systems with general linear dynamics [53] and globally Lipschitz nonlinear dynamics [54] , where it has been shown that consensus can still be achieved under some conditions on the communication rates and interaction topology between agents. However, communication delays have not been considered in [50] [51] [52] [53] [54] , and it is not clear whether the methods in these papers are still valid in the case of discrete-time communication. More recently, based on the small-gain approach presented in [48] , a solution to the synchronization problem of a class of nonlinear second-order systems has been presented in [55] assuming intermittent and delayed discrete-time communication between agents. However, the result in [55] cannot be extended in a straightforward manner to the case of multiple leaders with time-varying trajectories.
The main contribution of this paper consists in providing distributed containment control algorithms for second-order multi-agent systems under a directed interconnection topology and in the presence of the above mentioned communication constraints. More precisely, we consider the case where the communication between agents is discrete in time, intermittent, asynchronous, and subject to non-uniform and unknown irregular communication delays and possible packets dropouts. The combination of these communication constraints implies that each agent may receive information (with delays) from other agents in the network only at the endpoints of some intervals of time, that we refer to as blackout intervals. Based on the small gain theorem used in our earlier work [48] , we present an approach for the design and analysis of distributed control algorithms, achieving containment control with multiple dynamic leaders, under mild assumptions on the directed interconnection topology provided that the communication blackout intervals are finite. Using this approach, we present distributed containment control algorithms for linear second-order multi-agents modeled by double integrators with and without measurements of the velocities of the followers. In this case, the dynamic leaders are assumed to be moving according to some uniformly bounded and vanishing acceleration. Next, we present a systematic method to solve the containment control problem of a network of non-identical agents with nonlinear dynamics under the same assumption on the motion of the leaders. The latter result is unifying in the sense that it can be applied to a wide class of second-order systems with locally Lipschitz nonlinearities. Then, we relax our assumptions on the leaders' final states and show that our approach can be applied to solve the containment control problem of a class of linear second-order oscillators, including harmonic oscillators, under the same communication constraints.
To the best of our knowledge, the containment control problem of linear and nonlinear secondorder systems has never been addressed under similar assumptions on the interconnection and communication between agents. As compared to the relevant literature (see, for instance, [28] [29] [30] [31] [32] [33] [34] [49] [50] [51] [52] [53] [54] ), the proposed approach in this paper achieves our control objectives by taking into account the above mentioned communication constraints simultaneously without imposing conservative assumptions on the interconnection topology between agents. As compared to [55] that handles similar communication constraints, we address in this paper the more challenging containment control problem with multiple leaders with time-varying trajectories. Our approach in this work is more general and takes into account several considerations related to the dynamics of the leaders and the followers, the availability of states measurements, as well as the above communication constraints, within the same framework. Moreover, containment control, in each of the cases in this study, is achieved under simple design conditions that do not depend neither on the interconnection topology between agents nor on the maximal communication blackout interval which can be unknown and can take large values. The effectiveness of the proposed containment control algorithms is shown through several numerical examples.
Background and Problem Formulation
Throughout the paper, we use |x| to denote the Euclidean norm of a vector x ∈ R q with R q being the q-dimensional Euclidean space. We denote with I q and 0 q , respectively, the q-dimensional identity matrix and the zero matrix of dimension q × q, and we let 0 q×p ∈ R q×p denote the matrix of all zeros. We also use 1 q ∈ R q to denote the vector of all ones. The spectral radius of a square matrix A is denoted by ρ(A). The Kronecker product of matrices A and B is denoted by A ⊗ B. The limit lim t→+∞ x(t) = c is denoted by x(t) → c.
Graph theory background
Consider a system composed of n agents that are interconnected in the sense that some information can be transmitted between agents using communication channels. The interconnection topology between agents is modeled by a weighted directed graph G = (N , E, A) where each agent is represented by a node and N := {1, . . . , n} is the set of all nodes. The set E ∈ N × N contains ordered pairs of nodes, called edges, and A = [a ij ] ∈ R n×n is the weighted adjacency matrix. An edge (j, i) ∈ E is represented by a directed link (an arrow) from node j to node i, and indicates that agent i can obtain information from agent j but not vice versa; in this case, we say that j and i are neighbors (even though the link between them is directed). A finite ordered sequence of distinct edges of G with the form (j, l 1 ), (l 1 , l 2 ), . . . , (l q , i) is called a directed path from j to i. A directed graph G is said to contain a spanning tree if there exists at least one node that has a directed path to all the other nodes in G. The weighted adjacency matrix is defined such that a ii := 0, a ij > 0 if (j, i) ∈ E, and a ij = 0 if (j, i) / ∈ E. The Laplacian matrix L := [l ij ] ∈ R n×n associated to the directed graph G is defined such that: l ii = n j=1 a ij , and l ij = −a ij for i = j. That is, L := D − A, where D, called the in-degree matrix, is a diagonal matrix with the (i, i)−th entry being l ii .
In this paper, we consider the case where there exist m followers and n − m leaders (m < n). Without loss of generality, we let F := {1, . . . , m} and L := {m + 1, . . . , n} denote the follower set and the leader set, respectively, so that L = N \ F. Here, an agent i is called a leader, or i ∈ L, if (j, i) / ∈ E for each j ∈ N ; a leader node does not receive information from any other node in G. An agent i is called a follower, or i ∈ F, if (j, i) ∈ E for at least one j ∈ N . Accordingly, matrices D, A, and L associated with G take the form
withm :
Assumption 1. For each node i ∈ F, there exists at least one node j ∈ L such that a directed path from j to i exists in G. That is, for each follower, there exists at least one leader having a directed path to the follower.
Consider the following definition and Lemma used in the subsequent analysis.
Definition 1.
[1] Let Z n ⊂ R n×n denote the set of all square matrices of dimension n with nonpositive off-diagonal entries. A matrix A ∈ R n×n is said to be a nonsingular M-matrix if A ∈ Z n and all eigenvalues of A have positive real parts. Further, a nonsingular M-matrix A ∈ Z n can be written as A = sI − M for some scalar s > 0 and matrix M ≥ 0 such that s > ρ(M ). 
Communication process
In this work, we consider the case where communication between agents is discrete in time, intermittent, and may be subject to unknown irregular delays and information losses. Specifically, for each pair (j, i) ∈ E, there exists a strictly increasing unbounded sequence S ij ⊆ {0, 1, 2, 3, . . .} such that the j-th agent is allowed to send data to the i-th agent at instants t kij , k ij ∈ S ij . This information exchange is subject to a sequence of communication delays τ kij kij ∈Sij , with τ kij ∈ [0, +∞], meaning that the information sent by the j-th agent at t kij can be received by the i-th vehicle at instant t kij + τ kij . In particular, the case where τ kij = +∞ implies that the corresponding data has been lost during transmission or has never been sent. The following assumptions are imposed on the communication process.
Assumption 2. For each pair (j, i) ∈ E, there exists a strictly increasing infinite subsequencē
Problem statement
Consider the n systems interconnected according to a directed graph G, and suppose that the communication process between agents is as described in Section 2.2. The dynamics of agents will be described in the subsequent sections. For i ∈ N , let p i ∈ R N denote the position-like state of each agent. Also, let p F and p L be the column stack vectors of p i , i ∈ F, and p i , i ∈ L, respectively 1 , and let S L (t) := {p m+1 (t), . . . , p n (t)}. The objective of this work is to design distributed control schemes that solve the containment control problem, where the positions of the follower agents are to be driven to the convex hull spanned by the positions of the leaders. Formally, it is required that
where for a point x and a set M , d(x, M ) denotes the distance between x and M , i.e., d(x, M ) := inf y∈M |x − y|, and
denotes the convex hull of the set X := {x 1 , . . . , x p } [21] . Under Assumption 1, the result of Lemma 1 implies that 
To achieve the above objective, we let the vector p (i) j (k ij ) denote the information that can be transmitted from agent j to agent i at instant t kij , for each (j, i) ∈ E and k ij ∈ S ij . In particular,
, where χ j (t kij ) is a vector, to be defined later, that contains some of the j-th agent's states measured at instant t kij , and k ij is the sequence number of transmission instants t kij . Accordingly, for each pair (j, i) ∈ E and each time instant t ≥ 0, let k m ij (t) denote the largest integer number such that p
is the most recent information of agent j that is already delivered to agent i at t. It should be noted that the number k m ij (t) can be obtained by a simple comparison of the received sequence numbers.
Technical Lemma
Before we proceed, we present in this section a unifying result that will simplify the forthcoming analysis. Consider a system of n-agents interconnected according to G and governed by the following dynamicsη
where k ηi > 0, η i ∈ R N , i ∈ N , is the position-like state of the i-th agent, the sets L and F are defined as above, and δ i ∈ R N , i ∈ F, is the output of the following systeṁ
for i ∈ F, where ζ i ∈ R σiN , σ i ∈ N, the vector ε i ∈ R N is considered as the input of system (6)-(7) with a ij being the (i, j)−th entry of the adjacency matrix A associated to G and κ i := n j=1 a ij for i ∈ F, and the matrices H i ∈ R σi×σi , B i ∈ R σi×1 , and C i ∈ R 1×σi are given by
with h i,1 , . . . , h i,σi > 0 and i ∈ F. The vectors Φ i,1 , Φ i,2 , i ∈ F, and Ψ i , i ∈ L, are considered as perturbation terms.
In (5)- (8), the i-th follower, i ∈ F, uses the received position-like states from its corresponding neighbors that are transmitted using the communication process described in Section 2.2. In particular, the vector η j (t k m ij (t) ) is the most recent position-like state of agent j that is available to agent i at instant t. Also, the parameter α is either 1 or 0; in particular, α = 0 implies that the dynamic system (6) is not implemented. Lemma 2. Consider the multi-agent system (4)- (8) and suppose Assumption 1 and Assumption 2 hold. Then, with α = 1 or α = 0, the following holds for arbitrary initial conditions:
Furthermore, if the conditions in item i) hold and the perturbation terms Φ i,1 , Φ i,2 , for i ∈ F, and Ψ i , for i ∈ L, do not converge to zero, then the effects of these perturbation terms can be reduced with a choice of k ηi and the entries of H i provided that T * is sufficiently small and/or η L (t) is slowly varying.
Proof. See Appendix A.
Containment Control of Double-Integrators
In this section, we consider the multi-agent system governed bẏ
where Γ i , for i ∈ F, is the input vector for each follower, and Γ i for i ∈ L is a function chosen such that each leader evolves with some bounded acceleration and all the leaders converge asymptotically to a common steady state velocity. Specifically, we consider the following assumption.
Also, we assume that
, where p j is the position of agent j for j ∈ N ,v j ≡ v j , for j ∈ L, andv j , for j ∈ F, denotes a velocity estimate obtained by the j-th follower according to an algorithm described below. Using this information exchange, we consider the following control input for each follower in (10)
for i ∈ F, where the vector ψ i is given by
and k pi , k di , L pi , i ∈ F, are strictly positive scalar gains, a ij is the (i, j)-th element of A, and κ i := n j=1 a ij for i ∈ F satisfies κ i = 0 in view of Assumption 1. The term ϑ ij in (13) can be regarded as an estimate of the current position of the j-th agent, for (j, i) ∈ E. This term is based on the most recent information of the j-th agent available to the i-th agent at instant t, and depends on the common sampling period T , which is available to all agents as per Assumption 3.
It can be noticed that the control law (11)- (13) might be discontinuous in the presence of the irregularities of the received information due to the communication constraints. To ensure a continuous-time control action, the received information can be moved one integrator away from the control input by letting the vector ψ i in (11) be the solution of the following dynamic systeṁ
with k ψi > 0, andv i , ϑ ij given in (12)- (13).
In the case where the velocity vectors v i for i ∈ F are not available for feedback, we consider the following control algorithm
for i ∈ F, wherev i , i ∈ N , and ψ i , i ∈ F, are defined in (12) and (13) (or (14)), respectively. The signals ψ i andv i in (11) (and in (15)) can be considered as a reference position and a reference velocity for each follower agent. The dynamic system (12), acting as a distributed observer, is introduced such that all followers reach some agreement on their velocity estimates in the presence of communication constraints. For this, the velocity estimatesv i , i ∈ N , are transmitted between agents instead of the actual velocity vectors. In contrast, the reference position ψ i in (13) (or in (14)) depends on the received positions of the corresponding neighboring agents. The signal φ i ∈ R N is used in (15) to cope for the lack of measurements of the velocity signals v i , i ∈ F. The control input Γ i in (11) (respectively, in (15)- (16)) is designed such that each follower tracks its reference velocity and reference position (respectively, without measurements of the followers' velocities) in the presence of the communication constraints described in Section 2.2. This can be shown using the small gain framework (Lemma 2) as stated in the following result. Theorem 1. Consider the network of n systems described by (10) and suppose Assumptions 1-4 hold. For each i ∈ F, consider the control input (11)-(12) with (13) or (14) . Pick the gains k pi and k di such that the roots of x 2 +k di x+k pi = 0 are real. Then, the vectorsv
* is small and/or the signal v i (t), i ∈ L, is slowly varying. The same above results hold when using the control input (15)- (16) with (12) and (13) or (14).
Proof. Consider the dynamics of the distributed observer (12) withv i ≡ v i for i ∈ L, which can be rewritten as in (4)- (8) with α = 0. Then, one can show, using Lemma 2 with Assumption 2 and Assumption 4, thatv
are uniformly bounded and asymptotically converge to zero for arbitrary 
* is small and/orv i (t), i ∈ L, is a slowly varying signal. Consider system (10) with (11), which can be rewritten aṡ
for i ∈ F, whereᾱ = 0 orᾱ = 1 correspond, respectively, to using (13) or (14), and ǫ i ≡ 0. For analysis purposes, suppose that ǫ i is uniformly bounded and ǫ i (t) → 0. Let −λ i < 0 be one of the real roots of (10) and (17), satisfieṡ
where the last equality is obtained using the relationsṗ
λi , which hold from the definition of ξ i and λ i , respectively. Now,
Then, using (10) and (17)- (20), one can show thaṫ
and
for i ∈ F. It is then clear that forᾱ = 0, the closed loop dynamics (21)- (25) can be written in the form (4)- (9) with α = 1 and σ i = 1, for i ∈ F. Also, forᾱ = 1, system (21)- (25) is equivalent to (4)- (9) with α = 1 and σ i = 2, for i ∈ F. Therefore, the result of the theorem can be shown by verifying the conditions in items i) and ii) of Lemma 2. By Assumption 4, we know thatṗ i is uniformly bounded andṗ i (t) → 0 for i ∈ L. Also, we have shown thatv i ,v i are uniformly bounded, (25) , are uniformly bounded and
Invoking Lemma 2, we can show thatξ
In the case wherev i , i ∈ L, does not converge to zero, we know thatv i − v d ,v i , Θ i,1 , and Θ i,2 , i ∈ F, do not converge to zero. As discussed above, the effects of a non-zerov i , i ∈ L, onv i − v d andv i , i ∈ F, can be reduced with a choice of L pi for small T * and/or a slowly varyingv i (t), i ∈ L. Similarly, one can deduce from Lemma 2 that the effects of non- 
Finally, in the case where v i , i ∈ F, are not available for feedback, applying the control algorithm (15)- (16) with (12) and (13) (or (14) ) to (10), i ∈ F, leads to the closed loop dynamicṡ (18)-(19) , for i ∈ F. Then, the results of the theorem can be shown following the same arguments as above by letting ǫ i := −k diφi in (17) .
In the case where the steady state velocity of the leaders v d is available to all the followers, the distributed observer (12) is not required and the following Corollary can be proved using similar steps as in the proof of Theorem 1. The containment control problem for double integrators (10) has been addressed recently in [31] and [32] assuming continuous-time communication in the presence of uniform communication delays. With the assumptions that the leaders's velocities are constant and the communication delays are smooth and can be measured, objective 3 is achieved in [31] , using a state feedback algorithm, under some conditions directly related to the interconnection topology between agents, the upper bound of the communication delays, and the solutions of some LMIs. A similar result is obtained in [31, 32] in the case of constant communication delays. In contrast, the distributed control algorithms in Theorem 1 achieve objective (3) under weaker assumptions on the communication between agents, that can be subject to unknown, non-uniform, and irregular communication delays with possible packets dropouts, and, in addition, remove the requirements of velocity measurements for the followers. Further, the above results solve the containment control problem for multi-agent system (10), with multiple dynamic leaders satisfying Assumption 4, under a simple condition on the control gains. Interestingly, this condition is topology-free and does not depend on the "unknown" maximal blackout interval T * that may take arbitrarily large values.
Containment Control of Nonlinear Second-Order Multiagents
In this section, we consider the case where the dynamics of the followers are non-identical and satisfyṗ
where the functions
, are assumed to be continuous and locally Lipschitz with respect to their arguments, and
Similarly to the previous section, we suppose that χ j (t kij ) := [p j (t kij ),v j (t kij )], wherev i , i ∈ F, is a velocity estimate obtained using a distributed observer described below andv
Assuming that the velocities of the followers are available for feedback, we define a reference velocity signal for each follower as follows
where λ i > 0 and η i ,v i satisfy
for i ∈ F, and where
are strictly positive scalar gains, ϑ ij is given in (13) , and a ij , κ i are defined as above.
The main idea behind the introduction of the reference velocity v ri is different from that of the approach used in Section 4. This reference velocity is generated for each follower in (26) using the states of the dynamic auxiliary systems (28)- (29) . The structure of these auxiliary systems is motivated by the result of Lemma 2 that is proved in Appendix A based on the small-gain framework. We will show in Theorem 2 below that all followers coordinate their motion with respect to the leaders' trajectories if there exists a tracking control input Γ i in (26), i ∈ F, such that each follower tracks its corresponding reference velocity.
Theorem 2. Consider the multi-agent system (26) and suppose that Assumptions 1-4 hold. For each i ∈ F, consider the reference velocity v ri given in (27)- (29) and suppose that there exists a control input Γ i that guarantees:
i) The error vector e i := v i − v ri , i ∈ F, is uniformly bounded.
ii) Ifv ri and v ri are uniformly bounded, then e i (t) → 0.
Proof. First, it can be verified that the distributed observer (29) withv i = v i , i ∈ L, can be rewritten as (6)-(9) with α = 1 and σ i = 1, for i ∈ F. Therefore, Lemma 2 can be used to show thaṫ Next, define the following variables:
The dynamics of these variables can be shown, after some computations using (27) - (28), to satisfyṗ
for i ∈ F, whereΘ i := k di Θ i,1 +v i − v d , with Θ i,1 being given in (25) . It can also be verified that (30) - (31) is equivalent to (6)-(9) with α = 1 and σ i = 2, for i ∈ F. From item i) in the theorem, we know that there exists an input Γ i , i ∈ F, such that e i is uniformly bounded, i ∈ F. Also, Assumption 4 implies thatṗ i is uniformly bounded andṗ i (t) → 0, i ∈ L. Note that we have shown above thatv i ,v i − v d , i ∈ F, are uniformly bounded and asymptotically converge to zero. This with t k m ij (t) → +∞ and (t − k m ij (t)T ) ≤ T * , by Assumption 2, one can deduce thatΘ i is uniformly bounded andΘ i (t) → 0, i ∈ F. Invoking Lemma 2, we can show thatη i,1 ,η i,2 ,ṗ i , i ∈ F, and
Consequently, v ri andv ri , i ∈ F, are uniformly bounded. Then, item ii) in the theorem leads us to conclude that e i (t) → 0, i ∈ F. Invoking Lemma 2 again, we can show that
Remark 2. Similarly to Corollary 1, the result in Theorem 2 can be simplified in the case where the steady state velocity of the leaders q d is available to all the followers, or is null, by lettingv i = v d for all i ∈ F.
Theorem 2 shows that the containment control problem of the general class of nonlinear systems (26) can be achieved in the presence of unknown communication blackout intervals that can be arbitrarily large. Note that the reference velocity v ri in (27) depends on the states of the nonlinear system (26), which introduces some coupling between the dynamics of this reference velocity and the tracking error e i = (v i −v ri ). Theorem 2 takes into account such coupling and provides sufficient conditions on the control input Γ i , i ∈ F, such that tracking the reference velocity (27) - (29) leads to our control objectives. Keeping in mind that v ri ,v ri are well defined continuous functions of time and available for feedback, the design of such control input Γ i would be possible following the various approaches dealing with tracking control design for nonlinear systems. It is worthwhile mentioning that a similar approach has been recently considered in [55] to address the synchronization problem of multi-agent system (26) under similar assumptions on the communication constraints. The distributed design of the reference velocity in Theorem 2 extends our results in [55] to the case of multiple dynamic leaders with time-varying accelerations. Moreover, the algorithm proposed in Theorem 2 is structurally simpler (as compared to the one proposed in [55] ) and, in addition, our control objectives can be attained without imposing any conditions on the control gains.
To illustrate the application of Theorem 2, we consider the following dynamics of nonlinear systems 
For each follower in (32), consider the following control input
where k ri > 0, e i = (v i − v ri ), v ri is given in (27)- (29) . Note that the control algorithm (34) is a classical variable structure controller that satisfies the conditions in Theorem 2 for a given v ri anḋ v ri . In fact, using the Lyapunov function V i = 0.5e ⊤ i e i whose derivative evaluated along the closed loop dynamics satisfiesV i ≤ −2k ri V i , one can show that e i is uniformly bounded and e i (t) → 0 for all i ∈ F. Therefore, the following corollary of Theorem 2 holds. Corollary 2. Consider multi-agent system (26) with (32) and suppose that Assumptions 1-5 hold. For each follower, let the control input be given in (34)-(35) with (27)- (29) 
for arbitrary initial conditions. Remark 3. In [56] , an ISS method has been proposed to solve the containment control problem for nonlinear multi-agent system (26), with (32) and Assumption 5, where only the case of stationary leaders has been considered using continuous-time communication between agents and no communication delays. The result in [56] is achieved under sufficient conditions given in terms of a number of inequalities that depends on the number of the directed paths and cycles in the directed interconnection graph between agents. Besides the fact that we consider communication constrains and non-stationary leaders, the results in Corollary 2 do not rely on any centralized information on G, and hold in the presence of unknown bounded blackout intervals that can be large.
Remark 4. The result of Theorem 2 can be applied to various other nonlinear second order systems, including mechanical systems, which need not to be identical.
Containment Control of Oscillator Systems
Consider a multi-agent system where the dynamics of each agent are described bẏ
where Γ i is the control input and S 1 ∈ R N ×N , S 2 ∈ R N ×N are known matrices. Let Γ i ≡ 0, for i ∈ L, and consider the following assumption. Assumption 6 implies that all agents oscillate with some frequency and some amplitude defined by their initial states if subject to no input. It is clear that S 1 = S 2 = 0 N corresponds to the case of double integrators studied in Section 4. Also, if S 1 = diag{−s 1,1 , . . . , −s 1,N }, s 1,j > 0 for j = 1, . . . , N , S 2 = 0 N , the dynamic system (36) describes a group of harmonic oscillators studied in [14, 15, 57, 58] . In this section, we design the input of the follower agents such that their final trajectories are driven to the convex hull spanned by the trajectories of the leaders in the presence of communication constraints.
Let the control input in (36) be as follows
for i ∈ F, where k pi > 0, k di > 0, and the vector ψ i := (ψ
The vector ψ i in (40) is defined based on an estimate, or a prediction, of the current positions of neighboring agents obtained using the most recent information available to agent i at t. Also, similarly to the control algorithm (11)- (13), the vectors ψ i,1 andv i can be interpreted as a reference position and reference velocity, respectively, for each follower designed to achieve our objectives. However, the dynamic system (38)-(39), i ∈ F, withv i ≡ v i , i ∈ L, cannot be seen as an independent distributed observer since it relies on the positions of the agents in (39) and (40). In fact, the control algorithm (37)- (40) does not reduce to (11)- (13) in the case of S 1 = S 2 = 0 N . In the case where the velocity vectors v i for i ∈ F are not available for feedback, we implement the following control law for each follower
with (39) and (40), respectively.
Theorem 3.
Consider the network of n systems described by (36) and suppose Assumptions 1-3 and Assumption 6 hold. For each i ∈ F, consider the control input (37)- (40) . Pick the gains k pi and k di such that the roots of x 2 + k di x + k pi = 0 are real. Then, all signals are uniformly bounded and
for arbitrary initial conditions.The same results also hold in the case where the control algorithm (41) with (39)- (40) is used provided that the matrix (−k φi I N + S 2 ) is stable.
one can verify, from (36) with (37)- (40),
where ψ i is defined in (40) and ǫ i ≡ 0. Similarly to the proof of Theorem 1, we suppose that ǫ i is uniformly bounded and ǫ i (t) → 0 for analysis purposes. In view of Assumption 6, we consider the following change of variablesx i (t) = e −S(t−t0) x i (t), for i ∈ N and t > t 0 ≥ 0, and define similarlȳ z i (t),ψ i (t),ǭ i (t), for i ∈ F. This leads tȱ
). Now, to use the result of Lemma 2, we consider the change of variablesξ i = 1 λiz i +x i , where −λ i < 0 is a real root of the characteristic equation given in the theorem. Then, one can show, using similar steps as in (20) 
for i ∈ F. Then, since the dynamic system (44)- (45) can be rewritten as (4)- (9) with α = 1 and σ i = 1, i ∈ F, Lemma 2 can be used to show thatξ
x L are uniformly bounded and asymptotically converge to zero under the assumptions of the theorem. This implies thatż F ,z F are uniformly bounded andż F (t) → 0,z F (t) → 0, in view of (43) . This, with Assumption 6, leads to the conclusion thatż
uniformly bounded and asymptotically converge to zero, which leads to the result of the theorem from the definition of z F and x F . Also, x F is uniformly bounded since x L is uniformly bounded by Assumption 6.
In the case where the control law (41) is used, we define the error vectorφ i : (36) with (41), one can show thaṫ
, and using the same variables x i , z i , defined above, the closed loop dynamics (36) with (41), (39)- (40), can be written as in (44)- (45) with
, and ǫ i,2 := k φi S 1φi . The same above arguments can then be used to prove the last part of the theorem.
Theorem 3 provides a solution to the containment control problem of linear oscillators (36) under relaxed assumptions on the communication process between agents (leading to unknown communication blackout intervals that can be arbitrarily large) without imposing additional restrictions on the directed graph. This is guaranteed with a simple choice of the control gains despite the oscillatory motion of all agents. Further, the above result removes the requirements of velocity measurements for the followers. It is clear that the distributed control algorithm in Theorem 3 can be applied, with an obvious modification, to the case where the leaders' trajectories are oscillating, according to (36) with Assumption 6, and the follower agents are governed by double integrator dynamics (10) and/or the nonlinear second-order dynamics (26).
Remark 5. The synchronization problem of harmonic oscillators has been addressed in the literature in both the leaderless and leader-follower scenarios in the case of continuous-time communication [14, 15] and in the case where communication is lost during some intervals of time [57] . More recently, the containment control problem of coupled harmonic oscillators in directed networks has been studied in [58] using sampled-data protocols. Communication constraints, however, have not been considered in these papers and only the case of undirected interconnection graphs is addressed in [57] .
Simulation Results
In this section, we implement the proposed distributed containment control schemes for a network of ten systems, with F = {1, . . . , 6} and L = {7, . . . , 10}, moving in the two dimensional space with N = 2. The communication process between agents is described in Section 2.2 with the parameter T * in Assumption 2 being estimated to be smaller than or equal to 1.5 sec, and the interconnection graph G is directed and satisfies Assumption 1 with
, and the vectorṽ F denote the containment error of the system defined asṽ
Example 1 : We consider the follower agents modeled by (10) and the motion of the leaders is described by
⊤ , for i ∈ L, such that Assumption 4 is verified. We implement the control algorithm (11)- (13) in Theorem 1 with the control gains
In the case where the velocity vectors v i , i ∈ F, are not available for feedback, we implement the control algorithm (15)- (16) with (12) and (14) with the same above gains and k ψi = 1. It can be verified that, in both cases, k di = 2 k pi and hence the condition in Theorem 1 is satisfied. Fig. 1 shows the convergence of the containment error vectors for all followers to zero in the case where control algorithm (11)- (13) of Theorem 1, which implies that all followers converge to the convex hull spanned by the leaders using intermittent discrete-time communication, in the presence of time-varying delays and packets dropouts. This is also demonstrated in Fig. 2 , which depicts the trajectories of all agents at different instants of time in this case. The same conclusions can be drawn from Fig. 3 showing the results obtained in the partial state feedback case. Note that the trajectories of the leaders are the same in both cases and the trajectories of the followers are shown only in Fig. 3 for clarity. Example 2 : We consider the case where the followers are governed by the nonlinear dynamics (26) with (32) . In particular, and similarly to [56] , we let
which satisfies Assumption 5 with δ p fi (|p i |) = 0 and δ
Then, for all follower agents, we implement the control algorithm described in Corollary 2 with the control gains k ri = 1, λ i = 2,
To validate the result in Proposition ??, we assume that the leaders can transmit their information, using the same communication process, under the directed interconnection graph G L having the set of edges E L = { (7, 8) , (8, 9) , (10, 7)}, which is a spanning tree rooted at node 10. Then, we implement the algorithm in Proposition ?? with arbitrary initial conditions of the leader agents and v d (t) = (1, 0.1) ⊤ + (cos(t) − 0.2 sin(t))e −0.2t m/ sec. Also, the control gains are selected as:
. The desired separation vectors between the leader agents are considered as δ ij = δ i − δ j , with δ 7 = (1, −2)
⊤ , δ 8 = (2, 1) ⊤ , δ 9 = (−1, 2) ⊤ and δ 10 = (−2, −1) ⊤ . The obtained results in this case are given in Fig. 4 , which shows that all the followers converge to the convex hull spanned by the leaders and the leaders converge to the specified geometric shape with the desired velocity, using intermittent and delayed communication between agents. 
Conclusion
In this paper, we presented solutions to the containment control problem with multiple dynamic leaders for linear and nonlinear second-order multi-agent systems under mild assumptions on the communication and interconnection between agents. In all the proposed control algorithms, the information exchange is assumed to be intermittent with irregular time-varying communication delays and possible information losses. Our results are guaranteed under simple design conditions on the control parameters that can be realized independently from the characteristics of the communication process and without an a priori knowledge on the general directed interconnection graph topology. These distinctive features make our results fundamentally different from the available relevant literature as discussed throughout the paper.
A proof of Lemma 2
Before addressing the proof of Lemma 2, we recall some definitions on input-to-state and inputto-output stability notions as well as a small gain theorem proved in our earlier work [48] . Definitions: Consider an affine nonlinear system of the forṁ
p i 1 (m) where x ∈ R N , u i ∈ Rm i for i ∈ N p := {1, . . . , p}, y j ∈ Rm j for j ∈ N q := {1, . . . , q}, and f (·), g i (·), for i ∈ N p , and h j (·), for j ∈ N q , are locally Lipschitz functions of the corresponding dimensions, f (0) = 0, h(0) = 0. We assume that for any initial condition x(t 0 ) and any inputs u 1 (t), . . . , u p (t) that are uniformly essentially bounded on [t 0 , t 1 ), the corresponding solution x(t) is well defined for all t ∈ [t 0 , t 1 ].
Definition 2.
[59] A system of the form (46) is said to be input-to-state stable (ISS) if there exist 2 β ∈ K ∞ and γ j ∈K, j ∈ N p , such that the following inequalities hold along the trajectories of the system for any Lebesgue measurable uniformly essentially bounded inputs u j , j ∈ N p : i) ∀ t 0 , t ∈ R, t ≥ t 0 , we have
In the above definition, γ j ∈K, j ∈ N p , are called the ISS gains. It should be pointed out that for a system of the form (46), the ISS implies the input-to-output stability (IOS) [59] , which means that there exist β i ∈ KL and γ ij ∈K, i ∈ N q , j ∈ N p , such that the inequality
holds for all i ∈ N q and ∀ t 0 , t ∈ R, t ≥ t 0 . In this case, the function γ ij ∈K, i ∈ N q and j ∈ N p , p i 1 (m) Theorem 4. Consider a system of the form (46) . Suppose the system is IOS with linear IOS gains γ 0 ij ≥ 0. Suppose also that each input u j (·), j ∈ N p , is a Lebesgue measurable function satisfying: u j (t) ≡ 0, for t < 0, and
for almost all t ≥ 0, where µ ji ≥ 0, all ϑ ji (t) are Lebesgue measurable uniformly bounded nonnegative functions of time, and δ j (t) is an uniformly essentially bounded signal (uniformly bounded almost everywhere except for a set of measure zero).
, then the trajectories of the system (46) with input-output constraints (47) are well defined for all t ≥ 0 and such that all the outputs y i (t), i ∈ N q , and all the inputs u j (·), j ∈ N p , are uniformly bounded. If, in addition, |δ j (t)| → 0, j ∈ N p , then |y i (t)| → 0, |u j (t)| → 0 for i ∈ N q and j ∈ N p . Now, we are ready to proof Lemma 2. First, note that Assumption 1 ensures that κ i in (8) satisfies κ i = 0 for i ∈ F. Also, Assumption 1 and Lemma 1 ensure that L 1 is a non-singular M-matrix. Let
with η ci ∈ R N for i ∈ F and L 1 , L 2 are defined in (2). 
Consider the error vectors
Using (5)- (6), we can verify thaṫ
where we used notationH i = (
Also, from the definition of η c and (1)- (2), one can verify that
where we used relation
Also, the input vector ε i , in view of (8) and (48), satisfies
for i ∈ F. Then, it can be deduced from the last two equations that ε i − η ci = u i , i ∈ F, with
Then, the closed loop dynamics (49)- (51) are equivalent tȯ
with Y i := Φ i,1 −η ci , and Υ i := Φ i,2 −η ci for i ∈ F.
In view of (48), the results of Lemma 2 can be verified if the error vectorsη i , i ∈ F, and their first time-derivatives are uniformly bounded and converge asymptotically to zero. This can be shown using the result of Theorem 4 as follows. First, one needs to show that the overall system that consists of all systems (55)- (56), i ∈ F, is IOS with respect to some appropriately defined input and output vectors, and, in addition, the input vectors satisfy property (47) in Theorem 4. Note that all systems (55)-(56), i ∈ F, are interconnected through the input vectors u i , i ∈ F, given in (54) . Then, if one can obtain explicit expressions of the IOS gain matrix G 0 and the interconnection matrix M defined in Theorem 4, our objective can be shown under the conditions of Theorem 4; ρ(G ) < 1 where G = G 0 · M is the closed loop gain matrix.
Consider each system (55)- (56) for i ∈ F, and letζ i := ζ⊤ i,1 , . . . ,ζ both values of α. As a result, if one considers the overall system that consists of all the systems (55)- (56) , i ∈ F, with the m outputsη i and the m inputs u i , i ∈ F, one can verify that thus defined system is IOS with the IOS gain matrix G 0 = I m . Note that G 0 does not relate the outputsη i to the inputs Y i and Υ i , i ∈ F, which does not affect our analysis. In fact, one can show, usinġ
that Y i and Υ i , i ∈ F, are uniformly bounded and converge asymptotically to zero if Φ i,1 , Φ i,2 , i ∈ F, and Ψ i , i ∈ L, are uniformly bounded and converge to zero. Now, we derive estimates of the inputs u i , i ∈ F, given in (54) . In view of (53) and the fact that (t − t k m ij (t) ) ≤ T * (by Assumption 2), it can be verified that 
with
|η ci (ς)| .
Then, the input vector u i , i ∈ F, of system (55)- (56) is a diagonal matrix with strictly positive diagonal entries, it is straightforward to verify that (I m − G ) is also a non-singular M-matrix (see Definition 1) and hence ρ(G ) < 1, which satisfies the condition in Theorem 4.
Note that for all (i, j) ∈ E, Assumption 2 ensures that (t − t k m ij (t) ) is bounded and satisfies (t − t k m ij (t) ) ≤ T * . Then, in view of the IOS property of each system (55)-(56), i, ∈ F, Theorem 4
can be used to show thatη i ,η i ,ζ i ,ζ i , and u i , for i ∈ F, are uniformly bounded provided that |∆ i |, with Y i and Υ i , i ∈ F, are uniformly bounded. We can verify that the latter conditions are satisfied under the conditions of item i) in Lemma 2. In particular, relation (60) with Assumption 1 imply that |∆ i |, i ∈ F, is uniformly bounded ifη i := Ψ i , i ∈ L, is uniformly bounded. As a result, we conclude thatη i ,η i ,ζ i ,ζ i , for i ∈ F are uniformly bounded. Also, it can be verified from (48) and (60) thatη i andζ i , i ∈ F, are uniformly bounded. This proves statement i) in the lemma. Using similar arguments as above, we can show that |∆ i (t)| → 0, i ∈ F, under the conditions of item ii) in Lemma 2. Also, Y i (t) → 0 and Υ i (t) → 0, i ∈ F, under the same conditions. Then, Theorem 4, with the IOS property of systems (55)- (56) , can be used to show thatη i (t) → 0, η i (t) → 0,ζ i (t) → 0, andζ i (t) → 0, i ∈ F, which leads to the conclusions in item ii) in the lemma.
Finally, let us consider the case where Φ i,1 , Φ i,2 , i ∈ F, and Ψ i , i ∈ L, are uniformly bounded but do not converge to zero. We can deduce from (57)- (59) and (60)-(61) that the effects of non-zero perturbation terms Φ i,1 , Φ i,2 , i ∈ F, and Ψ i , i ∈ L, on the states of system (55)- (56) can be reduced with a choice of the gains provided that T * is small and/or η L is a slowly varying signal. In fact, it can be verified, form (57)- (59) , that the effects of Υ i := Φ i,2 − (1 σi ⊗ I N )η ci (in the case α = 1) and Y i := Φ i,1 −η ci can be arbitrarily reduced, respectively, with a choice of the entries of the gain matrixH i and the gains k ηi . In addition, it can be verified from (61) that |∆ i (t)|, i ∈ F is small for small values of T * and/or small values of |η ci |, i ∈ F, where, in view of (60), |η ci | depends on |η i | = |Ψ i |, i ∈ L. The proof is complete.
