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Ž2 m.Ž .In this paper, we consider the Lidstone boundary value problem, y t s
Ž Ž . Ž2 j.Ž . Ž2Žmy1..Ž .. Ž2 i.Ž . Ž2 i.Ž .f y t , . . . , y t , . . . y t , 0 F t F 1, y 0 s 0 s y 1 , 0 F i F m y
Ž .m1, where y1 f ) 0. Growth conditions are imposed on f and inequalities
involving an associated Green's function are employed which enable us to apply
the Leggett]Williams Fixed Point Theorem to cones in ordered Banach spaces.
This in turn yields the existence of at least three positive symmetric concave
solutions. The emphasis here is that f depends on higher order derivatives.
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1. INTRODUCTION
Ž .We consider the nonlinear Lidstone boundary value problem BVP ,
y Ž2 m. t s f y t , . . . , y Ž2 j. t , . . . y Ž2Žmy1.. t , 0 F t F 1, 1.1Ž . Ž . Ž . Ž . Ž .Ž .
y Ž2 i. 0 s y Ž2 i. 1 s 0, 0 F i F m y 1, 1.2Ž . Ž . Ž .
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Ž .mwhere y1 f ) 0 is continuous. For more precise conditions on f , let
Ž . jw x w x Ž . jw x w xy1 a, b s a, b if j is even and y1 a, b s yb, ya if j is odd. Let
my1
w x w xa , b s a , b = ??? = a , b .Ł j j 0 0 my1 my1
js0
We shall require that
my1
m jy1 f : y1 0, ‘ “ 0, ‘ .Ž . Ž . . .Ł
js0
Ž . Ž . 2 m w xBy a solution of 1.1 , 1.2 , we mean a C function on 0, 1 satisfying
Ž . Ž .1.1 , 1.2 . We will impose growth conditions on f and make use of
inequalities involving an associated Green's function which will ensure the
Ž . Ž .existence of at least three positive symmetric solutions to 1.1 , 1.2 .
Cone theoretic fixed point theorems, obtained using degree theoretic
methods, have been employed commonly in recent years to show the
existence of positive or multiple positive solutions. Appropriate references
for three positive solutions will be cited throughout this Introduction. A
crucial feature in the construction of an appropriate cone is an inequality
that gives a lower bound on positive concave functions as a function of
Ž . Ž .their norm. In each application we cite, f in 1.1 is of the form f t, y . In
particular, there is nonlinear dependence on only one order derivative of
the unknown, y. This is fundamentally due to ``large in norm does not
imply each component is large.'' To our knowledge, this is the first related
study that allows f to depend on more than one order derivative of the
unknown, y. The dependency on higher order derivatives is the primary
contribution of this paper.
To allow for dependence on higher order derivatives, we shall exploit a
Ž . Ž .``nested'' feature of the Lidstone BVP 1.1 , 1.2 . The nested feature has
w xrecently been employed in 11 and is a fundamental observation employed
w xin 15, 16 . We shall make this observation more precise in the develop-
ment in Section 3.
Ž .Lidstone boundary value problems BVPs for ordinary differential
Ž .equations ODEs have enjoyed much attention lately. For example, Agar-
w xwal and Wong 1 have characterized the Green's function for an associ-
ated even order differential equation satisfying homogeneous Lidstone
w xboundary conditions. Davis and Henderson 9 established uniqueness
implies existence for fourth order Lidstone BVPs for ODEs using shooting
w xmethods, and in 6 Davis proved differentiation results for solutions of
Lidstone boundary value problems with respect to linear Lidstone bound-
w xary conditions. Davis 5 later extended these results by differentiating
Ž .solutions of 1.1 with respect to general nonlinear Lidstone boundary
DAVIS, ELOE, AND HENDERSON712
w xconditions. Also, Lamar 15, 16 obtained results for the comparison of
smallest eigenvalues and the existence of multiple positive solutions for a
2nth order ODE satisfying linear Lidstone boundary conditions. This work
is especially related to the recent paper on triple positive symmetric
w x w xsolutions of Lidstone problems by Davis and Henderson 8 . Again, in 8 , f
depends only on y and not on any derivative of y. Recently, Wong and
Agarwal also addressed several questions concerning the existence of
w xpositive solutions for Lidstone BVPs; see 20 .
Lidstone BVPs for finite difference equations have also been studied
w xlately. Davis et al. 7 proved comparison of the smallest eigenvalues
Ž w x.theorems analogous to those of Lamar in 15 for difference equations
satisfies Lidstone boundary conditions. Positive solutions for discrete Lid-
w xstone BVPs have been dealt with by Wong and Agarwal in 19 .
The existence of multiple positive solutions for various BVPs has been
w xlooked into by several authors. Guo and Lakshmikantham 12 dealt
extensively with results of this type using various methods, including fixed
w x w xpoint techniques. More recently, Avery 3 , Anderson 2 , Henderson and
w x w x w xThompson 13, 14 , Wong and Agarwal 19, 20 , and Wong 18 have each
investigated the existence of triple positive solutions for certain BVPs.
Specifically, Avery did so for second order conjugate BVPs, while Ander-
son used an integral equation approach to the third order, three point
BVP
yxZ t q f x t s 0,Ž . Ž .Ž .
x 0 s xX t s xY 1 s 0, 1r2 F t F 1.Ž . Ž . Ž .2 2
Henderson and Thompson dealt with an nth order, two point problem in
w x w x13 and then, in 14 , extended Avery's result for second order conjugate
BVPs. Wong and Agarwal give such results for certain discrete and
Ž . Ž .continuous Lidstone problems intimately related to 1.1 , 1.2 .
A common thread in proving the existence of triple positive solutions in
w xeach of 2, 3, 8, 13, 14, 19, 20 is the application of a multiple fixed point
w xtheorem by Leggett and Williams 17 . Leggett and Williams used this
fixed point theorem to prove the existence of three positive solutions to
Hammerstein integral equations of the form
y s G x , s f s, y s ds, V ; R n .Ž . Ž .Ž .H
V
In order to accomplish this, they used inequalities imposed on the kernel,
G, and on the nonhomogeneous term f. As we will see later, Green's
Ž .functions for differential operators associated with 1.1 satisfying the
Ž .Lidstone boundary conditions 1.2 satisfy certain types of these inequali-
ties.
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2. BACKGROUND AND DEFINITIONS
Our main results will hinge on an application of the Leggett]Williams
Fixed Point Theorem which deals with fixed points of a cone-preserving
operator defined on an ordered Banach space. For the convenience of the
reader, we include here the necessary definitions from cone theory in
Banach spaces.
DEFINITION 2.1. Let B be a Banach space over R. A nonempty, closed
set P ; B is said to be a cone provided
Ž .a a u q b v g P for all u, v g P and all a , b G 0, and
Ž .b u, yu g P implies u s 0.
DEFINITION 2.2. A Banach space B is called a partially ordered Banach
space if there exists a partial ordering U on B satisfying
Ž .a u U v, for u, v g B implies tu U tv, for all t G 0, and
Ž .b u U v and u U v , for u , u , v , v g B imply u q u U v q1 1 2 2 1 2 1 2 1 2 1
v .2
Let P ; B be a cone and define u U v if and only if v y u g P. Then
U is a partial ordering on B and we will say that U is the partial
ordering induced by P. Moreover, B is a partially ordered Banach space
with respect to U .
We also state the following definitions for future reference.
DEFINITION 2.3. The map a is a nonnegati¤e continuous conca¤e func-
w .tional on P provided a : P “ 0, ‘ is continuous and
a tx q 1 y t y G ta x q 1 y t a yŽ . Ž . Ž . Ž .Ž .
for all x, y g P and 0 F t F 1.
DEFINITION 2.4. Let 0 - a - b be given and let a be a nonnegative
continuous concave functional on the cone P. Define the convex sets Pr
Ž .and P a , a, b by
< 5 5 4P s y g P y - r andr
< 5 5P a , a, b s y g P a F a y , y F b . 4Ž . Ž .
DEFINITION 2.5. An operator A is completely continuous if A is contin-
uous and compact, i.e., A maps bounded sets into precompact sets.
Next we state the Leggett]Williams Fixed Point Theorem. The proof
w xcan be found in Deimling's text 10 and utilizes the Fixed Point Index in
ordered Banach spaces.
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Ž .THEOREM 2.1 Leggett]Williams Fixed Point Theorem . Let A: P “c
P be a completely continuous operator and let a be a nonnegati¤e continuousc
Ž . 5 5conca¤e functional on P such that a y F y for all y g P . Suppose therec
exist 0 - a - b - d F c such that
Ž .  Ž . Ž . 4 Ž .C1 y g P a , b, d N a y ) b / B and a A y ) b for y g
Ž .P a , b, d ,
Ž . 5 5 5 5C2 A y - a for y F a, and
Ž . Ž . Ž . 5 5C3 a A y ) b for y g P a , b, c with A y ) d.
5 5Then A has at least three fixed points y , y , and y such that y - a,1 2 3 1
Ž . 5 5 Ž .b - a y , and y ) a with a y - b.2 3 3
3. A FIXED POINT OPERATOR
Ž . Ž .In this section, we exploit the fact that the Lidstone BVP 1.1 , 1.2 can
be constructed as a nested sequence of second order conjugate type BVPs.
Ž .Specifically, we construct a second order BVP that is equivalent to 1.1 ,
Ž .1.2 . In Section 4 we apply the Leggett]Williams Fixed Point Theorem to
the equivalent second order BVP.
We also remark that our results remain valid if f has explicit depen-
dence on t. This only changes some of the bounds in Section 4. We will
close the paper with a remark to that effect. We develop the results with f
not explicitly a function in t so that we can develop the symmetric
properties of the solutions.
YŽ . Ž . Ž .The Green's function for y t s 0, 0 F t F 1, y 0 s y 1 s 0, is
t s y 1 , 0 F t F s F 1,Ž .
G t , s sŽ . ½ s t y 1 , 0 F s F t F 1.Ž .
Ž . Ž .If we let G t, s [ G t, s , then for 2 F j F m we can recursively define1
1
G t , s s G t , r G r , s dr .Ž . Ž . Ž .Hj jy1
0
Ž .As a result, G t, s is the Green's function for the BVPj
y Ž2 j. t s 0, 0 F t F 1,Ž .
y Ž2 i. 0 s y Ž2 i. 1 s 0, 0 F i F j y 1Ž . Ž .
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w xfor each 1 F j F m. One can verify this directly; see p. 192 of 4 , as well as
w x11, 15, 16 .
w x w xFor each 1 F j F m y 1, define A : C 0, 1 “ C 0, 1 byj
1
A ¤ t s G t , s ¤ s ds.Ž . Ž . Ž .Hj j
0
By the construction of A we seej
Ž .2 jA ¤ t s ¤ t , 0 F t F 1,Ž . Ž .Ž .j
Ž . Ž .2 i 2 iA ¤ 0 s A ¤ 1 s 0, 0 F i F j y 1.Ž . Ž .Ž . Ž .j j
Ž . Ž .Therefore 1.1 , 1.2 has a solution if, and only if, the BVP
¤Y t s f A ¤ t , . . . , A ¤ t , ¤ t , 0 F t F 1,Ž . Ž . Ž . Ž .Ž .my 1 1
¤ 0 s ¤ 1 s 0Ž . Ž .
Ž . Ž . Ž2Žmy1..has a solution. If y is a solution of 1.1 , 1.2 , then ¤ s y is a
solution of the second order BVP. Conversely, if ¤ is a solution of the
Ž . Ž .second order BVP, then y s A ¤ is a solution of 1.1 , 1.2 .my 1
w x w xDefine A: C 0, 1 “ C 0, 1 by
1
A¤ t s G t , s f A ¤ s , . . . , A ¤ s , ¤ s ds.Ž . Ž . Ž . Ž . Ž .Ž .H my 1 1
0
Ž . Ž .It now follows that there exists a solution of 1.1 , 1.2 if, and only if, there
exists a continuous fixed point of A. Moreover, the relationship between a
Ž . Ž . Ž .solution, y, of 1.1 , 1.2 , and a fixed point, ¤ , of A is given by y t s
Ž . Ž2Žmy1..A ¤ t , or equivalently, y s ¤ .my 1
Ž . Ž . Ž . j Ž . Ž .Note that G - 0 on 0, 1 = 0, 1 , and y1 G ) 0 on 0, 1 = 0, 1 .1 j
Ž . Ž . Ž .my 1Hence y is a positive solution of 1.1 , 1.2 if, and only if, y1
Ž2Žmy1.. Ž .my 1y s y1 ¤ is positive, where ¤ is the corresponding continuous
fixed point of A. In the next section, we restrict our analysis to showing
that A generates at least three distinct solutions, ¤ , ¤ , ¤ , such that1 2 3
Ž .my 1y1 ¤ ) 0, i s 1, 2, 3.i
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4. EXISTENCE OF TRIPLE SOLUTIONS
We will make use of the following inequalities involving the aforemen-
Ž . Ž .tioned Green's function, G t, s [ G t, s :1
0 - yG t , s F s 1 y s , 0 - t , s - 1,Ž . Ž .1
1
G t , s G s 1 y s , 1r4 F t F 3r4, 0 F s F 1,Ž . Ž .m 4
11
max G t , s ds F , 4.1Ž . Ž .H 1 80FtF1 0
3r4 y4min G t , s ds G 2 . 4.2Ž . Ž .H 1
1r4FtF3r4 1r4
We now present the result of the paper which establishes the existence
Ž .of three positive symmetric concave solutions of the Lidstone BVP 1.1 ,
Ž .1.2 .
THEOREM 4.1. Let 0 - 2 my 1a - b - 2b F c be gi¤en and suppose that f
satisfies
Ž . Ž .m my1Ž . jw my 1yj x w .i y1 f : Ł y1 0, ar8 “ 0, 8a ,js0
Ž . Ž .m my1Ž . jw my 1yj Ž my 1yj.x w 4 .ii y1 f : Ł y1 br16 , 2br 8 “ 2 b, ‘ ,js0
Ž . Ž .m my1Ž . jw my 1yj x w xiii y1 f : Ł y1 0, cr8 “ 0, 8c .js0
Ž . Ž .Then the Lidstone BVP 1.1 , 1.2 has three positi¤e symmetric conca¤e
solutions, y , y , and y , such that1 2 3
my 1Ž2Žmy1.. Ž2Žmy1..5 5y - a, b - min y1 y tŽ . Ž .1 2
1r4FtF3r4
and
my 1Ž2Žmy1.. Ž2Žmy1..5 5y ) a with min y1 y t - b.Ž . Ž .3 3
1r4FtF3r4
w xProof. Let B denote the Banach space C 0, 1 with the maximum norm
5 5¤ s max ¤ tŽ .
0FtF1
and define the cone P ; B by
my 1P [ ¤ g B: y1 ¤ t G 0 for 0 F t F 1, ¤ is symmetric, andŽ . Ž .½
1my 1 5 5min y1 ¤ t G ¤ .Ž . Ž . 521r4FtF3r4
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w .Let a : P “ 0, ‘ be the nonnegative continuous concave functional
my 1
a ¤ s min y1 ¤ t , for ¤ g P ,Ž . Ž . Ž .
1r4FtF3r4
and let A: B “ B be the operator
1
A¤ t s G t , s f A ¤ s , . . . , A ¤ s , ¤ s ds.Ž . Ž . Ž . Ž . Ž .Ž .H 1 my1 1
0
We will first verify that A: P “ P. Let ¤ g P. From the properties of
Ž . Ž .my 1 Ž . Ž . Ž .G t, s it follows that y1 A¤ t G 0. Since G t, s s G 1 y t, 1 y s ,1 1 1
Ž . Ž . Ž . Ž .then ¤ s s ¤ 1 y s implies that A ¤ s s A ¤ 1 y s . It follows induc-1 1
Ž . Ž .tively that A¤ t s A¤ 1 y t . Moreover,
Ymy1 my1y1 A¤ t s y1 f A ¤ t , . . . , A ¤ t , ¤ t - 0.Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .my 1 1
Ž .my 1Ž .Ž . Ž .my 1Ž .Ž .This concavity, coupled with y1 A¤ 0 G 0 and y1 A¤ 1 G
Ž .my 1Ž .0 implies that y1 A¤ satisfies
1my 1 5 5min y1 A¤ t G A¤ .Ž . Ž . Ž .
41r4FtF3r4
5 5Due to the symmetry, this bound is improved. We get A¤ s
Ž .my 1 Ž .y1 A¤ 1r2 and
my 1 5 5y1 A¤ t G 2 A¤ t , 0 F t F 1r2,Ž . Ž .
my 1 5 5y1 A¤ t G 2 A¤ 1 y t , 1r2 F t F 1.Ž . Ž . Ž .
In particular,
1my 1 5 5min y1 A¤ t G A¤ .Ž . Ž . Ž .
21r4FtF3r4
It is a standard argument to show that the operator A is completely
continuous. Equicontinuity and uniform boundedness follow readily from
the properties of G , 1 F j F m y 1.j
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5 5 Ž Ž ..Choose ¤ g P . Then ¤ F c. Note that inductively using 4.1 wec
have
5 5¤
5 5A ¤ F .j j8
Ž . Ž .m Ž Ž . Ž . Ž ..Thus, assumption iii implies y1 f A ¤ s , . . . , A ¤ s , ¤ s F 8cmy 1 1
Ž .for 0 F s F 1. From this and 4.1 we obtain
5 5A¤ s max A y tŽ .
0FtF1
1
s max G t , s f A ¤ s , . . . , A ¤ s , ¤ s dsŽ . Ž . Ž . Ž .Ž .H 1 my1 1½ 50FtF1 0
1
F 8c max G t , s dsŽ .H 1½ 50FtF1 0
F c.
So A: P “ P .c c
Ž .In a completely analogous argument, assumption i implies that Condi-
Ž .tion C2 of the Leggett]Williams Theorem is satisfied.
Ž .We now show that condition C1 is satisfied. Note that for 0 F t F 1,
my 1¤ t s y1 2b g P a , b , 2b and a ¤ s 2b ) b.Ž . Ž . Ž . Ž .
Thus,
¤ g P a , b , 2b a ¤ ) b / B. 4Ž . Ž .
Ž . Ž . Ž .my 1 Ž . ŽAlso, if ¤ g P a , b, 2b , then a ¤ s y1 ¤ 1r4 G b by symmetry
. Ž .my 1 Ž .and concavity and b F y1 ¤ s F 2b for each 1r4 F s F 3r4. Ap-
Ž . Ž . Ž .my 1 Ž .ply 4.1 and 4.2 and we see that b F y1 ¤ s , 1r4 F s F 3r4,
Ž .my 2 Ž .implies br16 F y1 A ¤ s , 1r4 F s F 3r4. Inductively,1
my 1yjjbr16 F y1 A ¤ s , 1r4 F s F 3r4, 1 F j F m y 1.Ž . Ž .j
This lower bound is what motivates the hypothesis 2 my 1a - b. Assumption
Ž .ii now applies and
m 4y1 f A ¤ s , . . . , ¤ s G 2 b , 1r4 F s F 3r4.Ž . Ž . Ž .Ž .my 1
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Ž .This, together with 4.2 , yields
my 1
a A¤ s min y1 A¤ tŽ . Ž . Ž .
1r4FtF3r4
1 ms min yG t , s y1Ž . Ž .H 1½1r4FtF3r4 0
=f A ¤ s , . . . , A ¤ s , ¤ s dsŽ . Ž . Ž .Ž .my 1 1 5
3r4 m
) min yG t , s y1Ž . Ž .H 1½1r4FtF3r4 1r4
=f A ¤ s , . . . , A ¤ s , ¤ s dsŽ . Ž . Ž .Ž .my 1 1 5
3r44G 2 b min yG t , s dsŽ .H 1½ 51r4FtF3r4 1r4
s b.
Ž .Therefore, condition C1 is satisfied.
Ž .Finally, we show that condition C3 is also satisfied. That is, we show
Ž . 5 5 Ž .that if ¤ g P a , b, c and A¤ ) d s 2b, then a A¤ ) b. This follows
Ž .my 1Ž .since A: P “ P. In particular, since y1 A¤ is concave and sym-
metric,
1my 1 5 5min y1 A¤ t G A¤ .Ž . Ž . Ž .
21r4FtF3r4
Ž . Ž .That is, a A¤ ) dr2 s b. Therefore C3 is also satisfied. An application
of the Leggett]Williams Fixed Point Theorem yields the result.
Remark. We chose to perform the analysis when f does not explicitly
depend on t. Hence, we obtained the existence of positive symmetric
concave solutions. If in fact f depends explicitly on t, an analogous
theorem is valid. In this setting, one defines the cone P by
my 1P [ ¤ g B: y1 ¤ t G 0, 0 F t F 1, and 4.3Ž . Ž . Ž .½
1my 1 5 5min y1 ¤ t G ¤ , 4.4Ž . Ž . Ž .541r4FtF3r4
and one finds constants a, b, c, d satisfying 0 - 2 my 1a - b - 4b F c.
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