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On the conjectures of Rauzy and Shallit for infinite words
Jean-Paul Allouche, Mireille Bousquet-Mélou
Abstract. We show a connection between a recent conjecture of Shallit and an older
conjecture of Rauzy for infinite words on a finite alphabet. More precisely we show that
a Rauzy-like conjecture is equivalent to Shallit’s. In passing we correct a misprint in
Rauzy’s conjecture.
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In a paper of Shallit and Breitbart (see [9], see also [7]) Shallit proposed a con-
jecture on the finite factors (subwords) of the non-ultimately periodic infinite
words on a finite alphabet: let u = u0u1u2 · · · be an infinite word over a finite
alphabet that is not ultimately periodic. Define S(n) to be the length of the longest










Furthermore the conjecture is proved optimal (if it is true) by considering the
Fibonacci word
0 1 0 0 1 0 1 0 0 1 · · ·
which is the fixed point of the morphism 0→ 01, 1→ 0.
This conjecture resembles a conjecture by Rauzy [8] on the recurrence function
R of a non-ultimately periodic primitive infinite word on a finite alphabet: let
u = u0u1u2 · · · be an infinite word over a finite alphabet that is primitive and not
ultimately periodic. Define R(n) to be the smallest integer such that every factor
of u of length R(n) contains at least one copy of every factor of u of length n,











The way the conjecture is given in [8] (and this was confirmed recently to us by
G. Rauzy) seems to consider that the constantD is the same as the (best possible)
constant when restricting to Sturmian sequences, (but there is a misprint, the best
constant for Sturmian sequences is 1 +D, as stated in [5]).
Of course the number
√
5 often enters the picture when studying infinite words
on a finite alphabet, because the Fibonacci word which has many “optimal” prop-
erties is related to the golden ratio. But we were intrigued by these two conjectures
(note in particular that CD = 1) and we tried to find a link between them.
We first defined a function R′ resembling the recurrence function R of an
infinite word. In particular we noticed that Rauzy’s conjecture (as stated with






We then proved that this Rauzy-like conjecture is equivalent to Shallit’s. Unfor-
tunately Shallit’s conjecture does not imply Rauzy’s because of the misprint in
the latter: the constant D in Rauzy’s conjecture has to be replaced by 1 +D to
keep the Sturmian sequences optimal.
In this paper we state our Rauzy-like conjecture and we prove that it is equiv-
alent to Shallit’s.
1. The recurrence function of an infinite word and the Rauzy
conjecture
Definition. Let u be an infinite word on a finite alphabet. The recurrence func-
tion of the word u is the function n → R(n) (which might be infinite), where R(n)
is the smallest integer such that every factor of u of length R(n) contains at least
one copy of every factor of u of length n.
Remark. An infinite word for which ∀n ≥ 1, R(n) < +∞ is called primitive.
It is not hard to see that an infinite word is primitive if and only if each factor
of it occurs infinitely often and “with bounded gaps” (i.e. the distance between
two consecutive occurrences is bounded). A primitive word is sometimes called
minimal, as the dynamical system it generates is minimal: the dynamical system
generated by an infinite word u is defined as (Ω, T ) where T is the shift and Ω
the closure of the orbit of u under the shift; the system is said minimal if there is
no closed subset of Ω stable under the shift except ∅ and Ω. It is easy to see that
this means exactly that the word u is primitive.
The reader wanting to know more about the recurrence function of infinite
words can read for instance [4], [5] and also [6].
We can now state the Rauzy conjecture.
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Rauzy’s conjecture ([8]). Let u be an infinite word on a finite alphabet that is









= 3.61803 · · ·
and the constant is optimal.








2. The Shallit conjecture
Conjecture ([9] and [7]). Let u = u0u1u2 · · · be an infinite word over a finite
alphabet that is not ultimately periodic. Define S(n) to be the length of the









= .381966 · · ·
and the constant is optimal.
To know more about this conjecture and related topics the reader is referred
to [9], [10] and [7].
3. A function resembling the recurrence function and a Rauzy-like
conjecture
We introduce here a function resembling the recurrence function. Instead of
looking for a length R(n) such that every window having this length contains
all factors of length n of the infinite word, we just look for a length R′(n) such
that the window of length R′(n) at the beginning of the infinite word contains all
factors of length n.
Definition. Let u be an infinite word on a finite alphabet. We define the function
R′ by: R′(n) is the length of the shortest prefix of the infinite word u that contains
at least one occurrence of each factor of u of length n.
Remark. For any n ≥ 1, one has R′(n) < +∞ as the alphabet is finite. Fur-
thermore the following inequality is clear:
∀n ≥ 1, R′(n) ≤ R(n).
Indeed as any window of length R(n) contains all the factors of length n, this is
the case in particular for the prefix of u of length R(n).
A Rauzy-like conjecture. Let u be an infinite word on a finite alphabet that









= 2.61803 · · ·
and the constant is optimal.
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4. The Rauzy-like conjecture and the Shallit conjecture are equivalent
The aim of this paragraph is to prove the following theorem.











Hence the Rauzy-like conjecture is equivalent to Shallit’s.
We will prove this theorem in six steps:
(i) R′(S(n) + 1) ≥ n+ 1,
(ii) S(R′(n)) < n+ 1,
(iii) S(R′(n)) ≥ n,



















Consider the word u0 · · ·un and its suffix un−S(n)un−S(n)+1 · · ·un of length
S(n)+1. This suffix is not a factor of u0 · · ·un−1 by definition of S(n). Hence the
length of the prefix of the infinite word u with minimal length that contains all
the factors of u of length S(n) + 1 is certainly larger than or equal to the length
of u0 · · ·un, i.e. n+ 1.
∗ Step (ii)
Consider the word u0 · · ·uR′(n) and its suffix uR′(n)−nuR′(n)−n+1 · · ·uR′(n) of
length n+1. The factor uR′(n)−nuR′(n)−n+1 · · ·uR′(n)−1, of length n, is not a fac-
tor of u0 · · ·uR′(n)−2 from the definition of R′, (if it were, the word u0 · · ·uR′(n)−2
would then contain all factors of length n of the infinite word u, although it has
lengthR′(n)−1). This implies in turn that the word uR′(n)−nuR′(n)−n+1 · · ·uR′(n)
is not a factor of u0 · · ·uR′(n)−1, hence S(R′(n)) < n+ 1.
∗ Step (iii)
Consider the word u0 · · ·uR′(n) and its suffix uR′(n)−n+1uR′(n)−n+2 · · ·uR′(n)
of length n. By definition of R′(n) this last word is a factor of u0 · · ·uR′(n)−1,
hence S(R′(n)) ≥ n.
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∗ Step (iv)
This step results from Steps (ii) and (iii).
∗ Step (v)
Define a = lim inf
n→+∞
S(n)




We first notice that the sequence R′ is strictly increasing: indeed it results
from the proof of Step (ii) that the word uR′(n)−nuR′(n)−n+1 · · ·uR′(n) which has
length n+ 1 is not a factor of u0 · · ·uR′(n)−1. This implies R′(n+ 1) > R′(n).
Now, replacing the sequence of integers n by the sequence R′(n), we can write:



































We claim that the sequence S(nk) is unbounded: indeed, if S(nk) were bounded,
then R′(S(nk) + 1) would be bounded as R
′ is strictly increasing, but one has
R′(S(nk) + 1) ≥ nk + 1 from Step (i). Then, after replacing if necessary the
sequence nk by a subsequence, one can assume that the sequence S(nk) is strictly
increasing. Of course the sequence S(nk)+1 will be also strictly increasing. Hence




































We make here some remarks on the questions discussed above.
• For any infinite word one has the inequality R′(n) ≥ p(n)+n−1, where p(n) is
the number of blocks of length n that occur in this word, (the function n → p(n)
is called the complexity of the infinite word, see [1] for a survey). Indeed, in
the “worst” case, the p(n) blocks of length n that occur in the infinite word are
respectively the blocks u0 · · ·un−1, u1 · · ·un, · · · . Note that the lower bound
R(n) ≥ p(n) + n − 1 is well known. It is implied by this remark. For more
precise results see [4] and [5].
• From the above remark we can deduce a simpler way than in [9] and [7] of
obtaining the bound 12 = .5 instead of .381966 · · · in Shallit’s conjecture, or
the bound 2 instead of 2.61803 · · · in our Rauzy-like conjecture. Indeed for
a non-ultimately periodic word, one has (see [4] for instance, see also [2]):
p(n) ≥ n+ 1, hence R′(n) ≥ 2n.
• Almost all infinite words on the finite alphabet A are “normal”, i.e. every
possible block of length k occurs with frequency (Card A)−k. In particular the
complexity of almost all infinite words is given by: p(n) = (Card A)n, hence




n = +∞. Of course the normal words are not primitive, hence
this says nothing for Rauzy’s conjecture.










hence it “suffices” to show the Shallit conjecture or the Rauzy-like conjecture






2 . Among them the case of
the Sturmian words (for which p(n) = n + 1) can certainly be addressed by
adapting the arguments of [5] for the computation of lim sup
n→+∞
R(n)
n , but we
have not written the details. Furthermore the fact that the conjecture is true
both for the “high” complexities and for the “minimal” complexity (i.e. the
Sturmian case) is a strong indication it may be true for all infinite words.
• We would like to finish with another conjecture which looks like the previous
ones. J. Currie, trying to find an easier version of Shallit’s conjecture pro-
posed the following one: if all sufficiently long prefixes of an infinite word over
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a finite alphabet have a non-trivial square suffix, then this word is ultimately
periodic. Shallit showed the conjecture is false (for our friend the Fibonacci
word), but he also modified the conjecture as follows: if all sufficiently long








2 obtained for the Fibonacci word). Meanwhile Currie and
Vandeth proved a weak version of the conjecture with the exponent 3. Recently,




2 , see [3].
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