Abstract. We present a case study in which an automated proof assistant was used to show the correctness of an algomhm. Specifically, we document the application of an extension of the Boyer-Moore Theorem Prover to the problem of verifying the correctness of an implementation of generalization, where the proof had surprisingly many details and a previous implementation contained an error. We attempt to provide sufficient detail so that the reader can gain a realistic impression of the nature of this exercise.
Introduction
The motivation for this work began with a concern for the correctness of an implementation of logic. The system PC-NQTHM 1 is an interactive 'proof-checker' enhancement of the Boyer-Moore Theorem Prover [4] , and is documented in [11] . In [12] we report on an extension of this system that admits a notion of free variables; more on this notion will follow below. For now, suffice it to say that an earlier version of this extension for free variables had a soundness bug in one of the commands, called GENERALIZE. (This command allows one to replace terms by new variables and proceed by proving the stronger, generalized version of the goal. Thus, it corresponds to the inference rule of universal instantiation.) In fact the bug was easily corrected and the correctness of the resulting GENERALIZE command was checked on paper. However, the rude shock of having made a soundness mistake in the previous version led to the following goal: formalize the new version of the GENERALIZE command in the Boyer-Moore logic, and mechanically check a proof of correctness of this formalization.
*This research was supported in part by ONR Contrast N00014-88-C-0454. The views and conclusions contained in this document are those of the author and should not be interpreted as representing the officml pohcies, either expressed or implied, of Computational Logic, Inc., the Office of Naval Research or the U.S. Government. ~'PC' for 'proof-checker', "NQTHM" for the name commonly given to the current Boyer-Moore theorem prover.
In this paper we present a mechanically-checked proof of correctness for a generalization algorithm. Although the theorem itself is probably new (at least, we are unaware of any existing statement of it), the interest here lies not particularly in the theorem per se but, rather, lies in the demonstration of the use of an automated reasoning assistant to check the reliability of detailed proofs and software. In particular, we believe that this exercise strongly suggests the feasibility of creating a verified version of PC-NQTHM, i.e. one which is proved correct in the Boyer-Moore theorem prover or in some successor of that system. Thus, this paper could be viewed as a contribution to the study of metatheoretieaIly extensible systems. Some reports of research in this spirit can be found in works of Davis and Schwartz [7] , Weyhrauch [21] , Boyer and Moore [3] , Shankar [19] , Knoblock and Constable [14, 15] , Howe [10] , and Quaife [17] . However, we also view this paper as an exposition which provides a rather detailed look at the practice of using the Boyer-Moore theorem prover and PC-NQTHM as a specification tool and to proof-check mathematical arguments.
The Boyer-Moore theorem prover and the PC-NQTHM enhancement have actually already been used rather extensively as of this date to proof-check some complicated arguments. In the Journal of Automated Reasoning one finds an entire issue devoted to the use of these programs to verify computing systems (see [16] for an introduction to that issue). Other documented proof efforts using the Boyer-Moore theorem prover can be found in [4] . A more recent success, this time in applying it to check arguments in group theory, can be found in [22] . What is new about the current effort is the use of the Boyer-Moore prover to check a non-trivial logic proof related to the correctness of an actual application, with, we hope, enough detail to give people with no prior knowledge of the Boyer-Moore theorem prover an idea of how one uses this tool.
Although the development here is intended to capture the behavior of PC-NQTHM, it is actually an abstraction of that behavior. Hence, no familiarity with PC-NQTHM is required for an understanding of this paper. Moreover, little or no particular understanding of the Boyer-Moore logic (cf. [2, 4] ) should be necessary for a comfortably reading of this paper (although for those interested, a complete treatment of the Boyer-Moore theorem prover and the enhancements used here can be found in [2, 4, 5, 11, 12, 13] . A summary of the basics of the Boyer-Moore logic that are needed in order to follow the treatment in this paper may be found in the first Subsection 1.1 immediately below. We follow this with an informal description of Boyer and Moore's theorem proving system and some recent enhancements of that system which are employed in this verification effort. In the next subsection, a very general discussion of the methodology employed in the use of the Boyer-Moore theorem prover and PC-NQTHM in Subsection 1.3. A brief view of the main theorem and the high-level structure of its proof may be found in Subsection 1.4. We conclude this introduction with a summary of the remainder of the paper.
l.I. INTRODUCTION TO THE BOYER-MOORE LOGIC
For a description of the Boyer-Moore logic and theorem prover we refer the reader to the careful description in [4] . For now let us simply point oat a few aspects of the logic and theorem prover.
One may simply view the Boyer-Moore logic as a version of first-order logic that has an introduction rule of inference. Further details will be provided as needed during the presentation below. For now, let us simply note that a session with the Boyer-Moore theorem prover consists of a sequence of so-called events, which are generally either definitions or lemmas/theorems. A sequence of events stored at a given moment is called a his'too'. Thus, this paper can be viewed as the presentation of a particular history that culminates in a lemma event stating the correctness of the algorithm in question.
There are a few built-in function symbols which, together with corresponding axioms, are part of the logic's basic (built-in) theory, i.e. are part of every history.
Here is a summary of some of those that we will use in this paper. In each case we write terms in two ways: in official s-expression (Lisp) notation, i.e. in the form l 13
The addition of functional variables to the system is described in [5] . Briefly, this enhancement provides a sound, conservative mechanism for introducing new function symbols with specified properties without necessitating explicit definitions.
The PC-NQTHM interactive enhancement to the Boyer-Moore prover is described in [11, 12] . It is loaded on top of the Boyer-Moore Theorem Prover, as explained below, and is integrated with that prover. Thus, the user can give commands at a low level (such as deleting a hypothesis) or at a high level (such as calling the BoyerMoore Theorem Prover). As with a variety of proof-checking systems, this system is goal-directed: a proof is completed when the main goal and all subgoals have been proved. A notion of macro commands lets the user create compound commands, in the spirit of the tactics of LCF [8] . Upon completion of an interactive prooL the lemma with its proof may be stored as a Boyer-Moore event which can be added to the user's current library of events (i.e. definitions and lemmas).
The DEFN-SK command allows one to introduce first-order quantifiers into one's definitions. This enhancement is documented in [13] , as are successful proof-checking efforts for formalizations of several theorems of set theory using this enhancement: the Cantor-Schroeder-Bernstein theorem, an infinite Ramsey's Theorem, and Koenig's tree lemma.
The interactive capabilities of PC-NQTHM are not needed for replay of the proof script that is the subject of this paper. They were, however, very helpful in creating appropriate rewrite rules to give to the prover.
The Boyer-Moore system and the enhancements above are all publicly available by FTP from Internet host cli.com. Simply login as ftp, password guest, and get the files pub/nqthm/README and pub/proof-checker/README-pc.
A nice application of the Boyer-Moore prover and PC-NQTHM to verification of properties of computing systems can be found in Moore's paper [16] and the other papers in that same issue of the Journal of Automated Reasoning,
REMARKS ON METHODOLOGY
General hints on how to use the Boyer-Moore theorem prover may be found in the user's manual [4] , particularly in Chapter 13. We also felt free to use PC-NQTHM, an interactive enhancement of the Boyer-M oore theorem prover described in [11, 12] , to help explore some of the more difficult theorems. (Examples of such use may be found in [1 l] .) However, the final proof script ultimately does not depend on PC-NQTHM, but only on the Boyer-Moore theorem prover with the enhancements for theories, LET, quantifiers, and functional variables mentioned above.
Our first completed proof was rather ugly 2 in a number of places. Apparently this phenomenon is rather typical for users of the Boyer-Moore theorem prover, since one is still discovering the proper abstractions and proof structure while carrying out the proofs the first time. In fact the output of the system, while generally helpful, can also distract one towards proving lemmas that are geared specifically to allow a particular 2Even compared to the final version! proof attempt to succeed rather than towards proving elegant, general lemmas. Our first proof did, however, generate a number of basic definitions and rules for the data types of 'sets', 'alists', and 'terms', which can be found (in their current forms) in the appendix to [18] . So that we could obtain a proof script amenable to this exposition, we did the proof again, starting with those three files. Having those files already loaded allowed many of the proofs to go through automatically, which freed our attention for more substantive matters. In the course of the new proof a few additional basic rules were discovered and the three aforementioned libraries were suitably enhanced during this 'polishing' process. Not surprisingly, when we moved some of those new basic rules to those three files from our main events file, some proofs in the main file no longer succeeded; when a rewrite rule is moved in front of a theorem event, it can affect the course of the event's automatic proof. But we were able to find a few more useful rules for the three subsidiary files, without undue difficulty. The resulting proof as it exists in the main file is reasonably concise. An advantage of this conciseness is that the result is quite amenable for description in the final two sections of this paper. Perhaps a disadvantage is that some of the struggles in completing the proof have been hidden, though we do attach a few remarks about such difficulties to the events where they came up.
The original proof took well under a month, including the libraries and the time required to think about the theorem. So although our experience is that this kind of program verification remains a less-than-automatic activity, still we are not too disappointed by the amount of effort required. The exposition in this paper, however, is a different matter; it seemed quite time-consuming. We don't recommend such detailed expositions in general, although we hope that this one has pedagogical value.
Hints to the Boyer-Moore prover have been omitted from the exposition below (although they do appear in the appendix to [18] ). We simply felt that the hints would distract the reader from more substantive considerations, and would even be misleading in the absence of explanation. However, the replayable proof scripts (event files) are listed in the appendix to [18] .
Finally, let us remark that the time required to automatically replay the events constructed for this exercise was roughly an hour and a quarter on a Sun 3/60 with 24 megabytes main memory. Slightly under one half-hour was spent on the events in the three preliminary files; the rest was spent on the events in 'generalize.events'.
OUTLINE OF THEOREM AND PROOF
The main theorem is stated precisely in Section 4. However, here is a very informal version.
We want to model a proof development methodology similar to the one in PC-NQTHM [ I 1, 12] , as explained at the start of the introduction. (In fact, similar 'proof refinement' methodologies have been implemented in systems preceding PC-NQTHM as well, for example LCF [8] and its 'descendents' HOL [9] and Nuprl [6] .) In the PC-NQTHM methodology, the user starts with a proof state consisting of a single goal, namely the goal to be proved, and proceeds to create new proof states by "refining' goals into subgoals and simplified goals. The proof is complete when all goals of the state are simply T (true). Let us explain this more carefully (but still informally).
First imagine a situation where one has a formula in some logic that he wishes to show is a theorem. One approach would be to replace that formula with a list of new formulas whose conjunction implies the given formula. (Such a step may be called a 'refinement step'.) The resulting formulas are then the goals' that remain to be proved. The first formula in this list, which we will call the current (or top) goal, may then be similarly r~#ned into subgoals that imply it. One then has those new goals, together with the existing goals (other than the one that was refined). Once a current goal is simply the formula T (true), it is replaced by the empty list of goals. One would hope to be able to continue this process until there are no goals left, in which case one can conclude that the original goal is a theroem. Such a sequence of steps will be called a 'proof', though it is perhaps better viewed as a demonstration that a proof exists in that logic.
We might call the current list of (as yet unproved) goals the current proof state.
However, imagine a slightly more general paradigm, in which a proof state consists not only of unproved goals, but also of a list of variables called the free variables of that proof state. The ideas is that one should be free to substitute for the free variables. For example, suppose there is a single goal, of the form tl < t2. Clearly it suffices to find some z for which tx < z and z < tz. So, it should be legal to replace the current goal t~ < t2 with a list of the two goals tl < z and z < t 2, with the stipulation that z is to be considered free. Then if we are able to find some term u for which we can prove tx < u and u < t2, we will be allowed at that time to substitute u for z and complete that proof from there.
Suppose that a given proof state has the property that there is some way of substituting terms for its free variables, into its goals, such that the resulting goals are all theorems. Such a proof state will be called valid. The 'key lemma" for a proof of correctness of such a refinement-based system would establish that each refinement transformation has the following property: whenever the new state is "valid" in an appropriate sense, then the given state is 'valid'. For then an easy induction would let one conclude that if one performs a series of such transformations on proof states, starting only with the user's given goal and resulting in a state where no goals remain, then (since such a final state is of course presumably 'valid') the original state is 'valid' -and hence, presumably, the original goal is a theorem. Such a refinement system may have a number of legal refinement steps, so for a correctness result of the type described in the previous paragraph, one would have to prove a 'key lemma" for each such step, as suggested above. We confine ourselves in this paper to such a proof for a single refinement step that we call generalization. The idea is that if one wishes to prove a goal g containing a subterm t, it should be legal to replace t in g by a new variable. Typically, logics have the property that if the result of such a generalization is a theorem, then the original goal is a theorem.
There is a subtlety which makes this correctness proof not completely trivial, namely, generalization in this sense is not sound in general: the aforementioned key lemma may fail to hold! The problem has to do with free variables, and examples are given in Subsection 4.1. Rather than get into details at this point, let us simply state that there is a way to define generalizations so that it is correct and reasonable.
The main theorem in this paper states the correctness of a formalization of generalization in this context. Here GENERALIZE-0KP is a predicate which may be viewed as a precondition under which the user is allowed to apply the GENERALIZE refinement rule. We also prove the much simpler 'sanity' theorem, saying that if generalization is legal then the result is still a state. We'll say no more about this, except to mention that it could be useful in case we wish (someday) to extend the current theorem to handle a sequence of PC-NQTHM-like commands.
THEOREM. GENERALIZE-IS-CORRECT

PROPOSITION. GENERALIZE-STATEP
(XMPLIZS (GE~mRAL~ZE-OKP SG STATE) ( 
STATEP (GENERALIZE SG STATE) ) )
The function GENERALIZE is actually rather subtle, and the proof is more subtle than one might initially expect. Our approach in the mechanized proof-checking exercise was to break this theorem into major subtheorems, some of which were broken down further, and so on. In each case we checked that the theorem follows from its subtheorems, by adding the subtheorems as (temporary) axioms and running the Boyer-Moore theorem prover on the desired theorem (after proving minor subtheorems on which the theorems also depends; these are omitted in the diagram below). This top-level structure of the proof is rather evident in the structure of the final section of the paper. 3 Above is a brief summary, for convenience.
SUMMARY OF THE REST OF THE PAPER
It is problematic how best to describe a proof checked with the Boyer-Moore prover. The appendix at the end of [18] contains a complete list of events (definitions, constraints, and lemmas), including supporting events about sets, alists, terms, and proof theory. However, most readers would only find such a list helpful for reference, at best. In this paper we outline a proof of the main theorem with a liberal amount of explanation. The development will display the events using conventional mathematical notation, and (as mentioned above) will omit hints. Familiarity with Lisp notation is not a prerequisite for being able to follow the treatment here. There actually is one exception that we mention now: semicolons (;) denote the start of comments, so that all characters from a semicolon up to the end of the line should be viewed as informal comments only. The following section (Section 2) presents the underlying logical preliminaries such as the notion of term. That is followed by a presentation in Section 3 of some basic but important lemmas about these notions. Section 4 then presents further notions specific to the theorem in question, culminating with a statement of that theorem. Finally, Section 5 contains a proof of the theorem that closely follows the mechanically-checked proof. Thus, one may view the final section either as being simply an informal proof of the theorem in English or as being a guide to the mechanically-checked proof.
We have described above how the proof naturally divides into four parts, corresponding to the four files presented in the appendix to [18] . Three of these contain sequences of events that can be viewed as basic supporting libraries, corresponding to Sections 2 and 3 below, while the last file may be viewed as the proof proper, including relevant definitions. That last file thus corresponds to the final two sections below.
Basic Notions
This section presents a number of primitive notions such as those of a variable, a term, and a substitution. Though these are quite standard, we state here the definitions of these notions used in the mechanically-checked proof development. We divide into subsections corresponding to the event files 'sets.events', 'alists.events', and ~And upon inspection of the final file "generahze.events" in the appendix to [18] . 'terms.events', all of which may be found in the appendix to [18] , where complete definitions may be found. A brief introduction to the Boyer-Moore logic and to some of our conventions in this paper may be found in Subsection 1.1 above.
SETS
The event file 'sets.events' forms the lowest-level foundation for our proof development. Here is a brief and very informal description of some of the functions defined in that file. For convenience we indicate ordinary mathematical notation which 'corresponds' to these notions. The correspondence isn't quite accurate since we will feel free to ignore the distinction between sets and lists for this purpose. 
ALISTS
Here is a brief and very informal description of some of the functions defined in the file 'alists.events'. The reader is referred to the appendix to [18] for the actual definitions and for a number of lemmas. We'll begin with the notion of a variable. We could define the function VARIABLEP, thus specifying it as a unique function. However, we prefer to add an axiom asserting only some reasonable properties of this function, so as not to over-specify the notion of variable. Since the act of simply adding an axiom 4 does not guarantee in general that the resulting theory is consistent, instead we will use an extension of the BoyerMoore logic reported in [5] which allows an event form called CONSTRAIN. Perhaps the best way to explain CONSTRAIN is in the context of the event displayed below. This event has the name VARIABLEP-INTRO, and the designation (REWRITE) indicates that it is to be stored as one or more rewrite rules. It asserts that no LISTP object (i.e. ordered pair) is a variable, and that VARIA]3LEP returns a Boolean value. The last argument of CONSTRAIN below is a list of pairs, namely the one-element list ( (VARIABLEP NLISTP) ). It instructs the system to show that this axiom is consistent by showing that the axiom holes when VARIAt3LEP is replaced by the function NLISTP. (NLISTP is a predicate holding of those objects that are not ordered pairs). Thus, we'll refer to this argument of a CONSTRAIN event as the witnessing alist. In fact, use of CONSTRAIN guarantees more than consistency -it guarantees conservativiO,, in that no new theorems can be proved for the existing history in the presence of this axiom (see [5] for more on this).
Introduction of VARIABLEP.
-~ variablep (<a, b>) ^ (varlablep(x) = T v variablep(x) = F) (CONSTRAXN VARXABLEP-INTRO (REWRXTE) (AND (IMPLIES (LIS~ X) (NOT ( X) ) ) (OR (rRtrS~ (V'aar.AB,a~ X))
(FALSEP ~ X))))
4With the Boyer-Moore event type ADD-AXIOM.
The function VARIABLE-LI STP recognizes lists of variables. We use the standard mechanism for representing quantification over lists in the Boyer-Moore logic, namely, primitive recursion.
(DEFN VARL~LE-LXSTP (X) (XF (LXST~ X) (AND (VARL~LE9 (CAR X)) (VARIABLE-LISTP (CDR X) ) ) (EQUAL X NIL) ) )
The next notion auxiliary to the notion of term is that of a function symbol. It is not important for the development that follows to know anything about the notion of a function symbol except that there is at least one 0-place function symbol (i.e. constant symbol), which we call (FN). Below is the appropriate CONSTRAIN event, which introduces FUNCTION-SYMBOLP and FN and asserts that (FN) is a function symbol. Notice that the 'witnessing Mist' suggests that the prover check this axiom with FUNCTION-SYMBOL-P replaced by LITATOM and with FN replaced by the constant function that returns the literal atom ' ZERO.
Introduction of FUNC T I ON-SYMBOL-P.
Let (YPR) be an arbitrary function symbol, where for exan~e (FN)
Now in order to define the notion of a term one has to define the notion of a list of terms as well. We will define these using mutual recursion, employing a standard trick for representing mutually recursive definitions in the Boyer-Moore logic: if FLG is not F then (TERMP FLG X) asserts that X is a term (informally, termp(x)), and otherwise (TERMP FLG X) asserts that X is a list of terms (informally, termp- 5Some Boyer-Moore prover users like to use 'LIST and T for the two explicitly-mentioned values of the FLG parameter in such situations. However, we found that a heuristic for defeating excessive backchaining was defeating some of our rewrite rules in that case. 
(DEFN TERMP (FLG X) (IF FL~
The function ALL-VARS returns a list of all variables in x, assuming that x is a term if flg is not F and is a list of terms if flg is F. It does not bother to eliminate duplicates.
DEFINITION of ALL-VARS
If x is a term, then
all-var-(x) = {x} Oex is a variable, else
U {all-vats(y) : y is an argument of x} all-vars(<x x ..... xn>) = u {all-vars(xl) : 1 ~ i < n}
We also need to implement some notion of instantiation. A substitution is essentially a function that maps terms to terms, represented as a list of term pairs. Of particular interest is the class of variable substitutions, where the domain consists of variables:
(DEFN VAR-SUBSTP (S) (AND (~PING S) (~-LISTP (DOMAIN S) ) (TER~ 7 (RAN~ S))))
Given a substitution s (not necessarily a variable substitution), we define the instantiation x/s of a term (or term list) x under the substitution s as follows. Notice that we follow the usual convention with respect to the parameter flg, namely if flg is F then x is a list of terms, and otherwise x is a single term. 
DEFINITION of SUBST
If
IF (MEMBER X (DOMAIN S)) (VALUE X S) (zF (~T.~P X) X (IF (LISTP X) (CONS (CAR X) (SUBST F S (CDR X)))
;; silly impossible valu~ off for non.termp
F))) (xF (LXSTP X) (CONS (SUBST T S (CAR X)) (SUBST u S (CDR X))) NIL) ) )
The following simple fact is one of many obvious facts that need to be proved. It says that the property of being a term (or term list, if FLG is P) is preserved by the application of a substitution.
Just as SUBST is used to apply a substitution to a term, the function APPLY-TO-SUBST is used to apply one substitution to another substitutino, i.e. to apply a substitution sl to each term in range of another substitution s2. We may informally write sZ II sl to denote the application of sl to s2 in this sense. Formally, we have: s2 // ~1 -{<x,y/sl>: <x,y> e s2} .
(DEFN ~PPLY-TO-SUBST (SI $2) (I~ (L~STP S2) (IF (LISTP (CAR $2)) (CONS (CONS (CaAR S2) (SUBST T Sl (CDAR S2))) (APPLY-TO-SUBST Sl (CDR $2) ) ) (APPLY-TO-SUBST S1 (CDR $2) ) ) NIL) )
We may now define the composition of substitutions sl and s2, which we write as ( s 1 9 s2). This is the substitution that, when applied to a term, is the same as the result of first applying the substitution sl and then the substitution s2. Let us display the definition of composition first in informal notation and then in formal notation. (Here is a minor detail for those familiar with the Boyer-Moore logic or Lisp: the definition of COMPOSE in the Boyer-Moore logic may safely use APPEND rather than UNION because we use the function VALUE, which only looks for the first occurrence of the key for which the value is to be found.) DEFINITION of COMPOSE ( 9 sl 9 s2 = (sl // s2) tJ (<x,y> e a2: X ~ domain(sl)}.
(DEFN COMPOSE (SI $2) (APPEND (APPLY-TO-SUBST $2 SI) S2) )
The following lemma shows that COMPOSE behaves similarly to ordinary function composition. We write the lemma both in informal and in formal notation.
The next notion illustrates our first use of quantifiers in this development. An extension of the Boyer-Moore logic and prover by first-order quantification is reported in [13] . Briefly, the idea is that there is a new event DEFN-SK, where the suffix "-SK" refers to Skolemization, a well-known means for removing quantifiers that was invented by the logician Thoralf Skolem. Every DEFN-SK event in fact adds quantifier-free axioms that uniquely define the indicated function symbol in a conservative extension (cf. (ZQUAL ~ (SO~S~ rLG o~-mkY-owzJrzn TimM2) ) ) ) )
In fact the system adds the following axiom to 'implement' this definition. The first conjunct gives a sufficient condition for TERM1 to be an instance of TERM2: if TERM1
is the result of substituting a variable substitution 0NE-WAY-UNIFIER into TERM2, then TERM1 is an instance of TERM2. The second conjunct gives a necessary condition for TEPII1 to be an instance of TERM2 (i.e. gives a consequence of in s t ane e ( t e rml, term2)): if TERM1 is an instance of TERM2 then (0NE-WAY-UNIFIER FLG TERM1 TERM2) is a variable substitution such that TERM1 is the result of instantiating TERM2 with this substitution. Let us state the axiom both in informal and in formal notation. In the informal version we will write the second conjunct in the natural order rather than the contraposed order of the formal version (which is stated that way for technical reasons related to rewriting). The function 0NE-WAY-UNIFIER is what is generally called a Skolem function, in that its only given property is that it provides a witness (in this case, to the existence of an appropriate substitution).
AXIOM added for INSTANCE [(var-substp(s) ^ terml = term2/s) --> instance(terml,term2)]
A [instanae(terml,term2) -e (var-substp(s0) ^ terml = term2/s0)] w~re sO = one-way-unifier (terml, term2)
(AND (IMPLIES (AND (VAR-SUBSTP ONE-WAY-UNIFIER) (EQUAL TERM1 (SUBST FLG ONE-WAY-UNIFIER TERM2))) (ZNSTAHCZ FLU TERMI TERM2)) (IMPLIES (NOT (AND (VAR-SUBSTP (ONE-~Y-UNIFIER FLG TERM1 TERM2)) (EQUAL TERM1 (SUBST FLG (O~-~Y-~FZE~ FLU TERm TE~M2) TERM2)))) (NOT (INSTANCE FLG TERM1 TERM2) ] ) )
Our final definition from 'term.events' is rather idiosyncratic to the application at hand; it will be used to construct a substitution that is used in the proof of the main theorem, nulli fy-subst (s) is a substitution that maps the domain of s to the constant term (FN). 
(~ (LISTP (CAR S)) (CONS (CO~S (CA~ S) (LIST (FN)))
(NOLLIFY-SUBST (CDR S) ) ) (NULLIFY-SUBST (CDR S) } ) NIL) ) 125
Some Basic Supporting Lemmas
In order to produce a mechanically-checked proof of our main theorem, we required a number of lemmas about the notions introduced above. We present some of those in this section, for two reasons. First, these lemmas give a flavor of the kinds of lemmas that appear in the libraries for this effort -"sets.events', 'alists.events', and 'terms.events' -and, more generally, in other Iibraries as well. Second, we refer to these lemmas in some of the proofs that come later, but do not wish to clutter the exposition there with such details. By the way, this is meant to be a representative list, not an exhaustive one. Again, a complete list of events may be found in the appendix to [18] .
The first lemma says that application of a substitution does not affect the domain.
LEMMA. DOMAIN-APPLY-T0-SUBST (from 'terms.events')
The next lemma says that a substitution has no effect when its domain contains no variables occurring in the term to which it is applied.
LEMMA. SUBST-NOT-OCCUR (from 'terms.events')
ZMPLZZS (AND (TER~ FLU X) (~-LZSTS (DOMA~ S) ) (DISJOINT (DOMAIN S) (ALL-VARS FLG X))) (EQUAL (SUBST FLG S X) X))
The following lemmas say, roughly, that there is no effect when restricting (respectively, co-restricting) a substitution s to a subset x, as long as all of the variables of term to which s is applied belong to (respectively, do not belong to) x.
LEMMA. SUBST-RESTRICT (from 'terms.events')
LEMMA. SUBST-CO-RESTRICT (from 'terms.events')
(
IMPLIES (AND (DISJOINT X (INTERSECTION (DOMAIN S) (ALL-VARS FLU TERM))) (VARIABLE-LISTP (DOMAIN S) ) (TE~ FLU TERX)) (EQUAL (SUBST FLU (CO-RESTRICT S X) TERM) (SO3ST FLU S TERM) ) )
Two related lemmas say that one can drop any part of a substitution whose domain does not intersect the term in question.
LEMMA. SUBST-APPEND-NOT-OCCUR-1 (from 'terms.events')
LEMMA. SUBST-APPEND-NOT-0CCUR-2 (from 'terms.events')
(DISJOINT (ALL-VARS F (DOMAIN $2)} (ALL-VARS rL= X) ) ) (EQUAL (SUBST FLG (APPEND S1 $2) X) (SUBST FLG Si X)))
The following rewrite rule is kept in a disabled state, meaning that it is not used by the Boyer-Moore prover except when a hint is given to enable this rule. It is very useful when trying to prove that two lists do not intersect, because it reduces that problem to the problem of showing that nothing can belong to both lists. Functions such as DISJOINT-WIT are often called definable Skolem functions in that they provide witnesses to existential assertions (when they hold), in this case the assertion that x and y are not disjoint)
(EQUAL (DISJOINT X Y) (NOT (AND (~ (DISJOINT-WIT X Y) X) (MEMnRR (DISJOINT-WIT X Y} Y) ) ) )
The following lemma points out the obvious relationship between the domain of a restriction with the domain of the given substitution. Although the following lemmas will prove useful later, they are also rather technical. So we prefer to list them without much comment here. 
(SUBST T SS C~LUE G S))))
The following obvious fact says that NULLIFY-SUBST does not alter the domain of a given substitution.
LEMMA. DOMAIN-NULLIFY-SUBST
(from 'terms.events') domain (nulllfy-subst (8) 
Statement of the Main Theorem
In this section we state our main theorem, which should perhaps be called a 'metatheorem', since it's a theorem about formal theorems. The definitions in this section are all taken from the file 'generalize.events', which is the last file in the appendix to [18] . The events are numbered in the same way that they are numbered in 'generalize.events'. However, we present these in an order suitable for exposition rather than as input to the Boyer-Moore theorem prover, and we omit some uninteresting lemmas here. The first subsection below gives an outline of the high-level motivation for the definitions that follow. This is followed by a presentation of the definitions required for the statement of the main theorem. Some abbreviations are introduced in the third subsection. We conclude by stating the main theorem.
1. MOTIVATION
In the introduction to this paper we discuss the original motivation for this work, which was to increase our confidence in the correctness of a particular algorithm for generalization in the presence of free variables. The following example is taken from the final section of [12] . It shows the necessity, for soundness, of having some restriction on how the GENERALIZE command interacts with the set of free variables of the proof state. Suppose that the history contains the rather silly (but correct) theorem that [z + 1 ( z ~ C] for some contradiction C. Then to prove C, it suffices to prove [z + 1 ( z] for some z. In fact z here is what we call a free variable in PC-NQTHM; this designation has the effect of allowing us to instantiate z to be anything we like. Of course there is no value of z for which the statement [z § 1 ( z] is a theorem; there had better not be, or else C would be a theorem! But suppose we allow ourselves to generalize this goal by replacing z + 1 by some new variable, say a. The goal then is [a ( z]. If z were still a free variable, then we could instantiate it to be a + 1, which would leave us with the goal [a ( a + 1]. But this goal is a theorem, which is supposed to imply that the original goal C is a theorem -yet, C was chosen to be a contradiction!
One way around such a problem is to enforce the following rule: when generalizing with a substitution that replaces terms t l with corresponding new variables vl (e.g. replaces z + 1 with a in the example above), the system removes from the list of free variables any variable that occurs in that substitution (e.g. z in that example). We would prefer, however, to avoid removing quite that many free variables in general; free variables can make the proof easier, because the user is allowed to instantiate them. The idea is that we must at least remove from the list of free variables those variables that occur both in the new current goal and in any of the terms being generalized away.
However, that set alone is not enough. Consider the theorem Here is an informal (but careful) statement of the main result; a precise formal statement is of course the topic of the rest of this Section. This material is adapted from Subsection 4.3 of [12] . We defer to the proof presented in Section 5 below further motivation behind choices made here.
9 Fix a proof state state, i.e. a list of terms (goals) together with a list of free variables.
9 Let sg be a variable substitution. 9 Let s t a t e ' be the result of applying the G E N E R A L I Z E command, with substitution s g mapping new variables to terms. Thus, the new current (top) goal is the result of substituting the inverse s g -1 of s g into the current goal of s t a t e , and the remaining goals are unchanged.
Let FREE and FREE ' be the respective sets of free variables of s t a t e and s t a t e ' Consider the symmetric binary relation R o defined on FREE as follows: R o ( v , w)
if and only if v and w occur in some common goal of s t a t e ' 9 Let R be the transitive closure of Ro. 9 Let C be the range of R on the intersection of FREE with the variables of the current goal in s t a t e ' 9 Let V be the set of variables that occur in the range of sg.
In the second example presented above, C = ( z , w} and V : ( z ) , so C c~ V = { z ) . With this example in mind, loosely speaking we want to remove from FREE the set (C c~ V) consisting of all variables from FREE that both occur in somewhere in the terms being generalized away and also have 'anything to do with' the new current goal (where 'anything to do with' is defined in terms of the equivalence relation R). We also want to require that the variables in the domain of s g are not to be considered as free in the new state. The precise relationship specified between FREE and FREE' is as follows.
FREE' = (FREE\(C n V ) ) \ d o m a i n (sg)
Here then, finally, is what we need to prove. It says that if the state is 'valid' after generalization then it was already 'valid', where 'valid' is as explained in Subsection 1.4, that is: some instance, where only free variables are instantiated, is a theorem.
G E N E R A L I Z E SOUNDNESS T H E O R E M . Let G be the current goal in proof state s t a t e; let P be the conjunction of the rest of the goals ofs t a t e; let s g be a substitution mapping some variables not occurring in s t a t e to terms," let G' = G / s g -~ be the current goal in the new proof state s t a t e ' ; and let FREE and FREE ' be the free variables of s t a t e and s t a t e ' , respectively. Suppose that for some substitution s ' with domain contained in FREE', ] --(G' & P ) / s ' Then for some substituion s with domain contained in FREE, we have ] --(G & P ) / s .
An informal sketch of a proof of this theorem is outlined in [12] . Let us proceed with a careful and rather formal, but (we hope) motivated treatment. 4 
DEFINITIONS FOR M A I N T H E O R E M
We begin by stating the axiom that we introduce to capture the notion of 'theorem'. In fact, this is the only axiom we introduce about this notion. As in the introduction of the notions of variable and function symbol in Subsection 2.3, we use the C O N S T R A I N mechanism to guarantee the consistency (and conservativity) of these axioms. The first conjuct says that every theorem is a term. The second says that every instance of a theorem by a variable substitution is also a theorem.
i. I N T R O D U C T I O N of T H E O R E M [theorem(x) -~ terns(x) ] A [ (theorem(x) ^ var-substp(x) ) -~ -~ theorem(x/s) ]
(CONSTRAIN THEOREM-INTRO (REWRITE) (AND (~MPLXES (AND (THEOREM X) FLU) (TERMP FLG X) (L~L~ES (AND (T~OR~M X) FLG ~AR-SUBSTP s) ) (THEOREM (SUBST FLG S X) ) ) ) ( (X"~OREM (LAMBDA (X) F) ) ) )
Notice that the witness here is the function of one argument that returns the constant value F (false). However, the hypothesis of our main theorem will imply that THEOREM holds of some term.
The corresponding notion of a list of theorems is obvious, and has properties (not listed here; see event # 3 in the Appendix) analogous to those for THEOREM in the event above.
D E F I N I T I O N of THEOREM-LIST theorem-list(x) m (V y e x) theorem(y) (DEFN THEOREM-LIST (X) (~ (L~STP X) (AND (T"~OREH (C~ X) ) (THEOREM-LIST (CDR X) ) } (ZQUAL X ~L) ) )
Next we wish to turn to the notion of a proof state, in the sense of a proof development methodology similar to the one in PC-NQTHM, as explained in the introduction (especially Subsection 1.4). That is, we model a proof state as an ordered pair (a L I S TP) consisting of a term list (intuitively, a list of goals) together with a list of variables (intuitively, the free variables of that proof state)]
DEFINITION of STATEP
statep(<goals, free>) z ter=p-list (goals) ^ variable-listp (free) (DEFN STATEP (STATE) (AND (LISTP STATE) (TERMP F (CAR STATE) ) (VARIABLE-LISTP (CDR STATE) ) ) )
In order to state our main theorem we need a notion of valid state. This definition captures the corresponding notion defined in [12] , namely, a valid state is a state with the following property: for some variable substitution on a subset of the free variables of the state, if one substitutes that substitution into the goals of the state then the results are theorems. (The event type 'DEFN-SK' is discussed above with the definition of INSTANCE.)
DEFINITION of VALID-STATE valid-state (<goals, free-vats>) (3 s) (var-substp(1) ^ domain(g) ~ free-vats ^ theorem-list(goals/s)) (DEFN-SK VALID-STATE {STATE) (AND (STA~ STATE) (EXISTS WI TNES SING-INSTANTIATION (AND (VAR-SUBSTP WTTNESSING-INS~ANTLETION) (SUBSETP (DOMAIN WTTNESSING-TNSTANTI~TION) (CDR STATE)) (THEOREM-LIST (SUBST F WITNESSING-INSTANTL~TION (CAR STATE) ) ) ) ) ) )
This definition adds a Skolem function WITNESSING-INSTANTIATION. This function may be thought of as picking out a substitution which, when applied to the goals of a given valid state, yields a list of theorems. Here is the axiom added by the system for the DEFN-SK event above. As with the previous DEFN-SK event introducing the function INSTANCE, this property of the witness is expressed by the second conjunct in the following axiom (which is stated in the contrapositive in the formal version, for technical reasons). 7We omit event # 3, which is a silly little lemma that is useful as a rewrite rule. As we promised earlier, we will feel free to omit such lemmas from this exposition. 
AXIOM added for VALID-STATE
(CDR STATE) ) (THXOREM-LIST (SUBST F WITNESSING-INSTANTIATION (CAR STATE) ) ) ) (VALID-STATE STATE) ) (IMPLIES {NOT (AND (ST~TEP STATE} (VJLR-SUBSTP (WITNESSING-INSTANTI~TION STATE) ) (SUBSETP (DOMAIN (WITNESSING-INSTANTIATION STATE)) (CDR STATE) ) (THEOREM-LIST (SUBST F (WITNESSING -INSTANTIATION STATE) (CAR STATE) ) ) ) ) (NOT (VALID-STATE STATE) ) ) )
The following definition is auxiliary to GEN-CLOSURE. Informally, we can say that given a list free of 'free variables' along with a list goals of terms and a list vars of variables (intuitively, a list of variables that we've constructed so far in our process of forming the closure), then new-gen-var s ( goal s, fre e, vars ) is a list of those members of free that occur in a goal in goals that contains an occurrence of a variable in vars.
DEFINITION of NEW-GEN-VARS
new-gen-vars (goals, free,vats) = u {free ~ all-vats{q): g ~ goals ^ free n all-rare(g) n vars ~ O}
(defn new-gen-vars (goals free vars) (if (llitp goals)
;; see below for explanation of LET (let ( (current-free-rare (intlrsectlon frle (all-rare t (car goals) ) ) ) ) (if (disjoint current-free-rare vats) (new-gen-vars (cxLr goals) free vats) (append current -free-rare (new-gen-vars (cdr goals) free rare) ) ) ) nil) ) Notice the use of LET above. We use an extension to the syntax of the Boyer-Moore logic in which LET has the same meaning as it does in Common Lisp [20] ; see the third appendix of the PC-NQTHM manual [11] for details. So for example, CURRENT-FREE-VARS in the definition above should be viewed as an abbreviation for
(INTERSECTION FREE (ALL VARS T (CAR GOALS))), i.e. for free all-vars (iSt(goals)).
Now we can define the closure referred to above. We may speak of genclosure(goals, free, free-vars-so-far)
as 'the GEN-CLOSURE of f r e e -va r s -s o -far with respect to g o al s and fr e e'. The recursive nature of the definition of GEN-CLOSURE makes it a bit difficult to express informally; our apologies are probably in order for the rather obscure informal definition below.
lO. DEFINITION of GEN-CLOSURE
gen-closure (goals, free, free-vars-so-far) = x ~ free, where x is the leaatfixtdpoint ofthefun~ctio,
(k X . [free-vats-so-far U new-gen-vars (goals, free,x) l ) (DEFN GE~-CLOSURE (GOALS FREE FR~-VA~S-SO-FAR) (LET ( (NEW-FREE-VARS (~XW-GEN-VARS GOALS FREE FREE-VARS-SO-FAR) ) ) (XF (SUBSETP ~EW-FREE-VARS FREE-VARS-SO-FAR) (INTERSECTION FREE-VARS-SO-FAR FREE) (GEN-CLOSURE GOALS FREE (APPEND NEW-FREE-VARS FREE-VARS-SO-FAR))))
;; the following him is explain, d below
Notice that the definition above is recursive. The Boyer-Moore logic requires a proof in such cases; one might call this a 'termination proof'. The proof obligation is actually completely precise and need not be understood in the context of termination of some execution, though that is a reasonable motivation. Informally speaking, the
hint (LESSP (CARDINALITY (SET-DIFF FREE FREE-VARS-S0-FAR) ) ) at the
end of the 'DEFN' event above instructs the system to prove that the cardinality of (free \ free-vars-so-far) decreases on each recursive call of the function GEN-CLOSURE. Formally, the proof obligation in this case is as follows.
-~ ( new-free-vats C free-vars-ao-far )
[free \ (new-free-vats U free-vats-so-far) [ < I free \ free-vars-so-farl wh*re new-free-vats = new-gen--vars (goals, free, free-vars-so-far) ( 
LET ( (NEW-FREE-VAP~ (NEW-czeN-VARS r FREE FREE-VARS-SO-FAR) ) ) (IMPLIES (NOT (SUBSETP NEW-FREE-VARS FREE-VARS-SO-FAR)) (LESSP (CARDINALITY (SET-DIFF FREE (APPEND mm-F~EZ-VARS FaEE-VAR~-SO-FAR) ) ) (CARDINALITY (SET-DIFF FREE FREE-VARS-SO-FAR) ) ) ) )
A couple of lemmas were proved in order to help with the termination proof. In particular, the following lemma is easily proved by the system using induction. (A moment's reflection will suggest its utility in the proof of the termination goal displayed just above.)
LEMMA. NEW-GEN-VARS-SUBSET
new-gen-vars(goalm, free,vars) c free (SUBSETP (NEW-GEN-VARS GOALS FREE VARS) From))
Now let us formalize the hypothesis under which the GENERALIZE command (to be defined shortly) is allowed to be executed. The GENERAL I ZE command is intended tO apply the inverse of some variable substitution sg to the top goal in the current proof state. Thus in the examples presented earlier in this section, the generalization obtained by replacing z+l by a is represented by the variable substitution { <a, z + 1 > }. As for the other parameters below: s t at e is a proof state, the domain of sg is disjoint from the variables occurring in the goals of the state, there is at least one goal in the state, and the domain of sg is disjoint from the set of free variables of the state. We take liberties in the informal version below by writing state as <goals, free>. 
(ALL-VARS F (CAR STATE) ) ) (LISTP (CAR STATE) ) (DISJOINT (DOMAIN Sr (CDR STATE) ) ) )
We define the function GENERALIZE to take a substitution sg and a proof state state and return a new proof state, s The goals of the new proof state are the same as the goals of state except that the first (i.e. top, current) goal has been modified by substituting the inverse of the variable substitution s g into the first goal of s t a t e, and the list of free variables has been (possibly) reduced. 
DEFINITION of GENERALIZE
generallze
DEF~ GENERALIZE (SU STATE) (LET ((G (CAAR STATE)) ;;t~carrenlsoa[ (P (CDAR STATE))
;
; tl~ rest of the goals (FREE (CDR STATE) ) ) ;; t~]~ee vur~b~.s (LET ((NEW-G (SUBST T (INVERT SU) U))) ;;t~n~wc~rretUgou[ (LET ( (DOMAIN-1 ;; potenliaUy "bad'free var~bles (GEN-CLOSURE (CONS NEW-G P) FREE (ALL-VARS T NEW-U)))) (LET ( (NEW-FREE ;; th~ .ew,[ree variables (SET-DIFF FREE (INTERSECTION DOMAIN-I (ALL-VARS F (RANGE SG) ) ) ) ) ) (CONS (CONS XEW-G P)
NEW-FRZE) ) ) ) ) )
8The set DOMAIN-1 m the definition below is what is called C m 4. ! above; the name suggests (and is closety related to) the domain of a substitution S1 that appears later, during the proof.
SOME ABBREVIATIONS
Before we state the main theorem, let us introduce some abbreviations for terms that occur repeatedly throughout the rest of this exposition. As usual, we'll use both informal notation and formal notation to introduce these abbrevations. Abbreviations will appear in italics.
,ew-g ~ g / mg -I
N~-G 1 (SUBST T (INVERT SG) G) domabl..t 1 gen-closure (<~w-g,p>, 2"a(ltate), all-varl (~'8)) DOMAFN-I i (UEN-CLOSURE (CONS NEW-G P) FREE (ALL-VARS T NEW-G) )
M -s I don,ab~-I Sl = (RESTRICT S DOMAIN.I)
$2 m. (s l ~ domain.]) l/ nullify-lubsC(sg) S2 = (APPLY-TO-SUBST (NULLIFY-SUBST SG) (CO-RESTRICT S DOMAIN.]))
gen-~t -(M u s2) l/ (sg 11 s2) G~V-hV~F -(APPLY-TO-SUBST (APPLY-TO-SUBST $2 SG) (APPEND • S2))
Let us use the abbreviations introduced above to restate the definition of GENERALIZE.
DEFINITION of GENERALIZE
gtneralize(sg, <{g} U p, free>) 1 <.zw-g, ~ee \ (do.~m-1 n all-vats (range (sg)) ) >
(DEFN GENERALIZE (SG STATE) (CO~S (CONS NEW-G P) (SBT-DTFF FR/7~
(INTERSECTION DOMAIN-1 (JLLL-W, RS F (R~z S;) ) ) ) ) )
STATEMENT OF MAIN THEOREM
Finally we can state the main theorem. It says that if the preconditions of the GENERAL I ZE command are met and if the result of applying this command is a valid proof state, then the original proof state is valid. 
THEOREM. GENERALIZE-IS-CORRECT
Proof of the Main Theorem
In this final section we outline the mechanically-checked proof of the main theorem GENERALIZE-IS-CORRECT displayed above. We actually break this proof into three parts. First we show how to reduce the main theorem to two lemmas. Then we devote the remaining two subsections to the respective proofs of those two lemmas.
REDUCING THE THEOREM TO TWO LEMMAS
First of all, notice that by definition of VALID-STATE it suffices to find some substitution, call it gen-inst ( sg, state ), for which we can prove the following fact. 
(GEN-INST SG STATE) ) ) (AND (GENERALZZE-OK~ SG STATE) (VALID-STATE (GENERALIZE SG STATE) ) ) (AND (STATEP STATE) (VAR-SUBSTP WIT) (SEBSETP (DOMAZN WIT) (CDR STATE)) (TWROREM-LIST (SUBST F WIT (CAR STATE) ) ) ) ) )
Such a variable substitution wit = gen-inst ( sg, state ) can be constructed as follows (see also Subsection 4.1 for motivation). Let s be a variable substitution that witnesses the validity of the state generalize ( sg, state ). Let domain-1 be the GEN-CLOSURE of the variables occurring in the new current goal (which is the result of applying the inverse of the generalizing substitution to the existing current goal), with respect to the new goals and the existing list of free variables. Then the desired substitution gen-inst ( sg, state ) may be defined as follows. S2) ) )
The first three conjuncts of the conclusion of MAIN-THEOREM-1 are now quite trivial (and proved from the hypothesis as separate events, whose statements we omit here). The first of these, statep (state), is clear by definition of GENERALIZE-0KP. The second, var-substp (gen-inst ( sg, state ) ), follows easily from the way that gen-inst(sg, state) is built from variable substitutions. The third, domain(wit) __ free, is also straightforward, though (like many simple results proved with the Boyer-Moore prover) it uses basic 'library' facts such as the lemma DOMAIN-APPLY-TO-SUBST (see Section 3 above). A key observation for that case, which is specific to our notion of generalization, is the fact that the set of free variables of the state obtained by applying the GENERALIZE command is a subset of the set of free variables of the original state:
18. LEMMA. SUBSETP-CDR-GENERALIZE 2 "a (generalize (sg, state) ) ~ 2 "a (state)
(SUBSETP (CDR (GENERALIZE SG STATE)) (CDR STATE) )
It remains then only to check the last of the four cases from the conclusion of MAIN-THEOREM-I, i.e. to prove the following (stated using abbreviations, in italics, from Subsection 4.3).
LEMMA. MAIN-THEOREM-I-CASE-4
generalize-okp (sg, state) ^ valid-state (generalize (sg, state) )
theorem-list (goals / &en-inst) (ZMPLXES (AND (GE~ERALXZE-OKP SG STATE) (VALID-STATE (GENERALIZE SG STATE) ) ) (THEOREM-LIST (SUBST F GEN4NST GOAI~) ) )
The idea now is to introduce a new predicate MAIN-HYPS that collects and abstracts the hypotheses that are needed, and then split the proof into two parts. First, we show that MAIN-HYPS implies the result for arbitrary substitutions and goals.
Second, we show that MAIN-HYPS does hold of the particular substitutions and goals in question. Thus the first part, MAIN-HYPS-SUFFICE below, states that the bizarre-looking substitution ( ( s l w s2) / / ( s g / / s2) ) (which however is closely related to the definition of GEN-INST) serves to create a list of theorems, assuming that MAIN-HYPS holds of the relevant substitutions and goals. The other part, MAIN-HYPS-RELIEVED, shows that MAIN-HYPS holds of the necessary substitutions and goals.
Notice that we do not use abbreviations in the first of the following lemmas; as suggested above, it holds of arbitrary substitutions and goals, however, it is applied (by the theorem prover's rewriter) under the particular instantiation ( s l .'= S1, 
(IMPLIES (AND (GENERALIZE-OKP SG STATE) (V~LID-STATE (GENERALIZE SG STATE) ) ) (MA~N-HY~S Sl S2 SG G P))
The proof now naturally splits into two parts, one for each of the two lemmas displayed immediately above, and each part is dealt with in one of the remaining two subsections below. We close this subsection with the remaining definitions: MAIN-HYPS and its auxiliary function GEN-SETTING-SUBSTITUTIONS.
D E F I N I T I O N of MAIN-HYPS
main-hyps (el, s2, sg, g,p)
(DEFN M~IN-HYPS (SI $2 SG G P) (AND (TER~ T G)
20.
MATT KAUFMANN
(DISJOINT (ALL-9-ARS T G) (DOMAIN SG)) (ZEmm F P) (DISJOINT (ALL-VARS F P) (DOMAIN SG)) (GEN-SETTING-SUBSTITUTIONS S1 S2 SG) (THEOREM-LIST (SUBST F (APPEND S1 $2)
(CONS (SEBST T (INVERT SG) G) P) ) ) ) )
DEFINITION of GEN-SE T T I NG-SUB S T I TUT I 0NS
gen-setting-sub=titution8 (sl, m2, =g) 9
(DEFN GEN-SETTING-SUBSTITUTIONS (SI $2 SG)
(AND ~ma-SOBSTP SZ) ~nm-SOBSTP S2)
CCAR-SUSSTP SG) (DISJOINT (DOMAIN SI) (DOMAIN SG)) (DISJOINT (DOMAIN $2) (DOMAIN SG)) (DISJOINT (KLL-VAR~ F (RANGE SG)) (DOMArN SZ) )
(DISJOINT (ALL-VARS F (RANGE $2) ) (DOMAIN SG) ) ) )
PROOF OF THE LEMMA MAIN-HYPS-SUFFICE
Let us state the lemma once again.
IMPLIES (AND (LISTP GOALS) (MAIN-HY~S S1 $2 SG (CAR GOALS) (CDR GOALS))) (THEOREM-LIST (SUBST F (APPLY-TO-SUBST (APPLY-TO-SUBST $2 SG) (APPEND Sl S2)) GOALS)))
If we apply the definitions of SUBST and THEOREM-LIST in the expression above, then we see that it suffices to prove the following two properties. (Think of g as the current goal and of p as the rest of the goals.) 
LEMMA. MAIN-HYPS-SUFFICE-FIRST
LEMMA. MAIN-HYPS-SUFFICE-REST
main-hyps(sl,s2,sg, g,p)
Let us consider these two cases separately.
Proof of the Lemma MAIN-HYPS-SUFFICE-FIRST
Consider the first of these two lemmas, MAIN-HYPS-SUFFICE-FIRST. Let us begin by arguing informally for its correctness. The last conjunct of MAIN-HYPS implies, assuming the hypothesis of the lemma, that (g/sg 1 )/(sl u s2) is a theorem. Now every instance of a theorem by a variable substitution is a theorem (by the CONSTRAIN event THEOREM-INTRO, displayed as event # 1 in Subsection 4.2). MAIN-HYPS-SUFFICE-FIRST above follows if we can show that the proposed theorem is an instance of ( g/s g-~ ) / ( s 1 w s 2 ). The following lemma therefore implies MAIN-HYPS-SUFFICE-FIRST. 
LEMMA. MAIN-HYPS-SUFFICE-FIRST-LEMMA
(IMPLIES (AND (TERMP T G) (DISJOINT (ALL-VARS T G) (DOMAIN SG)) (GEN-SETTING-SUBSTITUTIONS S1 $2 SG)) (EQUAL (SUBST T (APPLY-TO-SUBST (APPLY-TO-SUBST $2 SG) (APPEND S1 $2)) (SUBST T (APPLY-TO-SUBST $2 SG) (SUBST T (APPEND S1 $2) (SUBST T (I~ERT SG) G) ) ) ) )
Let us see why this lemma holds, and in doing so, discover some of the motivation for the properties embodied in MAIN-HYPS. Assume the following hypotheses, the last of which is the inductive hypothesis. Note: we'll see during the proof what we need here about GEN-SETTING-SUBSTITUTIONS.
termp(g) all-vars(g) c~ domain(sg) = gen-setting-substitutions (sl, s2, sg)
for all subterms g' of g
The proof now breaks into three cases. We omit a few details but give many others, just to show the kind of considerations required in the mechanically-checked proof. Actually, a formalization of this proof in the Boyer-Moore logic tends to require one to prove the similar theorem about lists of terms by a simultaneous induction. The theorem prover essentially carries out the above argument in proving the following event, MAIN-HYPS-SUFFICE-FIRST-LEMMA-GENERAL, which is a generalization we provide of MAIN-HYPS-SUFFICE-FIRST-LEMMA that applies both to terms and to term lists. (That is, we leave flg uninstantiated.) The cases in the inductive argument correspond to the definition of SUBST, so we supply the hint (INDUCT (SUBST FLG SG-I G) ) for this lemma. Notice that we also give sg -1 a name, sg-1, for the technical reason that such induction hints in the Boyer-Moore prover must have variables in the argument positions. Finally, let us note that a number of trivial considerations that were ignored here must be dealt with in the mechanical proof. Consider again, for example, the second step in the proof of the first case above: In fact we proved a lemma to accomplish this bit of reasoning; see VALUE-APPLY-TO-SUBST in Section 3 (with the confusing instantiation g ,= v, sg .'= s2, s.'= sg).
Proof of the Lemma MAIN-HYPS-SUFFICE-REST
Recall that the other half of proving MAIN-HYPS-SUFFICE is:
LEMMA. MAIN-HYPS-SUFFICE-REST
maln-hyps(ml,m2,sg, g,p) -~ theorem-list(p / ( (sl u s2) // (sg // m2) ))
(IMPLIES (MAIN-HYPS S1 $2 SG G P) (THEOREM-LIST (SUBST F (APPLY-TO-SUBST (EPPLY-TO-SUBST $2 SG) (APPEND S1 $2)) P)))
Again we may use the property that an instance of theorem (or theorem list) is a theorem (or theorem list, respectively). Therefore the property above follows from the following lemma, with FLG set to F and S set to (APPEND S1 $2) (informally, sl w s2), together with the definition of MAIN-HYPS. This is actually quite a straightforward result, using the rewrite rule COMPOSE-PROPERTY displayed in Subsection 2.3 above. Here is an informal sketch of the proof(but note that the theorem prover proves this automatically from the previously proved rules). 
LEMMA. MAIN-HYPS-SUFFICE-REST-LEMMA
(IMPLIES (AND (GENERALIZE-OKP SG STATE) (VALID-STATE (GENERALIZE SG STATE) ) ) (AND (TERMP T G) (DISJOINT (~LL-VARS T G) (DOMAIN SG)) (TERMP u P) (DISJOINT (~LL-VARS F P) (DOMAIN SG)) (GEN-SETTING-SUBSTITUTIONS SI $2 SG) (THEOREM-LIST (SUBST u (APPEND $I $2) (CONS NEW<; P) ) ) ) )
We thus have six cases to deal with. However, the first four are quite easy, so here we consider only the final two cases, MAIN-HYPS-RELIEVED-5 and MAIN-HYPS-RELIEVED-6. (We considered all six cases, of course, in the mechanicallychecked events file 'generalize.events' listed in the appendix to [18] .)
Proof of the Lemma MAIN-HYPS-RELIEVED-5
Let us first state the lemma MAIN-HYPS-RELIEVED-5. Since the domain of any restriction or co-restriction of a substitution is a subset of the original domain, and since the application of a substitution s to a substitution s ' has the same domain as does s' (see DOMAIN-APPLY-TO-SUBST in Section 3), the next two cases follow from the lemma displayed just above.
LEMMA MAIN-HYPS-RELIEVED-5-LEMMA-3
generalize-okp ( 9 9 ^ valld-9 (generalize ( 9 9 ) domain ( How would a person reason in the last step? A natural course would be to consider an arbitrary x and show that if it belongs to all-vats ( range ( sg ) ) and also to
Here is a very high-level view of the proof, which incidentally should show why we chose to bring in the notion of ~gen-closure'. Because of the way that the function GEN-CLOSURE is defined (see event # 10, Subsection 4.2), the set domain-1 has the following property: for every goal x in the new state g ene r a l i z e ( s g, s t a t e ), the set of free variables in that state that occur in x is either contained in domain-1 or is disjoint from it. In the former case, which includes the case x = new-g, no variable occurring in x is in the domain of s2, and it follows that x/(sl w s2) = x/sl = x/s. In the latter case we similarly have x/(sl u s2) = x/2. Since we have already dealt with the case x = new-g, we may assume that x E p, and by a little additional technical argument we can show that x/s2 is an instance of x/s. So we have that x/(sl ~ s2) is an instance of x/s, and since x/s is a theorem (by definition ors and the VALID-STATE hypothesis), so is x/(sl u s2).
Let us proceed now along the lines of the mechanically-checked proof. By opening up SUBST and THEOREM-LIST we can break MAIN-HYPS-RELIEVED-6 into the following two goals. Let us consider these in turn.
5.3.2(1). Proof of the Lemma MAIN-HYPS-RELIEVED-6-FIRST.
Here is an informal proof of the first of these two lemmas. We begin with a key observation, which we will both prove and use presently. 
(IMPT.TRS (SUBSETP (INTERSECTION (DOMAIN S) (aT.T.-VARS NEW~)) (INTERSECTION FREE (ALL-VARS NEW-G) ) ) (*))
So in order to prove (,), it suffices to prove the hypothesis of this implication, which in turn follows from domain(s) _~ 2nd(generalize(sg, state)) _c free
The first inclusion follows from the fact that the domain of s is contained in the free variables of the new (generalized) state, which is part of the VALID-STATE hypothesis. The second inclusion is just the lemma SUBSETP-CDR-GENERALIZE from Subsection 5.1 above. This concludes the proof of MAIN-HYPS-RELIEVED-6-FIRST. In fact we close with one technical comment. The following lemma CAR-GENERALIZE is proved before the lemma GEN-CLOSURE-CONTAINS-THIRD-ARG above so as to speed up the proofs. The idea is that we only want to invoke the rather hairy definition of GENERALIZE when we are looking at goals, not when we are simply asking about the witnessing substitution. Thus, after this lemma we 'turn off' the definition of GENERALIZE. 
LEMMA. CAR-GENERALIZE
T))
Observe that the set of goals p has the above property with respect to the free variables of the generalized state and the appropriate 'gen-closure', domain-l: Let us attempt to finish the proof of our remaining goal MAIN-HYPS-RELIEVED-6-REST with informal reasoning. Assume its hypotheses. Let x be any goal in p: then by the VALID-STATE hypothesis, we have theorem(x). Moreover, the lemma MAIN-HYPS-RELIEVED-6-REST-LEMMA-2 above implies says that the set of free variables occurring in x is contained in or disjoint from domain-1. Hence there are two cases. We follow the outline given at the start of this Subsection 5.3.2 (just below the statement of the lemma MAIN-HYPES-RELIEVED-6). Therefore x/(sl u s2) is a theorem (in fact an event in 'generalize.events', whose formal statement we omit here), since it is an instance of x/s (which is a theorem by the VALID-STATE hypothesis). But it remains to explain the reason 'as we will show below' for the penultimate step above. The following lemma is the key. It is applied automatically by the theorem prover's rewriter using the substitution 
(TE~m T X) (DISJOINT (DOMAIN SG) (ALL-VARS T X) ) ) (EQUAL (SUBST T (APPLY-TO-SUBST SG S) X) (SUBST T SG (s~BST T S X) ) ) )
Notice that by the lemma DOMAIN-NULLIFY-SUBST (cf. Section 3), we can safely equate the domains of s g and nul 1 i fy-sub s t ( s g ). But why can we assume that the domain of sg is disjoint from the variables of x? Recall that x is an arbitrary member of the set of goals from p that (by the Case 2 
(IMPLIES (AND (UEnRALXZE-OKP SG STATE) (VALID-STITE (GENERALIZE SG STATE) ) ) (DISJOINT (~ SG) (ALL-VARS F (GOALS-DISJOINT-FROM-VARS P (CDR (GENERALIZE SG STATE))
DOMAIN-l) ) ) )
And here is the obvious definition of GOALS-DISJOINT-FROM-VARS, followed by an important property of this function.
DEFINITION of GOALS-DISJ01NT-FROM-VARS
goals-dis Joint-from-vats (goals. free. vats) -{g E goals: free ~ all-vars(g) -0}
(defn goals-disJoint-from-vars (goals free vars) (if (listp goals) (let ( (~larrent-free-vars (intersection free (all-vars t (car goals) ) ) ) ) (if (disjoint current-free-vars vars) (cons (car goals) (goals-disJoint-from-vars (cdr goals) free vars)) (goals-disJoint-from-vars (cdr goals) free vars) )) nil))
(SffBST T (NULLIFY-SUBST SG) (SUBST T (CO-RESTRICT S DOMAIN-I) x) )
This leads us to discover and prove the lemma SUBST-APPLY-TO-SUBST-ELIMINATOR, displayed in the preceding subsection. The discussion above was intended to give a bit of a feel for how one might fight battles with this kind of theorem proving (or proof-checking) system. Perhaps a short conclusion is in order. It seems that the approach to proof-checking exhibited in this paper still requires a lot of digging and hacking. However, the good news is that it is possible to mechanically check rather subtle arguments. In this paper we have tried to give some idea of how one such effort proceeded.
