The largest eigenvalue of a Wishart matrix, known as Roy's largest root (RLR), plays an important role in a variety of applications. Most works to date derived approximations to its distribution under various asymptotic regimes, such as degrees of freedom, dimension, or both tending to infinity. However, several applications involve finite and relative small parameters, for which the above approximations may be inaccurate. Recently, via a small noise perturbation approach with fixed dimension and degrees of freedom, Johnstone and Nadler derived simple yet accurate stochastic approximations to the distribution of Roy's largest root in the real valued case, under a rank-one alternative. In this paper, we extend their results to the complex valued case. Furthermore, we analyze the behavior of the leading eigenvector by developing new stochastic approximations. Specifically, we derive simple stochastic approximations to the distribution of the largest eigenvalue under five common complex single-matrix and double-matrix scenarios. We then apply these results to investigate several problems in signal detection and communications. In particular, we analyze the performance of RLR detector in cognitive radio spectrum sensing and constant-modulus signal detection in the high signal-to-noise ratio (SNR) regime. Moreover, we address the problem of determining the optimal transmit-receive antenna configuration (here optimality is in the sense of outage minimization) for rank-one multiple-input and multiple-output Rician-Fading channels at high SNR.
Introduction
Let H, E be two independent complex-valued Wishart matrices, where E ∼ CW m (n E , Σ E ) and H is either central or non-central Wishart, namely H ∼ CW m (n H , Σ H ) or H ∼ CW m (n H , Σ H , Ω), respectively. We denote the largest eigenvalue of H by ℓ 1 (H) and similarly, the largest eigenvalue of E −1 H by ℓ 1 (E −1 H). These largest eigenvalues, either in the single matrix case or in the double matrix case, are central quantities of interest in many applications, specifically in signal detection and communications. More generally, these eigenvalues, also known as Roy's largest roots, play a key role in hypothesis testing problems.
Obtaining simple expressions, exact or approximate, for the distribution of ℓ 1 in the single or double matrix case has been a subject of intense research for over more than 50 years. An exact expression for the distribution of ℓ 1 , in the single central matrix case with an identity covariance matrix (Σ H = I), was first presented by Khatri [1] . This result was generalized to various other settings, such as an arbitrary covariance matrix or a non-centrality matrix [2, 3, 4] . The resulting expressions are, in general, challenging to evaluate numerically. More recently, Zanella et al. [5] presented simpler exact expressions, both for the central case with arbitrary Σ H , as well as the noncentral case but with Σ H = I, that are easier to evaluate, though still require a recursive algorithm.
A different approach to derive approximate distributions for the largest eigenvalue in the null case, where Σ E = Σ H = I, is based on random matrix theory. Considering the limit as n H and m (and in the double matrix case also n E ) tend to infinity, with their ratios kept fixed, ℓ 1 in the single matrix case, and log(ℓ 1 ) in the double matrix case, asymptotically follow a Tracy-Widom distribution [6, 7, 8] . Furthermore, with suitable centering and scaling coefficients, the convergence to these limiting distributions can be quite fast [9, 10] .
In this paper we focus on the distribution of ℓ 1 under a rank-one alternative with complex valued observations, namely when Σ H = I + λvv † in the central case, or Ω = λvv † in the non-central case, where v † denotes the conjugate transpose of v. One classical result in the single-matrix case, is that asymptotically as n H → ∞ with fixed dimension m, ℓ 1 (H) asymptotically follows a Gaussian distribution [11] . Recently, Paul [12] proved that in the random matrix setting, as both n H and m tend to infinity with their ratio fixed, if λ > m/n H then ℓ 1 (H) still converges to a Gaussian distribution. In the double-matrix case, the location of the phase transition and the limiting value of ℓ 1 (E −1 H) were recently studied by Nadakuditi and Silverstein [13] . Moreover, in a very recent development, the authors in [14] have proved that, above the phase transition, ℓ 1 (E −1 H) converges to a Gaussian distribution.
Whereas the above results assume that dimension and degrees of freedom tend to infinity, in various common applications these quantities are not only finite but typically relatively small. In such settings, the above asymptotic results may yield poor approximations to the distribution of the largest eigenvalue ℓ 1 , which may be quite far from Gaussian (see Figure 3 for an illustrative example). Recently, using a small noise perturbation approach, Johnstone and Nadler [15] derived approximations to the distribution of ℓ 1 , both for single and double real-valued Wishart matrices with finite dimension and degrees of freedom. In this paper, we build upon their work and extend their results to the complex valued case. Propositions 1-5 of Section 2 provide approximate expressions for the distribution of ℓ 1 corresponding to the five common single-matrix and doublematrix cases outlined in Table 1 . Furthermore, in section 3 we study the fluctuations in the leading eigenvector, in particular its overlap with the population eigenvector.
Next, in section 4, we illustrate the utility of these approximations in several applications in signal detection and communication. For signal detection, we use propositions 1-4 to provide simple approximate expressions for the power of Roy's largest root test under two common signal models. Next, we consider the outage probability in a multiple-Case Distribution
Constant modulus signal detection in noise, known noise covariance matrix. Outage probability of a Rician-fading MIMO channel.
, Ω random between two groups of sizes p ≤ q Table 1 : Five common single-matrix and double-matrix settings and some representative applications.
input and multiple-output (MIMO) communication system. For the particular case of a rank-one Rician fading channel, we use Proposition 2, and show analytically that to minimize the outage probability it is preferable to have equal number of transmitting and receiving antennas. This important design property was previously observed via simulations [3] . Finally, Section 5 provides some simulation results to verify the accuracy of the new results.
On the Distribution of Roy's Largest Root
Propositions 1-5 below provide simple approximations to the distribution of Roy's largest root under a rank-one alternative and several common single matrix and double matrix settings. The following 5 propositions correspond to the five cases in Table 1 , and extend to the complex-valued setting propositions 1-5 of [15] . We start with the simplest setting of a single central Wishart matrix. Since in cases 1 and 2 the matrix Σ is assumed to be known, we assume w.l.g. that Σ = σ 2 I, where σ 2 is a small parameter, typically representing the noise variance in the absence of a signal. In contrast to previous asymptotic approaches whereby n H → ∞, m → ∞ or both, in the following, we keep the number of samples n H and the dimension m fixed, and study the distribution of the largest eigenvalue as σ → 0. We start with the central setting, case 1 in Table 1 .
, with ||v|| = 1, λ > 0 and let ℓ 1 be its largest eigenvalue. Then, with (m, n, λ) fixed, as σ → 0
where A, B, C are independent random variables, distributed as A ∼ χ 2 2n , B ∼ χ 2 2m−2 , and C ∼ χ 2 2n−2 . 
, then for n > 3
The next proposition considers the non-central single Wishart matrix.
, with ||v|| = 1, and let ℓ 1 be its largest eigenvalue. Then, with (m, n, ω) fixed, as σ → 0
where A, B, C are all independent and distributed as A ∼ χ 2 2n (2ω/σ 2 ), B ∼ χ 2 2m−2 and
. Therefore, assuming n > 2, we can approximate the expectation and the variance of (2.4) by
Remark 3. In both Eqs. (2.1) and (2.4), note that as n → ∞, the χ 2 random variables converge to Gaussian ones, and thus asymptotically the distribution of ℓ 1 converges to a Gaussian as well. This is in accordance with classical asymptotic results, see [11] .
The next two propositions provide approximations to the distribution of Roy's largest root in the central and non-central double matrix settings, which correspond to cases 3 and 4 in Table 1 .
, we can assume w.l.g. that Σ = I. Proposition 3. Suppose that H ∼ CW m (n H , I + λvv † ) and E ∼ CW m (n E , I) are independent complex Wishart matrices, with n E > m + 1 and ||v|| = 1. Let ℓ 1 be the largest eigenvalue of E −1 H. Then, with (m, n H , n E ) fixed, as λ → ∞ (2.7)
where the two F distributed random variates are independent, and (2.8)
Suppose that H ∼ CW m (n H , I, ωvv † ) and E ∼ CW m (n E , I) are independent complex Wishart matrices, with n E > m + 1, ω > 0 and ||v|| = 1. Let ℓ 1 be the largest eigenvalue of
where the two F distributed random variates are independent and the parameters a i , b i , c i are as defined in Eq. (2.8).
Remark 4. In the limit as n E → ∞, the two F-distributed random variables in (2.7) and (2.9) converge to χ 2 distributed random variables, thus recovering the leading order terms in (2.1) and (2.4), respectively.
On the leading canonical correlation coefficient
Let x i ∼ CN (0, Σ) , i = 1, 2, · · · , n + 1 denote complex valued multivariate Gaussian observations on m = p + q variables, where without loss of generality we assume that p ≤ q. Let us denote the corresponding sample covariance matrix by S. In this subsection we consider the fifth setting of Table 1 and study the largest sample canonical correlation coefficient between the first group of p variables and the second group of q variables, in the presence of a single large canonical correlation coefficient in the population. Now, in the presence of a single large population canonical correlation coefficient, which we denote by ρ, one can decompose Σ as 1
Σ =
I pP P † I q (2.10) whereP = P 0 p×(q−p) with P = diag (ρ, 0, · · · , 0) ∈ R p×p . Similarly, one can decompose the sample covariance matrix as
where Y ∈ C n×p and X ∈ C n×q represent the first p variables and the remaining q variables, respectively. Clearly, the sample canonical correlation coefficients, r 1 , r 2 , · · · , r p are the positive square roots of the eigenvalues of (
jective is to analyze the largest sample canonical correlation coefficient under the above setting (i.e., in the presence of a single dominant population canonical correlation coefficient). As shown below, a single dominant population canonical correlation coefficient amounts to having a rank-one non-centrality matrix. Now we can write the squared sample canonical correlation coefficients (i.e., r 2 i ) as the roots of the following characteristic equation
With this notation, we obtain the modified characteristic equation as
This in turn reveals that the study of the largest root of the above equation is equivalent to study of the largest root of E −1 H. This fact can be further delineated using the relation ℓ 1 = r 2 1 /(1 − r 2 1 ), where ℓ 1 is the largest root of E −1 H. The following complex analog of a result given in [15] is also important in the sequel
where Φ = I p − P 2 . Therefore, we conclude that (2.15) are independent with the non-centrality matrix given by
. The following proposition gives the distribution of the largest sample canonical correlation in the presence of a single population canonical correlation.
, where r 1 is the largest sample canonical correlation between two groups of size p ≤ q computed from n + 1 i.i.d. observations with ν = n − p − q > 1. Then in the presence of a single large population correlation coefficient ρ between the two groups, asymptotically as ρ → 1,
where
Here we have used the notation F χ a,b (c, n) to describe the following general class of probability densities
where Z ∼ cχ 2 n and all the chi-squared variables are independent.
Moreover, we have the following remark on the distribution of F
Remark 5. It is not difficult to show that the probability density of
where 2 F 1 (a, b; c; z) is the Gauss hypergeometric function and B(p, q) is the beta function.
On the inner product between the sample and population eigenvectors
We now consider the relation between the leading sample eigenvector and the population eigenvector. In most practical scenarios, knowledge of the exact population covariance matrix is not available and in particular v is unknown. Therefore, it is common to use the sample eigenvalues/eigenvectors instead of the population analogs. In such situations, key quantity of interest is the correlation between the leading sample eigenvector and its population counterpart. This correlation can be represented as follows
wherev denotes the sample eigenvector corresponding to the largest eigenvalue ℓ 1 .
This quantity is of considerable interest both theoretically and practically. Theoretically, the large sample almost sure limits in the random matrix setting (i.e., as m, n H → ∞ such that m/n H → κ > 0) were derived in [12] and [16] . These results show that R does not converge to 1 (i.e.,v is inconsistent). For a practical application, the quantity R is of paramount importance in the design of adaptive beamformers (ABFs) in array processing. In this respect, the dominant mode rejection (DMR) ABF derives its weight vector using the eigen-decomposition of the sample covariance matrix [17] .
Since one of the main purposes of the beamformers is to eliminate loud interferers coming from undesired directions other than the steering direction, the DMR ABF creates deep notches along the directions of loud interferers. As shown in [18] , an important parameter which determines the depth of attenuation of the interferers is the correlation between the sample eigenvectors and unobservable population eigenvectors. Moreover, in the presence of a single dominant interferer, the population covariance matrix takes the form of a rank one spiked model (see [18, Eq. 17] ). Therefore, it is important to understand the behavior of R under the rank one spiked framework.
Motivated by the above facts, in what follows we develop stochastic approximations to R in two scenarios depending onv. Specifically, in the first scenario,v is the eigenvector corresponding to the largest eigenvalue of CW m (n, λvv † + σ 2 I m ) while in the second scenario it is the eigenvector corresponding to the largest eigenvalue of
Now we have the following proposition in the first scenario.
, with ||v|| = 1 and λ > 0. Letv be the eigenvector corresponding to the largest eigenvalue of H. Then, with (m, n, λ) fixed, as
where A ∼ χ 2 2m−2 , B ∼ χ 2 2n , and C ∼ χ 2 2n−2 are independent random variables.
The distribution of R corresponding to the second scenario is given by the following proposition.
, with ||v|| = 1. Letv be the eigenvector corresponding to the largest eigenvalue of H. Then, with (m, n, ω) fixed, as σ → 0
where A ∼ χ 2 2m−2 , B σ ∼ χ 2 2n (2ω/σ 2 ), and C ∼ χ 2 2n−2 are independent random variables.
Applications
After establishing approximations to the distribution of Roy's largest root, we now demonstrate their utility in three different engineering applications. The first two applications are concerned with common problems in signal detection, whereas the third is concerned with the outage probability of a rank-one Rician fading MIMO channel.
Signal Detection in Spectrum Sensing
In standard multiuser communication systems, each primary user (PU) is allocated a unique frequency band of the spectrum. By design, this band may be used solely by the corresponding PU. To better utilize the available spectrum, novel cognitive radio dynamic spectrum allocation methods have been proposed in the past decade [19] . In these schemes, opportunistic secondary users (SU) are allowed to use frequency bands not allocated to them by first sensing whether these are currently in use by their PU's. Several measurement schemes and statistical tests were derived for this task, see [20] , [21] and references therein.
One of the proposed test statistics, in particular when the noise level is known and the signal is assumed Gaussian, is simply the largest eigenvalue of the observed data, namely Roy's Largest Root Test (RLRT). Assuming the noise variance is small (i.e., in the high signal-to-noise ratio (SNR) regime), one may then easily approximate the power of this test using Propositions 1 and 3.
Let us describe this setting in more detail. Consider a spectrum sensing system with m receiving antennas, that in a short time window samples n H vectors {y j } n H j=1 , where y j ∈ C m . A common modeling assumption is that the samples are i.i.d. realizations of a random vector taking the form
where s ∼ CN (0, 1), u ∈ C m is the (normalized) channel gain vector between the PU and the antennas, ||u|| = 1, n is an additive Gaussian noise, n ∼ CN (0, Σ), and λ is the received signal power. If the PU is inactive, namely λ = 0, then all measurements are just noise. Hence, the spectrum sensing task can be formulated as the following hypothesis testing problem
When Σ is known (w.l.o.g. it is assumed to be of the form Σ = σ 2 I m ,) (4.2) yields the following hypothesis testing problem
Under the alternative H 1 , the unnormalized sample covariance matrix of the n H observations follows a complex Wishart distribution,
We may then use Proposition 1 to approximate the power of Roy's largest root test, for a given threshold parameter µ, as 
Power of RLRT in various SNR scenarios
Known covariance matrix 
Unknown covariance matrix Another possible scenario is when the noise covariance matrix Σ is arbitrary and unknown but we have n E > m + 1 i.i.d. noise only samples {z j }, generated from z = n, see [22, 13] . Then we can approximate Σ by
j and whiten the sample covariance matrix. Therefore, we get
Now we can use Proposition 3 to approximate the power of the test (4.8)
for a given threshold parameter µ. Unlike previous analyses which heavily relied on the assumption of large number of samples or antennas, the approximations here enable us to analyze scenarios with small and fixed n E , n H and m. However, it is noteworthy that our approximations are very tight only for small values of σ (i.e., in the high SNR regime). Above facts are further illustrated in Fig. 1. 
Constant Modulus Signal Detection
In the previous section, it was assumed that the transmitted signal s was Gaussian distributed. We now consider a different setting of constant modulus (CM) signals. Here the signal s = e ıφ , where ı = √ −1, and φ ∈ R is an unknown (possibly random) time-dependent phase. One common example is the well-known FM signal [23] . As in section 4.1, given n H measurements, the task is to decide whether they contain a CM signal, or just noise.
Formally, we assume the availability of n H i.i.d. samples
where n ∼ CN (0, Σ) and λ > 0 is the transmit signal power. The preceding detection problem can be formulated as the following hypothesis testing problem (4.9)
Although Roy's largest root test is not necessarily the optimal detector for the CM signals, due to its simplicity and low computational complexity, it is still a common choice. As in section 4.1, we may approximate its power using our propositions. We assume w.l.o.g. that Σ = σ 2 I. Then, conditional on the n H phases φ 1 , . . . , φ n H , the sample covariance matrix H = n H j=1 y j y † j follows a non-central Wishart distribution,
Importantly, this distribution does not depend on the phases φ j , If the noise level σ is known, then we may use Proposition 2, with ω = λn H , to obtain an approximation to the power of Roy's largest root test for a given threshold parameter µ (4.10)
If the noise covariance matrix Σ is arbitrary and unknown but we have n E > m + 1 i.i.d. noise only samples {z j }, generated from z = n, we can approximate Σ with 1 n E n E j=1 z j z † j and whiten the sample covariance matrix. As before, we assume w.l.o.g. that Σ = σ 2 I m , which leads to
In this case we use Proposition 4, with ω = λn H σ 2 , to obtain an approximation to the power of Roy's largest root test for a given threshold parameter µ.
Rank-One Rician-Fading MIMO Channel
The last application we present involves the outage probability of a MIMO channel. Consider a general MIMO communication channel with n T transmitters and n R receivers. The relation between the transmitted signal x and the received signal y is assumed to be of the form (4.13) y = Hx + n where H is the channel matrix of size n R × n T and n is a complex Gaussian noise with zero mean and covariance matrix σ 2 n I n R . Under a common fading model, known as Rican fading [24] , the matrix H takes the form
where the parameter K and the two matrices H 1 , H 2 characterize the channel. The matrix H 1 represents the specular (Rician) component that typically results from a direct line-of-sight between transmitter and receiver antennas. The matrix H 2 represents the scattered Rayleigh-fading component which is random. Assuming fixed sender and receiver locations, the matrix H 1 is constant, whereas the random matrix H 2 is typically modeled as i.i.d. complex Gaussians with zero mean and variance σ 2 H . In this setting, the parameter K (a.k.a. the Rician factor) represents the ratio of deterministic-toscattered power of the environment. Moreover, we make the common assumption that tr 2 (HH † ) = n R × n T .
The SNR µ of this channel, under the maximal ratio transmission strategy 2 , is given by [3] (4.14)
where Ω D = ||x|| 2 is the power of the transmitted vector and λ max is the largest eigenvalue of HH † . An important quantity, which characterizes the channel, is the outage probability. The outage probability is defined as the probability of failing to achieve a specified minimal SNR threshold µ min required for satisfactory reception. Following Eq. (4.14), the outage probability P out can be written as (4.15)
One particularly interesting case is when the Ricean component H 1 is assumed to be of rank one, H 1 = uv † , where u ∈ C n R , v ∈ C n T . In this case, an important design question is which antennas configuration minimizes Eq. (4.15), under the constraint that the sum of the number of transmitting and receiving antennas is fixed. In this respect, via simulations, [3] showed that the most preferable configuration is to have equal number of transmitting and receiving antennas. Here we analytically prove this result using the main approximations of this article, under the assumption of small noise (i.e., in the high SNR regime). Claim 1. Consider a rank-one Rician fading channel with a fixel total number of antennas, n T + n R = N . Then, for σ H ≪ 1, the setting n T = n R = N/2 for N even (or say n T = ⌊N/2⌋, n R = ⌈N/2⌉ for N odd) minimizes the outage probability.
Proof. Notice that the j-th column of H is distributed as CN
H and therefore HH † is distributed as a non-central complex Wishart matrix
n R n T . Thus, the matrix HH † satisfies the conditions of Proposition 2. Hence, for fixed (n T , n R , K), as σ H → 0
where the three random variables X 1 , X 2 , X 3 are independent with the following distributions
Since Eq. (4.17) is accurate for small values of σ H , we conclude that C 2 ≫ 1. Therefore, we may neglect the third term and the remainder terms in Eq. (4.17) to obtain
Since X 1 and X 2 are independent, we conclude that
Clearly P out is minimal when the non-centrality parameter C 2 is maximal. Since by Eq. (4.18) the parameter C 2 ∝ n T · n R , the claim follows.
Simulations
Here we assess the accuracy of our proposed approximation by a series of simulations. We calculate the empirical distribution of the largest eigenvalue using Mont Carlo realizations and compare it to our Propositions. Results for cases 1 and 2 are shown in The outage probability as a function of n T , where n T + n R is fixed. The circles represent a Monte-Carlo simulation whereas the solid line is our approximation (which can be computed for any non-integer n T ∈ R + ). These graphs not only support Claim 1, but also demonstrate the accuracy of our approximations. In both graphs, K = 2, σ H = 0.3, σ n = 1 and Ω D = 5. Figure 3 , where for comparison, we also plot the standard Gaussian density. Results for cases 3 and 4 are shown in Figure 4 . As we can see, in all cases, for small sample size and dimension, the distribution of the largest root deviates significantly from the asymptotic Gaussian one, with our propositions being able to capture this key factor. Figure 5 shows the accuracy of Proposition 5. A good match between the theoretical approximate result and simulation results is clearly visible, particularly, at the tail of the distribution. The proposed simple stochastic characterization of the inner product between the leading sample and population eigenvectors is corroborated by the simulation results given in Figure 6 .
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A. Proofs
To prove Prop. 1 and 2, we first present an auxiliary lemma, whose proof is provided later on in appendix B. 
Finally, let ℓ 1 (ǫ) be the largest eigenvalue of H(ǫ) = n j=1
x j x j † . Then ℓ 1 (ǫ) is an even analytic function of ǫ and its Taylor expansion around ǫ = 0 is
Proof of Prop. 1 and 2. First, note that the eigenvalues of H are invariant under unitary transformations. Hence, w.l.g. we can assume that v = e 1 . Thus the matrix H may be realized from n i.i.d. observations of the form (A.1) with ǫ replaced by σ, 
Hence, Eq. (A.3) becomes
Now, we bring in the distributional assumptions (A.4) in order to study the distributions
b j , where 
Prop. 1
Since O is unitary and fixed once u is given, the columns v j |u ∼ CN (0, I m−1 ). The distribution of v j does not depend of u, hence v j ∼ CN (0, I m−1 ). Applying the same arguments as before
. Again, applying the same arguments as before,
where the χ 2 2n−2 variate is independent of (u, v 1 ). We conclude that
and this completes the proof of Propositions 1 and 2.
To prove Propositions 3 and 4, we first introduce some additional notation and two auxiliary lemmas, whose proofs are provided later on in appendix B. For a matrix S, denote by S jk and S jk the (j, k)-th entry of S or S −1 , respectively. Lemma 2. Let E ∼ CW m (n, I) and M = [e 1 , b] ∈ C m×2 , with b⊥e 1 fixed. Then
and the two random variables S 11 and S 22 are independent with (A.6)
.
Proof of Prop. 3 and 4.
Without loss of generality we may assume that the signal direction is v = e 1 . Hence
Next, we apply a perturbation approach similar to the one used in the previous proof.
To introduce a small parameter, set
The matrix H ǫ = ǫ 2 H has a representation of the form X † X with X = [x 1 , . . . , x n H ] where x j are of the form (A.1) but now with
With b as in (A.2), using the same arguments as in the previous proof, we have that b ∼ CN (0, I m−1 ), independently of u.
The matrix H ǫ has a decomposition in the form H ǫ = A 0 + ǫA 1 + ǫ 2 A 2 , where
with Z as in (A.2). For future use we define the following quantities (A.10)
Note that the condition n E > m ensures that E is invertible with probability 1. Since E −1/2 H ǫ E −1/2 is Hermitian for all ǫ, the largest eigenvalue ℓ 1 (ǫ) is real-valued. Furthermore, since E −1/2 H ǫ E −1/2 is an holomorphic symmetric function of ǫ, it follows from Kato ([25] , Theorem 6.1 page 120) that the largest eigenvalue ℓ 1 and its eigenprojection P ′ (ǫ) are analytic functions of ǫ in some neighbourhood of zero. The eigenvalues of E −1 H ǫ are the same as those of the matrix E −1/2 H ǫ E −1/2 , therefore the largest eigenvalue of E −1 H ǫ is also an analytic function of ǫ. The projection to the corresponding eigenspace of E −1 H ǫ is P (ǫ) = E −1/2 P ′ (ǫ). Since the matrix E does not depend on ǫ, this projection is also an analytic function in some neighborhood of zero.
For ǫ = 0, E −1 e 1 is an eigenvector with eigenvalue E 11 z, that is,
. Hence,
Since P is an analytic function of ǫ and the inner product is a smooth function, then P (ǫ)E −1 e 1 , e 1 is an analytic non-zero function in some neighborhood of ǫ = 0. Thus, we may define
Clearly v 1 (ǫ) is an eigenvector corresponding to the eigenvalue ℓ 1 (ǫ) and it is also analytic in some neighbourhood of zero. We thus expand (A.13)
Inserting these expansions into the eigenvalue-eigenvector equations
we get the following equations: At the O(1) level, (A.14)
Using equations (A.11)-(A.12), we conclude that w 0 = v 1 (0) = E −1 e 1 , meaning the normalization constant is one. From Eq. (A.12) it follows that e T 1 v 1 (ǫ) = E 11 = e T 1 w 0 . Hence e T 1 w j = 0 for all j ≥ 1. Furthermore, since A 0 = ze 1 e T 1 , this normalization also conveniently gives us that A 0 w j = 0 for all j ≥ 1.
However, A 0 w 1 = 0. Multiplying this equation by e T 1 gives that
Inserting the expression for λ 1 into Eq. (A.16) gives that (A.18)
Multiplying this equation by e T 1 and recalling that A 0 w 2 = 0 and that e † 1 w 0 = E 11 gives
Combining Eqs. (A.15)-(A.20), we obtain the following approximate stochastic representation for the largest eigenvalue
Next, to derive the approximate distribution of ℓ 1 corresponding to the above equation, we study a 2 × 2 Hermitian matrix S, whose inverse is defined by (A.22) 
Hence in terms of the matrix S and S −1 , Eq. (A.21) can be written as
To establish Propositions 3 and 4, we start from Eq. (A.24). We neglect the second term T 1 = 2ǫ √ zRe(E b1 ) which is symmetric with mean zero, and whose variance is much smaller than that of the first term. We also approximate the last term, denoted by T 2 , by its mean value, using Lemma 3. We now have
where c(m, n) is the expectation from Lemma 3. Recall that (A.24) is the largest eigenvalue of E −1 H ǫ = ǫ 2 E −1 H. We need to divide by ǫ 2 in order to get the eigenvalue of E −1 H. By doing so, and inserting the distributions of S 11 , S 22 , that are known from Lemma 2, we have
Next, by inserting the distributions of ||b|| 2 , z and the relevant value of ǫ, we get that for Proposition 3
and for Proposition 4
Notice that from lemma 2 and the comment about the independency of u and z in the beginning of the proof, we get that all of the above χ 2 random variables are independent. At last, since ratios of independent χ 2 random variables follow a F distribution, the two propositions follow.
Proof of Prop. 5. Since ω depends through X † X, following (2.15), we invoke Proposition 4 with the re-parametrization m = p, n H = q, and n E = n − q to obtain the approximate conditional distribution of l 1 as
2n , the final result follows by removing the condition by using the definition of F χ a,b (c, n) given in (2.18).
Proof of Prop. 6 and 7. Let us assume w.l.o.g. that v = e 1 . Therefore, we can write (3.1) as
Moreover, following Lemma 1, we havê
and v j ∼ CN (0, I m−1 ) are independent random vectors with ω = ||µ|| 2 . Therefore, we have
The final result follows by using the distributional arguments given in the proof of Propositions 1 and 2.
B. Proof of the auxiliary lemmas
Proof of Lemma 1. Write the m×n matrix X(ǫ) = [x 1 , . . . , x n ] and observe that X(−ǫ) = U X(ǫ), where U = diag(1, −1, . . . , −1), is an orthogonal matrix. Thus, the matrix H(−ǫ) = U T H(ǫ)U has the same eigenvalues as H(ǫ). In particular, the largest eigenvalue ℓ 1 and its corresponding eigenvector v 1 satisfy (B.1)
Hence ℓ 1 and the first component of v 1 are even functions of ǫ whereas the remaining components of v 1 are odd. Denote the following matrices:
We decompose the matrix H(ǫ) as
Since H(ǫ) is Hermitian for all ǫ, it follows that the largest eigenvalue ℓ 1 (ǫ) is realvalued. Furthermore, since H(ǫ) is an holomorphic symmetric function of ǫ, it follows from Kato ([25] , Theorem 6.1, page 120) that the largest eigenvalue ℓ 1 and its eigenprojection P (ǫ) are analytic functions of ǫ, in some neighborhood of zero.
For ǫ = 0, e 1 is an eigenvector with eigenvalue z, that is, P (0)e 1 , e 1 = e 1 , e 1 = 1. Since P is an analytic function of ǫ and the inner product is a smooth function, the function P (ǫ)e 1 , e 1 is a (real-valued) analytic function of ǫ and also strictly positive in some neighborhood of ǫ = 0. We may thus define
Clearly, v 1 is an eigenvector corresponding to the eigenvalue ℓ 1 and it is also analytic in some neighborhood of zero. We may thus expand ℓ 1 and v 1 in a convergent Taylor series in ǫ. Eq. (B.1) implies that all odd coefficients vanish in the expansion for ℓ 1 : 
Inserting this expansion into the eigenvalue equation
Using Eq. (B.4),
and w 0 = v 1 (0) = e 1 . This implies that w j , for j ≥ 1, is orthogonal to e 1 , that is orthogonal to w 0 . From the eigenvector remarks following (B.1) it follows that w 2j = 0 for j ≥ 1. These remarks allow considerable simplification of equations (B.5); we use those for r = 1 and r = 3 (B.6)
from which we obtain, by settingb = 0 b ,
Multiply (B.5) on the left by w H 0 and use the first equation of (B.6) to get, for r even,
and hence
To prove lemma 2 and 3, we require the following two claims, which are the complex analogies of two theorems from Muirhead 
where C = HBH † ∼ CW m (n, I). Let
where D 
