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ABSTRACT
Exploring the Relationship Between Vocabulary Scaling
and Algorithmic Performance in Text Classification
for Large Datasets
Wilson Murray Fearn
Department of Computer Science, BYU
Master of Science
Text analysis is a significant branch of natural language processing, and includes many
different sub-fields such as topic modeling, document classification, and sentiment analysis.
Unsurprisingly, those who do text analysis are concerned with the runtime of their algorithms
Some of these algorithms have runtimes that depend jointly on the size of the corpus being
analyzed, as well as the size of that corpus’s vocabulary. Trivially, a user may reduce the
amount of data they feed into their model to speed it up, but we assume that users will be
hesitant to do this as more data tends to lead to better model quality. On the other hand,
when the runtime also depends on the vocabulary of the corpus, a user may instead modify
the vocabulary to attain a faster runtime. Because elements of the vocabulary also add to
model quality, this puts users into the position of needing to modify the corpus vocabulary in
order to reduce the runtime of their algorithm while maintaining model quality. To this end,
we look at the relationship between model quality and runtime for text analysis by looking at
the effect that current techniques in vocabulary reduction have on algorithmic runtime and
comparing that with their effect on model quality. Despite the fact that this is an important
relationship to investigate, it appears little work has been done in this area. We find that
most preprocessing methods do not have much of an effect on more modern algorithms, but
proper rare word filtering gives the best results in the form of significant runtime reductions
together with slight improvements in accuracy and a vocabulary size that scales efficiently as
we increase the size of the data.
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Chapter 1
Introduction

With the increasing amount of text data available, text analysis has become a more
significant part of machine learning. A good example of how important this has become is
the fact that companies pay more than $2,400 per month just to be able to give access to one
developer so that they can look at tweets to analyze trends and subsequently make marketing
decisions or otherwise1 . When we look at this cost relative to developers themselves, the
amount of money that companies are willing to pay becomes even more significant. Machine
learning classifiers such as Naive Bayes, Support Vector Machines (SVMs), or neural networks
are often used in this specific use case to perform sentiment analysis, but they have other
wide-ranging applications. Likewise, through topic modeling algorithms such as Anchor Words
users can quickly compute the topics of a given document to gain high level understanding of
a corpus or use those topics with a classifier to categorize documents or analyze document
sentiment. A common factor among these algorithms and others is that the vocabulary of
the text corpora plays a role in their runtime. This is because the documents in a corpus are
frequently encoded and passed to the classifier as V -dimensional vectors, where V is the size
of the vocabulary.
To understand why exactly vocabulary might influence runtime, consider the example
of a SVM. As part of the SVM algorithm, the distances between all documents must be
measured in order to find an optimal hyperplane. However, because each document is
V -dimensional, the size of V affects how long the algorithm takes to calculate distances,
which in turn affects the algorithm’s overall computational complexity. The runtime of this
1

https://developer.twitter.com/en/account/subscriptions/search-fullarchive

1

particular algorithm is O(N 2 V ) [29], and while N 2 is clearly the dominant term, V still
contributes to the overall runtime. Therefore, awareness of how the vocabulary scales, and
how to adjust that scaling, is important because it can allow us to better predict or modify
the overall runtime of the algorithm relative to the amount of data available. Note here that
when we mention runtime, it is equivalent to saying quantity of data. This is because if we
can reduce the runtime below a certain limit, we can add more data in until that limit is
reached. Therefore, assuming that more data gives better model quality, reducing runtime
allows us to improve model quality.
Because any user performing text analysis will be concerned with both maximizing
quality and minimizing runtime, the corpus vocabulary will be one of their main concerns.
Apart from using a different algorithm, or reducing the training set potentially at the cost of
quality, the corpus vocabulary is the only part of the data that can be modified in order to
reach the tradeoff between quality and runtime previously mentioned. Fortunately, in the
realm of text analysis, the vocabulary size is typically managed by running the data through
several preprocessing steps in order to prepare it for analysis. In terms of the impact of
preprocessing on the model, we can imagine several different outcomes. The preprocessing
may remove unneccesary noise, such as punctuation, that improves model quality while
reducing runtime. Preprocessing may also remove necessary information and therefore reduce
model quality and likewise reduce runtime. Lastly, preprocessing may negligibly affect both
of these things for better or worse. While there is clearly a relationship to be explored, these
techniques typically have been only been thought of as noise reduction to improve model
quality. Work has been done to analyze how these preprocessing methods affect algorithm
performance in terms of metrics like accuracy, but to our knowledge little work has been
done to measure the effect of preprocessing methods on runtime, and how the vocabulary
size and content affects the relationship between model quality and runtime.
We analyze a number of commonly-used preprocessing methods in terms of the
relationship that occurs between model quality and runtime. The main preprocessing
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methods we analyze are: punctuation removal, number removal, spelling correction, rare
word filtering, lowercasing, common word filtering, stopword removal, vocabulary hashing,
and word stemming. The effectiveness of these methods has been well studied but not much
research exists that attenpts to analyze affect they have on runtime and the relationship
between this runtime and the corresponding model quality.

1.1

Literature Review

Most of the research related to investigating the effect of preprocessing methods comes from
information retrieval. Chaudhari et al. [7], Patil and Atique [21], and Beil et al. [3] all
state that the high dimensionality of document representations is a challenge that must
be overcome for information retrieval tasks such as document clustering. While not an
exhaustive enumeration of all of the relevant work, these sources are reflective of the literature
in this area. Beil et al. [3] suggest that an effective way to overcome issues like this and
others is to use an effective clustering algorithm. Patil and Atique [21] suggest that effective
data preprocessing is a way to overcome this issue and show results for different methods
of document representation such as base term frequency TF, and term frequency-inverse
document frequency TF-IDF. They also show percentages of vocabulary size reduction for
each specific method. Chaudhari et al. [7] use only stopword removal and report a reduction
percentage of 26.58% of all of the words in the dataset. Despite the claim that preprocessing
increases algorithmic efficiency, none of these authors appear to measure that increase in
runtime across multiple preprocessing methods, and none show how the vocabulary size
is affected as the size of the corpus increases. Furthermore, this work focuses mainly on
document clustering.
One reason for the lack of extensive research in this area for text classification and
topic modeling could be that researchers in this area tend to believe that the logarithmic
scaling of Heaps’ Law ensures that the corpus vocabulary will plateau and have minimal
effect even with large datasets [17] [13]. However, empirical data in 1.2.3 suggests that, while
3

vocabulary does scale logarithmically, the assumption that it will plateau early, or at all,
does not hold on non-uniform data such as Amazon reviews.
The first significant study of the effect of different preprocessing methods on model
quality was done by Yang and Pedersen [31] where they looked at methods like document
frequency, information iain, term strength, and did a chi-squared test on words according
to label. They used a k-nearest-neighbor classifier (K-NN) and a Linear Least Squares Fit
mapping (LLSF) for their approach and looked at average precision over aggressiveness of
a given preprocessing method and found that information gain and chi-squared were the
best for being able to remove the most amount of features while losing the least amount of
accuracy. This study was followed by Forman [10] who built on the work done by Yang and
Pedersen [31] to look at how preprocessing affected the performance of an SVM. Another
novel feature of this study was adding more methods to those used by Yang including Odds
Ratio, Bi-Normal Separation, and others. Interestingly, they left out Term Strength and
Mutual Information. These studies were mostly concerned with general text classification,
but further work has recently been done on the effect of preprocessing for sentiment analysis
on twitter data [2, 9, 14, 15, 26, 27]. The most recent of these is the paper by Symeonidis
et al. [27], who analyze and cross-compare 16 different techniques for the Logistic Regression,
Naive Bayes, SVM, and Neural Network algorithms. Some of these techniques are specific to
twitter data, such as removing hashtags, but many are applicable to other data.
Even though most of the previous work concerns itself with the effect of preprocessing
on text classification, there is also work done for the effect of preprocessing on topic modeling.
Schofield et al. [23] looks at document duplication, stopword removal, and stemming and how
it affects Latent Dirichlet Allocation (LDA) [4]. One interesting aspect of this paper is that
they do not appear to show a qualitative analysis, but merely recommend what researchers
should do based on studies they say they have done. This work is further supplemented
by Schofield et al. [24] who looked at the effect of specifically stopword removal for LDA. Their
main way of determining impact is by using statistical methods such as mutual information,
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log likelihood, and coherence to directly evaluate topic quality. They also use a classifier
with key terms from the topics to see how processing affects classification accuracy. Schofield
and Mimno [22] study the effect of stemming on topic models. Here they use a variety of
stemmers across multiple datasets with LDA to determine its impact. Interestingly, their
results suggest that stemming has little to no effect on topic model quality.
Other work has been done to look at the effect of specific methods in certain contexts.
Senuma [25] describes the effect that hashing has on the K-Means algorithm for document
clustering. Their use case was for memory usage reduction, and they were able to successfully
reduce memory usage to 3.5% of the original. Caragea et al. [6] applied hashing followed by
feature extraction to text classification using an SVM. They found that hashing a vocabulary
down to a managable space, and then using feature abstraction on that space to reduce
further is feasible with minimal loss to algorithm performance. Surprisingly, while methods
such as feature hashing and word segmentation are known and used in the realm of text
analysis and beyond, there seems to be minimal work discussing their effects on model quality
at all, let alone the tradeoff between model quality and runtime.

1.2

Thesis Description

The first important part we discuss is the type of datasets that we use. Once we know
these we discuss the preprocessing treatments we perform on them. We first discuss the
methods we use to acquire the data, after which we consider the treatment options needed to
properly investigate the relationship between preprocessing methods and model quality and
runtime. Following this we discuss some preliminary results that we have acquired following
this methodology.

1.2.1

Datasets

Because we plan to discuss the fact that these techniques have different effects on different
data, we use corpora that reflects the different kind of data that someone could reasonably
5

Dataset
Amazon
Reddit
AP News
Twitter

Documents
82,677,139
79,901,711
616,650
68,513,118

Words
Baseline
7,014,464,502 59.2%
2,400,986,894 51.6%
2,200,880,155
58%
1,020,092,858
N/A

Figure 1.1: General statistics for each corpus.

encounter when doing text analysis. For example, we would expect twitter to have more
spelling mistakes than news corpus data where the information is rigorously edited. Because
we would like to look into what effect spelling correction has we want to consider its impact
on data that is both edited and unedited. This is the case for the other methods we use as
well, and we have chosen four corpora that reflect the different types of data that someone
could encounter: Amazon reviews, Reddit comments, tweets, and AP news stories. In general
we call data uniform that is generally free fom the presence of textual aberrations such as
spelling mistakes, grammatical errors, repeated punctuation, etc., and data where this is
largely present non-uniform. The idea is that these data fall on a spectrum from uniform to
non-uniform, where tweets are the most non-uniform, Amazon reviews and Reddit comments
fall somewhere in the less uniform category, and then AP news stories are obviously the most
uniform.

Reddit
The Reddit dataset contains all of the public comments made on Reddit in June of 2017, for
a total of 79,901,711 documents2 .

Amazon
The Amazon dataset consists of 82.67 million product reviews spanning May 1996 - July
2014 [12] 3 . These reviews are a de-duplicated version of a much larger dataset containing
2

https://www.reddit.com/r/datasets/comments/6mvrb5/reddit_june_2017_comments_are_now_
available/
3
http://jmcauley.ucsd.edu/data/amazon/
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142.8 million reviews. The reviews come from a variety of product categories, the largest
being Books in the original dataset (22 million reviews), followed by Electronics (7.8 million),
Movies and TV (4.6 million), and so on with the smallest being Amazon Instant Video
(583,933).

AP News
The AP News dataset consists of over 600,000 English news articles published by the
Associated Press Worldstream between 1994 and 1998 [18].

Twitter
The Twitter dataset consists of about 68 million tweets taken from Twitter’s twitter stream
between August and October of 20184 . Because of Twitter’s Terms of Service on publicly
available tweets each document does not always contain the whole tweet.

1.2.2

Preprocessing Methods

With data in hand, we wish to observe the effectiveness of various text preprocessing techniques
on the vocabulary curve for each of these datasets. Note that we explicitly state that we
want to observe the effect on the vocabulary curve because not doing so would only tell us
what impact a given preprocessing method has on a fixed-size dataset. This is a problem in
the case of a user who is less concerned with runtime: in this case a reduction in runtime
will cause them to want to feed more data into their algorithm and analyzing the vocabulary
curve will give us insight into how we can expect this algorithm to scale as we add more data.
Most of the preprocessing techniques use a toolkit that we have created to allow for
easy parallelization of the preprocessing. The techniques we implement are lowercasing,
rare word filtering, punctuation removal, hashing, stopword removal, number removal, word
stemming, and word segmentation. Lowercasing, rare word filtering, punctuation removal,
4

https://archive.org/search.php?query=collection%3Atwitterstream&sort=-publicdate
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hashing, stopword removal, and number removal are handled exclusively by the toolkit we
provide5 . To perform word segmentation, we use the wordsegment library available for
python6 , which is trained on Google’s Trillion Word Corpus [5]. For spelling correction we
use Wolfgarbe’s spelling correction algorithm7 . While other authors such as Symeonidis
et al. [27] use Peter Norvig’s spelling corrector8 , we found it was too slow to be useful for
such large datasets. It is important to note that Wolfegarbe’s algorithm includes a method
that performs word segmentation along with spelling correction, however in our case we use
the functions that perform only spelling correction. The main reason for this is because we
want to view the impact of both of these as separate operations, but a second reason is that
that function does not handle out-of-vocabulary words very well and simply returns nothing.
Wordsegment, on the other hand, tries to segment out anything it can even if it has not seen
a particular combination of letters before.
In addition to looking at the effectiveness of these text preprocessing tools in isolation,
we also consider them in combination with each other. This is important to consider because
their effect on each other may be affected by previous preprocessing. A concrete example is
with the spellcorrect library, which can handle both words with and without punctuation.
However, perhaps punctuation can cause additional clutter that makes correction more
difficult, and we may see better vocabulary reductions having punctuation removed before
correction is performed.
Lastly, another important consideration is that the data we use these preprocessing
techniques on is very large; each dataset has at least a billion words. To this end, we use the
Marylou supercomputer9 to be able to parallelize the processing of these corpora in order
to accomplish the task in a reasonable amount of time. Likewise, because these data are so
5

https://www.github.com/wfearn/preprocess
http://grantjenks.com/docs/wordsegment/
7
https://github.com/Wolfgarbe/SymSpell
8
https://norvig.com/spell-correct.html
9
https://rc.byu.edu
6
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large it is infeasable in terms of walltime limits on Marylou to first preprocess the data and
then run tests in the same batch, so we simply create preprocessed versions of the data.

1.2.3

Data Collection

Because we assert that runtime and data quantity are two sides of the same coin, we are
concerned with how we can expect a preprocessing method to affect both of these. To do this
we use a vocabulary curve, which graphs the number of tokens (total words) vs the number
of types (unique words) for a given corpus. This curve follows Heaps’ Law which gives the
equation Knβ where β < 1 to describe how this curve behaves. The reason this curve is
useful is because it not only allows us to see by how much the vocabulary is reduced by a
given method, but it also gives us an idea of how much the runtime should increase as we
increase the amount of data we put into the model.
A second benefit of the vocabulary curves is that it will let us know how uniform the
data is. By using the word uniform here we attempt to draw a distinction between data sees
an editor or reviewer before being generated, such as newspapers or books, and data that
is simply written and generated as-is, such as tweets or Amazon reviews. In non-uniform
data we would expect to see textual aberrations such as spelling mistakes, forgotten spaces,
repeated letters, etc., which an editor or reviewer would filter out. With this in mind, we
can see that vocabulary curves give us a high level description of how uniform the data is.
Specifically, we expect that data that is reviewed and edited would have a smaller number
of word types than data that is not, which should lead to a lower β because the number of
new words to see is more quickly exhausted. On the other hand, data that is not reviewed
would have a new word type for every misspelling, forgotten space, etc., which we expect to
be quite frequent especially when considering data that comes from thousands or millions of
different sources such as Twitter, Amazon, or Reddit.
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Vocabulary Curve
Once we have these preprocessed corpora, we first run experiments to analyze the vocabulary
curve for each of these datasets. To analyze the vocabulary curve we iterate through the
corpus and create a categorical distribution over words. We then sample from this distribution
500 million times and keep track of new samples relative to the total number of samples10 .
In the paper by Symeonidis et al. [27], their largest corpus is 65,864 tweets 1,454,723 words,
so an analysis at 500 million will have the benefit of giving us an idea of how data behaves as
it approaches net scale. As we sample the data, we keep track of how many new tokens we
see versus how many total tokens we have sampled, and plot this on a graph. We then fit a
curve to the graph and retrieve the K and β values11 .
Because we are interested in comparing the preprocessing techniques both in isolation
and combination, it is important to note that we did not do every combination. We can also
reduce the binary method search space space somewhat by observing that certain method
combinations do not make sense to use together. For example, doing word stemming followed
by spelling correction would undo the work that word stemming does in a datset, thereby
invalidating it as a method. We use lowercasing, number removal, punctuation removal, and
stopword removal as a base level of preprocessing since these methods are standard in most
pipelines. We then do combinations of spelling correction, word segmentation, lemmatization,
and word stemming on top of this base and select the best one in terms of model quality and
runtime. From here we build rare word filtering and hashing on top of the best combination
and see what additional effects we can observe from their usage.
SC
WS ST

WS
WS LM

ST
LM
R
SC WS ST SC WS LM SC ST

HS
SC LM

Table 1.1: Method combinations we build on top of the base preprocessing structure of
lowercasing, word segmentation, number removal, and punctuation removal. R and HS are
stand-ins for multiple different parameter values that we use for each method. We use the
preprocessing codes found in Figure 1.2 above.
10
11

We store normalized word counts in a python Counter and use numpy’s choice function to sample.
We use SciPy’s curve fit method
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Code

Treatment

NR
LC
SP
ST
NP
SC
WS
LM
R
HS

Number Removal
Lowercase
Stopword Removal
Stemming
No Punctuation
Spelling Correction
Word Segmentation
Lemmatizing
Rare Word Filtering
Hashing

Figure 1.2: Codes used to reference preprocessing techniques
Classifier Performance
We consider the algorithmic performance for Vowpal Wabbit12 , Naive Bayes, Support Vector
Machine (SVM) [29], K-Nearest Neighbor (K-NN) [8], and Anchor Words [1]. We select
these because they are well-known, and their big-O runtime depends on vocabulary size.
For each of the processes mentioned above in isolation as well as in combination, we run
the data through one of these algorithms13 and measure the results. Accuracy based on
preprocessing technique is something that has already been analyzed in a large number of
cases [2, 6, 9–11, 14, 15, 22–28, 31]. However, this work has not been consistent in what
metrics are used to evaluate given methods; some used f-measure, precision, and recall, others
just used classification accuracy, etc. While metrics such as f-measure, recall, and precision
may offer additional insight, in the interest of simplicity and consistency with recent work we
only look at accuracy. In order to isolate the effect of the preprocessing technique, we use
fixed training sizes so that we may see the effect that specific techniques and combinations
have based on how much vocabulary they have pruned. In the interest of reproducibility we
also use a random seed number that we keep consistent and vary according to run to limit
the effect that an isolated bad seed can have. We generate a plot for these combinations that
12
13

http://hunch.net/ vw/
For these experiments we used SKLearn’s machine learning library: https://scikit-learn.org
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has three subplots stacked vertically on one another. The shared x-axis is the corpus size
as measured in the number of total tokens, and the y-axis is vocabulary size, runtime, and
accuracy. This illustrates how these values relate to each other and how being able to reduce
the vocabulary enough to add additional data could result in better model quality.
The last part of this project is to measure the effect of rare word filtering and compare
it to feature hashing. We perform rare word filtering and hashing on the raw corpus data, as
well as on corpus data that has been through a preprocessing pipeline. In this experiment we
use rare word filtering and feature hashing both in isolation, and do a spread of the parameter
values. We compare these two methods because they are both powerful vocabulary reduction
methods that accomplish the same purpose, but in fundamentally different ways. Document
frequency completely removes data, while feature hashing simply compresses it. To this end
it is useful to compare the two and see which one instigates worse performance earlier. We
note that in Caragea et al. [6] they discuss hashing functions both with and without the
random weight of ± 1 as described by Weinberger et al. [30], and they assert that simply
assigning each hash a weight of 1 performs no differently than the provably unbiased form
proposed by Weinberger et al. [30]. To this end, we use a simple weight of 1 in our feature
hashing because we believe it more closely resembles the way that language works, where
the same word token can have multiple meanings. The reason for doing this is because we
want to see how the more conventional machine learning algorithms behave under hashing,
but also because we want to see how Anchor Words handles this increased ambiguity, given
that topic models in particular are built to sort through data of this kind anyway and find
meaningful information in spite of it.
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Chapter 2
Project Results

In this chapter, we demonstrate that rare word filtering appears to be one of the most
effective text preprocessing algorithms in terms of both runtime and accuracy. To illustrate
this, we first discuss the ineffectiveness of binary preprocessing methods both individually
and in aggregate in light of uniform data and more modern algorithms. We note some
ambiguity in describing more modern algorithms, but by this we simply mean to describe
algorithms that are likely to be used today when superior model accuracy is desired. This
is in contrast to algorithms such as Naive Bayes, which is very fast but in general does not
produce as accurate of a model for text classification as an algorithm like SVM. The phrase
“more modern” then refers to the fact that these algorithms tend to have been developed
after algorithms like Naive Bayes, and still produce accurate models today.
Following the discussion of binary preprocessing methods, we discuss the superior
effectiveness of rare word filtering. Lastly, we explore hashing as a viable alternative to rare
word filtering and find it to be lacking. We run all of our classifier experiments on Intel
Broadwell 2.4 GHz processors with 2400 MHz DDR4 RAM. Baselines for each corpus are
listed in Figure 1.1.

2.1

Data Uniformity

We briefly discuss what uniform and non-uniform data look like and how we might expect it
to affect classifier performance. To do so we look at the vocabulary curve for several different
corpora. While it may be useful to look at individual text features, a vocabulary curve gives
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a good overview of the aggregate data and a good sense of how uniform the data is. As
mentioned in section 1.2.3, we expect that the higher β coefficient that a curve has, the longer
it will take to plateau and the more non-uniform the data is due to textual aberrations.
Conversely, if a curve has a lower β coefficient, this means the data is more uniform and the
curve plateaus earlier. There are exceptions to this, as we see in Figure 2.2 that Twitter
clearly scales worse but has less of a β parameter than Amazon, but this tends to be the
trend. In this specific case, the K value for Twitter is almost 10 times as large as Amazon’s,
which has the effect of rotating the graph upwards without affecting the actual curvature
as much, thus getting worse scaling. As pointed by Liu and Curran [16], traditional data
has been printed information from sources such as newspapers and books. Because of this
we would expect these data to be fairly uniform as they have multiple people check them
for errors and consistency. Intuitively, as the amount of data produced per moment rises,
the less it will be feasible to make sure that data is free from grammatical errors, spelling
mistakes, etc., and the more non-uniform it will likely be.
Corpus
Amazon
AP News
Reddit
Twitter

K

β

Types

Tokens

4.133
0.721 55,507,040 7,014,464,502
8073.962 0.258 1,484,784 2,200,880,115
10.079 0.680 27,253,954 2,400,986,894
30.944 0.671 42,594,658 1,020,092,858

Figure 2.1: Heaps’ Law equation numbers, along with type and token counts corresponding
to the corpus vocabulary
Figure 2.2, shows a clear example of the difference between traditional and modern
data. Amazon, Twitter, and Reddit are all sources of data that produce up to millions of
potential documents for analysis per day. Meanwhile, AP News, a collection of news articles
from the Associated Press, represents traditional data and is much slower in its production.
These distances are clearly reflected in 2.2 as we can see that compared to corpora like
Amazon, Reddit, and Twitter, AP News plateaus extremely early and stays flat thereafter.
In contrast, Twitter almost seems to scale linearly, and while part of this extreme perception
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Figure 2.2: Comparison of the Heaps’ Law curves for Amazon, AP News, Reddit, and Twitter.
To generate these curves we convert the corpus vocabulary into a categorical distribution
and then sample from it 500 million times. From these samples we keep track of the number
of new samples (word types) vs the number of total samples (word tokens). We repeat this
process 5 times and plot the average across all 5 times.
is due to the scales on the graph, it does serve well to show the contrast between the types
of data we encounter in both corpora. In analyzing these data, these differences will need
to be accounted for by text classification algorithms in terms of runtime, accuracy, or both.
In some cases, algorithms will scale worse because they depend on V , the size of the corpus
vocabulary, and therefore adding more data from a corpus like Twitter will cause a significant
runtime increase both from the number of documents and the number of words. Even if an
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algorithm does not depend on the vocabulary, however, we might expect that it will have to
account for the fact that the data is much less uniform, which could impact performance. In
this sense, preprocessing is useful as much to speed up the algorithm as well as to improve
its performance by removing noise from the data. Therefore, we expect that algorithms
analyzing data from Amazon, Reddit, and especially Twitter should see significant gains in
terms of runtime and accuracy through effective preprocessing due to the quantity of noise.

2.2

Binary Preprocessing Methods

In this section we point out the general ineffectiveness of common binary preprocessing
methods both individually and in combination. The main task we perform is binary sentiment
classification on the Amazon and Reddit corpora. For Amazon we predict the number of stars
for the review where 5 stars is a positive review and below 5 stars is a negative review. For
Reddit we attempt to predict the comment upvote score where above 1 upvotes is positive
and 1 or below is negative. Amazon’s baseline is 59.2%, and Reddit’s is 51.6%; this represents
the baseline for the whole corpus but this will fluctuate slightly with different corpus samples.

2.2.1

Individual Methods

We first observe that individual methods can lead to improvements in runtime and accuracy
for algorithms like Naive Bayes, but they may require us to trade accuracy for more substantial
runtime reductions with algorithms like Vowpal Wabbit and SVM.
Figure 2.3 will show us how individual methods on Vowpal Wabbit either get us a
slightly faster algorithm for little to no change in accuracy, or present us with a tradeoff
of accuracy for runtime. In the best case this runtime difference is 10 - 20 (around 40%)
seconds, though this is for stopword removal which did not do well in terms of accuracy. If
we consider word segmentation, it seems to do as well as not treating the corpus at all, and
better for the 200,000 corpus sample, while attaining a reduction of around 10 (around 7%)
seconds. We note that even though Vowpal Wabbit scales in terms of the number of features
16

Figure 2.3: Comparison between individual preprocessing methods on Amazon reviews using
the Vowpal Wabbit classifier. We note that it appears from the data that the line representing
no treatment seems like it will pass word segmentation. We run an additional experiment at
1 million documents for both word segmentation and no preprocessing and confirm that this
occurs with word segmentation achieving 78.8% accuracy while no treatment achieves 79.3%.
The baseline for Amazon is 59.2%.
used, the runtime decreases do not perfectly reflect the scaling of the vocabulary. This is
because the data for this algorithm along with the Scikit-Learn1 algorithms are represented
as sparse vectors, which is a common practice. This means that we might consider each
document as a set of word types instead of a V dimensional vector. While the vocabulary
scaling does not directly affect this runtime, it does indirectly affect it by limiting the number
1

https://scikit-learn.org/stable/
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and types of words that we can see in an individual document. This could explain the slight
decrease in slope for a preprocessing technique such as word segmentation because it can
affect the average number of word types per document by reducing the overall vocabulary
size. While the slope is reduced, the algorithm scales overall linearly with the number of
documents, which is what we would expect.

Figure 2.4: Cross-model comparison for each individual preprocessing method for the Amazon
corpus. We present the data this way to make it easy to compare behavior across models.
Accuracy is the y-axis and training time is the x-axis. The best results gravitate towards the
top-left corner of each graph. The data points from left to right correspond to corpus sizes
5,000, 60,000, 200,000, and 500,000.
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To analyze the other classifiers we turn to Figure 2.4, which has the results for SVM,
Naive Bayes, and K-NN. SVM behaves similarly to Vowpal Wabbit in that both have similar
accuracies and respond in similar ways to stopword removal. A key difference, however, is
that Vowpal Wabbit in general seems to do slightly better than SVM and doesn’t receive
quite as large of an accuracy reduction from stopword removal. While for SVM punctuation
removal appears to have similar, or slightly lower, accuracy, its runtime has a high standard
deviation which could mean its’ actually introducing more noise for the classifier to sift
through. Apart from this, no runtime seems to be significantly different except for stopword
removal, but it comes with a tradeoff: its accuracy drops significantly.
Naive Bayes responds quite well to individual methods, while K-NN seems to either
have some response in terms of accuracy but not runtime, or a drastically reduced accuracy
in exchange for decreased runtime. The best single binary preprocessing method for Naive
Bayes seems to be stopword removal, which has the greatest increase in accuracy coupled
with a significantly shortened runtime. Other notable methods include word segmentation
which seems to do well at the low and high end, along with spelling correction. Stemming
does slightly better than nothing at the low end, but drops as the data gets large. K-NN
on the other hand does not receive significant runtime reductions from any method other
than stopword removal. While stopword removal helps it run faster, it also drops the mean
accuracy to below random. The only other noteable method is lemmatization which seems to
do better than doing nothing for large numbers of documents.
The results from Anchor Words in Figure 2.5 show us that preprocessing can help us
load significantly more data into the algorithm to be processed, but this doesn’t necessarily
translate into a better model. Firstly, we reiterate that the accuracy metric we report is one
method of evaluating topic quality through use of a downstream classifier such as in [19].
This means we first retrieve anchors (anchor time), then use them to recover topics (topic
time), and finally assign each document in our test corpus a vector consisting of the topic
proportions they contain, and then use this vector with Logistic Regression to classify these
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Figure 2.5: Comparison between individual preprocessing methods on Amazon reviews using
the logistic regression classifier trained on topics learned by the Anchor Words topic modeling
algorithm. Because Anchor Words requires a V xV matrix to be built in order to calculate the
anchors, vocabularies that scale up sharply quickly become unmanageable to hold in memory.
To manage this we set a threshold of 100,000 words for the vocabulary, and because of this
most datapoints stop at 10,000 documents because by 20,000 documents the vocabulary is
already above 100,000 even with some preprocessing.
documents, which gets us our accuracy. The runtime of Anchor Words is O(KV 2 +K 2 V T ) [1],
and the two parts separated by the addition refer to the anchor time and the topic time,
respectively. Specifically, the anchor time will come from the KV 2 part of the algorithm,
whereas the topic time will come from the K 2 V T part. The train time is the time it takes for
Logistic Regression to train on the document-topic matrix. We expect this to scale linearly
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with the corpus size; however, other approaches such as those described by Lund et al. [17],
which directly create a classifier by recovering the topics, would depend solely on vocabulary
size. With this in mind we see that word segmentation reduces the vocabulary significantly
and enables us to load 4 times as much data into the algorithm. This does not necessarily
translate into a superior model, however, as 10,000 documents gives us some results that are
better even though the error is higher. This is likely because the extra words added make
it harder for Anchor Words to choose anchors that then translate into useful topics. While
word segmentation does help us to reduce the runtime of the algorithm and increase the
amount of data we use, it does not remove enough noise to make it worthwhile to load as
much data in as possible.
Across all algorithms, stopword removal seems to have the strongest overall impact,
both positive and negative, and strong preprocessing methods such as word segmentation do
not create a corresponding reduction in runtime. Both of these features are explained due to
the fact that we use sparse vectors in our document representations. In this way, documents
are effectively represented as a set of indices with a value, and thus memory is not wasted
on storing zeros. What this has the effect of doing, however, is limiting the effect that the
dimensionality of the vector can have, since documents become more like sets of words than
vectors. Therefore, techniques which reduce the number of words in a document have more
of an effect on the runtime than techniques which do not.2
Because stopword removal has the effect of directly removing many common words
in each document, the documents become shorter, and calculation is much faster. On the
other hand, word segmentation indirectly removes words by lowering the number of word
types that can appear in a document. One advantage to word segmentation is that because it
lowers the vocabulary size significantly, it allows us to load much more data into the Anchor
Words algorithm that would previously have been infeasible. However, it is unclear as to how
2

We confirm that this is the case by running additional experiments with dense vectors and find that
for K-NN on Amazon at 5,000 documents word segmentation is far and away the algorithm that decreases
runtime the most, dropping the base runtime from 15.2 seconds to 8.89 seconds
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much it helps in terms of accuracy because we have nothing to compare it against because
nothing else lowered the vocabulary size enough to be feasible to run.
We note that Naive Bayes enjoys a significant improvement with stopword removal
that is not seen by other algorithms such as Vowpal Wabbit and SVM. Because Naive Bayes
works with the probability of a class given a word, noise will confuse it more due to the
fact that there will be many small probabilities multiplied together, and strong reductions
in words through methods like stopword removal can help greatly. On the other hand,
algorithms like SVM and Vowpal Wabbit find hyperplanes in high dimensional space, and
therefore handle noise much better in that they can use the extra noise dimensions to find a
better separating hyperplane. While Naive Bayes responds better to preprocessing and trains
quickly, it does worse in general than SVM and Vowpal Wabbit in terms of accuracy. In this
sense we consider SVM and Vowpal Wabbit to be more modern algorithms not only because
they were developed later, but because they handle the kinds of data users are interested in
analyzing more effectively in terms of accuracy.
We further note that K-NN does not seem to perform well with any individual
preprocessing method. While this may be surprising, especially due to the fact that several
preprocessing methods seem to drop the performance below random, previous researchers
such as Ozaki et al. [20] try to improve on the performance of K-NN and point out issues that
K-NN has with high dimensionality data. Specifically, in that paper they discuss structures
called hubs that appear in very high dimensional data that undermine K-NN’s performance.
While this may or may not be the exact problem here, they do reference the fact that K-NN
seems to have trouble with high dimensional data in general. Even though preprocessing
lowers the dimensionality somewhat, the trouble it has with high dimensional data may be
exacerbated by modifying the data it has to work with.
Overall we can see that individual preprocessing methods can have a strong effect
on the runtime of these algorithms, though for more modern algorithms it comes at the
price of accuracy. While some preprocessing methods like word segmentation effectively
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reduce the vocabulary size of a corpus, this does not always translate into a corresponding
runtime reduction because of the sparse vector storage format. Thus, methods like stopword
removal do better in general for reducing runtime because they lower the average number of
words in a given document. For Anchor Words preprocessing is almost a necessity in that
the amount of data you can put into the algorithm will be significantly reduced without it.
These results are helpful because they show us that if we want to speed up our algorithm we
should use stopword removal, but we should also expect a drop in accuracy if we are using
Vowpal Wabbit or SVM. Otherwise, if we are using Vowpal Wabbit or SVM then most other
preprocessing methods will not have a significant effect on either runtime or accuracy, with
some minor exceptions for methods like word segmentation at lower document numbers for
Vowpal Wabbit. If we are using Naive Bayes then most preprocessing methods will help
slightly both in turns of runtime and accuracy, with the exception of stemming, but none
more than stopword removal. This tradeoff is useful, but we later find that methods like rare
word filtering allow us both accuracy improvements and runtime reductions.

2.2.2

Combined Methods

In the section above we saw that for classifiers such as SVM and Vowpal Wabbit individual
preprocessing methods did not seem to have a large effect on runtime or accuracy with
the exception of stopword removal. In practice, most users do not use only one method
to preprocess their data, and therefore we explore the space of combining these algorithms
together to see if their combined effects will have more of an influence than what they can do
individually. We assume a simple base preprocessing pipeline of lowercasing, punctuation
removal, number removal, and stopword removal that reflects what we might expect in a
generic pipeline, and we build other methods such as word segmentation and spelling correction
on top of it. After all the experiments, we see that combined methods in a preprocessing
pipeline can again help algorithms like Naive Bayes respond well to combinations of methods
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both in terms of accuracy and runtime, and algorithms like SVM and Vowpal Wabbit present
us with an accuracy-runtime tradeoff though they yield universally better results.

Figure 2.6: Comparison between combinations of preprocessing methods on the Amazon
corpus using vowpal wabbit.
Figure 2.6 shows us that preprocessing combinations hurt Vowpal Wabbit in terms of
accuracy, but lead to sizeable runtime reductions. Overall any combination of preprocessing
methods with the base method does significantly worse in terms of accuracy, dropping around
3% at 500,000 documents. While the accuracy is worse, the runtime decreases by about
40% (55 seconds), which is about 10 seconds shorter than using just stopword removal. Due
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to error it is difficult to tell which combination of methods did the overall best, but the
line representing stemming and spelling correction on top of the base pipeline seems to be
slightly above the others, though there is not a huge difference, and it corresponds to what
appears to be the longest runtime. Out of all of the combinations, the base combination plus
lemmatization does worse than anything else by a couple percentage points, and it receives
no corresponding decrease in runtime. The results here present the tradeoff we previously
discussed, namely that preprocessing can cause a significant runtime reduction at the cost of
some accuracy.

Figure 2.7: Comparison across models for a base level of preprocessing plus other methods
on the Amazon corpus. Note that the right-most graph corresponds to K-NN.
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Figure 2.8: Comparison between combinations of preprocessing methods on the Amazon
corpus using topics learned from Anchor Words. Some method combinations allowed Anchor
Words to process more than 100,000 documents, but there were only two method combinations
that allowed this, so we cut the graph off at 100,000 documents to better be able to compare
methods.
We now look to Figure 2.7 to see that behavior with SVM is again similar to Vowpal
Wabbit, Naive Bayes benefits greatly, and K-NN loses much of what little performance
it had. SVM, similar to Vowpal Wabbit, does significantly worse in terms of accuracy
with any preprocessing but also enjoys a reduction runtime of around 30%. For SVM the
worst combination is the same as with Vowpal Wabbit, namely the base combination and
lemmatization. Naive Bayes, again, responds in an opposite fashion in that any preprocessing
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does better than nothing and the runtime is cut by close to 40%. K-NN does not respond well
at all to preprocessing in that any does worse than none, but also in that most methods drop
the accuracy to below random, although the runtime is significantly reduced. Overall the same
tradeoff with Vowpal Wabbit is presented with SVM, where we achieve significant runtime
reductions at the cost of accuracy; Naive Bayes has no tradeoff, though it performs worse in
terms of accuracy than either SVM or Vowpal Wabbit, and K-NN has a runtime-accuracy
tradeoff for spelling correction built on the base preprocessing method.
Looking at Figure 2.8 will show us that Anchor Words benefits greatly from combinations of preprocessing in terms of being able to process more data, but this again does not
translate into greater accuracy. Because of the non-uniformity of Amazon, most combinations
of preprocessing methods do not lower the vocabulary size enough to meet the threshold at
100,000 documents. As with individual methods that we saw in Figure 2.5, the algorithm
seems to do better at lower document numbers, though it has more error. This is likely
because as the data gets large, the algorithm has a harder time finding meaningful anchors
simply because there are more words to choose from and the likelihood of getting a meaningless, esoteric word increases. This then affects topic quality, and by extension classification
accuracy. Overall these methods are helpful in that they again allow us to greatly increase
the amount of data the algorithm can take, but we are again faced with the fact that in
combination these methods do not remove enough noise to make it worthwhile to increase
the amount of data we analyze.

2.2.3

Reddit

To strengthen our conclusions we also compare a combination of methods for the Reddit
corpus in Figure 2.9 and find that the trends are similar as with Amazon. We note that we
only explore one method combination here, that of word segmentation with spelling correction
on top of the base preprocessing pipeline. Because there was no clear overall winner it seems
as though doing all of them would be redundant, so we pick the one that did the best overall
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Figure 2.9: Comparison between the untreated corpus and one preprocessing combination on
the Reddit corpus running vowpal wabbit.
for Naive Bayes and which seemed to perform relatively well for the other algorithms (not
including K-NN).
For Vowpal Wabbit on the Reddit corpus the results appear to be better than what
we see with Amazon. The accuracy difference between the selected combination and no
preprocessing seems to be similar at low numbers of documents, but comes fairly close to
how the Vowpal Wabbit performs on un-preprocessed data as the number of documents gets
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large. This is significant because we still see a large runtime reduction, so for Vowpal Wabbit
on Reddit the tradeoff exists as it did with Amazon, but it is not as large.
In Figure 2.10 we see that SVM also does better with Reddit than Amazon, Naive
Bayes displays similar behavior, and K-NN stays about the same. SVM seems to again follow
the trend of Vowpal Wabbit in Reddit as well as Amazon in that the full preprocessing
pipeline falls slightly below no treatment in terms of accuracy, but reduces the runtime
significantly. One important difference with this though is that the accuracy drop for SVM
is almost unnoticeable, which means the tradeoff is better. If we consider that Reddit has
shorter documents in general, that may mean that preprocessing does less to each one, and so
accuracy is affected, but not as much because the change per document isn’t as great. Another
feature that the two have in common is that the standard deviation seems to get much lower
with the increased amount of preprocessing. This could just be because preprocessing reduces
the variation in the types of data we see, and therefore the results are more consistent. Naive
Bayes again does much better in terms of accuracy with preprocessing and runs faster as
well. K-NN on the other hand responds well in terms of standard deviation and runtime but
seems indifferent in terms of accuracy, which means that it is overall a net gain. In general for
Vowpal Wabbit, SVM, Naive Bayes, and K-NN we see a tradeoff like we did with Amazon,
though it appears to be a better trade in that we lose a significant amount of runtime while
trading little accuracy.
Lastly, Figure 2.11 shows us similar problems with Anchor Words on the Reddit
dataset as with Amazon. The algorithm appears to behave here as it does with Amazon in
that it does better at smaller numbers of documents, but bottoms out as we increase the
amount of data. We believe this occurs for the same reason it could occur with Amazon,
because of the usefulness of anchors when increasing from low numbers of documents to
high numbers of documents. The topic time also does an interesting dip starting at 20,000
documents, and then goes back up logarithmically after 60,000 documents. This is likely
due to the way that Anchor Words recovers topics, in that it will find anchors, and then
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Figure 2.10: Comparison across models for no treatment compared to the chosen pipeline for
the Reddit corpus. The baseline for Reddit is 51.6%.
iteratively find linear combinations of the anchors to represent each word and use these
weights to recover the topics. There are an average number of iterations plus a certain
threshold it must meet with representing each word, so in this case it could just be that the
anchors that its getting here are more useful for representing the other words, but past a
certain corpus size it becomes harder to find those types of anchors. Briefly, we note that the
graph for preprocessed data starts at 10,000 documents instead of 5,000. This is because
the algorithm will try to find a number of candidate anchors equal to the minimum of the
number of topics or the number of words that appear in at least 500 documents, and in this
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case the preprocessing removed too many such words and with 5,000 documents it was unable
to find a sufficient number of candidates. We might expect this because the Reddit corpus is
more eclectic since it comprises all of the comments during a month across all subreddits.

Figure 2.11: Comparison between the untreated corpus and one preprocessing combination
on the Reddit corpus using topics learned by Anchor Words. We again see that with no
preprocessing the amount of data we are able to process is very little due to the increasing
vocabulary size.
One issue we address is the fact that stopword removal reduced the accuracy significantly. The stopword list we use comes from the Ankura toolkit and is based on the long
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stopword list from a website that does Search Engine Optimization3 . While ours is similar,
ours has 50 extra stopwords. Because of this it is reasonable to assume that our stopword
list could be the thing that is lowering the accuracy and a better stopword list would perhaps
make the accuracy better, or at least be on par with doing nothing. To account for this we
re-did several runs with the stopword list from NLTK, which has a little over 100 words
in it, and found that the trends remained the same4 . Vowpal Wabbit did better in terms
of accuracy with the stopword list from NLTK, but it still stayed below baseline and it
also suffered a significant increase in runtime. Likewise, Naive Bayes’ accuracy dropped
somewhat with the stopword list from NLTK and its runtime also went up. Therefore we
leave the results as they are because they show a more significant tradeoff between runtime
and accuracy where a user can decide to almost halve the runtime of their algorithm in
exchange for a decrease in accuracy.
Across all algorithms, we find that binary preprocessing methods can either lead
to significant runtime reductions with a tradeoff in terms of accuracy, or better overall
performance. SVM and Vowpal Wabbit have similar behaviors and there are some methods
or combinations that allowed runtime reductions of double digit percentages while either
requiring a significant tradeoff for methods like stopword removal, or hardly any when done
on Reddit. Naive Bayes, on the other hand, responds well to everything, and presents no
tradeoff, though it in general does not handle the data as well as SVM or Vowpal Wabbit
because its model performance in accuracy never approaches theirs. For Anchor Words it
seems that preprocessing allows us to load more data to be processed, but does not remove
sufficient noise to make this extra data worthwhile due to the way the algorithm recovers
3

https://www.ranks.nl/stopwords
At 5,000 documents the accuracy went from 70.32 (0.61 deviation) to 70.97 (0.62) deviation compared
to 72.66 (0.40) deviation (no preprocessing). At 20,000 documents it went from 73.05 (0.73 deviation) to
74.52 (0.96 deviation) compared to 75.80 (0.75) deviation (no preprocessing). Lastly, stopword removal in the
base combination went from 70.32 (0.71 deviation) at 5,000 documents to 72.52 (0.61 deviation) compared to
the scores mentioned above. At 20,000 documents the jump was from 72.81 (0.71 deviation) to 74.48 (0.39
deviation). These experiments were performed using Vowpal Wabbit.
4
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anchors. We observe in the following section that rare word filtering presents us with better
results by allowing us runtime reductions with little to no accuracy reductions.

2.3

Continuous Preprocessing Methods

In this section we demonstrate the effectiveness of rare word filtering and give reasons as
to why it performs so well. We name these continuous preprocessing methods such because
they allow us to specify the vocabulary size either directly or indirectly. We believe that rare
word filtering is greatly effective in improving the overall performance of algorithms because
it facilitates the algorithms finding meaning in the raw data by simply removing meaningless
noise. In exploring this we also explore hashing as a viable alternative to rare word filtering,
but show that it does not perform as well.

2.3.1

Rare Word Filtering

In Figure 2.12 we see that we can slightly improve on Vowpal Wabbit in terms of accuracy,
or cause no impact while simultaneously significantly reducing the runtime. For a rare word
filter of 0.145%, we get a runtime reduction of around 40 seconds at 500,000 documents
with only a barely perceptable reduction in accuracy. Some other notable filtering levels
are 0.0029%, and 0.0004%, especially at corpus sizes of 200,000, where they do much better
than no preprocessing. Lastly, the other significant thing is that the curves for the group
of rare word filters appear to be on a slight upward trajectory, which means we might see
even better results as we further increase the size of the corpus. This runtime reduction is
understood in the context of sparse vectors, as we discussed before. Because rare word filters
actually remove data, the average length of a document is shorter and the algorithm speeds
up. However, the words removed are also likely to not contribute to the accuracy because
they are so infrequent, and therefore we also see the accuracy improve slightly, or remain
unaffected.
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Figure 2.12: Comparison between the different levels of rare word filtering for Amazon using
vowpal wabbit. The percentages in the legend reflect in what percent of documents a word
must appear to be included in the vocabulary. Thus, a rare word filter of 0.000061% means
that a word must be in at least 0.000061% of the documents to be considered. We generate
the numbers by doing a geometric progression from 1 to half of the size of the corpus. In this
way we get numbers that increase in magnitude and the proportions should be similar across
corpora which have different numbers of documents.
We see in Figure 2.13 that across models, rare word filtering has the same effect of
slightly increasing accuracy while simultaneously reducing runtime. SVM again has similar
behaviors here as Vowpal Wabbit does, however it seems less responsive in terms of runtime.
This is consistent, however, with the other methods we have looked at, and may simply
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be because Vowpal Wabbit is built to handle many features efficiently, and so will respond
better when the number of features is reduced. We again see a slight accuracy increase at the
0.145% filtering level, but the runtime decrease is only a couple of seconds. 0.02% filtering
seems to do even slightly better than that, but runs slightly longer. For Naive Bayes the best
filtering level seems to be around 0.003%, and the runtime reduction is about half a second
( 30%).
K-NN does not seem to respond well to rare word filtering at all, and performs worse
with any amount of it, though the filtering level of 7.13% does bring the accuracy up close
to the accuracy with no treatment. This is especially odd given that the data becomes
increasingly low-dimensional as we increase the rare word filter. Some of this is difficult to
conclude about given that the error on these measures is so large, but it could be the case
that this is an issue of precise filtering. Given the magnitudes of the vocabulary sizes, a filter
of 7.13% could be slightly too much, so it lands just below no filtering at all, but all of the
others are too little, leaving the dimensionality too large and producing worse results.
For the more modern algorithms and Naive Bayes, rare word filtering gives us the
option of simultaneously increasing accuracy and reducing runtime. This is in contrast to
doing combinations of preprocessing methods where in some cases we could reduce runtime
and exchange little to no accuracy depending on the corpus. Another interesting point is that
with a sufficient level of rare word filtering, the tradeoff in comparison to other preprocessing
methods is comparable. In the cases of SVM and Vowpal Wabbit, we get training time
similar to what the combined preprocessing methods get using a filter of 1.02%, and the
corresponding accuracy is towards the low end of the accuracies for the combined methods.
This means that certain levels of rare word filtering are comparable to what we can do with
combinations of binary preprocessing methods, however in this sense rare word filtering is
further advantageous because the filter level is a continuous value, so the tradeoff can be
fine-tuned according to need.
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Figure 2.13: Comparison across models for rare word filtering on Amazon.
We now see that Anchor Words in Figure 2.14 seems to have the greatest response to
rare word filtering. The first thing to notice here is that at certain levels of rare word filtering,
we are able to drop both the anchor time and the topic time to extremely low numbers; they
both essentially become straight lines which means they could potentially scale indefinitely.
This corresponds with a higher training time, perhaps due to the algorithm having a difficult
time finding a line to separate out such low-dimensional points. Apart from this, the most
significant finding is that with a filter of 7.13%, we not only get low topic and anchor times,
but we also get the highest accuracy that we have seen, and it appears to be on a slightly
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upward trend as well. That is to say that the tradeoff is nonexistent as we achieve better
performance and several orders of magnitude of time reduction just using rare word filtering.
Lastly, we can see that rare word filtering is not a panacea as going from 7% to 50% gives us
significantly reduced results.

Figure 2.14: Comparison between the different levels of rare word filtering for Amazon using
topics learned from Anchor Words.
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2.3.2

Vocabulary Hashing

To explore whether this is a byproduct of all continuous preprocessing methods, we now turn
our attention to word hashing. In theory, it should perform similarly since both have the
effect of removing rare words. The way we hash is we assign each word randomly to a value
between 0 and H, where H is the hash size by hashing each word wi mod H 5 . Thus, rare
word filtering removes noise directly, but hashing does it indirectly as the most common
words will take up the hash buckets first, and then more rare words will get hashed on top of
them. The numbers in the legends of the graphs are the vocabulary size, therefore the lower
the number the more hash collisions we expect. We will see that hashing has some good
results, but ultimately does not wholistically improve algorithmic performance to the same
degree as rare word filtering.
Figure 2.15 contains our results for hashing on Amazon using Vowpal Wabbit, SVM,
Naive Bayes, and K-NN. Both Naive Bayes and SVM do not respond well to vocabulary
hashing, it seems like any degree of it will drop the accuracy and also increase the runtime
in the case of SVM. For Naive Bayes this makes sense because as more and more words
get lumped together, the probabilities that they belong with any particular class should get
lower, and it will become harder for the algorithm to make an appropriate decision, but
the runtime will decrease as expected. In the case of SVM, we believe that the decrease in
accuracy relative to vowpal is due to SVM’s optimization algorithm where it adjusts based on
the label for each data point. Because we hash indescriminately, features that correspond to
either label will likely get hashed together and thus SVM will have a harder time optimizing.
This could also be an explanation for why the runtime increases, but remains relatively
constant for any amount of hashing. Vowpal Wabbit, on the other hand, doesn’t use the same
optimization algorithm as SVM, opting instead for a variant of gradient descent. While both
5

We note that this does not preserve distances in the hashed vector space, but the work by Caragea et al.
[6] states that their experiments showed no difference between this method of hashing and the hashing that
preserves vector relationships. In the end we opt for this method because it best reflects how language works
in practice where one word can have multiple meanings.
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Figure 2.15: Comparison across models for different levels of hashing on the Amazon corpus.
attempt to find some sort of dividing hyperplane, the way that they go about it could lend
itself to the reason why hashing works better for one over another. This could also be the
same reason why the runtime decreases for Vowpal Wabbit and not SVM, as Vowpal Wabbit
has less features to perform gradient descent on, SVM will have less features as well which
contributes to lowering the runtime for distance calculation, but not in optimizing over all of
the points in the dataset. K-NN’s accuracy immediately drops relative to how much hashing
is done. This could be expected given that while we are lowering the dimensionality, we are
also reducing the amount of relevant information each dimension can give, and therefore

39

neighbors will become more meaningless. In all the cases the runtime gains we get are not
spectacular when compared to how much performance we give up in terms of accuracy.

Figure 2.16: Comparison for different levels of hashing on results from Anchor Words. The
top line corresponding to the best performance in terms of accuracy is the hash level of 500.
The data for No Hash is a single data point on the left side of the graph. While it is difficult
to see for many of the metrics, it can be seen clearly just above the line corresponding to a
hash level of 60,000. It is a single data point because by 10,000 documents the vocabulary
size has already outgrown the size threshold of 100,000 for an unpreprocessed corpus.
In comparison to the classifiers above, Anchor Words displays some interesting results
found in Figure 2.16. The first thing to notice is that even though hashing was more successful
here than with the other algorithms, its overall performance was substantially lower than
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when we used rare word filtering. The second significant thing is that the performance in
terms of accuracy seems to go up as we lower the hash number. This is surprising because
we might expect that words would become more meaningless as we put more of them into
the same hash bucket. Despite this, this could be a way of helping Anchor Words find better
candidate anchors. The intuition behind this idea is that the more we hash the less words we
will find that will be meaningless, and therefore the topic quality may increase because it
will be easier to find better anchors. We note that when we say quality here, because we
can’t recover the specific tokens from the hash, we refer to quality in terms of classification
accuracy, not human interpretability. In terms of tradeoff, we see both the anchor and topic
times drop to extremely low values, but this comes with a corresponding increase in training
time. We believe the training time increase is likely the difficulty of logistic regression finding
a meaningful dividing line in such low dimensionality. One other interesting feature is that
the anchor time seems to have a dip around 100,000 documents at a hash size of 60,000,
and topic time has a similar dip at the same number of documents but across 20 - 60,000
hashing sizes. With regard to topic time this may be a similar feature as we have seen with
Reddit, where because of the vocabulary size reduction jointly with the increased number of
documents allow the algorithm to find anchors that converge quickly in linear combinations
to the other words, thus reducing the time. The anchor time is more uncertain, and while
we are not completely sure what could cause this behavior, it seems most likely to be some
behavior in the interplay between the variable vocabulary size as we increase the size of the
corpus and the ceiling that the hash places on it.

2.3.3

Reddit

We compare our results to Reddit to see how well these results translate to a different corpus,
and find our results are mostly consistent with Reddit as with Amazon.
The results in Figure 2.17 show similar trends to the results for Amazon. Rare word
filtering appears to again grant us an increase in accuracy with a simultaneous decrease in
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runtime. In the cases of Vowpal Wabbit and SVM, the increase in accuracy appears to be
about as significant as the one we saw in Amazon, though the runtime decrease does not
appear to be as large; this could be an indicator that Reddit’s documents are on average
shorter. The best runtime-accuracy tradeoff for Vowpal Wabbit again happens at 0.146%
(compare to 0.145% on Amazon) where we get around a 20 second reduction in time with an
overall increased accuracy; for Amazon this same line was slightly lower than the line with
no filtering. For SVM this occurs at 1.02% (compare to 1.016% for Amazon) where we see
around a 10 second reduction in runtime again in exchange for overall improved accuracy.
Naive Bayes gives us the best tradeoff at 0.003% (compare to 0.0029% for Amazon) K-NN
with rare word filtering on Reddit actually responds well, with the best tradeoff being at
1.025% (compare to 1.01%), where the runtime is around .2 seconds less. One feature that
we see for Naive Bayes on Reddit that we did not see for Amazon is that the rare word filter
of 7.15% makes the performance go back up instead of continuing to decrease it. This could
just be because there are more useless words on Reddit than in Amazon and removing a
sufficient number can be beneficial. In terms of why K-NN in general improves more, this
could be because the dimensionality reduces more significantly for any given rare word level.
As evidence of this we cite the fact that a 50% filter does not even show up because it removes
all of the words. This could mean that the right filter (starting at 0.003%) gets K-NN to
the low dimensionality it needs to perform well. In general it seems that rare word filtering
does even better in terms of improving model quality through accuracy and reducing runtime
when we try it on a different corpus.
The results for Ankura in Figure 2.18 show similar results to Amazon. The first thing
to notice is that we again see the model respond well to adding more data for filter levels
of 7.15% and 1.025% (compare to 7.13% and 1.016%, respectively). The next thing is that
the anchor and topic times are again drastically reduced. We note that Reddit did not take
a rare word filter as high as Amazon did, lends credence to what we discussed above with
rare word filtering removing more words on average with Reddit than with Amazon. Overall
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the gains in accuracy and reductions in runtime again happen when we choose rare word
filtering on Reddit, though the best filter level does not seem to have done as well on Reddit
in comparison to the other levels.

Figure 2.17: Comparison across models for rare word filtering on the Reddit corpus. Unlike
with Amazon, the filter level of 50% does not show up for Reddit because a rare word filter
of 50% removes all of the words.
The results for hashing across models on Reddit are in Figure 2.19 and show us that
hashing does help somewhat, but rare word filtering seems to be overall better. The first
thing to notice is that none of the lines for Vowpal Wabbit or SVM clears 60% on average,
which shows that they overall do better in terms of model accuracy with rare word filtering.
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Figure 2.18: Results for running Anchor Words with rare word filtering on the Reddit corpus.
Secondly, no level of hashing seems to reduce the runtime significantly, whereas it does when
we perform rare word filtering. This could be because rare word filtering guarantees we
remove words from a document, while hashing will only do this if two words in a document
get hashed to the same value. This explains why we can see visible reductions at a hash of
500, though they are not huge, but at higher hash levels there does not seem to be much of a
difference. Naive Bayes in general does not perform well with any level of hashing, whereas
with rare word filtering we improve on doing no filtering at all. Likewise, K-NN has so much
noise in its data with hashing that it is hard to draw any conclusions other than that with
44

100,000 documents a hash level of 10,000 or 20,000 might be a good idea; with rare word
filtering on the other hand we saw clear gains in accuracy and clear reductions in runtime.
While hashing does perform poorly compared to rare word filtering, it can improve on doing
no hashing at all if we look at accuracy. SVM enjoys an increase in accuracy at hash levels of
20,000, 10,000, 8,000, 6,000, and 4,000 for 500,000 documents, and Vowpal Wabbit seems to
tolerate a hash level of 60,000 or 20,000, though it also seems increase the error.
The fact that hashing seems to do worse for Vowpal Wabbit and SVM could be because
it inhibits Vowpal Wabbit and SVM to use quality high-dimensional features when dividing
the data. Any features associated with a particular class could quickly become obfuscated
by being hashed with features that represent the opposite class. Additionally, the Vowpal
Wabbit algorithm includes some feature hashing in it to guarantee speed, so doing word
hashing on top of the hashing that is built into the algorithm may explain why it did not
respond as well to hashing as SVM did. The vocabulary for Reddit is large, so exploring hash
sizes much larger than 60,000 may produce results that are more comparable to rare word
filtering.
For Anchor Words in Figure 2.20 we see that hashing gives us some benefit, but
does not get us an overall improvement as with rare word filtering. We see that similar to
Amazon, Reddit responds the best to a 500 word hash, though the difference between 500
and the next level is not quite as significant with Reddit as it is with Amazon. One of the
most disappointing things is that hashing seems to make it so that adding additional data in
beyond 80,000 documents is not worthwhile as the accuracy decreases significantly, though it
does seem to start increasing between 200,000 documents and 500,000 documents. Despite
this, we do see the same kind of runtime gains with hashing that we saw with rare word
filtering in that the anchor time and topic time are extremely low. The last thing to notice is
that even at 80,000 documents where hashing does its best in terms of accuracy, it still does
not do as well as rare word filtering, which was able to clear 56% accuracy in some cases.
Therefore hashing can help Anchor Words, but rare word filtering helps it more.
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Figure 2.19: Comparison across models for hashing on the Reddit corpus.
Across corpora we see that similar to how the tradeoffs for preprocessing methods
improved going from Amazon to Reddit, they also followed the same pattern for rare word
filtering. On Reddit we achieve similar accuracy improvements with simultaneous runtime
reductions, as well as tradeoffs where we give very little accuracy in exchange for further
improved runtime. We also see that hashing is a conceptually similar idea that gives some
improvements, but ultimately does not achieve the performance of rare word filtering due to
its failure to actually remove data, and the fact that it obfuscates what important data there
is, thereby making it more difficult for a given algorithm to generate a decision.
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Figure 2.20: Results for running Anchor Words with hashing on the Reddit corpus.
2.4

Uniform Data

In this last section we briefly look at results from the AP news corpus, and see that
preprocessing behaves differently when working with uniform data.
Figure 2.21 demonstrates that when working with uniform data, we see opposite
results from what we saw with non-uniform data. We can clearly see that any level of rare
word filtering does worse, and continues to do so until it bottoms out at 50%, though it stays
above the baseline; this also occurs across all models. On the other hand, the preprocessing

47

Method
None
0.000008%
0.000028%
0.000112%
0.000453%
0.00184%
0.00747%
0.03%
0.123%
0.50%
LC-NP-NR-SP-WS-SC

Vowpal Wabbit
76.68
75.22
73.93
72.56
71.44
69.34
67.06
64.46
62.00
59.41
80.16

(±
(±
(±
(±
(±
(±
(±
(±
(±
(±
(±

0.74)
0.62)
0.48)
0.66)
0.84)
0.90)
0.57)
0.63)
1.08)
0.73)
0.43)

SVM
78.16
76.39
74.88
73.61
71.97
69.53
67.17
64.60
61.86
59.41
81.70

(±
(±
(±
(±
(±
(±
(±
(±
(±
(±
(±

Naive Bayes

K-NN

0.69) 65.95 (± 0.73) 78.06
0.63) 65.00 (± 0.84) 77.15
0.65) 64.23 (± 0.95) 76.92
0.66) 63.74 (± 0.93) 76.68
0.57) 62.87 (± 0.87) 76.73
0.88) 62.06 (± 0.94) 77.22
0.85) 61.56 (± 0.69) 76.76
0.63) 60.54 (± 0.81) 73.96
0.94) 59.67 (± 0.37) 68.63
0.93) 56.20 (± 0.65) 62.30
0.39) 68.29 (± 0.61) 76.62

(±
(±
(±
(±
(±
(±
(±
(±
(±
(±
(±

0.53)
0.60)
0.31)
0.47)
0.57)
0.64)
0.70)
0.66)
0.62)
0.48)
0.63)

Figure 2.21: Accuracy results for running all of our models except Anchor Words on AP
News at 500,000 documents. Going from the top of the table down represents increasing the
rare word filter until the very last entry, which has the results for the pipeline selected above
and used on Reddit.
pipeline we used above increases the accuracy significantly from the baseline for every model
except for K-NN. Going from the same position as our previous analysis, this could be because
the data is mostly uniform, which implies it has little noise relative to a corpus like Amazon.
Preprocessing then would reinforce this uniformity and effectively add more data from which
the classifier can draw conclusions. Rare word filtering, on the other hand, would quickly
remove important information both because there are less words to remove, and because the
words it removes are more likely to have some importance to them instead of being useless
noise. Another factor to consider is that the classification task was predicting year instead of
sentiment analysis, and sentiment analysis may rely on common words while year prediction
may rely on rare words. Lastly, another interesting feature is that K-NN performs very well,
even relative to the more modern algorithms such as SVM and Vowpal Wabbit. This could
be because the data is not as high-dimensional as Amazon, and therefore it is better able to
handle the feature vectors, or the features for year prediction are more distinct than those of
sentiment.
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Chapter 3
Other Results

3.1

Timing for Uniform Data

This section simply contains the timing data for the AP news results that we saw in the last
section.
Method

Vowpal Wabbit

SVM

None
343.62 (± 36.27) 33.42 (± 0.35)
0.000008%
312.69 (± 9.71) 32.52 (± 0.18)
0.000028%
309.37 (± 20.84) 32.12 (± 0.33)
0.000112%
286.82 (± 8.95) 31.47 (± 0.17)
0.000453%
302.45 (± 23.31) 30.63 (± 0.08)
0.00184%
253.10 (± 2.80) 29.98 (± 0.11)
0.00747%
217.09 (± 7.19) 27.44 (± 0.32)
0.03%
165.73 (± 9.48) 23.66 (± 0.07)
0.123%
100.89 (± 3.14) 18.73 (± 0.14)
0.50%
53.17 (± 0.74) 10.76 (± 0.09)
LC-NP-NR-SP-WS-SC 285.66 (± 6.56) 27.09 (± 0.31)

Naive Bayes
2.95
2.74
2.61
2.52
2.38
2.16
1.81
1.33
0.81
0.44
2.53

(±
(±
(±
(±
(±
(±
(±
(±
(±
(±
(±

0.04)
0.04)
0.02)
0.03)
0.01)
0.02)
0.02)
0.01)
0.00)
0.00)
0.01)

K-NN
2.02
2.04
1.90
1.84
1.84
1.64
1.39
1.01
0.61
0.32
1.85

(±
(±
(±
(±
(±
(±
(±
(±
(±
(±
(±

0.01)
0.14)
0.02)
0.03)
0.16)
0.02)
0.02)
0.01)
0.01)
0.00)
0.02)

Figure 3.1: Training time results for running all of our models except Anchor Words on AP
News at 500,000 documents. Going from the top of the table down represents increasing the
rare word filter until the very last entry, which has the results for the pipeline selected above
and used on Reddit.

3.2

Binary And Continuous Preprocessing Methods

The results in these sections show that preprocessing built on top of rare word filtering can
have some positive effect. The most significant results are in Figure 3.2 with Ankura where
we build individual preprocessing methods on top of the optimal rare word filtering level
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Figure 3.2: Results for running Anchor Words on Amazon with individual preprocessing
methods built on top of rare word filtering. The rare word filtering level was chosen from
the level that did the best with just base rare word filtering (7.13%), and the other methods
were performed in addition to this.
found previously. It seems that word segmentation, stemming, lowercasing, and spelling
correction do the best especially at around 200,000 documents. The divisions between these
methods early on seem to condense into 3 groups at 500,000 documents, which may suggest
that even with rare word filtering and preprocessing there is some noise that gets in the way
of selecting the best anchors every time. In terms of anchortime there are not significant
differences between each of the individual methods except for stopword removal, which
got the lowest topic time and training time as well; this is likely because of what we have
discussed previously with stopword removal removing many common words when it is used.
Interestingly, methods like stemming and word segmentation that seem to perform better in
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Figure 3.3: Comparison across models for rare word filtering combined with individual
preprocessing methods on Amazon. The filter level that all methods have in common is
0.0004% (rounded up).
terms of accuracy seem to increase topic time slightly. Lemmatization, number removal, and
punctuation removal all seem to create more difficulty for the logistic regression classifier,
and the others are very similar except for stopword removal.
Figures 3.3, 3.4, 3.5, 3.6 have results across models for individual methods built on top
of rare word filtering at various filter levels. For Vowpal Wabbit, the individual methods seem
to have the most effect at a filter level of 0.145%, where methods like word segmentation,
and number removal seem to bump the accuracy up a small amount with a minimal change
in runtime. While this is significant, the base accuracy is lower than other, smaller, and the
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Figure 3.4: Comparison across models for rare word filtering combined with individual
preprocessing methods on Amazon. The filter level that all methods have in common is
0.003% (rounded up).
methods that improve its performance bring its accuracy back up to the level of the smaller
filters. While there might be small gains here, the runtime doesn’t seem to change much
for any particular method. SVM seems to have more significant gains from combining rare
word filtering with other methods than does Vowpal Wabbit. Specifically, the filter level of
0.145% combined with word segmentation seems to have the highest accuracy by 1% or so,
though this presents a trade-off in that training time seems to increase by up to 5 seconds
or more. Lastly, stopword removal does the best across the board for Naive Bayes when
combined with any level of rare word filtering, and it is accompanied by significantly reduced
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Figure 3.5: Comparison across models for rare word filtering combined with individual
preprocessing methods on Amazon. The filter level that all methods have in common is
0.02% (rounded up).
runtimes. Stopword removal for Vowpal Wabbit and SVM, on the other hand, does decrease
the runtime significantly, but presents a tradeoff that we see again because it also drops the
accuracy a few percent. Overall, adding some binary methods along with rare word filtering
may help somewhat in specific cases for Vowpal Wabbit, SVM, and Naive Bayes, but the
improvements don’t seem to be as significant as what we saw with going from no rare word
filtering to some rare word filtering.
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Figure 3.6: Comparison across models for rare word filtering combined with individual
preprocessing methods on Amazon. The filter level that all methods have in common is
0.15% (rounded up).
3.3

Full Results Plots for Other Models

The graphs below are the expanded versions of the cross comparison graphs below. Because
we have already seen the results for Vowpal Wabbit and Anchor Words above, we focus
instead on K-NN, SVM, and Naive Bayes.
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Figure 3.7: Comparison between individual preprocessing methods on Amazon reviews using
the Naive Bayes classifier.
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Figure 3.8: Comparison between individual preprocessing methods on Amazon reviews using
the SVM classifier.
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Figure 3.9: Comparison between individual preprocessing methods on Amazon reviews using
the K-NN classifier.
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Figure 3.10: Comparison between combinations of preprocessing methods on the Amazon
corpus using Naive Bayes.
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Figure 3.11: Comparison between combinations of preprocessing methods on the Amazon
corpus using SVM.
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Figure 3.12: Comparison between combinations of preprocessing methods on the Amazon
corpus using K-NN.
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Chapter 4
Conclusion

When working with more modern algorithms on non-uniform data it may be best to
let the data itself dictate how it should be processed. Rare word filtering uses the raw word
counts in the data to dictate which words should be removed, and it leads to the best results
in terms of increased or untouched accuracy, and significantly reduced runtime and more
control over what we want this tradeoff to be. With Anchor Words specifically, rare word
filtering reduces gives the greatest overall boost to accuracy, allows us to get added benefit
out of adding more data into the algorithm, and reduces the anchor and topic times to mere
fractions of what they were without any filtering. The anchor and topic time reductions in
particular are significant because they suggest that we may be able to load massive quantities
of data into the algorithm with no cost. Binary preprocessing methods inject some human
intuition in terms of what we believe should help the algorithm, and we receive some benefits
from their usage in terms of freely increased runtime, or a tradeoff between runtime and
accuracy. Naive Bayes especially performed well and seemed to respond positively to most
forms of preprocessing. While this is significant, Naive Bayes does not seem equipped to
handle the kinds of data many are concerned with today as it was outperformed across the
board by more modern algorithms like Vowpal Wabbit and SVM. Algorithms that are more
equipped for non-uniform data, like Vowpal Wabbit and SVM, respond much better to rare
word filtering because it removes useless dimensions that do not help them to divide the data.
While other preprocessing methods do inject some human intuition, they may be somewhat
useful, especially with algorithms like Anchor Words, in tandem with rare word filtering.
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Anchor Words especially responds well to doing methods like word segmentation on top of
rare word filtering and sees an accuracy boost, though it is not as significant as going from no
rare word filtering to doing some rare word filtering. Likewise, at lower levels of data Vowpal
Wabbit and SVM can see some benefit from doing rare word filtering and some preprocessing
together, but at higher document numbers this difference tends to go away. The fact that
this works for non-uniform data is reinforced when we consider uniform data such as the AP
news. With uniform data we find that the opposite is true, rare word filtering does poorly in
terms of accuracy, but traditional preprocessing methods do significantly better than none at
all. Because a corpus of AP news articles is human-curated, injecting human intuition about
the data may remove what aberrations there are and make it more uniform, thus helping
the classifier. Lastly, hashing is a potentially viable alternative to rare word filtering that
ends up not performing quite as well in terms of accuracy because it makes it more difficult
for an algorithm to find meaning in any particular feature. Hashing also does not present a
significant corresponding runtime decrease because it cannot guarantee hashing words that
occur in the same document to the same hash number.

4.1

Future Work

There are numerous avenues to explore here for future work. On one hand, we see that the
generic preprocessing pipeline we assume would be fairly common in any given pipeline fails
to contribute meaningfully to algorithmic performance apart from decreasing the runtime.
Jointly with this we see that in some cases some individual preprocessing methods with
rare word filtering helps somewhat. Future work could be further exploring this space see
specifically which combinations work well with each other, or if its’ task-dependent. Another
phenomenon we saw was the fact that rare word filtering reaches an optimal level and then
promptly drops as we increase its magnitude. Further exploration in this area could try to
get more fine-grained with rare word filtering and see at exactly what levels it drops and
why. Our original intent here was to see how preprocessing behaves given a high-level view
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of the uniformity of the data in a corpus; however, even within different non-uniform corpora
we saw somewhat differing behaviors. An exploration of exactly what data features produce
these different behaviors could be another avenue of future work. One other thing we noticed
was that it was hard to find the level of hashing that would correspond to an appropriate
level of rare word filtering. Considering that the original vocabulary size was in the tens of
millions for both Amazon and Reddit, a hash of 60,000 is already obfuscating a lot of data.
Exploring the hash space more thoroughly with numbers starting above 60,000 would be
useful, though difficult for algorithms such as Anchor Words. Lastly, even though SVM and
Vowpal Wabbit are very similar, and perform at similar levels, they have some significant
behavior differences that we saw. An interesting avenue of future work could be exploring
the differences between these algorithms and what kinds of data they are inherently more
useful or worse for.
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