[1] Regional impacts of climate change remain subject to large uncertainties accumulating from various sources, including those due to choice of general circulation models (GCMs), scenarios, and downscaling methods. Objective constraints to reduce the uncertainty in regional predictions have proven elusive. In most studies to date the nature of the downscaling relationship (DSR) used for such regional predictions has been assumed to remain unchanged in a future climate. However, studies have shown that climate change may manifest in terms of changes in frequencies of occurrence of the leading modes of variability, and hence, stationarity of DSRs is not really a valid assumption in regional climate impact assessment. This work presents an uncertainty modeling framework where, in addition to GCM and scenario uncertainty, uncertainty in the nature of the DSR is explored by linking downscaling with changes in frequencies of such modes of natural variability. Future projections of the regional hydrologic variable obtained by training a conditional random field (CRF) model on each natural cluster are combined using the weighted Dempster-Shafer (D-S) theory of evidence combination. Each projection is weighted with the future projected frequency of occurrence of that cluster ("cluster linking") and scaled by the GCM performance with respect to the associated cluster for the present period ("frequency scaling"). The D-S theory was chosen for its ability to express beliefs in some hypotheses, describe uncertainty and ignorance in the system, and give a quantitative measurement of belief and plausibility in results. The methodology is tested for predicting monsoon streamflow of the Mahanadi River at Hirakud Reservoir in Orissa, India. The results show an increasing probability of extreme, severe, and moderate droughts due to climate change. Significantly improved agreement between GCM predictions owing to cluster linking and frequency scaling is seen, suggesting that by linking regional impacts to natural regime frequencies, uncertainty in regional predictions can be realistically quantified. Additionally, by using a measure of GCM performance in simulating natural regimes, this uncertainty can be effectively constrained.
Introduction
[2] The accuracy of climate predictions is limited by uncertainties arising from various sources including limitations in scientific knowledge, randomness, and prediction of socioeconomic responses. These can broadly be classified as general circulation models (GCMs) and scenario uncertainty. When these results are downscaled to station-scale hydrologic variables by using statistical relationships, additional uncertainty is introduced. Since uncertainties accumulate from various levels, their propagation up to the regional level leads to large uncertainty ranges at this scale. Previous analyses have typically used a comparison or spread of results from various GCMs, scenarios, and downscaling methods; perturbation analysis of simplified climate models; or expert opinion to quantify this uncertainty [e.g., Knutti et al., 2002; Stainforth et al., 2005] . Approaches such as optimal fingerprinting [Allen et al., 2000] and climate prediction index [Murphy et al., 2004] have tried to constrain future predictions with a measure of agreement with recent observed changes. Objective constraints to reduce the uncertainty in regional predictions, however, have remained elusive.
[3] New and Hulme [2000] developed a model for scenario uncertainty, using a Bayesian Monte Carlo approach. They present GCM uncertainty in terms of sensitivity of climate change model outputs to streamflow. Giorgi and Mearns [2003] developed a reliability ensemble averaging method based on ensembles of different model simulations. Weights are assigned to different GCMs based on their bias with respect to the observed data and the convergence of the simulated changes across models. This model has been further modified in a Bayesian framework by Tebaldi et al. [2004 Tebaldi et al. [ , 2005 . They developed a Bayesian approach to determine probability density functions (PDFs) of temperature change at regional scales from the output of a multimodel ensemble. Wilby and Harris [2006] developed a framework for assessing uncertainties in climate change impacts in projecting low-flow scenarios for the River Thames, United Kingdom. A probabilistic framework was developed for combining information from an ensemble of four GCMs, two greenhouse gas (GHG) emission scenarios, two statistical downscaling techniques, two hydrologic model structures, and two sets of hydrologic model parameters. Minville et al. [2008] used equally weighted climate projections from five GCMs and two scenarios to define an uncertainty envelope of future hydrologic variables in the Chute-du-Diable watershed in Canada. GCM and scenario uncertainty have been studied using nonparametric PDFs of the standardized precipitation index (SPI), the imprecise probability of incorporating uncertainty because of missing data, and possibility theory [Ghosh and Mujumdar, 2007; Mujumdar and Ghosh, 2008; Ghosh and Mujumdar, 2009] . It has been observed in many studies on modeling regional hydrologic impacts of climate change that GCMs contribute the largest source of uncertainty [Arnell, 2004; Minville et al., 2008; Prudhomme and Davies, 2009] . Several studies using dynamical downscaling approaches have also led to similar conclusions about the large uncertainty of the parent GCM model on the downscaled features [e.g., Castro et al., 2005; Lo et al., 2008; Rockel et al., 2008] .
[4] The climate response to GHG forcing is usually treated as distinct from the patterns of natural climate variability. However, studies have shown [Liang et al., 1996; Fyfe et al., 1999; Stone et al., 2001; Terray et al., 2004] that the spatial patterns of the response to GHG forcing may in fact project onto modes of natural climate variability. Atmospheric circulation data from the Northern Hemisphere show that recent climate change can be interpreted in terms of changes in the frequency of occurrence of natural atmospheric circulation regimes [Corti et al., 1999; Palmer, 1999] . In this context, stationarity in the downscaling relationship (DSR) is questionable and needs to be examined with respect to each of these regimes. Milly et al. [2008] argue that the stationarity assumption in hydrology has been challenged owing to the two (indistinguishable) factors of externally forced, natural climate changes and low-frequency, internal variability. In most studies to date, the nature of the regional projection relationship (DSR) has been assumed to remain unchanged in a future climate, although various studies have tested the relationship for stationarity [Wilby, 1997; Charles et al., 1999; Schmith, 2008] . The basic stationarity assumption [Wilby, 1997] of statistical downscaling states that the relationship between predictor and predictand is unchanged between present and future climates. Schmith [2008] has examined whether slowly changing predictor variables need to be incorporated into downscaling to better reflect the climate change signal. Hewitson and Crane [2006] argue that appropriate selection of atmospheric variables that fully encompass the physics of the large-scale forcing would remove the possibility of change in the nature of the transfer function. They concede, however, that the presence of a change in signal in a nonpredictand variable would make the transfer function progressively less appropriate the farther we project into the future. Schmith [2008] shows that although a downscaling model may explain a large fraction of predictand variance, the longest time scales, including trends, may not be explained by the model.
[5] The objectives of the current work are twofold: (1) to examine the behavior of the DSR with changed frequencies of patterns of natural variability in a future climate and (2) to quantify the uncertainty in regional hydrologic prediction while effectively constraining predictions by assessing GCM performance in simulation of natural variability. The work presents a novel method to combine GCM, scenario, and downscaling uncertainties as well as to incorporate uncertainty in the DSR. By linking downscaling to frequency changes in modes of natural variability, it examines how the DSR is likely to change in the future to provide robust estimates of uncertainty. It is shown that incorporation of predicted changes in frequencies of natural regimes into the DSR and application of a novel constraint of GCM performance in simulating natural variability result in a large reduction in uncertainty in regional hydrologic predictions. The monsoon standardized streamflow index computed from 4 monthly aggregated streamflow (SSFI-4) is used as a measure of hydrologic drought. Future projections of the hydrologic variable (SSFI-4 classifications) obtained from each natural cluster are combined using the weighted Dempster-Shafer (D-S) theory of evidence combination. Each SSFI-4 projection is weighted with the future predicted frequency of occurrence of that cluster ("cluster linking") and scaled by the GCM performance with respect to the associated cluster for the period 1960-2000 ("frequency scaling"). Uncertainty in projections of the hydrologic variable is also quantified, by means of plausibility and belief functions. It is shown that assumption of a stationary relationship will either overpredict or underpredict downscaled variable values and associated uncertainty. Significantly improved agreement between GCM predictions at the regional level using this methodology shows that GCM simulation of natural variability can be well applied to constrain regional predictions.
[6] The rest of the paper is organized as follows. Section 2 provides the motivation for and rationale behind linking downscaling to natural variability patterns. A brief mathematical introduction to the D-S theory and evidence combination is provided in section 3. Section 4 presents an application of the uncertainty modeling framework to a case study. Results and discussion are presented in section 5. Section 6 gives concluding remarks.
Linking Downscaling to Modes of Natural Variability
[7] On the basis of studies of nonlinear chaotic models with preferred states or "regimes," it has been argued [Palmer, 1999] that the spatial patterns of the response to anthropogenic forcing may project principally onto modes of natural climate variability. Corti et al. [1999] used the monthly mean Northern Hemisphere extended winter 500 hPa geopotential height from 1949 to 1994 to show that recent climate change can be interpreted in terms of changes in the frequency of occurrence of natural atmospheric circulation regimes. In an empirical orthogonal function analysis, PDFs of the projection coefficients for the subperiods 1949-1971 and 1971-1994 were examined separately; it was shown that the PDFs associated with some clusters were reduced in the first period with respect to the entire period, but enhanced in the second period, whereas for other clusters it was the reverse. However, the phase-space location of the regimes was relatively stable despite the large changes in the PDF. Liang et al. [1996] found that modes of variability in an increased GHG equilibrium climate remain unchanged, with small changes in the spatial patterns of some modes. Brandefelt [2006] found that the transient response of Northern Hemisphere atmospheric modes to increased GHGs was a change in the spatial patterns of the leading modes of variability at 500 and 200 hPa; the Arctic Oscillation (AO), however, was unchanged. Some studies [Fyfe et al., 1999; Paeth et al., 1999] found that the modeled North Atlantic Oscillation (NAO) did not experience significant changes with increased GHGs but showed an intensification toward positive AO for most models. Terray et al. [2004] showed that anthropogenic climate change over the North Atlantic European region projects strongly onto the positive phase of the NAO during winter, with a doubling of the frequency at which the atmosphere resides in the positive NAO regime. Fyfe et al. [1999] suggest that if the modes of variability are controlled by the same mechanisms or feedback processes, then the pattern of climate change is likely to resemble one or more of the system's dominant modes of natural variability.
[8] It is widely assumed for the purposes of downscaling that the DSR is stationary (i.e., it does not change with time) or that it holds true in a future changed climate. However, with changed frequencies of patterns of natural variability in a future climate, this assumption can be questioned directly. Changes in the DSR in the future can be incorporated by separately examining the relationships for the duration of each natural cluster and projecting the effect of changes in frequencies of these clusters. Moreover, the uncertainty in the projection can also be explored by examining the uncertainty in projection for each natural cluster and using a weighted combination of uncertainty appropriately as per the changed frequencies. Several studies have been conducted that link patterns of natural variability such as El Niño and the NAO to changes in streamflows and their variability [e.g., Rimbu et al., 2004; Twine et al., 2005; Dai et al., 2009] . Assumption of a stationary relationship will either overpredict or underpredict downscaled variable values and associated uncertainty. For example, if a cluster with associated high probabilities of high streamflow increases in frequency in the future, then a DSR that does not consider these regime frequencies will underpredict future streamflow values. Similarly, if a cluster with large uncertainty in downscaled streamflow values increases in frequency, the actual uncertainty in projections will be higher than that predicted by an "averaged" stationary relationship uncertainty. It is worthwhile to note that a natural variability cluster may not necessarily affect local predictor variable values (for example, mean sea level pressure in a small area over the target region) and so would not affect the results of traditional downscaling.
Dempster-Shafer (D-S) Theory
[9] The D-S theory, or the theory of belief functions [Shafer, 1976] , is a mathematical theory of evidence that can be interpreted as a generalization of probability theory. It can be interpreted from either a probabilistic or an axiomatic point of view [Kohlas and Monney, 1994] . The D-S theory [Klir and Yuan, 1995] can be considered as a variant of probability theory in which the elements of the sample space to which nonzero probability mass is attributed are not single points but sets. The sum of these masses is 1, and the sets that get nonzero mass are called focal elements. The basic difference between D-S theory and traditional probability theory is that the focal elements of a D-S structure may overlap one another. Hence, it is designed to cope with varying levels of precision regarding the information without requiring further assumptions for its representation. Another important aspect of this theory is the combination of evidence obtained from multiple sources and the modeling of conflict between them. The D-S theory provides several methods for representing and combining weights of evidence. Sentz and Ferson [2002] reviewed methods for aggregating multiple Dempster-Shafer structures (DSSs) from different information sources. Caselton and Luo [1992] present a water resources example of an application of the D-S approach and compare results with those from a Bayesian scheme. Luo and Caselton [1997] present, along with some elementary examples, aspects of the D-S approach that contribute to its appeal when dealing with information sources on climate change. The D-S theory has found wide applications in the fields of statistical inference, sensor fusion, expert systems, diagnostics, risk analysis, and decision analysis. Appendix A presents the mathematical terminology and background of the D-S theory.
[10] The D-S theory represents a problem domain by a set, Q, of mutually exclusive and exhaustive atomic hypotheses called the frame of discernment. The frame of discernment used in this work is based on the monsoon SSFI as Q = {extreme drought, severe drought, moderate drought, normal, moderately wet, very wet, extremely wet}. These are SSFI classifications, and a DSS is defined by assignment of a basic probability assignment (bpa) over Q. The DSS represents uncertainty associated with a future projection for the classification in terms of the belief and plausibility for that classification. Hence, the interval {belief, plausibility} for severe drought, for example, represents the uncertainty associated with the particular proposition, severe drought.
Combination of Evidence in D-S Theory
[11] Combination rules are aggregation methods for data obtained from multiple sources providing different assessments for the same frame of discernment. For example, different GCMs may give different projections for each of the hypotheses such as severe drought, moderate drought, and normal. From a set theoretic standpoint these rules can potentially occupy a continuum between conjunction (AND: based on set intersection) and disjunction (OR: based on set union). A typical use of D-S theory is to gather bodies of evidence and represent them as DSSs, combine these structures with a combination rule(s), and then select the hypothesis best supported by the combined evidence using belief (Bel) and plausibility (Pl) measures. Appendix B gives formulations for each of the rules used in this work for combination of evidence. The original combination rule of multiple bpas, known as the Dempster rule, is a generalization of Bayes' rule [Dempster, 1967] . This rule strongly emphasizes the agreement between multiple sources, ignores all the conflicting evidence through a normalization factor, and can be considered a strict AND operation. The use of the Dempster rule has come under criticism when significant conflict in the information is encountered [Yager, 1987] . Consequently, other researchers have developed modified Dempster rules in attempts to represent the degree of conflict in the final result. Dempster's combining rule implies that all sources are trusted equally. The weighted D-S rule allows taking into account the different reliabilities of the sources. For example, the weighted Dempster's rule can be used to weight different GCMs on the basis of their reliabilities. Since Dempster's rule fails to consider how focal elements intersect [Zhang, 1994 ], Zhang's center combination rule was formulated, which uses a measure of the intersection of two sets. Dubois and Prade [1992] took a set-theoretic view of a body of evidence to form their disjunctive consensus rule. They considered the union of the bpas in this rule, which does not reject any of the information asserted by the sources. The mixing (or p-averaging, or averaging) combination rule is a generalization of averaging for probability distributions .
Case Study Application
[12] The uncertainty quantification methodology is tested for predicting future hydrologic drought from monsoon monthly streamflows of the Mahanadi River at Hirakud Reservoir in Orissa, India. Earlier studies have also dealt with monsoon streamflows in this river as a case study Mujumdar and Ghosh, 2008] Figure 1 . Because there is no major control structure upstream of the Hirakud Reservoir, the inflow to the dam is considered to be unregulated flow. The river is rain-fed, with high streamflow during June to September, owing to monsoon rainfall; contributions from groundwater are insignificant during this season. In the nonmonsoon season, low rainfall results in low-flow conditions, when the base-flow component is significant. Moreover, the monsoon streamflows into Hirakud Reservoir are important to meet the demands for water during the year. Hence, only the monsoon streamflow is modeled in this work. Monsoon monthly mean inflow data for Hirakud dam for the years 1959-2005 was obtained from the Department of Irrigation, Government of Orissa.
[13] The intensity of the Asian summer monsoon is linked to a land-sea heating contrast [Meehl, 1994] . In the summer months direct heating from the sun leads to high temperatures over the southern Asian landmass, while the ocean is cooler owing to the high heat capacity of water and the large mixing depth of the ocean. This forms the Asian summer monsoon as steady, southwesterly winds that carry moist air from the ocean to the land. For identifying natural patterns of variability in this region, data for a 500 hPa geopotential height over a large area spanning the Indian subcontinent and Indian Ocean from 15°S to 45°N and from 45°E to 120°E are extracted. Since the 500 hPa geopotential height is a significant factor, reflecting air temperature differences between regions and significantly correlated with many other atmospheric variables [Kozuchowski et al., 1991; Koide and Kodera, 1999; Polansky, 2002; Gong et al., 2007] , it was chosen for identifying natural modes of variability. This follows the methodology adopted by Corti et al. [1999] for identifying Northern Hemisphere modes of variability. These data for monsoon monthly mean 500 hPa geopotential height are taken from the National Center for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis of data for years 1948 -2008 [Kalnay et al., 1996 . For downscaling, selection of predictor variables is an important step. The predictors used for downscaling [Wilby et al., 1999; Wetterhall et al., 2005] should be (1) reliably simulated by GCMs, (2) readily available from archives of GCM outputs, and (3) strongly correlated with the surface variables of interest. A major portion of annual rainfall over most parts of India is received during the short span of 4 months, from June to September, known as the summer monsoon season. The summer monsoon rainfall over Orissa occurs mostly as the result of low-pressure systems developing over the Bay of Bengal. Mohapatra and Mohanty [2006] have studied the role of low-pressure systems on spatial and temporal variability of summer monsoon rainfall over Orissa. Indian monsoon rainfall also exhibits large interannual variations, which are generally attributed to the slowly varying boundary conditions of sea surface temperature, soil moisture, and snow cover over the land surface [Shukla, 1987] . Monsoon streamflow can be considered broadly as a result of rainfall and evaporation, although land use is also an important factor in the streamflow generation process. In the present study the land use pattern is assumed to remain unchanged in the future. Because rainfall is linked to air mass transport and atmospheric water content, it can thus be related to atmospheric circulation or pressure patterns and wind velocities [Bardossy and Plate, 1991; Hughes and Guttorp, 1994; Wetterhall et al., 2005] , specific humidity [Charles et al., 1999] , geopotential height, and temperature [Buishand and Brandsma, 1999] . Evaporation is mainly influenced by temperature and humidity. Cannon and Whitfield [2002] have used mean sea level pressure (MSLP), 500 hPa geopotential height, 800 hPa specific humidity, and 100-500 hPa thickness field as the predictors for downscaling GCM output to streamflow. Mehrotra and Sharma [2006] proposed a modified k-nearest-neighbor method where an influence weight is assigned to each predictor. Mujumdar and Ghosh [2008] used 2 m surface air temperature, MSLP, 500 hPa geopotential height, and surface specific humidity as predictor variables for their case study of the Mahanadi River. Per Mujumdar and Ghosh [2008] , the present study also considers 2 m surface air temperature, MSLP, 500 hPa geopotential height, and surface specific humidity as predictors for modeling streamflow in the monsoon season. These variables were found to be significantly correlated with monsoon streamflow in the case study region. These predictor variable data were also obtained from NCEP/NCAR reanalysis data for a region spanning 15°N-25°N and 80°E-90°E for the years 1959-2005.
[14] For future projections of natural cluster frequencies, GCM-projected 500 hPa monsoon monthly geopotential height data are used. Data from the Intergovernmental Panel for Climate Change Assessment Report 4 (IPCC AR4) data set runs for three GCMs, for three scenarios each (A2, A1B, B1), were extracted for two time slices of years, 2045-2065 and 2075-2095 , from the multimodel data set of the World Climate Research Programme's Coupled Model Intercomparison Project (WCRP CMIP3). The GCMs used are CGCM2 (Meteorological Research Institute, Ibaraki, Japan), MIROC3.2 medium resolution (Center for Climate System Research, Chiba, Japan), and GISS model E20/Russell (NASA Goddard Institute for Space Studies, Greenbelt, MD, USA). Predictor variable data for all chosen predictors are available for these GCMs at the WCRP CMIP3 site. Monsoon streamflow projections from these three GCMs also show a significant bias in reproducing current conditions; hence, they are suitable for testing the proposed methodology for uncertainty quantification and reduction. Predictor outputs from the three GCMs for the two time slices of years 2046-2065 and 2075-2095 for the A2, A1B, and B1 scenarios are used to project future streamflow. The specific time slices used were chosen to represent conditions for a "reasonably distant future" (2045-2065) and a "far distant future" and to project changes in uncertainty with time. Similarly, the choice of scenarios was made to represent extreme (high, A2; low, B1) and medium (A1B) emission trajectories.
Identifying Clusters of Natural Variability
[15] Data for the monsoon monthly mean 500 hPa geopotential height field covering a large area over the Indian subcontinent and Indian Ocean were extracted from NCEP/ NCAR data as already detailed. The methodology for identifying clusters and their projected frequencies is shown in Figure 2 . First, seasonality is removed from the raw data by subtracting the long-term monthly mean, after which the data are detrended by subtracting the running mean for 5 years. A principal component analysis is then performed on the data. Figure 3 shows the PDF of 500 hPa geopotential height in the phase space spanned by the first two principal components, examined for the periods 1948-2008, the first-half period , and the second-half period . This joint PDF was obtained by binning the first and second principal components into 16 bins each and then plotting contours by smoothing the PDF. Similar to the results of Corti et al. [1999] for Northern Hemisphere variability, some clusters are reduced in frequency in the second period compared to the first, others have intensified, and the phase-space location of clusters has remained stable.
[16] The first four principal components contributing more than 70% variance are retained. A k-means clustering is performed on these (four-dimensional) data to identify clusters and assign cluster memberships to each time point (month). The number of clusters here was chosen as five on the basis of two validity indexes, Dunn's index [Dunn, 1974] and the Davies-Bouldin index [Davies and Bouldin, 1979] . Figure 4 shows the spatial patterns of geopotential height (anomaly) corresponding to each cluster identified.
[17] Spatial patterns of all clusters show that the Indian Ocean appears to have a large impact on climate variability. The tropical Indian Ocean forms the major part of the largest warm pool on Earth, and its interaction with the atmosphere impacts climate on both regional and global scales. Two important types of interannual variability are present in the Indian Ocean, El Niño-Southern Oscillation (ENSO) and the Indian Ocean Dipole (IOD). IOD events are often triggered by ENSO but can also occur independently [Schott et al., 2009] . Figure 4 shows that cluster 1 corresponds to a temperature difference between the Central Indian Ocean and the West and East Indian Ocean. Clusters 2-4 correspond to a temperature difference between the West and the East Indian Ocean, corresponding roughly to the pattern of the IOD [Vinayachandran et al., 2002; Krishnamurthy and Kirtman, 2003; Shinoda and Weiqing, 2005] . Cluster 5 appears to represent a cold ocean-warm land regime, which has been shown to represent much of the warming over North America and Asia [Qigang and Straus, 2004] . A detailed and rigorous physical and meteorological interpretation of these clusters is, however, beyond the scope of this work. Detailed analyses of natural variability patterns in the tropical Indian Ocean are given in the studies by Saji et al. [1999] , Shinoda et al. [2004] , and Schott et al. [2009] . Table 1 reports the observed (from NCEP data) and current and future projected (from three GCMs for three scenarios) frequencies of clusters obtained by using this method.
Deriving Weights for Clusters
[18] Weights for each cluster are based on the GCM performance with respect to that cluster for 1960-2000 (frequency scaling), as well as the GCM scenario projected future frequency of occurrence of that cluster (cluster linking), as
where w ijk is the weight for cluster i in GCM j and scenario k, f ijk is the simulated frequency of this cluster in GCM j and scenario k, f i,NCEP is the observed cluster frequency in NCEP data for 1960-2000, and f i,j is the cluster frequency simulated by the GCM j for 1960-2000. These weights can be considered as "corrected future relative frequencies of clusters," a product of a frequency-scaling part, which tries to compensate for differences between GCM and NCEP simulation of natural variability for 1960-2000 (this part matches the relative ratio of model-predicted and actual relative frequencies of a cluster in the future with model-predicted and NCEP-simulated frequencies for the period 1960-2000), and a cluster-linking part, which weights projections from clusters according to their future simulated relative frequencies (this part takes into account downscaling uncertainty through regime shifts). These weights are then applied to the output of a downscaling model trained on that cluster. Subsequently, when combining scenario projections, weights for each scenario are taken as the sum of weights for each cluster in that scenario. This is used because the relative weights for scenarios must now take into account how many clusters are being simulated in each scenario and how well those clusters were simulated for the present period. Similarly, weights for GCMs are the sums of weights for scenarios in that GCM. These relative weights take into account how well the GCM has simulated clusters and also how many clusters it has simulated for each scenario. Table 2 lists the weights derived on this basis. It is shown that the largest variation in weights is for clusters; for scenarios and GCMs, the weights assigned do not vary as widely. This outcome happens because similar or close relative frequencies of different clusters are projected across scenarios and GCMs for the future; GCM performance in simulation of clusters for the present, although varying, is not hugely different. The maximum difference is thus among different simulated frequencies across clusters, which is reflected in the variation in weights.
Conditional Random Field (CRF)-Downscaling Model Projections for Streamflow
[19] CRFs belong to a class of models called discriminative undirected graphical models [Lafferty et al., 2001] , originally developed for labeling sequential text data. CRFs have been applied to a variety of domains, from initial applications in text processing to computer vision, image processing, and bioinformatics. CRF downscaling [Raje and Mujumdar, 2009 ] is a new methodology for downscaling that uses overlapping information about various atmospheric fields, their gradients with respect to time, and threshold values to capture a variety of features for robust probabilistic classification. CRFs are especially suitable for classification tasks with complex and overlapped attributes or observations. An introductory tutorial to CRFs is given by Sutton and McCallum [2006] . In this work the conditional distribution of the monsoon mean monthly streamflow sequence at a site, given the monthly atmospheric (large-scale) variable sequence, is modeled as a linear-chain CRF. Appendix C gives details on the CRF-downscaling model. As mentioned earlier, 2 m surface air temperature, MSLP, 500 hPa geopotential height, and surface specific humidity are the predictors obtained from NCEP/NCAR reanalysis data for a region spanning 15°N-25°N and 80°E-90°E for the years 1959-2005. Prior to model training, the raw NCEP data are subjected to bias removal, normalization, and principal component analysis [Raje and Mujumdar, 2009] . The model was trained using sets of principal components of atmospheric variables and output monsoon monthly streamflow data. For numerical computation, streamflow was discretized into 12 classes. Feature functions outlined in Appendix C were used. The CRFdownscaling model is trained separately on data (months) belonging to each cluster from years 1959 to 2005, using the first few principal components of predictors (accounting for more than 95% of the variance) and streamflow. For comparison, another CRF model is trained on the entire data set without clustering.
[20] Prediction for a future scenario is made using principal components of atmospheric variable monthly outputs from a GCM to compute the n most likely streamflow sequences using the n-best Viterbi algorithm, modified from the Viterbi algorithm of Rabiner [1989] . To keep n consistent across predictions for all clusters, n is chosen such that X n i¼1 lnðP i Þ > À1000; i:e:; ln P 1 P 2 :::P n ð Þ> À1000;
where P i is the probability of the ith most likely streamflow sequence. n computed in this way will be large if the probability of the first few most likely sequences does not decay quickly. Hence, for projections with a high downscaling uncertainty, this will lead to a larger spread in results, and vice versa. It is seen that n ranges from about 80 to 150 for various cluster-scenario-GCM combinations and also for unclustered training for each scenario-GCM combination.
[21] Figure 5 shows testing results for the CRF downscaling model in downscaling to monsoon streamflow in the Mahanadi River. It is shown that the model gives a good fit to observed time series for unclustered training as well as for data from each cluster. Using the different sets of parameters obtained (one set for each combination of cluster, scenario, and GCM), and also for unclustered training (one set for each combination of scenario and GCM), the model is used for future projection of monsoon streamflow for the years 2045-2065 and 2075-2095 . Figure 6 shows the range of projections obtained from the downscaling model trained on each cluster or unclustered using three GCMs, for the current period and across three scenarios for future time slices. It is demonstrated that the three GCMs show a bias in simulation of the current streamflow (Figure 6a) , and uncertainty in projection generally increases with time.
Hydrologic Drought Projections
[22] The SSFI is statistically similar to the SPI introduced by McKee et al. [1993] for meteorological drought analysis. Technically, the SPI is a z-score, or the number of standard deviations that the observed value would deviate from the long-term mean, for a normally distributed random variable. Since precipitation is not normally distributed, a transformation is first applied so that the transformed precipitation values follow a normal distribution. The index is negative for drought and positive for wet conditions. As the dry or wet conditions become more severe, the index becomes more negative or positive. The SPI is computed for several time scales, ranging from 1 to 24 months, to capture the various scales of both short-term and long-term drought.
[23] In this study the SSFI is calculated in a similar manner from streamflow. A drought was defined by Yevjevich [1967] as an uninterrupted sequence of streamflow below an arbitrary level. Modarres [2007] defined the SSFI in application to streamflow drought time-series forecasting as the difference in streamflow from the mean divided by the standard deviation. This definition is similar to the SPI, if a normal distribution can be assumed for the given period streamflow series. Fernández et al. [2009] used a similar definition of SSFI in streamflow drought time-series forecasting for a watershed in Spain. In general, the direct effect of drought on society is due to streamflow deficit. Thus use of a drought index computed from the monsoon streamflow series (high flows occur predominantly in monsoon in the Orissa region) as a measure of streamflow deficit would provide effective drought management and monitoring and a more realistic judgment of drought severity. Representation and combination of uncertainty using the D-S framework require the problem domain defined as mutually exclusive hypotheses. It is much more relevant to have SSFI classifications as hypotheses rather than as arbitrarily defined monthly streamflow ranges. During the base period for computation, the SSFI will have a standard normal distribution with an expected value of 0 and a variance of 1. Katz and Glantz [1986] state that requiring an index to have a fixed expected value and variance is desirable to make comparisons of index values among different stations and regions meaningful. The SSFI is hence used in this work as a measure of hydrologic drought in terms of streamflow deficit and is designed to be a spatially invariant indicator of drought that recognizes the importance of time scales in the analysis of water availability and water use. The drought classification based on SSFI values is reported in Table 3 .
[24] The methodology for computing SSFI is as follows. Since monsoon SSFI-4 is computed, the observed time series comprising streamflow for monsoon months (JuneSeptember) for a sufficiently long period is taken. This is converted to a 4 monthly aggregated streamflow time series. Then an equiprobability transformation of the aggregated streamflow into a standard normal variable is performed. In this work a G probability distribution is fitted to the aggregated monthly streamflow series, which has a cumulative distribution function:
[25] The cumulative probability of the G distribution with fitted parameters a and b, G(x), is then transformed to the standard normal random variable Z with mean 0 and variance 1, which is the value of the SSFI. This is an equiprobability transformation, which has the essential feature of transforming a variate from one distribution (i.e., G) to a variate with a distribution of prescribed form (i.e., standard normal), such that the probability of being less than a given value of the variate is the same as the probability of being less than the corresponding value of the transformed variate. In other words, the SSFI-4 for any future projected aggregated streamflow time series is computed by calculating the nonexceedance probability related to the G distribution fitted to the aggregated values, and the corresponding standard normal quantile is defined as the SSFI. Hence, for each projected streamflow sequence from the downscaling model, a projected SSFI-4 time series is obtained. Thus, future n-best streamflow projections obtained from the CRF-downscaling model are converted to monsoon SSFI-4 series. These series are converted to SSFI classifications based on Table 3 to give a range of cumulative distribution functions (CDFs) of SSFI classifications for each cluster-scenario-GCM combination. Figure 7 shows the range of CDFs for projected SSFI classifications, for current and future times. Figure 7c , for unclustered training, shows the projection uncertainty reflected in the spread owing to GCM, scenario, and downscaling uncertainty. Figure 7d , for all cluster, scenario, and GCM combinations, clearly shows the increased uncertainty owing to nonstationarity in the DSR captured in the uncertainty envelope.
Results and Discussion

Combination of Uncertainty
[26] The general methodology used in this uncertainty modeling framework is as follows:
[27] 1. Five separate DSRs (each with a different set of parameters) are derived from each natural variability cluster to downscale future streamflow.
[28] 2. Each of these DSRs is used to project the future SSFI-4 from three GCMs and three scenarios (IPCC AR4 scenarios A1B, A2, and B1).
[29] 3. Each DSR-scenario-GCM gives a projected range of CDFs for SSFI-4 classifications as n-best projections (n ranges from 80 to 150 for various DSR-scenario-GCM combinations as well as for unclustered training for each scenario-GCM combination).
[30] 4. This range is used to construct a DSS through a bpa and quantifying beliefs on SSFI classifications.
[31] 5. The DSSs obtained from each DSR for a particular scenario-GCM combination are first combined by weighting them with associated cluster weights as computed in Table 2 .
[32] 6. Projections from scenarios are then further combined by weighting with the sums of cluster weights for that scenario as given in Table 2 .
[33] 7. GCM projections are finally combined using the weighted rules (Dempster's rule, Zhang's center combination rule, and the disjunctive consensus rule) with weights as listed in Table 2 to get combined projections with the associated uncertainty.
[34] Thus, this methodology combines uncertainty due to downscaling (n-best projections), nature of the DSR (by combining weighted projections from DSRs), and scenario and GCM uncertainty (by combining weighted projections from GCMs and scenarios).
Converting a Projection to a DSS
[35] Each DSR-scenario-GCM gives a projected range of CDFs for SSFI-4 classifications since the CRF model gives n-best projections. This range is converted to an equivalent DSS The frame of discernment for the problem domain used here is based on SSFI-4 classifications as Q = {extreme drought, severe drought, moderate drought, normal, moderately wet, very wet, extremely wet}. In D-S theory a focal element represents a set of possible values that are not distinguished by available evidence or measurement, whereas the mass assigned to any particular focal element is a precise number. In contrast, the probability bounding approach represented by p-boxes addresses the uncertainty about probabilities and generally presumes that the underlying events can be specified precisely. There is a duality between the two perspectives [Walley, 1991] ; moreover, each can be converted to the other .
[36] In this work the following methodology is used, as given by Ferson et al. [2002] . By extracting minimum and maximum predicted probabilities for each SSFI classification, the left and right bounds of a probability box are constructed. These are step functions from 0 to 1, the horizontal axis being SSFI classifications. To find a DSS corresponding to this p-box, a series of horizontal lines is drawn, one from each corner of the step function to the other bound. This process describes a collection of rectangles of various sizes and locations. The location of a rectangle along the horizontal axis defines a focal element of the DSS. The height of each rectangle is the mass associated with that interval. Figure 8 shows an example of the predicted range of SSFI classifications and the associated DSS constructed by this method. Figure 7d capture GCM, scenario, and downscaling (model) uncertainty as well as downscaling relationship (DSR) uncertainty. Ext, extreme; Mod, moderate; Sev, severe.
Combining Projections From Different DSRs
[37] Uncertainty is first combined at the lowest level of DSR uncertainty. Using the weighted mixing combination rule for combining evidence in D-S theory, projections from different DSRs for each scenario-GCM combination are first combined to get the bpa for the combined DSS. This bpa is used to derive the belief and plausibility for each proposition (SSFI classification, e.g., moderate drought) as well as the cumulative belief and cumulative plausibility functions (e.g., Bel{extreme drought, severe drought}). These functions are compared to those obtained from the DSS obtained from unclustered projection (without using separate DSRs). Figure 9 shows a comparison of unclustered versus clustered combined results for all GCMs for the A1B scenario. The belief and plausibility functions clearly show that predictions change substantially when cluster linking and combination are performed in comparison with traditional (unclustered) downscaling results, owing to changes in frequencies of clusters. The difference between belief and plausibility constitutes the uncertainty interval, which is also different for clustered results. In general, the uncertainty in clustered results may be larger or smaller, depending on the uncertainty of clusters with the highest changes in frequency. It is seen that the predicted changes associated with cluster linking and weighting are such that agreement between GCMs is improved for a given scenario.
Combining Projections From Scenarios
[38] Projections from different scenarios for each GCM are further combined, again using the weighted mixing combination rule, by weighting with the sums of cluster weights for that scenario, to give a DSS. The cumulative belief and plausibility functions are derived from the bpa. Figure 10 shows results for the unclustered approach (combined across scenarios with equal weight) versus the cluster-linked combination across scenarios, for the current period as well as for future time periods. It is shown that cluster-linked projections have a much smaller spread across GCMs than do unclustered projections. This implies a smaller uncertainty as measured by the spread of projections for the cluster-linked projection. It can be seen that cluster linking is able to effectively reduce the spread of GCM projections for the twentieth century case also, while bringing them closer to the observed CDF. However, discrepancies still exist for very wet and extremely wet classifications, where cluster-linked projections are farther from the actual conditions than are the unclustered projections.
Combining Projections from General Circulation Models
[39] The DSSs obtained by combining uncertainty across scenarios are further combined across GCMs to get total uncertainty. For combining projections from different GCMs, three different rules, namely, the weighted Dempster's rule, the weighted Zhang's center combination rule, and the weighted disjunctive consensus rule, are used. The bpa for the combination of the DSSs is obtained by the use of these rules, and the belief and plausibility for each SSFI classification are obtained. Results obtained from these are contrasted with each other. Figure 11 shows the results after combining GCM uncertainty using the aforementioned rules. The difference between plausibility and belief for a given classification shows the associated uncertainty. Since Dempster's rule ignores all conflicting evidence, application of this rule yields the smallest band of uncertainty. Disjunctive consensus based on the union operation does not ignore any evidence and hence shows the largest uncertainty. It is shown that there is an increasing probability of drought and a decreasing probability of normal and wet conditions based on the SSFI classifications.
Discussion
[40] Stationarity in the DSR is a common assumption made by nearly all downscaling methods. On the basis of previously published literature suggesting changes in frequencies of patterns of natural variability as a result of climate change, this assumption can be directly questioned. The results of this work show that a stationary DSR will either overpredict or underpredict downscaled hydrologic variable values and associated uncertainty. It is shown that there are significant Figure 8 . Example of converting range of SSFI-4 classifications obtained for cluster 3 (GCM, MIROC; scenario, A1B) to an equivalent Dempster-Shafer structure (DSS). Each color represents a different CDF of the SSFI-4 obtained from n-best projections. The p-box defined by n-best CDF projections is converted to a DSS through a basic probability assignment (bpa). Probability masses are assigned to focal elements, which can be overlapping sets or intervals. The sum of these probability masses is 1. differences in predictions of SSFI classifications from the assumption of a stationary relationship (unclustered results for a GCM-scenario combination) versus predictions after weighting and combining predictions from DSRs. The difference between belief and plausibility ( Figure 9 ) constitutes the uncertainty interval, which is also different for clustered versus unclustered results. Figure 9 shows the uncertainty in individual propositions as belief and plausibility values. It is shown here and should be recalled that neither of these functions is additive (sum to 1). In general, the uncertainty in clustered results may be larger or smaller, depending on the uncertainty of clusters with the highest changes in frequency.
[41] When projections are further combined across scenarios, it is seen that cluster-linked projections have a much Figure 9 . Comparing results of cluster-linked (blue) to unclustered (green) results for the A1B scenario, years 2045-2065, for (a) MIROC, (b) CGCM2, and (c) GISS. The probability of any given classification lies within the interval {belief, plausibility}. The darker shade in each bar constitutes the uncertainty interval for a particular classification. Projections show a significant change after cluster linking. Also, blue bars show more agreement across GCMs, whereas green bars show more conflicting predictions. Bel, belief; Pls, plausibility.
smaller spread across GCMs compared to unclustered projections (Figure 10 ). While this result remains to be validated by using other downscaling models, by itself the result is significant. It is also seen that cluster linking is able to effectively constrain uncertainty in GCM projections for the current period and brings them closer to observed streamflow probabilities. This does not hold for the very wet and extremely wet classifications, however, where cluster-linked projections are farther from the actual than the unclustered projections are. This aspect needs to be analyzed further, because it may be ascribable to the scarcity of data available for training on each of the natural clusters (some clusters have only about 20 months of data available for training); hence, weights assigned in any manner to such projections (which are unable to simulate extremes well) will not result in a realistic projection. Previous attempts to constrain predictions of climate change have used recent observed changes in the "optimal fingerprinting" approach [Allen et al., 2000] , the climate prediction index [Murphy et al., 2004] , or reliability and convergence criteria [Tebaldi et al., 2004 ] to weight GCMs. The present work uses a novel constraint of performance with respect to natural variability, frequency scaling. Since the weights given to scenarios are almost equal (see Table 2 ), the improved agreement in GCM-downscaled predictions is almost entirely due to weighting projections from different clusters. This supports the hypothesis of regional climate impact-natural cluster linkages. Convergence of GCM predictions strongly supports the use of cluster linking and frequency scaling in determining regional climate impacts. Stainforth et al. [2007] argue that because current models are all empirically inadequate, assigning weights to them by inflating model variability or by selecting a subset of variables or regions for comparison is futile. However, the weights assigned in this work to clusters, scenarios, and GCMs have a different interpretation from the usual one of assigning weights to models based on their ability to simulate recent climate. Here, weights can be considered "corrected future relative frequencies of clusters," which reflect the changes in the DSR, and result in better agreement among models at regional scales.
[42] It is argued in this work that the DSR of predictand (y) given atmospheric predictors (x), p(y|x) is not stationary, since it does not take into account the effect of natural clusters (c) on the predictand. Cited literature suggests that climate change causes the relative frequencies of these clusters to change, and not the clusters themselves; that is, spatial patterns of response do not change or cluster centroids remain unchanged. A direct result of changes in frequency of these clusters is that p(y|x) will not hold in the future, that is, that p(y|x) is nonstationary. The assumption that clusters will not change in the future has been exploited in this work in deriving projections for a changing DSR. However, p(y|x, c) may still remain nonstationary owing to the effect of other causal factors, not identified in this work. This work presents a better incorporation of uncertainty than that obtained from using a stationary p(y|x). The results of this work show an increasing probability of extreme, severe, and moderate droughts due to decreasing streamflow in the Mahanadi River. An earlier study has also projected a trend of decreasing streamflow in this region due to climate change.
[43] The evidence combination using Dempster's rule of combination is analogous to Bayes' equation in the Bayesian scheme, and the resultant bpa is analogous to the Bayesian posterior distribution. A recent U.S. Climate Change Science Program [2009] assessment report states that Bayesian theory, when judiciously applied, is for all practical problems sufficient for incorporating scientific uncertainty in climate decision making. Luo and Caselton [1997] have shown that the Bayesian approach has shortcomings under nearignorance conditions, primarily because of the restriction placed on Bayesian probability assignments, namely, that they can be made only to mutually exclusive point values or intervals. Several factors have influenced the choice of a combination rule in this work. For combining DSR and scenario projections, the weighted mixing rule is used, which is a generalization of weighted averaging used for probability distributions. In this case, application of Dempster's rule, which emphasizes agreement between sources, or the disjunctive consensus rule, which does not reject any of the information asserted by the sources, would have been inappropriate, because in combining DSR and scenario uncertainty, the aim is not to use a measure of agreement or disagreement between DSRs and scenarios. Rather, the objective of using cluster frequency changes for projection is better served by using the mixing combination rule. Subsequently, in combinations of GCM uncertainty, these rules are appropriate since they explore the continuum between the AND operation and the OR operation. In this step (Figure 11) , what is done is essentially a projection using multiple information sources (GCMs) with various reliabilities. If GCMs show largely conflicting evidence, then as noted earlier application of Dempster's rule is not appropriate, since this rule attributes any probability mass associated with conflict to the null set [Yager, 1987] . However, such does not seem to be the case here. In the case of conflicting projections, use of the disjunctive consensus rule may be more appropriate, but as shown in Figure 11 , it gives highly imprecise results with a large uncertainty, which is impractical for application. The threshold value used for downscaling (equation (2)) to determine the number of most likely projections affects the overall uncertainty estimate. If this value is increased (to, say, −500), then the number n of most likely projections used will decrease (proportionately for each GCM−scenario−cluster combination), and hence the overall uncertainty estimate will decrease. In contrast, if this value is decreased (to, say, −2000) , then the number n of most likely projections used will increase, and hence the overall uncertainty estimate will also increase. It should be noted, however, that numerous other sources of uncertainty, such as uncertainty in identifying modes, uncertainty in deciding the number of modes, and uncertainty in classifying future circulation pattern to a mode, are not quantified and included in the final estimated uncertainty shown in Figure 11 . There can also be numerous alternatives for deriving weights for modes of variability, all logical but possibly giving different results, adding yet another source of uncertainty.
[44] Some assumptions and limitations of the present model are now discussed. The methodology for identification of natural clusters is based on previous work [Liang et al., 1996; Corti et al., 1999] with some modifications and is subject to further scrutiny. Including other variables such as winds and sea surface temperature or entire-year data instead of only monsoon monthly data could change clustering patterns. Which geographical area over the Indian Ocean and subcontinent is chosen for clustering may also influence results, and choosing a larger area or even the Northern Hemisphere may change the clusters identified. It is not clear how the impact of extreme weather events, particularly high streamflows resulting from monsoon depressions making landfall, would be represented in projections. The monsoon SSFI-4 used here is assumed to be representative of drought and wet conditions since it depicts water supply availability. The State of Orissa receives about 116.7 cm of rainfall during the southwest monsoon season (June-September), which constitutes about 80% of its annual rainfall [Parthasarathy et al., 1995] . However, if climate change results in a change in this pattern, with a larger proportion of rainfall having nonmonsoon origins, then the SSFI-4 would not provide a true representation of drought or wet conditions. Limitations of the CRF-downscaling model include discretization of streamflow, subjectivity in the choice of feature functions, and computationally intensive code. Use of multiple downscaling models in the methodology would provide robustness in prediction.
Concluding Remarks
[45] This work presents a new uncertainty-modeling framework for regional impacts of climate change. Prediction at regional scales is subject to large uncertainties that must be quantified for informed decision making. Hence, a method is needed that incorporates uncertainties accumulating from all levels. This work combines uncertainty in the DSR, as well as GCM, scenario, and downscaling uncertainty. The D-S evidence combination framework presented here can handle epistemic as well as aleatory uncertainty and is well suited to the climate modeling problem for this reason. In modeling regional hydrologic impacts of climate change, earlier studies have observed that GCMs contribute the largest source of uncertainty [Arnell, 2004; Prudhomme and Davies, 2009] . With a warming world and thus with more energy available in the atmosphere, it is possible that atmospheric processes and the water cycle may be enhanced, but all models predict changes that vary in magnitude depending on the region of the planet and the time of the year considered. Many studies have advocated that existing systematic bias in reproducing current climate affects future projections of GCMs and must be considered when interpreting results. By linking downscaling to changes in frequencies of natural clusters, this work incorporates changes in the DSR through cluster linking. Frequency scaling introduces a method of constraining GCM predictions by performance with respect to natural variability. Improved agreement between GCM predictions at the regional scale and validation for the twentieth century shows that this may indeed be a valid method for constraining predictions. The method, however, relies on previously published work that suggests anthropogenic climate changes project primarily onto modes of natural variability. The results indicate an increasing probability of extreme, severe, and moderate drought in Orissa and a decreasing probability of normal to wet conditions owing to a decrease in monsoon streamflow in the Mahanadi River, a result of climate change. The results presented also support the argument that better predictions of regional climate change require models that can accurately simulate natural circulation regimes and their associated variability, even though the principal time scale of this variability may be much shorter than the climate-change signal itself. More tests need to be performed to assess the relationship between regional projection and natural variability and to identify the components of GCM simulation that lead to much-needed convergence in predictions at regional scales.
Appendix A: Mathematical Background for D-S Theory
[46] The D-S theory represents a problem domain by a set, Q, of mutually exclusive and exhaustive atomic hypotheses (exhaustive, the set of hypotheses does not exclude any possible hypothesis on the problem domain; atomic, not composite, i.e., does not combine two or more hypotheses) called the frame of discernment. A function m:2 Q → [0,1] is called a bpa over Q if it satisfies m() = 0 and
where m(S) represents the strength of evidence in the proposition that S represents. Some researchers have interpreted the bpa as a classical probability [Chokr and Kreinovich, 1994; Kramosil, 2001] . However, this interpretation does not reflect the full scope of the representational power of the bpa. Hence, the bpa cannot be equated with a classical probability in general . From the bpa, the upper and lower bounds of an interval can be defined. This interval contains the precise probability of a set of interest (in the classical sense) and is bounded by two nonadditive continuous measures called belief (Bel) and plausibility (Pl). A function, Bel: 2 Q → [0,1], is called a belief function if it satisfies Bel() = 0, Bel(Q) = 1; and if for any collection A 1 , A 2 , …, A n of subsets of Q,
[47] The lower bound for set A, Bel(A), is defined as the sum of all the bpas of the proper subsets (B) of the set of interest (A) (B ⊆ A). Formally, for all sets A that are elements of the power set, A 2 2
[48] A function, Pl:
It represents the upper bound for a set A and is the sum of all the bpas of the sets (B) that intersect the set of interest (A) (B \ A ≠ ). It follows that Pl(A) = 1 − Bel (A) and Bel(A) ≤ Pl(A). Given any one of these measures [m(A), Bel(A), Pl(A)], it is possible to derive the values of the other two measures. The precise probability of an event (in the classical sense) lies within the lower and upper bounds of belief and plausibility, respectively:
BelðAÞ PðAÞ PlðAÞ:
The probability is uniquely determined if Bel (A) = Pl(A). In this case, which corresponds to classical probability, all the probabilities P(A) are uniquely determined for all subsets A of the universal set Q [Yager, 1987] . Otherwise, Bel (A) and Pl(A) may be viewed as lower and upper bounds on probabilities, respectively, where the actual probability is contained in the interval described by the bounds. 
K represents the basic probability mass associated with conflict. It indicates the degree of conflict between two distinct bodies of evidence, a larger K indicating a greater conflict in evidence. K is determined by summing the products of the bpas of all sets where the intersection is null. The denominator in Dempster's rule, 1 − K, is a normalization factor that has the effect of completely ignoring conflict and attributing any probability mass associated with conflict to the null set [Yager, 1987] . Multiple sources can be combined sequentially by using the preceding rule; the order of combination does not affect the final result.
B2. Weighted Dempster's Rule
[50] The preceding Dempster's combining rule implies that we trust all sources equally. The weighted D-S allows taking into account the different reliabilities of the sources. A high (low) weight is assigned to a more reliable (less reliable) source of evidence. For this, the weighted Dempster's rule can be used [Yu and Frincke, 2005] :
where w i is the weight assigned to a source with bpa m i . When w 1 = w 2 = 1, this equation reduces to the basic Dempster's rule of combination.
B3. Zhang's Center Combination Rule
[51] Zhang [1994] pointed out that Dempster's rule fails to consider how focal elements intersect. To define an alternative rule of combination, he introduced a measure of the intersection of two sets B and C, assuming finite sets. This is defined as the ratio of the cardinality of the intersection of two sets divided by the product of the cardinality of the individual sets. This relation is denoted r(B, C):
where B \ C = A. The resulting combination rule scales the products of the bpas of the intersecting sets (B \ C = A) by using a measure of intersection, r(B, C). This is repeated for every intersecting pair that yields A. The scaled products of the masses for all pairs whose intersection equals A are summed and multiplied by a renormalization factor k. This renormalization factor provides that the sum of the basic assignments is 1. The weighted version of Zhang's rule used here is
B4. Disjunctive Consensus Rule 
[53] The weighted disjunctive consensus rule used here is
The union does not generate any conflict and does not reject any of the information asserted by the sources; hence, no normalization procedure is required. The drawback of this method is that it may yield a more imprecise result than is desirable.
B5. Mixing Combination Rule
[54] Mixing (or p-averaging or averaging) is a generalization of averaging for probability distributions . Mixing generalizes the averaging operation usually used for probability distributions. If the input DSSs are probability distributions, that is, if both structures consist of an element in which each basic probability mass is associated with a single point, then the result will be a DSS, all of whose masses are also at single points. These masses and points are such that the DSS is equivalent to the probability distribution that would have been obtained by mixing the probability distributions, that is, by simply averaging the probabilities for every point. The formula for the mixing combination rule is
where m i 's are the bpas for the belief structures being aggregated and w i 's are weights assigned according to the reliability of the sources. a conditional distribution p(y|x) = p(y 1 ,y 2 , …,y t > |x) with an associated graphical structure, in which the nodes y i , along with the connectivity structure represented by the undirected edges between them, define the conditional distribution p(y|x). Because the model is conditional, dependencies among the input variables x do not need to be explicitly represented, facilitating the use of rich, global features of the input. In the CRF-downscaling model, the conditional distribution of the predictand sequence (e.g., monsoon mean monthly streamflow) at a site, given the monthly atmospheric (large-scale) variable sequence, is modeled as a linear-chain CRF. Let the monthly streamflow sequence at a site be represented by y and the observed daily atmospheric variable sequence be represented by x. Then we can write the conditional distribution of the streamflow sequence y as is an instancespecific normalization function summed over all possible output sequences y = <y 1 ,y 2 ,…,y T >, L = {l k }2 < K is a parameter vector, and { f k (y, y′, x)} k=1 K is a set of real-valued feature functions defined on pairs of consecutive streamflow values and the entire sequence of atmospheric data. The feature functions are considered fixed beforehand and are constructed to express some characteristic of the empirical distribution that should hold in the model distribution. Various feature functions used in the CRF-downscaling model are listed in Table C1 .
[56] In maximum likelihood training the parameter values are chosen to maximize the logarithm of the likelihood (p(y|x, l) as a function of l), called the log likelihood (or conditional log likelihood). The regularized log likelihood, '(), which imposes a penalty on weight vectors whose norm is too large, is given as follows [Sutton and McCallum, 2006] :
log p y 
Since '() cannot be maximized in closed form, numerical optimization is used. The partial derivatives of equation (C2) 
[57] Limited-memory Broyden-Fletcher-Goldfarb-Shannon (lBFGS) approach [Nocedal and Wright, 1999] is used for optimization of the maximum likelihood procedure. To label (determine output values for) an unseen instance (observation input values), the maximum a posteriori or most probable labeling is computed using the Viterbi algorithm y* = arg max y p(y|x). To do so, the Viterbi recursion is used [Rabiner, 1989] :
where M t (x) is the (unnormalized) transition probability matrix at time t, with the (y, y′)th element being All predictors at times (t − 1) and (t − 2) n y × d Threshold1 f_threshold1 i,k ( y,x) = h y l i ≤ y t < y u i ihx t k ≥ t k i Surface specific humidity, surface temperature, geopotential height n y × 3
Threshold2
f_threshold2 i,k ( y,x) = h y l i ≤ y t < y u i i(x t k − t k )/(x max k − t k ) Surface specific humidity, surface temperature, geopotential height n y × 3 a n y , number of classes of precipitation; d, number of predictor variables; h.i, indicator function, equal to 1 when the given condition is true and 0 otherwise; y t , streamflow at time (month) t; y l i , lower bound of ith class interval; y u i , upper bound of ith class interval; rawobs, raw observation; x t k , kth predictor variable at time t; x max k , maximum value of kth predictor variable; x min k , minimum value of kth predictor variable; t k , threshold value for kth predictor variable.
Each element (y, y′) can be viewed as the weight on the transition from value y to value y′ at time t, given the observations x. At each time the d vector contains the best (highest) probability of being in that state at time t. The sequence corresponding to this best probability is also stored.
[58] The base condition is 
[59] The most likely sequence is computed as that corresponding to the best probability at time T, max j d T (j). This algorithm is modified [Raje and Mujumdar, 2009 ] to compute n-best sequences by getting n-best probabilities at each time and storing the n-best sequences corresponding to those n-best probabilities as t;k ð jÞ ¼ kth max 
