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Summary 
With the development of biomolecular 
technology, there is getting more and more 
information derived from genome research. 
Besides, the microarry was introduced to allow 
people study genome wide pattern of gene 
expression profile, the scientists have the 
opportunity to study the function of genes.  
At the same time, the functional genomic 
research also brings a great impact to clinicians 
which usually study single gene or study disease 
at biochemistry level. In traditional, the 
MEDLINE always is the major resource for 
clinical research. Recently, the explosion amount 
of the genomic related research bring for 
clinicians is too complicated to understand it. 
For examples, when talking about one disease, 
there are approximate over ten thousand of 
articles and hundred genes in it. It’s almost 
impossible for clinicians to digest the knowledge. 
So it’s urgent that there must be some 
computational tools developed to help clinicians 
observing the gene and disease relationship 
In this research, we focus on constructing the 
probabilistic model of gene and disease 
relationship. By using two models to represent 
the knowledge from biomedical literature 
database, we can compare the two models in 
system performance and precision. 
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Introduction and background 
Nowadays, the research interest is shifting from 
gene sequence to functional genomic research. 
In the functional genomic era, the most 
important thing is to observe how genes act in 
our human body. Since microarray was 
introduced to allow people study genome wide 
pattern of gene expression profile, the scientists 
have the opportunity to study the function of 
genes. 
At the same time the clinicians also mention 
about the important of the functional genomic 
research, because they have chance to observe 
the patient at genetic level. It’s a breakthrough 
thought for modern medicine research, 
especially in cancer research. Nowadays, the 
cancer is the major death reason in developed 
countries and how to detect or understand cancer 
is always the most important issue for clinicians.   
Hopefully, due to the development the molecular 
biology, the biomedical research brings a lot of 
information to clinical research, for examples, 
describing disease in gene model.   
Besides, until right now, there are approximate 
more twenty thousand genes are discovered, and 
it’s difficult for clinicians to recognize all the 
symbols in it. 
Further more, there are too many genes describing in biomedical literature, it’s very 
difficult for clinicians to describing which gene 
is more important and which is less important.   
Therefore, for clinicians, it’s very important that 
to develop a tool to capture the gene related 
information in biomedical literature database and 
then use the information to build up probabilistic 
model describing genes and disease relationship. 
 
Method 
In this research, we try to represent the 
gene-disease relationship from biomedical 
literature database. Nowadays, the MEDLINE is 
the major biomedical literature database all over 
the world, so we choose the WEB edition of 
MEDLINE “PubMed” as our literature database 
resource. To apply the information retrieval 
technology on biomedical literature, we design a 
research flow as following figure 1. 
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Figure 1 The research flow 
1.  Article gathering : 
We collect the biomedical literatures from 
“PUBMED 
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?d
b=PubMed “, which is constructed under the 
National Center for Biotechnology Information. 
Nowadays, the contents of web pages become 
the most popular and easy way to exchange our 
information. Especially, from personal computer 
to enterprise server, we all can exchange our 
information through web page. So in this project, 
we use the most popular technology WWW to 
collect articles instead of using Z.39 protocol; 
which is used in the pas 
2.  Feature Extraction 
All the training sets are used to calculate the 
frequency and each gene symbols occurs in 
article once, the frequency of gene is added one. 
But it’s very difficult for computer or human to 
recognize all the gene names or symbols. Not 
mention about that one gene could have several 
different names.   
Fortunately, the HUGO offers a detail synonyms 
map, which can help the researchers mapping 
synonymous map. In this project, the gene name 
and gene synonym map are adopted for 
controlled vocabulary. 
By using synonym map, we can derive more 
correct gene occurrence frequency. Then, we can 
have a gene-frequency histogram. And, using 
this rank, we can choose the most frequent gene 
name to be used our selecting features     
3.  Represent the article     
In IR, there are a lot of methods to represent the 
vector space, for examples, Total Frequency 
Inverse Document Frequency (TFIDF) or 
Boolean vector. Form the preliminary study, the 
Boolean vector has a better result and lower complexity. So we choose Boolean vector to 
represent the article, For example 
Article1 
{NO,NO,YES,NO,YES,NO,NO,NO,NO,NO,N
O,NO,NO,NO,NO,NO,NO,NO,NO,NO,NO} 
Article 2 
{NO,NO,NO,NO,YES,NO,NO,YES,NO,NO,N
O,NO,NO,NO,NO,NO,NO,NO,NO,NO,NO} 
Article 3 
{NO,NO,NO,NO,NO,NO,NO,NO,NO,NO,NO,
NO,NO,YES,NO,NO,NO,NO,NO,NO,YES} 
Article 4 
{NO,NO,NO,NO,NO,NO,NO,NO,NO,NO,NO,
NO,NO,NO,NO,NO,YES,NO,NO,NO,YES} 
 
4.  Building causal model 
In “Causal model”, all the gene nodes are 
connected to disease node directly without any 
other interaction link. We use “HUGIN 
researcher 6.1” to build up the model, and we 
connect each node to disease node manually.. 
 
Figure 2 “Building causal model” 
5. Building “Structural Learning Model” 
network 
In “Structural Learning model”, the PC 
algorithm is used to discover the relationship 
among all the gene nodes and disease node. 
 
Figure 3. Building “Structural Learning model” 
6.  Calculating the conditional probability 
Because we use the “HUGIN researcher 6.1” to 
calculate the probability of disease state, we 
have to output the conditional probability table 
for every possible gene state combination. Then 
the data is imported to another program 
(MedScore) which is responsible to find the 
exam probability score 
 
Figure 4. Calculating the conditional probability 
 
7.  Evaluation two models by test set 
After constructing two models of three diseases, 
we use the test articles, which only contain the 
gene nodes information without the any disease 
state information to predict the disease state. All 
the test articles are collected by querying MeSH 
term. So we use the MeSH term of articles as our 
gold standard Result and Analysis 
After pre-processing, we divide the article set 
into two parts, training set and test set (table1). 
 
Table 1. Number of articles (After transforming 
to Boolean vector ) 
Number of articles 
(After transforming to 
Boolean vector ) 
MeSH term 
Training set  Test set 
Atopic dermatitis  79  16 
Asthma  236  47 
Breast cancer  1799  373 
                                           
In this project, two model “Structural Learning 
model” and “Causal model” are build to 
represent the gene-disease relationship (Figure 5, 
6) 
 
Figure 5 “Structural Learning model” 
 
Figure 6 “Causal model” 
Finally, we use test set to evaluate the precision 
of two models. And the, the ROC curve is 
illustrated to compare the two models (Figure 7). 
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Figure 7. ROC curve of “Asthma related 
articles” using “Structural Learning” predict 
model 
Discussion 
In this research, we focus on gene-disease 
relationship research, and try to build up a causal 
network to represent the knowledge from 
biomedical knowledge. From result, we 
successfully build a probabilistic model to 
illustrate the genes of “Asthma” disease and 
“Breast Cancer” disease. In ROC curve analysis, 
the choosing genes are strong enough to 
discriminate the two diseases articles 
 
1. Comparing two causal networks 
The precision of “Structural Learning 
Model” and “Causal model” 
In breast cancer and asthma two diseases, the 
two models can successfully tell from asthma 
and breast cancer articles. From ROC curve, the 
Structural Learning model in Breast cancer is 
better than Causal model, but in Asthma, the 
Causal model is slightly better. 
 
2. The comparison of probability score 
between two models 
From the probability score table, we can observe 
that the variation of probability score in different 
disease categories is bigger in “Structural 
Learning Model”. For example, the two peaks in histogram of Breast “Structural Learning Model” 
are 100% (Breast related articles) and 55% 
(Breast cancer not-related articles) and the two 
peaks in histogram of Breast “Causal model” are 
80% (Breast related articles) and 45%. In 
Asthma category, we can also observer the same 
result. It’s mean that if we need the better 
probability variation, the “Structural Learning 
Model” offers a better choice 
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