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Abstract
We give an explicit proof that groups satisfying a “uniform”C ′(1/6) small cancellation
condition admit a geometric action on a CAT(−1) space. The proof consists of a direct
construction of a piecewise hyperbolic structure on the presentation complex of such a
group, together with folding moves to make the complex negatively curved. This argu-
ment is originally due to Gromov.
1 Introduction
A driving force behind modern geometric group theory is the search for negatively curved
metrics on groups. Traditionally, the most popular notion of negative curvature has been
word hyperbolicity, a coarse notion whose interplay with more local notions, such as the
CAT(k) conditions, is not fully understood. Recently, much attention has been given to the
CAT(0) condition, particularly in the context of CAT(0) cube complexes, and there has been
a great deal of success in showing that certain families of hyperbolic groups act geometri-
cally on CAT(0) cube complexes (see for example [HW10, Wis12]). Often, the CAT(0) spaces
obtained by this way are of very high dimension. An alternative approach is to look directly
for CAT(−1) metrics on known spaces possessing geometric actions of groups. Although this
approach is optimistic, it has the advantage of proving stronger bounds on theCAT(0) dimen-
sion of groups than the cubulation approach, as well as strengthening CAT(0) to CAT(−1).
In [Bro16], we showed that hyperbolic limit groupswere CAT(−1), in particular of CAT(−1)
dimension 2, by proving a combination theorem for a particular family of locally CAT(−1)
spaces: 2-dimensional piecewise hyperbolic simplicial complexes satisfying the Link Con-
dition. The same holds for hyperbolic graphs of free groups with cyclic edge groups, which
were known to be CAT(0), but not of dimension 2 [HW10].
In the current paper,we apply similar techniques to groups satisfying a uniformversion of
theC ′(1/6) small cancellation condition. We are able to find an explicit piecewise hyperbolic
metric on the presentation complex of such groups, and apply some folding moves to make
this metric locally CAT(−1). Specifically, a presentation is called uniformly C ′(1/6) if pieces
(overlaps between relators) are all shorter than a sixth of the length of the shortest relator.
Our main theorem is then:
Theorem (Theorem 2.9). Let G be a groupwith a uniformlyC ′(1/6) presentation. ThenG acts
geometrically on a 2-dimensional CAT(−1) space.
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Although the uniform C ′(1/6) condition we use is in general stronger than the standard
C ′(1/6) condition, it still holds for an important class of C ′(1/6) groups; namely, random
groups in the density model at density < 1/12. We therefore have the following corollary:
Corollary (Corollary 2.11). Random groups in the density model, for density d < 1/12, act
geometrically on a 2-dimensional CAT(−1) space.
Wise showed in [Wis04] thatC ′(1/6) groups are CAT(0), and hence so are random groups
at density < 1/12. Ollivier and Wise then improved this to density < 1/6 [OW11]. However,
since both results use cubulation, the CAT(0) spaces obtained are of high dimension, and so
Corollary 2.11 represents an improvement in dimension as well as curvature.
Remark 1.1. After completing this paper, we became aware that this argument was origi-
nally suggested by Gromov [Gro01], and a more general version of it (in the context of small
cancellation over graphs of groups) is described in [Mar13]. The latter paper deals with a
CAT(0) metric, but points out that the argument also works in the CAT(−1) case. We would
like to thank Alexandre Martin and Anthony Genevois for bringing these two papers to our
attention.
I would like to acknowledge the support of the EPSRC for this work, and HenryWilton for
several helpful discussions.
2 Preliminaries
2.1 Negatively curved complexes
We will assume the reader is familiar with the definitions and basic theory of CAT(k) spaces;
a good reference is [BH99]. In this paper, we focus on a specific family of CAT(−1) spaces:
Definition2.1. A piecewise hyperbolic simplicial complex is ametric simplicial complex, each
of whose n-simplices is isometric to an n-simplex in hyperbolic spaceHn .
The following fundamental theorem is proved in [BH99, Chapter II.5]:
Theorem 2.2 (The Link Condition for piecewise hyperbolic simplicial complexes). Let K be
an piecewise hyperbolic simplicial complex with finitely many isometry types of simplices.
Then K is locally CAT(−1) if and only if for each vertex v ∈K , link(v,K ) is CAT(1).
Remark 2.3. In the case that K is 2-dimensional, links of vertices are topological graphs.
These are CAT(1) precisely when they contain no closed geodesics of length< 2π, making the
link condition particularly easy to check in this case.
Definition 2.4. A piecewise hyperbolic simplicial complex is called a negatively curved com-
plex if it satisfies the Link Condition.
To connect this to group theory, we make the following definition:
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Definition 2.5. A group is called CAT(−1) if it acts properly discontinuously and cocompactly
by isometries on a simply connected negatively curved complex. A group is called freely
CAT(−1) if it acts freely and geometrically on a simply connected negatively curved complex.
The minimal dimension of such a complex is called the CAT(−1) dimension of the group.
Note that a group is freely CAT(−1) if and only if it is the fundamental group of a negatively
curved complex.
2.2 Small cancellation conditions
A good reference for classical small cancellation theory is [LS77], andwe refer the reader there
for full details. We only state here what is necessary for us to give our main theorem.
Definition 2.6. Let R = {r1, . . . , rn} be a set of cyclically reduced words on an alphabet S⊔S−1,
closed under taking cyclic permutations and inverses. A piece in R is a word w which appears
as an initial segment of at least two elements of R .
Definition 2.7. Let P = 〈S | R〉 be a presentation for a group G . Without loss of generality,
assume R is closed under taking cyclic permutations and inverses. We say P is C ′(1/6) of
every piece in R has length strictly less than 1/6 of the length any relator in which it appears.
Now let g be theminimal length of any relator in R . We sayP is uniformlyC ′(1
6
) if every piece
in R has length strictly less than g/6, andmoreover no element of R is a proper power.
Remark 2.8. Groups which are C ′(1
6
) are torsion-free if and only if no relator is a proper
power, andproper powers are forbiddenbyour uniformC ′(16 ) condition. This torsion-freeness
is necessary for our argument, since we produce a free action on a CAT(−1) space, and all
groups possessing such an action are torsion-free. However, we do not know whether the
uniform small cancellation condition can be relaxed to the standard C ′(16 ) condition in the
torsion-free case.
Our main theorem is the following:
Theorem 2.9. Let G be a group with a uniformly C ′(1/6) presentation, 〈S | R〉. Then G is
CAT(−1) with CAT(−1) dimension 2.
Remark 2.10. Random groups in the density model, for density < 1/12, satisfy the ordinary
(non-uniform) C ′(1/6) condition [Gro93]. Since they have all relations of equal length, they
satisfy the uniform C ′(1/6) condition too. This provides an assurance that the uniform con-
dition is not toomuch of a restriction; indeed we obtain the following immediate corollary of
Theorem 2.9.
Corollary 2.11. Random groups in the density model, at density < 1/12, are CAT(−1) with
CAT(−1) dimension 2.
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3 Proof of themain theorem
3.1 Geometry of regular polygons
The first part of our argument relies on choosing suitablemetrics on the 2-cells in the presen-
tation complex. Thesemetrics are based on small regular hyperbolic polygons, however since
sufficiently small hyperbolic polygons closely resemble Euclidean polygons, we will argue in
the Euclidean case for technical simplicity. Proposition 3.5 makes explicit the conversion to
a hyperbolic metric.
We first establish some terminology about such polygons.
Definition 3.1. Let P be a regular (hyperbolic or Euclidean polygon). A diagonal is a geodesic
connecting two (possibly consecutive) vertices of P . A segment of P is the smaller of the two
pieces obtained by cutting P along a diagonal (in the case where the diagonal is an edge of
P , the segment is also this single edge). The diagonal is said to subtend the corresponding
segment. The length of the segment is the number of edges of P it contains, and the length
of the diagonal is the length of the corresponding segment. The radius of a regular polygon is
the distance from the centre to any boundary vertex.
Definition 3.2. Let P be an n-gon, and let d1, d2 be two diagonals of length less than n/2.
Suppose d1 and d2 intersect at a point p . Precisely one of the connected components of
P − (d1∪d2) contains the centre of P , and the angle at p which is inside this component is
called the internal angle between d1 and d2.
Lemma 3.3. Consider two intersecting diagonals in a regular Euclidean n + 1-gon, each of
length at most ⌊n/6⌋. The minimal internal angle between such diagonals is > 2π/3.
Proof. Clearly, the case realising theminimal internal angle is where the two diagonals share
an endpoint and are of themaximal permitted length. To see this, take any other intersection
of diagonals d1, d2, where di has endpoints vi and wi . Without loss of generality, the clock-
wise order of the endpoints around the boundary of the polygon is v1, v2, w1, w2. If d1 is not
of maximal length, then increase its length by keepingw1 fixed andmoving v1 anticlockwise.
This clearly decreases the internal angle between d1 and d2. Similarly, increase the length
of d2 by fixing v2 and moving w2 clockwise; this also decreases the angle. Finally, fix d1 and
rotate d2 by moving both v2 and w2 clockwise, until v2 coincides with w1. This process also
decreases angle, and we have arrived at the extremal case.
Since six consecutive maximal length diagonals fail to complete a hexagon, the internal
angle between each pair must be > 2π/3. See Figure 1.
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> 2π/3
Figure 1: The extremal angle between diagonals of length ≤ 3 in a regular 19-gon.
No internal angle between diagonals in the picture is less than the highlighted
angle.
Remark 3.4. Lemma 3.3 also applies to sufficiently small regular hyperbolic polygons, since
the metric differs from a Euclidean metric by an arbitrarily small amount. The following
proposition makes this more precise:
Proposition 3.5. For each integer n > 6, there exists r > 0 such that Lemma 3.3 also holds for
regular hyperbolic n-gons of radius < r .
Proof. It is enough to show that, for any n ≥ 1 and s ≥ 1 we may pick r small enough that the
angle between two diagonals of length n, with a common endpoint, in a regular hyperbolic
(6n + s)-gon of radius r , is > 2π/3 (that is, the picture in Figure 1 still applies). Clearly, the
extremal case is s = 1. So, consider the right-angled triangle with one vertex at the centre o
of such a polygon, one vertex at the endpoint of a diagonal of length n, and one vertex at the
midpoint of this diagonal. Denote by α and θ the two non-right angles in this triangle, as in
Figure 2. Our goal is to calculate the range of values of r such that θ >π/3.
r
θ
α
Figure 2: A right-angled triangle in a regular hyperbolic 6n+1-gon (for the case
n = 3.)
Since this triangle is obtained by bisecting the isosceles triangle with angle 2π× n
6n+1 , we
see that α= nπ
6n+1 . It then follows from the second hyperbolic cosine rule that:
cosh(r )= cot(θ)cot
( nπ
6n+1
)
.
We would like to find r such that θ >π/3; equivalently, cot(θ)< 1/
p
3. Hence:
cosh(r )
cot( nπ6n+1 )
< 1/
p
3
r < cosh−1
(
1p
3
cot
( nπ
6n+1
))
Denote the right hand side of the above inequality by rmax(n). This decreases fairly slowly
with n. For illustration: rmax(1) ≈ 0.62, rmax(10) ≈ 0.20, rmax(100) ≈ 0.06 and rmax(1000) ≈
0.02.
3.2 Geometry of singular polygons
A regular hyperbolic or Euclidean n-gon, with radius r , can be regarded as a simplicial com-
plex with a vertex o at the centre, and n isometric isosceles 2-simplices with two sides of
length r and smallest angle 2π/n identified in a cycle around o. Denote this isosceles triangle
by T (n,r ).
For any integerm, we may obtain a singular 2-complex structure on a disc by identifying
m copies of T (n,r ) in the analogousmanner. Form < n, the central vertex o has local positive
curvature: that is, its link is a loop of length < 2π. Form = n, this is the usual regular n-gon,
and form > n, the central vertex o has local negative curvature: the link has length > 2π. We
denote this singular disc byD(m,n,r ). See Figure 3.
Figure 3: A singular 16-gon. The 2-simplices are all isometric and isosceles, with
angle (say) π/6 at the centre and radius r , so this is a picture of D(16,12,r ).
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Remark 3.6. For any k < n/2, wemay define a segment of length k inD(m,n,r ) in exactly the
same way as for the regular n-gon D(n,n,r ). The isometry type of such a segment depends
on n, r , and the underlying metric (i.e. hyperbolic or euclidean), but it does not depend on
m. Moreover, Lemma 3.3 still holds. See Figure 4.
Figure 4: A segment in a singular D(m,n,r ) is isometric to a segment of the same
length inD(n,n,r ).
3.3 Proof of themain theorem
Proof of Theorem 2.9. By Definition 2.7 no relator from R is a proper power. Also assume,
without loss of generality, that the relators are distinct up to cyclic permutation and inverses
(if not, we can simply delete relators until this is the case). The small cancellation condition
now reduces to the intuitive condition that, in the disjoint set of labelled cycles corresponding
to the relators, the maximum length of any labelled path which appears at least twice is < g6 ,
where g is the minimum length of any relator.
Denote by X the presentation complex corresponding to 〈S | R〉. This consists of a bou-
quet of circles B , labelled by S, and for each relator ri a disc Di whose boundary is attached
to the path labelled by ri . We equip X with the following metric. Applying Proposition 3.5,
we may choose r such that Lemma 3.3 holds for the regular hyperbolic g -gon of radius r .
For each i ≥ 1, let gi = |ri |, and metrize each disc projecting to Di by a singular hyperbolic
gi -gonD(gi ,g ,r ). Since the boundary ofD(gi ,g ,r ) is a gi -cycle with all edges of length some
constant λ, the metrics on each disc induce a well-defined metric on X . Moreover, by equip-
ping each disc with the simplicial complex structure depicted in Figure 3, we get a simplicial
complex structure on X . Denote by Y = X˜ the universal cover of X with the induced metric,
and by Z = B˜ the preimage in X˜ of the bouquet B .
A piece from the presentation corresponds to a maximal path in Z which is contained
in the boundary of two distinct discs (either two distinct lifts of the same Di , or lifts of two
different Di ). We refer to such paths also as “pieces”. Each such piece subtends a segment of
each these two discs, and these two segments are isometric by construction. Therefore, we
may subdivide to make the segments into simplicial subcomplexes, and pass to a quotient
space in which the two segments are identified. We will refer to such an identification as
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a “fold”. Note also that, after such an identification, the corresponding boundary relators
still both bound well-defined, isometric discs; in particular, we can safely apply the same
operation again to other segments whether or not they intersect the pair already folded. Of
course, we must again subdivide Y if we wish to retain a simplicial complex structure.
So, let Y denote the quotient space obtained by identifying the corresponding pair of
segments for every piece in Y . Denote by Z the image of Z under this map. We claim that Y
is a CAT(−1) space with a geometric action ofG .
Firstly, although we identify infinitely many pieces, Y is a locally finite complex and there
is an upper bound on the length of pieces. Thus there are only finitelymany pieces containing
each vertex of Z , and so Y is a well defined, locally finite, piecewise hyperbolic simplicial 2-
complex. It is therefore sufficient to check the link condition on vertices. We will ignore
vertices of degree 2 in the below analysis, since these are only artefacts of the subdivision
process and do not affect the metric on links.
There are two types of vertex to consider: those which are images of vertices in Z , and
those which are not; i.e. images of points in the interior of discs of Y . So first, let v ′ be a vertex
in the image of Z , and let v be the vertex of Z mapping to v . This is unique, since vertices in
Z are never identified under Y → Y .
Topologically, linkY (v) is a graph with two vertices s
± for each s ∈ S ⊔ S−1, and an edge
s−t+ whenever st appears as a subword in any relator. These edges all have the same length,
equal to the interior angles in the discs. There are additional vertices corresponding to the
simplicial subdivision of the discs, but these are degree 2 and we ignore them.
The quotient Y → Y induces a map linkY (v)→ linkY (v
′), and we can describe this map
very precisely. For each pair st which appears as a subword of some piece (or whose inverse
appears), there are at least two edges connecting s− and t+; one edge for each relator inwhich
st or t−1s−1 appears. In linkY (v
′), all of these edges are identified—folded—to a single edge.
Moreover, any such occurence of multiple edges joining a pair of vertices corresponds to a
subword of a piece, and so are all identified to a single edge in linkY (v
′).
The other operation performed by the map linkY (v)→ linkY (v
′) corresponds to the case
where v is the initial or final vertex of a piece in Z . Suppose there is a piece p ending with s,
and let t1, . . . , tk be the set of all generators which occur as the subsequent letter to p among
the relators in which the piece appears. Then, for each i , there is an edge in linkY (v) from
s− to t+i , and themap linkY (v)→ linkY (v
′) is a fold which has the effect of identifying a short
initial subpath of each of these edges. This second operation is a homotopy equivalence; in
particular, any unbased loop in linkY (v
′) has a preimage (up to homotopy equivalence) in
the graph obtained by identifying multiple edges in linkY (v). Lemma 3.3 implies that, even
if initial and final subpaths have been identified in this way, the length of the central path is
still > 2π/3.
We may therefore express the map from linkY (v) → linkY (v
′) as a composition of two
folding maps, one performing the identification of multiple edges, and one performing the
identification of short initial segments of edges, as shown in Figure 5. The intermediate graph
contains no bigons, and since the second map is a homotopy equivalence, all loops in the
final graph must contain at least three unidentified central subpaths of edges, and thus have
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length > 2π as required.
s−
s+t−
t+
r− r+
s−
s+t−
t+
r− r+
s−
s+t−
t+
r− r+
Figure 5: A planar example of the map on links of vertices of the first type. Thick
red paths show regions where the map just applied was non-injective.
We now address the second type of vertex in Y . Let v ′ ∈ Y be a vertex which is the image
under Y → Y of a point in Y −Z . If v ′ is the image of one of the singular points in the centre of
a disc, then its link is a circle of length ≥ 2π. This is because no segments intersect this point,
so it is unaltered by the map Y → Y . Hence we may assume v ′ is not of this type.
Let v1, . . . , vk be the set of all points in Y mapping to vi ; note that this is indeed finite by
local finiteness of Y . For each i , let Di be the disc in Y containing vi in its interior. The link
L = linkY (v
′) is a quotient of a disjoint union of k round circlesC1⊔·· ·⊔Ck .
The quotientmapϕ : C1⊔·· ·⊔Ck → L is induced by the process of identifying segments in
Y . If such a segment contains one of the vertices vi , then either vi is contained in the diagonal
bounding the segment or in its interior. The map is therefore a multiple composition of two
possible operations: identifications of subarcs of length π between the Ci , or identifications
of complete circles Ci . The latter operation does not affect L and so we can assume that it
does not occur. We now show that L cannot contain any closed geodesics of length< 2π. This
is trivial in the case k = 1, so assume k ≥ 2.
The map ϕ consists of repeatedly identifying length π subarcs of different Ci . Now, each
vi is the point of intersection of a number of diagonals bounding segments in Di . The inter-
section of all these segments is a polygonal region in Di bounded by two of these diagonals,
and it follows from Lemma 3.3 that the subarcαi ofCi corresponding to this intersection has
length at least 2π/3 (see Figure 6).
Each identification of arcs under ϕ is induced by an isometry between segments in discs
Di andD j . It follows that ϕ isometrically identifies the arcs αi for all i . Refer to the image of
these arcs in L as α. In particular, the setC1∩·· ·∩Cn ⊂ L is nonempty.
Also, for each i , there is an open arc in L which is contained in the image of only Ci , and
notC j for j 6= i . Call this arc βi (see Figure 6), using the same name to refer to the image in L
or the subarc inCi .
The intersection of any subset of theCi is connected (since it contains α). Therefore, the
intersection of any subset of size ≥ 2 of the Ci is simply connected; it is a proper connected
subspace of a circle. It follows that the subgraph L0 =
⋃
i 6= j
(
Ci ∩C j
)
= L −⋃i βi is simply
connected.
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vi
βi
αi
Figure 6: The link of the vertex vi in the diskDi . Lemma 3.3 implies that both arcs
αi and βi have length > 2π/3.
Now let ℓ be a geodesic loop in L. Since L0 is simply connected, ℓ contains at least one βi .
If ℓ contains only one βi (say, β1), then C1− l1 is a geodesic path of length 2π−|βi | between
the endpoints of β1 in L0, and so must coincide with ℓ by simple connectedness of L0; hence
ℓ coincides with C1 and has length 2π. If ℓ contains at least three βi , then it has length > 2π
since each βi has length > 2π/3.
The remaining case is that ℓ contains precisely two βi ; say β1 and β2. Since L0 is a tree,
each component of ℓ−{β1∪β2} is contained inC1∪C2, and hence ℓ⊂C1∪C2. NowC1∪C2 ⊂
L is obtained from the circles C1 and C2 by identifying arcs of length π, all containing the
common arcα. If only a single arc of length π is identified, then the 1-complexC1∪C2 clearly
contains no loops of length < 2π, in particular ℓ has length at least 2π. Otherwise, C1 and C2
intersect in L an arc longer than π. In this situation, there must be two intersecting segments
inD1 which are identified respectively with two overlapping segments inD2. Therefore, there
is a larger piece whose corresponding pair of segments was not identified (see Figure 7). This
contradicts the construction of the map Y → Y .
v1 v2
Figure 7: If the red and blue pairs of segments are identified, then the union of the
corresponding pieces is also a piece, and so the grey segments are also identified.
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Hence, Y is CAT(−1). Since the action of G takes pieces to pieces, the invariance of the
metric under the action of G is clear, and the fact that the action is geometric follows from
the fact that Y was the presentation complex. This completes the proof.
Remark 3.7. Proposition 3.5 enables us to compute an approximate volume for the nega-
tively curved complex constructed when we prove Theorem 2.9. The radius of each disc used
in the construction is approximately rmax(g/6), and the area of D(gi ,g ,r ) is approximately
πr 2gi /g (approximating a flat polygon as a Euclidean disc). Hence, the area of the metrized
presentation complex, before any folding is carried out, is approximately equal to
A ≈ Σi gi
g
×πrmax(g/6)2,
where
rmax(n)= cosh−1
(
1p
3
cot
( nπ
6n+1
))
.
Of course, this is a slight overestimate, and decreases when folding is applied in a way that
depends precisely on the pieces of the presentation.
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