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Kurzzusammenfassung
Fraktale Bildcodierung ist ein leistungsfähiges Verfahren zur Kompression von Bilddaten. In
der vorliegenden Arbeit werden zwei verschiedene Ansätze zur notwendigen Partitionierung des
zu codierenden Bildes untersucht. Beide Typen zählen zu den regionenbasierten, hochadaptiven
Methoden zur Bildpartitionierung, wobei das Bild zunächst in Grundbl̈ocke zerlegt wird, die an-
schließend geeignet zu Regionen zusammengefaßt werden. Bei der ersten, bereits in frühere Ar-
beiten eingehend untersuchten Methode bestehen die Grundpartitionen aus quadratischen Blöcken
gleicher Gr̈oße. Bei der zweiten zu untersuchenden Methode werden die Grundblöcke durch eine
Quadtree-Zerlegung gebildet und besitzen damit unterschiedliche Größen.
Nach Anwendung eines entsprechenden Regionen-Merging-Verfahrens ergeben sich Partitio-
nen, die sich sowohl in Struktur als auch in der zur Abspeicherung benötigten Anzahl von Bits
unterscheiden. Einerseits weisen die regionenbasierten Partitionen mit Quadtrees eine geradli-
nigere Struktur auf, weshalb sie sich mit arithmetischer Codierung besser komprimieren lassen
als regionenbasierte Partitionen mit uniformen Grundblöcken. Andererseits liefert der Quadtree-
basierte Ansatz eine meßbar schlechtere Qualität des decodierten Bildes bei gleicher Anzahl von
Regionen.
Diese Unterschiede werden in dieser Arbeit untersucht und erläut rt. Dazu werden die in der
Literatur vorhandenen Ansätze aufgegriffen und weitere Verfahren vorgestellt, die zu einer effizi-
enteren Partitionsabspeicherung führen. Versuche haben gezeigt, daß der Quadtree-basierte Ansatz
mit den vorgestellten Neuerungen zu leicht besseren Ergebnissen bezüglich des Rekonstruktions-
fehlers als der uniforme Ansatz führt. Die erreichten Werte stellen die zur Zeit besten Resultate
bei fraktaler Bildkompression im Ortsraum dar. Auch im Hinblick auf eine schnelle Codierung ist
die Anwendung des Quadtree-Schemas im Vergleich zum uniformen Ansatz von Vorteil, es wird
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Das heutige Internetzeitalter und die ständig wachsende Flut an visuellen Informationen in vie-
len Bereichen von Wissenschaft, Technik und Kultur erfordern Methoden, um Bildinformationen
möglichst effizient abzuspeichern. Dies spart einerseits Speicherplatz auf Medien, und zum ande-
ren lassen sich komprimierte Bilder wegen des geringeren Speicherplatzbedarfs schnellerübertra-
gen. Bei Bildkompression unterscheidet man zwischen zwei Hauptgruppen, verlustfreie und ver-
lustbehaftete Codierung. Abhängig vom Verwendungszweck eignet sich die eine oder die andere.
Der Vorteil der verlustfreien Codierung liegt darin, daß keinerlei Bildinformation verloren geht,
allerdings k̈onnen nicht sehr hohe Kompressionsraten erreicht werden. Der Vorteil der verlustbe-
hafteten Kompression liegt darin, daß um ein Vielfaches höhere Kompressionraten erzielt werden
können, wobei ein Verlust an Information und damit Qualitätsverlust durch die Codierung in Kauf
genommen wird. Diese Arbeit soll sich einem besonderen Gebiet der verlustbehafteten Bildkom-
pression widmen, derf aktalen Bildcodierung.
Die Idee zur fraktalen Bildcodierung hatten Michael Barnsley und Arnaud Jacquin [3, 4, 25],
sie stellten dieses Prinzip als neuartige Methode zur Bildkompression vor. Die grundlegende Idee
ist wie folgt: Bei genauer Betrachtung eines Bildes fällt auf, daß bestimmte Bereiche zueinander
ähnlich sind. Man versucht diesëAhnlichkeiten geeignet zu beschreiben und somit Redundanzen
in Bildern so gut wie m̈oglich zu entfernen. Dazu wird ein Ausgangsbild in Teilblöcke zerlegt, f̈ur
die ähnliche Bereiche im Bild gesucht werden. Das genaue Prinzip der Codierung und Decodie-
rung wird noch in Kapitel 1 erläutert werden.
Der fraktale Codiervorgang geht immer einher mit Bildpartitionierung. Die Art der Untertei-
lung des Bildes ist maßgebend für die Kompressionsleistung. Die einfachste Form ist die uniforme
Partitionierung, bei der alle Blöcke rechteckig sind und die gleiche Form und Größe besitzen. Ei-
ne weitere bekannte Methode ist die Quadtree-Zerlegung. Dabei wird das Bild in unterschiedlich
große Bl̈ocke unterteilt, wobei eine Unterteilungsordnung eingehalten wird, bei der jeder Block
in vier gleichgroße Teilbl̈ocke unterteilt werden kann. Die so erhaltene Unterteilung kann durch
einen Vierfachbaum beschrieben werden.
Die besten Ergebnisse liefern derzeit die Ansätze mit regionenbasierten Partitionen. Hierbei
handelt es sich nicht mehr um rechteckige Blöcke, sondern um Regionen, deren komplexe Formen
vom Inhalt des Bildes abhängen. Dabei wird das Bild zunächst in Grundbl̈ocke zerlegt, welche
anschließend geeignet zu Gruppen zusammengefaßt werden.
1
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Es stellt sich die Frage, wie die Form der Grundblöcke, aus denen die Regionen zusammenge-
setzt sind, geẅahlt werden soll. In fr̈uheren Arbeiten [22, 43] wurden bereits Methoden entwickelt,
die eine uniforme Grundpartitionierung zugrunde legen und mit geeigneten Regionen-Merging-
Methoden sehr gute Ergebnisse liefern. Wir wollen eine weitere Möglichkeit in Betracht ziehen:
Lassen sicḧahnlich gute oder sogar bessere Ergebnisse mit einer Quadtree-basierten Grundparti-
tionierung erzielen? Diese Arbeit soll sich hauptsächlich dieser Frage widmen.
Nach der Behandlung der Grundlagen der fraktalen Codierung in Kapitel 1 geht es in Kapi-
tel 2 darum, das Verfahren aus zwei Arbeiten von CHANG ET AL . [10, 11] zu analysieren. Darin
wurde erstmals der Ansatz vorgestellt, Regionen aus Quadtree-Blöcken zusammenzusetzen und
derartige Partitionen für die fraktale Bildkompression zu verwenden. Neben diesem Ansatz wird
in [10, 11] vorgeschlagen, die erhaltenen Partitionen mit Hilfe von Chain Codes abzuspeichern
und die weiteren Komponenten arithmetisch zu codieren. Die in [10, 11] enthaltenen Ergebnis-
se z̈ahlen gegenẅartig zu den besten Resultaten bei fraktaler Bildcodierung im Ortsraum. Da zu
dieser Arbeit keine Implementierung eines Codierers/Decoders vorliegt, sollüberpr̈uft werden, ob
diese Werte erreicht werden können. Im Ergebnis zeigt sich, daß die Ergebnisse mit der angefertig-
ten Implementierung zumindest für das Lenna-Bildnichterreicht werden k̈onnen, der Unterschied
im Rekonstruktionsfehler der decodierten Bilder liegt bei etwa 0.5 dB.
In Kapitel 3 wird der implementierte Codierer verwendet, um Partitionen aus uniformen Grund-
blöcken zu erzeugen. Dabei werden die in [22] verwendeten Region Edge Maps als Methode zur
Partitionsabspeicherung eingesetzt, mit welchen derartige Partitionen effizient abgespeichert wer-
den k̈onnen. Durch die zusätzliche Verwendung von arithmetischer Codierung der Koeffizienten
konnten die Ergebnisse aus [22] deutlich verbessert werden.
In Kapitel 4 soll der Ansatz der Quadtree-basierten Grundblöcke erneut aufgegriffen werden.
Wir werden zeigen, daß die Codes zur Abspeicherung der Quadtree-Information ebenfalls kom-
primiert werden k̈onnen. Desweiteren werden wir ein neues Verfahren zur bessern Abspeicherung
der Partitionsinformationen vorstellen und es soll im Selbstvergleich geklärt werden, welcher An-
satz prinzipiell vorzuziehen ist: Verwendung von uniformer oder Quadtree-basierter Grundparti-
tionierung. Hier zeigt sich, daß die Ergebnisse aus [10, 11] erreicht bzw. leicht verbessert werden
können, und daß beide Ansätze vergleichbare Ergebnisse liefern, mit leichten Vorteilen für den
Quadtree-basierten Ansatz bezüglich der Qualiẗat des rekonstruierten Bildes.
Schließlich wird in Kapitel 5 die Gesamtkomplexität des Algorithmus analysiert. Wir wer-
den zum Ergebnis kommen, daß die Phase des sukzessiven Zusammenfassens von Blöcken mit
den verwendeten Methoden den größten zeitlichen Codieraufwand ausmacht. Die Anzahl der
Merging-Schritte geht dabei zur dritten Potenz in den Gesamtaufwand ein. Es werden weiterhin
Verfahren aus der Literatur erläutert, mit denen der gesamte Codierungsprozeß stark beschleunigt
werden kann.
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Die grundlegende Idee bei der fraktalen Bildcodierung ist, ein gegebenes Bild auf Selbstähn ich-
keiten zu analysieren und diese Information zu nutzen, um das Bild zu komprimieren. Das codier-
te Bild soll also weniger Speicherplatz als das Originalbild benötigen. Selbsẗahnlichkeit bedeutet,
daß zu einer Bildregion eine andere
”
ähnliche“ Region existiert. Abbildung 1.1a zeigt ein Beispiel
dafür, links oben sieht man einen kleineren Block, der einem größe en Block̈ahnelt. Rechts unten
sind zwei Bl̈ocke zu sehen, die im Verhältnis einëahnliche Struktur aufweisen.
Um diese Information auszunutzen, unterteilt man das gesamte Bild in Teilblöcke und versucht
zu jedem Block einen̈ahnlichen Bereich im Bild zu finden. DiesëAhnlichkeit wird allgemein
durch eine affine Abbildung beschrieben, dazu gleich mehr.
Die Menge aller dieser Blöcke, die paarweise disjunkt sind und in ihrer Gesamtheit das Bild
vollständigüberdecken, nennt man Ranges. Alle möglichen Zielbl̈ocke, mit denen ein Range ab-
gebildet werden kann, nennt man Domains. In Abbildung 1.1a sind die beiden kleineren Blöcke
die Ranges und die größeren Bl̈ocke sind die Domains.
Die Suche nach einer guten Domain gestaltet sich im allgemeinen durch Probieren, das heißt
man vergleicht jeden Range mit vielen Domains und ermittelt für jeden Vergleich Transformati-
onsparameter und einen zwangsläufig auftretenden Abbildungsfehler. Schließlich wählt man die
Domain mit dem kleinsten Fehler aus, das ist dann dieoptimaleDomain zum gegebenen Range.
Um ein Bild zu beschreiben, genügen f̈ur jeden Range die Information der Position der Do-
main und ihre Abbildungsparameter. Diese Informationen werden abgespeichert und bilden den
fraktalen Code.
Beim Decodieren sind für jeden Range die Position der Domain und die Parameter der affinen
Transformation bekannt. Man beginnt mit einem beliebigen Startbild und wendet für j den Ran-
ge die Abbildung von Domain auf den Range an. Beim Codieren wurde sichergestellt, daß diese
Abbildung einen m̈oglichst kleinen Fehler erzeugt. Nach erstmaliger Anwendung der Transfor-
mationen f̈ur jeden Range hat sich das Startbild geändert. Wendet man diesen Vorgang erneut an,
wird sich das Bild wieder̈andern und so weiter. Nach einer gewissen Zahl an Durchläufenändert






Abbildung 1.1: (a) Selbstähnliche Bereiche im Lenna-Bild; (b) Abbildung von der Domain auf
den Range.
Der Decodiervorgang stellt also einen iterativen Prozeß dar, der zu einem beliebigen Start-
bild nach wiederholter Anwendung der Transformationen der Domains auf die Ranges ein Ziel-
bild liefert1. Dieses Bild liegt wegen der Fehlerminimierungen bei Codiervorgang
”
nahe“ beim
Originalbild. Wegen der Konvergenz wird es als Fixpunkt der Iteration oder auch alsAttraktor
bezeichnet.
Nun stellt sich die Frage, unter welchen Bedingungen solch ein Attraktor für ein beliebi-
ges Startbild existiert. Wir werden nun die für die fraktale Bildcodierung notwendigen Begriffe
einführen, f̈ur eine umfassende Behandlung der Theorie siehe auch [14, 28].
1.1 Bildmodell
Zunächst ist ein Modell f̈ur die zu codierenden Daten notwendig. Innerhalb dieser Arbeit soll es
um zweidimensionale Bilder gehen, wie sie im täglichen Gebrauch mit informationsverarbeiten-
den Anlagen vorkommen.
1.1.1 Allgemeiner Bildbegriff
Allgemein kann man ein Bild als Funktion auffassen, welche einer Menge von Punkten in der
Ebene Elemente aus einer MengeD zuordnet:
Definition 1.1: Ein allgemeines Bild(I ,D,h) ist ein Tripel mit einer Funktion h, die eine Menge
I ⊆ R2 in eine Menge D abbildet, h: I ⊆ R×R→ D.
Man schreibt auch:h(x,y)=v mit (x,y) ∈ I , v∈ D. Dabei gibt der Vektor(x,y) (zukünftig auch
als Pixel bezeichnet) die Koordinaten jedes Bildelements undv einen Zustand bzw. Wert an dieser
1Theoretisch m̈ussen die Transformationen unendlich oft angewendet werden, jedoch werden sich die Bilder nach
einer Zahl von Iterationsschritten nur noch vernachl¨ ssigbar gering̈andern.
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Stelle an. Dieser Wert kann je nach Typ des Bildes eine reelle Zahl oder auch ein Vektor sein.
Da in der Anwendung Bilddaten auf Medien gespeichert werden und damit nur begrenzt viel
Speicherplatz verbrauchen sollen, wählt manD endlich.
Für Grauwertbilder setzt manD⊂Z und erlaubt f̈ur v Werte innerhalb von Grenzenmin und
max. Dann beschreibtv eine Intensiẗat des Bildes an der Stelle(x,y), wobeiv=minder niedrigsten
Intensiẗat (schwarz) undv=maxder ḧochsten Intensität (weiß) entspricht. Weiterhin ist gebräuch-
lich, für min=0 undmax=255 zu ẅahlen, weil mit 256 verschiedenen Stufen eine brauchbare
Darstellung eines Grauwertbildes möglich ist. Dar̈uberhinaus l̈aßt sich auf diese Weise jeder Wert
durch ein Byte codieren.
Bei Farbbildern besteht die M̈oglichkeit,v als dreielementigen Vektor zu wählen, wobei jedes
Element f̈ur eine gesonderte Komponente Rot, Grün und Blau steht. Durch diese Kombination gibt
es nach dem Grauwertansatz 2563 Farbm̈oglichkeiten. Ein anderer Ansatz ist die Farbcodierung
durch YIQ-Kan̈ale. Dabei steht Y f̈ur den Helligkeitskanal und gibt an, welche Intensität dem
Pixel zugeordnet wird. Der I-Kanal codiert die Farbe und der Q-Kanal die Farbtiefe.
Es ist unter Umsẗanden auch g̈unstiger, Farbbilder als eine Menge von drei Bildern aufzufas-
sen. Die MengeD in Definition 1.1 ẅurde dann wie bei Grauwertbildern gewählt werden und
jedes der drei Bilder ẅurde f̈ur eine Komponente stehen. Dieser Ansatz kann im Hinblick auf die
weiteren Begriffe vorteilhaft sein. Der allgemeine Bildbegriff erfüllt mit leichten Modifizierungen
die Anforderungen dieser Sichtweise ebenso.
1.1.2 Diskretes rechteckiges Bild
Im Hinblick auf eine Bildcodierung ist es sinnvoll, auch die Koordinaten der Bildpunkte ganzzah-
lig und beschr̈ankt zu ẅahlen. Prinzipiell ist jede Form m̈oglich. F̈ur unsere Zwecke sind rechte-
ckige Bilder geeignet, sie besitzen also eine Breite und Höhe, die wir mitM undN bezeichnen.
Weiterhin sei das rechteckige Bild innerhalb dieser Grenzen vollständig, es entḧalt keine
”
Löcher“.
Wir fassen den Begriff des diskreten rechteckigen Bildes wie folgt:
Definition 1.2: Sei I= {0,1, . . . ,N−1}×{0,1, . . . ,M−1}mit M, N∈N. Eine Funktion h: I→R
heißtdiskretes rechteckiges Bild bezüglich I.
Wir sprechen auch kurz vom Bildh. Wenn nicht genauer angegeben, dann wird im Laufe der
Arbeit jedes Bild immer bez̈uglich der gleichen DefinitionsmengeI betrachtet.
Dieser Bildbegriff beschreibt die Art von Bildern, die am häufigsten im ẗaglichen Leben und
im Umgang mit Rechenanlagen vorkommen. Im Vordergrund steht eine möglichst einfache Ab-
speicherung der Bildinformation. Mit diesem Modell müssen lediglich die Grauwerte zeilenweise
abgespeichert werden. Für die weiteren Betrachtungen ist eine Abbildung in die Menge der reellen
Zahlen notwendig, f̈ur eine Abspeicherung können die Grauwerte jedoch quantisiert und in eine
endliche MengeD⊂ Z übertragen werden.
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1.1.3 Bilder im metrischen Raum
Um Transformationen zwischen verschiedenen Bildern betrachten zu können, ist eine Metrik not-
wendig:
Definition 1.3 (L∞-Metrik): Seien g und h zwei Bilder, dann heißt




Die Maximumsmetrik beschreibt den Abstand zweier Bilder als maximalen Unterschied aller
korrespondierender Grauwerte. Mit einer Metrikd bildet die Menge aller Bilder einen metrischen
Raum, der mit(H ,d) bezeichnet wird.
Bei der verlustbehafteten Bildcodierung spielt noch eine weitere Metrik eine besondere Rolle,
dieL2- bzw. RMS-Metrik (Root Mean Square).











L2-Metrik bzw. RMS von g und h.
Der RMS entspricht der mittleren Abweichung der Pixelwerte zweier Bilder und kann als
Grundlage zur Messung der̈Ahnlichkeit verwendet werden, er ist aber kein exaktes Maß. Mit
Ähnlichkeit verbindet man visuellëAhnlichkeit, der RMS gibt nur eine statistische Aussageüb r
die Grauwertdifferenzen.
Ein weiterer Nachteil beim RMS ist, daß die Werte unter Umständen relativ groß werden
können. Er eignet sich meist nur für den Vergleich von Bildbl̈ocken. Deshalb verwendet man ein
zweites Maß, den PSNR (Peak Signal to Noise Ratio), der hier für Bilder mit 8 Bit pro Pixel (bpp)
definiert wird.






Der PSNR ist indirekt proportional zum RMS und nach oben nicht beschränkt. Je mehr sich
der RMS an Null ann̈ahert, desto gr̈oßer wird der Quotient 255/RMS und damit auch der PSNR.
Im Falle von RMS=0 ist der PSNR nicht definiert.
1.2 Affine Abbildungen
Die affinen Transformationen sind eine Klasse von Funktionen, die folgendermaßen definiert sind:
Definition 1.5: Sei A eine Matrix der Form(ai j )ni, j=1 ∈ Rn×n und b ein Vektor, b= (b j)nj=1 ∈ Rn.
Eine Abbildung f: Rn→Rn mit f(x) = Ax+b heißtaffine Abbildung im Rn.
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Affine Abbildungen werden auch als lineare Abbildungen bezeichnet. ImR2 kann eine Punkt-
menge in der Ebene durch geeignete Wahl der Parameterai j skaliert, gestreckt, gedreht und ge-
schert werden. Der Vektorb bewirkt eine Translation. F̈ur eine beliebige Norm‖ f‖ gilt:





Eine affine Transformationf heißtkontraktiv, wenn‖A‖ < 1 gilt. Weiterhin heißtf kontraktiv
bez̈uglich Faktor s, wenn eine Zahls∈ R mit 0≤ s< 1 existiert, so daß‖A‖ ≤ s gilt.
Bei der fraktalen Bildkompression werden die kontraktiven affinen Transformationen wie
beim metrischen RaumH bez̈uglich der Grauwerte betrachtet. Die Verbindung zwischen affiner
Transformation und Bildmodell liefern die sogenanntenz-kontraktiven affinen Abbildungen:
Definition 1.6: Sei f : R3→ R3 eine affine Abbildung mit(x′,y′,z′1) = f (x,y,z1) und (x′,y′,z′2)
= f (x,y,z2), dann nennt man fz-kontraktiv, genau dann wenn eine reelle Zahl s mit0≤ s< 1
existiert, so daß|z′1−z′2| ≤ s |z1−z2| gilt und x′ und y′ unabḧangig von z1 und z2 für alle x, y, z1,
z2 ist.














Die z-kontraktiven Abbildungen k̈onnen auf Bilder angewendet werden, indem die beidenx- und
y-Argumente des Bildes mit denx- undy-Argumenten in (1.2) und die Grauwerte des Bildes mitz
gleichgesetzt werden. Die Kontraktivität wird dann nur bez̈uglich der Grauwerte betrachtet.
Diese Art von Abbildungen eignet sich auch für die Transformation vonBildblöcken. Bei
einem Bildh bez̈uglich I sind das Teilmengen vonI mit zugeḧorigen Grauwertenh(·, ·). Mit den
Parameterna, b, c, d, eund f ∈R kann die Gestalt und Position des Blocks bei der Transformation
ver̈andert werden. Die Parametersundo bewirken die Ver̈anderung des Grauwertes, wobeis ine
Skalierung (Multiplikation) bewirkt und mito die Helligkeit ver̈andert werden kann (Addition).
Bei der Wahl der Parametera, b, c, d ∈ R ist noch zu beachten, daß die Koordinatenwerte nur
ganzzahlig sein d̈urfen. Bei der Abbildung der Punktemengen wird deshalb bei den Koordinaten
auf ganzzahlige Werte gerundet.
1.3 Iterierte Funktionensysteme
Bei der Einf̈uhrung wurde erẅahnt, daß ein Bild partitioniert wird, wobei für jeden Bildblock eine
unabḧangige Transformation betrachtet wird. In der Theorie der fraktalen Bildcodierung ist also
ein Modell n̈otig, welches eine Menge von Transformationen betrachtet:
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Definition 1.7: Sei (H ,d) der komplette metrische Raum der Bilder bezüglich I. Ein iteriertes
FunktionensystemF ist eine endliche Menge von (z-)kontraktiven affinen Abbildungen fi : H →
H , i = 1, . . . ,n (n∈ N) mit Kontraktionsfaktoren si . Der Kontraktionsfaktor s des IFS ist mit





Mit Hilfe des iterierten Funktionensystems (IFS) können affine Abbildungen auf einerMenge
paarweise disjunkter BildblöckeRi definiert werden, welche das gesamte Bildüberdecken und
somit eine PartitionP = {R1, . . . ,Rn} beschreiben. Jedem Bildblock ist dabei eine Abbildung
fi zugeordnet. Aufgrund dieser Partitionierung spricht man auch vompartitionierten iterierten
Funktionensystem (PIFS).
1.3.1 Decodierungstheorem
Satz 1.1 (Fixpunkttheorem): Sei F ein IFS mit zugehöriger kontraktiver Abbildung F: H →H
mit Kontraktiviẗatsfaktor s,0≤ s< 1. Dann besitzt F einen Fixpunkt inH , der auch als Attraktor
hF bezeichnet wird:
hF = F(hF) = lim
n→∞
Fn(h)
für alle h∈H . Dabei bezeichnet Fn(h) die n-fach verschachtelte Anwendung von F auf h:
Fn(h) = F(F(. . .F(F(h)) . . .))︸ ︷︷ ︸
n−mal
.
Beweis: Folgt im wesentlichen aus dem Banachschen Fixpunktsatz, siehe auch [14, Kap. 2]
Der Fixpunktsatz besagt, daß die Folge der durch wiederholte Anwendung vonF entstehenden
Bilder gegen ein Zielbild konvergiert. Damit ist die Existenz eines solchen Attraktors für beliebige
Startbilder gesichert.
1.3.2 Codierungstheorem
Die Idee bei der fraktalen Bildcodierung ist, eine kontraktive AbbildungF zu einem gegebenen
Bild h zu finden, so daß der AttraktorhF möglichst ”
nahe“ h liegt. Die Suche nach solch einer
Abbildung wird auch alsinverses Problemder fraktalen Bildcodierung bezeichnet. Die Basis für
das sogenannte Collage Coding, das als Möglichkeit zur L̈osung des inversen Problems angesehen
werden kann, beruht auf dem Collage Theorem:
Satz 1.2 (Collage Theorem):Sei(H ,d) ein metischer Raum und F ein IFS mit zugehöriger kon-






für alle h∈H .
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Beweis: siehe [14, S. 34].
Das Ziel des Collage Codings ist es, für ein Bildh ein IFSF zu finden, welchesd(h,hF) mini-
miert. Das Collage-Theorem gibt eine obere Schranke für diesen Ausdruck an. Wenn der Abstand
d(h,F(h)) klein ist, so liegt auch der AttraktorhF nahe beih. Dieses Theorem und Abwandlungen
davon sind die Grundlage für die fraktale Bildcodierung.
Beim Finden eines entsprechenden IFS werden in der Praxis Einschrä kungen bez̈uglich der
geẅahlten Transformationen gemacht.
1.4 Fraktale Codierung am Beispiel
Es soll nun an einem einfachen Beispiel die Funktionsweise eines fraktalen Codierers und Deco-
ders demonstriert werden. Wir gehen von einen diskreten rechteckigen Grauwertbildh der Gr̈oße
N×M aus, wobei zun̈achstM = N gesetzt wird.
1.4.1 Codierung
Partitionierung
Der erste Schritt ist eine vollständige Partitionierung des Originalbildes. Partitionierung bedeutet,




Ri , Ri ∩Rj = /0 für alle i, j
Im einfachsten Fall ist das eine Unterteilung des Bildes in gleichgroße Blöcke einer geẅahlten
Größem×m. Außer dieser Form gibt es noch viele andere Möglichkeiten. Am Ende ist die Wahl
der Partitionierung maßgebend für die Kompressionsrate und auch die Qualität des decodierten
Bildes. Um jedoch die grundlegende Funktionsweise des fraktalen Codierers zu verstehen, genügt
die uniforme Partitionierung. Die BlöckeRi sind die Ranges.
Domainpool
Als nächstes wird ein Domainpool konstruiert. Das ist eine Menge von Domains, die spät r mit
jedem Range verglichen werden. Wir verfolgen Jacquin’s Ansatz und verwenden Domains, die
doppelt so groß sind wie die Ranges. Da in diesem Beispiel alle Ranges die gleiche Größ und
Form besitzen, ist die Generierung des Domainpools recht einfach. Man beginnt in der linken
oberen Ecke bei des Bildes beix=0, y=0 und definiert den Block der Größe 2m×2m als ersten
Domainblock. Nun wird eine Pixelschrittweited festgelegt, im allgemeinen eignet sichd=2. Dann
wird der n̈achste Domainblock beix=2, y=0 definiert und der darauffolgende Block wieder bei
x=4, y=0 und so weiter (siehe Algorithmus 1.1).
Für eine m̈oglichst einfache Handhabung des Größenunterschieds zwischen Range und Do-
main benutzt man das Originalbild mit halbierter Auflösung. Bei Domainschrittweite zwei muß
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Algorithmus 1.1 Initialisierung des Domainpools
for all i mit 0≤ i ≤ N−2m und i mod d= 0 do
for all j mit 0≤ j ≤ N−2m und j mod d= 0 do
• Definiere Domain der Größe 2m×2m an Stelle(i, j).
end for
end for
dann lediglich ein Block der Größe des Ranges auf dem Bild halbierter Auflösung um einen Pixel
bewegt werden.
Domainsuche
Für jeden Range wird nun eine Domain gesucht, welche bei einer affinen Abbildung der Domain
auf den Range einen m̈oglichst kleinen Fehler erzeugt. Als Abbildungen werden diez-kontraktiven
Transformationen aus Abschnitt 1.3 verwendet, bei denen die Kontraktivit¨ t nur bez̈uglich der
Grauwerte betrachtet wird. Dabei wird folgende Vorschrift benutzt:
hrange(x,y) = s·hdomain(x,y)+o.
Dabei entsprichthrange(x,y) dem Grauwert des Ranges an der Stellex,y (innerhalb des Ranges)
undhdomain(x,y) ist der entsprechende Grauwert der Domain. Der Parametersbewirkt eineÄnde-
rung des Kontrastes undo eineÄnderung der Helligkeit.
Es tritt nun das Problem auf, daß zu zwei gegebenen Bildblöcken optimale Parameters undo
bestimmt werden m̈ussen. Eine L̈osung bietet die Methode der kleinsten Quadrate. Hierbei wird
eine Gleichung der Formy = s· x+ o verwendet, um die Grauwerte von Range und Domain in
Beziehung zu setzen. Mit Wertepaaren(x,y) werdens und o derart bestimmt, daß die mittlere
Abweichung (von der Geraden), also der Fehler minimal wird.
Domain D und RangeR besitzenn = m2 Pixel. Seienai die Grauwerte vonR und bi die





minimiert, welcher den quadratischen Fehler bei der linearen Transformation vonD auf R be-

































Desweiteren m̈ussensundo für eine sp̈atere Abspeicherung quantisiert und dequantisiert werden,





mit c= 2sbits−1/smax, wobei sichs im Intervall [−smax,smax) bewegt und auf 2sbits Stufen quantisiert
wird. Im weiteren Verlauf der Arbeit wirdsmax= 1 verwendet. F̈ur o zeigt sich eine Abḧangigkeit
vons, weshalbo folgendermaßen quantisiert wird:
ô =
{
b0.5+(o+ ŝ·255)/ f c · f − ŝ·255 für ŝ> 0







Dabei entsprichtobits ebenfalls der Anzahl der Bits, auf dieo quantisiert wird. Schließlich ergibt
sich der quadratische Fehler:
E(R,D) = 〈R,R〉+ ŝ(ŝ〈D,D〉+2(ô〈D,1〉−〈R,D〉))+ ô(ôn−2〈R,1〉). (1.9)
Es sind nun die Parameter ˆs und ô der affinen Abbildung der Grauwerte der Domain auf die
des Ranges bekannt. Bei der Domainsuche wird fü jeden RangeRi eine Suche im Domainpool
durchgef̈uhrt. Dabei werden alle DomainsD j mit Ri verglichen und die Parameter ˆsi, j und ôi, j
sowie der FehlerEi, j bestimmt. Anschließend wird die Domain mit dem kleinsten Fehler notiert
und die Transformationsparameter fü Ri sind mitŝi , ôi und dem Index (bzw. Position) der Domain
gefunden (siehe Algorithmus 1.2).
Die Summe der quadratischen Fehler aller Ranges wird auch als Collage-Fehler bezeichnet
und kann wie der PSNR zwischen zwei Bildern in dB ausgedrückt werden.
Speicherung
Bei der Abspeicherung werden für jeden RangeRi die Parameter ˆsi , ôi und die Position der opti-
malen Domain abgespeichert. Im vorigen Abschnitt wurden die Werte quantisiert, so daß sie mit
sbits undobits Bits codiert werden k̈onnen. Auch kann der Index bzw. die Position der besten Do-
main entsprechend der Anzahl der verglichenen Domains pro Range mit einer festen Anzahl an
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Algorithmus 1.2 Domainsuche
for all RangesRi do
• Ei ← ∞
for all DomainsD j do
• VergleicheD j mit Ri und bestimme ˆsi, j , ôi, j undEi, j nach (1.7), (1.8) und (1.9)
if Ei, j < Ei then
• ŝi ← ŝi, j ; ŝi ← ŝi, j ; pi ← j




Bits codiert werden. Der fraktale Code setzt sich also zusammen aus den codierten Werten für ŝi ,
ôi und(xd,i ,yd,i).
Bei der Decodierung muß weiterhin bekannt sein, welche Position, Form und Größe jeder
Range im Bild hat. Bei entsprechenden Codierern muß diese Information ebenfalls abgespeichert
werden. In diesem Beispiel ist das jedoch nicht notwendig, weil eine uniforme Partitionierung
verwendet wird.
1.4.2 Decodierung
Bei der Decodierung liegen die bei der Codierung generierten RangesRi vor. Weiterhin sind f̈ur
jedesRi die Werte f̈ur si , oi sowie die Position(xd,i ,yd,i) der Domain bekannt.
Somit sind die Abbildungen bekannt und es kann mit dem iterativen Decodierungsprozeß be-
gonnen werden. Die Abbildung von Domain auf Range funktioniert nun derart, daß die Pixelwerte
der Domain mits undo verrechnet werden und dem entsprechenden Pixelwert des Ranges zuge-
wiesen werden. Dabeïuberlappt die Domain mit anderen Ranges, was bei direkter Anwendung
auf einem Bild zwangsläufig zu Fehlern f̈uhrt. Deshalb werden bei der Decodierung zwei Bilder
benutzt. Von einem werden die Pixelwerte der Domains ausgelesen, auf das andere werden die
Werte f̈ur den Range geschrieben.
Seieng undh zwei Bilder, der Range befinde sich an Position(xr ,yr) und die Domain an der
Stelle(xd,yd). Der Range hat die Größem×m und die Gr̈oße der Domain wird an die Range-
Größe angeglichen. Dann werden die Grauwerte der Domain mits ultipliziert und anschließend
o addiert. Die erhaltenen Grauwerte werden den entsprechenden Pixeln des Ranges zugewiesen
(siehe Algorithmus 1.3).
Dies wird für alle Ranges durchgeführt. Anschließend hat sich das Bildh gëandert und die
erste Iteration ist fertig. F̈ur die n̈achste Iteration muß Bildg aktualisiert werden. Dazu wird der
Inhalt vonh nachg kopiert, und der Prozeß beginnt von neuem für alle Ranges.
Aus Abschnitt 1.3.1 ist bekannt, daß die Transformationen bei mehrfacher Anwendung gegen
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Algorithmus 1.3 Transformation von Domain auf Range
for i=1, . . . , mdo
for j=1, . . . , mdo
• h(xr + i,yr + j)← s·g(xd + i,yd + j)+o
end for
end for
den Attraktor konvergieren. Konvergenz bedeutet dabei immer, daß undendlich viele Iterationen
angewendet werden. In der Praxis geht das natürlich nicht und es muß ein Abbruchkriterium fest-
gelegt werden. Zum einen kann man die Anzahl der Iterationen festlegen, dabei hat sich ein Wert
zwischen 10 und 15 als brauchbar erwiesen. Eine bessere Methode ist, so lange zu iterieren, bis
der Fehler zwischen den Bildernhi undhi−1 kleiner als ein SchwellenwertSwird. Dazu kann die
RMS-Metrik aus dem vorangegangenen Abschnitt verwendet werden. Ist der RMS vonhi undhi−1
kleiner alsS, dann wird die Iteration abgebrochen. Der Prozeß der Decodierung ist in Algorithmus
1.4 zusammengefaßt.
Algorithmus 1.4 Decodierung
• Rekonstruiere RangesRi .
• Lese Werte f̈ur si , oi und(xd,i ,yd,i) ein.
• Initialisiere Bildh mit GrößeN×N mit beliebigem Inhalt.
repeat
• Kopiere Inhalt vonh nachg.
for all RangesRi do
• Wende Algorithmus 1.3 f̈ur Ri mit si , oi und Koordinaten der DomainDi an.
end for
until RMS(h,g) < S.
Im Ergebnis liegt ein Bild vor, welches im allgemeinen vom Originalbild abweichen wird.2
Zwischen beiden Bildern berechnet man den PSNR nach (1.1) und notiert die Kompressionsrate
(Verhältnis der Anzahl der zur Speicherung benötigten Bits des Originalbildes zur Anzahl der zur
Speicherung ben̈otigten Bits f̈ur den fraktalen Code). Kompressionsrate und PSNR geben Aus-
kunft über die G̈ute des fraktalen Codierers.
Die hier beschriebene Methode zur Codierung ist stark vereinfacht und wird nur mäßig gute
Ergebnisse f̈ur das Verḧaltnis von Kompressionsrate zu Rekonstruktionsfehler liefern. Bevor wir
den Algorithmus von CHANG ET AL . [10, 11] behandeln soll die arithmetische Codierung erläutert
werden, die in der weiteren Arbeit als wichtiges Hilfsmittel dient.
2wenn nicht gerade alle Ausdrücke (1.3) gleich 0 werden.


























Abbildung 1.2: Intervallschachtelung bei arithmetischer Codierung mit AlphabetA = {a,b,c},




Die arithmetische Codierung versucht, ein Zeichen mit der optimalen Bitlänge gem̈aß seines Infor-
mationsgehalts abzuspeichern. Dabei wird eine Nachricht durch eine reelle Zahl im Intervall[0,1)
repr̈asentiert. Die Nachricht besteht aus Symbolen, welche aus einem AlphabetA vom Umfangn
entnommen werden. Das Intervall wird dann inn Teilintervalle zerlegt, wobei jedes Teilintervall
einem Symbol entspricht.
1.5.1 Fixes Modell
Seien die Verteilungswahrscheinlichkeiten der Symbole in der Nachricht bekannt. Dann werden
die Längen der Teilintervalle gem̈aß der relativen Wahrscheinlichkeit ihrer Symbole initialisiert.
Diese Wahrscheinlichkeitsverteilung wird auch Modell das arithmetischen Codierers genannt. Zu
Beginn werden die Intervallgrenzen mit[0,1) initialisiert. Nun werden die Symbole der Nach-
richt nacheinander abgearbeitet. Bei jedem Symbol wird ein neues Intervall mit den Grenzen des
korrespondierenden Teilintervalls erzeugt. Dieses Intervall wird wieder entsprechend der Einzel-
wahrscheinlichkeiten unterteilt und so fort. Die Grenzen des Gesamtintervalls rücken somit immer
näher zusammen, dieser Prozeß stellt eine Intervallschachtelung inR dar. Abbildung 1.2 ver-
deutlicht das Prinzip mit einem AlphabetA = {a,b,c}, Symbolwahrscheinlichkeitenp(a) = 0.5,
p(b) = 0.3, p(c) = 0.2 und der Nachricht
”
baac“.
Nach der Verarbeitung des letzten Zeichens liegt das Intervall mit den Grenzen 0.425 und 0.44
vor, in Binärdarstellung entspricht das 0.011011. . . und 0.01110. . . . Zur Darstellung der Nachricht
wird der gebrochene Anteil der kürzesten Zahl in diesem Intervall gewählt, 0111.
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Der Decodiervorgang verläuft analog, es wird mit dem Intervall[0,1) begonnen und die Ein-
zelwahrscheinlichkeiten werden wie in Abbildung 1.2 initialisiert. Die Zahl 0.0111 ist zu deco-
dieren, das entspricht 0.4375 in Dezimaldarstellung. Es gilt 0.2≤ 0.4375< 0.5, deshalb wird als
erstes Symbol
”
b“ decodiert. Nun werden die Intervallgrenzen auf 0.5 und 0.2 und die Grenzen der




Diesen Vorgang kann man unendlich fortführen, deshalb wird ein Abbruchkriterium benötigt.
Eine Möglichkeit ist, einEOF-Symbol an das Ende der Nachricht anzufügen. F̈ur dieses Sym-
bol muß dann auch ein Teilintervall im Modell einbezogen werden. Eine Alternative dazu ist die
Nachrichtenl̈ange zu betrachten, in vielen Fällen ist diese ohnehin bekannt und es muß keinEOF-
Symbol aufgebracht werden.
1.5.2 Adaptives Modell
Der Nachteil des fixen Modells liegt darin, daß die Symbolwahrscheinlichkeiten beim Decodie-
ren bekannt sein m̈ussen. Dies wirkt sich einschränkend auf die Effizienz bei verschiedenartigen
Nachrichten aus. Deshalb wird ein adaptives Modell verwendet. Die Idee dabei ist, zu Beginn al-
le Einzelwahrscheinlichkeiten mit 1/n zu initialisieren, die Teilintervalle sind damit gleichgroß.
Bei der Verarbeitung eines Symbols wird dann die Wahrscheinlichkeit dieses Symbols erhöht, und
die anderen Wahrscheinlichkeiten werden entsprechend vermindert. Das führt dazu, daß sich das
Modell den Ḧaufigkeiten der in der Nachricht vorkommenden Symbole anpaßt.
Bei der Realisierung des adaptiven Modells bedient man sich kumulativer Summen. Beim
Beispiel aus Abbildung 1.2 ẅurde zu Beginn jedes Teilintervall mit dem Anteil 1 initialisiert wer-
den. Die Summe der Anteile entspricht dann 3 und somit istp(a) = p(b) = p(c) = 1/3. Nach
Verarbeitung des ersten Symbols
”
b“ würde der Anteil des entsprechenden Intervalls um eins
erḧoht werden. Die Summe der Anteile entspricht dann 4 und die Wahrscheinlichkeiten sind dann
p(a) = 1/4, p(b) = 2/4 undp(c) = 1/4. Dieser Prozeß wird fortgesetzt, schließlich werden sich
die Einzelwahrscheinlichkeiten der Verteilung der Symbole bezüglich der Daten anpassen.
1.5.3 Kontextbasiertes Modell
Um nicht nur die Ḧaufigkeiten der einzelnen Symbole, sondern auch weitere Zusammenhänge
bei der Abfolge der Symbole ins adaptive Modell einfließen zu lassen, werden kontextbasierte
Modelle verwendet. Beim herkömmlichen Modell wird zum AlphabetA mit n Symbolen eine
MengeP mit n Wahrscheinlichkeiten betrachtet. Beim kontextbasierten Ansatz werdenmMengen
Pi , 1≤ i ≤ m betrachtet und abhängig vom Inhalt der bisher codierten Nachricht wird eine der
Wahrscheinlichkeitsverteilungen ausgewählt.
Zur Veranschaulichung diene folgendes Beispiel: Die Symbolmenge sei wie im vorigen Bei-
spielA= {a,b,c}, in der Nachricht komme oft die Kombination
”
ab“ vor, zum Beispiel
”
ccababab-
cbab“. Der Kontext wird deshalb so modelliert, daß die Wahrscheinlichkeit für das zu codierende
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Symbolsj vom vorangegangenen Symbolsj−1 abḧangig ist, welches hier 3 Zustände annehmen




1 für sj−1 = a
2 für sj−1 = b
3 für sj−1 = c
Beim ersten zu codierenden Symbol existiert kein vorhergehendes Symbol, in diesem Fall wird
einfach der erste Kontext(i = 1) verwendet. Somit kommen folgende Kontexte bei den Symbolen
der Nachricht zum Einsatz:
c c a b a b a b c b a b
1 3 3 1 2 1 2 1 2 3 2 1
Beim herk̈ommlichen adaptiven Modell ẅurde jedes Symbol in der Nachricht ein und die
selbe Wahrscheinlichkeitstabelle beeinflussen. Hingegen wird beim kontextbasierten Ansatz bei
der Codierung des dritten Symbols
”
a“ eine andere Tabelle als bei der Codierung des fünften
Symbols, ebenfalls
”
a“, verwendet. Diese Wahrscheinlichkeitstabellen beeinflussen sich bei der
Aktualisierung des Modells gegenseitig nicht. Die einzige Gemeinsamkeit sind die Grenzen des




ccabababcbab“ führt eine Codierung mit adaptivem Modell und ohne
Kontextmodellierung zur Ausgabe von
001001111010010111011.
Die Anwendung des kontextbasierten adaptiven Modells führt zur 3 Bit k̈urzeren Ausgabe von
000110100111100111.
Die kontextbasierte arithmetische Codierung stellt ein nützliches Hilfsmittel zur verlustfreien
Speicherung von Informationen dar. Durch die Wahl der Symbole und verschiedene Kontextmo-
delle k̈onnen verschiedene Eigenschaften der Daten ausgenutzt werden. Letztlich ist die Wahl die-
ser Parameter für die Codierungsleistung entscheidend. Für eine umfassendere Behandlung und
weiterführende Literatur zum Thema arithmetische Codierung sei auf [1, 30, 37, 47] verwiesen.
Kapitel 2
Das Verfahren
In diesem Kapitel soll es um zwei Arbeiten von CHANG ET AL . [10, 11] gehen, in denen der glei-
che Ansatz der Quadtree-basierten Regionen-Merging-Strategie in Anwendung auf die fraktale
Bildkompression behandelt wird. Die Idee dahinter ist wie folgt: Anstatt einer uniformen Partiti-
on wie aus Abschnitt 1.4 verwendet man Regionen, die aus Quadtree-Blöcken zusammengesetzt
werden und sich dem Inhalt des Bildes in hohem Maße anpassen. Eine Quadtree-Zerlegung erfolgt
derart, daß ein Bildblock der Größen×n mit Hilfe eines Entscheidungskriteriums in vier gleich-
große Teilbl̈ocke unterteilt werden kann. Es wird mit einer uniformen Zerlegung des Bildes aus
größtm̈oglichen Bl̈ocken begonnen, auf welche die Unterteilungsoperationen rekursiv angewen-
det werden. Das Quadtree-zerlegte Bild ist daher in quadratische Blöcke unterschiedlicher Größe
unterteilt, die dieser Unterteilungsordnung gerecht werden.
Im Anschluss an die Quadtree-Zerlegung wird eine Merging-Prozedur angewendet, die die
Quadtree-Grundblöcke geeignet zu Regionen zusammenfaßt und somit die Anzahl der Ranges
verringert. Das f̈uhrt einerseits zur Erḧohung der Kompressionsrate, andererseits ist das Zusam-
menfassen von Blöcken mit einem Anstieg im Collage-Fehler und damit auch Rekonstruktions-
fehler verbunden. Die Blöcke werden deshalb so zusammengefaßt, daß dieser Anstieg im Fehler
minimal wird.
Bei der Abspeicherung des fraktalen Codes werden schließlich für jeden Range die Parameter
der Transformationen abgespeichert. Außerdem müssen die Formen der Ranges codiert werden,
weil diese f̈ur eine Decodierung des Bildes bekannt sein müssen. In [10, 11] wird eine Methode
zur Abspeicherung solcher Partitionen vorgestellt, die gleich behandelt werden wird.
Diese Strategie der Konstruktion hochadaptiver Partitionen kann als split-and-merge Methode
aufgefaßt werden, bei der das Bild zuerst in Grundblöcke unterteilt wird (split), welche danach
geeignet zusammengefaßt werden (merge). In der Literatur wurde dieser Ansatz bereits mit uni-
formen Grundbl̈ocken behandelt [22, 43], und es wurden Methoden zur effizienten Abspeicherung
der Partitionsinformation vorgestellt, mit denen in Verbindung mit arithmetischer Codierung be-
reits sehr gute Ergebnisse erzielt wurden.
Der Unterschied in [10, 11] ist, daß beim Merging nicht mit einer uniformen Grundpartition,
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sondern mit einer Quadtree-Partition begonnen wird. Der vorhergesagte Vorteil dieses Ansatzes
besteht darin, daß bei der Quadtree-Zerlegung aufgrund der unterschiedlichen Größe de Grund-
blöcke die Formen der Regionen nach dem Merging-Prozeß eine größeren Anteil von geraden
Linien aufweisen. Das hat wiederum Vorteile in Hinblick auf weitere Kompression. Bei geeigne-
tem Verfahren f̈ur die Partitionscodierung ließen sich Partitionen dieser Art effizienter codieren.
Wir werden nun genauer auf den Algorithmus eingehen und jeden Schritt erläu ern, beginnend
mit der Konstruktion der Domainpools,über die verwendete Methode der Quadtree-Zerlegung und
dem darauffolgenden Regionen-Merging-Schema, bis hin zum Verfahren zur Abspeicherung der
Partitionsinformation. Schließlich folgen Testergebnisse und eine Zusammenfassung.
2.1 Domainpool und Koeffizienten
Wie in Abschnitt 1.4.1 erl̈autert, bilden Partitionsinformation und Parameter der affinen Transfor-
mationen den fraktalen Code. In diesem Abschnitt soll es um die Art der in [10, 11] verwendeten
Domainpools und die Transformationsparameter gehen.
2.1.1 Aufbau der Domainpools
Der Domainpool f̈ur einen RangeRwird wie folgt konstruiert:Rbesitzt die Gr̈oßer×r. Es wird ein
rechteckiger Bereich der Größe(L ·dh+2r)×(L ·dv+2r) definiert, der̈uber dem RangeRzentriert
wird (siehe Abbildung 2.1). Innerhalb dieses Quadrats werden Domains der Größe 2r×2r definiert,
welche mit einer Schrittweitedh unddv horizontal und vertikal durch das Bild bewegt werden. Für
R werden somitL2 Domains f̈ur die Suche zur Verfügung gestellt, welche relativ zum Range
adressiert werden. Diex- bzw. y-Koordinate entspricht also einer ganzen Zahl zwischen 0 und
L−1. Für die Abspeicherung der Position der Domain werden insgesamt 2log2L Bits ben̈otigt.
Diese Herangehensweise ist sehr sinnvoll, denn aus der Literatur [6, 7] ist bekannt, daß op-
timale Domains bevorzugt in der Nähe des Ranges liegen. Deshalb wird der Suchraum auf eine
Umgebung um den Range begrenzt um Bits bei der Abspeicherung der Koordinaten zu sparen.
Mit dem erl̈auterten Schema ist es einerseits möglich, kleine, lokale Domainpools zu konstruie-
ren. Andererseits kannL auch so geẅahlt werden, daß Domains̈uber das gesamte Bild verteilt
betrachtet werden. Der zeitliche Codieraufwand ist bei kleinen Domainpools deutlich geringer
als bei großen Pools, allerdings liefern größere Domainpools in der Regel bessere Qualität des
rekonstruierten Bildes.
Einen weiteren Vorteil bietet diese Art von Domainpools im Zusammenhang mit arithmeti-
scher Codierung. Durch die Konzentration der Domainsüber dem Range ergibt sich eine Vertei-
lung von Koordinaten, wie in Abbildung 2.1b zu sehen ist. Man kann diex− undy−Koordinaten
als Symbole auffassen und den Stream der Koordinaten damit arithmetisch codieren. Im allgemei-
nen wird man auf diese Weise Bits einsparen.
Wie in Abschnitt 1.5 erl̈autert, paßt sich der arithmetische Codierer der Wahrscheinlichkeits-
verteilung der Symbole in der Nachricht an. In [11] wird versucht, noch weitere Bits zu sparen,












Abbildung 2.1: Aufbau des Domainpools für einen Range, es werden insgesamtL2 Domains be-
trachtet.
indem zu Beginn die Intervalle mit einer Verteilung wie in Abbildung 2.2a initialisiert werden. Der
Codierer muß sich also nicht erst auf die Verteilung der Daten
”
einschwingen“. Geeigneter Weise
werden dazu die Verteilungen für viele Trainingsbilder errechnet und gemittelt. Die resultierende
Verteilung wird verwendet, um den arithmetischen Codierer zu initialisieren. Es kann bereits jetzt
vorweg genommen werden, daß die Verteilungen für verschiedene Bilder Abweichungen zeigen.
Bei Experimenten wurde beobachtet, daß diese Vorinitialisierung in einigen Fällen wenige Bits
sparen kann, in anderen Fällen aber zu leicht ḧoherem Codieraufwand führt. Deshalb werden wir
diese Methode der Vorinitialisierung des arithmetischen Codierers im Sinne der Verifizierung nur
im Rahmen dieses Kapitels verwenden und in späteren Betrachtungen darauf verzichten.
2.1.2 Koeffizienten
Als nächstes geht es um die Abspeicherung der Transformationsparametersi undoi . Bei der Suche
nach der optimalen Domain für jeden RangeRi wurdensi und oi bereits so quantisiert, daß sie
mit einer festen Anzahl an Bits codiert werden können. Die Verteilungen beider Größen zeigen
Abhängigkeiten, wie in Abbildung 2.2b und c zu sehen. Hier eignet sich wieder die arithmetische
Codierung, wie schon bei den Domainkoordinaten.
Genau wie im vorangegangen Abschnitt wird (zumindest in diesem Kapitel) für die arithmeti-
sche Codierung vonsi undoi das Modell entsprechend der Verteilung der Werte vorinitialisiert. Es
muß wieder eine repräsentative Verteilung gefunden werden. Das geschieht durch Versuche mit
einer Zahl von Testbildern und Mittelung der erhaltenen Verteilungen.
Das Modell des arithmetischen Codierers wird nun derart angelegt, daß jeder mögliche Wert
als Symbol aufgefaßt wird. Die Werte für si undoi werden wie die Werte für die Koordinaten der
Domainxi undyi in getrennten Streams codiert, und auch die Modelle werden getrennt verwaltet.
Neben den ParameternL, dh unddv kommen die Anzahl der verwendeten Bits für die Quanti-






































































Abbildung 2.2: (a) Verteilung derx-Koordinaten der optimalen Domains für 1000 Ranges und
L = 16, beix = 8 bzw. y = 8 liegen die Domains̈uber dem Range zentriert; (b) Verteilung der
codierten Werte f̈ur s, es wurden log216= 4 Bits für die Codierung verwendet; (c) Verteilung der
Werte f̈ur o, sie wurden entsprechend mit 6 Bits codiert.
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sierung vonsi undoi als neue Parameter hinzu, diese bezeichnen wir kurz mitsundo. Im Hinblick
auf die Domainschrittweiten verwenden wir, wie in [11], die gleiche Schrittweite für horizontale
und vertikale Schritte, es gelte alsodh = dv = d.
2.2 Quadtree-Zerlegung
Nachdem der Aufbau der Domainpools und die Art der Codierung der Koeffizienten behandelt
wurde, soll es nun um den eigentlichen Prozeß der Partitionierung gehen. Der erste Schritt ist eine
Quadtree-Zerlegung, die nun erläutert werden soll.
2.2.1 Aufbau und Codierung
Quadtree-Dekomposition ist ein Verfahren zur Partitionierung eines Bildes in verschieden große
Teilblöcke. Das Prinzip beruht darauf, daß ein quadratischer Block nach einem Kriterium in vier
gleichgroße Teilbl̈ocke unterteilt wird. Diese Teilblöcke sind dann wieder Kandidaten für weitere
Unterteilungen, und so weiter.
Das Kriterium, an dem entschieden wird, ob ein Block unterteilt wird oder nicht, kann auf
verschiedene Art und Weise formuliert werden. Generell muß so unterteilt werden, daß die nach
der Zerlegung̈ubrigen Bl̈ocke g̈unstig verarbeitet werden können. Bei der fraktalen Bildcodierung
heißt das, daß für diese Bl̈ocke Domains existieren, die einen möglichst kleinen Collage-Fehler
erzeugen. Das ist meistens für Blöcke mit wenig Struktur der Fall. Die Quadtree-Zerlegung wird
deshalb eine Unterteilung liefern, bei der flächige Bereiche mit großen Blöcken, und texturierte,
detailreiche Bereiche im Bild mit kleineren Blöcken versehen sind.
Abbildung 2.3a verdeutlicht das Prinzip. Es wird mit einem Startblock begonnen, der das ge-
samte Bild abdeckt. Der Block wird in vier gleichgroße Teilblöcke unterteilt, welche ihrerseits
wieder unterteilt werden k̈onnen oder unverändert bleiben. Diese Vorgehensweise nennt man Top-
Down-Zerlegung, denn von einem Block ausgehend wird
”
von oben nach unten“ immer tiefer
verzweigt. Ein alternativer Ansatz ist die Bottom-Up-Methode, hier beginnt man mit der feinst
möglichen Unterteilung und entscheidet dann schrittweise, ob vier Nachbarblöcke zusammen-
gefaßt werden k̈onnen. Das geschieht jedoch nicht wahlweise, sondern immer im Sinne des der
Top-Down-Zerlegung entsprechenden Baumes (vergleiche Abbildung 2.3d).
Die Codierung des Quadtrees erfolgt auf die gleiche Weise wie die Generierung. Man bedient
sich des Top-Down-Prinzips und codiert abh¨ ngig davon, ob verzweigt wird oder nicht, eine 1
oder 0. Es gibt zwei M̈oglichkeiten, den Baum, wie in Abbildung 2.3d gezeigt, abzulaufen. Bei
der ersten Methode wird der Baum der Tiefe nach abgefahren. Das heißt man codiert den ersten
Knoten, als n̈achstes ẅurde der erste Tochterknoten codiert werden und dann wieder dessen erster
Tochterknoten, und so weiter. Ist man an einem Blatt des Baumes angelangt geht man Schritte
zurück, um den n̈achsten Tochterknoten zu codieren und so fort. Diese Methode wird auch als






Abbildung 2.3: (a) Zerlegung nach Top-Down-Methode: Es wird mit einem Startblock begonnen,
die Blöcke werden rekursiv unterteilt; (b) Quadtree-Unterteilungsordnung; (c) Zerlegung nach
Bottom-Up-Methode; es wird mit einer uniformen Partitionierung begonnen und die Blöcke wer-
den schrittweise zusammengefaßt; (d) zugehöriger Graph.
Quadtree-Code aus Abbildung 2.3 würde folgendermaßen lauten:
1001001000010000100100000,
wobei die Bl̈ocke auf einer Ebene nach der in Abbildung 2.3b gezeigten Reihenfolge abgearbeitet
werden.
Die Alternative dazu ist die Breadth-First-Methode. Dabei werden, wie der Name schon sagt,
zuerst alle Knoten einer Stufe codiert und danach die Knoten der nächst tieferen Stufe und so
weiter. Der zugeḧorige Quadtree-Code lautet dann
1001100110010000000000000.
Beide Methoden f̈uhren zur gleichen Anzahl benötigter Bits. In der Praxis legt man noch Gren-
zen f̈ur die Tiefe des Quadtrees fest. Im Beispiel aus Abbildung 2.3 eignen sich 1 als minimale
Tiefe und 3 als maximale Tiefe. In diesem Falle muß die Unterteilungsinformation des ersten
Knotens nicht codiert werden, weil ohnehin bekannt ist, daß an dieser Stelle verzweigt werden
muß. Ebenso ist bekannt, wann die maximale Tiefe erreicht ist. In diesem Fall müssen die ab-







2.2.2 Quadtree-Zerlegung nach Shusterman und Feder
Nach dieser Einf̈uhrung kommen wir nun zum Verfahren von SHUSTERMAN UND FEDER [39],
auf welches in den zu untersuchenden Arbeiten [10, 11] verwiesen wird. Es handelt sich um eine
Methode, die zu einem Bild einen Quadtree mit Hilfe von Varianzbetrachtung erzeugt.
Es wird von einem Grauwertbildh der Gr̈oße sei 2n×2n ausgegangen. In [39] wird zunächst
eine
”
Auflösungspyramide“ erzeugt, die das Bild in verschiedenen Größen darstellt. Die erste Ebe-
ne stellt das Originalbild in seiner ursprünglichen Aufl̈osung dar. Bei der n̈achsten Eben werden
die Werte von vier Pixeln addiert und gemittelt:







hi−1(2k+ j,2l +m) (2.1)
Dabei indizierti das(i +1)-te Bild in der Pyramide, welches durch Downsampling (um Faktor
2 in x und y) aus dem vorangegangenen Bild entstanden ist. Die Spitze der Pyramide wird mit
einem Bild erreicht, welches nur einen Pixel mit dem Mittelwertüber alle Grauwerte besitzt.
Die Quadtree-Zerlegung erfolgt nun nach Bottom-Up-Methode, das heißt das Bild wird zuerst
in kleinste Bl̈ocke unterteilt, und vier benachbarte Blöcke werden Schrittweise zusammengefaßt.
Dabei bedient man sich der Auflösungspyramide. Vier im Quadrat angeordnete Blöcke in einem
Bild korrespondieren zu einem Block im nächstḧoheren Bild. Das Entscheidungskriterium, wel-





|hi(k, l)−hi−1(2k+ j,2l +m)| ≤ Ti
)
. (2.2)
Es werden also vier Pixel und das zugehörige Pixel des n̈achstḧoheren Bildes in der Pyramide
betrachtet. Ist der Betrag der Differenz eines jeden dieser Pixelwerte zum gemeinsamen Pixelwert
kleiner oder gleich einer Fehlerschwelle, dann werden die vier Blöcke in der Quadtree-Struktur
zusammengefaßt.
Mit Hilfe dieses Kriteriums orientiert sich die Zerlegung am Detailreichtum der betreffenden
Bildregion. Wenn ein Bildbereich nur sehr wenig Texturinformation enthält, oder sogar nur einen
Grauwert annimmt, dann werden die Differenzen immer nahe Null liegen und (2.2) würde erf̈ullt
werden. Im Gegensatz dazu werden sich die Grauwerte starkändern, wenn ein Bereich viel Tex-
turinformation entḧalt. Dann werden die Beträge der Differenzen groß und die entsprechenden
Blöcke ẅurden nicht zusammengefaßt werden.
Die Fehlerschwelle in (2.2) gestaltet sich abh¨ ngig von der Tiefe im Quadtree:
Ti = 21−iT1 für 2≤ i ≤ n (2.3)
T1 ist die Fehlerschwelle, die beim̈Ubergang von der ersten zur zweiten Stufe in der Pyramide
verwendet wird. Bei allen weiteren Schritten wird der Wert jeweils halbiert. Allgemein kann man
schreiben:
Ti = k1−iT1 für 2≤ i ≤ n , k∈ R, (2.4)
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undk ist ein frei ẅahlbarer Parameter. In [39] ist in der Art der Abspeicherung der Grauwerte für
das Bild begr̈undet, daß mitk = 2 optimale Ergebnisse erzielt werden. Das kann jedoch für unsere
Anwendungszwecke wieder völlig anders sein. Wir werden deshalbk wählbar lassen und somit
ergeben sich f̈ur die Quadtree-Zerlegung zwei frei wählbare Parameter:T1 undk.
Zusammenfassend ist die Methode der Quadtree-Zerlegung nach SHUSTERMAN UND FEDER
[39] in Algorithmus 2.1 dargestellt.
Algorithmus 2.1 Quadtree-Zerlegung nach Bottom-Up-Methode aus [39]
Eingabe: 2n×2n Bild, SchwellenwertT1.
• i← 1 ; N← 2n−1.
repeat
for k, l = 0, . . . ,N−1 do
if for j,m= 0,1 all hi−1(2k+ j,2l +m) korrespondieren mit Blätternthen
• Berechnehi(k, l) nach (2.1).
if Test nach (2.2) Truethen
• Der zuhi(k, l) korrespondierende Block ist ein Blatt.
else




• N← N2 ; i← i +1; Ti ←
Ti−1
2 .
until es wurden keine neue Blätter erzeugt.
2.2.3 Verwendetes Quadtree-Schema
In [10] wird zun̈achst angegeben, daß das Verfahren von SHUSTERMAN UND FEDER [39] ver-
wendet wird, um einen Quadtree zu erzeugen. In der später erschienenen Arbeit [11] wurden de-
tailliertere Informationen gegeben und es wird gesagt, daß eine auf den Collage-Fehler basierende
Top-Down-Zerlegung f̈ur die Erzeugung des Quadtrees verwendet wird.
Der Aufbau des Quadtrees ist also mit einer Domainsuche verbunden. Für einen Quadtree-
Block q wird eine optimale Domain gesucht. Ist der Fehler kleiner als ein SchwellenwertTi , dann
wird der Block als Blatt erkl̈art und es findet keine weitere Unterteilung statt. Ist der Fehler größer
als Ti , dann wird der Block in vier gleichgroße Blöcke unterteilt und die Suche wird mit diesen
Blöcken fortgesetzt.
Die Verbindung zur Arbeit von SHUSTERMAN UND FEDER [39] besteht darin, daß beim Ent-
scheidungskriterium ebenfalls ein adaptiver Schwellenwert verwendet wird,Ti wird von der Gr̈oße
des augenblicklichen Blocks abhängig gemacht. F̈ur die gr̈oßtm̈oglichen Quadtree-Blöcke wird
der SchwellenwertT1 verwendet und mit fortschreitender Tiefe im Quadtree wird dieser Wert
2.2. QUADTREE-ZERLEGUNG 26
ver̈andert. Zu beachten ist, daß durch die Top-Down-Zerlegung die Reihenfolge der Schwellen-
werteTi umgedreht wird. Bei Verzweigung wirdTi mit k multipliziert, es gilt also:
Ti = k ·Ti−1 bzw. Ti = ki−1T1 für 2≤ i ≤ n. (2.5)
In [10, 11] ist weiterhin, genau wie in [39], ein Wert vonk = 2 als optimal vorausgesagt. Der
rekursive Teil des Verfahrens ist in Algorithmus 2.2 zu sehen.
Algorithmus 2.2 Rekursiver Teil der Quadtree-Zerlegung mit Domainsuche
Eingabe: Koordinaten und Gr̈oße des Quadtree-Blocksqi : xi ,yi ,bi ,hi , SchwellenwertT
• Suche Domain f̈ur qi und notiere Collage-FehlerEi
if Ei < T then
• qi ist Blatt.
• return.
else
• qi ist Knoten.
• Unterteileqi in 4 gleichgroße Teilbl̈ocke.
• Notiere Koordinaten und Größenx j ,y j ,b j ,h j , j ∈ {0,1,2,3}.
for j = 0, . . . ,3do
• Rufe Algorithmus mitx j ,y j ,b j ,h j undk ·T auf.
end for
end if
Die Beschreibung der Methode der Quadtree-Zerlegung ist damit abgeschlossen, als weitere
Parameter f̈ur den Codierungsprozeß kommenT1, k und die minimale und maximale Breite der
erlaubten Quadtree-Blöckeqmin, qmaxhinzu. Wenn im weiteren Verlauf von einem”
a-b Quadtree“
die Rede ist, dann ist stets ein Quadtree mitqmin = a undqmax= b gemeint.
2.2.4 Variable Blockgrößen
In Abschnitt 2.2.2 wurde von einem Bild der Größe 2n×2n (n∈ N) und von Quadtree-Blöcken
der Gr̈oße 2mi ×2mi (m, i ∈ N) ausgegangen. Bei der Unterteilungsordnung im Quadtree wird ein
Block in vier gleichgroße Teilblöcke zerlegt. Um den Quadtree vollständig in das Bild einzupas-
sen, m̈ussen f̈ur die BildbreiteM und HöheN folgende Beziehungen gelten:
M = 2mqmin für einm∈ N
N = 2nqmin für einn∈ N.
Es ist von Interesse, Quadtrees konstruieren zu können, die dieser Bedingung nicht entspre-
chen (z.B. Erzeugung eines 5-20 Quadtrees in einem 512×512 Bild). Jedoch soll die Bedingung
erhalten bleiben, daß bei jeder Unterteilung der entsprechende Block genau in vier gleichgroße
Teilblöcke zerlegt wird.
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Die Lösung besteht darin, bei einem gegebenen Bild immer die Quadtree-Größe zu ẅahlen,
die in Breite und Ḧohe gleich oder gr̈oßer als die Breite und Ḧohe des Bildes sind. Abbildung
2.4 zeigt ein Beispiel dafür. Es ist ein 12×96 Quadtree in ein 512×512 Bild einzupassen. In (a)
ist der entsprechende Freiraum zu sehen, wenn der Quadtree zu klein gewählt wird. Die kleinsten
Blöcke sind 12×12 Pixel groß. Der gr̈oßte Quadtree, der in das Bild hinein paßt, hat daher eine
Ausdehnung von 384×384 Pixeln.
Abbildung (b) zeigt den n̈achstgr̈oßeren Quadtree, er ist doppelt so breit und hoch wie der
Quadtree aus (a). Die Zerlegung erfolgt, wie im letzten Abschnitt beschrieben, nach Top-Down-
Methode. Das heißt zu Beginn existieren große Blöcke, die am rechten und unteren Rand des
Bildes herausragen. Für diese Bl̈ocke wird genau wie f̈ur alle anderen Blöcke eine Domainsuche
durchgef̈uhrt, wobei die Gr̈oße des Blocks für die Suche so verändert wird, daß er in das Bild
hineinpaßt. Soll nach der Domainsuche eine Unterteilung stattfinden, dann wird der Block auf
seine urspr̈ungliche Gr̈oße gesetzt und in vier gleichgroße Teilblöcke zerlegt.
Mit Bl öcken, die immer noch (mindestens zum Teil) im Bild liegen, wird auf diese Weise wei-
terverfahren. Bl̈ocke, die vollsẗandig außerhalb des Bildes liegen, werden nicht weiter behandelt.
Dafür werden ebenfalls keine Bits für den Quadtree-Code investiert.
Nach abgeschlossener Zerlegung ergibt sich ein Quadtree wie in Abbildung 2.4c zu sehen.
Mit dieser Methode ist es auf einfache Weise möglich, Quadtrees in beliebige rechteckige Bilder







Abbildung 2.4: Konstruktion eines 12-96 Quadtrees beim 512×512 Lenna-Bild; (a) Gesamtgröße
des Quadtrees in 2er Potenz der minimalen Blockbreite- bzw. Höhe; (b) Betrachtung des Quadtrees
mit doppelter Breite und Ḧohe von (a); (c)̈uberstehenden Blöcke werden abgeschnitten.
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2.3 Zusammenfassen zu Regionen
Nach der Quadtree-Zerlegung liegt eine Menge von rechteckigen Blöcken vor, die entsprechend
der Stufen des Quadtrees verschieden groß sind. Die Zerlegung selbst wurde durch Domainsuche
erzeugt. In Bereichen, wo das Bild wenig Struktur aufweist, wird die Zerlegung große Blöcke
liefern. Hingegen werden in Bereichen mit viel Texturinformation kleinere Blöcke erzeugt werden.
Die Zerlegung nach dem Quadtree-Schema paßt sich also dem Inhalt des Bildes an und stellt damit
einen adaptiven Prozeß dar.
Jedoch wirkt sich die Tatsache, daß nur quadratische Blöcke m̈oglich sind, einschr̈ankend auf
die Adaptiviẗat der Partition aus. Deshalb werden nicht nur einzelne Quadtree-Blöcke, sondern
Gruppen von zusammenhängenden Bl̈ocken betrachtet. Diese Gruppen werden Regionen genannt,
wir definieren sie wie folgt:
Definition 2.1: Sei h ein Bild bez̈uglich I. Zwei Pixel p1 und p2 der Menge I heißen4-benachbart
genau dann wenn sich genau eine Koordinate von p1 von der korrespondierenden Koordinate von
p2 um 1 unterscheidet.
p1 = (x1,y1), p2 = (x2,y2) ∈ Z2 , p1 6= p2 , |x2−x1|+ |y2−y1|= 1
Definition 2.2: Sei h ein Bild bez̈uglich I. EineRegionR ist eine Menge von Pixeln aus I, bei der
für jeden Pixel pi aus R mindestens ein Pixel pj aus R existiert, der zu pi 4-benachbart ist.
Definition 2.3: Zwei Regionen Ri und Rj mit Ri ∩Rj = /0 liegenbenachbartbzw.angrenzend,
falls mindestens ein Pixel-Paar (pi , pj ) mit pi ∈ Ri und pj ∈ Rj existiert, bei dem pi und pj 4-
benachbart sind.
2.3.1 Brute Force Merging-Schema
Werden zwei angrenzende Quadtree-Blöckeq1 und q2 betrachtet, dann ẅurden bei einer Codie-
rung für jeden der beiden Blöcke die Parameter der Transformation (s1,o1,s2,o2) sowie die Po-
sition der besten Domain abgespeichert werden (x1,y1,x2,y2). Würden beide Bl̈ocke zusammen-
geschlossen, m̈ussten nur noch für die resultierende Region die entsprechenden Parameter abge-
speichert werden. Der Collage-Fehler wird sich durch den Zusammenschluß erhöhen, wenn nicht
gerade die besten Domains der beiden Teilblöcke genau wie die Teilblöcke selbst aneinander an-
grenzen. Aber im Vergleich von Codierungsgewinn zu Qualitätsverlust wird das Zusammenfassen
der Blöcke vorzuziehen sein.
Es m̈ussen nun diejenigen einander angrenzenden Blöcke gefunden werden, die zusammenge-
faßt den geringsten Anstieg im Collage-Fehler erzeugen. Dazu geht man wie folgt vor: Zu Beginn
werden alle Quadtree-Blöcke qi als Region initialisiert und in einer ListeLR organisiert (siehe
Algorithmus 2.3). Diese ListeLR entḧalt die augenblickliche Konfiguration, also die Menge der
Regionen, die die Partition tatsächlich entḧalt. Als n̈achstes werden alle m̈oglichen Regionenpaa-
re gebildet, das heißt für jede RegionRi werden alle angrenzenden RegionenRj gesucht und eine
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Algorithmus 2.3 Initialisierung der Regionen
• Initialisiere leere Liste von RegionenLR.
for all Quadtree-Bl̈ockeqi do
• Initialisiere RegionRi ← qi und fügeRi in LR ein.
end for
neue RegionRM ← (Ri ,Rj) definiert, wobei kein Paar mehrfach notiert wird. Genau genommen
entsteht die neue RegionRM durch Vereinigung der MengenRi und Rj : RM = Ri ∪Rj , so daß
sich diese Notation besser zur Beschreibung vonRM eignet. Wir werden jedoch die Paarnotation
(Ri ,Rj) vorziehen, weil im weiteren Verlauf der Begriff des Paares eine Rolle spielt und eine durch
Vereinigung entstandene Menge ist kein Paar. Wenn also vonRM← (Ri ,Rj) die Rede ist, dann ist
mit (Ri ,Rj) das Paar und mitRM die RegionRM = Ri ∪Rj gemeint. Weiterhin sind die Paare als
nichtgeordnetanzusehen,(Ri ,Rj) ist also das Gleiche wie(Rj ,Ri).
Nach der Abarbeitung aller Regionen erhält man eine ListeLK aller möglichen benachbarten
Regionenpaare und folglich auch eine Liste aller Möglichkeiten, zwei Regionen zusammenzufas-
sen. Abbildung 2.5 zeigt ein Szenario mit einer Zahl von Quadtree-Blöcken und alle m̈oglichen
Paare. Wir bezeichnen diese möglichen Paare alsKandidaten.
Als nächstes muß geklärt werden, wie der Fehler für ein Regionenpaar aussieht. Bei einer
Domainsuche werden zunächst die quadratischen Fehler ermittelt. Bei einem PaarRM ← (Ri ,Rj)
liegen alsoERM , ERi undERj als quadratische Fehler für die entsprechenden Blöcke vor. Der beim
Zusammenfassen vonRi undRj entstehende Anstieg im Collage-Fehler fü das gesamte Bild er-
rechnet sich dann aus:
∆ECollage,RM = ∆ERM = ERM −ERi −ERj . (2.6)
Dieser Wert muß f̈ur jedes Paar ausLK bestimmt werden. Deshalb wird bei der Auflistung aller
Paare f̈ur jedesRM eine Domainsuche durchgeführt, wobei der der quadratische Fehler und der
Anstieg im Collage-Fehler notiert wird. Der gesamte Prozeß für die Auflistung aller m̈oglichen
Paare ist nocheinmal in Algorithmus 2.4 dargestellt.
Es existiert nun f̈ur jeden KandidatenRM eine optimale Domain mit einem FehlerERM und
dem Anstieg im Collage-Fehler∆ERM . Es wird einen Kandidaten geben, welcher den geringsten
Anstieg im Collage-Fehler erzeugt. Dieses Regionenpaar wird nun tatsächlich zusammengeführt,
es wird somit ein neuer Range gebildet, der aus zwei anderen hervorgegangen ist. Die Regionen
Ri und Rj werden ausLR entfernt undRM wird in LR eingef̈ugt. Die Gesamtzahl an Ranges hat
sich um eins vermindert.
Es sollen nun noch weitere Regionen zusammengefaßt werden. Deshalb müssen diejenigen
Kandidaten, die mit wenigstens einer der beiden gerade zusammengeführten Regionen in Ver-
bindung standen, aktualisiert werden. Abbildung 2.6 zeigt ein entsprechendes Szenario. Es sind
RegionenA-G zu sehen,A undB wurden zusammengefügt und bilden die RegionM. Bei der Ak-
tualisierung m̈ussen nun die Kandidaten der angrenzenden Regionen, die mitA oderB in Verbin-
dung standen aufgrund ihrer Ungültigkeit entfernt werden. Das sind(A,C), (B,C), (B,D), (B,E),
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Abbildung 2.5: Initialisierung der Merging-Prozedur, jeder Quadtree-Block wird als Region aufge-
faßt. Alle Möglichkeiten, bei denen zwei Regionen einander angrenzend liegen, werden als neues
Regionenpaar notiert. Jeder Doppelpfeil steht für ein gebildetes Paar.
Algorithmus 2.4 Auflistung aller m̈oglichen Regionenpaare
• Initialisiere leere Liste von KandidatenLK
for all RegionenRi ausLR do
for all RegionenRj ausLR, Ri 6= Rj do
if Ri ,Rj liegen angrenzendthen
• Initialisiere Kandidat:RM← (Ri ,Rj).
if RM 6∈ LK then
• Führe Domainsuche für RM durch, notiereERM und∆ERM .





(B,F) und(A,G). Als nächstes m̈ussen neue Paare mit der neuen RegionM gebildet werden, das
sind (M,C), (M,D), (M,E), (M,F) und (M,G). Für diese Paare muß wieder eine Domainsuche
durchgef̈uhrt werden, um den Anstieg im Collage-Fehler zu ermitteln. Alle anderen Kandidaten in
LK waren am Prozeß des Zusammenfügens nicht beteiligt, sie sind immer noch gültig und somit
auch ihre optimalen Domains und Transformationsparameter.
Nach der Aktualisierung kann wieder das Regionenpaar, welches den kleinsten Anstieg im
Collage-Fehler erzeugt, zusammengeführt werden. Geeigneterweise wird die ListeLK der Kandi-
daten so geordnet, daß bei jederÄnderung die Elemente entsprechend ihres Anstiegs im Collage-
Fehler aufsteigend sortiert sind. Das Regionenpaar, welches den kleinsten Collage-Fehler erzeugt,
steht an erster Stelle. Bei jedem Schritt wird lediglich das erste Element ausLK betrachtet und
entfernt. Bei den entsprechenden Sortier- und Suchalgorithmen verwenden wir die vorimplemen-








Abbildung 2.6: RegionenA und B wurden zuM← (A,B) zusammengeführt. Daraufhin m̈ussen
die Paare(A,C), (B,C), (B,D), (B,E), (B,F) und(A,G) entfernt und neue Paare(M,C), (M,D),
(M,E), (M,F) und(M,G) erzeugt werden.
tierten Funktionen der Standard Template Library (STL) [40].
Es gibt mehrere M̈oglichkeiten, ein Abbruchkriterium für den Merging-Prozeß festzulegen.
Zunächst kann der gesamte Collage-Fehler betrachtet werden, der im allgemeinen mit jedem zu-
sammengefaßten Paar ansteigt. Wird dieser Fehler größer als ein bestimmter Schwellenwert, dann
werden keine weiteren Regionen verarbeitet und die endgültige Partition ist erreicht. In [10] wird
die Aussage gemacht, daß dieser Schwellenwert als Voraussage für d n PSNR-Fehler des rekon-
struierten Bildes verwendet werden kann. Dieser soll immer in[N−1,N] liegen.
Eine Alternative ist die Gesamtanzahl der verbleibenden Ranges als Abbruchschwelle zu ver-
wenden. Wenn eine gewisse Zahl an Ranges unterschritten wird, dann wird der Prozeß abgebro-
chen. Das hat den Vorteil, daß der Codieraufwand besser abgeschätzt werden kann. Die andere
Methode zielt hingegen auf die zu erreichende Bildqualität. Der Prozeß des schrittweisen Zusam-
menfassens der Regionen ist nocheinmal in Algorithmus 2.5 aufgeführt.
2.3.2 Alternatives Merging-Schema
Abweichend vom Algorithmus aus [10, 11] wollen wir einen zweiten Ansatz zum Regionen-
Merging erl̈autern.
Der Nachteil des gerade beschriebenen Schemas liegt darin, daß die Aktualisierung ohne
Rücksicht auf den Fehler des ungültig gewordenen Kandidaten durchgeführt wird. SeienA und
B wieder die beiden zuM←(A,B) zusammengeführten Regionen aus Abbildung 2.6. Wie bereits
erwähnt, m̈ussen f̈ur alle angrenzenden Regionen Domains gesucht werden. Man stelle sich vor,
daß die RegionF einen hohen Anstieg im Collage-Fehler erzeugt. Dann ist es naheliegend, daß
die Region(F,M) ebenfalls einen hohen Anstieg im Collage-Fehler erzeugt und im Laufe des
Merging-Prozesses vielleicht gar nicht betrachtet wird. Trotzdem wird nach der oben beschriebe-
nen Methode f̈ur dieses Paar eine Domainsuche durchgeführt, was unn̈otig wäre.
Wie bisher werden die Kandidaten in einer ListeLK verwaltet, geordnet nach dem Anstieg im
Collage-Fehler. Weiterhin werden die Quadtree-Blöckeqi ebenfalls als Regionen initialisiert und
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Algorithmus 2.5 Zusammenfügen von Regionen
Eingabe: FehlerschwelleT ; ECollage aus Quadtree-Segmentierung
repeat
• Entferne ElementRM = (Ri ,Rj) ausLK mit dem kleinsten Anstieg
im Collage-Fehler∆ERM .
• EntferneRi undRj ausLR und fügeRM in LR ein.
• ECollage← ECollage+∆ERM .
for all R= (Ru,Rv) ausLK mit (Ru = Ri)∨ (Ru = Rj)∨ (Rv = Ri)∨ (Rv = Rj) do
• EntferneRausLK
end for
for all Ri ausLR do
if Ri ist benachbart zuRM then
• InitialisiereRZ← (RM,Ri).
• Führe Domainsuche für RZ durch, notiere Fehler∆ERZ .




in eine ListeLR eingef̈ugt. Auch werden nach wie vor alle möglichen Regionenpaare bestimmt und
jeweils eine Domainsuche durchgeführt, bei der die Anstiege im Collage-Fehler notiert werden.
Anschließend wird das PaarRM = (Ri ,Rj) mit dem kleinsten Zuwachs im Collage-Fehler
zusammengeführt. Als n̈achstes werden die ungültig gewordenen Kandidatennicht entfernt, und
es wird auchkeineDomainsuche f̈ur neue Paare durchgeführt. Statt dessen wird RegionRM als
Vater von RegionenRi undRj markiert. Es existiert somit ein direkter Verweis vonRi nachRM und
Rj nachRM. Regionen, die in keinem Merging-Prozeß verwickelt waren besitzen keinen Vater. Die
RegionenRi undRj werden aus der ListeLR entfernt, aber nicht gelöscht.
Im nächsten Schritt soll wieder das günstigste Regionenpaar zusammengeführt werden. Dazu
wird wieder das erste ElementRM = (Ri ,Rj) aus der sortierten Liste von Paaren herangezogen.
Nun gibt es zwei M̈oglichkeiten:
1. Ri undRj besitzen keine V̈ater. Das heißt sie sind immer noch gültig und waren in keinem
Merging-Prozeß verwickelt. In diesem Fall können sie zusammengefügt werden und es kann
mit dem n̈achsten Paar fortgefahren werden.
2. Ri besitzt einen Vater oderRj besitzt einen Vater. Dann ist die betreffende Region ungültig
geworden, weil sie bereits in einem Merging-Prozeß verwickelt war. Um die gültige Region
zu erhalten, muß die Vaterregion betrachtet werden. Ist diese gültig, wird sie mitR̂i bzw. mit
R̂j bezeichnet. Wenn die Vaterregion hingegen nicht gül i ist, also auch wieder einen Vater
besitzt, wird diese Region betrachtet und so weiter. In jedem Fall wird man zu einer Region
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gelangen, die keinen Vater mehr besitzt. Hat manR̂i und R̂j bestimmt, gibt es wiederum
zwei Möglichkeiten:
(a) R̂i 6= R̂j : Beide V̈ater sind unterschiedliche Regionen, es wird ein neuer Kandidat
(R̂i , R̂j) erzeugt, f̈ur den eine Domainsuche durchgeführt wird und der in die Liste
der KandidatenLK einsortiert wird.
(b) R̂i = R̂j : Es handelt sich um die gleiche Region,Ri undRj wurden bereits zusammen-
gefügt und es kann zum nächsten Regionenpaar gegangen werden.
Dieses Verfahren wurde bereits in [31] vorgestellt und angewendet, es kann noch weiter opti-






Zwei Paare(A1,A2) und(B1,B2) besitzen die gleichen V̈aterV1 undV2. Beide Paare sollen jeweils
bei einem Durchlauf vereinigt werden, die RegionenA1, A2 undB1, B2 sind ung̈ultig geworden,
was in beiden F̈allen zum Erzeugen von Paar(V1,V2) führt. Das Paar(V1,V2) wird dabei doppelt
erzeugt und folglich wird die Domainsuche einmal zu viel durchgeführt. Bei sehr vielen Merging-
Schritten kann die Zahl der̈uberfl̈ussigen Paare stark ansteigen, deshalb muß Punkt 2a in der
obigen Beschreibung so abgeändert werden, daß das neue Kandidatenpaar nicht hinzugefügt wird,
wenn es bereits bei der Generierung durch zwei andere Regionen erzeugt wurde. Dazu muß die
gesamte Liste der Kandidaten nach diesem Paar durchsucht werden, wobei wir wieder die vorim-
plementierten Sortier- und Suchalgorithmen der Standard Template Library benutzen. Mit dieser
Optimierung reduziert sich durch Weglassenüberfl̈ussiger Berechnungen der zeitliche Codierauf-
wand, wobei sich am gesamten Collage-Fehler nichtsändert.
2.3.3 Vergleich
Beim Vergleich zwischen alternativer Methode und Brute Force-Methode zeigt sich, daß die Bru-
te Force-Methode zu leicht besseren Ergebnissen bezüglich des Collage-Fehlers und des Rekon-
struktionsfehlers f̈uhrt. Wir wollen nun die Zusammenhänge und den Unterschied zwischen beiden
Schemata erläutern.
In Abbildung 2.7 sind f̈unf RegionenA, B, C, M und N zu sehen, wir verwenden ohne Be-
schr̈ankung der Allgemeinheit uniforme Grundblöcke zu Veranschaulichung. Mit diesen Regionen
werden Paare gebildet, die für ein Zusammenfügen zur Auswahl stehen, das sind(A,B), (B,C) und
(M,N). Das Paar(M,N) steht bewußtnicht im Zusammenhang mitA, B oderC. Für A, B, C, M





Abbildung 2.7: Situation f̈ur Kandidaten(A,B), (B,C) und(M,N).
undN wurde bereits eine Domainsuche durchgeführt und es wurden diequadratischen Fehlerder
TransformationenE(A), E(B), E(C), E(M) und E(N) notiert (vergleiche dazu (1.9)). Weiterhin
wird für die Paare ebenfalls eine Domainsuche durchgeführt und es wirdE((A,B)), E((B,C)),
E((M,N)) notiert. F̈ur den Zuwachs im Collage-Fehler für jedes Paar gilt dann:
∆EC((A,B)) = E((A,B))−E(A)−E(B) (2.7)
∆EC((B,C)) = E((B,C))−E(B)−E(C) (2.8)
∆EC((M,N)) = E((M,N))−E(M)−E(N). (2.9)
Wir betrachten nun folgende Situation:
∆EC((A,B)) < ∆EC((M,N)) < ∆EC((B,C)). (2.10)
Mit anderen Worten: Das Paar(A,B) erzeugt den geringsten Anstieg im Collage-Fehler und wird
deshalb zuerst zusammengeführt. Danach wird Paar(M,N) und schließlich(B,C) bearbeitet.
Der Unterschied zwischen Brute Force und alternativer Merging-Methode besteht in der Ak-
tualisierung der ung̈ultig gewordenen Paare. Beim Brute Force-Schema wird nach dem Zusam-
menf̈uhren von(A,B) das Paar(B,C) entfernt und ein neues Paar((A,B),C) erzeugt. F̈ur dieses
Paar wird eine Domainsuche durchgeführt, wobei wieder der quadratische Fehler und der Anstieg
im Collage-Fehler notiert wird:
∆EC(((A,B),C)) = E(((A,B),C))−E((A,B))−E(C). (2.11)
Beim alternativen Merging-Schema wird dieses neue Regionenpaarnicht sofortnach dem
Zusammenf̈uhren vonA und B erzeugt, sondernerst wenn das Paar(B,C) abgearbeitet wurde.
Es wird also eine bestimmte Ordnung eingehalten, die nicht nur durch den Anstieg im Collage-
Fehler bestimmt wird. Alle m̈oglichen Paare werden in einer Liste nach∆EC(·, ·) sortiert. Wenn
also der Anstieg im Collage-Fehler für das Paar((A,B),C) größer oder gleich dem Anstieg im
Collage-Fehler f̈ur das Paar(B,C) ist, dann ẅurden die Elemente in der Liste der Kandidaten bei
der Brute Force-Methode und bei der alternativen Methode identisch geordnet sein. Man kann also
sagen: Brute Force und Alternative Merging-Methode liefern identische Ergebnisse bezüglich des
Collage-Fehlers, wenn gilt:
∆EC(((A,B),C))≥ ∆EC((B,C)). (2.12)
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Ist (2.12) nicht gesichert, kann es unter Umständen passieren, daß die Paare nicht mehr in der
richtigen Reihenfolge geordnet sind. Wenn neben (2.10) noch∆EC(((A,B),C)) ≤ ∆EC((M,N))
gelten ẅurde, dann ẅurde mit dem alternativen Schema das Paar((A,B),C) erst nach dem Zu-
sammenf̈ugen von(M,N) zusammengefaßt werden, was nicht der Reihenfolge der Brute Force-
Methode entspricht.
Wir werden nun an einem Gegenbeispiel zeigen, daß (2.12)nicht allgemeing̈ultig ist. Da-
zu verwenden wir eindimensionale Signalexi ∈ R, welche die Ranges und Domains bilden. Die
RangesA, B undC bestehen jeweils aus 2 Pixeln und sind wie in folgender Abbildung zu sehen
angeordnet.
BA C
1 2 3 4 5 6a a a a a a
Die Grauwerte der Ranges sind mita1 bis a6 bezeichnet, welche in diesem Beispiel wie folgt
geẅahlt werden:
a1 = 2 a2 = 4
a3 = 2 a4 = 2
a5 = 4 a6 = 2
Als Domains verwenden wir Einheitsvektoren, jeder Pixel in einem Domainblock wird der
Wert 1 zugeordnet:
b j = 1 1≤ j ≤ n für alle Domains (2.13)
wobein die Anzahl der Pixel der entsprechenden Domain ist. Für die RegionenA, B, C, (A∪B),
(B∪C) und ((A∪B)∪C) wird eine Domainsuche durchgeführt, wobei die Wertes, o und der
quadratische Fehler mit Hilfe von (1.7), (1.8) und (1.9) errechnet werden (wir verwenden keine
Quantisierung vons undo). Die Grauwerte bei den Domains sind jeweils identisch, deshalb wird
der Nenner in (1.7) gleich Null und somit auch
s= 0
für jede Transformation. F̈ur die Regionen errechnen sich dann folgende Werte:
RegionA : s= 0; o = 6; E(A) = 2
RegionB : s= 0; o = 2; E(B) = 0
RegionC : s= 0; o = 3; E(C) = 2
RegionA∪B : s= 0; o = 52; E((A,B)) = 3; ∆EC((A,B)) = 1
RegionB∪C : s= 0; o = 52; E((B,C)) = 3; ∆EC((B,C)) = 1
Region(A∪B)∪C : s= 0; o = 83; E(((A,B),C)) =
16
3 ; ∆EC(((A,B),C)) =
1
3
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Für dieses Beispiel gilt (2.12) nicht. Ebenso lassen sich Beispiele für Domains mits 6= 0 fin-
den, die zum gleichen Ergebnis führen. Damit ist gezeigt, daß Beziehung (2.12)nicht uneinge-
schr̈anktgilt und daß der Anstieg im Collage-Fehler für ein gr̈oßeres Paar kleiner als der Anstieg
im Collage-Fehler f̈ur ein kleineres, enthaltenes Paar sein kann. Somit ist nicht gesichert, daß bei
der alternativen Methode die Liste der Kandidaten streng nach dem Anstieg im Collage-Fehler
sortiert ist. Bei einem Abbruch des Codiervorgangs bei einer bestimmten Anzahl vonübrigen Re-
gionen kann es passieren, daß Paare, die bei der Brute Force-Methode zusammengefügt wurden,
beim alternativen Schema noch nicht betrachtet wurden. In diesem Sinne ist für eineoptimaleCo-
dierung das Brute Force-Schema vorzuziehen, dennoch liegt der Vorteil des alternativen Ansatzes
im zeitlichen Codieraufwand. Eine bestimmte Anzahl an Ranges kann in kürzerer Zeit erreicht
werden (vergleiche Abbildung 2.8). Der Verlust an Bildqualität ist zumindest bei niedrigen und
mittleren Kompressionraten verschwindend gering. Deshalb ist für eine praktische Anwendung
das alternative Schema vorzuziehen.

















































Abbildung 2.8: Vergleich zwischen Brute Force und alternativer Merging-Methode mit Parametern
qmin = 4, qmax= 32,T1 = 50,k = 2, L = 16,d = 1, s= 4 undo= 6. Ausgehend vom Quadtree mit
3316 Bl̈ocken werden beide Merging-Schemata angewendet; (a) Vergleich der Codiergeschwin-
digkeit (alternativ I ohne und alternativ II mit Optimierung); (b) Differenz im Collage-Fehler als
PSNR (brute force – alternativ).
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(a) (b)
Abbildung 2.9: (a) 8-32 Quadtree mit 1942 Blöcken; (b) durch Zusammenfügen entstandene Par-
tition mit 500 Ranges.
2.4 Partitionsinformation
Nach dem Erzeugen der Regionen muß geklärt werden, wie die Partitionsinformation codiert wird.
Es handelt sich um Partitionen wie in Abbildung 2.9b zu sehen, ohne das Wissenüber die Position
und die Form jeder einzelnen Region ist eine Decodierung unmöglich.
Im wesentlichen ist das Problem der Partitionsabspeicherung auf die Codierung von Objekt-
formen bzw. Umrissen zur¨ ckzuf̈uhren. Von JORDAN ET AL. [26] wird ein allgemeinerÜber-
blick über die verschiedenen Arten der Codierung von Objektformen gegeben. Grundsätzlich wird
zwischen drei Hauptgruppen unterschieden: Bitmap-Ansätze, intrinsische Methoden und kontur-
basierte Methoden. Bitmap-basierte Ansätze verwenden Kompression von Binärbildern, um Ob-
jektumrisse zu codieren [49]. Bei intrinsischen Methoden werden die Objekte durch elementare
Strukturen wie z.B. uniforme Blöcke beschrieben [8, 42]. Bei konturbasierten Methoden werden
hingegen die Objektumrisse codiert, diese Art ist auch allgemein als Chain Coding bekannt [16].
2.4.1 Standard-Chain Codes
In [10, 11] werden Chain Codes zur Codierung der Partitionsinformation verwendet, welche eine
einfache Art der Konturcodierung darstellen. Für jede Region wird eine Startposition abgespei-
chert und dann die Kontur der Region im Uhrzeigersinn abgefahren. Da die Regionengrenzen
nur als horizontale oder vertikale Linien verlaufen können, gen̈ugen vier Richtungen. Entspre-
chend der eingeschlagenen Richtung wird eine Zahl zwischen 0 und 3 codiert, Abbildung 2.10
verdeutlicht das Prinzip. Auf diese Weise kann man die Regionenkonturen eindeutig codieren und
decodieren. Der Nachteil dieses Standardansatzes ist ein relativ hoher Codieraufwand. Zum ersten
müssen die Startpunkte abgespeichert werden, bei einer absoluten Adressierung im Bild führt die
















Abbildung 2.10: Ein einfacher Ansatz für Chain Coding; (a) es wird ein Startpunkt festgelegt und
ausgehend von diesem Punkt werden die Segmente im Uhrzeigersinn abgefahren; (b) verwendete
Richtungen, der Code für die Region aus (a) lautet Start,0003332121232110100101.
Weiterhin wird jeder Schritt bei einer Region mit einem Schritt bei der angrenzenden Region
doppelt codiert (in umgekehrter Richtung). Man mußtheoretischalso nur die Ḧalfte des Chain
Codes codieren. Als nächstes sind die gewählten Symbole nicht optimal. Es kann niemals
”
ein








31“ nicht vorkommen. Es sind also nicht vier Symbole, sondern nur drei fü jeden Schritt not-
wendig.
2.4.2 Verwendete Chain Codes
Um die nach dem Merging-Prozeß erhaltene Partition abzuspeichern, werden also effizientere Me-
thoden ben̈otigt. In [11] kommt eine modifizierte Version des Verfahrens von EBRAHIMI [13] zum
Einsatz. Dabei werden die Regionenkonturen nicht einzeln codiert, sondern immer ganze Linien-
abschnitte in der Segmentierung. Dadurch kann zum einen verhindert werden, daß Abschnitte
doppelt codiert werden, zum anderen kann das Vorkommen von langen geraden Segmenten, die
wohlmöglich auch Teile mehrere Regionen sind, ausgenutzt werden.
Funktionsweise am Beispiel
Das Schema der in [11] beschriebenen Methode soll an einem Beispiel erklärt werden. In Abbil-
dung 2.11a und b sind ein Quadtree und zu codierende Liniensegmente zu sehen.
Als erstes werden alle Kreuzungspunkte im Quadtree wie in Abbildung 2.11c durchnumme-
riert, an diesen Stellen kann ein Liniensegment beginnen oder enden. Die Kreuzungspunkte an
der rechten und unteren Bildkante werden nicht erfaßt, das wird gleich noch erklärt werden. Wei-
terhin werden f̈ur jeden Punkt Richtungsvektoren definiert, die angeben, welche Richtungen vom
jeweiligen Punkt eingeschlagen werden können. Dabei werden nur die RichtungenSüd und Ost
2.4. PARTITIONSINFORMATION 41
betrachtet (Abbildung 2.11c). An jedem Punkt gibt es entweder eine oder zwei Startmöglichkeiten.
Nun werden die Regionen betrachtet, dieüber dem Quadtree verlaufen (Abbildung 2.11b),
und die Linien werden wie folgt abgearbeitet:
1. Betrachte ein noch nicht besuchtes Liniensegment entsprechend der Nummerierung der
Kreuzungspunkte.
2. Betrachte m̈ogliche Bewegungsrichtungen wie in Abbildung 2.11c. Wenn sich an diesem
Punkt ein noch nicht besuchtes Liniensegment befindet, dann codiere Startpunkt und Bewe-
gungsrichtung (0 f̈ur Süd und 1 f̈ur Ost).
3. Folge der geraden Linie so lange wie möglich und codiere die Anzahl der gemachten Schrit-
te.
4. Es gibt nun zwei M̈oglichkeiten:
• Die Linie kann in einer anderen Richtung fortgesetzt werden. Das kann nur nachli ks
oderrechtsin Bewegungsrichtung sein. Dann codiere eine 0 für linksund 1 f̈ur rechts
und fahre mit n̈achster Linie fort.
• Die Linie kann nicht fortgesetzt werden. Das ist der Fall, wenn im Quadtree kein
weiterer Schritt mehr gemacht werden kann oder eine andere Richtung eingeschlagen
werden kann, diese aber bereits vorher codiert wurde. In diesem Falle codiere ein
Abbruchsymbol (Richtungsänderung 0 und Laufl̈ange 0)
Wir bezeichnen die Aufeinanderfolge von Startsymbol, die Sequenz der Paare aus Richtungs-
anzeigern und Laufl̈angen und das anschließende Terminierungssymbol als Element. Es wird nun
die Optimierung der Elemente am Beispiel in Abbildung 2.11 erläutert. Die Codierung der Start-
punkte erfolge relativ zueinander. In Abbildung 2.11d sind vier Elemente (1), (2), (3) und (4) zu
sehen, Start und Ende sind jeweils mits und e gekennzeichnet. Das erste Element besitzt den
Startpunkt 0, welches dem Punkt 0 in Abbildung 2.11c entspricht. Von dieser Stelle aus gibt es
nur eine m̈ogliche Bewegungsrichtung, nach Süden. Bei der Decodierung wäre das auch bekannt,
deshalb muß die eingeschlagene Richtung nicht codiert werden.
Als nächstes folgt ein Lauf von insgesamt 8 Schritten in südliche Richtung, also wird eine 8
codiert. Nun ist der Bildrand erreicht, es gibt keine mögliche Bewegungsrichtung mehr, was der
Decoder auch erkennt. Deshalb kann an dieser Stelle auf die Codierung des Terminierungssymbols
verzichtet werden, das Element (1) ist damit fertig codiert und der Code lautet
(0,8).
Weiter mit Element (2): Die Startpunkte der Elemente werden relativ zum vorhergehenden
Element codiert, deswegen müßte f̈ur den Start von Element (2) eine 1 codiert werden. Es wird
jedoch eine 0 codiert, weil es beim Startpunkt des vorigen Elements (1) keine weitere Möglichkeit
gibt, ein weiteres Element anzusetzen. Auf die Codierung der einzuschlagenden Richtung kann
ebenfalls verzichtet werden, da es auch hier nur eine Möglichkeit gibt. Wieder folgt ein Lauf
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(a) (b)
0 1 2 3
4 5 6
7 8 9 10 11 12
13 14 15 16 17
18 19 20 21 22
25 26 27 28 29












Abbildung 2.11: Chain Code-Schema aus [11]; (a) verwendeter Quadtree; (b) zu codierende Seg-
mente der Regionengrenzen; (c) Indizierung der Kreuzungspunkte und Markierung der möglichen
Bewegungsrichtungen; (d) Abarbeitung einiger Liniensegmente.
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von diesmal 7 Schritten, dann eine Richtungsänderung nach rechts, welche nicht codiert werden
muß, weil nach links im Quadtree keine Abzweigung existiert. Es folgen wieder 2 Schritte und das
Terminierungssymbol muß wiederum nicht codiert werden, weil der Bildrand erreicht ist bzw. weil
es an dieser Stelle keine weitere Verzweigungsrichtung im Quadtree gibt. Der Code für El ment
(2) lautet also
(0,7,2).
Bei Element (3) wird als Startsymbol eine 1 codiert, denn bei Punkt 2 aus Abbildung 2.11c
kann eine Regionengrenze verlaufen. Dieser Punkt muß beim Decodierenübersprungen werden.
Die einzuschlagende Richtung ist wieder eindeutig, deshalb wird sie nicht mit codiert. Es folgt
ein Lauf von einem Schritt, danach eine mit 0 zu codierende Richtungsänderung nach links. Dann
wieder ein Lauf von einem Schritt Länge, gefolgt von einer Richtungsänderung nach rechts, die
nicht codiert werden muß. Schließlich folgt ein Lauf von 2 Schritten, eine Abzweigung nach links
und ein Lauf von einem Schritt. Bei diesem Lauf müssen alle Verzweigungen codiert werden, weil
es an den betreffenden Stellen immer mehrere Möglichkeiten zur Abzweigung gibt. Lediglich auf
das Terminierungssymbol kann verzichtet werden. Der Code für Element (3) lautet folglich
(1,1,0,1,2,0,1).
Als nächstes wird das Element (4) codiert. Als Startsymbol muß 2 eingesetzt werden, weil die
zwei Kreuzungspunkte 4 und 5 aus Abbildung 2.11cübersprungen werden. Punkt 6 wird eben-
falls übersprungen. An dieser Stelle wurde die einzig mögliche Bewegungsrichtung bereits von
Element (2) abgefahren, wodurch dieser Punkt nicht länger betrachtet werden muß. Auf die Codie-
rung der ersten Bewegungsrichtung wird wieder verzichtet und es wird eine 4 für den ersten Lauf
codiert. An dieser Stelle endet das Element und diesmal muß ein Terminierungssymbol codiert
werden, denn es ẅare an Stelle 11 in Abbildung 2.11c ein weiterer Lauf nach rechts abzweigend
möglich, dort befindet sich aber keine Regionengrenze. Für die Terminierung wird eine 0 für die
Richtungs̈anderung und eine 0 für die Laufl̈ange codiert, der Code von Element (4) lautet somit
(2,4,0,0).
Auf die gleiche Weise wird mit allen noch nicht codierten Liniensegmenten verfahren. Es stellt
sich nun die Frage, warum beim Start eines jeden Elements nur die zwei RichtungenOstundSüd
betrachtet werden. Die Antwort liegt in der schrittweisen Abarbeitung der Kreuzungspunkte nach
Abbildung 2.11c. Wenn an einem Kreuzungspunkt die RichtungWestoderNord eingeschlagen
werden wollte, dann ẅurde durch diese Ordnung bereits ein Element existieren, welches dieses
Liniensegment bereits abgearbeitet hä te. Im einfachsten Falle ẅare das das Element, welches am
nächsten Kreuzungspunkt in westlicher bzw. nördlicher Richtung beginnt und mit einem Schritt
codiert wird. Es gen̈ugt also, nur zwei m̈ogliche Startrichtungen bei jedem Element zu betrachten.
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Codierung der Elemente
Nach der Abarbeitung aller Linien liegt eine Liste von Elementen vor. Es gilt nun, diese Wer-
te effizient zu codieren. Von CHANG ET AL . [11] wird vorgeschlagen, arithmetische Codierung
zu verwenden. Leider werden keine weiteren Angaben gemacht, auf welche Art und Weise die
Modelle angesetzt werden. Wir entscheiden uns deshalb für folgenden Weg:
Die Werte f̈ur die Startpunkte, die Schrittlängen und die Richtungsänderungen werden in ge-
trennten, arithmetisch codierten Streams gespeichert. Dieser Ansatz eignet sich, weil alle drei
Klassen unterschiedliche Symbolmengen besitzen. Die Richtungsänderungen k̈onnen nur zwei
Werte, 0 oder 1, annehmen. Bei den Startsymbolen entspricht der kleinste Wert 0 und der größt
Wert der Anzahl der Knotenpunkte im Quadtree abzüglich eins. Die Laufl̈angen k̈onnen sich zwi-
schen 1 und max{Bildbreiteqmin ,
Bildhöhe
qmin
} bewegen. Dabei besteht das Problem, daß in der Praxis
diese Grenzen nicht annähernd ausgenutzt werden. Deshalb wird zu Beginn der Codierung der Ele-
mente der gr̈oßte Wert f̈ur Start und Laufl̈ange mit einer festen L̈ange (z.B. 8 Bit) abgespeichert
und die arithmetischen Codierer entsprechend initialisiert. Auf diese Weise ist beim Decodieren
die Gesamtzahl der Symbole bekannt.
Damit ist die Codierung der Partitionsinformation abgeschlossen. Dieses Verfahren bietet ei-
ne effiziente Codierung von Liniensegmenten in einem Bild an. Der Vorteil liegt darin, daß keine
Liniensegmente mehrfach codiert werden. Es werden lange, gerade Linien, wie sie bei Partitio-
nen aus Abbildung 2.9b vorkommen, durch eine Laufl¨ ngencodierung effizient abgespeichert. Ein
wesentlicher Nachteil dieses Ansatzes besteht in der Codierung von vielen kleinen Elementen. Be-
sonders wenn bereits mehrere Elemente codiert wurden, steigt die Wahrscheinlichkeit, daß viele
kleinere Segmente zwischen größeren Elementen auftreten. Darüberhinaus liefert das Verfahren
keineoptimaleLösung f̈ur das Problem, das heißt es wurde nur eine mögliche Reihenfolge f̈ur
die Abarbeitung der Linien gegeben. Es ist noch nicht geklärt, wie bei einer gegeben Partition
diejenige Abfolge von Elementen gefunden werden kann, die den kürzesten Code erzeugt.
2.5 Experimente
Nachdem die Funktionsweise des fraktalen Codierers beschrieben wurde, sollen nun Experimente
präsentiert werden. Es ist der Einfluß folgender Parameter zu untersuchen:
qmin Länge des kleinsten Quadtree-Blocks (z.B. 4 bei einem 4×4 Block).
qmax Länge des gr̈oßten Quadtree-Blocks.
T1 Schwellenwert, der die Anzahl der Quadtree-Blöcke beeinflusst (siehe Abschnitt 2.2.3).
k Faktor, der den SchwellenwertTi abḧangig von der Gr̈oße des Quadtree-Blocks bestimmt.
Es gilt:Ti = k ·Ti−1, i ≥ 2. (siehe Abschnitt 2.2.3)
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Bild Quadtree Chain Code Koeffizienten Gesamtbits Bitrate PSNR
CHANG ET AL . [10]
Lenna 2220 7034 14246 23500 0.0896 29.08
Peppers 2936 10306 20559 33801 0.129a 28.67
CHANG ET AL . [11]
Lenna 1628 3671 62400 11539 0.0440 26.66
Lenna 2036 4587 13145 19768 0.0754 28.61
Lenna 2864 8710 23191 34765 0.133 30.57
aIn [10] ist der Wert 0.128 angegeben, die Summe der Gesamtbits führt jedoch zu 0.129 bpp.
Tabelle 2.1: Ergebnisse aus [10] und [11]: 512×512 Lenna- und Peppers-Bild.
L Ausdehnung des Domainpools für einen Range (siehe Abschnitt 2.1). Insgesamt werden für
jeden RangeL2 Domains betrachtet.
d Verwendete Domainschrittweite aus Abschnitt 2.1, mit der Domainsüber das Bild bewegt
werden (horizontal und vertikal).
s Anzahl der Bits zur Codierung der Scaling-Parameter (siehe Abschnitt 1.4.1).
o Anzahl der Bits zur Codierung der Offset-Parameter (siehe Abschnitt 1.4.1).
nR Anzahl der Ranges, bei der der Merging-Prozeß abgebrochen wird. Dieser Parameter wird
für die einzelnen Meßwerte benötigt, mit denen komplette Kompressionsrate- zu Rekon-
struktionsfehler-Kurven erstellt werden.
Die Ergebnisse aus beiden Arbeiten [10] und [11] sind in Tabelle 2.1 zu sehen. In der spät ren
Arbeit [11] werden zu den Testergebnissen folgende Angabenü r die verwendeten Parameter
gemacht:qmin = 4, qmax= 32,L = 16,d = 1, s= 4, o = 6 undk = 2. Es fehlen Angaben̈uberT1
und die Anzahl der RangesnR. In der fr̈uheren Arbeit [10] fehlt der Großteil der Informationen,
lediglichqmin = 4, qmax= 32 undk = 2 sind bekannt.
Für die Untersuchung der Parameter werden wir uns zunächst auf das 512×512-Lenna-Bild
beschr̈anken (Abbildung 2.17a). Zu Beginn soll der Einfluß vonT1 und k untersucht werden, in
Abbildung 2.12a sind die Kompressionsrate- zu Rekonstruktionsfehler-Kurven zu sehen. Es zeigt
sich, daßT1 die Qualiẗat des rekonstruierten Bildessehr starkbeeinflusst. Es ist zu erkennen, daß
für höhere Kompressionsraten größereT1 vorzuziehen sind. MitT1 kann die Anzahl der Quadtree-
Blöcke bzw. die Auspr̈agung des Quadtrees justiert werden. KleineT1 bewirken eine große An-
zahl von Quadtree-Blöcken (T1 = 0 führt zur uniformen Grundpartition aus Quadtree-Blöcken
minimaler Gr̈oße). Hohe Kompressionsraten bedeuten aber wenige, große Regionen, welche wie-
derum mit zahlreichen Merging-Schritten gleichzusetzen sind. In diesem Fall ist es deshalb nicht
von Vorteil, viele kleine Quadtree-Blöcke zu verwenden, die ohnehin zusammengefaßt werden.
Wenigere und gr̈oßere Bl̈ocke f̈uhren zu besseren Ergebnissen.
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Kurven für verschiedene Werte vonk sind in Abbildung 2.12b zu sehen. Hier zeigt sich nur
ein unwesentlicher Einfluß auf den Rekonstruktionsfehler. Lediglich bei hohen Kompressionsraten
führtk= 1 zu deutlich schlechteren Ergebnissen als andere Werte. Wir werden deshalb im Verlaufe
der Experimente den Wertk = 2 verwenden.
Als nächstes untersuchen wir den Einfluß der Parameterd und L, welche den Domainpool
charakterisieren. In [11] wurde die KombinationL = 16,d = 1 verwendet, in Abbildung 2.13a ist
der Einfluß von verschiedenen Domainschrittweitend bei L = 16 zu sehen. Hier zeigt sich, daß
ein Wert vond = 1 deutlich schlechtere Ergebnisse liefert, als andere Werte. Das Verhalten bei
unterschiedlichenL ist in Abbildung 2.13b zu sehen. Es zeigt sich, wie zu erwarten, daß große
Domainpools zu besseren Ergebnissen führen. Lediglich bei sehr hohen Kompressionsraten schei-
nen kleinere Domainpools von Vorteil zu sein. Bezüglich d läßt sich noch verallgemeinern, daß
bis zu einem gewissen Maß größere Schrittweiten vorzuziehen sind, die Schrittweited = 1 liefert
nicht die besten Ergebnisse.
Der n̈achste Test wird mit den Quantisierungsparameterns u do unternommen. Beide Werte
bestimmen die Anzahl der Bits, die zur Codierung der Transformationsparameter verwendet wird.
In Abbildung 2.14a ist der Einfluß vono bei festems= 4 zu sehen. Bei festemT1 zeigt sich, daß
ein Wert vono = 6 zu den besten Ergebnissen führt. Dazu sind in Abbildung 2.14b Kurven für
verschiedenes zu sehen, wobei an jeder Stelle der beste Wert für o verwendet wurde. Im Falle
des Wertess= 4, welcher die besten Ergebnisse liefert, war daso = 6. Also kann zusammenge-
faßt werden, daß zumindest beiübrigen festen Parameter die Kombinations= 4, o = 6 die besten
Ergebnisse liefert. Bei weiteren Tests mit ausgewählten Parametern und veränderlichenT1 wurde
beobachtet, daß größere Werte f̈ur sundo bei niedrigen Kompressionraten zu geringfü ig besseren
Ergebnissen f̈uhren. Ebenso k̈onne mit kleineren Werten für sundo bei sehr hohen Kompressions-
raten geringf̈ugig besseren Resultate erzielt werden. Dennoch sind die Unterschiede sehr gering,
deshalb werden wir das Paars= 4, o = 6 im weiteren Verlauf der Arbeit verwenden.
Als letzten Parameter untersuchen wir den Einfluß der Basisblockgr¨ ßenqmin undqmax. Ent-
sprechende Ergebnisse sind in Abbildung 2.15a zu sehen. Auch hier zeigt sich, wie bei Parameter
T1, daß gr̈oßere Grundblöcke bei ḧoher werdenden Kompressionsraten zu besseren Resultaten
führen.
Abschließend l̈aßt sich aus den Testergebnissen die in Abbildung 2.15b gezeigte Kurve ab-
leiten, bei der an jeder Stelle die beste Konfiguration aus den Versuchswerten ausgew¨ hlt wurde.
Es kannnicht behauptet werden, daß diese Kurve die bezüglich dieses Codierers optimale Kurve
darstellt, weil z.B. nur diskrete Werte für T1 und bestimmte Werte für L gemessen wurden. Es
kann jedoch davon ausgegangen werden, daß die optimale Kurvenahedieser Kurve liegt. Zum
Vergleich sind die Meßwerte aus [10, 11] (siehe Tabelle 2.1) eingetragen. Es ist deutlich zu sehen,
daß diese Ergebnisse mit der Implementierungnicht erreicht werden. Es bleibt stets ein Unter-
schied von etwa 0.5 dB im Rekonstruktionsfehler, obwohl die Domainpools drastisch vergröß t
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(b)
Abbildung 2.12: Kompressionsrate- zuPSNR-Kurven für 512×512-Lenna und f̈ur variableT1 und
k. Es wurden die Parameterqmin = 4, qmax= 32,s= 4, o = 6, L = 16 undd = 1 verwendet. In (a)
ist der starke Einfluß vonT1 bei festemk = 2 zu sehen; (b) zeigt Kurven für verschiedenek, wobei
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(b)
Abbildung 2.13: Einfluß der Domainpoolparameter beiqmin = 4, qmax = 32, s = 4, o = 6 und
k = 2; (a) Kurven f̈ur verschiedened bei L = 16, an jeder Stelle wurde der optimale Quadtree-



















































Abbildung 2.14: Kurven f̈ur verschiedene Werte für sundo. Feste Parameter:qmin = 4, qmax= 32,
T1 = 40, k = 2, L = 16, d = 1; (a) Kurven bei verschiedenen Werten für o bei festems= 4; (b)




















































Abbildung 2.15: (a) Einfluß verschiedener Grundblockgrößen (qmin, qmax); (b) ermittelte beste
Kurve im Vergleich mit den Ergebnissen aus [10, 11] und zur Codierung mit reiner Quadtree-
Zerlegung (ohne Regionen-Merging). Bei dieser Kurve wurden große Domainpools und an jeder


















































Abbildung 2.16: (a) Ermittelte Kurven für 512× 512 Peppers im Vergleich zu Ergebnissen aus
[10]; (b) Kurven f̈ur 512×512 Boat.
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Codierer Quadtree Chain Code Koeffizienten Gesamt Bitrate PSNR
[11] 2036 4587 13145 19768 0.0754 28.61
(a) 2308 7556 9910 19774 0.0754 27.30
(b) 2156 7012 10599 19767 0.0754 27.53
(c) 1068 5188 13509 19765 0.0754 28.10
Tabelle 2.2: Vergleich einer Konfiguration aus [11] und Konfigurationen der Implementierung
dieser Arbeit beim 512×512 Lenna-Bild (Angaben in Bits):
[11] qmin = 4, qmax= 32,s= 4, o = 6, L = 16,d = 1, k = 2;
(a) qmin = 4, qmax= 32,s= 4, o = 6, L = 16,d = 1, T1 = 64,k = 2, nR = 639;
(b) qmin = 4, qmax= 32,s= 4, o = 6, L = 16,d = 5, T1 = 72,k = 2, nR = 686;
(c) qmin = 8, qmax= 32,s= 4, o = 6, L = 256,d = 2, T1 = 30,k = 2, nR = 560.
2.6 Diskussion und Zusammenfassung
In Tabelle 2.2 ist eine Konfiguration aus [11] für 512×512 Lenna aufgeführt und im Vergleich da-
zu sind verschiedene Parametersätze der Implementierung dieser Arbeit zu sehen. Die Parameter
unter (a) kommen den in [11] verwendeten Parametern am nächsten. Dabei ergibt sich ein Unter-
schied im Rekonstruktionsfehler vonüber 1.3 dB. Bei (b) wird gezeigt, wie nur durchÄnderung
der Domainschrittweited ein Gewinn vonüber 0.2 dB erzielt wird. Bei (c) werden schließlich
größere Quadtree-Blöcke verwendet und der Domainpool wird stark vergrößert, was zu einen
zus̈atzlichen Gewinn von mehr als 0.6 dB führt. Dennoch kann der Wert von 28.61 dB nicht er-
reicht werden.
Bei den vorgegebenen Werten in [10, 11] wurden Parameter verwendet, die offensichtlich
nicht zu optimalen Resultaten führen. Das gilt einerseits für d und ganz besonders auch für qmin
und qmax. Bei allen Parametern außerL kann die Codiergeschwindigkeit nicht als Argument für
die Wahl der Parameter hervorgebracht werden.
Man kann weiterhin abschätzen, daß in Tabelle 2.2 die Anzahl der benötigten Bits sowohl f̈ur
den Quadtree-Code als auch für den Chain Code halbiert werden müßten, um die Werte erreichen
zu können.
In [10] sind außerdem die Ergebnisse einer Codierung von 512×512 Peppers gegeben. Der
Vergleich mit unserer Implementierung ist in Tabelle 2.3 zu sehen. Hier zeigt sich, daß bereits
mit kleinen Domainpooll̈angenL deutlich bessere Ergebnisse, als in [10] erreicht werden kön en,
wobei Schrittweited = 1 wieder zu schlechteren Werten führt. F̈ur große Domainpools (L = 256)
kann der Rekonstruktionsfehler nocheinmal stark verringert werden.
Daß die Ergebnisse einerseits für Peppers erreicht werden können, aber nicht für Lenna, l̈aßt
aus der Sicht des Autors (unter der Voraussetzung daß bei CHANG ET AL . [10, 11] tats̈achlich
eine entsprechende Implementierung existiert, wovon ausgegangen werden sollte) nur dadurch
erklären, daß bei den Versuchen in [10, 11] ein anderes Lenna-Bild verwendet wurde. In dieser
Arbeit wurden und werden Bilder der Waterloo BragZone [46] verwendet (siehe auch Abbildung
2.6. DISKUSSION UND ZUSAMMENFASSUNG 53
Codierer Quadtree Chain Code Koeffizienten Gesamt Bitrate PSNR
[10] 2936 10306 20559 33801 0.129 28.67
(a) 3128 10588 20088 33804 0.129 28.26
(b) 2828 10180 20805 33813 0.129 29.28
(c) 1428 6476 25888 33792 0.129 30.03
Tabelle 2.3: Vergleich einer Konfiguration aus [10] und Konfigurationen der Implementierung
dieser Arbeit beim 512×512 Peppers-Bild (Angaben in Bits):
[10] qmin = 4, qmax= 32,k = 2;
(a) qmin = 4, qmax= 32,s= 4, o = 6, L = 16,d = 1, T1 = 30,k = 2, nR = 1317;
(b) qmin = 4, qmax= 32,s= 4, o = 6, L = 16,d = 10, T1 = 45,k = 2, nR = 1370;
(c) qmin = 7, qmax= 28,s= 4, o = 6, L = 256,d = 2, T1 = 40,k = 2, nR = 1078.
2.17).
Abschließend muß gesagt werden, daß der in dieser Arbeit beschriebene Codierernicht xakt
dem Codierer von CHANG ET AL . [10, 11] entsprechen kann. Es wurde lediglich ein Codierer
konstruiert, der sich so gut wie m̈oglich an den in [10, 11] gemachten Angaben orientiert. Die
Testergebnisse zeigen, daß die vorgegebenen Werte mit dieser Implementierung zumindest für das
Lenna-Bild nicht erreicht werden können. Das schließt jedoch nicht aus, daß ein fraktaler Codierer
existiert, der dennoch die Werte aus Tabelle 2.1 erreichen kann.
Wir werden sp̈ater noch sehen, daß es durch weitere Optimierungen tatsächlich m̈oglich ist,
die vorgegeben Werte für Lenna zu erreichen. Bevor wir jedoch dazu kommen, soll ein Spezialfall
näher untersucht werden, der auch schon Gegenstand früherer Arbeiten gewesen ist: Verwendung
uniformer Grundpartitionen (qmin = qmax).
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(a) (b)
(c)
Abbildung 2.17: Originalbilder (jeweils 512×512 Pixel) (a) Lenna; (b) Peppers; (c) Boat.
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(a) Quadtree (1000 Ranges) (c) Partition (696 Ranges)
(b) Decodiertes Bild (d) Decodiertes Bild
Kompressionsrate: 90.08:1 Kompressionsrate: 89.91:1
Rekonstruktionsfehler: 27.62 dB Rekonstruktionsfehler: 28.72 dB
Abbildung 2.18: Codierung/Decodierung von 512× 512-Lenna mit (a), (b) Codierung mit
Quadtree-Partitionierung (ohne Regionen-Merging):qmin = 9,qmax= 36,T1 = 141,k= 2,L = 128,
d = 4, s = 4, o = 6; (c), (d) regionenbasierter Codierer:qmin = 8, qmax = 32, T1 = 25, k = 2,
L = 256,d = 2, s= 4, o = 6, nR = 696.
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(a) Quadtree (928 Ranges) (c) Partition (680 Ranges)
(b) Decodiertes Bild (d) Decodiertes Bild
Kompressionsrate: 90.12:1 Kompressionsrate: 89.91:1
Rekonstruktionsfehler: 27.38 dB Rekonstruktionsfehler: 28.48 dB
Abbildung 2.19: Codierung/Decodierung von 512× 512-Peppers mit (a), (b) Codierung mit
Quadtree-Partitionierung (ohne Regionen-Merging):qmin = 8,qmax= 32,T1 = 183,k= 2,L = 256,
d = 2, s = 4, o = 6; (c), (d) regionenbasierter Codierer:qmin = 7, qmax = 28, T1 = 50, k = 2,




In diesem Kapitel soll das Verhalten des Codierers aus Kapitel 2 in Verbindung mit uniformen
Grundpartitionen untersucht werden. Eine solche Partition stellt einen Spezialfall der Quadtree-
basierten Grundpartition dar, welcher ebenfalls mit dem zu dieser Arbeit entwickelten Codierer
simuliert werden kann. Es m̈ussen lediglich die Größen des kleinsten und des größten Quadtree-
Blocks gleichgesetzt werden. Dieser Ansatz der uniformen Grundpartitionen in Verbindung mit
Regionen-Merging wurde bereits in der Vergangenheit eingehend untersucht, hierzu sind Arbeiten
von THOMAS UND DERAVI [43] und HARTENSTEIN ET AL. [22] als Vertreter zu nennen.
3.1 Vergleich der Partitionen
Nach der Anwendung des Merging-Schemas besteht der Unterschied zwischen dem Ansatz mit
uniformen Grundbl̈ocken und dem mit Quadtree-Grundblöcken in der Form der Regionen. In Ab-
bildung 3.1 sind zwei Partitionen des Lenna-Bildes zu sehen. Bei (a) wurden uniforme 4×4 Grund-
blöcken verwendet, bei (b) hingegen ein 4×32 Quadtree. Wie zu erkennen, besitzt die Partition
mit uniformen Grundbl̈ocken bei gleicher Anzahl an Ranges eine unregelmäßigere Struktur, als
die Partition mit Quadtree-Grundblöcken.
Da wir im weiteren Teil der Arbeit diese beiden Ansätze vergleichen, werden wir uns bei der









Quadtree-basierter Ansatz“ beschränken. Gemeint ist damit immer die Verwendung regio-
nenbasierter, adaptiver Partitionen, bei der die Regionen aus uniformen bzw. Quadtree-Blöck n
zusammengesetzt werden. Bei den späteren Experimenten wird der in Kapitel 2 beschriebene
Codierer mit
”
RBFCQ“ (regionenbasierterfraktalerCodierer mitQuadtrees) bezeichnet, analog




Beide Ans̈atze besitzen jeweils einen Vorteil, der zum Nachteil des anderen wird. Beim uni-
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(a) (b)
Abbildung 3.1: Vergleiche zweier Partitionen nach uniformen Ansatz (a) und Quadtree-Ansatz
(b). Beide Partitionen enthalten 600 Regionen. Wie zu sehen, unterscheidet sich die Partition nach
Quadtree-Ansatz durch mehr gerade Linien.
formen Ansatz liegt der Vorteil darin, daß die Formen der Regionen größere Variabiliẗat auf-
weisen, sie k̈onnen sich durch kleinere Grundblöcke besser dem Inhalt des Bildes anpassen.
Beim Quadtree-Ansatz gibt es von vornhereinüberwiegend gr̈oßere Grundblöcke. Diese wurden
zwar ebenfalls durch ein adaptives Verfahren (Quadtree-Zerlegung) erzeugt, jedoch nur unter Zu-
gesẗandnissen an den Collage-Fehler. Deshalb wird bei gleicher Range-Anzahl der uniforme An-
satz immer einen kleineren Collage-Fehler und damit auch einen kleineren Rekonstruktionsfehler
als der Quadtree-Ansatz erzeugen.
Dieser eben genannte Vorteil wird dem uniformen Ansatz jedoch wieder zum Nachteil, denn
die Partitionen des Quadtree-Ansatzes lassen sich aufgrund ihrer Struktur effizienter codieren.
Beim bereits vorgestellten Verfahren zur Codierung der Partitionsinformation und auch bei den
folgenden Verfahren spielt die arithmetische Codierung eine wichtige Rolle. Im Zusammenhang
mit der Symbolcodierung werden durch die regelmäßigeren Strukturen beim Quadtree-Ansatz im-
mer weniger Bits f̈ur die Partition ben̈otigt.
Man könnte nun denken, daß sich beide Argumente aufheben und beide Ansätze das gleiche
Ergebnis liefern. Wie wir bald sehen werden, verhält es sich nicht so. Bevor beide Ansätze vergli-
chen werden, soll noch eine völlig andere Methode zur Abspeicherung der Partitionsinformation
vorgestellt werden. Es handelt sich um die sogenannten Region Edge Maps.
3.2 Region Edge Maps
Das Problem des Chain Code-Verfahrens aus Abschnitt 2.4.2 besteht darin, daß es durch seine
Lauflängencodierung nur für Partitionen geeignet ist, welche längere, gerade Liniensegmente auf-
weisen. Dies ist bei Partitionen des uniformen Ansatzes wie aus Abbildung 3.1a nicht der Fall.











Abbildung 3.2: Region Edge Maps mit Kontextmodell; (a) die 4 Möglichkeiten, die ein Symbol
für den Grundblock annehmen kann. (b) 4 vorhergehende Symbole bilden einen Kontext für X; (c)
eine Kombination von Symbolen, die nicht vorkommen kann (X=2, W=2, NW=0, N=1, NO=0).
Deshalb wird ein anderes Verfahren benötigt.
In früheren Arbeiten [31, 32] wurde bereits ein Chain Code-Verfahren vorgestellt, welches
anders als die hier beschriebenen Chain Codes nicht auf Lauflängencodierung basiert, sondern
Symbole f̈ur Richtungs̈anderungen benutzt. Diese Methode soll jedoch nicht weiter verfolgt wer-
den, denn in [21, 22] wurden die Region Edge Maps für die Codierung der Partitionsinformation
verwendet, mit welchen bessere Ergebnisse als mit jenen Chain Codes erzielt werden konnten.
3.2.1 Aufbau und Funktionsweise
Region Edge Maps (REM) sind bereits seit langem als Methode zur Abspeicherung von Partitionen
bekannt. In einer Arbeit von TATE [42] wurde eine Methode vorgestellt, mit der Region Edge Maps
mit Hilfe von arithmetischer Codierung effizient abgespeichert werden kön en.
Desweiteren wird von Blockkanten und Regionenkanten gesprochen. Blockkanten definieren
einen Grundblock, Regionenkanten definieren eine Region und verlaufen dort, wo auch Blockkan-
ten verlaufen. In diesem Sinne besitzt eine regionenbasierte Partition eine Menge der Regionen-
kanten, die eine Teilmenge der Menge von Blockkanten darstellt.
Bei den Region Edge Maps betrachtet man die Kanten aller Grundblöcke imNordenund im
Westen, wobei beide Kanten jeweils gesetzt und nicht gesetzt sein kön en (siehe Abbildung 3.2a).
Dies führt zu folgender Symboldarstellung für einen Grundblock:
0 Es gibt keine Regionenkanten an den Blockkanten imNorden und Westen.
1 Die und nur die Blockkante imNordenist eine Regionenkante.
2 Die und nur die Blockkante imWestenist eine Regionenkante.
3 Die Blockkanten imNorden und Westensind Regionenkanten.
Mit dieser Klassifizierung ist eine Partition eindeutig und vollständig beschreibbar. Das wird
auch auf einfache Art deutlich: Regionenkanten können nur entlang der Blockkanten verlaufen.
Nun verlaufe eine Regionenkanten an deröstlichen Kante eine Blocks, dann existiert ein Block,
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deröstlich angrenzende, bei dem genau diese Kante an seiner westlichen Blockkante verläuft. Al-
so kann jede Nord-S̈ud ausgerichtete Regionenkante mit Hilfe eines Blocks und dessen westlicher
Blockkante erfaßt werden. Das gilt analog für Regionenkanten, die an südlichen Blockkanten ver-
laufen. F̈ur denöstlichen und s̈udlichen Rand des Bildes gilt dieseÜberlegung nicht. Die R̈ander
sind jedoch ohnehin als durchgängige Kante bekannt.
3.2.2 Speicherung mit Kontextmodellen
Es liegt nun eine auf Symbolen basierende Repräsentation der Bildpartition vor. Nun geht es dar-
um, diese Symbole effizient zu codieren. Dabei hilft der kontextbasierte arithmetische Codierer
aus Abschnitt 1.5.3. Die Symbolmenge entspricht den möglichen Zusẗanden der Blockkanten wie
gerade erl̈autert,A = {0,1,2,3}. Der Kontext wird derart geẅahlt, daß bez̈uglich eines zu codie-
renden SymbolsX die bereits codierten Symbole im Westen, Nordwesten, Norden und Nordosten
nach dem Schema in Abbildung 3.2b betrachtet werden. Die mit den Grundblöcken korrespondie-
renden Symbole werden Zeilenweise von links nach rechts abgearbeitet, somit wurden die für die
Bildung des Kontexts notwendigen Symbole bereits codiert.
Der zu ẅahlende Kontext f̈ur ein SymbolX errechnet sich dann aus
64W+16NW+4N+NO.
Auf diese Art gibt es insgesamt 44 = 256 Kontexte. Dar̈uberhinaus muß noch ein weiterer Kontext
betrachtet werden, denn die Schablone aus Abbildung 3.2b kann nicht auf am Bildrand befindliche
Grundbl̈ocke angewendet werden. Es sind also insgesamt 257 Kontexte zu betrachten.
Dieses Schema ist nicht willkürlich geẅahlt. Zun̈achst wird davon ausgegangen, daß eine
Abhängigkeit zwischen dem Zustand eines Grundblocks und den Zuständen der umliegenden
Grundbl̈ocke existiert. Weiterhin besitzt das Schema aus Abbildung 3.2b die Eigenschaft, daß es
Symbolkombinationen gibt, die in einer Bildpartition nicht vorkommen kö nen. Eine solche Kom-
bination ist in Abbildung 3.2c zu sehen. Insgesamt gibt es 256 solcher verbotenen Kombinationen,
sie sind in Tabelle 3.1 aufgelistet. Der arithmetische Codierer verwaltet 257·4 Teilintervalle, ein
viertel dieser Teilintervalle wird mit Wahrscheinlichkeit 0 initialisiert, damit steigt die Effizienz
der Codierung.
Bei der Aktualisierung des Modells des arithmetischen Codierers wird bei der Codierung ei-
nes Symbols standardmäßig der Anteil des entsprechenden Teilintervalls um eins erhöht und al-





Dabei entsprichtz∈A dem codierten Symbol,c ist der Kontext,Anzahl(z|c) ist die Anzahl der im
Kontextc vorkommenden Symbolez, Anzahl(c) ist die gesamte Anzahl der inc vorkommenden
Symbole und|A| ist die Gr̈oße des Symbolalphabets. Im Zähler wird 1 bzw. im Nenner|A| addiert,
weil Anzahl(z|c) bzw.Anzahl(c) zu Beginn mit 0 initialisiert werden.
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W NO N NW X
0 * 0 * 1
0 * 0 * 2
0 * 1 * 1
0 * 1 * 2
0 * 2 * 0
0 * 3 * 0
1 * 0 * 0
1 * 1 * 0
2 * 0 * 1
2 * 0 * 2
2 * 1 * 1
2 * 1 * 2
2 * 2 * 0
2 * 3 * 0
3 * 0 * 0
3 * 1 * 0
Randkontext 0
Tabelle 3.1: Unm̈ogliche Kombinationen bei Region Edge Maps; wenn die Teilintervalle des arith-
metischen Codierers als Ereignisse aufgefasst werden, dann kön en von den 257·4= 1028 Ereig-
nissen 257 nicht eintreten.
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0-Kontext 1-Kontext 2-Kontext 3-Kontext 4-Kontext
(REM0) (REM1) (REM2) (REM3) (REM4)
Abbildung 3.3: Verschiedene Kontextans¨ tze bei den Region Edge Maps. X ist das aktuelle Sym-
bol.{W,NW,N,NO} sind die bereits codierten Symbole, aus denen der Kontext gebildet wird. Ein
Symbol kann 4 verschiedene Zustände annehmen, also liefert einn-Kontextsystem mit zus̈atzli-
chem Kontext f̈ur Randsymbole 4n +1 verschiedene Kontexte.
In [42] wird eine modifizierte Formel für die Aktualisierung der Einzelwahrscheinlichkeiten
verwendet:
p(z|c) = λ ·Anzahl(z|c)+1
λ ·Anzahl(c)+ |A|
(3.2)
Für λ > 1 werden dadurch die Summen für die Teilintervalle des arithmetischen Codierers stärker
gewichtet, was zu einer effizienteren Abspeicherung führt. Nach [42] liefern Werte f̈ur λ = 4 oder
λ = 5 die besten Ergebnisse.
3.2.3 Weitere Kontextmodelle
Außer dem in Abbildung 3.2b zu sehenden Kontext aus vier Symbolen untersuchen wir noch drei
weitere Kontextschablonen gemäß Abbildung 3.3. Der 4-Kontext ist der bereits bekannte Kontext,
außer ihm testen wir noch den 0, 1, 2 und 3-Kontext. Beim 0-Kontext wird das Symbol kontextu-
nabḧangig codiert. Beim 2- bis 4-Kontext können die ung̈ultigen Kombinationen aus Tabelle 3.1
angewendet werden.
In Abbildung 3.4 sind die Unterschiede im Codieraufwand für die verschiedenen Kontextmo-
delle zu sehen. Es zeigt sich wie erwartet, daß die Region Edge Maps zur Codierung der uni-
formbasierten Partitionen besser geeignet sind als die Chain Codes aus Abschnitt 2.4.2. REM2,
REM3 und REM4 liefern meist vergleichbare Ergebnisse, die verschiedenen Kontextansätze ha-
ben zumindest f̈ur diese Art von Partitionen kaum Einfluß auf die Effizienz. Um dennoch sicher zu
gehen werden bei der Implementierung stets alle möglichen Verfahren abgearbeitet und dasjenige
ausgeẅahlt, welches den geringsten Codieraufwand verursacht.
In Tabelle 3.2 sind die Ergebnisse für die Region Edge Maps aus [21] mit den Ergebnissen die-
ser Arbeit verglichen. Wie zu sehen, werden die Ergebnisse aus [21] bei gleichem Verfahrenübe t-
roffen, der Unterschied liegt dabei zwischen 5 und 10%. Im Vergleich zu diesen Werten ist wieder
der Codieraufwand für die Chain Codes aufgeführt. Es wird deutlich, daß dieses lauflängenbasierte
Verfahren f̈ur diese Art von Partitionen ungeeignet ist.



















Abbildung 3.4: Die Kurven entsprechen den Bitkosten unter Verwendung der verschiedenen Ver-
fahren zur Partitionsabspeicherung mitq = 4.
Anzahl Ranges Grundblockgr̈oße REM4 in [21] REM4 Chain Codes
6000 4×4 2755 2698 4227
2000 4×4 2397 2313 3358
800 4×4 1799 1746 2454
800 8×8 722 671 1004
400 8×8 616 560 813
Tabelle 3.2: Beispiele für Codieraufwand bei Region Edge Maps in Bytes; einmal Ergebnisse
aus [21] (REM4 in [21]) und dann nach eigener Implementierung (REM4); zum Vergleich der
Aufwand für die Chain Codes aus Kapitel 2.
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3.3 Versuche und Ergebnisse
Im Gegensatz zum Quadtree-basierten Ansatz sind beim uniformen Ansatz weniger Parameter zu
überpr̈ufen. Alle Grundbl̈ocke sind quadratisch und haben die gleiche Größe, wir setzen somit
qmin = qmax= q für die Breite eines Grundblocks. Weiterhin entfallenT1 undk aus Kapitel 2 und
es bleibens, o, L, d undnR.
Wir wollen wie im letzten Kapitel die verschiedenen Abhängigkeiten deutlich machen und
beginnen mit Versuchen für die Domainpooll̈angeL und Domainschrittweited. Eine Auswahl der
Ergebnisse ist in Abbildung 3.5a zu sehen. Wie beim Quadtree-Ansatz liefern größere Domain-
pools bessere Ergebnisse. Ebenso sind Unterschiede betreffsd zu erkennen, Schrittweite 1 liefert
stets die schlechtesten Ergebnisse. In Abbildung 3.5b sind Kurven für eine Auswahl von Werten
für s und o zu sehen. F̈ur hohe Kompressionsraten zeigt sichs = 4 undo = 6 als optimal. F̈ur
niedrigere Kompressionsraten sinds= 5, o = 7 und ḧoher vorzuziehen. Allgemein zeigt sich: Je
niedriger die Kompressionsrate, desto bessere Ergebnisse liefern größeres und o. In Abbildung
3.5b wurden Grundblöcke der Gr̈oße 8×8 und kleine Domainpools (L = 16) geẅahlt. Es zeigt
sich eineÜberkreuzung zwischens= 5, o = 7 unds= 4, o = 6 bei einer Kompressionsrate von
etwa 110. Bei gr̈oßeren Pools (L = 256) hat sich gezeigt, daß der Unterschied zwischen diesen
beidens- undo-Kombinationen geringer wird.
Als nächstes ist in Abbildung 3.6a der starke Einfluß der Größe der Grundblöcke zu sehen.
Bei niedrige Kompressionraten führen kleine Grundblöcke zu besseren Ergebnissen, wohingegen
bei hohen Kompressionsraten größere Grundblöcke vorzuziehen sind.
Dies führt schließlich zur in Abbildung 3.6b gezeigten Kurve für den uniformen Ansatz, an
jeder Stelle wurden die günstigsten Werte für q, L und d verwendet. Im Vergleich dazu sind die
Meßergebnisse aus [10, 11] eingetragen. Wie zu sehen, sind die Werte durchaus vergleichbar. Spe-
ziell der vorgegebene Wert von 26.6 dB bei einer Kompressionsrate von 182 : 1 wurde erreicht,
bei denübrigen Werten bleibt noch ein Unterschied von etwa 0.2 dB.
3.4 Zusammenfassung
In diesem Kapitel haben wir den Codierer aus Kapitel 2 auf uniforme Grundpartitionen ange-
wendet, dazu m̈ussen lediglich die minimale und maximale Blocklänge gleichgesetzt werden
(qmin = qmax= q). Weiterhin wurden die Region Edge Maps als Methode zur Abspeicherung der
Partitionen verwendet, welche bessere Ergebnisse als die in Kapitel 2 verwendeten Chain Codes
liefern. Es liegt nun nahe, zu prüfen, ob die Region Edge Maps auch in Verbindung mit Quadtree-
Grundpartitionen bessere Ergebnisse liefern. Bevor wir jedoch dazu kommen, soll im nächsten
Kapitel versucht werden, noch weitere Optimierungen beim Quadtree-Ansatz vorzunehmen. Im
Anschluß daran wird dann ein direkter Vergleich zwischen regionenbasierten Partitionen mit uni-
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Abbildung 3.5: (a) Kurven f̈ur Domainschrittweited und Domainpooll̈angeL; (b) Kurven f̈ur




















































Abbildung 3.6: (a) Vergleich verschiedener Größen von Grundblöckenq bei s = 4 und o = 6,
bei jeder Kompressionsrate wurden die besten Werte für L und d geẅahlt; (b) Kurve, die aus
den bestenWerten aller Versuche mit uniformer Grundpartition ermittelt wurde (RBFCU) und





















































Abbildung 3.7: Vergleich der Verfahren für (a) 512×512-Peppers und (b) 512×512-Boat.
Kapitel 4
Quadtree-Grundpartitionierung
In Kapitel 2 wurde der fraktale Codierer beschrieben, bei dem sich die Partitionen aus Regio-
nen zusammensetzen, die ihrerseits aus Quadtree-Blöcken gebildet werden. Dabei wurde Chain
Coding nach [11, 13] verwendet, um die Partitionen abzuspeichern.
In diesem Kapitel soll n̈aher auf den Quadtree-Ansatz eingegangen werden. Wir wollen ver-
suchen, das Verfahren an geeigneten Stellen zu verbessern, um somit die Ergebnisse aus [10, 11]
auf anderem Wege zu erreichen.
Dabei geht es zun̈achst darum, Quadtree-Codes zu komprimieren, denn das wurde in [10, 11]
nicht getan. Weiterhin soll eine Methode entwickelt werden, die es erlaubt, Quadtree-Information
in die Region Edge Maps aus dem vorigen Kapitel einfließen zu lassen. Weiterhin soll untersucht
werden, in welchem Maße die anf¨ gliche Quadtree-Zerlegung das Endergebnis beeinflußt, dazu
werden wir Rate-Distortion-optimale Quadtrees in das Schema einbinden.
4.1 Kompression von Quadtree-Codes
Wie in Kapitel 2 beschrieben, wird bei der Abspeicherung der Koeffizienten sowie bei der Codie-
rung der Partitionsinformation arithmetische Codierung verwendet. Lediglich die Quadtree-Codes
wurden nicht behandelt. Es soll nun untersucht werden, ob eine weitere Kompression der verwen-
deten Quadtree-Codes möglich ist.
Wie in Abschnitt 2.2 erl̈autert, wird der Quadtree derart codiert, daß an jedem Knoten eine 1
codiert wird, falls eine Verzweigung stattfindet bzw. 0 wenn keine Verzweigung stattfindet. Wei-
terhin werden die Bits f̈ur die Blöcke minimaler Gr̈oße nicht mit abgespeichert.
Jeder Knoten im Quadtree entspricht einem Block, der einen Kandidaten für eine weitere
Aufteilung darstellt. Durch die Depth-First-Codierung und die Reihenfolge der Abarbeitung der
Blöcke nach Abbildung 2.3b ist für jeden Block bekannt, wieviele Blätter der Quadtree westlich
und n̈ordlich des aktuellen Blocks besitzt. An der Anzahl der Nachbarn kann ein Kontextmodell
angesetzt werden, denn Situationen wie in Abbildung 4.1, daß sehr viele kleine Blöcke an einen
großen Block angrenzen, treten nur sehr selten auf.
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Abbildung 4.1: Selten vorkommende Situation bei Quadtree-Zerlegung: viele kleine Blöcke gren-
zen an einen großen Block an (q).
Wir werden nun vier verschiedene Ansätze vorstellen, die anhand der Anzahl der benachbarten
Blöcke einen Kontext f̈ur das zu codierende Symbol{0,1} bestimmen. Bei jedem Modell wird von
einem Quadtree-BlockQ der Gr̈oßeq×q ausgegangen, mitqmin≤ q≤ qmax. Weiterhin besitzeQ
im NordenzN und im WestenzW bereits codierte Nachbarblöcke.
1. Summenkontext: Als Kontext dient die Gesamtzahl der angrenzenden Blätter. BlockQ kann
bei maximaler Breite wenigstens 0 und höc stensqmax/qmin Nachbarbl̈ocke jeweils im Nor-
den und im Westen besitzen. Es gibt deshalb insgesamt 2(qmax/qmin+1) verschiedene Kon-
texte, die Kontextnummer für Q errechnet sich auszN +zW.
2. vollständiger Kontext: Der erste Ansatz vermischt die Anzahlen der Nachbarn im Norden
und Westen. WennQ im Norden einen und im Westen vier Nachbarn besitzt, dann ent-
spricht das dem gleichen Kontext, wie wenn der Block im Norden drei und im Westen zwei
Nachbarn besitzt. Um zu unterscheiden werden deshalb für jede Situation im Norden, alle
Möglichkeiten im Westen betrachtet. Es gibt folglich(qmax/qmin+ 1)2 verschiedene Kon-
texte und die aktuelle Kontextnummer errechnet sich aus(qmax/qmin+1)zN +zW.
3. Tiefenkontext: Im Verbindung mit kontextbasierter arithmetischer Codierung zeigt sich oft,
daß reduzierte Kontexte unter Umständen vorzuziehen sind. Deshalb wird nun einfach die
augenblickliche Quadtree-Tiefe vonQ als Kontextnummer benutzt. Istq groß, wohlm̈oglich
qmax, dann ist es wahrscheinlich, daß der Block aufgeteilt wird. Hingegen ist eine weitere
Aufteilung weniger wahrscheinlich, wenn die Blöcke kleiner werden. Als Kontextnummer
wird die augenblickliche Tiefe im Quadtree gewählt, log2(q/qmin)−1, und es gibt insgesamt
log2(qmax/qmin) Kontexte.
4. reduzierter Kontext: Beim reduzierten bzw. 4-fach Kontext wird jeweils ein Bit für zN und
zW verwendet. Das Bit ist gesetzt, wenn die betreffende Anzahl größer als 1 ist, sonst ist es
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nicht gesetzt. Der f̈ur Q zu wählende Kontext wird folgendermaßen bestimmt:
0 für zN ≤ 1 und zW ≤ 1
1 für zN ≤ 1 und zW > 1
2 für zN > 1 und zW ≤ 1
3 für zN > 1 und zW > 1
Ein Vergleich f̈ur den Codieraufwand aller vier Ansätze ist in Abbildung 4.2 zu sehen. Es zeigt
sich, daß reduzierter Kontext (4) und vollständiger Kontext (2) die besten Ergebnisse liefern. Auch
hier wird bei der Implementierung jeweils der Kontext ausgewählt, der zu einem k̈urzeren Code
führt. Ein weiterer Vorteil der Verwendung von arithmetischer Codierung liegt in der Eigenschaft,
daß bei maximaler Anzahl an Quadtree-Blöcken der Codieraufwand fast Null wird. Damit verliert
der Quadtree-Ansatz bei Grundpartitionen nahe der uniformen Grundpartition (herbeizuführen mit
kleinemT1) fast keine Bits f̈ur die Codierung des Quadtrees.




































Abbildung 4.2: Codieraufwand bei verschiedenen Modellen zur Kompression von Quadtree-
Codes; (0) ohne Kompression; (1) Summenkontext; (2) vollständiger Kontext; (3) Tiefenkontext;
(4) reduzierter Kontext. Die Anzahl der Quadtree-Blöcke wurde mitT1 justiert; weitere Parameter:
k = 2, L = 16,d = 1, s= 4, o = 6; (a)qmin = 4, qmax= 32; (b)qmin = 8, qmax= 32.
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4.2 Quadtree-basierte Region Edge Maps
Wir kommen nun zu einer Erweiterung der im vorhergehenden Kapitel vorgestellten Region Edge
Maps, es geht um dieQuadtree-basierten Region Edge Maps(QBREM).
Beim Codieren der Partitionsinformation gibt es generell zwei Möglichkeiten. Zum einen kann
der Quadtree der endgültigen Partitionierung zugrunde gelegt werden, wie es in Kapitel 2 mit den
Chain Codes gemacht wurde. Die Schrittlängen wurden abhängig von der Gr̈oße der Grundblöcke
geẅahlt und die gesamte Partitionsinformation setzt sich aus Quadtree-Code und Chain Code zu-
sammen. In Kapitel 3 wurden die Region Edge Maps behandelt, welche auf uniformen Blöcken
basieren. Eine Partition des Quadtree-Ansatzes kann damit ebenfalls abgespeichert werden (ohne
Quadtree-Codierung).
Es soll nun eine Erweiterung vorgeschlagen werden, bei der die Quadtree-Information in die
Region Edge Maps einbezogen wird. Der Gesamtcode für die Partition setzt sich dann aus Regi-
on Edge Maps und Quadtree-Code zusammen, der wie im letzten Abschnitt beschrieben wurde,
arithmetisch codiert wird.
4.2.1 Das Schema
Beim uniformen Ansatz existiert, abgesehen von den Randblöcken zu jedem Grundblock, in allen
vier Richtungen genau ein Nachbar. Damit ist die Kontextschablone aus Abbildung 3.2b unmittel-
bar anwendbar. Beim Quadtree-Ansatz ist die Nachbarschaftsbeziehung komplizierter. Bei einer
Kante eines Quadtree-Blocks können folgende Situationen auftreten:
1. Es existieren keine Nachbarn.
2. Es existiert genau ein Nachbar.
3. Es existiert mehr als ein Nachbar.
Im ersten und zweiten Fall ist die Nachbarschaftsbeziehung genau wie bei den herkömmlichen Re-
gion Edge Maps. Im dritten Fall muß eine Klassifizierung von Nachbarkanten eingeführt werden,
die an folgendem Beispiel erläutert werden soll.
Wir betrachten die Kantenmodellierung für einen Block aus Abbildung 4.3a, der im Norden
und Westen mehrere Nachbarblöcke besitzt. Zun̈achst werden alle Blöcke mit dem uniformen
Grundgitter aus den kleinsten Quadtree-Blöcken zerlegt. Der zu codierende Block faßt somit eine
Anzahl von kleinsten Bl̈ocken zusammen. Die Kanten für diese Bl̈ocke k̈onnen, wie in Abbildung
4.3b zu sehen, in drei Klassen eingeteilt werden:
1. Eckenkanten (×) - Kanten, die sich genau an der nord-westlichen Ecke des Quadtree-Blocks
befinden. Es gibt vier m̈ogliche Zusẗande: keine Kante, Nordkante, Westkante und Nord-
und Westkante. Die zugehörigen Symbole f̈ur den arithmetischen Codierer entsprechen also
denen, die bei den herkömmlichen Region Edge Maps verwendet werden.
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(a) (b)
(c) (d)
Abbildung 4.3: F̈ur die Kantencodierung des schraffierten Blocks (a) werden die einzelnen
Teilblöcke in Eckenkanten (×), Seitenkanten (◦) und innere Kanten (−) klassifiziert (b). Anschlie-
ßend werden die Redundanzen entfernt (c). Damit kann das Kontextsystem der herkömmlichen
Region Edge Maps angewendet werden (d).
2. Seitenkanten (◦) - das sind Kanten, die sich entweder an der Nord- oder an der Westkante
des Blocks befinden. Die zugehörigen Symbole k̈onnen zwei Zusẗande annehmen: Kante
gesetzt oder Kante nicht gesetzt.
3. Innere Kanten (−) - das sind Kanten, die sich innerhalb des Quadtree-Blocks befinden. An
diesen Stellen k̈onnen keine Regionengrenzen verlaufen, die Symbole nehmen also nur den
Wert 0 an.
Nach dieser Klassifizierung werden die Redundanzen entfernt. In Abbildung 4.3b ist die Co-
dierung f̈ur den Block in Zeile 3 und Spalte 6 sowie für den Block in Zeile 4 und Spalte 3 nicht
notwendig, denn die Kanteninformation zum benachbarten Block wurden bereits durch eine vor-
angegangene Kante festgelegt. Für benachbarte Kanten, die an einen gemeinsamen Block angren-
zen, muß also nur eine Kante codiert werden. Die Gesamtzahl der zu codierenden Symbole redu-
ziert sich damit und es entsteht ein Modell, bei dem sich die Längen der Kanten genau wie bei den
Quadtree-basierten Chain Codes der Nachbarschaft anpassen (Abbildung 4.3c).
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Durch das uniforme Grundgitter können nun die verschiedenen Kontextmuster der Region Ed-
ge Maps aus Abschnitt 3.2.3 angewendet werden, wir bezeichnen sie mitQBREM0bisQBREM4.
Aufgrund der Quadtree-Struktur können verschiedene Symbolmengen für die Kontextbildung be-
trachtet werden, wir unterscheiden zwischenei fachemunderweitertem Kontext.
4.2.2 Einfacher Kontext
Für die Kontextkomponente wird die Symbolmenge der uniformen Region Edge Maps, welche
den Symbolen der Typ-1-Kanten entsprechen, zugrundegelegt. Desweiteren werden die Typ-2-
Kanten gesondert behandelt, denn dabei können noch weitere unm̈oglichen Kombinationen, wie in
Abschnitt 3.2.2, herausgestrichen werden. Die Gesamtzahl der Kontextmöglichkeiten verdoppelt
sich damit, wobei die erste Ḧalfte dem Kontextsystem für die Typ-1-Kanten entspricht, die zweite
Hälfte wird für die Typ-2-Kanten verwendet.
Die ung̈ultigen Kombinationen f̈ur Typ-2-Kanten leiten sich aus Tabelle 3.1 ab. Bei genauer
Betrachtung der einzelnen Kombinationen fällt auf, daß f̈ur jede Zeile mitX = 1 (nördliche Kante)
genau eine Zeile mit gleichem Kontext undX = 2 (westliche Kante) existiert. Das ist durch die
Symmetrieeigenschaft des Kontextmusters zu erklären. F̈ur die unm̈oglichen Kombinationen wird
der aktuelle BlockX und der n̈ordliche und westliche Block betrachtet. Eine unmögliche Kombi-
nation besitzt stets ein Gegenstück, das durch Spiegelung des Systems aus Abbildung 3.3c entsteht.
Diese Symmetrieeigenschaft kann ausgenutzt werden, um eine Liste von ungültigen Kontexten f̈ur
Typ-2-Kanten (unabḧangig von der Ausrichtung) abzuleiten (siehe Tabelle 4.1). Als Symbol für
die Kante wird eine 0 f̈ur
”
nicht gesetzt“ bzw. eine 1 für
”
gesetzt“ codiert.
Die Längen der Intervalle des arithmetischen Codierers, die diesen Kombinationen entspre-
chen, werden ebenfalls mit Null initialisiert. Weil die Symbolmenge aus zwei Elementen besteht,
bleibt für einige Kontexte nur noch ein m̈ogliches Symbol f̈ur die Codierung̈ubrig. Die an [47]
angelehnte Implementierung des arithmetischen Codierers gibt unabhä gig von der Wahrschein-
lichkeitsverteilung eine gewisse Anzahl an Bits aus. Im Falle, daß nur ein Symbol möglich ist,
können diese Bits eingespart werden. Durch diese Optimierung bleiben von den möglichen Kon-
texten f̈ur die Typ-2-Kanten nur noch 1/4 übrig (siehe Tabelle 4.1b).
Als letztes bleibt noch zu klären, wie die Typ-3-Kanten verarbeitet werden müssen. Diese
können nur den Zustand
”
nicht gesetzt“ annehmen. Durch diese Eindeutigkeit kann auf die Codie-
rung dieser Symbole ebenfalls verzichtet werden.
Es wurde nun erklärt, wie die angrenzenden Blöcke f̈ur die Kontextmodellierung einbezogen
werden. Dabei wird an keiner Stelle unterschieden, welchen Typs die Nachbarkanten eigentlich
waren. Es wurde stets davon ausgegangen, daß Nachbarkanten allgemein vom Typ 1 sind. Wir
bezeichnen deshalb dieses Kontextmodell alseinfachen Kontext.
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W NO N NW X
0 * 0 * 1
0 * 1 * 1
0 * 2 * 0
0 * 3 * 0
1 * 0 * 0
1 * 1 * 0
2 * 0 * 1
2 * 1 * 1
2 * 2 * 0
2 * 3 * 0
3 * 0 * 0
3 * 1 * 0
Randkontext 0
W NO N NW
1 * 2 *
1 * 3 *
3 * 2 *
3 * 3 *
(a) (b)
Tabelle 4.1: (a) Zun̈achst unm̈ogliche Kontextkombinationen für Typ-2-Kanten bei Quadtree-
basierten Region Edge Maps; (b) durch Entfernung von Redundanzen bleibt 1/4 der urspr̈unglich
betrachteten Kontexte für Typ-2-Kanten̈ubrig.
4.2.3 Erweiterter Kontext
Alternativ führen wir ein erweitertes Kontextmodell ein, welches die unterschiedlichen Typen der
Kanten der Kontextkomponenten berücksichtigt. Die Symbolmenge für jede Kontextkomponente
setzt sich dann wie folgt zusammen:
1. Die entsprechende Nachbarkante ist eine Typ-1-Kante und kann vier verschiedene Werte
annehmen{0,1,2,3}.
2. Die Nachbarkante ist eine Typ-2-Kante, deshalb kommen zwei Möglichkeiten hinzu,{4,5}.
Desweiteren muß anders als im vorangegangenen Abschnitt zwischen nördlicher und west-
licher Kante unterschieden werden. Eine Vermischung würde zu Widerspr̈uchen bei der
Auflistung der ung̈ultigen Kombinationen f̈uhren. Die Symbolmenge erweitert sich also um
zwei weitere Symbole,{6,7}.
3. Die Nachbarkante ist eine Typ-3-Kante, welche nur den Wert 0 annehmen kann. Deshalb
muß nur noch ein weiteres Symbol betrachtet werden,{8}.
Damit erḧalt man ein 9-elementiges Alphabet für ein Kontextelement. Bei einem Kontextmo-
dell aus vier Komponenten führt das zu 94 = 6561 verschiedenen Kontexten. Ein 512×512-Bild
besitzt beiq = 8 gerade 4096 Grundblöcke. In diesem Fall gibt es nicht genug Symbole, die sich
auf die Kontexte verteilen k̈onnen. Dieses Problem ist auch unter dem NamenCo text Dilution
Problembekannt. Bei solchen Situationen führt das zu groß geẅahlte Kontextmodell meist zu
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Abbildung 4.4: F̈ur Versuche mit Quadtree-basierten Region Edge Maps verwendete Quadtree-
Zerlegung mitqmin = 4, qmax= 32,T1 = 50,k = 2, L = 16,d = 1, s= 4 undo = 6.
höherem Codieraufwand. An dieser Stelle kommen die kleineren Kontextmodelle aus Abbildung
3.3 zum Einsatz. Das erweiterte Kontextsystem wird mit
”
EQBREM“ bezeichnet.
4.2.4 Versuche und Ergebnisse
Für die folgenden Versuche wird das 512× 512-Lenna-Bild und ein 4-32 Quadtree verwendet
(siehe Abbildung 4.4), welcher mit Kompression der Quadtree-Codes aus Abschnitt 4.1 1710 Bits
ben̈otigt.
In Abbildung 4.5 sind Kurven f̈ur die verschiedenen Ansätze bei gleicher Grundpartition zu
sehen. In (a) sind zunächst die Quadtree-basierten Region Edge Maps mit drei verschiedenen Kon-
textmodellen (QBREM2-4) mit den herkömmlichen Region Edge Maps und den Chain Codes ver-
glichen. Bei QBREM und den Chain Codes ist der Quadtree-Code in den Ergebnissen enthalten,
die Kurven zeigen also den gesamten Codieraufwand für ie Partitionsinformation.
In Abbildung 4.5a ist zu sehen, wie die Quadtree-basierten Region Edge Maps die herkömmli-
chen Region Edge Maps deutlichübertreffen. Lediglich bei sehr hohen Kompressionraten (wenige
Ranges) liegen leichte Vorteile bei REM. Die Chain Codes benötigen f̈ur die Codierung wiederum
mehr Bits, als REM.
In Abbildung 4.5b ist der einfache, schon in (a) verwendete Kontext, mit dem erweiterten
Kontextsystem EQBREM2-4 verglichen. Hier zeigt sich wie erwartet, daß zu große Kontexte zu
schlechteren Ergebnissen führen. Reduzierte Kontexte (EQBREM2) führen zu vergleichbaren Re-
sultaten, wie der einfache Kontext QBREM2.
Es kann somit zusammengefaßt werden, daß Quadtree-basierte Region Edge Maps gegenüber
den herk̈ommlichen Region Edge Maps vorzuziehen sind, und daß das erweiterte Kontextsys-
tem keine Verbesserung gegenüber dem einfachen Kontextsystem darstellt. Um wieder sicher zu
gehen, werden bei den zuk¨ nftigen Experimenten alle Verfahren zur Codierung der Partitionsin-
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formation ausprobiert, das Verfahren mit dem geringsten Codieraufwand wird ausgewählt.
4.3 Quadtree Rate-Distortion-Optimierung
Es soll nun gekl̈art werden, inwieweit die Optimalitä der Quadtree-Zerlegung den Collage-Fehler
nach dem Merging-Prozeß bestimmt. Es gibt viele Verfahren zur Quadtree-Zerlegung. In diesem
Abschnitt wollen wir die Auswirkungen von Rate-Distortion-Optimierung des Quadtrees untersu-
chen. Mit dieser Methode können bei alleiniger Partitionierung mit Quadtrees die bestmöglichen
Resultate erzielt werden.
4.3.1 Funktionsweise
Ein Beispiel: Bei der Transformation der Domain auf den Range beis= 0 werden die Pixelwerte
der Domain mit 0 multipliziert und anschließend wirdo addiert. Der Inhalt des Ranges ist also für
diesen speziellen Fall unabhängig vom Inhalt der Domain. Folglich m̈ussen die Bits f̈ur die Do-
mainadresse nicht abgespeichert werden. Nun sei angenommen, daß zu einem Range eine Domain
Di mit FehlerEi und si 6= 0 existiere. Desweiteren existiere eine DomainD j mit E j und sj = 0,
und es gelteEi < E j . Bei der Domainsuche ẅurdeDi aufgrund des kleineren Fehlers bevorzugt
werden, es wird jedoch nicht berücksichtigt, daßD j weniger Kostendurchsj = 0 verursacht und
damit möglicherweiseein besseres Verhältnis von Kosten zu Fehler bewirkt. Unter bestimmten
Kriterien, wenn die DifferenzE j −Ei nicht zu groß ist, ẅurde mit der Wahl vonD j ein besseres
Endergebnis erreicht werden.
Diesen Ansatz, bei dem sowohl Fehler als auch Kosten minimiert werden, nennt man Rate-
Distortion-Optimierung. Das allgemeine Prinzip wird in Abbildung 4.6 deutlich. In (a) ist sche-
matisch eine Rate-Distortion-Kurve zu sehen, wie sie bei allen verlustbehafteten Verfahren zur
Bildcodierung vorkommt. Es ist der Fehlerd gegen̈uber der Rater (bei uns Kompressionsrate)
aufgetragen. Bei den bisherigen Ansätzen wurde stets der Fehler bei fester Rate minimiert (Mini-
mierung des Collage-Fehlers). Ebenso ist es möglich bei gegebenem Fehler die Rate zu minimie-
ren. Beide Ans̈atze optimieren die Kurve jeweils nur in eine Richtung. Als Alternative wird eine
Gerade mit variablem Anstieg betrachtet, die von beiden Größen, RateundFehler, abḧangig ist (b).
Dabei kommt ein Parameterλ ∈ R, λ ≥ 0 zum Einsatz, der die Steigung der Geraden beeinflußt.
Das Problem der Rate-Distortion-Optimierung wird also auf die Minimierung der Lagrangschen
Kostenfunktion zur̈uckgef̈uhrt:
d+λr. (4.1)
4.3.2 Anwendung auf Quadtrees
Wir wollen das Prinzip der Rate-Distortion-Optimierung auf den Prozeß der Quadtree-Zerlegung
anwenden, um einenoptimalenQuadtree zu erhalten. Wir richten uns dabei nach den grundlegen-
den Ideen von SULLIVAN UND BAKER [41], in dieser Arbeit wurde ein Verfahren zur Erstellung







































Abbildung 4.5: Codieraufwand Quadtree-basierte Region Edge Maps mit herkömmlichen Region
Edge Maps, Parameter:qmin = 4, qmax = 32, T1 = 50, k = 2, L = 16, d = 1, s = 4, o = 6; (a)
Vergleich von QBREM2-4 mit REM4; (b) Vergleich von EQBREM2-4 mit QBREM2.















d +   r
(a) (b)
Abbildung 4.6: Prinzip der Rate-Distortion-Optimierung mit Langrangscher Kostenfunktion; (a)
Rate-Distortion-Kurve, bei gegebener Rater wird der Fehler minimiert (∆d) bzw. bei gegebenem
Fehlerd wird die Rate minimiert (∆r); (b) r und d sind nicht fest, sondern es wird die Gerade
d+λr betrachtet mit Anstieg 1/λ.
Rate-Distortion optimaler Quadtrees unabh¨ ngig von der verwendeten Codierungsmethode vor-
gestellt.
Der folgende Algorithmus minimiert sowohl den Collage-Fehler als auch die Anzahl der
ben̈otigten Bits f̈ur den fraktalen Code. Die Frage ist, wie die Quadtree-Struktur auszusehen hat,
damit bei jeder Kompressionsrate der minimale Rekonstruktionsfehler erreicht wird. Wir betrach-
ten zun̈achst feste Kosten zur Abspeicherung vons, o und der Domainadresse (xd,yd). Weiterhin
verwenden wir eine Modifikation betreffs der Abspeicherung ders-Werte: Neben der Codierung
von s mit einer festen Anzahl an Bits wird ein Bit für den Zustands= 0 codiert. F̈ur s= 0 ist das
Bit gelöscht, f̈ur s 6= 0 ist das Bit gesetzt. Wenns 6= 0, dann wird der eigentliches-Wert mit der fes-
ten Anzahl Bits codiert, f̈ur s= 0 wird nur das eine Bit codiert. Wir werden diese Vorgehensweise
sp̈ater begr̈unden.
Zu Beginn wird f̈ur jeden m̈oglichen Quadtree-Block eine Domainsuche durchgeführt, bei
einem 4-32 Quadtree sind das alle 4× , 8× 8, 16× 16 und 32× 32-Blöcke. Bei jedem Block
werden mindestens eine und höchstens zwei TransformationenT(1), T(2) notiert. Dabei entspricht
T(1) der Domain mit dem kleinsten Fehler beis= 0, T(2) geḧort zur Domain mit dem niedrigsten
Fehler beis 6= 0, sofern dieser kleiner als der Fehler vonT(1) ist.
Bei der Rate-Distortion-Optimierung m̈ussen nun alle M̈oglichkeiten betreffs Bitallokation
betrachtet werden. Es muß also entschieden werden, ob TransformationT(1) derT(2) zum Einsatz
kommen soll, beide Transformationen verursachen unterschiedliche Kosten. Wenn ein Quadtree-
Block qi nur eine Transformation (mits = 0) besitzt, dann ist die Domain, die die minimalen
Kosten erzeugt bereits gefunden. Andernfalls wird anhand der Lagrangschen Kostenfunktion das




∆d = dT(1)(qi)−dT(2)(qi) (4.3)
und
∆r = rT(2)(qi)− rT(2)(qi), (4.4)
wobeidT(·) den quadratischen Fehler undrT(·) die Bitkosten des entsprechenden Ranges beschrei-
ben. Das heißtT(1) wird bevorzugt, wenn (4.2) zutrifft. Bei unserem Codierer setzen sich die
Kosten f̈ur Blockqi wie folgt zusammen:
rT( j)(qi) =
{
1+bits(s)+bits(o)+2log2L für j = 1
1+bits(o) für j = 2.
(4.5)
Ein Bit wird für den Falls= 0 verwendet, diëubrigen Kosten ergeben sich aus der Summe der
ben̈otigten Bits f̈ur s, o und den Domainkoordinaten. Beis = 0 werdens und die Koordinaten
weggelassen. F̈ur jeden Quadtree-Block liegt nun dieoptimaleTransformation in Bezug aufs= 0
vor. Es kann bereits vorweg genommen werden, daß mit Parameterλ die Kompressionsrate variiert
wird. Für hoheλ werden die Kosten stark gewichtet, das heißt auch bei größeren Unterschieden
zwischendT(1)(qi) unddT(2)(qi) wird meistT
(1) wegen geringerer Kosten ausgewählt werden. An
dieser Stelle rechtfertigt sich die Entscheidung für das zus̈atzliche Bit f̈ur s= 0, denn auf diese
Weise werden noch mehr Bits bei der Optimierung aufs= 0 gespart.
Nun wird das Schema auf den Quadtreeübertragen. Die Zerlegung wird nach Bottom-Up-
Methode durchgeführt, es wird also mit der feinsten Zerlegung begonnen und die Blöcke werden
schrittweise zusammengefaßt. Durch die Verarbeitung aller möglichen Bl̈ocke handelt es sich nun
nicht mehr nur um Bl̈ocke, die zusammengefügt werden sollen, sondern um Subtrees. Die vier
Teilblöcke eines betrachteten Blocks können also ihrerseits eine Quadtree-Struktur enthalten.
Man nehme an, man m̈ochte die optimalen Quadtree-Struktur f¨ einen Blockqi+1 der Gr̈oße
(qmin · 2i+1)× (qmin · 2i+1) ermitteln, und die optimalen Subtrees für die vier Bl̈ocke qi, j , j =
1, . . . ,4, welche zusammengesetzt den Blockqi+1 ergeben, wurden bereits gefunden. Dann werden











r∗j (qi, j)− r i+1(qi+1). (4.8)
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Um den optimalen Quadtree zu bestimmen, müssen wieder die Situationen für alle m̈oglichen
Bitkosten verglichen werden. Für die einzelnen Bl̈ocke wurden die optimalen Transformationen
(Optimierung aufs = 0) bereits bestimmt. Es m̈ussen daher nur zwei M̈oglichkeiten betrachtet
werden:
1. Die Blöckeqi, j , j = 1, . . . ,4 werden zuqi+1 zusammengefaßt, dann entspricht der resultie-
rende Fehlerdi+1(qi+1) dem aus der Domainsuche resultierenden quadratischen Fehler, und
die Bitkosten f̈ur diesen Block werden mitr i+1(qi+1) bezeichnet.
2. Die Blöckeqi, j , j = 1, . . . ,4 werden nicht zusammengefaßt. Dann werden die Fehler der
Subtrees der vier Blöcke addiert und mitd∗i (qi, j), j = 1, . . . ,4 bezeichnet. Weiterhin werden
die gesamten Bitkosten für die vier Bl̈ocke (Bits f̈ur s, o, xd undyd) zuz̈uglich eins (Kosten
für die Quadtree-Codierung) mitr∗i (qi, j), j = 1, . . . ,4 notiert.
Für den Fehler gilt demnach folgendes rekursives Schema:
d∗i+1(qi+1) =
{
di+1(qi+1) für ∆d≤ λ∆r∑4
j=1d
∗
i (qi, j) sonst,
(4.9)
ebenso gilt f̈ur die Bitkosten:
r∗i+1(qi+1) =
{





i (qi, j) sonst.
(4.10)
Auf diese Weise ist es m̈oglich, denoptimalenQuadtree bez̈uglich Struktur unds = 0 zu
bestimmen. Die weiteren Parameter (qmin, qmax, L, d, s undo) werden dabei nicht berücksichtigt.
Die GrößenT1 und k entfallen und werden durchλ ersetzt. Als n̈achstes wollen wir versuchen,
diesen Ansatz in Verbindung mit variablen Bitkosten anzuwenden.
4.3.3 Anwendung auf arithmetische Codierung
Bei den Betrachtungen im letzten Abschnitt waren stets diegenauenBitkosten f̈ur die Koeffizi-
enten bekannt. Die bei der Optimierung berücksichtigten Kosten entsprechen damit genau den
Kosten, unter denen die Koeffizienten letztendlich abgespeichert werden.
In Kapitel 2 wurde jedoch arithmetische Codierung verwendet, um die Koeffizienten zu co-
dieren. Das Problem besteht nun darin, daß durch die arithmetische Codierung nicht mehr feste
Bitkosten pro Koeffizient anfallen, sondern die Anzahl der benötigten Bits ist abḧangig von der
tats̈achlichen Verteilung der Werte. Deshalb führt die Betrachtung von festen Bitkosten bei der
Optimierung zu einem suboptimalen Ergebnis.
Als einfachste L̈osung bietet sich an, dieses Problem zu ignorieren. Dann wird die Rate-
Distortion-Optimierung wie gewohnt mit festen Bitkosten durchgeführt und die Koeffizienten wer-
den nach der Quadtree-Zerlegung arithmetisch codiert.
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Eine bessere L̈osung erḧalt man mit dem Einsatz von Entropieschätzern. Da man nie genau
voraussagen kann, mit wieviel Bits die Implementierung des arithmetischen Codierers das ent-
sprechende Symbol abspeichert, müssen die Kosten geschätzt werden. Wir gehen zunächst davon
aus, daß arithmetische Codierung die Symbole nahe ihrer tatsächlichen Entropie abspeichert. Die
theoretische Anzahl der benötigten Bits kann aus der Ḧaufigkeitsverteilung der SymbolmengeA
ermittelt werden, es gilt:
r i =− log2 pi 1≤ i ≤ |A|, (4.11)
wobei pi ∈R, pi ≥ 0 der relativen Ḧaufigkeit desi-ten Symbols aus AlphabetA undr i ∈R, r i ≥ 0
der theoretischen Anzahl der benötigten Bits f̈ur dieses Symbol entspricht. In unserem Fall werden
also Verteilungen ben̈otigt, die zun̈achst den endg̈ultigen Verteilungen der Werte für s, o, xd und
yd möglichst nahe kommen. Liegen diese vor, werden bei der Domainsuche mit jeder DomainD j
die Wertesj , o j , xd, j , yd, j und ihre Kostenr(sj), r(o j), r(xd, j) undr(yd, j) bestimmt. Diese Kosten
werden anschließend addiert, um die Gesamtkosten für diesen Quadtree-Block zu ermitteln:
r j = r(sj)+ r(o j)+ r(xd, j)+ r(yd, j). (4.12)
Für einen Quadtree-Block m̈ussenn Transformationen der DomainsD j , i ≤ j ≤ n gespeichert
werden, die unterschiedliche Kostenr j erzeugen (um bei der Rate-Distortion-Optimierung zu ent-
scheiden, welcher vorzuziehen ist). Weilr j aber reell ist (siehe 4.11), kannn maximal werden,
was im Hinblick auf eine weitere Verarbeitung im Hauptspeicher ungünstig ist. Deshalb werden
die Kosten f̈ur einen Block auf ganze Zahlen gerundet:
r̂ j = br j +0.5c. (4.13)
Wenn mehrere Domains die gleichen Kosten ˆr j erzeugen, so wird diejenige ausgewählt, die den
niedrigsten Fehler erzeugt. Auf diese Weise stehen nach der Domainsuche pro Quadtree-Block
eine Zahl von TransformationenT(1), . . . ,T(n) zur Auswahl. Versuche haben gezeigt, daßn im
allgemeinen zwischen 2 und 10 liegt. Es kann nun wie im vorigen Abschnitt weiterverfahren
werden: Zun̈achst wird mit Kriterium (4.2) die optimale DomainDi unter den DomainsDk, 1≤
k≤ n mit verschiedenen Kostenrk ausgeẅahlt, der Vergleich erfolgt immer paarweise. Danach
wird wie im letzten Abschnitt mit (4.6) die Quadtree-Struktur optimiert.
Es stellt sich nun noch die Frage, auf welche Weise die zur Schätzung ben̈otigten Verteilungen
bestimmt werden. Verschiedene Versuche mit Verteilungen, die aus Trainingsbildern erzeugt wur-
den, lieferten nur unbefriedigende Ergebnisse. Es muß auch beachtet werden, daß die Verteilung
ders-Werte stark vom Parameterλ abḧangt. Bei großenλ werden die Kosten sehr stark gewichtet,
deshalb ḧaufen sich dies-Werte dann bei 0. Wir verwenden deshalb keine Trainingsbilder, sondern
schlagen einen adaptiven Ansatz vor, bei dem sich die Verteilungen (ähnlich wie bei der adaptiven
arithmetischen Codierung) während der Optimierung den tats¨ chlichen Verteilungen annähern.
Die Quadtree-Konstruktion erfolgt nach der Bottom-Up-Methode, bei jedem Block ist der
bereits Rate-Distortion-optimierte Subtree der vier Teilblöcke bekannt. Alle verwendeten Vertei-
lungen (f̈ur s, o, xd undyd) werden zun̈achst uniform initialisiert (jedes Symbol besitzt die gleiche
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Wahrscheinlichkeit). Wird an einer Stelle eine Domain als optimal bestimmt, dann werden die
entsprechenden Anteile der zugehörigen Transformationsparameters, o, xd undyd in der Ḧaufig-
keitsverteilung erḧoht. Dabei verwenden wir, wie bei der Implementierung der arithmetischen
Codierung, Frequenzzähler, die bei jedem Auftreten des entsprechenden Symbols um eins erhöht
werden. Wenn vier Subtrees zu einem Block zusammengefaßt werden, dann werden die entspre-
chenden Frequenzzähler, die bei den Blöcken in den Subtrees addiert wurden, wieder subtrahiert.
Auf diese Weise erḧalt man Verteilungen f̈ur die Transformationsparameter, die sich zumindest
mit fortschreitender Zahl an verarbeiteten Blöcken den tats̈achlichen Verteilungen annähern. Zu
Beginn der Quadtree-Zerlegung werden größere Fehler bei der Schätzung gemacht werden, die
sp̈ater gering werden. In diesem Sinne ist auch dieser Ansatz als suboptimal anzusehen, weil die
Rate-Distortion-Optimierung nicht mit den tats¨ chlichen, am Ende auftretenden Kosten durch-




Mit den Quadtree-Codes wird analog wie bei den Koeffizienten eine Häufigkeitsverteilung ver-
waltet, mit deren Hilfe die augenblicklichen Kosten für die Quadtree-Codierung geschätzt werden
können. Diese wird ebenfalls mit sichändernder Quadtree-Struktur angepaßt.
4.3.4 Ergebnisse der Rate-Distortion-Optimierung
Wir untersuchen zun̈achst dein Einfluß der Rate-Distortion-Optimierung bei der ausschließlichen
Verwendung des Quadtrees als Partitionierungsmethode (ohne Regionen-Merging). Die entspre-
chenden Ergebnisse sind in Abbildung 4.7 zu sehen, wobei die einzelnen Möglichkeiten mit I-V
gekennzeichnet sind. Es werden an jeder Stelle die günstigsten Werte bezüglich λ, qmin, qmax, L
und d geẅahlt. Vergleicht man zun̈achst die Collage-Minimierung (ohne Kompression) mit der
RD-Optimierung (ohne Kompression), dann ergibt sich für niedrige Kompressionsraten ein Ge-
winn von knapp 0.5 dB und für hohe Kompressionsraten ein Gewinn von etwa 0.8 dB.Ähnliches
Verhalten zeigt sich bei Verwendung von arithmetischer Codierung der Koeffizienten, wobei die
Optimierung unter Verwendung der Entropieschätzung die besten Ergebnisse liefert, der Gewinn
gegen̈uber der Optimierung unter Annahme von festen Bitkosten mit anschließender Kompression
der Koeffizienten liegt bei etwa 0.2 dB.
Es soll nun der Einfluß bezogen auf den gesamten Merging-Prozeß untersucht werden, wir ver-
wenden aus Zeitgründen kleine Domainpools,L = 16 undd = 2. Die Ergebnisse sind in Abbildung
4.8 zu sehen, Kurven I und II entsprechen den Kurven mit und ohne Rate-Distortion-optimierten
Quadtree, wobei Versuche mit mehreren Werten für T1 bei nichtoptimierten und mehrerenλ bei
optimierten Quadtrees unternommen wurden. An jeder Stelle wurde der jeweils beste Wert für
qmin, qmax und T1 bzw. λ geẅahlt. Bei der Verwendung von Quadtrees als Grundpartition zeigt
sich ein geringer Einfluß der RD-Optimierung bei hohen Kompressionsraten, der Gewinn liegt bei
etwa 0.1 dB. Stichprobenhafte Tests haben gezeigt, daß diese Differenz fü größere Domainpools
noch kleiner wird.
Das zweite Kurvenpaar zeigt den Einfluß der Optimierung bei Verwendung uniformer Grund-



























Abbildung 4.7: Kurven f̈ur Rate-Distortion-Optimierung des Quadtrees (ohne Merging-Schema)
beis= 4 undo = 6, an jeder Stelle wurden optimaleλ, qmin, qmax, L undd geẅahlt;
I RD-Optimierung mit Kompression und Entropieschätzung;
II RD-Optimierung mit festen Kosten und anschließender Kompression;
III RD-Optimierung ohne Kompression;
IV Collage-Minimierung mit Kompression;
V Collage-Minimierung ohne Kompression.























Abbildung 4.8: Einfluß der Rate-Distortion-Optimierung auf den gesamten Merging-Prozeß bei
L = 16,d = 2, s= 4, o = 6, k = 2; an jeder Stelle wurden optimaleT1 bzw.λ, qmin undqmax bzw.
q geẅahlt;
I Quadtree-basiert mit RD-Optimierung;
II Quadtree-basiert ohne RD-Optimierung;
III uniformbasiert mit RD-Optimierung;
IV uniformbasiert ohne RD-Optimierung.
partitionen. Hier existiert zwar keine zu optimierende Quadtree-Struktur, dennoch können die
Transformationen aufs = 0 optimiert werden. Wie in Abbildung 4.8 zu sehen, ist der Einfluß
der Optimierung hier kaum meßbar.
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4.4 Ergebnisse und Zusammenfassung
Im wesentlichen zeigen die unterschiedlichen Parameter mit den Verbesserungen gleiches Verhal-
ten, wie in Kapitel 2, so daß wir nur die Endresultate vergleichen.
Die Rate-Distortion-Optimierung der Quadtrees wurde erst gegen Ende der Arbeit behan-
delt. Da die zahlreichen Tests mit großen Domainpools bereits beträchtliche Zeit in Anspruch
genommen hatten, wurde auf die Wiederholung der Versuche für den regionenbasierten Codierer
unter Verwendung von RD-Optimierung bei großen Domainpools verzichtet. Die folgenden Ver-
suche beinhalten also nur die verbesserte Methode zur Abspeicherung der Partitionen (inklusive
Kompression von Quadtree-Codes), diesen Ansatz bezeichnen wir als
”
RBFCQ neu“. Weiterhin
werden Vergleiche mit reiner Quadtree-Codierung (ohne Regionen-Merging) mit Rate-Distortion-
Optimierung bei optimalen Grundblockgrößen und großen Domainpools präsentiert.
In Abbildung 4.9a ist der Vergleich für 512×512 Lenna zu sehen. Der Gewinn des Quadtree-
basierten Ansatzes gegenüber dem uniformbasierten Ansatz liegt etwa bei 0.1 dB. Bei kleineren
Domainpools wird die Differenz etwas größer, wie unter anderem in Abbildung 4.8 zu sehen war.
Der Gewinn gegen̈uber dem Verfahren aus Kapitel 2 (RBFCQ) liegt bei 0.5 dB und mehr. In
Abbildung 4.9b sind die Ergebnisse des neuen Codierers im Vergleich zu den Werten für die Rate-
Distortion-optimierten Quadtrees zu sehen, der Gewinn beim regionenbasierten Ansatz liegt nur
bei etwa 0.5 dB.
Desweiteren sind in Abbildung 4.10 die entsprechenden Kurven für 512×512-Peppers und
512×512-Boat zu sehen. Bei Peppers zeigt sich ein größe er Unterschied zwischen uniformba-
siertem und Quadtree-basiertem Ansatz (etwa 0.2 dB), bei Boat hingegen wird der Unterschied
wieder geringer (weniger als 0.1 dB).
Der Quadtree-basierte Ansatz liefert also bessere Ergebnisse, als der uniformbasierte Ansatz.
Weiterhin wurden die Versuche ohne Rate-Distortion-Optimierung der Grundpartitionen durch-
geführt, wodurch nach den Ergebnissen aus Abschnitt 4.3.4 noch eine weitere (minimale) Verbes-
serung f̈ur den Quadtree-basierten Ansatz zu erwarten ist.
Auch bez̈uglich der ben̈otigten Codierungszeit ist der Quadtree-basierte Ansatz vorzuziehen,
denn um einen bestimmen Kompressionfaktor zu erreichen (bei möglichst hohem PSNR) sind
beim Quadtree-basierten Ansatz weniger Grundblöcke und auch weniger Merging-Schritte als
beim uniformbasierten Ansatz notwendig. Wir werden im folgenden Kapitel näher darauf einge-
hen.















































Abbildung 4.9: (a) Vergleich der Ergebnisse aus Kapitel 2, 3 mit dem Quadtree-basierten Ansatz
für 512×512-Lenna unter Verwendung der Quadtree-basierten Region Edge Maps; (b) Vergleich
des Quadtree-basierten Ansatzes (mit Regionen-Merging) mit Codierung durch Rate-Distortion-
optimierten Quadtree (ohne Regionen-Merging).



















































 RD opt. Quadtree
(b)
Abbildung 4.10: Vergleich f̈ur (a) 512×512-Peppers und (b) 512×512-Boat bei großen Domain-
pools, an jeder Stelle wurden optimale Grundblöckgr̈oßen geẅahlt.
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(a) RD-optimierter Quadtree (c) Quadtree-basierte Partition
(1315 Ranges) (798 Ranges)
(b) Decodiertes Bild (d) Decodiertes Bild
Kompressionrate: 89.98:1 Kompressionrate: 90.00:1
Rekonstruktionsfehler: 28.47 dB Rekonstruktionsfehler: 29.11 dB
Abbildung 4.11: Codierung/Decodierung von 512× 512-Lenna; (a), (b) Rate-Distortion-
optimierter Quadtree mitqmin = 8, qmax = 32, L = 256, d = 2 s = 4, o = 6, λ = 720; (c), (d)
regionenbasierter Ansatz mit Quadtree-Grundpartitionierung und Erweiterungen aus diesem Ka-
pitel (RBFCQ neu) beiqmin = 8,qmax= 32,T1 = 25,k = 2,L = 256,d = 2,s= 4,o= 6,nR = 798.
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(a) uniformbasierte Partition (c) Quadtree-basierte Partition
(525 Ranges) (557 Ranges)
(b) Decodiertes Bild (d) Decodiertes Bild
Kompressionrate: 120.06:1 Kompressionrate: 120.00:1
Rekonstruktionsfehler: 28.01 dB Rekonstruktionsfehler: 28.10 dB
Abbildung 4.12: Codierung/Decodierung von 512×512-Lenna; (a), (b) regionenbasierter Ansatz
mit uniformer Grundpartitionierung aus Kapitel 3 (RBFCU) beiq= 8,L = 256,d = 2,s= 4,o= 6,
nR = 525; (c), (d) regionenbasierter Ansatz mit Quadtree-Grundpartitionierung und Erweiterungen
aus diesem Kapitel (RBFCQ neu) beiqmin = 8, qmax= 32,T1 = 25,k = 2, L = 256,d = 2, s= 4,
o = 6, nR = 557.
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(a) uniformbasierte Partition (c) Quadtree-basierte Partition
(745 Ranges) (789 Ranges)
(b) Decodiertes Bild (d) Decodiertes Bild
Kompressionrate: 90.05:1 Kompressionrate: 90.05:1
Rekonstruktionsfehler: 28.79 dB Rekonstruktionsfehler: 28.94 dB
Abbildung 4.13: Codierung/Decodierung von 512×512-Peppers; (a), (b) regionenbasierter Ansatz
mit uniformer Grundpartitionierung aus Kapitel 3 (RBFCU) beiq= 8,L = 256,d = 2,s= 4,o= 6,
nR = 745; (c), (d) regionenbasierter Ansatz mit Quadtree-Grundpartitionierung und Erweiterungen
aus diesem Kapitel (RBFCQ neu) beiqmin = 7, qmax= 28,T1 = 50,k = 2, L = 256,d = 2, s= 4,
o = 6, nR = 789.
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(a) uniformbasierte Partition (c) Quadtree-basierte Partition
(1653 Ranges) (1693 Ranges)
(b) Decodiertes Bild (d) Decodiertes Bild
Kompressionrate: 40.02:1 Kompressionrate: 40.04:1
Rekonstruktionsfehler: 30.40 dB Rekonstruktionsfehler: 30.49 dB
Abbildung 4.14: Codierung/Decodierung von 512× 512-Boat; (a), (b) regionenbasierter Ansatz
mit uniformer Grundpartitionierung aus Kapitel 3 (RBFCU) beiq = 5, L = 256, d = 2, s = 4,
o = 6, nR = 1653; (c), (d) regionenbasierter Ansatz mit Quadtree-Grundpartitionierung und Er-
weiterungen aus diesem Kapitel (RBFCQ neu) beiqmin = 4, qmax= 32,T1 = 20,k = 2, L = 256,




In diesem Kapitel sollen abschließend Komplexitätsbetrachtungen̈uber den vorgestellten fraktalen
Codierer folgen und einige M̈oglichkeiten zur Beschleunigung des Codierungsprozesses erwähnt
werden. Wir werden stillschweigend die für Komplexiẗatsabscḧatzungen notwendigen Begriffe
voraussetzen, für eine Einf̈uhrung zu diesem Thema sei auf [38] verwiesen.
Es ist bekannt, daß die fraktale Codierung im Vergleich zu anderen Bildkompressionsverfahren
sehr rechenaufwendig ist. In [31] wurde bereits gezeigt, daß das Finden desoptimalenfraktalen
Codes ein NP-hartes Problem darstellt. Das heißt es existiert kein Algorithmus, der den optimalen
fraktalen Code in polynomialer Zeit finden kann (falls P6=NP gilt).
Wie wir bereits gesehen haben, gestaltet sich die Codierung eines Ranges durch Suchen im
Domainpool. In den vorangegangenen Kapiteln wurden eingeschränkte, lokale Domainpools ver-
schiedener Gr̈oße verwendet. Wir wollen nun eine Abschätzung f̈ur die Komplexiẗat des verwen-
deten Suchalgorithmus liefern.
5.1 Komplexität der Domainsuche
Es m̈ussen drei Teile betrachtet werden:
1. Domainsuche bei Quadtree-Zerlegung
2. Domainsuche f̈ur alle m̈oglichen Regionenpaare
3. Domainsuche beim Zusammenfassen der Regionen
Bei der fraktalen Bildcodierung wird fast die gesamte Rechenzeit für die Berechnung von
Collage-Fehlern benutzt, welche mit der Berechnung von inneren Produktenüber Bildbl̈ocke ver-
bunden ist. Die Komplexität der Suche ist vom Parametersatz aus Abschnitt 2.5 abhängig. F̈ur
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einige dieser Parameter, wie z.B.T1 undk, ist eine konkrete Vorhersage für das Verhalten des Co-
dierers schwierig, deshalb werden wir an einigen Stellen der Abschätzung geeignete Annahmen
machen.
5.1.1 Domainsuche f̈ur einen Range
Bei der Suche f̈ur einen Range m̈ussen alle Domains mit der Domainpoolschrittweite (siehe Ab-
schnitt 1.4.1) abgearbeitet werden. Für die Abscḧatzungen in diesem Kapitel sind lediglich die
Einflüsse der Parameter von Interesse, wir werden keine genaue Analyse der Anzahl der benötig-
ten flops (Floating Point Operations) anfertigen. Für den Merging-Prozeß ẅurde das auch keinen
Sinn machen, denn wie wir noch sehen werden, sind die Vorgänge f̈ur diesem Teil schwer vorher-
sagbar.
Zur Erinnerung: Bei der Domainsuche müssen innere Produkte〈R,1〉, 〈R,R〉, 〈D,1〉, 〈D,D〉
und 〈R,D〉, sowie Transformationsparameters und o (quantisiert) und der quadratische Fehler
berechnet werden. Es muß nun geklärt werden, zu welchem Zeitpunkt〈R,1〉, 〈R,R〉, 〈D,1〉 und
〈D,D〉 berechnet werden. Es ist naheliegend, diese Produkte einmal zu Beginn des Codierungspro-
zesses zu bestimmen. Bei unserem fraktalen Codierer würde das bedeuten, daß zunächst die inne-
ren Produkte aller m̈oglichen Quadtree-Blöcke bestimmt werden m̈ußten und die inneren Produkte
der Regionen aus diesen zusammengesetzt werden. Das Problem dabei ist nur, daß die Domain-
schrittweite und die Gr̈oße der kleinsten Grundblöcke in Beziehung stehen müssen, denn durch
das Anf̈ugen eines Blocks an einen anderen muß gesichert sein, daß bei der Domainsuche für den
resultierenden Range an den entsprechenden Stellen die inneren Produkte berechnet wurden. Des-
halb ist es ratsam, die inneren Produkte〈D,1〉 und〈D,D〉 während der Berechnung von〈R,D〉 zu
ermitteln.
Bei der Implementierung des fraktalen Codierers wurden beide Möglichkeiten untersucht und
es hat sich nur ein geringer zeitlicher Unterschied ergeben. Es darf darüber hinaus nicht vergessen
werden, daß beim Ansatz mit Vorausberechnung von〈D,1〉 und〈D,D〉 bei der Domainsuche diese
inneren Produkte für die einzelnen Grundblöcke, die eine Region bilden, aus dem Domainpool
zusammengesucht werden müssen, das verbraucht wiederum CPU-Takte. Weiterhin lassen sich
die entsprechenden Schleifen bei der wiederholten Berechnung von〈D,1〉 und 〈D,D〉 durch den
Compiler gut optimieren, so daß dieser Ansatz nur wenig Einbuße betreffs Rechenzeit bewirkt,
jedoch einen erheblichen Gewinn in Bezug auf den benötigten Speicherplatz darstellt.
Ungeachtet dessen können die n̈otigen Operationen beim Vergleich zwischen einem Range
und einer Domain als konstant angesehen werden. Der Range besitztn Pixel, für die Berechnung
der inneren Produkte muß jeder Pixel abgearbeitet werden, somit wird eine innere Schleife mit
einer Domainn-mal durchlaufen. Insgesamt werdenL2 Domains pro Range betrachtet, das führt
zur Komplexiẗatsklasse:
O(nL2) (5.1)
für die gesamte Domainsuche für einen Range.
5.1. KOMPLEXITÄT DER DOMAINSUCHE 95
5.1.2 Quadtree-Zerlegung
Wir wollen nun die Komplexiẗatsklasse f̈ur die Quadtree-Zerlegung bestimmen. Im weiteren Ver-
lauf ben̈otigen wir der Einfachheit halber die Anzahl der Pixel in einem Block und nicht die Block-
breite bzw. Ḧohe selbst:
nmin = q2min und nmax= q
2
max. (5.2)
Es muß nun das gesamte Bild mitm Pixeln betrachtet werden, die gesamte uniforme Parti-
tion besitztm/nmin Grundbl̈ocke, die uniforme Partition der größten Grundbl̈ocke besitzt analog
m/nmax Grundbl̈ocke. Der Quadtree kann alsÜbergang zwischen diesen beiden uniformen Parti-







wobei zq der Anzahl der Bl̈ocke im Quadtree entspricht. Für die Gr̈oße der einzelnen Quadtree-
Blöcke gilt aufgrund der Unterteilungsordnung stets:
ni = 4i−1nmin mit i = 1, . . . , l , (5.4)
wobei l der Anzahl der Stufen des Quadtrees entspricht.
Bei der Generierung des Quadtrees müssen Domains für Blöcke verschiedener Größe gefun-
den werden. Im ung̈unstigsten Fall werden alle m̈oglichen Quadtree-Blöcke einmal behandelt, das
ist zum Beispiel auch bei der Rate-Distortion-Optimierung der Fall (siehe Abschnitt 4.3). Für die









5.1.3 Suche f̈ur alle möglichen Regionenpaare
Als nächstes wird eine Domainsuche für alle m̈oglichen Regionenpaare durchgeführt. Bei der
Quadtree-Zerlegung können wir weder sagen, wieviele Blöcke der Quadtree besitzt, noch wieviele
Nachbarn ein Grundblock besitzt. Es gilt lediglich Beziehung (5.3).
Für den Spezialfall der uniformen Grundpartitionnmin = nmax besitzt jeder Grundblock im
Osten und im S̈uden jeweils genau einen Nachbarn. Bei der Auflistung aller möglichen Paare wird
kein Paar doppelt betrachtet, daher sind mit den Nachbarn im Osten und Süden alle m̈oglichen
Paare genau einmal erfaßt.
Bei der uniformen Grundpartition aus Blöcken der Gr̈oßenmin sind somit 2m/nmin Ranges
jeweils der Gr̈oße 2nmin zu behandeln. Bei einer Quadtree-Partition ist Zahl der möglichen Paare
kleiner. Zwar kann ein größerer Quadtree-Block mehr als zwei Nachbarn besitzen, insgesamt sind
es jedoch weniger m̈ogliche Paare, weil innerhalb eines größeren Blocks keine Paare gebildet
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werden. Wir betrachten also als obere Schranke die Situation, daß 2m/nmin Paare jeweils der Größe
















Schließlich wollen wir eine Abscḧatzung f̈ur die Komplexiẗat beim Regionen-Merging angeben.
Wie in Kapitel 2 erl̈autert, werden beim Regionen-Merging eine bestimmte Anzahl an Ranges
zusammengefaßt. Bei jedem Schritti müssen die angrenzenden Regionen aktualisiert werden.
Dabei werden Paare entfernt undki neue Paare erzeugt, für die eine Domainsuche durchgeführt
wird.
Dieseski ist abḧangig vom zusammengeführten Regionenpaar. Wenn man zunächst von einer
uniformen Grundpartition ausgeht, dann werden beim erstmaligen Zusammenfügen zweier Grund-
blöcke 6 Kandidaten ungültig, damit wirdk1 = 6. Stellen wir uns vor, an einer anderen Stelle im
Bild würden ebenfalls zwei Grundblöcke zusammengeführt, in diesem Fall ẅurdek2 ebenfalls 6
sein. Wird jedoch die Region vom ersten Schritt erneut vergröße t, so wird auchki größer werden,
sofern in der Umgebung dieser Region keine anderen Paare zusammengeführt wurden. Das heißt
ki wird am sẗarksten wachsen, wenn bei jedem Merging-Schritt lediglich zueinerRegion weitere
Grundbl̈ocke hinzugef̈ugt werden. Diese Situation wird bei natürlichen Bildern so gut wie niemals
auftreten, sie ist jedoch theoretisch möglich. Bei Verwendung von Quadtree-Blöcken ist die Nach-




Als ung̈unstigste M̈oglichkeit muß weiterhin der Fall betrachtet werden, daß bei jedem Schritt
i ein Block maximaler Gr̈oße (nmax) angef̈ugt wird. Nach demi-ten Merging-Schritt besitzt der
RangeR somit nmax(i + 1) Pixel. F̈ur ki nehmen wir nun ebenfalls den ungünstigsten Fall an,
daß die L̈ange der Verbindungsstelle zwischen der RegionR und dem angefügten Block minimal





Soviel neue Kandidaten m̈ussen zu den ursprünglichen Kandidaten, die mitR in Verbindung stan-
den, hinzugez̈ahlt werden. Weiterhin wird in (5.7) noch eins subtrahiert, weil das Paar(R,b),
welches beim vorangegangenen Merging-Schritt als Kandidat betrachtet wurde, nicht neu behan-
delt werden muß. Im Rahmen der Komplexitätsabscḧatzung ist es jedoch nicht notwendig, diese
Konstante zu berücksichtigen.
Fassen wir also zusammen: Bei jedem Schritt wächst die RegionR um nmax Pixel und es
muß f̈ur 4
√
nmax/nmin zus̈atzliche Kandidaten eine Domainsuche durchgeführt werden. Beim ers-
ten Schritt besitzt das erste Paar höc stens 6
√
nmax/nmin Nachbarn, somit istk1 entsprechend zu
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b
R
Abbildung 5.1: Ung̈unstiger Fall f̈ur an RegionRangrenzenden Blockb.

















































Man beachte, daß in (5.10) die dritte Potenz vondurch die Summation voni2 in (5.8) zu-
stande kommt, welches seinerseits aus der Abhängigkeit vonki von i in (5.8) herr̈uhrt. Obwohl
wir stets den ung̈unstigsten Fall angenommen haben, muß davon ausgegangen werden, daß auch
bei realen Situationenki abḧangig voni wächst. In der Komplexitätbetrachtung f̈ur den Merging-
Prozeß wird deshalb immer die Anzahl der Merging-Schritte zur dritten Potenz eingehen.
5.1.5 Zusammenfassung


























Für die Komplexiẗat des Codierers mit einer uniformen Grundpartition gilt demnach:
O(L2(m+v3nmax)). (5.12)
Man kann (5.12) auch als vereinfachte Form für die Gesamtkomplexitä beim Quadtree-Ansatz
betrachten. Zwar hat die Anzahl der möglich Blockgr̈oßenl und die minimale Blockgr̈oßeqmin
einen Einfluß, dennoch spielt die Quadtree-Zerlegung im Hinblick auf den gesamten Aufwand
nur eine untergeordnete Rolle. Außerdem ist der Quotientnmax/nmin zun̈achst gr̈oßer alsl (we-
gennmax = 4l−1nmin) aber insgesamt kleiner alsnmax. Somit stellt (5.12) gegenüber (5.11) eine
Abscḧatzungnach obendar.
Weiterhin muß ber̈ucksichtigt werden, daß die gemachten Abschätzungen f̈ur das Brute Force
Merging-Schema aus Abschnitt 2.3.1 gelten. Alle bisherigen Versuche wurden mit dieser Methode
unternommen. Bei der alternativen Methode aus Abschnitt 2.3.2 werden die ungültigen Regionen
nicht sofort aktualisiert, die hier gemachten Modellannahmen sind deshalb auf diese Methode nur
bedingt anwendbar. Dennochändert sich die Zahl der ungültig gewordenen Regionen nicht, und
die Versuche haben gezeigt, daß sich an der Komplexitätsklasse durch die alternative Methode
nichtsändert.
Um die Auswirkungen zu verdeutlichen, werden Versuche mit laufendem Parameterv bei
verschiedenen DomainpoollängenL und unternommen. F̈ur die Messungen wurde ein Athlon-
Prozessor mit 600 MHz und 256 MB Hauptspeicher verwendet, die Ergebnisse sind in Abbildung
5.2 zu sehen. Der Startpunkt des Merging-Prozesses liegt beiv = 0. Die angezeigte Zeit beiv = 0
entspricht der ben̈otigten Zeit f̈ur die Quadtree-Zerlegung und die Domainsuche für alle m̈oglichen
Paare von Grundblöcken. In Abbildung 5.2a sieht man deutlich, daß zumindest für großeL der
zeitliche Anteil f̈ur diese Initialisierungsphase gering ist. In Abbildung 5.2b ist die benötigte Zeit
in Abhängigkeit von der Kompressionsrate zu sehen. Vergleicht man mit Abbildung 5.2a, so wird
der nicht lineare, sondern exponentielle Zusammenhang zwischenv und der Kompressionsrate
deutlich. Es gilt: Je ḧoher die Kompressionsrate, desto stärker wird sie von konstant zusätzlichen
Merging-Schritten∆v beeinflusst.
5.2 Beschleunigungsm̈oglichkeiten
Für einepraktischeAnwendung der fraktalen Codierung ist gefordert, daß die Codierung eine Bil-
des m̈oglichstschnellvon statten geht. In der Vergangenheit wurden dazu zahlreiche Verfahren
vorgestellt. Eine Auswahl dieser Verfahren, die in Verbindung mit unserem Codierer angewendet
werden k̈onnen, soll hier aufgeführt werden. F̈ur einen kompletten̈Uberblick zum Thema Be-
schleunigungsverfahren siehe [34, 48].
5.2.1 Eine Auswahl von Verfahren
Eines der bekanntesten Beschleunigungsverfahren ist dieBlockklassifikationnach FISHER ET AL.
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(b)
Abbildung 5.2: Zeitkurven f̈ur Codierungsprozeß mit unterschiedlichen DomainpoollängenL bei
qmin = qmax= 8 undm= 5122; (a) Verḧaltnis vonv zu Zeit; (b) Verḧaltnis von Kompressionsrate
zu Zeit.
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{1, . . . ,4} von quadratischen Ranges betrachtet. Jeder Block kann immer so rotiert beziehungs-
weise gespiegelt werden, daß er in einer folgender drei Klassen eingeordnet werden kann:
Klasse 1:A1≥ A2≥ A3≥ A4
Klasse 2:A1≥ A2≥ A4≥ A3
Klasse 3:A1≥ A4≥ A2≥ A3
Wenn der Range bzw. die Domain einmal zu einer Klasse zugeordnet wurde, gibt es 4!= 24
Möglichkeiten, die VarianzenVi zu orientieren. F̈ur einen Block gibt es daher insgesamt 72 Klas-
sen. Wenn der Skalierungsfaktors negativ ist, m̈ussen die Reihenfolgen in den obigen Klassen
entsprechend geändert werden. Zu jedem Range und jeder Domain wird dann die Klasse ermittelt
und bei der Domainsuche werden nur Domains für den Vergleich herangezogen, deren Klassen
Elemente einer definierten Teilmenge von{1, . . . ,72} entsprechen.
Ein weiteres Verfahren ist dieSchnelle N̈achste-Nachbar-Suchenach SAUPE [33], welches auf
komplexerer Blockklassifikation als im vorangegangenen Verfahren beruht. Die Idee besteht darin,
Ranges und Domains als normierte Vektoren zu beschreiben und den euklidischen Abstand zwi-
schen zwei Vektoren zur Bestimmung des Collage-Fehlers zu verwenden. Die Nächste-Nachbar-
Suche beruht auf folgendem Theorem:
Satz 5.1: Sei d≥ 2, e= 1√
d
(1, . . . ,1)∈Rd und X= Rd \{re|r ∈R}. Definiere den normalisierten






und D(x,z) = min(d(φ(x),φ(z)),d(−φ(x),φ(z))).
Dann wird f̈ur x,z∈ X der kleinste Quadrate Fehler E(x,z) = mina,b∈R ‖z− (ae+bx)‖2 durch
E(x,z) = 〈z,φ(z)〉2g(D(x,z)) mit g(D) = D2(1−D2/4)
gegeben, wobei d(·, ·) dem euklidischen Abstand und〈·, ·〉 dem inneren Produkt inRd entspricht,
d ist die Anzahl der Pixel im Range bzw. in der Domain.
Beweis: siehe [33].
Auf diese Weise m̈ussen die inneren Produkte zwischen Range und Domain bei der Suche
nicht berechnet werden. Es genügt, lediglich die Domain zu finden, die zum gegebenen Range den
kleinsten euklidischen Abstand besitzt. Bei dieser geometrischen Interpretation wird keine Rück-
sicht auf die Beschränktheit und Quantisierung der Transformationsparametera undb genommen.
Demnach kann die Domain mit dem kleinsten Abstand einen Scaling-Wert vona > 1 aufweisen,
was nicht erlaubt ist. Deshalb wird nichtder nächste Nachbar, sondern dien nächsten Nachbarn
gesucht. Dazu wird der Algorithmus aus [2] verwendet, mit dem dien nächsten Nachbarn eines
Vektors mit Komplexiẗat O(logn) gefunden werden k̈onnen (hinzu kommt eine Phase für die In-
itialisierung der sogenannten kd-trees, dieO(nlogn) Schritte ben̈otigt). Eine Weiterentwicklung
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der N̈achsten-Nachbar-Suche, bei der die Quantisierung der Scaling-Werte berücksichtigt wird,
wird in einer noch zu ver̈offentlichenden Arbeit von TONG UND WONG [44] beschrieben.
Beide Verfahren, die Blockklassifikation und die Nächste-Nachbar-Suche, setzen die Größen
und Formen der Domains als bekannt voraus, deshalb eignen sie sich in Verbindung mit der Do-
mainsuche bei der Quadtree-Zerlegung. Beim Regionen-Merging ist die Form der Ranges nicht
vorhersagbar, bzw. es gibt zu viele Möglichkeiten, als daß eine Vorausberechnung der Klasse je-
des Domainblocks sinnvoll ẅare. Diese Verfahren sind deshalb für das Regionen-Mergingnicht
geeignet, aber es gibt auch hierfür Alternativen.
Ein Verfahren, welches unter Verwendung derSchnellen Fourier-Transformationdie Domain-
sucheverlustfreibeschleunigt, wurde von SAUPE UND HARTENSTEIN [35] vorgestellt. Die Idee
dabei ist wie folgt: Beim bisherigen Codierer wurde stets ein durch Faktor zwei in der Auflösung
reduziertes Bild f̈ur die Domainsuche benutzt. Eine vollständige Suche gestaltet sich also durch
Vergleiche von Bl̈ocken aus dem Originalbild mit Blöcken aus dem Domainbild (unter Verwen-
dung einer Schrittweite, mit der die Domains horizontal und vertikal bewegt werden). Bei kleinen
Schrittweitenüberlappen die Domains und die Produkte vieler Pixelpaare werden mehrfach be-
rechnet. Eine schnelle Kreuzkorrelation des Range-Blocks mit dem gesamten Domainbild, basie-
rend auf der Schnellen Fourier-Transformation ist genau passend, um diese Kohär nz auszunutzen.
In [35] werden deshalb die Schritte aus Algorithmus 5.1 unternommen, um die Kreuzkorrelation
eines BlocksR aus dem Bildh der Gr̈oßeN×N mit dem DomainbildhD der Gr̈oßeN/2×N/2
durchzuf̈uhren.
Algorithmus 5.1 Kreuzkorrelation von Block R mit Bild hD
• Berechne 2D-FFTD des DomainbildeshD.
• Erweitere BlockRdurch Zero-Padding auf die GrößeN/2×N/2 zuR̂.
• Berechne die 2D-FFTR̂ von R̂.
• Berechne die konjugiert komplexen WerteT̂R̂ vonTR̂.
• Multipliziere beideTD undT̂R̂ komplex zuTS.
• Berechne die inverse FFT vonTS.
Auf diese Weise k̈onnen die ben̈otigten Werte〈R,D〉 mit einem Durchlauf berechnet werden.
Nach der inversen FFT erhält man ein Bild bei dem jeder Pixel das entsprechende Produkt an-
nimmt, für weitere Informationen siehe [35]. Der Vorteil dieses Verfahrens liegt haupts¨ chlich
darin, daß die Komplexität für die FFT konstant und unabhängig von der Range-Blockgröße ist,
was bei der herk̈ommlichen Suche nicht der Fall ist. Für große Ranges wurde in [35] ein Be-
schleunigungsfaktor bis zu 30 gemessen. Weiterhinändert dieses Verfahren die Ergebnisse der
Blockvergleichenicht, es ist deshalb einverlustfreiesVerfahren zu Beschleunigung des Codie-
rungsprozesses. Ein weiterer Vorteil dieser Methode besteht darin, daß im Frequenzraum die Bil-
der stets als Torus betrachtet werden, das heißt die Vergleiche für die am Bildrand̈uberlappenden
Domains werden automatisch mitberechnet. Der Nachteil dieses Ansatzes besteht darin, daß er nur




Abbildung 5.3: Domainsuche beim evolutionären Schema, es werdenn Domains jeweils von Re-
gionA und RegionB betrachtet undn2 Domains aus den m̈oglichen Kombinationen gebildet.
vier statt zwei, kann das Verfahren diese Gegebenheit nicht ausnutzen.
5.2.2 Evolution̈are Suche
Eine weitere Methode zur Beschleunigung des Regionen-Mergings wurde in [36] vorgestellt, es
handelt sich um die sogenannteevolution̈are Suche. Die Idee bei diesem Verfahren besteht darin,
daß beginnend bei der Domainsuche für die Grundbl̈ocke die Positionen dern besten (z.B.n= 10)
DomainsDi , 0≤ i < n für einen Range gemerkt werden. Die Domainsuche für ein Regionenpaar
sieht dann so aus, daß dien besten Domains der ersten Region an dien b sten Domains der zweiten
Region gesetzt werden und entsprechend neue Domains bilden. SeiRM ← (RA,RB) ein Kandidat,
der ausRA undRB gebildet wird. F̈ur RA stehen bereits dien besten DomainsDRA, i zur Verfügung,
ebenso dien besten DomainsDRB, j für RB. Dann wird der Domainpool für RM derart gebildet,
daß alleDRA, i mit allen DRB, j gem̈aß der relativen Position vonRA zu RB verglichen werden. Es
gibt somit n2 Domains, die mitRM verglichen werden und für die der Fehler berechnet wird.
Anschließend werden wieder dien besten dieser Domains ausgewählt und f̈ur RM gemerkt, und so
weiter.
Der Vorteil dieses Verfahren besteht darin, daß die Blocksummen für die Kreuzkorrelation des
Ranges mit der Domain nicht vollständig neu berechnet werden muß, denn eine Hälfte ist bereits
von der vorangegangenen Suche bekannt. Desweiteren müssen f̈ur allen2 Domains die Wertes, o
und der Fehler bestimmt werden.
Im Rahmen dieser Arbeit wurde dieses Verfahren ebenfalls implementiert und untersucht. Das
evolution̈are Schema ist unter Einschränkungen mit den lokalen Domainpools anwendbar. Erstens
muß der Domainpool̈uber das gesamte Bild betrachtet werden, weil der lokale Pool eines zusam-
mengef̈ugten Rangesnicht der Vereinigung der lokalen Pools der einzelnen Regionen entspricht.
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Wir verwenden also ein festes Gitter, welches für alle Ranges gleich ist (die Adressierung der
Domainadresse wird weiterhin relativ zum Range vorgenommen). Weiterhin darf die Domain-
schrittweite nicht gr̈oßer als das doppelte der Breite bzw. Höhe des kleinsten Quadtree-Blocks
geẅahlt werden. Diese Tatsache leitet sich direkt aus dem Verfahren der evolutionären Suche ab,
denn bei der Berechnung der inneren Produkte für eine neue Domain (Abbildung 5.3) sollen die
Werte f̈ur einen Teil der Domain nicht neu berechnet werden. Wenn die Schrittweite aber zu groß
geẅahlt wird, dann ist nicht mehr gesichert, daß beim
”
Anlegen“ eines Blocks die entsprechenden
Werte bereits zur Verfügung stehen. In der Konsequenz müßten die Werte f̈ur die gesamte Domain
neu berechnet werden, was sich in zeitlicher Hinsicht nachteilig auswirkt.
Bei den Versuchen steht im Vordergrund, daß die Codierung mö lichst schnell von statten
geht, deshalb werden wir für die Initialisierungsphase kleine Domainpools verwenden, die aber
den gerade geschilderten Anforderungen gerecht werden. Bei einer minimalen Blocklänge von 8
ist bei einem 512×512 Bild als kleinstm̈oglicher DomainpoolL = 32 mit Schrittweited = 16 zu
wählen, ebenso m̈oglich istL = 64 mitd = 8.
Es werden zun̈achst Versuche mit verschiedenenn unternommen, die Ergebnisse sind in Ab-
bildung 5.4 zu sehen, wobei wir das alternative Merging-Schema aus Abschnitt 2.3.2 einsetzen. Es
zeigt sich, daß mit steigendemn auch die Bildqualiẗat steigt. Das gilt jedoch nur begrenzt, bei Wer-
ten übern = 10 ändert sich des Verhalten bezüglich des Rekonstruktionsfehlers nur geringfü ig
(n muß immer gr̈oßer geẅahlt werden, um einen weiteren kleinen Gewinn im PSNR zu erzielen).
Die Erklärung daf̈ur liegt in der Tatsache, daß in der Liste die bereits besten Domains für jede der
beiden beteiligten Regionen vorliegen. Es ist bezüglich der Bildqualiẗat wenig gewinnbringend,
wenn noch mehr Domains mit schlechteren Fehlern betrachtet werden. Hinzu kommt, daß diese
n besten Domains in der Regelüber das Bild verteilt sind, deshalb kann davon ausgegangen wer-
den, daß anders als bei den lokalen Domainpools eine breitere Auswahl verschiedener Bildinhalte
vorliegt. Das kann sich wiederum positiv auf die Qualität des rekonstruierten Bildes auswirken.
Dennoch muß mit diesem Verfahren ein Qualitätsverlust von etwa 0.5 dB für das rekonstruierte
Bild gegen̈uber einer vollen Suche in Kauf genommen werden, deshalb eignet es sich besonders,
wenn ein guter Kompromiss zwischen Bildqualit¨ t und Codierungsgeschwindigkeit gefunden wer-
den muß.
Wir wollen diesen Ansatz mit den in dieser Arbeit verwendeten lokalen Domainpools verglei-
chen. Es wurde gezeigt, daß bei der evolutionäre Suche bereits sehr kleine Domainpools (n = 5)
zu guten Resultaten führen. Bei den lokalen Domainpools hingegen zeigt sich, daß eine solche
drastische Verkleinerung zu größeren Verlusten im PSNR führt. Diese Verluste halten sich bei
sehr hohen Kompressionsraten in Grenzen, bei niedrigen Kompressionsraten sind sie jedoch sehr
hoch. Aufgrund der mangelnden Adaptivität der lokalen Domainpools kann die Anzahl der be-
trachteten Domains nicht so drastisch reduziert werden. Deshalb kann bei diesem Vergleich der
Domainpool f̈ur die anf̈angliche Suche (Quadtree-Zerlegung + Domainsuche für alle m̈oglichen
Paare) ein gr̈oßerer Domainpool verwendet werden, wenn das Merging anschließend mit dem
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Abbildung 5.4: Ergebnisse aus Versuchen mit verschiedener Anzahl der gespeicherten Domains
n; es wurden das alternative Merging-Schema aus Abschnitt 2.3.2 und ParameterL = 64, d = 8,
q= 8, s= 4 undo= 6 verwendet; (a) Kurve Kompressionsrate zu Zeit,Tq = 33.5 ist die ben̈otigte
Zeit für die Quadtree-Zerlegung; (b) Kurve Kompressionsrate zu Rekonstruktions-PSNR.
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Die Ergebnisse des Vergleichs sind in Abbildung 5.5 zu sehen. Abbildung (a) zeigt das zeitli-
che Verhalten der Verfahren. Das evolutionäre Schema benötigt für den gesamten Merging-Prozeß
nur wenige Sekunden, ẅahrend die lokalen Domainpools beim Merging bedeutend mehr Zeit
ben̈otigen. Beim Vergleich der PSNR-Werte in Abbildung (b) wird deutlich, daß mit der evo-
lutionären Suche bei niedrigen Kompressionsraten mit geringerem zeitlichem Aufwand bessere
PSNR-Werte, als mit den lokalen Pools erreicht werden kö nen. Bei hohen Kompressionraten
hingegen liefern die lokalen Domainpools bessere Ergebnisse bei vergleichbarer Codierungszeit.
5.3 Zusammenfassung
In diesem Kapitel wurde die Komplexität des gesamten Codierungsprozesses analysiert. Aus den
Betrachtungen k̈onnen im wesentlichen zwei Fakten extrahiert werden:
1. Der Aufwand f̈ur die Quadtree-Zerlegung und die Domainsuche für alle m̈oglichen Block-
paare zu Beginn macht bei großen Domainpools einen vergleichsweise kleinen Anteil am
gesamten Aufwands aus.
2. Die Anzahl der Merging-Schritte geht (unter Verwendung der beschriebenen Verfahren) mit
der dritten Potenz in die Gesamtkomplexität ein und stellt somit bei Verwendung der Brute
Force Merging-Methode aus Abschnitt 2.3.1 den aufwendigsten Teil im Codierungsprozeß
dar.
Überdies gilt Punkt 1 um so mehr, wenn für die Quadtree-Zerlegung ein Varianz-basiertes
Verfahren ohne Domainsuche wie aus Abschnitt 2.2.2 verwendet wird. In diesem Falle wird der
Aufbau des Quadtrees nicht mittels Domainsuche aufgebaut, dennoch müssen die Domains für
die Blöcke der fertigen Zerlegung gefunden werden. Insgesamt wird der Prozeß der Quadtree-
Zerlegung beschleunigt werden.
Schließlich wurden die in dieser Arbeit verwendeten lokalen Domainpools mit dem Schema
der evolution̈aren Suche verglichen. Beide Ansätze k̈onnen als Beschleunigungsverfahren aufge-
faßt werden. Es hat sich gezeigt, daß für niedrige Kompressionsraten eine Anwendung des evolu-
tionären Schemas im Hinblick auf das Verhältnis zwischen Rekonstruktionsfehler und zeitlichem
Codieraufwand vorzuziehen ist. Die Versuche ergeben weiterhin, daß unter Verwendung der evo-
lutionären Suche mit entsprechenden Parametern der zeitliche Anteil des Merging-Schemas bei
akzeptablem Verlust an Bildqualität verschwindend gering ist. Schließlich muß noch bemerkt wer-
den, daß bei der evolutionären Suche ebenfalls lokale Domainpools bei der Quadtree-Zerlegung
und der Domainsuche für alle m̈oglichen Regionenpaare verwendet wurden. Das ist nicht zwin-
gend notwendig, es ist ebenso möglich an dieser Stelle ein anderes Beschleunigungsverfahren,
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Abbildung 5.5: Vergleich zwischen lokalen Domainpools und evolutionärer Suche beiq= 8,s= 4
undo = 6; (a) Kompressionsrate zu Zeit; (b) Kompressionsrate zu Rekonstruktions-PSNR.
Kapitel 6
Zusammenfassung und Ausblick
Fraktale Bildcodierung ist ein leistungsfähiges Verfahren zur Kompression von Bilddaten, dabei
wird ein gegebenes Bild mit Hilfe affiner Transformationsgleichungen beschrieben. Mit der so ge-
wonnenen Beschreibung können sehr hohe Kompressionraten bei guter Qualität des decodierten
Bildes erreicht werden. Weiterhin ermöglicht diese Art von Codierung eine auflösungsunabḧangi-
ge Repr̈asentation des Bildes. Das Bild kann somit bei der Decodierung beliebig skaliert wer-
den, sogar̈uber die Originalgr̈oße hinaus, ohne daß das Bild unscharf wird oder Strukturen durch
Upsampling-Artefakte zerstört werden. Diese Eigenschaft besitzt kein anderes Bildkompressions-
verfahren.
Fraktale Bildcodierung steht immer in Verbindung mit Bildpartitionierung. Um ein Bild zu
beschreiben, werden geeignete Partitionen benötigt. In früheren Arbeiten hat sich herausgestellt,
daß hochadaptive Partitionen zu den besten Resultaten bezüglich der Qualiẗat des decodierten Bil-
des bei gegebener Kompressionrate führen. Dabei wird das Bild zunächst in Grundbl̈ocke zerlegt,
die anschließend geeignet zu Regionen zusammengefaßt werden. Auf diese Art und Weise können
Partitionen erhalten werden, die sich dem Inhalt des Bildes in hohem Maße anpassen.
In dieser Arbeit wurden Beiträge auf dem Gebiet der hochadaptiven Partitionen geliefert. In
Kapitel 2 wurde ein Ansatz aus zwei Arbeiten von CHANG ET AL . [10, 11] aufgegriffen, bei
dem zun̈achst eine Quadtree-Zerlegung des Originalbildes erzeugt wird und die Quadtree-Blöck
anschließend zu Regionen zusammengefaßt werden. Weiterhin wird bei Codierung arithmetische
Codierung eingesetzt, um die erhaltenen Koeffizienten weiter zu komprimieren. Die Ergebnisse
aus [10, 11] konnten mit der für diese Arbeit angefertigten Implementierung nur teilweise erreicht
werden.
In Kapitel 3 wurden dann Grundpartitionen behandelt, die aus uniformen Blöcken erstellt wer-
den und als Spezialfall des auf Quadtrees basierenden Codierers angesehen werden können. Diese
Art von Partitionen wurde bereits in früheren Arbeiten von THOMAS UND DERAVI [43] und HAR-
TENSTEIN [21] eingehend untersucht. In [21] wurden die Region Edge Maps (REM) erfolgreich
angewendet, mit welchen auch in Verbindung mit der Implementierung dieser Arbeit deutliche
Verbesserungen erzielt wurden.
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In Kapitel 4 wurde dann versucht, den Quadtree-basierten Ansatz zu verbessern. Dabei wurde
einmal arithmetische Codierung mit Kontextmodellierung erfolgreich eingesetzt, um die anfal-
lenden Quadtree-Codes zu komprimieren. Hier konnten etwa 50% der Quadtree-Kosten gespart
werden. Weiterhin wurden Kontextmodelle vorgestellt, welche eine Ausnutzung der Quadtree-
Information bei den (sonst uniformbasierten) Region Edge Maps ermöglichen. Mit den so erhal-
tenen Quadtree-basierten Region Edge Maps können die Bitkosten für die Partitionen gegenüber
den in [10, 11] verwendeten Chain Codes unter Umständen um 50% reduziert werden. Auch ge-
gen̈uber den herk̈ommlichen Region Edge Maps sind die Quadtree-basierten Region Edge Maps
vorzuziehen. Mit diesen Verbesserungen ist es möglich, einen gewissen Teil der zur Codierung
ben̈otigten Bits einzusparen. Darüberhinaus wurden damit die in [10, 11] vorgegebenen Werte
erreicht.
In dieser Arbeit stand weiterhin der Selbstvergleich zwischen regionenbasierter Codierung mit
Quadtree-basierten Grundpartitionen und mit uniformen Grundpartitionen im Mittelpunkt. Die
Versuche haben gezeigt, daß der Quadtree-basierte Ansatz bezüglich der verwendeten Methoden
(Verwendung linearer Transformationen, Art des Domainpools, Art der Abspeicherung der Koef-
fizienten) stets bessere Ergebnisse liefert, als der uniforme Ansatz, wobei der Gewinn im Bereich
von 0.1 dB bis 0.2 dB liegt.
Desweiteren wurde der Einfluß der Quadtree-Zerlegung auf das gesamte Ergebnis im Hinblick
auf Rate-Distortion-optimierte Quadtrees untersucht. Hierbei wurde die Methode von SULLIVAN
UND BAKER [41] implementiert und f̈ur den Einsatz von arithmetischer Codierung der Koeffizi-
enten erweitert. Im Ergebnis zeigt sich, daß durch die Rate-Distortion-Optimierung bei alleiniger
Codierung mit Quadtrees (ohne Regionen-Merging) wesentlich bessere Resultate also ohne Opti-
mierung erzielt werden k̈onnen. Die Kombination von Quadtree Rate-Distortion-Optimierung und
Merging-Schema (ohne Rate-Distortion-Optimierung) hat geringfügi e Verbesserung bei Verwen-
dung von kleinen Domainpools gegenüber herk̈ommlicher Quadtree-Zerlegung und Regionen-
Merging gebracht (siehe Abschnitt 4.3).
Zum Abschluß dieser Arbeit wurde die Komplexität des gesamten Verfahrens untersucht, da-
bei war eine Abscḧatzung f̈ur den Einfluß der Parameter bei der Suche während des Codiervor-
gangs von Interesse. Hier hat sich gezeigt, daß die Anzahl der Merging-Schritte zur dritten Potenz
in die Gesamtkomplexität eingeht. Es hat sich ebenfalls herausgestellt, daß mit dem Quadtree-
basierten Ansatz generell weniger Zeit für die Codierung als mit dem uniformbasierten Ansatz
ben̈otigt wird. In diesem Sinne ist die regionenbasierte Partitionierung mit Quadtrees im Hinblick
auf Qualiẗat des rekonstruierten Bildes und Codiergeschwindigkeit gegenüber der Verwendung
einer uniformen Grundpartitionierung vorzuziehen.
Innerhalb dieser Arbeit wurden ausschließlich Schwarz/Weiß-Bilder verwendet, es gibt jedoch
ebenfalls Verfahren zur Codierung von Farbbildern. Die wohl einfachste Methode ist die separate
Codierung jedes der drei RGB-Bilder. Dieser Ansatz ist jedoch ineffizient, weil zunächst die drei-
fache Zeit f̈ur die Codierung ben̈otigt wird. Weiterhin werden eventuelle Redundanzen zwischen
den drei Bildern nicht ausgenutzt. In [50] wird deshalb vorgeschlagen, bei der affinen Transfor-
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mation von der Domain auf den Range alle drei Farbkomponenten zu verwenden. In Gleichung
(1.2) muß dann die Dimension von 3 auf 5 erweitert werden. Eine andere Möglichkeit kommt in
[20] und [31] zum Einsatz. Hier wird das RGB-Bild in YUV-Komponenten zerlegt, wobei im Y-
Bild die Helligkeitsinformation und in den U-V-Bilder die Farbinformationen enthalten sind. Das
Y-Bild wird dann wie gewohnt fraktal codiert und für jeden Range ein durchschnittlicher U- und
V-Wert auf 8 Bit quantisiert und codiert.
Betreffs der Anwendbarkeit des in dieser Arbeit vorgeschlagenen Schemas läßt sich folgendes
sagen: Es ist bereits bekannt, daß große Domainpools zu besserer Bildqualität f¨ hren. Dennoch
stellt sich die Frage, ob der dadurch entstehende hohe zeitliche Codieraufwand den Gewinn in
PSNR rechtfertigt. Die Antwort des Autors auf diese Frage lautet ja und nein. Innerhalb dieser
Arbeit stand stets die Bildqualitä im Vordergrund, wobei die Codierungsgeschwindigkeit eine
untergeordnete Rolle spielte. Für theoretische Belange ist es aus der Sicht des Autors durchaus
interessant, welche Werte der Codierer tatsächlich erreichenkann. Ausgehend davon können dann
immer noch Methoden untersucht werden, die den Codiervorgang beschleunigen (siehe Abschnitt
5.2). F̈ur eine praktische Anwendung sind diese Bestrebungen absolut notwendig, denn ein Ver-
fahren, welches eine Stunde zur Codierung eines Bildes benötigt, ist nicht einsetzbar.
Unter diesen Gesichtspunkten stellt sich die Frage, ob regionenbasierte Partitionenüberhaupt
zum Einsatz kommen sollen. In Kapitel 5 wurde gezeigt, daß der Merging-Prozeß sehr aufwendig
im Vergleich zur reinen Quadtree-Zerlegung ist, in Kapitel 4 wurde ebenfalls gezeigt, daß eine
Codierung mit Rate-Distortion-optimierten Quadtrees nur etwa 0.6 dB schlechtere Ergebnisse als
der regionenbasierte Ansatz liefert. Außerdem muß berücksichtigt werden, daß für eine praktika-
ble Anwendung hohe Bildqualitä ben̈otigt wird. Es ist z.B. kaum vorstellbar, die Bilder in einem
Nachschlagewerk bei 29 dB zu codieren, vielmehr sind rekonstruierte Bilder bei 33 dB und höher
von Interesse. In diesen Bereichen sind jedoch Kompressionsraten von
”
nur“ bis zu 30fach er-
reichbar und wie die Kurven zeigen, sind die Unterschiede zwischen den verschiedenen Verfahren
dort geringer. Die Stärke des regionenbasierten Codierers liegt bei hohen Kompressionraten. Bei
niedriger werdenden Kompressionsraten tendieren alle Methoden (sowohl Quadtree, also auch
regionenbasiert) zu uniformen Partitionen mit kleinen Blöcken.
Abschließend zu dieser Zusammenfassung möchte der Autor bekräftigen, daß die Suche nach
dem Verfahren, welches einen besseren Rekonstruktionsfehler bei gegebener Kompressionsrate
erzielen kann (ungeachtet der Codiergeschwindigkeit),immer lohnenswert ist. Ohne dieses Be-
streben wird es auch keine schnellen Verfahren geben, die immer noch eine gute Bildqualität
erreichen k̈onnen.
Kommen wir nun zu den zahlreichen Erweiterungsmöglichkeiten f̈ur das vorgestellte Schema.
Es existieren bereits Veröffentlichungen̈uber eine Vielzahl von Verfahren, die mit fraktaler Bild-
kompression in Verbindung stehen. Diese Arbeit widmet sich ausschließlich einigen Aspekten des
Codierungsprozesses. Es gibt aber auch Verfahren, die beim Decodieren die Bildqualität verbes-
sern. Hierbei sind unter anderem die Arbeiten von HAMZAOUI ET AL . [17, 18, 19] zu nennen, in
denen es um die sogenannte lokale Suche geht. Das ist ein iteratives Verfahren zur Verbesserung
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des fraktalen Codes bei der Decodierung.
Weitere Verbesserungen bei der Decodierung können mit Verfahren zur Abschwächung der
Blockartefakte erreicht werden. Zu diesem Thema sind die Arbeiten von NGUYEN UND SAU-
PE [29] und CHANG ET AL . [9, 11] zu nennen, in denen Verfahren vorgestellt wurden, mit de-
nen die starken Grauwertunterschiede an den Blockgrenzen abgeschwächt werden k̈onnen. Beide
Methoden liefern Verbesserung um 0.5 dB, wobei das Verfahren aus [29] mit einem Codierer
mit regionenbasierter Partition und uniformbasierter Grundpartition und das aus [9, 11] mit re-
gionenbasierten Partitionen bestehend aus Quadtree-Grundblöcken angewendet wurde. Wie wir
wissen unterscheiden sich die Partitionen beider Ansätze, speziell der Quadtree-basierte Ansatz
weist durch geradere Linien deutlichere Blocking-Artefakte auf (obwohl der Rekonstruktionsfeh-
ler kleiner ist). Ein genauer Vergleich beider Verfahren zur Reduzierung der Artefakte steht noch
aus.
Als nächste Verbesserungsmöglichkeit bietet sich die Rate-Distortion-Optimierung für den
Merging-Prozeß an. Ebenso wie bei der Quadtree-Optimierung kö nte dieses Verfahren auch auf
das Regionen-Merging angewendet werden. Es mü sen dann die Kosten für die Koeffizienten
und die Kosten f̈ur die Partition betrachtet werden. Zu diesem Thema wurde bereits in [23] ver-
sucht, einen entsprechenden Algorithmus durch Minimierung der Lagrangschen Kostenfunktion
mit geeigneten Vorhersagemodellen für die Partitionskosten zu entwickeln. Leider wurden nur
schlechtere Resultate als mit Collage-Fehler-Minimierung ohne Rate-Distortion-Optimierung er-
reicht. Generell stellt sich das Problem des Findens der optimalen Partition bei einer festen Anzahl
an Ranges als NP-hart dar [21]. Dennoch ist nicht ausgeschlossen, daß mit einem suboptimalen
Algorithmus die bisherigen Ergebnisse aus Kapitel 4 weiter verbessert werden können.
Ein weiteres Teilgebiet der fraktalen Bildkompression ist dieÜbertragung des Verfahrens in
den Frequenzraum. In dieser Arbeit wurde stets auf Teilblöcken des ursprünglichen Bildes ope-
riert. In neueren Arbeiten [5, 12, 21, 45] wurde die fraktalen Bildcodierung im Wavelet-Domain
durchgef̈uhrt. In [21] wurde dabei das regionenbasierte Schema mit uniformen Grundpartitionen
aus [22, 32] verwendet, wobei sich Verbesserungen für hohe und niedrige Kompressionsraten
ergeben haben. Hier ist nun die Frage, ob das regionenbasierte Schema mit Quadtree-basierten
Grundpartitionen noch weitere Verbesserung bewirken kann, wie es im Ortsraum der Fall ist.
Die wohl besten Resultate liefert der Wavelet-fraktalbasierte Codierer von LI UND KUO [27].
Die Werte aus dieser Arbeit sind immer noch etwa 0.6 dB besser als die besten Ergebnisse aus
Kapitel 4.
Dennoch, mit den hier erläuterten Erweiterungen sollte es möglich sein, diesen Unterschied
zu verringern. Man sollte sich generell aber immer im klaren sein, daß ein Vergleich der ver-
schiedenen Arbeiten an den gegebenen Resultaten (Kompressionsraten und PSNR-Werte) immer
schwierig ist. Die Verfahren in der fraktalen Bildcodierung setzen sich fast immer aus mehreren
Verfahren zusammen (z.B. wurden in dieser Arbeit Domainpools verwendet, bei denen die Do-
mainkoordinaten effizient codiert werden können). Beim Vergleich zweier Ansätze ist das stets zu
ber̈ucksichtigen.
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Abschließend ist noch zu erwähnen, daß außer den Quadtree- und uniformen Grundpartitionen
noch weitere Arten von Partitionen betrachtet werden kö nten. Aus der Literatur ist bekannt, daß
adaptive Verfahren stets bessere Ergebnisse erzielen, als nichtadaptive Verfahren. Zu Beginn der
fraktalen Bildcodierung wurden von JACQUIN [24] uniforme Partitionierungen vorgeschlagen. In
den sp̈ateren Jahren wurden adaptive Partitionierungsverfahren entwickelt, wie z.B. das Quadtree-
Schema [14, Kap. 3]) und das HV-Schema (horizontal-vertikal) [14, Kap. 6], welche aus Rechte-
cken unterschiedlicher Ḧoher und Breite zusammengesetzt sind. Es hat sich gezeigt, daß diese drei
Typen betreffs der erreichbaren Ergebnisse in eine Ordnung gebracht werden können. Quadtree-
Partitionen liefern bessere Ergebnisse als uniforme Partitionen, und HV-Partitionen liefern wie-
derum bessere Ergebnisse als Quadtree-Partitionen. Als letzten Typ wurden die hochadaptiven,
regionenbasierten Partitionen untersucht, die aus einer Grundpartition hervorgehen. Das Ergeb-
nis dieser Arbeit lautet, daß Quadtree-basierte Grundpartitionen in Verbindung mit Regionen-
Merging bessere Ergebnisse liefern, als uniforme Grundpartitionen. In diesem Sinne ist die ge-
nannte Ordnung erhalten geblieben. Es steht nun noch aus, das Regionen-Merging-Schema mit
HV-Grundpartitionen zu untersuchen. Der Merging-Algorithmus selbst ist unabhängig von der
Form der Grundbl̈ocke. Es bleibt also nur die Aufgabe, ein effizientes Schema für die Partitions-
abspeicherung zu entwickeln. Hier ist es eventuell möglich, die Region Edge Maps so anzupassen,
daß die HV-Information der zugrunde liegenden Partition ausgenutzt werden kann (HV-basierte
Region Edge Maps).
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