This article presents computational fluid dynamics results of the impact of a water spray on the fire smoke layer inside a hood. The models and the settings of parameters are discussed. Three experiments are performed by means of computational fluid dynamics simulations, and the comparisons show good agreement between measured data and predicted results. The simulation results provide insight into the temperature and flow fields for the configuration at hand, revealing an entrainment effect. The influence of the water spray characteristics on the downward smoke displacement due to drag and cooling is explained. Furthermore, an extensive sensitivity study of the simulation results to input parameters and mesh size is performed. The inner spray angle (related to vertical water flux) and droplet size are shown to be key parameters when simulating downward smoke displacement caused by a spray.
Introduction
Water is a commonly used medium for fire suppression during a fire service intervention or by means of sprinkler or water mist systems. Mechanisms by which water droplets extinguish a fire source have been reviewed in Grant et al. 1 The cooling effect of water droplets on the fire environment reduces overall radiation levels in the compartment and limits or prevents fire spread. 2 However, the impact of a spray of water droplets on the fire-induced smoke, rather than on the fire source itself, is also relevant. Indeed, there is a negative effect in disturbing the stratification of the smoke layer, which reduces the smoke-free height and thus affects the tenability conditions. As explained in Tang et al., 3 the major forces in the momentum balance are buoyancy and the droplet-induced drag force. However, entrainment of smoke or cool air into the water spray has also been identified as an important phenomenon. 4, 5 This affects the thermal balance (and the buoyancy force). It is not straightforward to assess this entrainment process in experiments with fire-induced smoke layers. Therefore, computational fluid dynamics (CFD) simulation results are analyzed in this article. The test case examined concerns the experiments of Tang et al.:
4 fire-induced smoke is collected inside a hood, into which a sprinkler water spray is activated (see Figure 1 ). The advantage of CFD (over more simple analytical approaches) is that the major forces (buoyancy and drag force) and phenomena (such as turbulent entrainment) are in principle automatically incorporated. Yet, it must be appreciated that the sub-models implemented in any fire-related CFD simulation also have uncertainties. In addition, the numerical results are strongly dependent on the treatment of the boundary conditions and other numerical aspects such as the grid size. Therefore, overall comparisons between simulations and three typical test cases of Tang et al. 4 are provided. The entrainment phenomenon and the temperature distribution are analyzed in more detail.
Given the importance of water sprays in fire safety science, it is not surprising that many related CFD studies have already been reported. There are different ways of treating the two-phase phenomena. One approach is the Eulerian-Eulerian approach (''volume fraction'' method) where both the gas and liquid phase are solved in the Eulerian space. This modeling strategy has, for example, been adopted in Hoffman et al. 6 where the numerical prediction of sprinkler activation on the fire environment within a compartment is studied with the CFD package PHOENICS. 7 The more popular approach, though, is the Eulerian-Lagrangian method. In this method, the gas phase is solved in the Eulerian space, whereas numerical liquid droplets (that represent the statistics of the water spray) are tracked during their lifetime using a Lagrangian model. One example is the PSIC (''particle-source-in-cell'') model developed by Alpert, 8, 9 introduced into an extended version of the computer code TEACH-T. Chow and Cheung 10 extended this technique to a three-dimensional (3D) view to study the interaction of a sprinkler water spray with the fire-induced hot layer.
Whereas the CFD models mentioned above are all based on Reynolds-averaged NavierStokes (RANS) equations, the potential of a large eddy simulation (LES) approach is clearly illustrated in O'Grady and Novozhilov, 2 where results using the fire dynamics simulator (FDS) are presented for a sprinkler interacting with a fire ceiling jet, using experimental data of compartment fire tests at the Swedish National Testing and Research Institute (SP, currently RISE). 11 More FDS results have been reported and compared to results obtained with other codes and experiments of variable complexity (from laboratory-scale to full-scale tunnel tests). [12] [13] [14] An overall satisfactory agreement is obtained for temperatures, velocities, and heat flux distributions, illustrating the potential of CFD simulations in the analysis of the interaction of water droplets with a fire-induced smoke layer. Nevertheless, to the best of the authors' knowledge, the downward smoke layer displacement induced by water droplets has not received much attention yet. Li et al. 15 report an over-prediction of the smoke layer displacement by FDS based on their experimental measurements. However, since no sensitivity analysis has been performed, the over-prediction might be partly due to uncertainty in the modeling input parameters (e.g. characterization of the water spray).
In this article, three experiments reported in Tang et al. 4 are first simulated before analyzing in detail the entrainment process into the water spray and smoke temperature distribution through the CFD results. Then, the influence of the water spray characteristics on the downward smoke flow is illustrated. In addition, a sensitivity study of the CFD results to several input parameters (i.e. cell size, heat release rate (HRR), inner spray angle, water droplet size, and initial spray injection velocity) is performed in order to identify the key parameters in the simulation of this phenomenon. After that, a conclusion is given.
Experimental setup
The experimental setup has been described in full detail in Tang et al. 4 Only the main aspects are briefly repeated here. A series of experiments have been conducted to investigate the downward displacement of a fire-induced smoke layer by water sprays. The setup is sketched in Figure 1 . The fire smoke was generated by a 900-mL diesel oil pool fire (size: 0.3 3 0.3 3 0.07 m 3 ), ignited by 100 mL gasoline at the beginning of each test. Direct interactions between the water spray and the fire source were avoided, as the fire was not underneath the hood. The fire-induced smoke layer, collected in the hood did not interact with the flames either. The smoke layer thickness before activation of the spray is determined by the height of the hood. Indeed, when the hood is filled up with smoke, the latter flows out of the enclosure from the bottom side and moves upward due to buoyancy. The pressure nozzle (1.5-mm diameter orifice) creates a cone-shaped spray. Two thermocouple trees, consisted of K-type thermocouples with a 3-mm diameter, are used to measure the temperatures every 5 s. The temperatures were monitored in real time, and the spray system was activated manually when the temperature at measurement point 1-1 reached 160°C.
Three tests in Tang et al. 4 with different water-operation pressures were selected for simulation in this study. The induced downward smoke displacement was observed to increase with water-operation pressure in the experiments. The other experimental conditions, such as the spray nozzle, fire source, initial smoke layer thickness, and the temperature for activating the nozzle, were nearly identical in the three tests. Table 1 summarizes the three tests (with test numbers in agreement with the numbering in Tang et al. 4 ). As the fire is not extinguished, a stable situation (constant smoke temperature and downward smoke displacement) is obtained after a transient period. 4 This makes the test cases appealing for numerical simulations because the time-averaged experimental and numerical values (temperatures and downward smoke layer displacement) can be compared in order to examine to what extent the experimentally measured effect of water pressure (and thus of the spray momentum) on the smoke layer displacement is reproduced in the simulations. It is known that the water-operation pressure of a given nozzle determines the water flow rate, droplet size, and velocities.
CFD model
The CFD code Fire Dynamics Simulator 6.3.2 (FDS, developed by NIST, Gaithersburg, MD, USA) is applied in this study. 16, 17 Turbulence is treated by the LES technique, which allows capturing the interaction between the water droplets and the largest eddies in the flow. The default modified Deardorff model has been used for sub-grid-scale turbulence, with the default value C v = 0.1. A single-step chemical reaction is used along with the default eddy dissipation model (EDM) to calculate the fuel reaction rate. Detailed and finite-rate chemistry is not essential for the case at hand. Radiative heat transfer is included through the solution of the radiation transport equation for a gray gas. Water droplets can absorb and scatter thermal radiation. The absorption and scattering coefficients are based on Mie theory. The scattering from the gaseous species and soot is not included in the model. 16 The default radiative fraction (0.35) is used for the fire. All solid surfaces in FDS are assigned thermal boundary conditions. 16 Heat conduction is assumed only in the direction normal to the steel plate surface in FDS. Heat and mass transfer to and from solid surfaces is usually handled with empirical correlations. For LES 4 ). The smoke temperature for activating the nozzle was measured 0.25 m above the nozzle (thermocouple 1-1 in Figure 1 ). 
where _ q 00 c is the convective heat flux to a solid surface, T g is the gas temperature, T W is the wall surface temperature, C is an empirical coefficient for natural convention, k is the thermal conductivity of the gas, L is a characteristic length, dn is the normal grid spacing, and Nu is the Nusselt number.
The Eulerian-Lagrangian method is used to represent the dynamics of the water droplets. The momentum transferred from the droplets to the gas is determined by the drag force. Equation (2) represents the drag force term per unit volume (f b ), which is obtained by summing the force transferred from each droplet in a grid cell and dividing by the cell volume in FDS 17
where C D is the drag coefficient, r d is the droplet radius, u d is the velocity of the droplet, u is the velocity of the gas, r is gas density, and dxdydz is the volume of the grid cell. In FDS, a spray is represented by an ensemble of spherical numerical droplets. The droplet size distribution can be described by Rosin-Rammler distribution, lognormal distribution, or a combination of Rosin-Rammler and lognormal distributions. 17 The latter one, as expressed in equation (3) , was selected in the present simulations due to the satisfactory data fitting (see below)
where d m is the volume-median diameter (D V50 ), and g and s are empirical constants. Expressing thermal equilibrium with the gaseous phase inside each grid cell allows calculating the heat transfer between the droplets and the surrounding gas. The trajectories of the droplets are calculated from the momentum transfer equations. Mass transfer is calculated as
where m p is the mass of the droplet, A P is the surface area of the liquid droplet, h m is the mass transfer coefficient, r g is the gas density, Y a, ' is the liquid equilibrium vapor mass fraction, and Y a, g is the local gas-phase vapor mass fraction.
Setup of the numerical simulations
The simulation geometry ( Figure 2 ) corresponds to the experimental setup ( Figure 1 ). The ''stair-stepped'' obstructions are used to represent nonrectangular objects, such as the slope of the smoke duct and the smoke hood. The use of the ''stair-stepped'' obstructions to approximate a slope might introduce inaccuracy. In this study, the ''stair-stepped'' dimension is proportional to the grid size, which implies that the unfavorable ''stair-stepped'' effect on the flow field would be smaller with a finer mesh. The grid sensitivity study displayed below shows that the results do not change much with the decrease in the grid size from 3 to 2 cm (the increase in the grid cells representing the whole smoke duct from 53,333 to 180,000 approximately). Therefore, this effect is considered not essential for this study. The computational domain is divided into 17 meshes, performing the simulations in parallel on 17 processors. Uniform cubic grid cells of 3 cm are used in all meshes, setting the total number of grid cells to 1,288,000. A grid sensitivity study discussed hereafter confirms that the size of 3 cm is justified. The boundary conditions read as follows:
The top and bottom exterior boundaries of the calculation domain are specified as ''INERT,'' that is, the solid boundary temperature is fixed at ambient temperature, which is set to 18°C, in agreement with the experiments. The other exterior boundaries are specified as ''OPEN,'' denoting a passive opening to the outside. FDS assumes ambient conditions beyond the ''OPEN'' boundaries. The latter are set at least 0.5 m away from the closest ''internal'' (physical) thermal boundary in the numerical setup. The internal boundaries, that is, the surfaces of the smoke hood, smoke duct, and burner are defined as 2-mm thick ''steel'' with conductivity, k = 45.8 W/(m K), density, r = 7850 kg/m3, specific heat, c p = 0.46 kJ/(kg K), and emissivity, e = 0.95. As the 2-mm-thick steel plate is very thin in comparison to the gas-phase cell size (i.e. 3 cm), it has a ''zero thickness'' in the gas-phase mesh but a 2 mm thickness is assigned when solving the one-dimensional Fourier's equation for conduction. Heat transfer is computed on both sides of the steel plate (exposed and unexposed to smoke) by setting BACKING = ''EXPOSED'' on the SURF line in FDS. The fire is modeled as a fuel source of fixed area (0.3 m 3 0.3 m), corresponding to the experiments of Tang et al. 4 The fuel is diesel oil, defined as C 12 H 23 in the simulations. The heat of combustion is set to 42,750 kJ/kg. The ''soot yield'' is taken as 0.1. 18 The HRR was not measured in the experiments. Therefore, the HRR is estimated It is noteworthy that a sensitivity study discussed hereafter reveals that the exact value for the HRR is not crucial for this study.
As in the experiments, 4 the nozzle is set centrally in the smoke hood, at height 2.6 m from the floor, with orifice diameter equal to 1.5 mm. The parameter ''OFFSET'' in FDS is the radius (in m) of a sphere surrounding the point (i.e. the position of the sprinkler head) where the water droplets are initially placed in the simulation, assuming that beyond the OFFSET distance from the sprinkler head the water filaments have completely broken up and the spray consists of droplets that are transported independently of each other. 16 The default value OFFSET = 0.05 m has been used. Modifying this value to 0.02 m has a negligible impact on the results (not shown). Water flow rates are listed in Table 2 , with droplet distribution according to equation (3) . The fitting curves are shown in Figure 3 . The corresponding parameters (d m ,g, and s) used in the simulations are also presented in Table 2 . The experimental data for the water droplet distribution were collected at a vertical distance of 1 m from the nozzle by the microscopic measurement method. 4 More specifically, the water droplets were collected by glass slides smeared by petroleum and then measured in a microscope. The uncertainty of the water droplet measurements stems from the increase in the water droplet diameters as water droplets hit against the glass slide. As recommended in Wang, 20 a value of 0.85 is used for the value of diffusion coefficient (for the slide on glass smeared by petroleum) to calculate the actual water droplet diameter in air. To consider the uncertainty of the water droplet measurement, a sensitivity study of water droplet size is presented below. Spray angles, related to the spray patterns, should be carefully defined, as demonstrated in O'Grady and Novozhilov. 2 Generally, the ''inner'' and ''exterior'' spray angles depend on the nozzle type. Table 2 also presents the exterior and inner angles as measured by means of photos taken by the high-speed camera, shown in Figure 4 . The spray nozzle is activated when thermocouple 1-1 (see Figure 1 ) reaches 160°C, as in the experiments. This happened 100 s after the ignition in the simulations so that the time for activating the nozzle was set at 100 s. The number of particles per second is set to 5000 (the default value). Increasing the number to 10,000 has practically no impact on the results (not shown). It is noted that the number of particles per second in this study is less than the values suggested in Beji et al. 21 to reach the statistical convergence for the prediction of the structure of a spray issued from a water mist nozzle. This may be attributed to the different spray nozzle configurations, or the fact that this study is mainly focusing on the gas-phase quantities (which could be less sensitive to the number of computational droplets per second). 
Simulation results compared to experimental data
The principal measurement results in Tang et al. 4 concern smoke temperature and distance of downward smoke displacement. Therefore, these two sets of experimental data are compared to the simulation results to illustrate the potential of FDS.
As mentioned before, only (quasi-) steady-state results are mainly discussed quantitatively in this study. Figure 5 presents the mean temperature distribution after spray activation. The averaging period (120 s in duration) starts 30 s after spray activation. In order to quantitatively illustrate the overall agreement for temperature inside and outside the water spray region, relative differences between the predicted and measured values, based on the Euclidean norm, are presented in Table 3 . The Euclidean norm is defined as
where E and M are vectors, representing the temperature values from, respectively, the measurements and the model predictions at each measurement point. The units of E i and M i are in°C. Table 3 shows that, with the increase in the water pressure from 0.4 to 1.3 MPa, the overall relative temperature difference (D T ) at the moment just before spray is around 10%, whereas D T in the steady-state period after spray activation varies between 15% and 24%. The relative deviation is not solely due to uncertainty in the modeling because the thermocouple measurements have some uncertainty (a relative uncertainty of 5% applied to thermocouple measurements is suggested by Hamins et al. 22 ). A lower temperature would be measured by the thermocouple with deposited water, as the measured temperature is not only influenced by the surrounding gas-phase temperature but also the temperature of the water. In addition, there is uncertainty at the level of the fire HRR, which is discussed in more detail in section ''Sensitivity to HRR.'' D T is generally larger after spray activation. This is expected due to additional sources of uncertainty: (1) uncertainty regarding wetting of thermocouples by water droplets, (2) uncertainty in the characteristics of the water spray (e.g. droplet size and spray angle), and (3) uncertainty in the spray modeling in FDS. The effect of the thermocouple wetting (i.e. first reason) is clearly seen in Table 3 : the relative difference for the thermocouples of the central tree (D T, C ), which is positioned inside the water spray, increases with water pressure, while the relative differences for the side tree (D T , S ), outside of the water spray, is almost independent of water pressure. Indeed, a higher water pressure results in more water droplets wetting the thermocouples in the spray region. It is thus reasonable to assume that the difference between D T , C and D T , S is mainly caused by the thermocouple measurement uncertainty due to the wetting of the thermocouples by water droplets. This also suggests that the wetting of thermocouples by water droplets in Test 9 is negligible. Figure 6 shows the temperature change from the situation before spraying to the steadystate value after spray activation. The significant temperature decrease under high wateroperation pressure is clearly revealed. Discrepancies between predictions and experimental data are clear, but the trends are reasonably well captured (except for a few possible outliers). As discussed before, the significant discrepancy of the thermocouples close to the nozzle (central tree) is related to the wetting of the thermocouples by the water droplets in the experiments. Overall, the increased water-operation pressure creates a higher water flow rate and water spray momentum, making the cooling effect by the water droplets on smoke more pronounced. It is interesting to note that the smoke temperatures measured by the thermocouples outside the spray region (Thermocouples 2-2, 2-3 and 2-4, see Figure 1 ) are even lower than the temperatures measured by thermocouple 1-2, 1-3, and 1-4 inside the spray region and that this is captured in the CFD simulations. As direct heat transfer from smoke to the water spray is not possible outside the spray envelope, this phenomenon is caused by the flow of strongly cooled smoke back into the hood (see the discussion of Figure 9 ). This flow pattern is induced by the water spray. More discussion on this aspect is given in the next section.
Having confirmed that the temperature distribution is generally well captured ( Figure 5 ), the downward smoke layer displacement induced by water spray, referred to as ''smoke logging,'' is examined next for the steady-state period. Figure 7 presents a first qualitative impression on the agreement between the experimentally observed downward smoke displacement (snapshot at 30 s after spray activation) and the CFD results (time-averaged optical density of the smoke in the central vertical plane, starting from 30 s after spraying). The instantaneous downward smoke displacement, Dh, was estimated visually from the pictures as captured by the camera in the experiments. This is straightforward, given the clear interface between smoke and air. The smoke from the CFD simulations is visualized by measuring the ''Optical density,'' D, which is defined in FDS as where I is the transmitted intensity, I 0 is the initial intensity, and L is the optical path length (m). Unfortunately, optical density was not measured in the experiments. Therefore, there is an uncertainty in choosing the value for D in order to determine the averaged downward smoke layer displacement, Dh, in the CFD simulations. We chose the value of 0.3/m (visualized as black areas in Figure 7) . Fortunately, the gradient is steep, so the value of Dh is not very sensitive to the value chosen for D. Figure 7 confirms that the trends of increased downward smoke displacement with increased water-operation pressure are well captured by FDS. In addition, two lobes of the smoke downward displacement observed in the experiments are also captured by the simulations. The two lobes are formed due to the hollow spray discharged by the experimental nozzle. More discussion on this aspect is given in the next section. The quantitative comparison of the time-averaged downward smoke layer displacement Dh in experiments and simulations is summarized in Table 4 .
Temperature and flow fields
The CFD results are further analyzed in order to provide additional information on temperature and flow fields, which could not be measured experimentally. This is particularly relevant with respect to the entrainment effect. However, despite the apparent simplicity in the temperature fields, the flow field is much more complex. Taking Test 2 as example, Figure 9 shows the time-averaged gas velocity vectors, colored by temperature, in the central vertical plane. In order to show the gas flow field clearly, the water droplets are not shown. The impact of the spray is clear. The smoke surrounding the nozzle is entrained into the spray and flows downward with the spray (A). The entrained smoke cools down by heat transfer to the water droplets. The smoke temperature inside the upper part of the spray envelope is lower than the smoke temperature outside the spray. This implies that the downward motion of the smoke, caused by the drag force from the water droplets, is strengthened by the downward buoyancy force in this region, in line with previous results. 3 However, when the hot smoke reaches the cool ambient air below the hood, the buoyancy force becomes upward again, as the smoke temperature inside the spray is higher than the ambient air temperature. As a consequence, the smoke turns upward against the downward drag force from water droplets, back into the smoke hood. Several large recirculation patterns are consequently induced: a large central upward motion of cool air (B) and sideways upward motion of a mixture of cool air and cooled smoke, entrained back into the smoke hood (C). This was already reported above as explanation for the temperature decrease inside the smoke hood. Figure 10 adds information on the entrainment process through the time-averaged horizontal gas velocity vectors and vertically downward water flux in horizontal planes. The asymmetry close to the nozzle is due to the entrance of hot smoke from a single duct. The patterns become more symmetric further down and confirm the left sketch in Figure 9 of Tang et al. 4 In the higher planes (a, b, and c), smoke is entrained into the spray. On the contrary, outward flow is observed in the lower planes (d, e, and f). Figure 11 shows the time-averaged gas vertical velocity components in the horizontal planes for Test 2. Downward flow is presented by areas with negative values. The area with the noticeable downward smoke flow increases with the distance to the nozzle (visible from planes a-d), while the downward velocities decrease in value. Furthermore, the upward flow in the center of water spray envelope in the lower planes (plane d, e, and f) is confirmed.
The relationship between water spray characteristics and downward smoke flow
As water droplets induce downward smoke motion, it is interesting to look into the relation between the water spray characteristics and the downward smoke flow. In Figure 10 , the vertical water flux distributions can be used to display the spray envelope as function of the vertical distance from the nozzle. It is clear that a cone spray is formed (blue colors). The hollow spray creates the two smoke lobes below the smoke hood ( Figure 9 ). The spray envelope obviously corresponds in general to the region of downward smoke motion area (negative gas vertical velocity in Figure 11 ), given the strong direct relationship between the vertical water flux and the downward smoke momentum through momentum exchange (drag force) and cooling, as mentioned before. Note, though, that in plane f (i.e. below the hood), the region of downward smoke motion (Figure 11 ) is smaller than the spray region ( Figure 10 ): buoyancy turns the smoke upward against the downward drag force from water droplets, as explained before.
Sensitivity study
This section discusses the sensitivity of the simulation results to grid size, HRR, inner spray angle, and droplet size. In addition, the sensitivity of the initial spray injection velocity to downward smoke displacement is also performed.
Sensitivity to grid size
In this sensitivity study, cubic grid cells of 2, 3, and 6 cm are applied for Test 2. Figures 12  and 13 show some sensitivity to the grid size of temperatures and downward smoke displacement (represented by smoke optical density), respectively. Table 5 summarizes the averaged downward smoke displacement values.
Whereas quantitatively, the results are still mesh sensitive, the grid size of 3 cm as applied in the simulations is deemed sufficiently fine for the present study, focusing on the overall potential of CFD to reproduce the experiments and to assist in interpreting the experimental observations (in particular the complex flow patterns as mentioned). 
Sensitivity to HRR
This section addresses the question whether the exact value for the HRR is crucial for the observation. Therefore, the HRR for Test 2 has been varied within a plausible range, namely, the set value 615%. It is logical that higher temperatures are obtained for higher HRR values, but differences are below 7.5% ( Figure 14) . The shape of the averaged downward smoke displacement region does not change (Figure 15 ), and the relative difference for Dh is around 10%. 
Sensitivity to inner spray angle
It has been reported in O'Grady and Novozhilov 2 that FDS results are sensitive to the spray parameters, such as spray angles and water droplet distributions. The previous uncertainty analysis also demonstrates the importance of the input parameters.
2 Therefore, the sensitivity of the results to the inner spray angle is performed for Test 2, changing it to 0°and 10°.
The inner spray angle has a significant impact on the downward smoke displacement, particularly when the inner spray angle was set to zero (Figure16). Clearly, the displacement distance increases significantly with the decrease in inner spray angle. More specifically, the displacement increased by approximately 0.2 m (i.e. 38.5%) as the inner spray angle decreased from 18°to 10°. Furthermore, smoke logging onto the floor is observed when the inner angle is set to 0°. Figure 17 confirms that the temperature distribution with 0°inner angle is very different from the others. The differences between the results with 10°and 18°inner angle are small (up to 4.3%). In general, the downward smoke displacement is more sensitive to the water inner spray angle than the temperatures. This suggests a primary importance of the drag force, compared to buoyancy. 
Sensitivity to water droplet size
The sensitivity of the downward smoke displacement to the water droplet size is assessed next. The volume-median diameter (d m ) of the water spray is changed by 615% for Test 2, keeping the other two parameters (g and s) unchanged. The water mass flow rate is also kept constant. Figure 18 reveals that the downward smoke displacement (represented by optical smoke density) increases significantly by decreasing the water droplet volume mean diameter. This is in line with the results from an analytical model presented in Tang et al. 3 The relative deviation in Dh is up to 67% for a variation in d m by 215%. This illustrates the utmost importance of the spray characterization to have reliable CFD results.
The significant impact of the droplet size is expected. For a given water flow rate, decreasing the water droplet size means an increase in total water droplet surface area, leading to an increase in the overall drag force (equation (2)), inducing a stronger entrainment effect. Also, the increased water droplet surface area leads to more heat transfer from smoke to the water droplets, enhancing the cooling effect, particularly near the nozzle (Figure 19 ). Indeed, for d m values of 214, 252, and 290 mm, the calculated evaporation rate for the entire spray is 0.20, 0.174, and 0.15 kg/min respectively, which implies 13.31%, 11.59%, and 9.96% of the water spray with the three d m values was evaporated, respectively. It is interesting to observe that decreasing the droplet size from 290 to 214 mm produces a linear increase in the evaporation rate. As the evaporation rate is not high as shown above, the relative overall temperature deviation is around 7% as d m is changed by 615%. The downward smoke displacement is thus clearly much more sensitive than the temperature to the water droplet size. 
Sensitivity to the initial spray injection velocity
Due to the lack of measurements, the initial spray injection velocities in the above simulations were calculated by the water flow rate and the nozzle orifice area instead. Therefore, the calculated initial spray injection velocity might be under-estimated because the ''effective orifice diameter'' could be smaller than the real nozzle orifice diameter. This section is to show the impact of the effective orifice diameter and its corresponding initial spray injection velocity on the downward smoke displacement by assuming the effective orifice diameter being 80% or 60% of the real nozzle orifice diameter for Test 2. As a result, the range of the corresponding initial water spray velocity is between 14.15 and 39.3 m/s in this sensitivity study. Figure 20 shows that there is no significant impact of initial water spray velocity on the downward smoke displacement. The downward smoke displacment even decreases a little bit in the case with a larger initial spray injection velocity. Actually, it is not surprising to see the results. The increase in the initial spray injection velocity not only increases the vertical velocity of the droplet but also increases the droplet horizontal velocity. The increased horizontal velocity could form a larger spray envelope which has also been confirmed by the simulation results (not shown). As a result, the average water flux is actually smaller for a larger spray envelope and the unchanged water flow rate. So, the Dh is a little bit smaller when the initial spray injection velocity is increased. In addition, in terms of the relatively larger water spray envelope, it is logical to see there is a larger distance between the two lobes of the smoke downward displacement in the case with a larger initial spray injection velocity.
Conclusion
In this article, FDS (version 6.3.2) has been applied to reconstruct experimental phenomena observed in the downward smoke displacement induced by water spray droplets. CFD results have been presented for some of the tests carried out in Tang et al. 4 Quantitative comparisons illustrate the potential of CFD in predicting the downward smoke displacement. The overall relative difference in temperature predictions varies from 15.4% to 24.1% as the water pressure of the nozzle increases from 0.4 to 1.3 MPa. The uncertainties of the predictions and the experiments have been discussed in detail. The CFD results provide insight into the flow fields for the configuration at hand. The entrainment effect mentioned in Tang et al. 4 has been confirmed and further analyzed. In addition to the smoke entrainment into the water spray envelope, entrainment of cool air into smoke layer as well as the smoke entrainment into smoke plume has been demonstrated. The influence of the water spray characteristics (spray angle and vertical water flux distribution) on the downward smoke displacement due to drag and cooling has been explained.
The CFD results also provide insight into the temperature distribution for the configuration at hand. The downward buoyancy force on the smoke moving downward inside the upper part of water spray due to the water cooling effect, changing into upward buoyancy force as the smoke reaches the ambient air below the hood, leads to a strong central and sideward upward motion, bringing cold air into the smoke.
A comprehensive sensitivity study has been conducted. A 3-cm grid was shown to be sufficiently fine for the study at hand: quantitative agreement is overall reasonable, but more importantly, there are no qualitative changes when going to a finer mesh (of 2-cm cubic cells). In any case, the sensitivity is very small, compared to the sensitivity to the spray characterization. The same holds for the sensitivity to the fire HRR. In other words, the spray characterization is key to obtain reliable CFD simulations for the case at hand. While the predicted temperature distribution is not too sensitive, the FDS prediction of the downward smoke displacement induced by the water droplets is very sensitive to the input parameters: the inner spray angle (particularly when the angle is set to 0°) and the water droplet size. The most significant smoke logging (smoke moving downward onto the floor) is observed when the inner angle is set to 0°. With respect to droplet size, the relative Dh deviation is up to 67% as d m is changed by 15%. Therefore, accurately obtaining the input parameters for water spray model is very important for engineering applications regarding to the prediction of downward smoke displacement induced by water droplets in FDS. However, the initial spray injection velocity is not a very sensitive parameter for current configuration.
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