Abstract. Let M(X) be the space of all Borel probability measures on a compact metric space X endowed with the weak * -topology. In this paper, we prove that if the topological entropy of a nonautonomous dynamical system (X, {f n } +∞ n=1 ) vanishes, then so does that of its induced system (M(X), {f n } +∞ n=1 ); moreover, once the topological entropy of (X, {f n } +∞ n=1 ) is positive, that of its induced system (M(X), {f n } +∞ n=1 ) jumps to infinity. In contrast to Bowen's inequality, we construct a nonautonomous dynamical system whose topological entropy is not preserved under a finite-to-one extension.
Introduction
As an important invariant of topological conjugacy, the notion of topological entropy was introduced by Adler, Konheim and McAndrew [1] in 1965. Topological entropy is a key tool to measure the complexity of a classical dynamical system, i.e. the exponential growth rate of the number of distinguishable orbits of the iterates of an endomorphism of a compact metric space. In order to have a good understanding of the topological entropy of a skew product of dynamical systems (as we know that the calculation of its topological entropy can be transformed into that of its fibers), Kolyada and Snoha [14] proposed the concept of topological entropy in 1966 for a nonautonomous dynamical system determined by a sequence of maps.
A nonautonomous dynamical system (NADS for short) is a pair (X, {f n } +∞ n=1 ), where X is a compact metric space endowed with a metric ρ and {f n } +∞ n=1 is a sequence of continuous maps from X to X. In 2013, Kawan [11] generalized the classical notion of measure-theoretical entropy established by Kolmogorov and Sinai to NADSs, and proved that the measure-theoretical entropy can be estimated from above by its topological entropy. Following the idea of Brin and Katok [3] , Xu and Zhou [18] introduced the measure-theoretical entropy in nonautonomous case and established a variational principle for the first time. More results related to entropy for NADSs were developed in [2, 5, 10, 11, 13, 19, 20] .
In contrast to the classical dynamical systems whose dynamics have been fully studied, properties of entropy for NADSs are still fairly poor-developed. One of such respects that we considered naturally is the relation between a NADS and its induced system (whose phase space consists of all Borel probability measures on the original space, for details see Section 2). A well-known result due to Glasner and Weiss [7] in 1995 reveals that if a system has zero topological entropy, then so does its induced system. This theorem is amazing. Generally speaking, a system is rather "tiny" (in the sense of a subsystem) compared with its induced system. However, the vanishment of its entropy surprisingly results in the same phenomenon for its induced system. Later, this connection was further developed by Kerr and Li in [12] . They obtained that a system is null if and only if its induced system is null (recall that a classical dynamical system is null if its topological sequence entropy along any increasing positive sequence is zero). In [16] , the second named author and Zhou generalized the result of Glasner and Weiss to any increasing positive sequence for classical dynamical systems. This generalization strengthens Kerr and Li's result as well.
The present paper aims to investigate the entropy relation between a system and its induced system in the context of NADSs. We denote by M(X) the space of all Borel probability measures on a compact metric space X equipped with the weak * -topology. Our main result is as follows.
) be a NADS. Then the following statements hold:
Note that Theorem 1.1 includes the results mentioned previously in [7, 16] . Now let us turn to considering the entropy relation between a system and its extensions. In classical dynamical systems, topology entropy, as we know, is preserved under finite-to-one extensions [4] . A natural question is if we may further expect such an assertion to be true for NADSs. Unfortunately, this property fails in nonautonomous case. This paper is organized as follows. In Section 2, we list basic notions and results needed in our argument. In Section 3, we prove Theorem 1.1 (2) . In Section 4, we prove Theorem 1.1 (1) . In Section 5, we provide a constructive proof of Theorem 1.2.
Theorem 1.2. There exist two NADSs
(X, {f n } +∞ n=1 ) and (Y, {g n } +∞ n=1 ) such that (X, {f n } +∞ n=1 ) is a finite-to-one extension of (Y, {g n } +∞ n=1 ) but h top (X, {f n } +∞ n=1 ) > h top (Y, {g n } +∞ n=1
Preliminaries
For clarification, throughout this paper by a topological dynamical system (TDS for short) we mean a pair (X, T ), where X is a compact metric space endowed with a metric ρ and T : X → X is a homeomorphism. A nonautonomous dynamical system (NADS for short) is a pair (X, {f n } +∞ n=1 ), where X is a compact metric space endowed with a metric ρ and {f n : X → X} +∞ n=1 is a sequence of continuous maps. We denote by N and N + the sets of nonnegative integers and positive integers, respectively.
2.1. Topological entropy. Let (X, {f n } +∞ n=1 ) be a NADS and ρ a metric on X. An open cover of X is a family of open subsets of X, whose union is X. For two covers U and V we say that U is a refinement of V if for each U ∈ U there is V ∈ V with U ⊂ V . For n ∈ N + and open covers U 1 , U 2 , . . . , U n of X we denote
is also an open cover of X. We denote by N (U) the minimal cardinality of all subcovers chosen from U. Set
for all i, n ∈ N + , where id X is the identity map on X. Let
The topological entropy of (X,
U is an open cover of X . As we expected, there is a Bowen-like equivalent definition of topological entropy for NADSs. For each n ∈ N + , a compatible metric ρ n on X is defined by the formula
For any n ∈ N + and ε > 0, a subset F of X is called an (n, ε)-spanning subset of (X, {f n } +∞ n=1 ) if for any x ∈ X there exists y ∈ F with ρ n (x, y) < ε. A subset E of X is called an (n, ε)-separated subset of (X, {f n } +∞ n=1 ) if for any distinct x, y ∈ E, ρ n (x, y) > ε. We denote by r n (X, {f n } +∞ n=1 , ε) the smallest cardinality of all (n, ε)-spanning subsets of (X, {f n } +∞ n=1 ), and s n (X, {f n } +∞ n=1 , ε) the largest cardinality of all (n, ε)-separated subsets of (X, {f n } +∞ n=1 ). It was proved in [14, Lemma 3.1] that for every NADS (X, {f n } +∞ n=1 ), we have
2.2.
Extensions. Let (X, T ) and (Y, S) be two TDSs. We say that (X, T ) is an extension of (Y, S) if there is a continuous surjective map π :
) is said to be an extension of (Y, {g n } +∞ n=1 ) if there is a continuous surjective map π : X → Y such that π • f n = g n • π for every n ≥ 1. In both of the above definitions, π is called an extension (or a factor map), and if in addition, there exists c > 0 such that sup y∈Y #π −1 (y) ≤ c, then π is called finite-to-one. It is easy to see that if (X, T ) is an extension of (Y, S) then h top (X, T ) ≥ h top (Y, S). Bowen [4] gave an upper bound of extensions in his renowned work as follows. 
Remark 2.2. In the case of NADSs, the assumption that for any n ∈ N + , f n is topologically conjugate to g n (via a homeomorphism π n : X → Y ) is not sufficient to guarantee the equality
2.3. Induced systems. Let X be a compact metric space, B(X) the set of Borel subsets of X, C(X) the space of continuous maps from X to R endowed with the supremum norm (|| · || ∞ ), and M(X) the set of Borel probability measures on X. The weak * -topology is the smallest topology making the map
continuous for every g ∈ C(X). A basis is given by the collection of all sets of the form
. . , g k ∈ C(X), k ∈ N and ε > 0. It is well known that M(X) is compact in the weak * -topology [17, Theorem 6.5]. Suppose that {g n } +∞ n=1 is a dense subset of C(X). By [17, Theorem 6.4] , the metric
on M(X) is compatible with the weak * -topology. So M(X) becomes a compact metric space as well.
A NADS (X,
n B) for each n ∈ N, µ ∈ M(X) and B ∈ B(X). We call (M(X), {f * n } +∞ n=1 ) the induced system of (X, {f n } +∞ n=1 ) and write (M(X), {f n } +∞ n=1 ) instead of (M(X), {f * n } +∞ n=1 ) if there is no ambiguity.
Proof of Theorem 1.1(2)
Let X be a compact metric space with the metric ρ and n ∈ N + . The metric d ((x 1 , x 2 . . . , x n ), (y 1 , y 2 , . . . , y n )) = max 1≤i≤n ρ(x i , y i ) on X n is compatible with the product topology. For a map f : X → X, set
This implies that E
k is an (m, ε)-spanning set of X k , and hence
for any m ∈ N and ε > 0. Therefore,
For fixed n ′ ∈ N and ε ′ > 0, we assume that F is an (n ′ , ε ′ )-separated set of (X, {f n } +∞ n=1 ) with #F = s n ′ (X, {f n } +∞ n=1 , ε ′ ). For any two distinct points x = (x 1 , x 2 , . . . , x k ) and y = (y 1 , y 2 , . . . , y k ) in F k , we have
By (3.1) and (3.2), we get h top (X k , {f
). Proposition 3.2. Let X be a compact metric space and k ∈ N + . Then the map
Proof. Fix x = (x 1 , x 2 , . . . , x k ) and y = (y 1 , y 2 , . . . , y k ) in X k . Set
There exists a continuous function g ∈ C(X) satisfying that g(x t ) = 1 and that g(z) = 0 for all z ∈ {x 1 , x 2 , . . . , x k , y 1 , y 2 , . . . , y k } \ {x t }. Then we have
Otherwise, we have
Summing up,
Thus, π k is injective.
We are now ready to prove Theorem 1.1(2).
For any k ∈ N + , let π k be the map defined in Proposition (3.2). It is clear that π k is continuous and equivariant, which, together with the injectivity of π k that we just proved in Proposition (3.2), allows us to regard (X k , {f
Proof of Theorem 1.1(1)
To begin with, we borrow a key lemma which has some combinatorial flavor. Firstly, (X, {f n } +∞ n=1 ) may be regarded as a subsystem of (M(X), {f n } +∞ n=1 ) by mapping x ∈ X to δ x ∈ M(X), where
be a sequence in C(X) satisfying that ||g n || ≤ 1 for any n ∈ N + , and that
is a metric on M(X) giving the weak * -topology. Since h top (M(X), {f n } +∞ n=1 ) > 0, there exist a > 0 and ε 0 > 0 such that for any 0 < ε < ε 0 we can find an increasing sequence
For any fixed 0 < ε < ε 0 , there exists K 0 ∈ N such that +∞ n=K 0 +1 1/2 n < ε/2. Since g n is continuous for any n ∈ N + , there exists δ > 0 such that d(x, y) < δ implies d(g n (x), g n (y)) < ε/9, for all x, y ∈ X and n = 1, 2, . . . , K 0 .
It is clear that φ is a linear mapping from l
For any distinct µ, ν ∈ E i , we have
We claim that for any distinct µ, ν ∈ E i , the following vectors in φ(B 1 (l
If the claim is not true, then for any 1 ≤ n ≤ K 0 and 0 ≤ j ≤ N i − 1 we have
On the other hand,
where
Similarly, I 3 ≤ ε/9. By (4.2), we know I 2 ≤ ε/9. So it follows from (4.3) that
for all n = 1, 2, . . . , K 0 and j = 0, 1, . . . , N i − 1. This contradicts (4.1). Therefore
To end the proof, we employ Lemma 4.1. In the above discussion, we have shown that φ is a linear mapping from l
with ||φ|| ≤ 1 and that φ(B 1 (l L N i 1 )) contains more than e aN i points which are ε/(9 · 2 K 0 )-separated. By Lemma 4.1, there exist n 0 and a constant c > 0 such that for all sufficiently large i ∈ N we have
A constructive proof of Theorem 1.2
Let Σ 2 = {0, 1} N and σ : Σ 2 → Σ 2 , (a n ) n∈N → (a n+1 ) n∈N . For p ∈ N, q ∈ N + and i 1 , . . . , i q ∈ {0, 1} we set
where a × (1/n) converges to 0 as n → ∞ for a ∈ [0] 1 0 , and a × (1/n) converges to 1
where a × (1/n) converges to 0 as n → ∞ for any a ∈ Σ 2 . For n ∈ N + we take
, if x = a × 1 i and i < n, x, otherwise and let g n be the restriction of f n to Y . Clearly, {f n } +∞ n=1 and {g n } +∞ n=1 are sequences of continuous maps on X and Y , respectively.
We define a map π : X → Y by
We may directly check that π : X → Y is a finite-to-one extension. Now Theorem 1.2 follows from Proposition 5.1.
Proposition 5.1. Under the above settings,
Proof. We first notice that for every y ∈ Y , h top (π −1 (y), {f n } +∞ n=1 ) = 0, which means that the second term in the above inequality vanishes. So it remains to deal with the first and third terms. We will show h top (X, {f n } Since V is arbitrary, we see that h top (Y, {g n } +∞ n=1 ) = 0.
