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Abstract-- It  is known that the so-called van der Waerden's conjecture, regarding doubly stochas- 
tic matrices, was solved in full generality in 1980 and 1981, respectively. In this paper, we deal with 
equations regarding stochastic matrices generated by double stochastic matrices. Let the quantities 
tk(A), (k = O, 1,... ,n) be defined by (1.1), where A is an n x n doubly stochastic matrix. Moreover, 
let the system of operators C (Definition 1.1) be given. The results of the paper are the following. 
If the upper permanent and the lower permanent of two stochastic matrices are equal, then at least 
one of the factors is equal to A0, where A0 is the matrix with entries 1/n (Theorem 1.1). Theo- 
rems 1.2-1.4 deal with the means of permanents. An inequality (Lemma 1.2) and a consequence of
it (Lemma 1.3) are used in the proofs. These results were obtained when the author was a student 
in 1932. 
The paper underlines the importance of the concomitant (Definition 1.2) of a matrix. (~) 2000 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Let .~l denote the set of n × n matrices with real entries, where n _> 2 is a fixed integer. 
Let /2 C f14 be the set of matrices, where all column sums are equal to 1, i.e., the set of the 
so-called generalized column stochastic matrices. 
Let 
/C = {A = (ajk) e £ l ajk > 0 ( j , k  = 1, . . . ,n )} ,  
i.e., the set of the column stochastic matrices. 
Let 
~/= {Ae/C  I A* e/C}, 
where A* is the transpose of A, i.e., ~ is the set of the n x n doubly stochastic matrices. 
Let Fk (k = 1,2, . . .  ,n) be the set of the combinations of order k of the elements 1 , . . . ,n  
without repetition and without permutation. 
By 
A:= = (ajk) E M,  
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we derive the matrices 
( ailjl ... ailjk I Ajl...~ ._ • . . il ...ik "-- 
\ai~j 1 •.. aikj k 
( i l , . . . , i k )  E Fk, ( j l , . . . , j k )  E Fk, 
where k = 1, . . . ,n.  
Let A0 E 7-/be the matrix, where all entries are 1In. Denote PerA the permanent of A E A4. 
The definition and the properties of permanents can be found, e.g., in [1]. 
Let A E A4. The quantities 
To(A) = 1, 
Tk(A) := Z Per AilJ~"'J~...ik, (k = 1,. . . ,  n), 
( i l , . . .  ,ik) E rk, ( j l , . . .  ,Jk) E [~k, 
moreover, 
tk(A) = Tk(A) (k = 0,1,. ,n) ' . .  
have an important role in the following. 
The operators, defined as follows, have a central role in this paper. 
DEFINITION 1.1. Let 
/~j > 0, (j = X,...,n) 
be nonnegative integers atisfying the equation 
(1.1) 
131 +' ' "  3 t- fin = n. (1.2) 
Then the operator C~1...~,, defined over the set A4 is defined as follows. If  A E A4, then 
C~1...~, ' (A) E 3,t contains the jth column of A with multiplicity ~j (j = 1, . . . ,  n)i I f  3j = O, then 
the jth column of A does not appear in C~I...~,(A). 
We denote by C the set of the different operators C~...~,, (A). The number N of the elements 
of the set C is equal evidently to the number of the different solution systems of equation (1.2) 
by nonnegative integers, i.e., 
N=(2nnX ) . 
We suppose that the elements of the set 
(/~1,... ,fln) [ flj ~-- 0 (j = 1,...  ,n), ~-~/3j = n 
j=l  
are ordered (e.g., by lexicographic procedure). 
DEFINITION 1.2. The set of matrices 
C~I...~,(A ), C~I...Z,~ a C, 
is said to be the concomitant of A E M.  
The importance of this concept can be seen later in this paper. The proofs of the theorems of 
this paper are elementary. Only the following two elementary lemmas will be applied. 
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LEMMA 1.1. Expansion formula of Binet-Cauchy. Let A E A4, B 6 A4 be given. Then, 
1 
Per(AB) = E fl!. . .f in! Per C~...~. (A) Per C~,._~. (B* ). 
C 
The following simple statement was proved by the author in 1932, when he was a university 
student in Budapest. 
LEMMA 1.2. I f  aj, bj (j = 1 , . . . ,  n) are real numbers atisfying the conditions 
at >_ "'" >_ an, bl >_ "'" >_ bn, 
then 
n n n 
9=1 j=l j=l 
where Q, . . .  in is an arbitrary permutation of the elements 1, . . . ,  n, with equality if and only if 
either at = an or bl = bn. 
We may explain inequality (1.3) saying that the maximum corresponds to "similar ordering" 
of a l , . . . ,  an and bl , . . . ,  bn, the minimum to "opposite ordering". 
The original proof of the author was very complicated, and it was not published. Sztics dealt 
with this inequality in his paper [2]. He gave a short proof and interesting corollaries of the 
inequality, mentioning that the result was originated from the author. But this remark was 
omitted when the book of Hardy, Littlewood and P61ya, Inequalities, was published in 1934. The 
book contains our theorem, but it does not mention the paper of Sziics. 
In this paper, we will use the following corollary of Lemma 1.2 (see [3, Lemma 4.1]). 
LEMMA 1.3. Under the conditions of Lemma 1.2, the inequality 
1 n (1~--1)( j~=t )1~ - E ajbj >_ aj -1 n bj >-  ajbn-j+l 
n n n j= 1 j---1 
holds, with equality if and only if either al = an or bl = bn. 
Let matrices A 6 3,l, B 6 2v/with the expansion of Lemma 1.1 be given. Let the sequences 
{;31!.!. PerC~*'"~"(B*)}c ~n! 
be "similar ordering", and the sequences 
1 
{fh!... ~n! 
be "opposite" ordering, where 
Per C~1...~. (B*) } , 
C 
{PerC~,...~. (A) } C , 
are permutations of the elements 
DEFINITION 1.3. 
{PerC~,...f~. (A) } c 
{PerC~,...~.,(A)} C 
{PerC~,...~.(A)} C 
{Per C~1...~. (A)} c . 
Let A 6 ]v[, B 6 A4. The sums 
1 PerC~ ~(A)PerC~, ~.(B*) Per(AB) = E /3 t !  .. fnr . . . . . .  
C 
and 
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c~ 1 PerC#l ...#, (A) Per C#1...#. (B*) Per(AB) = t31T .'~./3n! 
are said to be the upper permanent, and the lower permanent of the matrix A with respect o B. 
It is obvious, that in general, 
Per(AB) # Per(BA), 
and 
Per(AB) # Per(BA), 
Per(AB) >_ Per(AB) _> Per(AB). (l.zl) 
It is known that the so-called vanderWaerden's conjecture was formulated in 1926 in [4], 
and the first full solution of the conjecture was published in 1980 in [5] and in 1981 in [6]. A 
special case of this theorem was proved by the author in 1977 in [7]. We refer to the proved 
van der Waerden's conjecture as the theorem of van derWaerden-Egorychev-Falikman. This
theorem states the following. 
If A E 7-/, then 
n! 
- -1  Per(A) _> n n 
with equality if and only if A = A0. 
It is known (see, e.g., [8, Conjecture 4.1]), that vanderWaerden's theorem follows from the 
following partial statement of the theorem. 
The only solution of the permanental equation 
n~ 
Per A n n (1.5) 
is A = A0 over 7~. 
The aim of this paper is to prove three permanental statements. These are the following. 
THEOREM 1.1. Let 
then the matrix equation 
AE~,  BEK,  B#Ao,  
Per(AB) = Per(AB) 
has the only solution A = Ao over lE. 
Let A E A4. We introduce the following notations: 
n~ 1 
Qk(A) := ~-U ~c  ,61f. :./3~! tk (Cz ' " '~  (A)), 
1 
Rk(A) := ~ E tk(C#I...#. (A) ), 
C 
THEOREM 1.2. I rA  E TI, then 
k~ 
Qk(A) = nk, 
(k = 1,. . . ,n),  
(k = 1 , . . . ,n ) .  
(k = 0,1,. . . ,n).  
(1.6) 
(1.7) 
THEOREM 1.3. I rA  E ~,  then 
k! 
Rk(A) < - -  (k = O, 1, n), 
- -  7~k ~ " ' ' ,  
with equality if  and only i rA  = Ao for k = 2, . . .  ,n. I l k  = 1, then equality holds for all A E TI. 
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As a consequence of Theorem 1.3, we get the following. 
THEOREM 1.4. I rA  E 7-l, then 
1 n! 
Rn(A) := ~ Z Per (C3~..m,, (A)) < - -  
- -  T t f t~  
c 
with equality if and only if A = Ao. 
Theorem 1.4 is a similar statement as one of van derWaerden's theorem (1.4), but these are 
independent propositions from one another. The theorem of van der Waerden says a statement 
for the permanent of only one element of the concomitant, i.e., this theorem has an individual 
nature. Theorem 1.4 concerns the average of the permanents of the elements of concomitant, i.e., 
it has a statistical nature. 
In his paper [8], the author proved more theorems of van der Waerden's type (Theorems 1.1- 
1.3), which have an individual nature in the above-mentioned sense. Among others, it was shown 
in the following statement. 
If A E T/ is  positive definite or semidefinite, then 
k~ 
tk(A) > - -  (k= 2,. ,n), 
- -  nk ,  ' '  
with equality if and only if A = A0. In the case of k --- 1 the statement holds for all A c 7-/. 
In addition to the Introduction, the paper contains two more sections. In Section 2, there can 
be found the proofs of the theorems enumerated in Section 1. The corollaries of these results are 
the subject of Section 3. 
2. THE PROOF OF THE 
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using Lemma 1.3, i.e., the inequality 
1 
Per(AB) _> ~ ~ Per C~...~n (A) 
C 
holds by Lemma 2.1, with equality if and only if all the quantities 
Per C~,...~,, (A), Ca, ...Z,, • C (2.4) 
are equal. 
The following step is to show that quantities (2.4) are equal to one another if and only if 
A = A0. Later we need a generalization of this statement. Therefore, we shall prove a more 
general statement. 
LEMMA 2.2. Let A • 1C. Then quantities 
tk (C~1...~ (A)),  CZ~...Z,~ • C (2.5) 
are equal to one another if and only if A = Ao. 
PROOF. Using Theorem 12, we get that quantities (2.5) are equal to one another if and only if 
k~ 
tk (Co,...z,(A)) = n---£, C~a...~,~ • C. (2.6) 
The proof of Lemma 2.2 will be finished showing that the unique solution of the permanental 
equation (2.6) is A = A0 over ]C. It is obvious, that A = A0 satisfies all equations of (2.6). 
Consequently, it is enough to show there is at least one among (2.6), which has the only solution 
A = A0 over K:. 
Let us suppose that ~j = n, i.e., ~k = 0, k # j. Then, 
k_, 
1 ~ ailj • .. a~jk! = nk , tk (Cfli:n(A)) -~ -~ l<Q<...<ik<_n 
by (2.6), which can be written in the form 
i 
) 1/k 
1 
(~) Z a i l j . . ,  aikj = 
l<Q<...<ik~n 
alj -}- ... -]- anj 
rt 
(2.7) 
It is well known, if the numbers aj (j = 1, . . . ,  n) are positive and 
1 
Gk(a i , . . . ,a , , )  = ail• • • aik ) 
l <_il <...< ik <n 
:/k 
is the k th Newton mean, then 
G1 >. . .  > Gn, 
with equality in whichever place if and only if all numbers aj (j = 1 , . . . ,  n) are equal. Conse- 
quently, equation (2.7) has the only solution 
1 
aij =- n '  (i = 1 . . . . .  n), 
where j runs over 1, . . . ,  n, because j was an arbitrary column index of A. Thus, the proof of 
Lemma 2.2 is finished. | 
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Using Lemma 2.1 in the case of k = n, we obtain that A = A0 is the only solution of the system 
of equations (2.4). Consequently, we get the proof of Theorem 1.1 by Lemma 2.1 if k = n. Using 
the foregoing, it is very easy to show the following well-known statement. 
Let A E ]C, then 
n! 
Per(AA*) > - -  
- -  r~n,  
with equality if and only if A = A0. 
Namely, if we start from (2.1), and we apply the Cauchy-Schwarz inequality to the vectors 
(x / re ' ! .  • f ,~') (x / f l '  1- C~"'~"(A)) C c '  . f - !  ' 
we get 
1 <- f l!  - fin! f l ! . . . fnT Per2Cfh'"#"(A) = n ~''" Per(AA*), 
with equality if and only if all the quantities (2.4) are equal, i.e., if and only if A = A0 by 
Lemma 2.2. 
2.2. The  Proo f  of  Theorem 1.2 
Let A E M.  Let us introduce the following matrix valued polynomial: 
A(x) = (1 - x)Ao + xA, 0 < x < 1. 
After a simple calculation [8], we get 
k)! 
PerA(x) = n~--g Tk(A)zk(1 - z) n-k, 0 < x < 1, 
k :0  
consequently, 
It is obvious that 
if A E 7-/. Since 
PerC#,...#,,(A)(x) ~ (n - k)! = ~ Tk (C#,...#,(A))xk(1 - x) "-k, 
k :0  
if A E 9/, we have the identity 
Cf~l...f~" 6 C, O < X < 1. 
C#,...#,, (A) E ~, C#,...~,, E C, 
A(x) e 7"l, 0 < x < 1, 
1 
E f l!  .. fin! Per ((1 - x)Ao + xC#l...#,(A)) ~ 1, 
C 
by Lemma 2.1, if 0 < x < 1, consequently if x 6 R. 
Applying the representation (2.8), we obtain 
i.e., 
i ~ (n - k)! m E - - - -  lk(Cfh...~,(A))xk(1 --x) n-k =-- 1, #i!.:.#~! Z_., n,~-k 
C k=0 
k:o \/(nn ~--~- k)! ~c  #1! . . . .  1 fn ,T  k (C~,...z,(A))) xk(1 - x) n-k =_ 1, 
(2.8) 
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for x E R. Using the transformation 
then 
Consequently, 
1 
x=l - - -  
Y 
1 < zk(1  _ x )n -k  _ (V -- 17  
yn 
~-~(n-k),n n-k 131' ll3n'Tk ~-~(nk) E (Cz,...f~,(A)) (y - 1) k ~ yn = [(y _ 1) + 1] n = (y - 1) k, 
k=O C . . . .  k=O 
i.e., 
E/3 , ! .  (Czl...Z,~(a))= (k = 0 ,1 , . . . ,n ) .  (2.9) 
C ""  " 
Taking 
Tk (Cth...~,, (A)) tk(C~,...~(A)) = (~)2 , C~1...~,  eC, (k=0,1 , . . . ,n )  
into account, by (1.1), we get that identities (2.9) are the same as those of (1.6). This completes 
the proof of Theorem 1.2. | 
2.3. The  Proo f  o f  Theorem 1.3 
The proof is based on Theorem 1.2. The statement is the following. 
If A E 7-I and Rk(A) is defined by (1.7), then 
kl Rk(A) <_ -~, (k = O, 1,..., n), 
with equality if and only i fA = A0 for k = 2, . . . ,  n. I fk  = 0, 1, then equality holds for all A E 7-/. 
PROOF. Let B E 7-I be an arbitrary doubly stochastic matrix. Let k be a fixed integer satisfying 
2 < k < n. Let the elements of the sequences 
1 
be similar ordering, where the sequence 
{tk (CB,...Z,, (A))} c 
is a permutation of the element of 
{tk (CZ~...t3,, (A))} c , 
where quantities 
tk (Cz,...~,, (A)), Cz,...Z, e C 
are defined by (1.1). We get by Lemma 1.3 that 
k I 
n! ~ 1 (C~1 ~,,(B))tk (Cz,...Z,,(A)) > Rk(A)Qk(B) -~-2Rk(A), (2.10) n ---~ 131 t.'.  ~,~! tk . . . .  = 
where Qk(B) and Rk(A) are defined by (1.6) and (1.7), respectively, moreover 
kl Qa(B) = - -  
?~k ' 
by Theorem 1.2, and equality is in (2.10) if and only if (2.6) is satisfied, i.e., if and only if 
A = Ao by Lemma 2.2. Since B 6 7-/is arbitrary, we choose B = A0 in (2.10). Then, we get by 
Theorem 1.2 that 
-~ ~ t31!.!.13n!tk(Cth...f~;,(A)) = -~ >_-~-gnk(A), 
with equality if and only if A = A0: And, this is the statement of Theorem 1.3. | 
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3. COROLLARIES 
The following two corollaries are in connection with the Bernstein polynomials of the concomi- 
tant of stochastic matrices. 
Let A E A4. The polynomial 
P(A ,x ) :=Per ( (1 -x )Ao+xA) ,  0<x<l  
is said to be the Bernstein polynomial adjoint to the matrix A [8]. After a short calculation, we 
obtain 
P(A, X) = - - -  \ k )  n -k (1 -  x) (3.1) 
k=O 
This concept is important in the theory of permanents of stochastic matrices (e.g., [8]). Among 
others, the author showed that if A E 7-/is positive definite or semidefinite, then P(A, x) is strictly 
increasing in the interval [8, Corollary 3.4] 
P'(A,O) = O. 0 < X < 1 and 
Let A E 7-/. We use the following notation: 
COROLLARY 3.1. 
n!  1 
Q(A, x) := ~-~ ~ P (C~1...~, ` (A), x). 
Let A E 7-l. Then, 
Q(A, x) - 
n! 
0<x<l .  nn 7 
PROOF. Since 
P (C#,...#,, (A), x) = n-g-_" ~ ~k (C#,...~,, (d)) xk(1 -- X) n-k, 
k=0 
by (3.1), using definition (1.6) of Qk(A), we get 
k=0 
Taking Theorem 1.2 into consideration, we have 
Q(A,x) = -~ k~= ° xk(1 - -x )n -k~ -n  ' 0<x<l ,  
after a short calculation, and it is the statement of Corollary 3.1. 
In the following, we shall use the notation 
1 
R(A ,x ) :=~EP(C~, . . .~ , (A) ,x ) ,  0<x<l ,  
C 
where A E 7-/. 
COROLLARY 3.2. Let A E 7-l. Then the identity 
n! 
R(A, x) =- n' ~, 
holds if and only ff A = Ao. 
0<x<l  
(3.2) 
(3.3) 
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PROOF. It is evident hat equality (3.3) holds if A -- A0. 
Starting from definition (3.2) of R(A, x), we obtain 
R(A,x) = n (n -  k)! k x),~-k 
k=o k n~_- ~ Rk(x)x (1- 
= n--- ~ '~.Rk(A) xk(1 - x) n-k, 
k=O 
0<x<l ,  
by (1.7). Consequently, 
if and only if 
On the other hand, 
i.e., 
n! 
R(A,x) - nn , O < x < l, 
(--~. Rk(A)) xk(1 - -  X) n -k  1, 
k.=O 
1 
k=O 
0<x<l ,  
0 k=o ( ~I" Rk(A) - - =- 
Since polynomials 
zk(1 - z )n-k ,  
are linearly independent, (3.4) holds if and only if 
(k = 0 , . . . ,n )  
0<x<l .  
0 < x < 1. (3.4) 
n k 
--~.Rk(A) = 1, (k = 0 ,1 , . . . ,n ) ,  
i.e., if and only if A = A0 by Theorem 1.3. This is the statement of Corollary 3.2. | 
Finally, we get geometric interpretation partly for Theorems 1.2, and 1.3, partly for Corollar- 
ies 3.1 and 3.2. 
Let n > 2 be an integer. Let k be one of the integers 1, . . . ,  n. Let A ~ 7-/. 
Theorem 1.2 says that the vectors with components 
x~...Z,, = tk (C~,...~,, (A)), CZl...~, E C 
lie on the N-dimensional hyperplane 
n! 1 k! 
n"~ ~c 81!... 13,~ ! x ~'''z" = -n"k" (3.5) 
Moreover, the hypersurface Rk(A) defined by (1.7) has the tangent plane (3.5) in point A = A0, 
by Theorem 1.3. 
Similarly, Corollary 3.1 says that the points 
xz,...~,, = P (C~,...Z,, (A), x), C~l..m, E C, 
with 
A E 7-/, 0<x<l ,  
lay on the N-dimensional hyperplane (3.5), and the hypersurface (3.2) has the tangent plane (3.5) 
in the point A -- A0, by Corollary 3.2. 
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