Abstract-In this paper a motion estimation algorithm is presented, based on spatio-temporal warping of an image sequence. The motion field function is modeled by isoparametric cubic finite elements, depending on a set of elementary displacement vectors. A model refinement scheme is proposed for the adaptively higher bit allocation to motion information in locations with high motion activity.
I. Introduction
A great deal of attention has recently been directed to the area of very low bit-rate image sequence coding. This is mainly due to the maturity of new applications such as video-phone services, interactive multimedia databases, remote sensing and many others. The key requirement for these applications is the low allocation of channel capacity for transmission or storage, in order to use the already existing communication networks.
In many low bit-rate coders a significant percentage of the available bit-rate is allocated for the coding of motion parameters, therefore an efficient compression scheme is required for their coding. For example, in the H320 codec the motion vector information requires up to 25 % of the total bitrate, and in other schemes (e.g. TMN [1] ) for very low bitrate video communication, apart from I-frame transmission, motion vector information actually is the single largest bitrate component. Furthermore, in all such coders, accurate and efficient coding of motion fields is important for the prediction of images with acceptable quality and reduced blocking artifacts. Several techniques have been recently presented [2] , [3] attempting to smooth out the artifacts along block boundaries. However the image edges are also blurred by this procedure.
Warping based algorithms were used in [4] , [5] to improve motion estimation and reduce blocking artifacts apparent in conventional block-based algorithms. In the proposed algorithm, spatio-temporal warping motion estimation, described in section II, is applied to a sequence of images. By exploiting the correlation between subsequent frames, the number of motion vectors required to represent the scene motion, is significantly reduced leading to higher coding gains. The interframe time delay due to the proposed algorithm is comparable to that of [4] . The spatio-temporal motion function is approximated by isoparametric cubic finite elements which result in smooth vector fields. Therefore fewer blocking artifacts are present in the reconstructed images. In addition we present an adaptive hierarchical refinement scheme, which refines the motion representation at locations with high spatio-temporal activity. In section III, we describe a fast algorithm for the estimation of the motion parameters and motion compensation. The proposed algorithm is experimentally compared to a 2D warping algorithm [4] and block matching, in section V.
II. Spatio-Temporal Warping
Two-dimensional warping techniques have been presented in [4] , [5] . In [4] a hierarchical grid interpolation (HGI) algorithm is described where the motion field is represented by isoparametric quadrilateral finite elements. In [5] triangular finite elements were used instead. In the latter case the warping transformation is equivalent to an affine transform over each triangle. In this paper we present a spatio-temporal warping technique where the displacement function is approximated by isoparametric cubic finite elements. We argue that the proposed motion estimation scheme represents the motion fields efficiently, resulting in higher coding gains.
The luminance in an image sequence, is a function I(x, y, t) where the spatial (x, y) and temporal variables t take discrete values over the spatio-temporal volume defined by stacking the several image frames. In a similar way the motion vectors that determine correspondence of image points between subsequent intensity frames may be represented by the 2D vector functionv(x, y, t) where x,y and t take discrete values. We shall assume that 2D motion vectors originate from points in frame t and point towards frame t − 1.
In order to compress the motion information the motion function must be approximated by a simpler function v(x, y, t; D) where D = {d i : i = 1, . . . , N } is a set of elementary motion parameters. The spatio-temporal warping process is defined by the following equation
wherev is generally a spatially continuous smooth function. Since x , y do not take integer values, I(x , y , t − 1) is calculated by using bilinear interpolation.
More specifically, let us define a three dimensional grid of elementary nodes over the spatio-temporal image volume of dimensions W × H × F nodes in horizontal, vertical and temporal dimension. To each node (i, j, k) of this grid we associate a 2D vector d i,j,k . Then the displacementv(x, y, t) at some location (x, y, t) in this volume is obtained by tri-linear interpolation from neighboring elementary node vectors.
In order to model scenes with complex motion like videophone sequences, a very dense grid will be required and therefore the coding gain will be generally small. To achieve higher compression we propose to start with a coarse grid and progressively refine it by the introduction of new nodes only in locations of high activity. The subdivision scheme is discussed in section III. An oct-tree data structure is used to represent grid subdivisions at various level of recursion.
III. Motion Estimation Algorithm
The motion estimation problem may be formulated as minimization of the motion compensation error function
where the summation is over all pixels in the spatiotemporal image volume. A fast algorithm for the minimization of (1), consists of the following steps :
1. A coarse grid is defined over the spatio-temporal image volume (e.g. 4×4×4 nodes). The elementary displacements associated with the nodes of the grid are initialized by local displacement measurements. These are obtained by the conventional block-matching algorithm from the pair of images at the vicinity of the grid point. As described earlier, the remaining displacements are obtained by tri-linear interpolation of the displacements of the elementary nodes. 2. The initial displacements are refined by a local search procedure. For each node d i,j,k of the grid, visited in a sequential manner, we search in a small window around its previous estimated value, for the displacement that locally minimizes E(D). The above procedure is applied iteratively. The grid is refined adaptively by introduction of new nodes at locations with large error. The error function E(D) is calculated for each box of the grid. Boxes where the motion compensation error is found to be larger than a threshold T s are subdivided by introduction of new nodes. Initial values for newly allocated nodes are interpolated by the neighboring nodes of the previous hierarchy level. Then, step 2 is repeated to refine these nodes. 3. The recursive procedure stops either if the error E(D) reduces below T s for all the grid boxes, or if the total number of allocated nodes becomes larger than a threshold T n determined by the required bit-rate.
The threshold T n is determined by the available bit-rate. On the other hand, the optimal value for T s depends on the image content and the residual coding algorithm used, and its estimation is a difficult problem. The value of T s has to be kept low, since the algorithm tends to introduce new nodes in order to reduce the overall prediction error below T s . We have found experimentally that a good choice for T s is the global prediction error at the previous time instant.
IV. Coding of Motion Vectors and Motion Compensation
Motion information transmitted to the decoder consists of the elementary motion vectors d i,j,k and the oct-tree data structure used to code the locations where subdivisions take place. Elementary motion vectors are represented with half pixel accuracy. The range of the motion vectors is limited to ±7 half pixels for each component since low resolution QCIF images are used in the experiments. The entropy of the grid vector field is approximately the same as that produced by block-matching.
The overhead of bits allocated for coding of the oct-tree structure is very small. Each node of the tree is represented by one bit specifying whether the corresponding grid box is subdivided or not. An oct-tree with N levels requires (8 N − 1)/7 bits at most. Therefore if the initial grid has W × H × F nodes the maximum number of bits required to code the oct-tree is (W − 1)(H − 1)(F − 1)
Every image is predicted from the first frame by concatenating warping transformations, which is equivalent to following the motion path (x t , y t ), (x t−1 , y t−1 ), . . . , (x 0 , y 0 ) backwards towards the first frame of the sequence.
This approach, helps to avoid error accumulation and blurring of the images due to repeated bilinear interpolation.
V. Experimental Results
The proposed algorithm was incorporated into the H263 (TMN-6) [1] very low bit-rate codec and the quality of the resulting reconstructed images was compared to that produced by full search block matching (BM) and Hierarchical Grid Interpolation (HGI) [4] . The comparison is based on the Signal to Noise Ratio (SNR) of the reconstructed images for the same target bit-rate. The experiments were conducted on the first 150 frames of the test sequences "Miss America" and "Salesman" in QCIF (176 × 144) format at a frame rate of 10 Hz. Image reconstruction was based on the previously reconstructed frame. Motion vectors were compressed using the differential variable length coding model defined in the H263 standard. The "Miss America" sequence was encoded at 8 kbits/sec, while "Salesman" was coded at 24 kbits/sec.
The results obtained are shown in figures 1, 2. As illustrated in figure 3 the reconstructed image at locations with non-rigid motion e.g. mouth, does not suffer from blocking artifacts produced by the conventional block matching algorithm.
The computational complexity of the STW is comparable to that of the HGI for the same bit-rate. For practical implementation the algorithm may be successively applied to groups of frames, containing e.g. 16 or even fewer frames. A set of experiments has been performed using 4 and 8 frames in each group of frames. The prediction error is about 0.3 and 0.15 dB respectively lower from the STW curve illustrated in figures 1, 2. However, note that it is not always beneficial to increase the number of frames, even in the absence of memory constraints. This is because the temporal correlation between subsequent frames, exploited with this algorithm, generally decreases as the number of frames increases. We have found experimentally that a size of 8 to 16 frames for each group, is the best choice for most sequences.
VI. Conclusions
As the results show, the proposed scheme is able to provide better motion compensated prediction even if no explicit restriction is applied to the bit-rate of motion vectors. This is due to the ability of the algorithm to exploit the spatiotemporal coherence of the motion in the scene and provide better representation of local motion. For example, in video-conference sequences the deformation of small features like the mouth and eyes, is often mishandled by traditional block-based algorithms, while the proposed technique inserts motion vectors selectively in these locations providing better representation of deformations. Another application area where block-based techniques fail and where the spatio-temporal method proposed here will produce improved results, is the communication of medical image sequences, incuding ultrasound or CT images where the motion is inherently highly non-rigid. 
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