A nonsymmetric discontinuous Galerkin FEM with interior penalties has been applied to one-dimensional singularly perturbed reaction-diffusion problems. Using higher order splines on Shishkin-type layer-adapted meshes and certain graded meshes, robust convergence has been proved in the corresponding energy norm and in a balanced norm. Numerical experiments support theoretical findings.
Introduction
Singularly perturbed problems have been extensively studied over the last few decades.
In a vast literature, different numerical methods for constructing robust numerical approximations have been presented; see e.g. the books [9, 12, 14, 19] , survey papers [16, 21] , and references therein. In the context of finite element methods, error bounds have been usually derived in energy norms associated to corresponding bilinear forms.
However, in several recent papers [4, 7, 13, 18] , the weakness of the energy norm to 1 Department of Mathematics and Informatics, Faculty of Sciences, University of Novi Sad, 21000 recognize characteristics of the layers has been addressed. Thus, a stronger balanced norm has been introduced, in which both regular and layer solution components are uniformly bounded.
Here we are interested in numerical solving of a reaction-diffusion problem using a nonsymmetric version of the discontinuous Galerkin finite element method with interior penalties (NIPG method, [6, 20] ). The purpose of the paper is twofold. First, we prove a parameter-uniform convergence in an energy norm extending the analysis from [20] to higher order splines on a class of Shishkin-type meshes and graded meshes of Duran-Lombardi type. Second and more important, we also prove error estimates in a balanced norm. For reaction-diffusion problems, so far those error estimates exist only for the Galerkin finite element method [18] , certain mixed methods [7] , and an hp finite element method on a spectral boundary layer mesh [13] .
In order to clearly present basic ideas, here we focus on a one-dimensional reactiondiffusion problem, while at the end of the paper we address the questions of generalizations to systems of reaction-diffusion equations and the two-dimensional case. Our model problem is the following singularly perturbed differential equation 
where 0 < ε ≪ 1 is a perturbation parameter, c, f are smooth functions such that c(x) ≥γ 2 > 0 for all x ∈ Ω := [0, 1],
with some constantγ. The behaviour of the solution u to (1)-(2) and its derivatives is already known, [9] : the solution has two boundary layers and there exists a solution decomposition u = S + E, where
for all x ∈ Ω, γ ∈ (0,γ), and k = 0, 1, . . . , q (the order q depends on the smoothness of the data). Beside in error analysis, this a priori information on the solution influences the construction of a discretization mesh that should adequately resolve the layers.
The paper is organized as follows. In the next section we describe the NIPG method as well as layer-adapted meshes of Shishkin-type (S-type) and recursively defined graded meshes. In Section 3 we present the analysis of the method in both energy and balanced norms, separately estimating interpolation and discretization errors. Section 4
contains the results of numerical experiments in order to illustrate theoretical bounds.
In the last section we comment on more general problems and analysis extensions.
Notation. With C we denote a generic positive constant independent of the perturbation parameter ε and the number of degrees of freedom N. For a set D ⊆ Ω, D denotes its closure, and P k (D) is the set of polynomials defined on D, of the highest degree k ≥ 1. Moreover, on D we use the standard notation for Banach spaces L q (D),
2 Problem discretization
The NIPG method
Let N ≥ 4 be an even integer, and {x 0 , x 1 , . . . , x N } a general mesh on Ω that defines
We take x 0 = 0, x N = 1. Our broken Sobolev space will be V = v ∈ L 2 (Ω) :
and an average v i at the mesh node x i are defined
Now, the weak formulation related to the NIPG method for the problem (1)- (2) is:
where for functions w, v ∈ V ,
with penalty parameters σ i > 0 as constants for controlling the jumps of a discrete solution.
If the finite element space V N ⊂ V consists of kth degree piecewise polynomials defined on our general mesh, i.e.
then the discrete problem reads: find u N ∈ V N such that
Both (4) and (6) admit a unique solution due to the assumption (2), and the bilinear form (5) defines an energy norm w 2 dG := a(w, w). If u * ∈ V N represents some interpolant (respectively projection) of the solution u, the analysis of u − u N dG will emanate from the triangle inequality applied to the error decomposition
In the sequel we will use as well the standard (globally continuous) Lagrange interpolant
Layer-adapted meshes
We consider as well Shishkin-type meshes, [9, 17, 19] , as graded meshes due to Duran and Lombardi, [3] . Remark that it would also be possible to handle modified S-type meshes in the sense of [5] , which include exponentially graded meshes from [2] .
S-type meshes
For the given integer N ≥ 4 divisible by 4, let λ = (k + 1)ε/γ ln N < 1/4, be a mesh transition parameter of Shishkin type and let us assume ε ≤ CN −1 . Notice that the layer component E of the solution in (3) has the property
In order to adequately resolve the layers of the solution of (1), we construct the mesh such that it is equidistant on Ω c with the mesh step size 2(1 − 2λ)N −1 and 
where
We choose transition points as x N/4 = λ, x 3N/4 = 1−λ. Following [9] , the layer-adapted mesh on Ω f is defined using two mesh generating functions φ 1,2 that are continuous, piecewise continuously differentiable, φ 1 (φ 2 ) is monotonically increasing (decreasing),
Finally, the mesh points are
In the sequel we assume the mesh generating functions satisfy
and define mesh characterizing functions ψ = e −φ omitting indices for the mere of simplicity. In Table 1 we present examples of ψ for different layer-adapted meshes from [9, 17] : Shishkin mesh (S-), polynomial Shishkin mesh with m > 1 (pS-), BakhvalovShishkin mesh (BS-), and modified Bakhvalov-Shishkin mesh with q = 1/2+1/(2 ln N)
Following the technique from [17] , the mesh step sizes h i = x i − x i−1 satisfy
Graded meshes
Recursively generated meshes appear relatively often in the literature. In 1D, recursively generated meshes for a problem with a boundary layer characterized by the parameter ε and a layer width of order ε, have the form
with some parameter H ∈ (0, 1).
Following a proposal of Duran and Lombardi [3] , we take the simplest mesh of that type
where M is such that
In [1/2, 1] we use the same (reflected) mesh, i.e.
The total number of mesh subintervals is N = 2M. In case the last interval (
, we simply omit the mesh points
[3].
These properties can be easily derived; e.g. the last inequality for indices i = M + j,
Moreover, the mesh step sizes can be estimated with CHε ≤ h i ≤ H, i = 1, 2, . . . , N.
Remark 1 On recursively generated meshes, the number of degrees of freedom N is not known in advance. On the Duran-Lombardi mesh it is determined from (12), and together with the perturbation parameter ε and the mesh parameter H, satisfies
3 Error analysis
The interpolation error
Similarly to [17] , we can prove the following assertion on different norms of the interpolation error, considering some of them elementwise. If the norm has to be considered elementwise, we characterize it by some index d.
Lemma 1 For the projection error η = u − u * between the solution u of the problem
Let us choose interior penalty parameters σ i , i = 0, 1, . . . , N, as
From the previous Lemma it follows
Remark 2 For a globally continuous Lagrange interpolant u I ∈ V N that satisfies
without making any specific choice for the penalization parameters.
Next we consider the projection error on the graded mesh (11) that can be bounded similarly to [1, 3] .
Lemma 2 For the projection error η = u − u * between the solution u of the problem
Choosing the penalty parameters as
we get in the dG-norm
Here we have used the relation between ε, H and N from Remark 1, cf. [3] .
The discretization error
Next we estimate χ := u * − u N . The Galerkin orthogonality property of the bilinear form (5) leads to χ 2 dG = −a(η, χ). In the sequel we estimate each of the terms participating in |a(η, χ)|, cf. (5).
We start with Shishkin-type meshes. Similarly to [20] , the Cauchy-Schwarz inequality and Lemma 1 imply
When the interior penalty parameters are chosen as in (13), then Lemma 1 yields
From the properties of h i from (10) and interpolation error estimates we get
Now, using inverse inequalities for the function χ ∈ V N , we derive
Finally,
Collecting (17)- (20) into |a(η, χ)|, we obtain the estimate for the discretization error
Remark 3 
The main result on the ε−uniform convergence of the NIPG method (6) in the energy norm on the discretization mesh (8) immediately follows from (7), (14) and (21) .
Theorem 1 Let u be the solution of the problem (1)-(2) and u N ∈ V N its numerical approximation that solves the discrete problem (6) on the layer-adapted mesh (8) . If the penalty parameters are chosen as in (13), then
As previously mentioned, the energy norm appears to be inadequate for detecting layer effects. For example, in our case one of the layer functions e −xγ/ε from (3) has
, we obtain the so-called balanced norm · dG,b . Considering (17)- (20), we observe that the term N −(k+1) without the factor ε
arises from the estimate of (cη, χ) in the Galerkin part. But if we choose u * to be the
that term disappears and we have
Consequently, we immediately get an error estimate in the balanced norm.
Corollary 1 Let u be the solution of the problem (1)-(2) and u N ∈ V N its numerical approximation that solves the discrete problem (6) on the layer-adapted mesh (8) . If the penalty parameters are chosen as in (13), then
Next we consider the error estimation on a graded mesh. Here we expect a weaker result (a weak dependence on ε in the final error estimate). But the graded mesh of Duran-Lombardi has its advantages: it is not necessary to define some transition point of the mesh; moreover, the mesh is robust in the sense that a mesh generated for a certain value of ε can also be used for larger values of ε.
We proceed in the same way as on a Shishkin-type mesh. First the Galerkin part yields
For the terms corresponding to (18)- (20) we get bounds of the structure O(ε 1/2 N 1/2 H k+1/2 ).
Following (16), consequently we obtain
Theorem 2 Let u be the solution of the problem (1)-(2) and u N ∈ V N its numerical approximation that solves the discrete problem (6) on the Duran-Lombardi mesh (11) .
If the penalty parameters are chosen as in (15), then
The previous result can be restated in terms of the mesh node numbers N. Thus, employing Remark 1 the previous inequality reads
Clearly, the logarithmic dependence of the mesh parameter H deteriorates the order of convergence as the polynomial degree increases.
Analogously as above we can also estimate the error in a balanced norm choosing the L 2 −projection as interpolant.
Corollary 2 Let u be the solution of the problem (1)-(2) and u N ∈ V N its numerical approximation that solves the discrete problem on the Duran-Lombardi mesh (11) . If the penalty parameters are chosen as in (15) , then
Numerical results
In this section we present the results of numerical experiments for the NIPG method (6) applied to layer-adapted meshes from Subsection 2.2. The test problem is
with the function f such that (23) has the exact solution
In all our experiments we take the perturbation parameter ε = 2 −20 . This choice is sufficiently small to bring out the singularly perturbed nature of (23). Moreover, all integrals are approximated with the 5−point Gauss-Legendre quadrature.
Let us first consider the meshes of Shishkin-type (8), with the mesh characterizing functions from Table 1 . For different values of N and polynomial degrees k = 1, 2, 3, in Table 2 and Table 3 3.781(−5)
5.940(−4) 1.564(−6) Table 3 : Balanced norm error and rate of convergence, ε = 2 −20 , k = 1, 2, 3, for Shishkin (S-), polynomial Shishkin (pS-), Bakhvalov-Shishkin (BS-) and modified
Bakhvalov-Shishkin (mBS-) mesh. 3.866(−2) and N −k ln(1/ε) k+1/2 , cf. Corollary 2. S-mesh BS-mesh 
where the coupling matrix A : [0, 1] → R s,s is matrix-valued function and u, f :
[0, 1] → R s are vector-valued. The Galerkin finite element method for the discretization of (25) with s = 2 was first considered in [11] , while a more general theory was devised in [10] .
In a balanced norm, so far there exists only a result of Lin and Stynes [8] . Following the basic idea from [7] , but using C 1 −elements instead of mixed finite elements, they introduce the bilinear form
and analyse the finite element method for quadratic C 1 −elements. The analysis for the Galerkin method with C 0 −elements is open [15] .
For the discontinuous Galerkin method, however, our results can be extended to the system of reaction-diffusion equations (25), as well as to the two-dimensional reactiondiffusion problem, [20] . It is more or less a technical question to generalize the results from [20] to more general meshes, including error estimates in a balanced norm.
