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Modeliranje izgube ob dogodku neplačila stanovanjskih kreditov in potencialne izboljšave  
POVZETEK 
Upravljanje kreditnega tveganja je ena poglavitnih nalog bank, saj zagotavlja stabilnost poslovanja, 
hkrati pa omogoča pridobivanje ključne prednosti v bančnem sistemu. V magistrskem delu je opisan 
proces modeliranja izgub ob dogodku neplačila stanovanjskih kreditov. V delu je predstavljena 
konkretna rešitev, konstruirana na eni izmed slovenskih bank, s pomočjo zgodovinskih podatkov o 
izterjavi poslov. Nadalje so predstavljene potencialne izboljšave ocenjevanja izgube. Prikazane so 
izboljšave pri vpeljavi makroekonomskih kazalnikov v model in izboljšave pri vpeljavi metod strojnega 
učenja. S pomočjo mer kakovosti so vse tehnike strojnega učenja v delu ovrednotene.  V zadnjem delu 







Modelling loss given default of housing loans with potential improvements 
ABSTRACT 
Managing credit risk is one of main tasks banks encounter. It ensures business stability and presents 
opportunity of gaining key advantage in banking system. The focus of the master thesis is on describing 
the process of modelling of loss given default of housing loans. Actual solution which was built using 
historical data of debt collection is presented. Afterwards, the potential improvements of assessing 
severity of loss are introduced. Improvements consist of introducing macroeconomic factors into the 
model and using of machine learning methods. All the machine learning techniques, which were used 
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Upravljanje tveganj je ena od temeljnih nalog finančnih institucij, saj zagotavlja stabilnost, napredno 
ocenjevanje tveganj pa omogoča učinkovitost alokacije sredstev. V bančnem sektorju je veliko 
pozornosti posvečene upravljanju kreditnega tveganja. Kreditno tveganje predstavlja največjo 
potencialno izgubo banke, saj je posojilna dejavnost primarna bančna dejavnost.   
V magistrski nalogi je opisano ocenjevanje izgub iz naslova kreditnega tveganja na portfelju 
stanovanjskih posojil. 
Drugo poglavje dela pokriva splošen pregled vrste tveganj banke. Poglavitna pozornost je posvečena 
opisu kreditnega tveganja in njegovemu upravljanju. V sklopu upravljanja kreditnih tveganj sta 
predstavljeni pričakovana in nepričakovana izguba. Ocena pričakovane izgube je konstruirana na 
podlagi ocen posameznih parametrov pričakovane izgube: verjetnost dogodka neplačila, izguba ob 
dogodku neplačila in izpostava ob dogodku neplačila. S pomočjo teh faktorjev je predstavljen postopek 
izgradnje ocene pričakovane izgube. Pričakovano izgubo banke pokrivajo s pomočjo rezervacij in 
premije za tveganje. Nepričakovana izguba predstavlja izgubo iz naslova kreditnega tveganja, ki presega 
pričakovan nivo. Izračunana je kot razlika tvegane vrednosti (angl. value at risk – VaR) in pričakovane 
izgube, pokriva pa nivo izgub, ki je presežen z zelo nizko verjetnostjo (s strani regulacije je ta verjetnost 
nastavljena na 0,1%).  
Kratek pregled zgodovine razvoja regulacije bančnega sistema je predstavljen v podpoglavjih Basel I, 
Basel II in Basel III. Poglavje zaključuje kratka predstavitev računovodskega standarda IAS 39 in  
njegovega naslednika MSRP 9 (angl. IFRS 9), ki določata pravila ocenjevanja pričakovanih izgub in 
računovodskega prikazovanja oblikovanih izračunov.    
V tretjem poglavju je predstavljena konkretna rešitev ocenjevanja izgube ob dogodku neplačila 
stanovanjskih posojil na izbrani slovenski banki, ki je bila konstruirana za potrebe zadostitve 
računovodskega standarda MSRP 9, ki je stopil v veljavo 1. 1. 2018, oblikoval pa ga je Baselski odbor 
za bančni nadzor (angl. Basel Committee on Banking Supervision – BCBS).  
V začetku je prikazano oblikovanje nabora podatkov, uporabljenih pri konstrukciji ocene izgube ob 
dogodku neplačila. Pričakovana izguba ob dogodku neplačila je ocenjena na podlagi zgodovinskih 
podatkov izterjave poslov, v oceno izgube pa so vključeni tudi posli, ki so še vedno v procesu izterjave, 
saj velja, da so lastnosti teh poslov v povprečju drugačne od lastnosti poslov z že zaključeno izterjavo. 
V portfelju poslov, ki so v procesu izterjave, je delež »slabše izterljivih poslov« višji kot v portfelju 
poslov z že zaključeno izterjavo. S pomočjo pričakovane preostale izterjave je prikazana simulacija 
zaključka izterjave poslov v procesu izterjave, dodan je tudi faktor možnosti vrnitve posla (kredita) v 
množico dobičkonosnih poslov (posli, ki niso v procesu izterjave). V nadaljevanju je izračunana skupna 
izguba ob dogodku neplačila s pomočjo tehtanja s številom poslov in tehtanja z izpostavo poslov. 
Zaključni del poglavja je namenjen vpeljavi potencialnih izboljšav ocenjevanja izgube ob dogodku 
neplačila stanovanjskih posojil. Opisana je možnost vezave ocene tveganja na makroekonomske 
kazalnike, konkretneje pa je opisana povezava stopnje brezposelnosti in stopnje vračila v portfelj 
dobičkonosnih naložb. 
Poglavitni del magistrske naloge je namenjen primerjavi metod strojnega učenja za potrebe modeliranja 
izgube ob dogodku neplačila stanovanjskih posojil, ki je opisana v četrtem poglavju. V začetnem delu 
so definirani splošni pojmi in naloge metod strojnega učenja. Za potrebe naloge je bila opravljena tudi 
analiza podatkov s ciljem zagotovitve zanesljivosti, relevantnosti in natančnosti. Definirana je delitev 
podatkovne množice na množico učnih in množico testnih podatkov, opisana pa je tudi dekompozicija 
napake.  
Metode strojnega učenja so napredne statistične metode, ki s pomočjo različnih tehnik iščejo vzorce v 
podatkih, delimo pa jih na parametrične in neparametrične metode. Parametrične metode so manj 
kompleksne metode, ki uporabljajo vnaprej določeno število parametrov, pri uporabi neparametričnih 
metod pa je število uporabljenih parametrov odvisno od tipa problema in vhodnih podatkov. Bistven del 
magistrske naloge je primerjava metod strojnega učenja – znane so različne mere ocenjevanja uspešnosti 
metod strojnega učenja - delijo pa se glede na tip problema (klasifikacijski/regresijski) in tip uporabljene 
metode (parametrična/neparametrična); vse te mere so opisane v podpoglavjih 4.1.3 in 4.1.4. Po 
teoretičnem delu predstavitve strojnega učenja so predstavljeni rezultati modeliranja na konkretnih 





modeliranju na dejanskih podatkih, ocene modela in napovedi modela na testni množici podatkov. 
Poglavje je zaključeno s predlogi za nadaljnje modeliranje z uporabo bolj kompleksnih metod strojnega 
učenja. 
Konstruirane ocene izgube ob dogodku neplačila, ki so opisane v tretjem poglavju, se uporabljajo za 
izračun pričakovane izgube na portfelju donosnih naložb, prav tako pa so začetna ocena stopnje izgube 
nedonosnih naložb ob dogodku neplačila. Stopnja izgube nedonosnih naložb se spreminja z dolžino 
izterjave – ugotovljeno je bilo, da se z višanjem dolžine izterjave viša tudi stopnja izgube oziroma niža 
stopnja pričakovanega poplačila. Za uspešno ocenjevanje stopnje izgube na portfelju nedonosnih naložb 
in zadostno oblikovanje rezervacij je potrebno oceniti spreminjanje pričakovane stopnje izgube skozi 
obdobje izterjave posla. Peto in hkrati zadnje vsebinsko poglavje opisuje konstrukcijo stopnje izgube 
glede na trajanje izterjave od datuma dogodka neplačila do maksimalne dolžine izterjave, predpisane s 
strani Banke Slovenije, ki za stanovanjska posojila znaša sedem let. 
Zadnje poglavje zaključuje magistrsko delo. 
 
Vsi numerični podatki in rezultati, predstavljeni v poglavjih št. 3, 4 in 5, ne predstavljajo dejanskih 







2 Teoretičen pregled 
2.1 Tveganja v bankah    
Svet financ je podvržen tveganjem, ki vnašajo negotovost – ta lahko vpliva na stabilnost in uspešnost 
poslovanja banke, hkrati pa omogoča dobičkonosnost.   
Tveganja, s katerimi se banka sooča, so raznovrstna; vsako od njih je podvrženo določenim vplivom in 
ima svojevrstne učinke na stabilnost  in uspešnost poslovanje banke. V grobem delimo tveganja, s 
katerimi se banka sooča, v naslednje skupine:  
 
 kreditno tveganje predstavlja možnost (verjetnost) nastanka izgube zaradi neizpolnitve 
pogodbenih obveznosti dolžnika do kreditodajalca. Povezano je z nepripravljenostjo ali 
nesposobnostjo dolžnika, ki je lahko začasna (nelikvidnost) ali trajna (insolventnost), da v 
dogovorjenem roku izpolni svoje finančne obveznosti [20]. 
 
 tržno tveganje  je finančno tveganje, ki se nanaša na verjetnost, da se bo vrednost določenega 
finančnega sredstva (npr. delnica, obveznica, terjatev) ali celotnega portfelja naložb spremenila 
oziroma zmanjšala zaradi spremembe v tržnih razmerah [20]. 
 
 obrestno tveganje  pomeni možnost izgube zaradi neugodnega gibanja obrestnih mer na trgu. 
Neugodno gibanje je lahko tako dvig kot tudi znižanje obrestne mere [20]. 
 
 valutno tveganje pomeni nevarnost pred finančno izgubo zaradi sprememb vrednosti ene valute 
v primerjavi z drugo. Razmerje med vrednostma valut imenujemo valutni ali devizni tečaj [20]. 
 
 operativno tveganje predstavlja možnost finančne izgube zaradi neustreznega ali neuspešnega 
izvajanja notranjih postopkov, procesov,  ljudi in sistemov ali pa zaradi zunanjih dogodkov [20]. 
 
 likvidnostno tveganje je finančno tveganje,  povezano z likvidnostjo podjetja (angl. funding 
liquidity) ali pa posameznega finančnega instrumenta (angl. asset liquidity) [20]. 
2.2 Kreditno tveganje 
Kreditno tveganje predstavlja možnost (verjetnost) nastanka izgube zaradi neizpolnitve pogodbenih 
obveznosti dolžnika/kreditojemalca do kreditodajalca. Povezano je z nepripravljenostjo ali 
nesposobnostjo dolžnika, ki je lahko začasna (nelikvidnost) ali trajna (insolventnost), da v 
dogovorjenem roku izpolni svoje finančne obveznosti. Izguba na poslu kot posledica kreditnega 
tveganja je lahko le delna ali celotna1 [20]. Pravilno ocenjevanje in obvladovanje kreditnega tveganja 
močno omili posledice izgub iz naslova kreditnega tveganja. Zaradi preteklih finančnih nestabilnosti na 
področju kreditnega tveganja postaja obvladovanje te vrste tveganja ena najpomembnejših nalog 
finančnih institucij.  
 
Zgoraj omenjeno je zapisano tudi v Zakonu o bančništvu, kjer so zapisana naslednja določila: 
Na podlagi 3. točke prvega odstavka 93. člena in 3. točke 135. člena Zakona o bančništvu je Svet Banke 
Slovenije izdal Sklep o ocenjevanju izgub iz kreditnega tveganja bank in hranilnic, kjer je v 3. členu 
sklepa zapisano [19]: 
 Banke in hranilnice (v nadaljevanju: banke) morajo spremljati in ocenjevati kreditno tveganje, 
ki so mu izpostavljene pri svojem poslovanju. 
 Kreditno tveganje pomeni tveganje nastanka izgube zaradi neizpolnitve obveznosti dolžnika do 
banke. 
 Banka mora oceniti dolžnikovo sposobnost izpolnjevanja obveznosti do banke in kvaliteto 
kreditnega zavarovanja po vrsti in obsegu pred odobritvijo vsakega kredita oziroma pred 
sklenitvijo druge pogodbe, ki je temelj nastanka izpostavljenosti banke. Poleg tega mora banka 
                                                          





ves čas trajanja pravnega razmerja, ki je temelj nastanka izpostavljenosti, spremljati poslovanje 
dolžnika in kvaliteto zavarovanja finančnega sredstva oziroma prevzete obveznosti po 
zunajbilančnih postavkah.  
 
V 8. členu omenjenega sklepa pa je zapisano: 
 Banka mora za finančna sredstva in prevzete obveznosti po zunajbilančnih postavkah oceniti 
višino izgub iz kreditnega tveganja (oslabitev sredstev na nadomestljivo vrednost in oblikovanje 
rezervacije za zunajbilančne postavke) v skladu z mednarodnimi standardi računovodskega 
poročanja, ki so opredeljeni z Uredbo 1606/2002/ES in Uredbo 1126/2008/ES ter s  tem 
sklepom.   
 
V 10. členu sklepa je definirano: 
 Oslabitev finančnega sredstva je razlika med knjigovodsko in nadomestljivo vrednostjo. 
 Nadomestljiva vrednost je opredeljena kot sedanja vrednost (diskontirana vrednost) 
pričakovanih prihodnjih denarnih tokov ob uporabi efektivne obrestne mere. 
2.3 Izgube banke kot posledica kreditnega tveganja 
Kreditno tveganje neposredno povzroča izgubo banke. Le – te banke v določenem letu ne poznajo 
vnaprej, kljub temu pa je mogoče napovedati pričakovan nivo izgube.  
Tej vrsti izgube pravimo pričakovana izguba. Finančne institucije gledajo na pričakovano izgubo kot 
strošek poslovanja in jo uporabljajo za oblikovanje cen posojilnih instrumentov in oblikovanje 
rezervacij. Izgube, ki presežejo pričakovane nivoje so označene kot nepričakovane izgube. 
Ena izmed funkcij kapitala banke je, da zagotovi varnostno blaženje z namenom zaščite pred 
ekstremnimi izgubami. Ekstremne izgube so dogodki, ki se zgodijo redko, vendar je njihov učinek 
lahko zelo velik. Najbolj ekstremen scenarij bi bil izguba celotnega kreditnega portfelja v danem letu. 
Takšen dogodek je skoraj nemogoč, kopičenje kapitala za potrebe pokrivanja izgub v takšnem obsegu 
pa bi bilo ekonomsko nevzdržno.  
Del izgub, nastalih iz naslova nepričakovanih izgub, lahko finančne institucije pokrijejo s pomočjo 
premije za tveganje, vendar ta nikoli ni dovolj visoka, da bi pokrila nepričakovana tveganja, saj navadno 




Slika 1: Gibanje izgube banke skozi čas [18] 
Na sliki levo je podano gibanje izgube banke iz naslova kreditnega tveganja skozi čas, graf na desni pa 
prikazuje gostoto porazdelitve višine izgube v danem časovnem horizontu. 
Spodnji graf bolj nazorno prikazuje gostoto porazdelitve izgube iz naslova kreditnega tveganja in meje, 








Slika 2: Gostota porazdelitve višine izgube [18] 
Vidno je, da so izgube blizu ali malo pod pričakovano izgubo precej bolj pogoste od večjih izgub.  
Ocenimo lahko tudi izgubo, ki bo presežena z zelo nizko vnaprej določeno verjetnostjo. Verjetnost, da 
bodo izgube presegle vsoto pričakovane in nepričakovane izgube,  je enaka ploščini lika, ki je na sliki 
osenčen sivo. Komplement te verjetnosti se imenuje stopnja zaupanja. Mejna vrednost, pri kateri je 
ploščina osenčenega lika enaka razliki 100% in stopnje zaupanja, se imenuje tvegana vrednost (angl. 
value at risk – VaR). Stopnja zaupanja je po sporazumu Basel II enaka 99,9%. 
Če je kapital določen glede na razliko med pričakovano izgubo in tvegano vrednostjo in če je 
pričakovana izguba pokrita s strani rezervacij in premije za tveganje, potem je verjetnost ohranitve 
solventnosti v enoletnem časovnem horizontu enaka stopnji zaupanja.  
 
Banke težijo k minimizaciji kapitala v rezervi, saj sproščanje presežnega kapitala poveča količino 
sredstev, ki ostanejo na razpolago za investiranje, po drugi strani pa je pri manjši količini kapitala v 
rezervi višja verjetnost, da v določenem letu banka ne bo uspela pokriti realiziranih izgub, kar bi jo 
pahnilo v stanje insolventnosti.  
Opazno je navzkrižje interesov, ki kliče po kompromisu med varnostjo in dobičkonosnostjo, ta 
kompromis pa je v domeni bank in regulatornih organov bančnega sistema (EBA, ECB, BS). 
Kompromis določa pravila glede kapitalske ustreznosti, ki jih morajo banke spoštovati. 
V skladu z določili sporazuma Basel II2  je kapital določen v skladu s fiksno stopnjo zaupanja, določeno 
s strani regulatorjev (99,9%).  
Pričakovana izguba banke je bila v preteklosti določena na podlagi pristopa od zgoraj navzdol, torej na 
nivoju portfelja. Drug pogled na pričakovano izgubo banke je na nivoju komponent, ki jo sestavljajo.  
V enoletnem časovnem horizontu je pričakovana izguba definirana kot pričakovan delež poslov, pri 
katerih bo prišlo do dogodka neplačila v enoletnem časovnem horizontu, pomnožena s preostalo 
izpostavo poslov ob dogodku neplačila, pomnožena z izgubo ob dogodku neplačila, torej deležem 
izpostave, ki ne bo pokrita s strani vnovčenja zavarovanja itd.  
 
 Trije ključni faktorji kreditnega tveganja omenjeni zgoraj so: 
 verjetnost dogodka neplačila (angl. probability of default – PD),  
 izguba ob dogodku neplačila (angl. loss given default – LGD), 
 izpostava ob dogodku neplačila (angl. exposure at default – EAD). 
 
2.3.1 Verjetnost dogodka neplačila  
V zgodovini bančništva je bilo največ poudarka pri ocenjevanju pričakovane izgube na ocenjevanju 
verjetnosti dogodka neplačila. Verjetnost dogodka neplačila lahko definiramo kot verjetnost neplačila 
                                                          





stranke v nekem časovnem horizontu3. Dogodek neplačila stranke/posla je definiran kot dogodek, pri 
katerem je izpolnjen vsaj eden izmed naslednjih pogojev [1]: 
 banka predvideva, da obstaja velika verjetnost neplačila kreditnih obveznosti stranke v celoti 
(npr. zaradi razglasitve stečaja stranke) brez posredovanja banke (restrukturiranje, 
refinanciranje posla, itd.). 
 dolžnik zamuja s plačilom obveznosti do banke nad pragom materialnosti4 več kot 90 dni. 
     
2.3.2 Izguba ob dogodku neplačila  
Stopnja izgube ob dogodku neplačila5 je ocena ekonomske izgube, izražena kot odstotek izpostave, ki 
bo izgubljen v primeru dogodka neplačila. Definiramo jo lahko tudi kot komplement stopnje poplačila.  
Oblikovanje robustne in natančne ocene izgube ob dogodku neplačila je bistveno za učinkovito alokacijo 
kapitala znotraj finančne institucije, predvsem pa cenitev posojilnih in dolžniških produktov. 
Ocenjevanje izgube ob dogodku neplačila je tudi možnost za pridobivanje konkurenčne prednosti banke, 
če je le–to naprednejše od ocenjevanja izgub konkurenčnih bank. 
LGD je ključen parameter izračuna kapitalske ustreznosti. Razlike v izračunu LGD neposredno vplivajo 
na količino kapitala finančne institucije [1].  
 
Obstaja več pristopov k ocenjevanju stopnje izgube ob dogodku neplačila, štiri izmed njih pa so 
pogosteje uporabljene [3]:  
 LGD izračunan na osnovi procesa razreševanja nedonosnih naložb6 - ocenjen s pomočjo 
denarnih tokov v procesu izterjave posla. 
 LGD izračunan na podlagi tržne vrednosti – ocene izvirajo iz cen nedonosnih7 obveznic na trgu. 
 LGD izračunan na podlagi implicitne tržne vrednosti – ocene izvirajo iz cen donosnih obveznic 
ali derivativov omenjenih obveznic. S to metodo ocenimo LGD brez dogodka neplačila 
obveznice. 
 LGD izračunan na podlagi implicitne zgodovinske vrednosti. 
 
LGD izračunan na podlagi tržne vrednosti in LGD izračunan na podlagi implicitne tržne vrednosti lahko 
uporabimo le v določenih okoliščinah, ki načeloma ne ustrezajo ocenjevanju LGD za posojilne 
instrumente. 
 
2.3.3 Izpostava ob dogodku neplačila 
Izpostava ob dogodku neplačila je definirana kot monetarna (denarna) izpostavljenost posla, ko pride 
do dogodka neplačila [1]. 
 
2.3.4 Pričakovana izguba 
Iz zgoraj opisanih parametrov dobimo oceno pričakovane izgube (angl. expected loss – EL) s pomočjo 
spodnje formule. 
𝐸𝐿 = 𝑃𝐷 ∗ 𝐸𝐴𝐷 ∗ 𝐿𝐺𝐷, 
kjer so: 
EL … pričakovana izguba, 
PD … verjetnost dogodka neplačila, 
EAD … izpostava ob dogodku neplačila, 
LGD … izguba ob dogodku neplačila.  
Pričakovana izguba banke je pokrita z rezervacijami in premijo za tveganje. Verjetnost dogodka 
neplačila in stopnja izgube ob dogodku neplačila sta na izbrani slovenski banki kalibrirana enkrat letno, 
EAD pa se spreminja oziroma osvežuje mesečno, zato je tudi izračun rezervacij na mesečnem nivoju. 
                                                          
3 Najpogosteje je uporabljen enoletni časovni horizont. 
4 Prag materialnosti se med bankami razlikuje. 
5 V nadaljevanju označeno tudi s kratico LGD. 
6 V magistrskem delu smo se osredotočili na LGD izračunan na osnovi procesa razreševanja nedonosnih naložb. 





Rezervacije za zdrav portfelj8 (angl. performing loans) se izračunavajo s pomočjo formule za izračun 
pričakovanih izgub, ki je opisana zgoraj. 
  
Za portfelj slabih naložb (angl. non-performing loans) je proces izračuna rezervacij skozi celoten proces 
izterjave opisan v poglavju številka 5. Rezervacije na datum dogodka neplačila so enake kot pri zdravem 
portfelju, potem pa se postopno zvišujejo z večanjem dolžine izterjave.  
  
2.3.5 Nepričakovana izguba  
Nepričakovana izguba (angl. unexpected loss – UL) se izraža kot razlika tvegane vrednosti (VaR) in 
pričakovane izgube z naslednjo enačbo: 
 
𝑈𝐿 =  𝛷(
𝛷−1(𝑃𝐷) +  √𝑅 ∗ 𝛷−1(0,999)
√1 − 𝑅
) ∗ 𝐸𝐴𝐷 ∗ 𝐿𝐺𝐷 − 𝑃𝐷 ∗ 𝐸𝐴𝐷 ∗ 𝐿𝐺𝐷,  
 
     tvegana vrednost (VaR)   pričakovana izguba 
kjer so: 
𝛷 … porazdelitvena funkcija standardne normalne porazdelitve,  
𝛷−1 … inverz porazdelitvene funkcije standardne normalne porazdelitve, 
𝑅 … korelacijski koeficient PD z dejavnikom sistematičnega tveganja. 
 
Če so pričakovane izgube pokrite z rezervacijami in oslabitvami in če je kapital namenjen za pokrivanje 
nepričakovanih izgub določen v skladu z zgornjo formulo, lahko trdimo, da se bo banka z 99,9% 
verjetnostjo izognila insolventnosti v enoletnem časovnem horizontu. 
Količino kapitala, ki ga mora imeti banka v rezervi za kritje nepričakovanih izgub, določimo s pomočjo 
tveganju prilagojenih sredstev (angl. risk weighted assets – RWA), ta kapital pa imenujemo regulatoren 
kapital [3]. Pristopov k izračunu predpisane minimalne višine regulatornega kapitala je več, zapisani so 
v drugem baselskem sporazumu. 
2.4 Basel I  
Bančni sektor je eden izmed najbolj nadzorovanih in reguliranih sektorjev in kot tak predmet strogega 
nadzora. Poglavitni razlog temu je, da finančni sistem temelji na principu zaupanja strank v finančno 
institucijo. Banka lahko posoja denar strankam le, če ima dovolj komitentov, ki imajo na banki depozite, 
ker verjamejo v stabilnost in likvidnost banke oziroma v stabilnost in likvidnost celotnega bančnega 
sistema. Zato je nujno potrebno preprečevanje izgube zaupanja v bančni sektor, saj ima lahko le-ta 
usodne posledice v globalnem pogledu [1].  
Naloga regulatornih organov je prispevati k zagotavljanju nujne stabilnosti z omejevanjem stopnje 
tveganja, ki jo banka lahko sprejme. Da bi to učinkovito delovalo, mora biti določen maksimalen nivo 
tveganja, ki si ga banka lahko privošči v relaciji s količino njenega kapitala, pri čemer pa je držanje in 
pridobivanje kapitala za pokrivanje vseh bančnih tveganj za banko neizvedljivo.  
Baselski odbor za bančni nadzor (angl. Basel Committee on Banking Supervision – BCBS) je kot glavno 
regulatorno telo bančnega sektorja 1988 predstavilo smernice, bančne standarde in priporočila delovanja 
v kapitalskem sporazumu,  imenovanem Basel I. V sklopu smernic je bil določen količnik kapitalske 
ustreznosti, ki je bil nastavljen na 8%. Z drugimi besedami, vsa tveganju prilagojena sredstva (RWA) 
ne smejo presegati 8% lastnega kapitala banke.  
Po vpeljavi sporazuma Basel I je več kot sto držav po svetu sprejelo te smernice, kar je bil do tedaj 
največji mejnik v zgodovini bančne regulacije. Standard ni bil zavezujoč, vendar je s prenosom v 
nacionalno zakonodajo posameznih držav postal zavezujoč. Basel I ali star Baselski sporazum je veljal 
do leta 2008. 
2.5 Basel II 
Sporazum je vseboval določene pomanjkljivosti, predvsem kar se tiče načinov merjenja kreditnega 
tveganja, ki so se izrazili skozi čas. Kot izboljšava pomanjkljivosti je bil že leta 2004 predstavljen in 
                                                          





sprejet sporazum Basel II [2]. Basel II ali nov Baselski sporazum predpisuje minimalno količino 
regulatornega kapitala, ki ga mora institucija držati, da ohranja varnost pred nepričakovanimi izgubami. 
Cilj je bil vzpostaviti enotne standarde in določila glede višine regulatornega kapitala. V sporazumu so 
izražene tendence  po bolj transparentnem delovanju bančnega sektorja, zavzema pa se tudi za razkritja 
informacij, s katerimi bi udeleženci na trgu lažje ocenili delovanje in poslovanje finančnih institucij. 
Zasnovan je bil z željo boljše uskladitve regulatornega kapitala s kreditnim tveganjem banke. 
 
Sporazum temelji na treh stebrih: 
 steber 1: minimalne kapitalske zahteve, 
 steber 2: regulatorni nadzor, 
 steber 3: tržna disciplina in javno razkritje. 
 
Steber 1 skrbi za usklajenost kapitalskih zahtev z dejanskim tveganjem ekonomske izgube banke kot 
posledice kreditnega, tržnega in operativnega tveganja.  
Steber 2 zahteva od nadzornikov oceno aktivnosti in profilov tveganja bank za sprejetje odločitve o 
morebitnem višjem nivoju kapitala,  kot je regulatoren - določen s stebrom 1. Prav tako so v stebru 2 
predstavljene smernice,  ki zagotavljajo enotnost procesov nadzornih pregledov med različnimi 
nadzorniki.  
Steber 3 izkorišča sposobnost tržne discipline za motiviranje preudarnega upravljanja s povečanjem 
stopnje preglednosti pri javnem razkritju banke [2]. 
 
Drugi Baselski sporazum  dopušča bankam tri načine za izračun kapitala za potrebe pokrivanja 
kreditnega tveganja: 
 standardiziran pristop (angl. standardised approach)9, 
 pristop na podlagi notranjih bonitetnih sistemov (angl. internal rating based – IRB) – ta se deli 
na dva podtipa glede na stopnjo avtonomije ocenjevanja kreditnega tveganja. 
o osnovni pristop na podlagi notranjih bonitetnih sistemov (angl. foundation IRB, F-IRB), 
o napreden pristop na podlagi notranjih bonitetnih sistemov (angl. advanced IRB, A-IRB). 
Banke, ki uporabljajo standardiziran pristop, morajo uporabljati ocene tveganja, oblikovane s strani 
zunanjih bonitetnih agencij za izračun tveganju prilagojenih sredstev in določanje regulatornega 
kapitala. Strategija Baselskega odbora za bančni nadzor je motivirati banke k uporabi naprednega 
pristopa notranjih bonitetnih ocen, saj to omogoča prihranke regulatornega kapitala. Pri pristopu na 
podlagi notranjih bonitetnih sistemov je dovoljen razvoj lastnih internih bonitetnih ocen tveganja do 
neke mere [2]. 
 
IRB-pristop ocenjevanja kreditnega tveganja temelji na internem ocenjevanju štirih ključnih parametrov 
kreditnega tveganja: 
 verjetnost dogodka neplačila (PD),  
 izguba o dogodku neplačila (LGD), 
 izpostava o dogodku neplačila (EAD), 
 ročnost (M) – končni rok plačila posojila. 
Razlika med osnovnim in naprednim pristopom notranjih bonitetnih sistemov je v stopnji avtonomije, 
ki jo ima banka pri ocenjevanju parametrov kreditnega tveganja. Pri osnovnem pristopu notranjih 
bonitetnih sistemov je lahko le PD ocenjen interno, medtem ko sta LGD in EAD določena s strani 
regulatorja (Banka Slovenije). Ker je le PD ocenjen interno, je samo ta parameter podvržen nadzoru s 
stani revizije. Pri uporabi naprednega pristopa notranjih bonitetnih sistemov lahko banke vse parametre 
kreditnega tveganja ocenijo z lastnimi statističnimi modeli, ki so izgrajeni in testirani na bazi 
zgodovinskih podatkov, ki pripadajo določeni banki, ki uporablja ta pristop [2]. 
 
Po sporazumu Basel II je regulatoren kapital določen kot (vsaj) 8% vrednosti sredstev, uteženih za 
tveganje, in se izračunava s pomočjo spodnje formule: 
 
                                                          





𝑅𝑒𝑔𝑢𝑙𝑎𝑡𝑜𝑟𝑛𝑖 𝑘𝑎𝑝𝑖𝑡𝑎𝑙 ≥   8 ∗ 𝑅𝑊𝐴 = 8% ∗ 12,5% ∗ 𝐾 ∗ 𝐸𝐴𝐷, 
kjer je: 
K … zahtevani količnik kapitala. 
 
Zahtevani količnik kapitala se izračuna po spodnji formuli: 
 






∗ 𝛷−1(0,999)) − 𝑃𝐷 ∗ 𝐿𝐺𝐷) ∗ 
∗
1
1 − 1,5 ∗ 𝑏(𝑃𝐷)
∗ (1 + (𝑀 − 2,5) ∗ 𝑏(𝑃𝐷)), 
 
kjer so: 
𝑀 … ročnost (zapadlost) sredstev, 
𝑏(𝑃𝐷)… prilagoditev zapadlosti. 
Ostale oznake so enake kot v podpoglavju 2.3.5. 
 
Načinov določitve parametrov tveganja (PD, LGD, EAD, M) je več, odvisni so od velikosti banke, 
stanja njenih podatkovnih baz, razvitosti procesov ocenjevanja tveganja in drugih dejavnikov. 
2.6 Basel III 
Leta 2010 je bil s strani Baselskega odbora za bančni nadzor predstavljen nov sporazum, imenovan 
Basel III. Ta prav tako poskuša odpraviti pomanjkljivosti prejšnjega sporazuma, ki so bile najbolje vidne 
v zadnji finančni krizi. Glavne usmeritve sporazuma so okrepitev regulacije, nadzora in obvladovanja 
tveganj v bankah. Med drugim so v standardu opredeljene strožje zahteve  kapitalske ustreznosti. 
Implementacija sporazuma je bila sprva načrtovana med letoma 2013 in 2015, vendar je bila kasneje 
prestavljena na leto 2019 [2].  
 
V nadaljevanju sta predstavljena računovodska standarda IAS 39 in IFRS 9, ki določata višino in način 
oblikovanja rezervacij bank.  
2.7 IAS 39  
Standard IAS 39 (angl. International accounting standards 39) je standard za izračun rezervacij za 
potrebe pokrivanja pričakovane izgube iz naslova kreditnega tveganja in je predhodnik zdaj veljavnega 
standarda IFRS 9. Standard IAS 39 temelji na pristopu upoštevanja že nastalih izgub10. Po IAS 39 
morajo finančne institucije določiti rezervacije, ki temeljijo na dejanskih realiziranih slabitvah11, ki so 
oblikovane kot posledica »škodnega dogodka«, če ima le-ta vpliv na prihodnje denarne tokove [8]. 
Dejanske realizirane slabitve so npr. rezultat naslednjih »škodnih dogodkov«: 
 pomembne finančne težave posojilojemalca ali posojilodajalca; 
 kršitev pogodbe, npr. dogodek neplačila, kršitve pri plačilu obresti ali glavnice; 
 predvideno zmanjšanje vrednosti bodočih denarnih tokov. 
 
Glavna pomanjkljivost pristopa nastalih izgub je zamujanje pri prepoznavanju izgub kreditov, zato je 
bil oblikovan nov standard IFRS 9.  
2.8 IFRS 9 
Standard IFRS 9 (angl. international financial reporting standard 9) se je pojavil kot odgovor na zadnjo 
finančno krizo, v kateri se je izrazilo, da do takrat veljavni standard za izračunavanje rezervacij IAS 39 
                                                          
10 Angl. incurred losses 
11 Slabitev/oslabitev sredstva je računovodski princip, ki opisuje zmanjšanje vrednosti sredstva podjetja, saj je 
izguba zaradi oslabitve znesek, za katerega knjigovodska vrednost sredstva ali denar ustvarjajoče enote presega 





ni zahteval zadostne količine rezervacij finančnih institucij glede na izgube, ki so jih le–te realizirale na 
svojih poslih. Rezervacije so bile pod prejšnjim standardom oblikovane v premajhni količini in 
prepozno, zato je bil leta 2014 oblikovan nov standard IFRS 9 , ki naj bi razrešil pomanjkljivosti 
prejšnjega standarda.   
Za razliko od standarda IAS 39, IFRS 9 zahteva rezervacije za vse posle, ki so oslabljeni. Rezervacije 
za pričakovane izgube na poslih so po novem standardu oblikovane na podlagi pričakovanih izgub in ne 
realiziranih izgub. Tako rešimo težavo prepoznega oblikovanja rezervacij, saj ne oblikujemo rezervacij 
na podlagi preteklega, ampak na podlagi pričakovanega [8].  
 
Bistvene razlike med omenjenima standardoma: 
Pomembna razlika med standardoma IFRS 9 in IAS 39 je ravno v osredotočenosti IAS 39 na dejanskih 
stopnjah slabitev in že realiziranih izgubah na datum poročanja; pri IAS 39 v oceno izgube niso 
vključena pričakovanja prihodnje izgube. Pri IFRS 9 je stopnja rezervacij določena glede na pričakovane 
stopnje izgube in ne realizirane. 
Oslabitve sredstev iz naslova kreditnega tveganja so po pristopu nastalih izgub na najnižji stopnji na 
vrhu ekonomskega cikla. Ko se gospodarski cikel obrne navzdol, oblikovane rezervacije ne zadostijo 
potrebam, v zadostni meri pa so oblikovane prepozno. Del bančne stroke trdi, da pristop nastalih izgub 
krepi procikličnost učinkov bančne regulacije. Nov standard je usmerjen v proces oblikovanja 
rezervacij,  ki je zazrt v prihodnost. Pričakovano je, da bo pravočasna prepoznava tveganja z novim 






3 Izguba ob dogodku neplačila stanovanjskih posojil 
3.1 Priprava baze podatkov 
3.1.1 Nabor poslov 
Baza podatkov, potrebnih za izračun LGD stanovanjskih posojil, je bila oblikovana že leta 2012, vendar 
je vsebovala le posle, pri katerih je prišlo do dogodka neplačila po 1. 1. 2012. Zajem poslov, pri katerih 
je prišlo do dogodka neplačila po 1. 1. 2012 je avtomatski – temelji na označbi posla z določeno 
klasifikacijo, ki ustreza stanju nedonosnega posla v mesecu, ko je posel izpolnil merila za dogodek 
neplačila. Podatki o dogodkih neplačila pred 1. 1. 2012 v centralni bazi ne obstajajo v avtomatizirani 
obliki, kot velja za posle z dogodkom neplačila po tem datumu, saj pred tem še ni bil vzpostavljen 
ustrezen sistem označevanja in popisovanja dogodkov neplačila.  
Izterjava poslov je proces, katerega trajanje močno variira – iz tega sledi, da lahko s krajšo časovno vrsto 
dogodkov neplačila podcenimo delež poslov z daljšim trajanjem izterjave v množici poslov, pri katerih 
je prišlo do dogodka neplačila. Za potrebe nepristranskosti ocene LGD v okviru IFRS 9 je bila sprejeta 
odločitev o podaljšanju časovne vrste zajema dogodkov neplačila. 
 
V nabor poslov za potrebe izračuna LGD smo vključili vsa stanovanjska posojila, ki so bila na seznamu 
nedonosnih naložb (v procesu izterjave) med 1. 1. 2010 in 31. 7. 201712. Kakovost baze podatkov, na 
katere smo se opirali pri poslih z dogodkom neplačila pred 1. 1. 2012, je bila nižja kot kakovost podatkov 
s kasnejšim dnem dogodka neplačila, saj so bili podatki pogosto nepopolni ali manjkajoči, dostopni pa 
le v obliki »Excel« datotek.  
 
3.1.2 Omejitve in kompromisi pri konstrukciji baze podatkov 
 Datum dogodka neplačila: 
o datum spremembe klasifikacije posla iz »dobre« v »slabo« (če je na voljo), 
o datum migracije posla v centralno bazo slabih poslov iz prejšnjih aplikacij13. 
 Izračun EAD: 
o EAD na datum dogodka neplačila za posle z dogodkom neplačila po 1. 1. 2010, 
o glavnica na datum dogodka neplačila za posle z dogodkom neplačila pred 1. 1. 201014. 
 Poplačila: 
o od vključno 1. 1. 2012 se poplačila na poslu avtomatsko beležijo, 
o do vključno 31. 12. 2011 smo poplačila ocenili z razliko:  
 EAD (glavnice na datum dogodka neplačila) in glavnice posla na 31. 12. 2011 
za posle z datumom dogodka neplačila pred 1. 1. 2010, 
 EAD in izpostave posla na 31. 12. 2011 za posle z dogodkom neplačila med 1. 
1. 2010 in 31. 12. 2011. 
 
Opomba:  
Naknadno smo zaradi restrikcij zaloge vrednosti LGD15 za potrebe IFRS 9 uvedli dodatna pravila za 
višino poplačil - poplačila na poslu ne smejo biti negativna, hkrati pa naj ne bi presegala EAD. Vrednosti 
poplačil, ki so negativne, smo nastavili na 0, vrednosti poplačil, ki pa presegajo EAD smo omejili z 
EAD. Za potrebe modeliranja smo poplačila, ki so se zgodila pred 1. 1. 2012, linearno razporedili na 
mesece od datuma dogodka neplačila do 1. 1. 2012. Diskontnega faktorja tu nismo uporabili, saj ga 
nismo uspeli pridobiti iz zgodovinskih baz podatkov. 
 
                                                          
12 Datum dogodka neplačila lahko sega tudi daleč v preteklost. 
13 Datum dogodka neplačila teh poslov je pred datumom migracije, vendar za te posle nismo pridobili klasifikacij 
in njihovih sprememb, ki indicirajo dogodek neplačila. 
14 Za posle z dogodkom neplačila pred 1. 1. 2010 EAD ni bilo mogoče pridobiti iz zgodovinskih podatkov, glavnica 
je najboljši približek, kar smo uspeli pridobiti. 





Približki rahlo znižujejo kvaliteto podatkov, vendar obsegajo le manjše število poslov, zato ne kvarijo 
slike v veliki meri. S strani notranje in zunanje revizije (Deloitte) je bila baza podatkov potrjena kot 
korektna in reprezentativna in torej primerna za analizo in modeliranje LGD. 
Ostali podatki o poslih, klientih in zavarovanjih poslov, ki so bili uporabljeni pri modeliranju, so bili 
pridobljeni neposredno iz centralne baze izbrane banke. Ti podatki niso bili predmet pregleda revizorjev, 
ponovno je bilo potrebno podatke o nekaterih poslih nadomestiti s približki, v nekaterih primerih pa 
odstraniti posel v celoti iz nabora. 
 
3.1.3 Status posla 
V naboru se pojavijo posli z različnim statusom, kjer status posla predstavlja status procesa izterjave: 
 zaprti posli, 
 ozdravljeni posli, 
 nezaprti posli. 
 
Konec procesa izterjave 
Proces izterjave je na izbrani banki zaključen, ko je izpolnjen vsaj eden izmed naslednjih pogojev: 
 klient je poplačal vsoto v zamudi, 
 izpostava posla je bila odpisana, 
 pripadajoče zavarovanje je bilo unovčeno, 
 klient/posel je bil vrnjen v zdrav portfelj, 
 posel je bil restrukturiran. 
S koncem procesa izterjave označimo posel kot »zaprt«16.  
Pri ozdravljenih poslih pride do vrnitve v zdrav portfelj (portfelj donosnih naložb), saj so bile poplačane 
vse terjatve, na katerih smo beležili število dni zamude večje od 90 dni. Za ozdravljene posle je bil 
določen 𝐿𝐺𝐷 =  0. 
Proces izterjave za nezaprte posle je bil na datum zajema poslov (31. 7. 2017) še v teku. 
 
3.1.4 Definicija EAD  
EAD posla individualnega klienta je definiran kot izpostava posla na zadnji dan v mesecu, v katerem je 
prišlo do dogodka neplačila. 
 
3.1.5 Neto sedanja vrednost 
Pri izračunu neto sedanje vrednosti posla upoštevamo diskontirane denarne tokove (prilive in odlive), 
ki so diskontirani na datum dogodka neplačila z uporabo pogodbene obrestne mere. Prilivi so definirani 
kot vse transakcije klienta, ki zmanjšujejo izpostavo, odlivi pa kot vsi neposredni ali posredni stroški, 
povezani s procesom izterjave posla. 
 
3.1.6 Izračun LGD posla 
LGD posla smo izračunali s pomočjo naslednje formule: 
𝐿𝐺𝐷 =  1 −  
1
𝐸𝐴𝐷






LGD … LGD posla, 
EAD … EAD posla, 
n … dolžina izterjave (v mesecih), 
𝑡𝑖 … »𝑖-ti« mesec po dogodku neplačila, 
𝐶𝐹𝑡𝑖  … denarni tok v izterjavi posla v mesecu »𝑡𝑖«. 
r … diskontni faktor posla. 
                                                          
16 Restrukturirani posle se v bazi ponovijo večkrat, saj pri teh poslih pride do spremembe pogojev odplačevanja, 
zaradi česar se takšne posle obravnava kot novonastale posle. Le–ti od prejšnjih poslov prevzamejo večino 
atributov. Pri izračunu LGD smo upoštevali le zadnje člene v verigi poslov restrukturiranih posojil in se s tem 





LGD subportfelja je izračunan kot: 






uteženo s številom poslov in: 
 
𝐿𝐺𝐷𝑠𝑢𝑏𝑝𝑜𝑟𝑡𝑓𝑜𝑙𝑖𝑜 =  







uteženo z izpostavo poslov, kjer so: 
𝐿𝐺𝐷𝑠𝑢𝑏𝑝𝑜𝑟𝑡𝑓𝑜𝑙𝑖𝑜 … LGD subportfelja, 
𝐿𝐺𝐷𝑖 … LGD posla »i«, 
𝑀 … število poslov v subportfelju, 
𝐸𝐴𝐷𝑖 … EAD posla »i«. 
 
3.2 Formula in rezultati 
Izračun LGD smo razdelili na tri komponente17, ki pripadajo statusu zaključka posla: 
 LGD zaprtih poslov, 
 LGD nezaprtih poslov, 
 stopnja ozdravitve poslov18. 
 
Skupen LGD je bil izračunan z uporabo naslednjih formul: 
 
𝐿𝐺𝐷𝑐𝑜 = 𝑚𝑎𝑥 {110% ∗ (1 − 𝐶𝑅𝑐𝑜) ∗
𝐿𝐺𝐷𝑐𝑜,𝑐𝑙 ∗ ∑ 1𝑐𝑙  +  𝐿𝐺𝐷𝑐𝑜,𝑢𝑛𝑐𝑙 ∗ ∑ 1𝑢𝑛𝑐𝑙
∑ 1𝑐𝑙  + ∑ 1𝑢𝑛𝑐𝑙
, 30%}, 
 
za izračun LGD utežen s številom poslov in: 
 
𝐿𝐺𝐷𝑒𝑥𝑝 = 𝑚𝑎𝑥 {110% ∗ (1 − 𝐶𝑅𝑒𝑥𝑝) ∗
𝐿𝐺𝐷𝑒𝑥𝑝,𝑐𝑙∗∑ 𝐸𝐴𝐷𝑐𝑙  + 𝐿𝐺𝐷𝑒𝑥𝑝,𝑢𝑛𝑐𝑙∗∑ 𝐸𝐴𝐷𝑢𝑛𝑐𝑙
∑ 𝐸𝐴𝐷𝑐𝑙 +∑ 𝐸𝐴𝐷𝑢𝑛𝑐𝑙
, 30%},  
 
za izračun LGD utežen z izpostavami poslov, kjer so: 
𝐿𝐺𝐷𝑐𝑜 ... LGD utežen s številom poslov,  
𝐿𝐺𝐷𝑒𝑥𝑝... LGD utežen z izpostavami poslov, 
𝐿𝐺𝐷𝑐𝑜,𝑐𝑙... LGD zaprtih poslov utežen s številom poslov, 
𝐿𝐺𝐷𝑐𝑜,𝑢𝑛𝑐𝑙 ... LGD nezaprtih poslov utežen z izpostavami poslov.  
 
Za potrebe IFRS 9 je bilo potrebno uporabiti LGD, utežen s številom poslov. Zaradi nepopolnosti 
podatkov, ki smo jih uporabili za izračune, je bilo na izračunan skupen LGD pribitih 10% varnostnega 
pribitka. Minimalen LGD je bil prav tako iz varnostnih razlogov nastavljen na 30% po sklepu vodstva 
divizije tveganj izbrane banke. 
 






Stanovanjsko posojilo 29,02% 31,92% 31,92% 
Tabela 1: Končen LGD stanovanjskih posojil 
                                                          
17 Razlaga izračuna posameznih komponent sledi v nadaljevanju. 





3.3 LGD zaprtih poslov 
Zaprti posli predstavljajo približno eno tretjino portfelja segmenta »Stanovanjska posojila«, če 
upoštevamo kot merilo število vseh poslov segmenta in približno 19% portfelja, gledano na skupno 
izpostavo omenjenega segmenta.  
 












Zaprto 479 13.925.875 29.073 11.431 55,09 42 
Tabela 2: Statistika zaprtih poslov 
S pomočjo formul iz podpoglavja 3.1.6 smo izračunali LGD subportfelja zaprtih poslov.  
  
 LGD 
Uteženo s številom poslov 30,96% 
Uteženo z izpostavo 25,27% 
Tabela 3: LGD zaprtih poslov 
Spodnja slika prikazuje porazdelitev EAD in porazdelitev LGD glede na dolžino izterjave19. Vidno je, 
da LGD raste z dolžino izterjave, hkrati pa se število zaprtih poslov (oz. vsota EAD poslov z določeno 
dolžino izterjave)  zmanjšuje z daljšanjem procesa izterjave. Omenjeno analizo smo opravili za 




Slika 3: Porazdelitev LGD in EAD glede na dolžino izterjave 
Opomba: Nepričakovano visoka je vsota EAD poslov, ki so imeli dolžino izterjave enako sedem let. Do 
tega pojava pride zaradi načina zajema poslov, ki je opisan v podpoglavju 3.1.1. Drug razlog anomalije 
je praksa zaključevanja izterjave poslov, ki so v sedmem letu izterjave, saj pri stanovanjskih posojilih 
rezervacije po sedmih letih dosežejo 100%. 
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3.4 LGD nezaprtih poslov 
Za izračun LGD nezaprtih poslov je bila potrebna ocena preostale pričakovane izterjave, s katero smo 
simulirali zaprtje nezaprtih poslov. 
Pričakovano preostalo izterjavo smo ocenili s konstrukcijo kumulativnih krivulj izterjave, pridobljenih 
na podlagi izterjave subportfelja zaprtih poslov.  
 
3.4.1 Konstrukcija kumulativnih krivulj izterjave 
Nabor zaključenih poslov smo razdelili v časovne žepke (mesečni žepki) glede na dolžino izterjave. Za 
vsak žepek20 smo pregledali neto denarne tokove (prilivi – odlivi na poslu) vseh poslov v mesecih od 
dogodka neplačila do zaprtja in jih sešteli glede na mesec izterjave. Po primerjavi vsote denarnih tokov 
v vseh mesecih določenega žepka z vsoto EAD tega žepka smo konstruirali kumulativno krivuljo 
izterjave tega žepka. Postopek smo ponovili za vse žepke, ki se pojavijo v bazi zaključenih primerov. 
 
Slika 4: Teoretičen primer kumulativnih krivulj izterjave 
 
Ocena pričakovane preostale izterjave 
Nezaključene posle smo razdelili po časovnih žepkih glede na dolžino izterjave od datuma dogodka 
neplačila do 31. 7. 2017. Za vsak žepek »𝑖«21 smo izvedli naslednji postopek:  
 
 izračun »(𝑛 –  𝑖 )« verjetnosti, da se bo posel zaključil v tem ali katerem koli od preostalih 
možnih (kasnejših)  mesecev izterjave; 
 izračun pripadajočih »(𝑛  –  𝑖)« preostalih deležev izterjav, pridobljenih iz kumulativnih krivulj 
izterjave, kjer sta: 
𝑛 … število različnih časovnih žepkov zaključenih poslov, 






                                                          
20 Primer žepka zaključenih primerov: vsi zaključeni posli, ki so imeli dolžino izterjave enako 24 mesecev. 





Formula za določitev pričakovane preostale izterjave žepka »𝑖«: 
 
𝐸𝑅𝑅𝑖 =  𝑃𝑖+1 ∗ 𝑅𝑅𝑖,𝑖+1 +  𝑃𝑖+2 ∗ 𝑅𝑅𝑖,𝑖+2 + ⋯ + 𝑃𝑛 ∗  𝑅𝑅𝑖,𝑛 ,  
 
kjer so: 
𝐸𝑅𝑅𝑖 … pričakovana preostala izterjava žepka »𝑖«, 
𝑃𝑖+𝑘 … verjetnost zaključka posla v »k« naslednjih mesecih od meseca »i« dalje, 
𝑅𝑅𝑖,𝑖+𝑘 … preostala pričakovana izterjava posla, pri katerem se bo proces izterjave zaključil čez »k« 
mesecev. 
 
Podatek 𝑅𝑅𝑖,𝑖+𝑘 smo izračunali neposredno iz ustrezne krivulje zgornjega grafa, medtem ko smo 𝑃𝑖+𝑘 
ocenili s pomočjo naslednjega postopka: 
 izračun vsote 𝐸𝐴𝐷 poslov, pri katerih je bila dolžina izterjave enaka »𝑖 + 𝑘« mesecev (=
𝐴𝑖,𝑖+𝑘); 
 izračun vsote 𝐸𝐴𝐷 poslov, pri katerih je bila dolžina izterjave višja od »𝑖« mesecev (= 𝐴𝑖); 
 Izračun kvocienta  
𝐴𝑖,𝑖+𝑘
𝐴𝑖
  za vsako možno kombinacijo »𝑘« in »𝑖«. 
Kvocienti predstavljajo verjetnosti zaključka v »𝑖 + 𝑘« - tem mesecu izterjave pod pogojem, da je posel 
v procesu izterjave že »𝑖« mesecev. 
 
S tem postopkom smo pridobili krivuljo pričakovane preostale izterjave za nezaključene posle22: 
 
 
Slika 5: Krivulja preostale pričakovane izterjave 
Opomba: Vse krivulje, opisane v tem poglavju, smo najprej konstruirali na vseh zaključenih poslih, ki 
so imeli dogodek neplačila kadarkoli do 31.7.2017. Zapiranje poslov lahko v bazi podatkov opazujemo 
le od 1. 1. 2010, zato smo iz nabora za konstrukcijo krivulj odstranili posle z dogodkom neplačila pred 
1. 1. 2010. Ob ohranitvi izločenih poslov bi prišlo do neproporcionalne zastopanosti poslov z daljšim 
obdobjem izterjave, kar bi izkrivilo realno sliko izterjave. Za potrebe stabilnosti smo krivuljo zgladili s 
pomočjo gladilne funkcije v programskem orodju »Excel«. 
                                                          
22 Število poslov/Vsota EAD poslov, uporabljenih v izračunu krivulje, pada z naraščanjem dolžine procesa 
izterjave, saj so posli s krajšimi procesi izterjave izključeni iz izračunov, ko se na grafu pomikamo od leve proti 
desni. Z zmanjševanjem števila poslov se zmanjšuje tudi zanesljivost krivulje, saj je dovzetna za ekstremne 



























































Apliciranje pričakovane preostale izterjave in izračun LGD 
Nezaprti posli predstavljajo približno 34% portfelja segmenta »stanovanjska posojila«, če upoštevamo 
kot merilo število vseh poslov segmenta in približno 39% portfelja, gledano na skupno izpostavo 















Nezaprto 497 28.314.034 56.970 37.068 77,78 67 
Tabela 4: Statistika nezaprtih poslov 
Vsakemu poslu smo glede na dolžino izterjave pripisali pričakovano preostalo izterjavo in tako 
simulirali zaprtje nezaključenih poslov. Po simulaciji zaprtja poslov smo izračunali LGD na enak način 
kot za zaprte posle. 
 
S pomočjo formul iz podpoglavja 3.1.6 in simulacije zaprtja poslov smo izračunali LGD subportfelja 
nezaprtih poslov:   
 LGD 
Uteženo s številom poslov 59,48% 
Uteženo z izpostavo 57,06% 
Tabela 5: LGD nezaprtih poslov 
Izračunan LGD nezaključenih poslov je izrazito višji kot LGD zaključenih poslov.  
 
Spodnja slika prikazuje porazdelitev EAD in porazdelitev LGD glede na dolžino izterjave. 
 
 
Slika 6: Porazdelitev LGD in EAD glede na dolžino izterjave 
Opomba: LGD vrednost za posle, ki so trenutno 12 let v procesu izterjave je izračunana na podlagi le 
enega posla, kar pojasni nenavadno nizek LGD. 
 
Pojasnitev razlike LGD zaključenih in nezaključenih poslov: 
Zgornji graf prikazuje porazdelitev EAD in porazdelitev LGD glede na dolžino izterjave (merjeno v 
letih na abscisni osi). Vidno je, da so nezaključeni posli v povprečju dlje v procesu izterjave v primerjavi 
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Če bi bili zaključeni in nezaključeni posli primerljivi, bi bila porazdelitev EAD glede na dolžino 
izterjave podobna za oba subportfelja. Ne le da ima graf nezaključenih poslov večjo »težo« na desni, 
njihova izterjava še ni končana, kar pomeni, da bo imela večina nezaprtih poslov v povprečju še daljšo 
izterjavo od te prikazane na  grafu. Nepoznavanje časa zaključka nezaprtih poslov je vključena v krivulje 
pričakovane preostale izterjave in še dodatno zvišuje pričakovan LGD tega subportfelja.  
Razlaga pojava višje povprečne dobe izterjave nezaključenih poslov se nanaša na dejstvo, da je v 
portfelju nezaključenih poslov višji procent »težje izterljivih« poslov  kot v portfelju že zaključenih 
poslov.  
3.5 Stopnja ozdravitve poslov 
»Ozdravljen posel« je posel, pri katerem se je proces izterjave končal z vrnitvijo posla v portfelj 
donosnih naložb zaradi izpolnitve obveznosti do izbrane banke. Stopnjo ozdravitve smo izračunali z 
uporabo naslednje formule23: 
 





za izračun stopnje ozdravitve z utežitvijo s številom poslov  in: 
 





za izračun stopnje ozdravitve z utežitvijo z EAD, kjer so:  
co...utežitev s številom poslov,  
exp...utežitev z EAD, 
𝑥...maksimalno dopuščeno trajanje od dogodka neplačila do ozdravitve, 
∑ 1𝑑 … število poslov z dogodkom neplačila, 
∑ 1𝑑,𝑐𝑢𝑟,𝑥  … število poslov z dogodkom neplačila, pri katerih je prišlo do ozdravitve v prvih »𝑥« mesecih 
izterjave, 
∑ 𝐸𝐴𝐷𝑑  … vsota EAD poslov z dogodkom neplačila, 
∑ 𝐸𝐴𝐷𝑑,𝑐𝑢𝑟,𝑥  … vsota EAD poslov z dogodkom neplačila, pri katerih je prišlo do ozdravitve v prvih »𝑥« 
mesecih izterjave. 
 
Spodnja tabela predstavlja delež »ozdravitev«, ki jih zajamemo, če upoštevamo le ozdravitve v prvih 
»𝑥« mesecih po dogodku neplačila. Deleži so rahlo precenjeni, saj imajo nezaključeni posli, ki so v 
procesu izterjave, dlje kot 24 mesecev, še vedno možnost ozdravitve – če bi prišlo do dodatnih 
ozdravitev poslov, bi se deleži v spodnji tabeli nekoliko znižali. 
 
Število mesecev od 
dogodka neplačila 
do ozdravitve (x) 3 6 9 12 15 18 21 24 
Delež vključenih 
ozdravitev 
(število poslov) 23,39% 45,43% 61,83% 70,97% 80,65% 83,87% 85,48% 87,63% 
Delež vključenih 
ozdravitev 
 (EAD) 24,24% 46,23% 62,92% 69,66% 78,58% 81,37% 83,50% 86,45% 
Tabela 6:Delež vključenih ozdravitev 
                                                          
23 Opazovali smo le ozdravitve med 1. 1. 2010 in 1. 7. 2015. Ob vključitvi kasnejših ozdravitev bi podcenili stopnjo 
ozdravitve za posle z datumom dogodka neplačila po 1. 7. 2015, ker so v procesu izterjave manj kot 24 mesecev 
in za njih še vedno obstaja možnost ozdravitve pred koncem štiriindvajsetega meseca izterjave, to pa je meja, do 





Spodnja tabela predstavlja stopnje ozdravitve, če vzamemo v izračun ozdravitve v prvih »𝑥« mesecih 
od dogodka neplačila. 
Tabela 7: Stopnje ozdravitve 
V zadnjem stolpcu je zapisana teoretična stopnja ozdravitve ob predpostavki, da bi zajeli 100% vseh  
ozdravitev. 
Po posvetovanju z vodstvom divizije tveganj na izbrani banki smo za končno stopnjo ozdravitve 
upoštevali 90% vseh ozdravitev, gledano na število vseh poslov segmenta oziroma vsoto EAD vseh 
poslov. Izračun je bil narejen na podlagi dvanajstmesečne stopnje ozdravitve. 
 
 Izbrana stopnja 
ozdravitve 
Uteženo s številom poslov 42,49% 
Uteženo z EAD 42,27% 
Tabela 8: Izbrana stopnja ozdravitve 
 
3.6 Izračun skupnega LGD stanovanjskih posojil 
S pomočjo formule, definirane v 3.2., in kombinacijo rezultatov, opisanih zgoraj, smo izračunali LGD 
stanovanjskih posojil izbrane banke. 
 
𝐿𝐺𝐷𝑐𝑜 = 
= 𝑚𝑎𝑥 {110% ∗ (1 − 𝐶𝑅𝑐𝑜) ∗
𝐿𝐺𝐷𝑐𝑜,𝑐𝑙 ∗ ∑ 1𝑐𝑙  +  𝐿𝐺𝐷𝑐𝑜,𝑢𝑛𝑐𝑙 ∗ ∑ 1𝑢𝑛𝑐𝑙
∑ 1𝑐𝑙  +  ∑ 1𝑢𝑛𝑐𝑙
, 30%} = 
= 𝑚𝑎𝑥 {110% ∗ (1 − 0,4249 ) ∗
0,3096 ∗ 479 + 0,5948 ∗ 497
479 + 497
   ,    30%} = 
= 𝑚𝑎𝑥{110% ∗ 29,02%    ,    30%} = 
= 𝟑𝟏, 𝟗𝟐% 
 
𝐿𝐺𝐷𝑒𝑥𝑝 = 
= 𝑚𝑎𝑥 {110% ∗ (1 − 𝐶𝑅ℎ,𝑒𝑥𝑝) ∗
𝐿𝐺𝐷𝑒𝑥𝑝,𝑐𝑙∗∑ 𝐸𝐴𝐷𝑐𝑙  + 𝐿𝐺𝐷𝑒𝑥𝑝,𝑢𝑛𝑐𝑙∗∑ 𝐸𝐴𝐷𝑢𝑛𝑐𝑙
∑ 𝐸𝐴𝐷𝑐𝑙  + ∑ 𝐸𝐴𝐷𝑢𝑛𝑐𝑙
  ,   30%} =  
                                                          
24 Če je imel posel dogodek neplačila 1. 6. 3013 in ozdravitev 30. 10. 2013, je vključen v izračune tabele od 
vključno tretje kolone tabele dalje (6 mesecev od neplačila do ozdravitve), ker so minili več kot 3 meseci od 
dogodka neplačila do ozdravitve. 
Število mesecev od 
dogodka neplačila 





(število poslov) 11,04% 21,45% 29,19% 33,50% 38,07% 39,59% 40,36% 41,37% 47,21% 
Stopnja ozdravitve 





= 𝑚𝑎𝑥 {110% ∗ (1 − 0,4227) ∗
0,2527 ∗ 13.925.875 + 0.5706 ∗ 28.314.034 
13.925.875 + 28.314.034
, 30%}  = 
= 𝑚𝑎𝑥{110% ∗ 26,89%    ,     30%} =  
= 𝑚𝑎𝑥{29,58%     ,    30%} = 
=  𝟑𝟎% 
 
3.7 Potencialne izboljšave ocenjevanja LGD 
3.7.1 Povezava stopnje ozdravitve in stopnje brezposelnosti 
Pri analizi stopnje ozdravitve smo našli visoko korelacijo med stopnjo ozdravitve (utežena s številom 
poslov) in stopnjo brezposelnosti. Poskusili smo najti tudi korelacije med stopnjo ozdravitve in drugimi 
makroekonomskimi kazalniki, kar pa ni prineslo uspeha. 
Če vzamemo 12-mesečno letno stopnjo ozdravitve25 in letno stopnjo brezposelnosti, imamo šest 
časovnih točk (2010 - 2015), na katerih lahko opazujemo korelacijo. Le–ta je visoka, vendar je lahko 
zaradi le šestih parov točk korelacija brezposelnosti in ozdravitev naključna. Analizo smo nadaljevali 
na četrtletnih podatkih. Izračunali smo 12-mesečne četrtletne stopnje ozdravitev in jih primerjali s 
četrtletnimi stopnjami brezposelnosti v Sloveniji. 
Nato smo vključili še časovni zamik, saj se lahko stopnja ozdravitev kot posledica spremembe stopnje 
brezposelnosti pojavi  z določenim zamikom. Podatke o ozdravitvah smo tokrat omejili na 1. 1. 2010 in 
1. 7. 2016, saj spremljamo 12-mesečne stopnje ozdravitev. 
 
Spodnja tabela prikazuje korelacije stopnje brezposelnosti in stopnje ozdravitve pri različnih časovnih 
zamikih. 
 




Četrtletna st. brezposelnosti, 12m četrtletna st. ozdravitve  -0,57227 
Četrtletna st. brezposelnosti, 12m četrtletna st. ozdravitve, 1 četrtletje zamika -0,69144 
Četrtletna st. brezposelnosti, 12m četrtletna st. ozdravitve, 2 četrtletji zamika -0,79918 
Četrtletna st. brezposelnosti, 12m četrtletna st. ozdravitve,3  četrtletja zamika -0,67677 
Tabela 9: Korelacije stopnje ozdravitve in stopnje brezposelnosti 
Iz tabele je razvidna močna negativna korelacija med stopnjo brezposelnosti in stopnjo ozdravitve z 
zamikom pol leta. To je lahko naivno razloženo kot posledica dejstva, da stranka, ki je bila brezposelna, 
kmalu po nastopu nove zaposlitve začne prejemati plačo, odplačevati dolg in se zato v roku polovice 
leta njeni posli vrnejo v portfelj donosnih naložb.  
Podobne rezultate je prinesla tudi analiza stopnje ozdravitve, izračunana na podlagi EAD namesto 
števila poslov. Ti rezultati niso značilni le za stanovanjska posojila, podobne rezultate smo zaznali tudi 
pri potrošniških kreditih. 
 
Ne glede na izračunane korelacije, banka doslej ni sprejela navezave makroekonomskega okolja na 
LGD, je pa le–ta načrtovana v prihodnosti. 
  
                                                          
25 12-mesečna stopnja ozdravitve: stopnja ozdravitve, če upoštevamo posle z dogodkom neplačila, pri katerih se 
je ozdravitev zgodila v 12 mesecih od dogodka neplačila. 
Letna stopnja ozdravitve: za vsako leto (od 2010) imamo eno stopnjo ozdravitve, ki pripada ozdravitvam, ki so se 





4 Primerjava metod strojnega učenja za potrebe napovedovanja 
LGD 
4.1 Splošno o strojnem učenju 
Konstrukcija ocene LGD na portfelju poslov z dogodkom neplačila ne upošteva večine karakteristik 
posameznega posla in vplivov teh karakteristik na LGD posla. Za potrebe zadostitve standardom IFRS 
9 je bila zgoraj opisana konstrukcija potrjena s strani revizijske hiše (Deloitte), vseeno pa je s pomočjo 
metod strojnega učenja (angl. machine learning) mogoče doseči veliko bolj natančne ocene. Uporaba 
metod strojnega učenja bi zagotovila dinamično spreminjanje LGD glede na razmere na trgu in glede 
na spreminjanje portfelja. Prav tako nam ne bi bilo potrebno dodajati varnostnega pribitka na izračunano 
oceno LGD, kar bi znižalo višino oblikovanih rezervacij.  
Zaradi vseh teh dejstev smo se odločili preizkusiti in oceniti uporabo nekaterih širše znanih metod 
strojnega učenja za modeliranje izgube ob dogodku neplačila26.    
 
4.1.1 Formalne definicije  
Strojno učenje je algoritmična analiza podatkov s ciljem iskanja vzorcev v podanih podatkih in gradnje 
napovednega modela. 
Sestavni deli modela strojnega učenja so:  
 vhodne, neodvisne spremenljivke: 𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑘), ki so lahko kvalitativne ali kvantitativne; 
 izhodna, ciljna, odvisna spremenljivka 𝑌. 
 
Obstaja neznana povezanost 𝑓 med 𝑋 in 𝑌 v obliki: 𝑌 = 𝑓(𝑋) +  𝜀,  
kjer sta: 
f … sistematična informacija, ki jo 𝑋 nudi o 𝑌; 
𝜀 … naključna napaka, ki je neodvisna od 𝑋, E(𝜀) = 0. 
 
Množico podatkov, ki jih imamo na voljo, pred uporabo metod strojnega učenja razdelimo na dve 
podmnožici. Učna množica podatkov – množica podatkov, uporabljena za izgradnjo modela. Testna 
množica podatkov–množica podatkov, uporabljena za testiranje modela: ocenjevanje napake oz. 
napovedne moči modela. 
Naloga strojnega učenja je na osnovi podatkovne množice učnih primerov opazovanj 𝑋 in 𝑌 poiskati 
(izračunati) oceno 𝑓 funkcijske povezanosti 𝑓. 
Tako izgrajen model lahko uporabimo za napovedovanje vrednosti 𝑌 na podlagi 𝑋 v poljubno podani 
točki: 
𝑌?̂?  = 𝑓(𝑋0) 
 
Tako je definirana naloga nadzorovanega učenja oziroma naloga napovednega modeliranja. Poznamo 
pa tudi nenadzorovano učenje, ki ne vsebuje opredelitve odvisne spremenljivke. Pravimo ji tudi naloga 
opisnega modeliranja, ocena 𝑓 pa v tem primeru podaja opis podatkovne množice. 
 
Po izgradnji napovednega modela na učni množici podatkov sledi vrednotenje kvalitete modela. Izbira 
optimalnega modela je odvisna od kriterijev izbire modela: 
 napovedna napaka (točnost modela), 
 zahtevnost (zapletenost) modela, 
 razumljivost modela.  
 
Navadno je model, ki ga izberemo, takšen, da je dosežen kompromis med zgornjimi kriteriji izbire, saj 
običajno večja točnost pomeni nižjo razumljivost in večjo zapletenost modela. Načeloma sta kriterija 
                                                          
26 Za potrebe modeliranja LGD  smo uporabili isto bazo podatkov, kot je bila uporabljena za konstrukcijo LGD v 






zahtevnosti in razumljivosti povezana, saj je enostaven model bolj razumljiv, točnost modela pa deluje 
v obratni smeri.  
 
4.1.2 Napaka modela 
Učna napaka je napaka napovedi modela, ocenjena na učni množici podatkov; testna napaka je 
ocenjena s pomočjo uporabe napovedi modela na testni množici podatkov.  
Pod pojmom napaka modela je najpogosteje razumljena napovedna napaka, torej napaka na testni 
podatkovni množici. 
 
Dekompozicija napovedne napake modela: 
𝐸𝑟𝑟 (𝑥𝑜) =  𝐸((𝑌 − 𝑓(𝑥0))
2| 𝑋 =  𝑥0)  = 
= ⋯ = 
=  σ𝜀
2+ (𝐸 (𝑓(𝑥0)) − 𝑓(𝑥0))
2
+ 𝑉𝑎𝑟 (𝑓(𝑥0)) = 
=  σ𝜀
2 + 𝑃𝑟𝑒𝑑𝑠𝑜𝑑𝑒𝑘2 + 𝑉𝑎𝑟 
kjer so: 
𝜎𝜀
2 = 𝑉𝑎𝑟(𝜀2) … fiksni del napake, na katerega nimamo vpliva; 
𝑃𝑟𝑒𝑑𝑠𝑜𝑑𝑒𝑘2 = (𝐸 (𝑓(𝑥0)) − 𝑓(𝑥0))
2
; 
𝑉𝑎𝑟 =  𝑉𝑎𝑟 (𝑓(𝑥0)). 
 
Fiksni del napake predstavlja spodnjo mejo napovedne napake, pojavi pa se zaradi šuma v merjenih 
podatkih ali nepopolnega vzorčenja. V praksi je fiksni del napake težko oceniti za dano podatkovno 
množico. 
Predsodek je razlika med povprečno napovedano vrednostjo 𝑓  in dejansko vrednostjo funkcije 𝑓. Za 
metodo strojnega učenja nam pove, koliko se lahko ocena 𝑓 približa dejanski 𝑓 . 
Varianca je varianca ocene 𝑓 okoli svoje povprečne vrednosti 𝐸(𝑓); za oceno 𝑓 nam pove, kakšna je 
njena stabilnost. 
 
Na spodnji sliki je nazoren prikaz razlike predsodka (angl. bias) in variance modela (angl. variance):  
 
 





Optimalen bi bil model z nizko varianco in nizkim predsodkom, vendar se predsodek in varianca pogosto 
izključujeta oziroma delujeta v nasprotni smeri, zato je potrebno poiskati model, ki predstavlja 
kompromis med predsodkom in varianco, saj ima le–ta navadno najnižjo napako.  
Običajno z naraščajočo kompleksnostjo modela predsodek pada, varianca pa narašča, najboljši pa je 
model, ki predstavlja kompromis omenjenih karakteristik modela: 
 
 
Slika 8: Kompromis predsodka in variance [33] 
V zvezi s kompleksnostjo, predsodkom in varianco je potrebno omeniti tudi pojma preprileganja in 
podprileganja. 
Preprileganje je situacija, ko se soočamo z nizkim predsodkom in visoko varianco. 
Podprileganje je situacija, ko se soočamo z visokim predsodkom in nizko varianco. Navadno se 
preprileganje pojavi pri bolj kompleksnih modelih, podprileganje pa je značilno za manj kompleksne 
modele.  
 
Spodnja slika prikazuje tri primere, pri čemer je na prvi sliki prikazan primer podprileganja, tretja slika 
je primer preprileganja, druga slika pa prikazuje model, pri katerem je zaradi kompromisa med varianco 
in predsodkom napovedna moč modela najvišja. Tak model je najbližje optimalnemu modelu. 
 
Slika 9: Podprileganje, idealen model, preprileganje [34] 
Pri gradnji napovednega modela in ocenjevanju njegove napake smo uporabili tehniko validacije 
modela, imenovano navzkrižna validacija. 
 
Navzkrižna validacija   
Navzkrižna validacija (angl. cross validation) je tehnika validacije modela, ki je pogosto uporabljena v 
strojnem učenju in meri uspešnost modela na delu učne množice podatkov in tako ocenjuje uspešnost 
modela na testni množici podatkov [23]. Uporaba navzkrižne validacije preprečuje možnost 
konstrukcije modela, ki bi se preveč prilagajal učnim podatkom, torej preprečuje pojav preprileganja. 
Ocena uspešnosti modela je testirana na podmnožici učne množice podatkov, ki je neodvisna od dela 
učne množice podatkov, na podlagi katerega je zgrajen model. Dodana vrednost uporabe navzkrižne 
validacije je v ocenjevanju natančnosti napovednega modela v praksi pred dejansko uporabo. 





praksi najpogosteje uporabljena, in sicer »𝑘«-kratno navzkrižno validacijo, konkretneje 10-kratno 
navzkrižno validacijo. 
 
Opis postopka »𝑘«-kratne navzkrižne validacije: 
Pri navzkrižni validaciji izvedemo naključno delitev učne množice podatkov 𝐷 na »𝑘« disjunktnih 
podmnožic, pri čemer vsaka podmnožica vsebuje enako število primerov (
𝑁
𝑘
), če je to mogoče. Za vsako 
podmnožico 𝐷𝑖 , kjer 𝑖 ∊ {1, … , 𝑘} ponovimo naslednja dva koraka: 
 
1. izgradimo napovedni model na množici 𝐷\𝐷𝑖, 
2. ocenimo napako modela na vseh primerih iz 𝐷𝑖. 
Vsaka podmnožica je za validacijo uporabljena le enkrat, v ostalih »𝑘 − 1« primerih pa je del množice, 
s katero izgradimo napovedni model.  
 
Druga pogosto uporabljana metoda validacije modela je zankanje (angl. bootstrap) [22]. Pri »𝐵«-
kratnem zankanju »𝐵«-krat vzorčimo (s ponavljanjem) učno množico 𝐷. Velikost vsakega vzorca 𝑉𝑖 je 
enaka vnaprej določenemu številu 𝑁. Za vsako podmnožico 𝑉𝑖 , kjer 𝑖 ∊ {1, … , 𝐵}, ponovimo naslednja 
dva koraka: 
 
1. izgradimo napovedni model 𝑀𝑖 na množici 𝑉𝑖, 
2. ocenimo napako modela na vseh primerih iz 𝐷\𝑉𝑖. 
 
Ocenjevanje napovedne moči in merjenje napake modela 
Za ocenjevanje napovedne moči in merjenje napake napovednega modela smo uporabili različne mere 
priporočene v literaturi. Nekatere mere so namenjene ocenjevanju parametričnih, druge ocenjevanju 
neparametričnih modelov. Parametrični modeli so modeli, ki imajo fiksno število parametrov, v 
določenih primerih pa le fiksno strukturo, neparametrični pa so modeli brez fiksnega števila uporabljenih 
parametrov ali celo brez fiksne strukture. Neparametrični modeli so pogosteje bolj kompleksni in 
nagnjeni k preprileganju za razliko od parametričnih modelov, ki so navadno enostavnejši, pogosteje pa 
se pojavi podprileganje.  
Metode merjenja napake napovednega modela/napovedne moči se ločijo tudi glede na tip problema 
strojnega učenja oziroma tip ciljne spremenljivke (numerična ali kategorična), nekatere pa so primerne 
zgolj kot referenčna primerjava med modeli, saj nam njihova absolutna vrednost ne poda ocene 
kakovosti napovednega modela. 
 
Vse mere, ki smo jih uporabili za ocenjevanje modelov, so opisane v naslednjih podpoglavjih. 
 
4.1.3 Mere kakovosti modela, uporabljene pri regresijskih modelih 
Obstaja veliko načinov merjenja napovedne moči modela. Najpogosteje se za oceno kakovosti uporablja 
mera povprečna kvadratična napaka. Vse mere, ki smo jih uporabili pri regresijskih modelih, so: 
 
 povprečna kvadratična napaka (angl. mean square error – MSE) [24]: 
 
𝑀𝑆𝐸 =  
1
𝑛
∗ ∑ (𝑦𝑖 − 𝑓(𝑥𝑖))
2𝑛
𝑖=1 ,  
kjer so: 
n … število opazovanj, 
𝑥𝑖 … opazovana vrednost pojasnjevalne spremenljivke, 
𝑦𝑖… opazovana vrednost ciljne spremenljivke, 










 koren povprečne kvadratične napake (angl. route mean square error – RMSE) [25] : 
 
𝑅𝑀𝑆𝐸 =  √






Oznake so enake kot pri prejšnji točki. 
 
 povprečna absolutna napaka (angl. mean absolute error – MAE) [5]: 
 
𝑀𝐴𝐸 =  





Oznake so enake kot pri prejšnji točki.  
 
 determinacijski koeficient (angl. Coefficient of determination – R2 ) [26]: 
 
𝑅2 = 1 − 
𝑆𝑆𝑟𝑒𝑠
𝑆𝑆𝑡𝑜𝑡
= 1 −  
∑ (𝑦𝑖−?̂?(𝑥𝑖))
2𝑛
𝑖=1       
∑ (𝑦𝑖 −?̅?)
2𝑛
𝑖=1   
,   
kjer so: 
𝑆𝑆𝑟𝑒𝑠… vsota kvadratov residualov,  
𝑆𝑆𝑡𝑜𝑡… skupna vsota kvadratov,  
𝑦𝑖 … opazovana vrednost ciljne spremenljivke,  
𝑥𝑖 … opazovana vrednost pojasnjevalne spremenljivke, 
𝑓(𝑥𝑖) … napovedana vrednost ciljne spremenljivke,  
?̅? … povprečna vrednost ciljne spremenljivke. 
 
Na levem grafu je prikazana skupna vsota kvadratov, na desnem pa vsota kvadratov residualov. 
 
 
Slika 10: Skupna vsota kvadratov, vsota kvadratov residualov [25] 
Opomba: Višja kot je vrednost determinacijskega koeficienta, nižja je napaka modela. 
 
4.1.4 Mera kakovosti uporabljene pri regresijskih in klasifikacijskih modelih 
Obstajajo mere, s katerimi lahko merimo kakovost regresijskega in klasifikacijskega modela. Ena izmed 
njih je: 
 Akaikejev informacijski kriterij (angl.  Akaike information criterion – AIC) [27]: 
 






𝑘 … število prediktorjev, 
𝐿 … maksimalna vrednost cenilke največjega verjetja. 
 
Cenilka največjega verjetja [28]: 
Naj bo 𝑋 diskretna slučajna spremenljivka s porazdelitveno funkcijo 𝑝, ki je odvisna od parametra 𝜃. 
Cenilka največjega verjetja je definirana kot: 
𝐿(𝜃 |𝑥) =  𝑝𝜃(𝑥) =  𝑃𝜃(𝑋 = 𝑥) 
 
Cenilka največjega verjetja je kriterij za ocenjevanje relativne kvalitete modela. Primeren je za 
primerjave modelov, zgrajenih na enakem številu opazovanj. Absolutna vrednost AIC sama po sebi ne 
nudi podatka o kvaliteti modela. 
 
4.1.5 Mere kakovosti, uporabljene pri klasifikacijskih modelih 
 
 ROC-krivulja (angl. receiver operating characteristic – ROC) & AUC-vrednost (angl. area 
under curve – AUC) [29]: 
ROC-krivulja je krivulja, ki ilustrira zmožnost razločevanja binarnega klasifikatorja, ko se spreminja 
prag razločevanja. Vsaka točka krivulje prikazuje zmožnost razločevanja pri določenem pragu 
razločevanja.  
V klasifikacijskih problemih je pragov navadno končno mnogo, zato je tudi točk na grafu končno 
mnogo. 





Napovedano DA TP FP 
NE FN TN 
Tabela 10: Kontingenčna tabela 1 
kjer so: 
TP … število pravilno napovedanih pozitivnih dogodkov;  
FP … število dogodkov, kjer smo napovedali pozitiven dogodek, zgodil pa se je negativen; 
FN … število dogodkov, kjer smo napovedali negativen dogodek, zgodil pa se je pozitiven; 
TN … število pravilno napovedanih negativnih dogodkov. 
 
Nato izračunamo delež pravilno napovedanih pozitivnih dogodkov (angl. true positive rate – TPR) in 
delež dogodkov, kjer smo napovedali pozitiven dogodek, zgodil pa se je negativen (angl. false positive 
rate – FPR) za vsako možno mejo razločevanja ciljne spremenljivke: 
 
𝑇𝑃𝑅𝑖 =  
𝑇𝑃𝑖
𝑇𝑃𝑖+𝐹𝑁𝑖





𝑖 … prag razločevanja. 
 
Točke pridobljene pri različnih mejah razločevanja narišemo in povežemo v krivuljo.  






Slika 11: Primer ROC-krivulje 
Siva črtkana črta na grafu predstavlja ROC naključnega klasifikatorja. 
Vrednost AUC je razmerje med ploščino lika, ki ga omejujeta ROC naključnega klasifikatorja, ROC 
krivulja izgrajenega modela in ploščino zgornjega trikotnika določenega z ROC naključnega 
klasifikatorja; ta ploščina je enaka 0,5. 
 
 stopnja natančnosti (angl. accuracy) [30]: 
Stopnjo natančnosti definiramo kot delež/stopnjo pravilno klasificiranih primerov, torej razmerje med 
vsoto števila pravilno napovedanih pozitivnih dogodkov in števila pravilno napovedanih negativnih 
dogodkov in številom vseh napovedanih primerov: 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
, 
Oznake so enake kot pri ROC krivulji. 
 
 notranja stopnja strinjanja (angl. Cohen's kappa – κ) [31]:  
Je statistična mera notranje stopnje strinjanja.  Ta mera napake je bolj robustna od prejšnje, saj zajema 
tudi primere, pri katerih pride do strinjanja po naključju. Višja kot je stopnja strinjanja, višja je kakovost 
modela. 
𝜅 =  
𝑝0−𝑝𝑒
1−𝑝𝑒





𝑝0 … relativno opazovano strinjanje, ki je enako stopnji natančnosti; 
𝑝𝑒 … hipotetična verjetnost naključnega strinjanja. 
 
Kontingenčna tabela za izračun parametrov notranje stopnje strinjanja: 
 
 Odločevalec 1 
DA NE 
Odločevalec 2 DA a b 
NE c d 





Parametra 𝑝𝑜 in 𝑝𝑒  se izračunata po sledečih formulah: 
 


















𝑝𝐷𝐴 … pričakovana verjetnost, da bosta slučajno oba slučajno odločevalca rekla »DA«; 
𝑝𝐷𝐴 … pričakovana verjetnost, da bosta slučajno oba odločevalca rekla »NE«. 
 
Pri uporabi notranje stopnje strinjanja v metodah strojnega učenja odločevalca 1 in odločevalca 2 v 
kontingenčni tabeli zamenjata napoved in realizacija kvalitativne ciljne spremenljivke.   
 
Večino omenjenih mer kvalitete modela smo uporabili za primerjavo modelov, nekatere pa so zapisane 
zgolj kot dodatna možnost ocenjevanja, ki jo imamo na voljo27. 
4.2 Priprava podatkov za modeliranje 
Nabor vseh poslov stanovanjskih kreditov smo za potrebe modeliranja naključno razdelili na množico 
učnih podatkov in množico testnih podatkov v razmerju 75:25. Modeli so bili zgrajeni na podlagi učnih 
podatkov in testirani na testnih podatkih. Validacijska množica je del množice učnih podatkov.  
»Eksperimentalni« del magistrske naloge smo opravili s pomočjo odprtokodnega okolja »𝑅« v 
istoimenskem programskem jeziku »𝑅«. Pri programiranju28 smo uporabljali programsko orodje 
»𝑅𝑆𝑡𝑢𝑑𝑖𝑜«, ki je prosto dostopno na spletu. 
   
Modele smo konstruirali na podlagi vnaprej izbranih atributov poslov. Ti so bili pridobljeni iz centralne 
baze podatkov izbrane banke, ugotovljena je bila njihova relevantnost, zanesljivost in doslednost 
zapisovanja. Želeli smo vključiti čim več atributov izbranih poslov, strank, ki so posle najele, in 
zavarovanj, ki so jamčila za izbrane posle. V preteklosti je bilo zbiranje podatkov, ki se ne nanaša na 
finančna stanja, pomanjkljivo, kar nam je močno omejilo nabor razpoložljivih atributov. Zaradi potrebe 
zadostitve zanesljivosti smo uporabili le atribute, za katere je bilo mogoče nedvoumno zagovarjati 
njihovo točnost in relevantnost. 
Končen nabor atributov29 poslov je bil izbran s pomočjo vodstva divizije tveganj izbrane banke.  
 
V nadaljevanju so opisane preizkušene metode, pri vsaki metodi pa so navedene še prednosti in slabosti 
uporabe metode za potrebe modeliranja LGD skupaj z merami napovedne moči modela, variance in 
pristranskosti. 
 
4.2.1 Preizkušene metode 
Za potrebe modeliranja LGD smo izbrali nekatere metode strojnega učenja. Utemeljitev njihove izbire 
je zapisana spodaj. 
 
 multivariatna linearna regresija (z dodanimi nelinearnimi členi), 
 multivariatna logistična regresija (z dodanimi nelinearnimi členi), 
 regresijska odločitvena drevesa, 
 logistična odločitvena drevesa, 
 regresijski naključni gozdovi, 
 logistični naključni gozdovi.  
 
Parametrični sta le prvi omenjeni metodi, ostale štiri pa so neparametrične. Omenjene metode smo 
izbrali na podlagi priporočil v literaturi o modeliranju LGD. Multivariatna linearna regresija služi kot 
                                                          
27 Obstajajo tudi druge mere ocenjevanja kvalitete napovednega modela, ki pa v delu niso omenjene. 
28 Izgradnja modelov, grafični prikazi porazdelitev, napovedi modelov, ocene kvalitete modelov itd. 





primerjava z drugimi metodami, saj ni najprimernejša metoda za modeliranje LGD30,  medtem ko se je 
multivariatna logistična regresija zdela razumljiva izbira zaradi bimodalnosti porazdelitve LGD. 
Regresijska in logistična drevesa so najbolj pogosta izbira pri modeliranju LGD v literaturi in zato 
razumna izbira metode. Kot zadnji metodi smo preizkusili še regresijske naključne gozdove in logistične 
naključne gozdove, ki slovijo po visoki napovedni moči. 
4.3 Analiza podatkov 
Atributi poslov, uporabljeni v sledečih poglavjih, so bili določeni na podlagi analiz ustreznosti in 
relevantnosti podatkov. Kot ustrezen atribut je bil v procesu izbire določen atribut, ki ima v zadostnem 
deležu izpolnjeno vrednost in pri katerem se pogoji polnjenja vrednosti v zgodovini niso spreminjali. 
Relevantnost atributa je bila določena s pomočjo vodstva divizije tveganj na izbrani banki.   
 
Nabor uporabljenih atributov posla za potrebe modeliranja LGD smo skrčili na naslednje spremenljivke: 
 izpostava ob dogodku neplačila (Oznaka: ead), 
 valuta posla (Oznaka: valuta_poslaL), 
 delež preostale izpostave ob dogodku neplačila (Oznaka: rel_izpostava), 
 število let od podpisa pogodbe do dogodka neplačila (Oznaka: y_do_def), 
 ročnost najetega posojila (Oznaka: trajanje_kredita). 
 
Izpostava ob dogodku neplačila je numerična spremenljivka, medtem ko je valuta posla kvalitativna 
spremenljivka. Stanovanjski krediti omenjene banke so bili izdani v evrih in švicarskih frankih. Za 
potrebe modeliranja smo valuto posla opisali z Bernoullijevo slučajno spremenljivko, saj ima valuta 
posla le dve modalnosti. Delež preostale izpostavljenosti je numerična spremenljivka, ki zavzema 
vrednosti v polodprtem intervalu (0,1]. Število let od podpisa pogodbe do dogodka neplačila je 
numerična spremenljivka, ki je zaokrožena navzgor na celo število. Ročnost najetega posojila je 
numerična spremenljivka, ki je prav tako zaokrožena navzgor na celo število. 
 
Pri izbiri uporabljenih atributov smo opazovali tudi pojav imenovan multikolinearnost. 
 
Multikolinearnost je pojav, ko lahko določeno pojasnjevalno spremenljivko v modelu izrazimo kot 
linearno kombinacijo drugih pojasnjevalnih spremenljivk. V primeru uporabe koreliranih pojasnjevalnih 
spremenljivk se napovedna moč modela ne zniža, zabrisan pa je učinek vpliva posamezne pojasnjevalne 
spremenljivke na ciljno spremenljivko. Težava modelov s koreliranimi spremenljivkami je tudi v tem, 
da so zelo občutljivi; manjše spremembe v podatkih ali modelu se lahko izražajo v izrazitih spremembah 
koeficientov pojasnjevalnih spremenljivk.   
 
V programskem orodju »RStudio« smo z vgrajeno funkcijo  preverili korelacijske koeficiente vseh parov 
uporabljenih pojasnjevalnih spremenljivk. 
 
Prisotne so korelacije; najvišja sta korelaciji izpostave ob dogodku neplačila s številom let od podpisa 
pogodbe do dogodka neplačila in izpostave ob dogodku neplačila z ročnostjo kredita. Znašata približno 
−0,45 in 0,53, kar je znotraj sprejemljivih okvirov, torej lahko trdimo, da smo se izognili pojavu 
multikolinearnosti. 
 
Spodnja slika prikazuje korelacijsko matriko pojasnjevalnih spremenljivk. Zaradi simetričnosti 
korelacije je prikazan samo spodnji trikotnik matrike. 
 
                                                          






Slika 12: Grafičen prikaz korelacijske matrike 
 
Ciljna spremenljivka - LGD 
Običajno je porazdelitev LGD bimodalna z zgostitvama pri 0% in 100%. Pogosti so primeri, ko pride 
do »ozdravitve posla«, stranka poplača zamujene terjatve – LGD posla je v teh primerih enak 0%. 
Večina stanovanjskih posojil je zavarovana s hipoteko, zaradi česar so v primeru dogodka neplačila 
banke v večini primerov popolno poplačane iz unovčenega zavarovanja, kar za banko prav tako ne 
prinaša nikakršne izgube.  
Na drugi strani pa so v portfelju banke posojila, ki so »slabše« zavarovana, saj politika varovanja posojil 
v preteklosti ni bila tako stroga, kot je sedaj. Prav tako obstajajo posli, kjer zavarovanje ni bilo unovčeno. 
Vsi ti primeri imajo LGD blizu 100%.    
 





Osnovna statistika množice podatkov, ki smo jih uporabili za modeliranje: 
Število poslov Povprečen LGD Standardni odklon 
1225 27,95% 0,3888 
Tabela 12: Statistika množice podatkov 
Osnovna statistika učne množice podatkov: 
Število poslov Povprečen LGD Standardni odklon 
920 27,95% 0,3908 
Tabela 13: Statistika učne množice 
Osnovna statistika testne množice podatkov: 
Število poslov Povprečen LGD Standardni odklon 
305 27,96% 0,3835 
Tabela 14: Statistika testne množice 
Delitev množice podatkov na učno in testno množico je naključna in zato nepristranska, kar nakazujejo 
tudi zgornje tabele. 
4.4 Metode in rezultati 
4.4.1 Multivariatna (linearna) regresija 
Multivariatna linearna regresija je linearen pristop modeliranja odvisnosti med napovedno/ciljno  
spremenljivko (LGD) in napovedovalnimi spremenljivkami oziroma prediktorji. Je parametrična 
metoda, ki išče linearno povezavo med podatki in ciljno spremenljivko v obliki: 
𝑦 =  𝛽01 + 𝛽1𝑥1 + ⋯ + 𝛽𝑘𝑥𝑘 +  𝜀,  
kjer so: 
𝑘 … število prediktorjev, 
𝑦 … napovedna spremenljivka, 
𝑥1, … , 𝑥𝑘  … napovedovalne spremenljivke, 
𝛽0, … 𝛽𝑘  … koeficienti, ki določajo povezavo med ciljno in napovedovalnimi spremenljivkami, 
𝜀 … motnja. 
 
Z minimizacijo vsote kvadratov odstopanj podatkov od napovedanih vrednosti določimo koeficiente 
𝑏0, … , 𝑏𝑘, ki definirajo napovedni model v obliki: 
?̂? =  𝑏01 + 𝑏1𝑥1 + ⋯ + 𝑏𝑘𝑥𝑘  ,  
kjer so: 
𝑏0, … , 𝑏𝑘… ocenjeni koeficienti pridobljeni z minimizacijo vsote kvadratov, 
?̂? … modelirana ciljna spremenljivka. 
 
Koeficienti:   
 Koeficient Standardni odklon t-vrednost p-vrednost Indikator 
stopnje 
značilnosti31 
(prosti koeficient)      -5,254e-01 5,354e-02  -9,814  < 2e-16 *** 
ead                7,182e-07  2,464e-07 2,915   0,00365 **  
valuta_poslaL     3,341e-01   5,344e-02    6,251 6,24e-10 *** 
rel_izpostava     9,433e-01 5,581e-02  16,903    < 2e-16  *** 
y_do_def           3,896e-02    2,591e-03   15,422   < 2e-16 *** 
trajanje_kredita  -1,561e-02   2,526e-03 -6,955  6,69e-12 *** 
Tabela 15: Ocene koeficientov pri uporabi linearne regresije 
                                                          
31 Indikator stopnje značilnosti: število znakov »*« pada s padanjem stopnje značilnosti, maksimalno število 





Indikatorji kvalitete modela: 
RMSE R2 AIC 
0,3233644 0,3260282 524,81 
Tabela 16: Indikatorji kvalitete pri uporabi linearne regresije 
Vidno je, da je vrednost 𝑅2 dokaj nizka, torej je le majhen del variance LGD pojasnjen s tem modelom. 
RMSE in AIC nam služita le za primerjavo z naslednjimi modeli.  
 
Model smo nato uporabili za napoved na testni množici podatkov: 
 
Povprečna napoved LGD Standardni odklon napovedi LGD RMSE napovedanih 
LGD 
26,99% 0,2118 0,3141218 
Tabela 17: Napoved pri uporabi linearne regresije 
Na spodnji sliki je narisana porazdelitev napovedanih vrednosti LGD na testni množici podatkov: 
 
Slika 14: Porazdelitev napovedanih LGD pri uporabi linearne regresije 
Napovedane vrednosti LGD niso omejene na interval [0,1], kar je pričakovano pri uporabi linearne 
regresije. Še večja pomanjkljivost uporabe linearne regresije je, da se le–ta ne zna učinkovito spopasti s 
težavo bimodalnosti porazdelitve LGD. Prav bimodalnost porazdelitve je vzrok uporabe naslednje 
metode, in sicer multivariatne logistične regresije. 
 
Opomba: 
Izgrajen je bil tudi model z uporabo širšega nabora atributov, prav tako smo poskušali tudi z uporabo 
nelinearnih prediktorjev32, saj povezava med atributom in ciljno spremenljivko ni nujno linearna, vendar 
vsi ti poizkusi natančnosti niso bistveno izboljšali. Uporabili smo tudi tri znane tehnike izbire atributov 
(izbira naprej, izbira nazaj in izbira naprej-nazaj), vendar to prav tako ni izboljšalo kakovosti 
napovednega modela. 
 
                                                          





4.4.2 Multivariatna  logistična regresija 
Porazdelitev vrednosti LGD je bimodalna z zgostitvama pri 0% in 100% LGD. Zanimalo nas je, ali je 
mogoče najti atribut ali skupek atributov poslov, na podlagi katerih bi bilo uspešno razločevanje med 
posli z ničelno in posli s stoprocentno izgubo.  
Nabor poslov smo razdelili na dva »bazena« glede na vrednost LGD. Posle, ki so imeli vrednost LGD 
pod 50%, smo označili z oznako »Nič«, posle, ki pa so imeli realiziran LGD nad 50%, smo označili z 
oznako »Ena«.  
Večji delež poslov ima vrednost LGD enako »Nič«, vendar je porazdelitev vseeno razmeroma 
uravnotežena. 
 
Slika 15: Porazdelitev LGD pri uporabi logistične regresije 
Nadalje smo izračunali povprečno vrednost LGD v obeh »bazenih«. Na tako preoblikovani množici 
podatkov smo izvedli logistično regresijo. 
 
Vpeljati je potrebno pojem logistične funkcije in izraziti njen inverz, da lahko pojasnimo delovanje 
logistične regresije [32]. 
Logistična funkcija v enovariatni logistični regresiji je definirana kot: 





S 𝑝(𝑥) je označena verjetnost uspešnega dogodka33, ostale oznake so enako definirane kot v 
podpoglavju 4.4.1.   
 
Inverz logistične funkcije v enovariatni logistični regresiji: 
 
𝑔(𝑝(𝑥)) = ln (
𝑝(𝑥)
1 − 𝑝(𝑥)
) = 𝛽0+𝛽1𝑥 ⇔ 
𝑝(𝑥)
1 − 𝑝(𝑥)
=  𝑒𝛽0+𝛽1𝑥 , 
 
kjer so oznake enake kot v podpoglavju 4.4.1. 
 





=  𝑒𝛽0+𝛽1𝑥1+𝛽2𝑥2+𝛽3𝑥3+𝛽4𝑥4+𝛽5𝑥5 , 
kjer so oznake enake kot v podpoglavju 4.4.1. 
                                                          





Z uporabo logistične funkcije in njenega inverza smo za vsak posel izrazili ocenjeno verjetnost dogodka 
»Nič« oziroma dogodka »Ena«. Končno oceno LGD posameznega posla »𝑖« smo izračunali z uporabo 
naslednje formule: 
 
𝐿𝐺𝐷𝑖 = 𝑃𝑖("𝑁𝑖č") ∗ 𝑎 + 𝑃𝑖("𝐸𝑛𝑎") ∗ 𝑏,  
kjer so: 
𝑎 … povprečen 𝐿𝐺𝐷 bazena poslov z 𝐿𝐺𝐷 <  50%,  
𝑏 … povprečen 𝐿𝐺𝐷 bazena poslov z 𝐿𝐺𝐷 > 50%, 
𝑃𝑖(𝑁𝑖č)… ocenjena verjetnost dogodka »Nič« za posel » 𝑖« , 
𝑃𝑖(𝐸𝑛𝑎)… ocenjena verjetnost dogodka »Ena« za posel » 𝑖«. 
 
Koeficienti: 
 Koeficient: Standardni odklon t-vrednost p-vrednost Indikator 
stopnje 
značilnosti 
(prosti koeficient)      8,530e+00    8,950e-01   9,530    < 2e-16 *** 
ead                -5,281e-06   1,938e-06   -2,725   0,00643 **  
valuta_poslaL     -2,792e+00   4,443e-01   -6,284 3,30e-10 *** 
rel_izpostava      -8,505e+00   9,353e-01            -9,093    < 2e-16  *** 
y_do_def           -1,734e-01    2,085e-02   -8,320     < 2e-16 *** 
trajanje_kredita  8,245e-02    1,884e-02    4,376  1,21e-05 *** 
Tabela 18: Ocene koeficientov pri uporabi logistične regresije 
Indikatorji kvalitete modela: 
Accuracy Kappa AIC 
0,8258933 0,5286981 795,07 
Tabela 19: Indikatorji kvalitete pri uporabi logistične regresije 
ROC-krivulja z AUC-vrednostjo: 
 





AUC-vrednost modela je razmeroma visoka, prav tako stopnja natančnosti in notranja stopnja strinjanja, 
kar je dober obet za uporabo logistične regresije pri modeliranju LGD. AIC nakazuje, da je uporaba 
logistične regresije za modeliranje LGD bolj primerna kot uporaba linearne regresije. 
 
Model smo uporabili tudi za napoved na testni množici podatkov. Rezultati modela na testni množici 




Napovedano Ena 46 38 
Nič 10 211 
Tabela 20: Kontingenčna tabela pri uporabi logistične regresije 
Indikatorji kvalitete modela ocenjeni na testni množici podatkov: 
Accuracy Kappa 
0,8197 0,5063 
Tabela 21: Indikatorji kvalitete na testnih podatkih pri uporabi logistične regresije 
Indikatorji kakovosti modela, ocenjeni na testni množici podatkov, imajo podobne vrednosti kot 
indikatorji kakovosti ocenjeni na učni množici podatkov. 
 
Z uporabo formule za izračun končne ocene LGD poslov (prejšnja stran dokumenta) na testni množici 
podatkov smo izračunali povprečne vrednosti napovedanega LGD, standardnega odklona napovedanih 
vrednosti in RMSE- napovedi na testnih podatkih. 
 
Povprečna napoved LGD Standardni odklon napovedi LGD RMSE napovedanih 
LGD 
26,99% 0,2118 0,3141218 
Slika 17: Napoved pri uporabi logistične regresije 
Na spodnji sliki je narisana porazdelitev zgoraj napovedanih LGD vrednosti poslov. 
 





Vidno je, da logistična regresija bolje opisuje povezavo med ciljno in napovedovalnimi 
spremenljivkami, vseeno pa ni najboljša rešitev, saj med napovedanimi vrednosti ni skrajnih mejnih 
vrednosti LGD, torej 0% in 100%. Tem mejam se ne približamo dovolj, da bi to metodo proglasili za 
sprejemljivo. 
 
Izpostaviti je potrebno še eno težavo pri uporabi logistične regresije na nezaprtih poslih. S simulacijo 
zaprtja nezaprtih poslov, ki je bila narejena na podlagi zaprtih poslov, smo vnesli veliko mero nečistosti 
v podatke, saj smo nezaprtim poslom dodali povprečno stopnjo poplačila glede na trajanje izterjave in 
jih tako »zaprli«. Dodajanje povprečne stopnje poplačila zabriše ključne informacije, na podlagi katerih 
je mogoče razločevati posle, zato je uporaba logistične regresije tu deloma sporna, če ne celo napačna.   
 
4.4.3 Regresijska odločitvena drevesa 
Za jasnost podpoglavja so v začetku predstavljeni osnovni pojmi o drevesih kot grafih in drevesih v 
povezavi s strojnim učenjem. Drevo je vsak povezan graf brez ciklov. 
Koren drevesa: začetna točka drevesa, ki vsebuje vsa opazovanja. 
List drevesa: končna točka drevesa. 
Poddrevo: del drevesa, podmnožica množice vozlišč, ki so povezana. 
 
Nečistoča/čistoča vozlišča je mera, ki pove, koliko medsebojno različne so vrednosti odvisne 
spremenljivke v nekem vozlišču. »Čistoča« delitve se v regresijskih drevesih meri s pomočjo variance 
napovedi ciljne spremenljivke v vozliščih, pri uporabi navzkrižne validacije, pri klasifikacijskih 
drevesih pa je opcij merjenja čistoče več (Entropija, Indeks Gini itd.). Skupna nečistoča drevesa je enaka 
povprečni nečistosti listov drevesa, ki so utežene s številom opazovanj v listu.  
 
Metoda odločitvenih dreves je neparametrična metoda strojnega učenja. Konstrukcija drevesa se začne 
s korenom, kjer je napovedana vrednost ciljne spremenljivke enaka povprečni vrednosti ciljne 
spremenljivke. Napoved ciljne spremenljivke v vsaki točki drevesa je enaka njeni povprečni vrednosti 
v tej točki pri uporabi regresijskih dreves oziroma večinskemu razredu, ki mu pripadajo napovedi ciljne 
spremenljivke v tej točki pri uporabi klasifikacijskih dreves. 
Metod konstrukcije odločitvenega drevesa je več, v magistrskem delu pa je bila uporabljena metoda 
imenovana TDIDT. 
 
Ideja algoritma TDIDT (učenje drevesa od zgoraj navzdol) 
S pomočjo deljenja množice podatkov metoda odločitvenih dreves poišče najbolj »čiste« delitve 
originalne množice na podmnožice, ki maksimalno znižajo nečistočo porazdelitve ciljne spremenljivke.  
V vsakem vozlišču algoritem poišče pojasnjevalno spremenljivko, ki je najbolj informativna34 in njeno 
vrednost, pri kateri je razločevanje najbolj učinkovito. Postopek se rekurzivno ponavlja, dokler drevo 
ne izpolni zaustavitvenega pogoja. 
 
Zaustavitveni pogoji 
Velikost drevesa določa kompromis med predsodkom in varianco, zato moramo kontrolirati velikost 




Sprotno rezanje dreves: določeno je minimalno število učnih primerov v vozlišču. Če delitev povzroči 
zmanjšanje števila primerov v končnem vozlišču pod vnaprej določeno mejo, se delitev ne izvede. 
 
Naknadno rezanje dreves: parameter za sprotno rezanje postavimo na zelo nizko vrednost, potem pa po 
izgradnji drevesa za vsako notranje vozlišče preverimo, kaj se zgodi z napako drevesa, če to vozlišče 
pretvorimo v končno vozlišče. Če se le-ta ne poveča pri uporabi navzkrižne validacije, lahko to vozlišče 
pretvorimo v končno vozlišče. 
                                                          





Zaustavitveni pogoj je poleg rezanja drevesa lahko tudi nastavitev parametra kompleksnosti. 
Parameter kompleksnosti določa minimalno izboljšavo v natančnosti modela, ki jo mora delitev vozlišča 
doseči, da se delitev izvede. Po določenem času se zaradi te meje delitve ustavijo.  
 
Na učni množici podatkov smo izvedli metodo regresijskih odločitvenih dreves, pri čemer so bile 
uporabljene vgrajene nastavitve zaustavitvenih pogojev. 
 
Slika 19: Regresijsko odločitveno drevo 
Napaka drevesa 
Napaka drevesa je izražena s pomočjo tabele, ki prikazuje spreminjanje napake drevesa, ko izvajamo 








(rel error)    
Napaka ocenjena z uporabo 
navzkrižne validacije (xerror)      
1  0,3739587       0   1,00000  1,00135  
2  0,0233186       1    0,62604  0,63889  
3  0,0152590       2    0,60272  0,63310  
4  0,0102824       4    0,57220  0,62244  
5  0,0079437       5    0,56192  0,62078  
6  0,0070150       7    0,54603  0,61357  
7  0,0053824       8    0,53902  0,62392  
8  0,0050288      10    0,52825  0,62803 
9  0,0050000      11    0,52323  0,62918  
Tabela 22: Napaka regresijskega drevesa 
Razlaga stolpcev tabele 
Parametri iz četrtega stolpca se nanašajo na učno napako modela brez uporabe navzkrižne validacije, 
zato vrednosti tega stolpca v vsakem odločitvenem drevesu monotono padajo, saj se drevo vedno bolj 
prilagaja učni množici (preprileganje ni zaznano). Peti stolpec pa podaja oceno napake, s katero ocenimo 
natančnost modela pri uporabi navzkrižne validacije.  
 
Končna ocena za 𝑅2 regresijskega drevesa se izraža kot: 








Vrednost 𝑅2  je nekoliko višja kot pri uporabi logistične regresije. 
 














































































napovedi 7 7 66 4 161 3 4 1 2 7 41 2 
Tabela 23: Napoved pri uporabi regresijskega drevesa 
Izračunali smo tudi povprečno napovedano vrednost na testni množici podatkov, RMSE in standardni 
odklon v primeru dreves nista informativna, saj imamo le nekaj različnih napovedanih vrednosti. 
 
Povprečna napoved LGD 
24,20% 
Tabela 24: Povprečna napoved pri uporabi regresijskega drevesa 
Slabosti modela 
Oblika drevesa lahko variira ob ponovitvah izgradnje zaradi različnega zajema učnih in testnih 
podatkov.  
 
Po nekaterih delitvah učnih in testnih podatkov smo s postopkom gradnje drevesa, opisanim zgoraj, 
izgradili drevo, pri katerem je mogoče opaziti težavo časovne nekonsistentnosti. 
 
Razlaga 
Pri apliciranju modela na »zdrav portfelj« bi napoved LGD določenega posla v svojem življenjskem 
ciklu prešla več vozlišč, ker bi se postopno zniževal potencialen EAD, delež preostale izpostavljenosti 
itd., kar pomeni, da bi imel posel v svojem življenjskem ciklu več različnih vrednosti napovedanega 
LGD, ki po opaženem na nekaterih drevesih niso niti konstantno naraščajoče niti konstantno padajoče.  
Nenavadno oz. nemogoče bi bilo nadzornikom opazovane banke pojasniti, zakaj ima nek posel danes 
pripisano vrednost LGD enako 20%, čez eno leto bo imel 70%, še leto zatem pa 30%.   
V nadaljevanju smo poskušali izgraditi model, ki bi bil vedno časovno konsistenten. Obstajajo različni 
primeri nekonsistentnosti35, kljub temu pa smo se osredotočili le na časovno konsistentnost, ki je 
ključnega pomena za potrditev modela. 
 
Problem časovne konsistentnosti je dobro razviden na spodnji sliki. V tem primeru smo odločitveno 
drevo izgradili le z uporabo atributa EAD. S stopničasto funkcijo je označen povprečen LGD posla, ki 
pripada določenemu žepku EAD.  
Skozi življenjski cikel posojila izpostava konstantno pada, kar bi se po rezultatih iz spodnje slike izražalo 
v močnem nihanju napovedanega LGD od datuma podpisa pogodbe do datuma izteka pogodbe. 
                                                          






Slika 20: Časovna nekonsistentnost 
Skozi življenjski cikel posojila bi poslu pripisali štiri različne vrednosti LGD na podlagi gibanja višine 
izpostavljenosti posla, kar vnaša časovno nekonsistentnost.  
 
Uporaba zaustavitvenih pogojev za namenom zagotovitve časovne konsistentnosti 
Za potrebe časovne konsistentnosti ocen LGD se lahko odločimo za zaostritev/spremembo 
zaustavitvenih pogojev. Zaostritev zaustavitvenih pogojev znižuje natančnost modela, kar pa lahko 
deloma spregledamo, če to zmanjšanje natančnosti ni preveliko. 
Drevesom lahko pripišemo minimalno število opazovanj, ki jih mora imeti v vozlišču, če želi izvesti 
delitev vozlišča, prav tako pa lahko zaostrimo parameter kompleksnosti.  
Parameter kompleksnosti smo zniževali, dokler nismo dosegli časovno konsistentnega drevesa:  
 
Slika 21: Regresijsko odločitveno drevo z dodanimi omejitvami 
Za to drevo smo izračunali 𝑅2, zapisali napovedi modela na testni množici podatkov in izračunali 
povprečno napoved na tej isti množici. 
𝑅2  =  1 − “𝑥𝑒𝑟𝑟𝑜𝑟” = 1 –  0,64317 =  0,35683 
 
Napovedana vrednost LGD 0,0298 0,1311 0,3507 0,4209 0,7465 0,7761 
Število pojavitev napovedi 7 230 8 12 7 41 





Povprečna napoved LGD 
24,67% 
Tabela 26: Povprečna napoved- regresijsko drevo z omejitvami 
 
4.4.4 Logistična odločitvena drevesa 
Za konstrukcijo logističnega drevesa smo uporabili enak postopek, kot je opisan zgoraj za gradnjo 
regresijskega odločitvenega drevesa. 
 
Slika 22: Logistično odločitveno drevo 
𝑅2  =  1 − “𝑥𝑒𝑟𝑟𝑜𝑟” = 1 –  0,62205 =  0,37795 
 
𝑅2 , pridobljen iz navzkrižne validacije učnih podatkov, je relativno visok, vendar pa iz naslednje slike 
vidimo, da se model zelo slabo obnese na testni množici podatkov. 
 





Na podlagi ROC/AUC bi lahko sklepali, da je prišlo do podprileganja, vendar napaka iz navzkrižne 






Napovedano Ena 37 22 
Nič 47 199 
Tabela 27: Kontingenčna tablela pri uporabi logističnega drevesa 
 
Indikatorji kvalitete modela: 
Accuracy Kappa 
0,7738 0,3756 
Tabela 28: Indikatorji kvalitete pri uporabi logističnega drevesa 
Na podlagi primerjave kakovosti modela s prejšnjimi modeli lahko sklepamo, da metoda logistično 
odločitveno drevo ni najboljša izbira metode za modeliranje LGD. 
 
4.4.5 Regresijski naključni gozdovi 
Metoda naključnih gozdov je neparametrična metoda strojnega učenja, ki je izgrajena kot ansambel 
napovednih modelov (dreves). Osnovna ideja uporabe ansamblov modelov je zmanjšanje variance in 
vpliv na predsodek. Metoda naključni gozdovi spada v razred homogenih ansamblov, saj so vse 
sestavine ansambla izgrajene z istim učnim algoritmom in enakimi nastavitvami algoritma.   
Naključni gozdovi so kombinacija metod »bagging« in »naključni podprostori«. Značilnost metode 
bagging (angl. bootstrap aggregating) je vzorčenje učnih primerov, torej vzorčenje učne podatkovne 
množice, medtem ko pri naključnih podprostorih vzorčimo neodvisne spremenljivke36. Pri uporabi 
metode naključni gozdovi torej vzorčimo primere učne množice in neodvisne spremenljivke.  
Sestavna drevesa v gozdu niso niti sproti niti naknadno rezana.  
Model ima dva vhodna parametra, ki ju je potrebno določiti, in sicer število sestavin ansambla in 
velikost vzorca neodvisnih spremenljivk, medtem ko je število primerov učne množice samodejno 
določeno vnaprej, mogoče pa ga je spremeniti. 
Metoda naključni gozdovi je vodilna metoda strojnega učenja, če upoštevamo napovedno moč modela. 
Ker sodi med težje razložljive metode strojnega učenja in v svetu bančništva ni poznana, smo metodo 
naključnih gozdov preskusili le za merilo ostalim metodam. Trenutno slovensko bančništvo še ni 
pripravljeno sprejeti metod te zahtevnosti, saj so težje razložljive in obvladljive, kar je v konfliktu s 
pomembnejšim interesom stabilnosti in interpretativnosti. 
 
S pomočjo naključnega gozda, sestavljenega iz 500 dreves (vsako od njih je izgrajeno na podlagi treh 
atributov) smo konstruirali model za ocenjevanje LGD. 
 
Spodaj priložena slika prikazuje doprinos posamezne spremenljivke k natančnosti modela regresijskega 
naključnega gozda; z drugimi besedami označuje pomembnost spremenljivke v modelu.  
 
Opomba: Pomembnost spremenljivke v modelu pada od vrha proti dnu. 
                                                          







Slika 24: Informacijska moč spremenljivk 
Indikatorji kvalitete modela na učni podatkovni množici: 
RMSE 𝑅2 
0,3079 0,3719  
Tabela 29: Indikatorji kvalitete regresijskega naključnega gozda 
𝑅2je pri uporabi naključnih gozdov najvišji od vseh uporabljenih metod.  Zdi se, da je ta vrednost skoraj 
limitna vrednost pri modeliranju LGD na izbrani banki na dani množici podatkov. Iz tega sledi, da je 
tudi koren povprečne kvadratične napake pri uporabi regresijskega naključnega gozda najnižji. 
 
Slika 25: Porazdelitev napovedanih LGD pri uporabi regresijkega naključnega drevesa 
Porazdelitev napovedanega LGD na učni množici podatkov je bimodalna, vendar vrhova nista dosežena 
ob skrajnih vrednostih (0% in 100%). 
V spodnji tabeli so zapisane povprečna napovedana vrednost LGD na testni množici, standardni odklon 





Povprečna napoved LGD Standardni odklon napovedi LGD RMSE napovedanih 
LGD 
26,51% 0,1898 0,3141787 
Slika 26: Napoved pri uporabi regresijskega naključnega gozda 
 
4.4.6 Logistični naključni gozdovi 
S pomočjo enakih nastavitev kot pri regresijskem naključnem gozdu smo konstruirali logistični 
naključni gozd za ocenjevanje LGD. 
 
Spodaj je zapisana ocena kvalitete modela, pridobljena s pomočjo navzkrižne validacije na podmnožici 
učnih podatkov. 
 
Indikatorji kvalitete modela: 
Accuracy Kappa 
0,8262 0,5242 
Tabela 30: Indikatorji kvalitete pri uporabi logističnega naključnega gozda 
Logistični naključni gozd ima višjo stopnjo zanesljivosti in višjo vrednost notranje stopnje strinjanja kot 
logistična regresija ali logistična odločitvena drevesa. Tudi pri klasifikacijskem problemu se naključni 





Napovedano Ena 46 15 
Nič 38 206 
Tabela 31: Kontingenčna tabela pri uporabi logističnega naključnega gozda 
Na spodnji sliki je prikazana porazdelitev LGD pri uporabi logističnega naključnega gozda. 
 
Slika 27: Porazdelitev napovedanih LGD pri uporabi logističnega naključnega gozda 






V spodnji tabeli so zapisane povprečna napovedana vrednost LGD na testni množici, standardni odklon 
napovedi in RMSE: 
 
Povprečna napoved LGD Standardni odklon napovedi LGD RMSE napovedanih LGD 
27,10% 0,2476 0,3077374 
Tabela 32: Napoved pri uporabi logističnega naključnega gozda 
 
Slika 28: ROC in AUC pri uporabi logističnega naključnega gozda 
AUC ima najvišjo vrednost ravno pri uporabi logističnega naključnega gozda. 
Metoda logističnih naključnih gozdov se izkaže kot metoda z najvišjo napovedno močjo. 
 
4.5 Nadaljnji poskusi modeliranja LGD 
Kot nadaljevanje prejšnjih podpoglavij se porajajo številne metode, ki bi jih še lahko, a smo jih v delu 
izpustili.  
Seznam metod, ki bi jih še lahko uporabili: 
 metoda najbližjih sosedov (KNN), s katero bi poiskali med seboj »podobne« posle, ki 
bi jim določili neko vrednost LGD; 
 metoda podpornih vektorjev, ki se ukvarja z geometričnim reševanjem klasifikacijskih 
problemov strojnega učenja; 
 nevronske mreže - neparametrična metoda z visoko napovedmo močjo, katere 
rezultate je težko interpretirati; 
 boosting – metoda, ki je nekoliko podobna »bagging«-u, vendar pri tej metodi ni 
vzorčenja primerov; značilno je spreminjanje uteži primerov (najpogosteje uporabljan 
model: AdaBoost); 
 drugi homogeni in heterogeni ansambli. 
 
V okviru modeliranja LGD na izbrani banki preizkus drugih metod ni bil smiseln, bi bilo pa zanimivo 







5 Oblikovanje rezervacij za stanovanjska posojila 
5.1 Splošno o rezervacijah    
Rezervacije so sredstva, ki se oblikujejo za sedanje obveze, ki izhajajo iz obvezujočih preteklih 
dogodkov in se bodo po predvidevanjih poravnale v obdobju, ki ni z gotovostjo določeno, ter katerih 
zneske za njihovo poravnavo je mogoče zanesljivo oceniti. Obravnavati jih je mogoče kot dolgove v 
širšem pomenu, ker se razlikujejo od kapitala kot obveznosti do lastnikov [20].  
Z nastopom IFRS 9 se je pojavila zahteva po izboljšanem procesu oblikovanja rezervacij, ki temelji na 
statističnih analizah procesov izterjave in hkrati zadošča predpisom regulatorjev.  
 
Na izbrani banki se rezervacije oblikujejo na dva načina: 
 individualno37, 
 v okviru Homogenih skupin38. 
 
Proces izterjave in oblikovanja rezervacij pri individualnem pristopu je dogovorjen med dolžniki in 
oddelkom za izterjavo individualno in ni vnaprej določen.  
Drug način oblikovanja rezervacij je v okviru homogenih skupin. Homogena skupina je skupek poslov 
s podobnimi karakteristikami, za katere je predviden podoben proces izterjave, zaradi česar se znotraj 
določene homogene skupine rezervacije za vse posle oblikujejo na enak način. V primeru izbrane banke 
so skupne karakteristike poslov vezane na namen najetja posojila, ročnost posojila in tip komitenta.  
Stanovanjska posojila so načeloma dolgoročna posojila, najemojemalci so fizične osebe, najem posojila 
pa je razviden iz imena. Stanovanjska posojila tvorijo svojo homogeno skupino, znotraj katere ni 
razlikovanja med posli v smislu oblikovanja rezervacij. 
Za kalibracijo HG smo uporabili zgodovino zaprtih stanovanjskih posojil z datumom dogodka neplačila 
po 1. 1. 201039. 
5.2 Postopek  kalibracije HG stanovanjskih posojil 
Za potrebe izračuna rezervacij je potrebno določiti stopnjo pokritosti poslov40. Stopnja pokritosti posla 
je odstotek trenutne izpostave posla, ki jo banka oblikuje v procesu oblikovanja rezervacij posla in je 
enaka odstotku pričakovane nepoplačane trenutne izpostave posla. Izračunana je na podlagi 
diskontiranih pričakovanih denarnih tokov, kar jo razlikuje od stopnje izgube41, ki je izračunana na 
podlagi nediskontiranih pričakovanih denarnih tokovih.  
Izračun stopnje pokritosti posla smo v okviru kalibriranja HG razdelili na tri dele: 
 ocena pričakovane preostale izterjave, 
 ocena pričakovane preostale izpostave, 
 ocena pričakovane preostale stopnje ozdravitve. 
 
Stopnje pokritosti posla po mesecih od dogodka neplačila smo definirali z naslednjo formulo: 
 
𝐶𝑅𝑖 = (1 −
𝑅𝑅𝑖
𝑅𝐸𝑖
) ∗ (1 − 𝑅𝐶𝑅𝑖),  
kjer so: 
𝑖 ... »𝑖«-ti mesec od dogodka neplačila, 
𝐶𝑅𝑖 ... stopnja pokritosti v »𝑖«-tem mesecu od dogodku neplačila, 
𝑅𝑅𝑖... pričakovana preostala izterjava v »𝑖«-tem mesecu od dogodku neplačila, 
𝑅𝐸𝑖 ... pričakovana preostala izpostava v »𝑖«-tem mesecu od dogodku neplačila, 
𝑅𝐶𝑅𝑖 ... pričakovana preostala stopnja ozdravitve v »𝑖«-tem mesecu od dogodku neplačila. 
                                                          
37 Posli z EAD višjim od vnaprej določene meje (300.000€). 
38 V nadaljevanju označeno HG. 
39 Nabor pojasnjen v podpoglavju 3.4.1 
40 V nadaljevanju označeno s CR. 





Maksimalno obdobje izterjave za zavarovane posle, kamor spadajo stanovanjska posojila, je bilo s strani 
regulatornih organov omejeno na 7 let, kar znaša 84 mesecev. Na podlagi internih analiz izterjave 
stanovanjskih posojil omenjene banke je bilo moč opaziti, da je proces izterjave lahko tudi daljši od 
sedmih let, saj so bili v nekaterih primerih denarni tokovi izterjani tudi kasneje kot 84 mesecev po 
dogodku neplačila, zato smo proces izračunavanja pokritosti, ki je komplementaren izterjavi, omejili na 
7 let oziroma 84 mesecev. 
Z izračunom stopnje pokritosti za vseh 84 mesecev pričakovane izterjave in povezavo točk, ki 
predstavljajo stopnje pokritosti za vsak mesec, smo skonstruirali krivuljo stopnje pokritosti.  
 
5.2.1 Stopnja pokritosti in stopnja izgube na dan dogodka neplačila 
Stopnja pokritosti posla na dan dogodka neplačila mora biti v skladu z IFRS 9 enaka LGD tega posla. 
Za kalibracijo HG smo uporabili le zaprta posojila z datumom dogodka neplačila po 1. 1. 2010, kar je 
podmnožica podatkov, ki smo jih uporabili pri izračunu LGD. Iz tega sledi, da CR1, torej stopnja 
pokritosti v mesecu dogodka neplačila ne sovpada z LGD stanovanjskih posojil, zato smo CR1 ročno 
nastavili na 30%42. 
 
Vhodni podatek programskega orodja, ki se uporablja za vsakomesečne izračune rezervacij, je stopnja 
izgube, zato je bilo potrebno stopnje pokritosti ustrezno transformirati v stopnje izgube. Zaradi 
pomanjkljivih zgodovinskih podatkov o diskontnih stopnjah smo za ta postopek uporabili približek, za 
katerega menimo, da dovolj dobro aproksimira dejansko razmerje med omenjenima stopnjama. 
Od leta 2010 je bila stopnja izgube v mesecu dogodka neplačila nastavljena na 25%. Stopnje pokritosti 
na dan dogodka neplačila variirajo zaradi uporabe različnih diskontnih stopenj in drugih dejavnikov, ki 
jih zgodovinsko ni bilo mogoče določiti. Odločili smo se za izračun povprečnega zgodovinskega 
razmerja med stopnjo izgube in stopnjo pokritosti. 
 






r … zgodovinsko razmerje med stopnjo izgube in stopnjo pokritosti, 
𝐶𝑅1
𝑡𝑜𝑜𝑙 ... zgodovinska povprečna stopnja pokritosti na dan dogodka neplačila, 
𝐿𝑅1




𝑡𝑜𝑜𝑙 smo izračunali z uporabo 12 zgodovinskih mesečnih presekov dogodkov neplačil na naslednji 
način: 
𝐶𝑅1
𝑡𝑜𝑜𝑙 =  
1
|𝐴|
∗  ∑ 𝐶𝑅1,𝑘
𝑡𝑜𝑜𝑙
𝑘 ∈𝐴 ,  
kjer so: 
𝐴 … množica novih dogodkov neplačila v 12 zgodovinskih mesečnih presekih, 
|𝐴| … število novih dogodkov neplačila v 12 zgodovinskih mesečnih presekih, 
𝐶𝑅1,𝑘
𝑡𝑜𝑜𝑙… stopnja pokritosti na dan dogodka neplačila posla, ki pripada  množici A. 
 
Stopnje izgube smo na podlagi zgornjih izračunov definirali kot produkt zgodovinskega razmerja in 
stopnje pokritosti. 
𝐿𝑅𝑖 =  𝐶𝑅𝑖




𝐿𝑅𝑖 =  𝐿𝑅1 + (1 − 𝐿𝑅1) ∗  
𝐶𝑅𝑖− 𝐶𝑅1
𝐶𝑅𝑀− 𝐶𝑅1
, 𝑧𝑎  𝑖 = 2, … , 𝑀,  
kjer sta: 
M … maksimalna dolžina izterjave določena za homogeno skupino (84 mesecev), 
𝐿𝑅𝑖 … stopnja izgube v mesecu »𝑖«. 
                                                          














V postopku zbiranja podatkov so bile ugotovljene določene pomanjkljivosti, zaradi katerih smo na 
izračunan 𝐿𝑅𝑖dodali 5% varnostnega pribitka43. Tako dobljene vrednosti smo poimenovali 
konservativne stopnje izgube. 𝐿𝑅𝑀
∗   je zaradi pribitka dosegel vrednost 105% namesto 100%. S 
postopkom, opisanim v poglavju 5.3, smo vrednosti prilagodili tako, da stopnja izgube ne preseže 100%. 
 
5.2.2 Pričakovana preostala izterjava 
Postopek konstrukcije krivulje pričakovane preostale izterjave je opisan v podpoglavju 3.4.1. Vsaka 
točka krivulje pričakovane preostale izterjave predstavlja pričakovano preostalo izterjavo kot odstotek 
izpostave ob dogodku neplačila (EAD). Stopnja pokritosti posla za vsak mesec predstavlja pričakovano 
izgubo kot odstotek trenutne izpostave, zaradi česar se je pojavila potreba po konstrukciji krivulje 
pričakovane preostale izpostave.    
 
5.2.3 Pričakovana preostala izpostava (RE) 
Vse zaprte posle z datumom dogodka neplačila po 1. 1. 2010 smo razdelili v časovne žepke glede na 
dolžino izterjave, merjene v mesecih. Za vsak žepek smo izvedli naslednji postopek: 
 
 izračun vsote vseh že prejetih denarnih tokov s strani poslov, ki so v določenem žepku še v 
procesu izterjave (niso še zaključeni); 
 izračun vsote EAD poslov, ki so v določenem žepku še v procesu izterjave (niso še zaključeni); 




, 𝑧𝑎 𝑖 = 1, … , 𝑀, 
kjer so: 
REi … pričakovana preostala izpostava v »𝑖«-tem mesecu po dogodku neplačila; 
𝐸𝐴𝐷𝑖 … vsota EAD poslov, ki so v »𝑖«-tem mesecu še v procesu izterjave; 
𝑅𝐸𝐶𝑖 … vsota vseh že prejetih denarnih tokov s strani poslov, ki so v »𝑖«-tem mesecu še v procesu 
izterjave. 
 



















Slika 29: Ilustracija poslov za pričakovana preostalo izpostavo 
                                                          
43 Vrednosti s pribitkom so označene z 𝐿𝑅𝑖
∗. 











Trenutek »x« po 
dogodku neplačila 












Slika 30: Pričakovana preostala izpostava 
5.2.4 Pričakovana preostala stopnja ozdravitve (RCR) 
V procesu izterjave posla lahko pride do ozdravitve (podpoglavje 3.1.3). Možnost tega dogodka je 
potrebno vključiti v proces oblikovanja stopnje izgube, če želimo natančno oceniti stopnje izgube. 
Pričakovano preostalo stopnjo ozdravitve smo konstruirali s pomočjo naslednjega postopka, kjer smo 
za vsak časovni žepek izvedli naslednji postopek: 
 izračun vsote EAD poslov, ki so v določenem žepku še v procesu izterjave (= 𝐴𝑖); 
 izračun vsote EAD poslov, ki so v določenem žepku še v procesu izterjave in so bili ozdravljeni 
do konca 24. meseca izterjave (=  𝐵𝑖); 
 izračun pričakovane preostale stopnje ozdravitve: 𝑅𝐶𝑅𝑖 =  
𝐵𝑖
𝐴𝑖
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Slika 31: Ilustracija zajema poslov za RCR 
                                                          
44 Tudi po 24. mesecu izterjave je ozdravitev posla mogoča. Ker smo želeli biti konservativni, smo se omejili na 












































































Spodnja tabela prikazuje pričakovane preostale stopnje ozdravitve za vsak mesec do konca drugega leta 
izterjave: 
 
Število mesecev od dogodka neplačila 
do ozdravitve RCR 
  Število mesecev od dogodka neplačila 
do ozdravitve RCR 
1 41,25%   13 10,78% 
2 36,63%   14 8,71% 
3 31,50%   15 6,46% 
4 29,63%   16 6,24% 
5 26,48%   17 5,03% 
6 24,79%   18 4,45% 
7 20,93%   19 3,82% 
8 18,54%   20 3,37% 
9 16,59%   21 2,66% 
10 15,71%   22 2,19% 
11 13,40%   23 1,35% 
12 12,86%   24 1,36% 
Tabela 33: Pričakovana preostala stopnja ozdravitve 
5.3 Izračun končnih parametrov za uporabo 
Konservativno krivuljo stopnje izgube smo aproksimirali z daljicami. Število daljic, ki aproksimirajo 
krivuljo in njihova pozicija sta bili določeni s strani vodstva divizije tveganj izbrane banke. Zadnja 
daljica je bila prilagojena tako, da se zaključi pri 100% namesto 105%. Pri HG stanovanjskih posojil je 
bilo določeno, da bosta uporabljeni dve daljici, pri čemer bo pri drugi daljici nekoliko znižan naklon, 
tako da bo desno krajišče pri 100%. 
 



















∗ (𝑖 − 𝐵), 𝑧𝑎 𝑖 = 𝐵 + 1, … , 𝑀,   
kjer je: 




















Krivulja stopnje pokritosti  
 
 
Slika 32: Krivulja stopnje pokritosti 
Krivulja stopnje izgube  
 
 


































































Krivulja stopnje pokritosti z vključitvijo in brez vključitve stopnje ozdravitve


































































Loss rate Loss rate + 5% Add on






Upravljanje tveganj je ena od temeljnih nalog finančnih institucij, saj zagotavlja stabilnost; napredno 
ocenjevanje tveganj pa omogoča učinkovitost alokacije sredstev. S krepitvijo bančne regulacije se je 
močno spremenilo upravljanje kreditnega tveganja preko ocene pričakovane in nepričakovane izgube,  
s tem pa so se spremenile tudi kapitalske zahteve banke. 
Z učinkovitimi ocenami ključnih parametrov tveganja lahko banka doseže alokacijo sredstev, ki je bližje 
optimalni ravni, saj je z boljšimi statističnimi tehnikami mogoče prepoznati vzorce v podatkih in oceno 
temu prilagoditi.  
Konstrukcija rešitve, ki je opisana v poglavju številka tri, je bila potrjena s strani revizije in kot takšna 
ustreza standardu IFRS 9, vendar obstajajo boljše rešitve, ki so opisane v poglavju številka štiri. 
Implementacija ene izmed omenjenih metod strojnega učenja za potrebe ocenjevanja izgube ob dogodku 
neplačila je načrtovana v bližnji prihodnosti, saj se nahajamo v obdobju gospodarske ekspanzije, ko je 
poleg povečanja obsega naložb pomembna tudi optimalna pokritost za potrebe pokrivanja izgub, saj 
prekomerna pokritost, predvsem pa neprimerna razporeditev pokritosti znižujeta dobiček banke. 
Metode strojnega učenja so nastopile v uporabo šele v zadnjih nekaj letih, zato so v praktični rabi 
pogosto spregledane. Trend delovanja institucij, ki imajo na voljo velike količine podatkov, je, da s 
pomočjo naprednih statističnih metod in programskih orodij te podatke čim bolje povežejo, poiščejo 
vzorce in povezave med njimi, saj lahko le tako učinkovito in z visoko stopnjo zanesljivosti napovejo 
določen pojav kot posledico delnih učinkov drugih pojavov.  
Bančni sektor je v Sloveniji glede uporabe strojnega učenja še precej zadržan, saj so ocene, pridobljene 
na tak način, kompleksne, težje razumljive in težje razložljive. S časom bo uporaba strojnega učenja 
tudi v bančništvu postala bolj zanesljiva, saj bo točnost podatkov z digitalizacijo rasla, uporaba strojnega 
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