The performance of many learning and data mining algorithms depends critically on suitable metrics to assess efficiency over the input space. Learning a suitable metric from examples may, therefore, be the key to successful application of these algorithms. We have demonstrated that the k-nearest neighbor (kNN) classification can be significantly improved by learning a distance metric from labeled examples. The clustering ensemble is used to define the distance between points in respect to how they co-cluster. This distance is then used within the framework of the kNN algorithm to define a classifier named ensemble clustering kNN classifier (EC-kNN). In many instances in our experiments we achieved highest accuracy while SVM failed to perform as well. In this study, we compare the performance of a two-class classifier using EC-kNN with different one-class and two-class classifiers. The comparison was applied to seven different plant microRNA species considering eight feature selection methods. In this study, the averaged results show that EC-kNN outperforms all other methods employed here and previously published results for the same data. In conclusion, this study shows that the chosen classifier shows high performance when the distance metric is carefully chosen.
Introduction
MicroRNAs represent a recently discovered class of non-coding RNAs that play key roles in the post-transcriptional regulation of gene expression in animals and other species. Mature miRNAs are ~22 nucleotides in length and are harbored within pre-miRNAs which in turn are excised from primary microRNAs (pri-miRNAs). For plants, the latter are highly heterogeneous in length [1] .
A number of computational prediction tools have been developed to detect miRNAs and their targets based on the parameterization of pre-miRNAs and target duplex structures [2] [3] [4] . Most of these approaches are using two-class machine learning algorithms (TCC) and depend on a negative class artificially created using randomly generated or selected sequences.
investigated before, but mostly for TCC [11] [12] [13] , while only little has been done for OCC [14] [15] [16] . In this study, we used the same feature selection approaches from the study of Khalifa and colleagues [17] and compared their effectiveness with our new EC-kNN classifier. Different selection approaches provide different set of features that we consider in current study.
The performance of many machine learning algorithms depends critically on being given a good metric representing the complete input space. Moreover, in many cases the geometric distance does not reflect the actual similarity between points. The following example illustrates this situation ( Figure 1 ). Considering the dataset in Figure 1a with two labelled points a classifier using the Euclidean distance metric would perform rather poor and many points belonging to the magenta class would be classified to be red as shown in Figure 1b . It is important to note that in this case the problem is not in selecting the labelled points and any other two points will bring to us to a poor result because the geometric distance does not reflect the actual similarity between the points as shown in this example. On the other hand, we can see that points with the same cluster may share some common features even though their geometric distance is large. As a result, in this research we decided to measure the similarity between the points according to the clustering results. Returning to the example in Figure 1a , we can see that it worked very well ( Figure 1c ).
(a) (b) (c) Figure 1 . Example of Euclidean distance and Clustering based distance methods to differentiate the points into clusters.
As a result, we conclude that learning a "good" metric from examples may therefore be the key for a successful application of these algorithms. For instance, many researchers have demonstrated that k-nearest neighbor (kNN) [18] classification can be significantly improved by learning a distance metric from labeled examples. Especially, in the field of bioinformatics many researches have used the kNN classifier based on Euclidean distance that may not reflect the actual similarity between the data samples. To this end, we her propose the use of the EC-kNN classifier [19] which offers a novel way of computing the metric for the kNN algorithm.
Khalifa and colleagues [17] showed that feature selection is essential for OCC and a difference of about 30% accuracy can be observed, the maximum difference for TCC is ~10%. conclude that feature selection is essential for OCC, but it does not affect TCC as much.
In this study we consider all the data used in study and apply our ECkNN method. The results clearly show that EC-kNN outperformed the two-class SVM and also outperformed results from other published studies on the same data.
This paper is organized as follows: Related work and previous methods are discussed in Section 2. The distance metric using ensemble clustering is described in Section 3.
Experimental results are presented in Section 4. Finally, our conclusions are presented in Section 5.
Related work

Motif extraction
Here a sequence motif is a short stretch of nucleotides that is widespread among plant hairpins. Motif discovery in turn is the process of finding short sequences within a larger sequence; here we are searching for sequence motifs among plant precursor sequences. The distribution of the length of animal miRNA precursors is in the range of 45-215 nt with mean about 87 nt, while precursors from plants show large heterogeneity, lying in the range of 55-930 nt with a mean of ~146 nt [20] . The MEME (Multiple EM for Motif Elicitation) [21] suite web server is used in our study to discover sequence motifs from our input data which consist of plant pre-microRNA (positive sequences) and plant pseudo hairpins (negative sequences). The MEME algorithm for motif discovery is based on [22] which works by searching for repeated, ungapped sequence motifs that occur in the DNA or protein sequences. MEME provides the results as regular expressions like in the following example:
Nucleotides within brackets represent alternatives for the given position in the sequence; without brackets, only the given nucleotide occurs abundantly within all collected sequences representing the motif.
2.2
Sequence-based and motif features for plant pre-miRNA parameterization
Simple sequence-based features have been described and used for ab initio pre-miRNA detection in numerous studies. These simple features, also called words, k-mers, or n-grams, describe a short sequence of nucleotides of length k or n. For example a 1-gram over the alphabet {A,T,C,G} can produce the words A,T,C,G; while a 2-gram over {A,U,C,G} can generate: AA, AC, AG, AU, CA, CC, CG, CU, GA, GC, GG, GU, UA, UC, UG, and UU. Higher n have also been used [23] but selectively for interesting 3-grams.
Motif features are different from n-grams in that they are not exact and allow some degree of error tolerance. In this study motifs are represented as regular expressions (see above). Regular expressions are widespread in approximate pattern matching and many programs allow searching with regular expressions (e.g.: most Linux tools such as grep). Here we use PatMatch [24] to analyze whether a pattern is within a hairpin (1) or not (0). The hairpin is analyzed using the following algorithm:
Let w be the length of the given motif Let max be 0 For i:0 to len(sequence)-w+1 Align w sized window with i th position of sequence Let ls be the calculated match score updateMax(ls,max) Report max and return corresponding motif Different studies have used this representation such as [25] , [26] . Moreover, MEME provides the sequence profile additionally to the regular expression that can be consider for representation.
One class classification
For one-class classification the DDtools [27] implementation of an OCC was utilized. 100 fold Monte Carlo cross validation [28] was performed using randomly sampled 90% of the positive data for training and 10% for testing. Moreover, the pseudo negative sequences were injected as unknown class during testing. We employed k-means in this study as previously described [29] since it performed well in respect to OCC although it is a clustering algorithm.
Kmeans is a well-known clustering algorithm which can partition data into k clusters. Using OC-kMeans we divide the data into k clusters. For an unknown sample z the distance d(z) to all clusters is calculated. Generally, the class is assigned by returning the label of the closest cluster. In this case, learned clusters are from the target class and thus if the unknown example is closer to the clusters than a threshold, they are assigned the target class or otherwise receive the label 'unknown'.
Two class classification
Support Vector Machines (SVMs) are used in machine learning and were first proposed by [30] . SVMs have been used in bioinformatics [31] [32] [33] [34] [35] and in the field of pre-miRNA detection. Here, the WEKA library [36] SVM implementation, which is based on LibSVM [37] , was utilized. The radial basis function was set to a gamma value of 0.7 and the cost parameter was chosen to be 4.0 and the normalization option was set to true. Any machine learning algorithm needs initial training and we performed a 100 fold Monte Carlo cross validation [28] during learning, by employing random sampling using 90% of the data for training and 10% for testing.
Feature selection strategies
Feature selection has been shown to be an NP-hard problem and, therefore, other approximate feature selection strategies have been developed. In machine learning for pre-miRNAs more than 1000 features have been proposed which makes feature selection especially hard [38] . To investigate the impact of feature selection on model performance for OCC and TCC, four negative and four positive feature selection methods were designed. Previously Sacar and Allmer [38] found that a set of 50 to 100 features may be sufficient for successful pre-miRNA detection. Using more than 50 features increases the likelihood that the feature set contains some features which may conceal differences among feature selection methods. Therefore, a feature set size of 50 was selected for model training in this study. Previously, Yousef et al. [29] performed feature selection for OCC using similar feature selection methods as we consider here. It is also important to compare the impact of OCC and TCC. We have considered the eight feature selection methods that were used in the study by [17] . Briefly, the methods are: selecting features with low information gain (LIG), random feature selection (RFS), selecting random features from feature clusters (RFC), and selecting features from clusters (SFC). The latter were selecting features with high information gain (HIG), selecting the highest information gain from feature clusters (HIC), zero-norm feature selection (ZNF), and Pearson correlation-based feature selection (PCF).
All feature selection methods except for the last two were performed using KNIME [39] . The workflows for the eight feature selection methods, developed in KNIME, are available for download from the following website: http://bioinformatics.iyte.edu.tr/supplements/featsel. For more detailed information see [17] .
k nearest neighbor using ensemble clustering
Classification can be significantly improved by learning a distance metric from labeled examples. However, like any classifier, kNN has some drawbacks. One of its main drawbacks is that most implementations of kNN use only the geometric distance to measure the similarity and the dissimilarity between the objects without using any statistical regularity in the data.
In this study, we used clustering for defining a better metric rather than using only the geometric distance to measure the similarity and the dissimilarity between the objects. As there is no optimal clustering algorithm with optimal parameter values, several clustering runs were performed yielding an ensemble of clustering results. The distance between points was defined by how many times the points were not clustered together. This distance is then used within the framework of the kNN algorithm (EC-kNN). Applying this method solved the distance definition problem. Moreover, points that are always clustered together in the same cluster (distance= 0) are defined as members of an equivalence class. As a result, the algorithm now runs on equivalence classes instead of single points. In our experiments the number of equivalence classes is usually less than one tenth to one fourth of the number of points. This equivalence class representation is in effect a novel data reduction technique which can have a wide range of applications. It is complementary to other data reduction methods such as feature selection and methods for dimensionality reduction such as the wellknown principal component analysis (PCA). In the following a more formalized description of the algorithm as pseudocode: For a given dataset the well-known k-means clustering algorithm was run with k = 2 .. 30. The results are stored in the clusters matrix C. The equivalence relation was employed to build the equivalence matrix C'. The new space is usually smaller than the original space. Our algorithm assumes that points belonging to the same equivalence class have the same label.
At the first stage a training set of size 80% of the labelled dataset is randomly drawn. Then the kNN algorithms with k = 3 is applied on the test part. The results are averaged over 100 different runs on each dataset.
Application
Data
Positive examples for pre-miRNAs from selected plant species were downloaded from miRBase [40] (Releases 20 and 21). Glycine max (gma), Zea mays (zma), Sorghum bicolor (sbi), Physcomitrella patens (ppt), Arabidopsis thaliana (ath), Populus trichocarpa (ptc), and Oryza sativa (osa) make up the positive dataset. Negative examples for miRNAs consisted of 980 pseudo pre-miRNAs from the PlantMiRNAPred dataset [35] . For these data, all premiRNA features were calculated as described previously [7] , [38] , [41] and also repeated in the next sections. 
Evaluation methods
Positive data from miRBase and negative data from PlantMiRNAPred were used to evaluate the models derived via training algorithm. We calculated that the performance of the classifier with the known sensitivity (SE) and specificity (SP) and accuracy (ACC) statistics as follows (TP refers to 
Results
We present the results from a previous study in Table 2 in order to serve as a foundation for the following comparisons with our new suggested method using ensemble clustering with knearest neighbor (EC-kNN). We compare the performance of EC-kNN to the other methods. For more information see Xuan, Guo, Liu, et al. 2011 [35] and Khalifa et al. 2016 [17] . In order to evaluate the performance of EC-kNN we ran experiments on several datasets from previous research; Table 2 shows that the tools PlantMiRNAPred and MotifmiRNAPred are very close in terms of average performance while they are much better compared to the other listed tools. Table 3 and Table 5 are representative examples of tables for each feature selection method over the seven miRNA plant species. See the supplementary file that contains all result tables. The OCC k-Means and SVM columns are taken from the study of Khalifa and colleagues [17] . The EC-kNN columns are new data generated using EC-kNN classifier. Table 4 and Table 6 shows the average performance of each feature selection method over the seven plant miRNA species for OCC, SVM and EC-kNN classifiers. The right side of Table 4 and Table 6 is the visualization of the results including bars represent the standard deviation over the 100 iteration for each experiments. Table 4 shows that in most cases EC-kNN is better than SVM except the LIG_ath results. If we examine individual results, EC-kNN accuracy is better than SVM with more than 12% in most cases. In Table 4 , the first column is the name of the feature selection method. OCC is for one-class classification results, SVM is for two-class SVM while the last column is for our new suggested method EC-kNN. The graph is a visualization of table 4 with standard deviation bar. Similarly, to Table 4 , Table 5 shows that in most cases EC-kNN is better than SVM except the LIG_comb_ath results. If we examine individual results, EC-kNN accuracy is better than SVM with more than 10% in most cases.
In Table 6 , the first column is the name of the combined feature selection method. OCC is for one-class results, SVM is for two-class SVM, while the last column is for our new suggested method EC-kNN. The graph is a visualization of table 6 with standard deviation bar.
The results clearly show that EC-kNN is superior comparing with the other classification methods. On average, EC-KNN is better than SVM in the individual feature selection method of about 4% while with about 2% in the combined method. But clearly it is much better than the OCC method in 14% and more. 
Conclusions
In this work, we have presented a new unsupervised distance metric learning based on ensemble clustering and use it within the kNN classifier. Each data point is characterized by the identity of the clusters that it belongs to in several clustering runs. The distance metric is defined as the Hamming distance between these clustering results.
This new distance has two important contributions. The first contribution is that this distance is more meaningful than the Euclidean distance between points resulting in a better kNN classifier. The second and more general contribution results from the observation that all points which always belong to the same cluster form an equivalence relation. Thus, the algorithm only has to consider one member of each equivalence class. This reduces the complexity of the algorithm considerably (by at least two orders of magnitude in our case). Our algorithm however is only a private case of a more general concept, the concept of data reduction
The performance of many learning and data mining algorithms depends critically on giving them a good metric over the input space. Learning a "good" metric from examples may therefore be the key of a successful application of these algorithms. We have demonstrated that k-nearest neighbor classification can be significantly improved by learning a distance metric from labeled examples. The ensemble of clustering is used to define the distance between points as many times the points were not clustered together. This distance is then used within the framework of the kNN algorithm to define the classifier named EC-kNN. For a large part of the experiments we performed, we succeeded to get full accuracy while the SVM failed to reach that (See Supplementary File). This concept is orthogonal to other methods of data reduction such as feature selection or PCA which reduce the size of the representation of the data points but not their number.
In conclusion, this study shows that a simple classifier can reach very good results when that the distance metric is wisely and carefully chosen.
