This paper presents the rate 3/4 (triple-binary) memory 3 recursive and systematic convolutional encoders with a single shift register (TBEm3) implemented in the observer canonical form with the best frame error rate (FER) versus signal to noise ratio (SNR) performance in configuration turbo (parallel concatenated) The triple-binary turbo-codes (TBTC) were compared in terms of performance with the turbo-codes (TC) from the actual standards of communications, at the same turbo-coding rates of 3/5 and 3/4. Besides the very good FER/SNR performance, the TBTC present several other advantages that recommend them: an effect "error floor" low, latency diminution, more compact blocks -lower delay caused by interleaving, the possibility to connect the encoder TBTC to modulation blocks of higher order.
Introduction
This paper proposes the use of the TBTC, whose natural rate is 3/5. The component convolutional codes for these TC have three entries. The advantages of using such TC are given by a better structuring of the data block. Thus, for TBTC, the data block is more compact in comparison with the single-binary turbo codes (SBTC) or to those duo-binary turbo codes (DBTC). Among the benefits of this compact structure are: reducing delay caused by the interleaving blocks, latency diminution, direct connection possibility to modulation blocks of higher order, possibility of intrasymbol interleaving. In addition, the simulations made with TBTC show that they are comparable in performance with the SBTC used in 3GPP, [1] and with the DBTC used in DVB-RCS, [2] , for the same memory 3 of the encoders.
The TBEm3 family investigated in this paper has over 5000 components. The purpose of the investigations was to select, from these encoders, the ones that provide the best performance in TBTC. The selection was made through an exhaustive search based on the convergence of the iterative decoding process of the TBTC, formed with each TBEm3. The quick convergence as a selection criterion provides on one way a precision good enough to identify the best TBEm3, and on the other way, a processing speed high enough to investigate the whole set of encoders. The performed ranking, with the help of the turbo-decoding convergence on the 5000 TBEm3 has allowed the selection and the investigation of the best 200 of them. For these selected 200 TBEm3 we performed simulations in turbo configuration and we estimated their FER/SNR performance. Finally we presented the best 10 TBEm3. The study presented in this paper will be continued through the search of interleaver pairs for these 10 selected TBEm3 in order to construct TBTC.
Triple-Binary Convolutional Encoders
Encoding matrix. The general scheme of a recursive and systematic convolutional encoder, with R=3 inputs and memory M=3, in observer canonical from, is presented in Fig. 1 . Denoting the moment of current time clock by t, by s t =[s t,3 s t,2 s t,1 ] * (where A * is the transpose of A) the state vector for the encoder at moment t, and with u t =[u t,3 u t,2 u t,1 ] * the input vector from moment t, the relations for the observer canonical form are: +  ⋅  +  ⋅  =   +  ⋅  +  +  ⋅  =   +  ⋅  +  +  ⋅  =   ⋅  +  ⋅  +  ⋅  +  ⋅  =   +   +   +   1  ,  1  ,  1  ,  0  2  ,  2  ,  0  3  ,  3  ,  0  0  ,   2  ,  0  ,  0  ,  1  3  ,  3  ,  1  1  ,  1   3  ,  0  ,  0  ,  2  3  ,  3  ,  2  2  ,  1   0  ,  0  ,  3  1  ,  1  ,  3  2  ,  2  ,  3  3  ,  3  ,  3  3  ,  1 ...
(1) or in the more compact matrix form: .
(
With the denotations:
-the core of dif-matrix, [
-feedback vector and
-free terms vector, Eq. 2 can be re-written, taking into the last equation from (1), in the form:
where:
and:
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The last equation from (1) becomes:
where: W = [0 0 1]. By applying the D transform to Eq. 3 and Eq. 6 we obtain:
The D-transform, [3, 4] , of the sequence x n is
. It can be shown that the matrix (I 3 +D⋅T) is invertible, then Eq. 7 has unique solution:
. I 3 is the unit matrix of rank 3. The inverse of the matrix (I 3 +D⋅T) is expressed as:
where ( )
. Replacing an performing the computations, Eq. 8 becomes
, with the encoding matrix, [3, 4] , given by:
where the generating polynomials are
, 0≤r≤3, and g 0,0 =1. Because the encoding matrix Q(D) given by Eq. 10 is completely identified by the dif-matrix G, it results that there are an one-by-one correspondence 1 between the set of TBEm3 and the encoding matrices on the form (10) . So, a search for an encoding matrix is equivalent with a search for a TBEm3, defined by its dif-matrix G. For an easy identification of the matrix G, we will accept in the following the formal identity:
where g r , 0≤r≤3, represents the conversion in decimal of the binary sequence of the polynomial coefficients g r (D). Since we assumed that the memory encoders is M=3, the coefficients g 3 , g 2 , g 1 , and g 0 are numbers between 1 and 2 M+1 -1=15.
The TBEm3 set cardinality. In this sub-section we will make some references to the cardinality of the TBEm3 set, having the form (11) , which are the candidates for TBTC. To increase the efficiency of the search, we will impose, therefore, some restrictions: i)g i >0, the 0 value would cancel the effect of that input, ii)g 0 must be an odd number to respect the condition g 0,0 =1, iii) -it is sufficient to consider g 3 ≥g 2 ≥g 1 because the change of the two entries does not practically lead to another encoder (at least in terms of performance), iv) -to define an encoder of memory M, it is necessary that ( )
The number of dif-matrices G of form (11) that satisfy the conditions i)-iii) is:
and those that also satisfy iv) is N iv (H)=N iii (H)-N iii (H/2). If we customize for H=2 M =8, we have N iv (8) =5104.
An additional condition for the G dif-matrix could be: v) -the dif-matrix G must be maximum rank. This condition is not strictly necessary 2 for the decodable code, [4] , but generally the performance codes satisfy it. The encoders set cardinality that also satisfies v) is N v (8)=1792. For completeness the investigations presented in the following had in view the N iv (8) encoders set.
Another aspect of the search of TBEm3 is the equivalence, in terms of performance (FER/SNR) of some encoder pairs (dif-matrices).
Thus in [5] we shown that two encoders, given by the dif-matrices G=[g 3 g 2 g 1 g 0 ] and G M =[M(g 3 ) M(g 2 ) M(g 1 ) M(g 0 )] are equivalent in performance. M(x) is the mirror image of x. So if x=13=1101 2 , then M(x)=1011 2 =11. Considering this equivalence in performance in the search of the dif-matrices of the TBEm3, from a G and G M , we just kept G in the investigated set. Thus we reduced the search efforts.
Search on the TBEm3 Set
In this chapter we present the TBEm3 identified by dif-matrices (11) , with the best performances in TBTC and the algorithmic steps that led to their selection.
The parameters of the TBTC used in simulations. We will start by presenting the TC parameters from the simulations. We used a parallel concatenation of the investigated component codes, [6] . For the trellis closing we used the tail-biting technique (circular, [7] ). The interleaving was realized on two levels: intra-and inter-symbol. The intra-symbol interleaving operates on the three bits u t,3 , u t,2 and u t,1 from the symbol u t , 0≤t<N, where N is the number of symbols from a data block (block length). The intra-symbol interleaving is suggested by Fig. 2 . For the inter-symbol interleaving we used either an S-type interleaver, [8, 9] , with S=23, or a QPP type interleaver, [10] , with the length N=500 and the defining parameters f 1 =9 and f 2 =50. We considered an AWGN (Additive White Gaussian Noise) channel and we used a BPSK (Binary Phase Shift Keying) modulation. For decoding we used the MaxLogMAP algorithm, [11] , a maximum number of 15 iterations and a stop criterion defined in [12] .
The search results on the whole set of encoders. For each G n dif-matrix, 1≤n≤5104, on the form (11), we built a TBTC with the parameters defined before. We performed simulations with these TBTC. Thus we obtained a C v value of the convergence associated to the G n dif-matrix, where:
The information block before the intra-symbol interleaving:
The information block after the intra-symbol interleaving: We order the set of the 5,104 encoders after C v . We received the function C v :J→[1,15], where J={1,2,...5104}. The simulations were performed at a signal to noise ratio (SNR) of 4 dB with an S type interleaver with N=500. For the second step of the selection we retained 200 encoders having the lowest convergence.
To avoid including (through the 200) of both matrices from a pair of mirror equivalent matrices, we did as follows. We selected the fist matrix, G 1 , with C v (1)=minimum. We searched for its mirror equivalent matrix, G 1M . We removed the G 1 and G 1M matrices from the search basis. We selected G 2 , with the lowest convergence, eliminating G 2 and G 2M from the search basis, and so on. We note here that the simulations confirmed that the TBEm3 defined by the pairs G i and G iM have similar performance.
In the second step, for the 200 matrices, we simulated the transmission of 2⋅10 7 blocks with the corresponding TBTC, calculating FER and bit error rate (BER). The simulations where performed at a SNR=4 dB and a random S type interleaver with S=23. (We used this interleaver in the first step, because being a uniform interleaver is more "impartial" in the encoders appreciation.)
In Table I was shown the TBEm3s with the best FER performance and also their mirror equivalents. (The columns of G M were obtained from the columns of G through a mirroring and a reordering.)
The TBTC performance versus SBTC and DBTC. In this sub-section we compare the performance of the TBTC that has like a component encoder the TBEm3 defined by the dif-matrix G 7 =[13 9 3 11] , with the performance of the SBTC defined in 3GPP standard, [1], and with the DBTC defined in DVB-RCS standard, [2] . For an accurate comparison, we used, for all TC, the same encoding rates, R c =0.60, respectively R c =0.75. Also we tried to use the same number for the input data blocks. As so, for SBTC we used blocks with the size of 1×1504, respectively the QPP interleaver having f 1 =49 and f 2 =846 (see Table 5 .1.3-3, [1] page 14). For DBTC, the blocks had the size 2×752, and we used the interleaving described in [2] , page 24. We considered an AWGN channel and a BPSK modulation. We used the magic genie criterion [13] to stop the iterations. For the non-stopped blocks we simulate a maximum number of iteration iter max =8.
In order to obtain the desired coding rates we used puncturing. The parameters described above and the puncturing matrices (the zeros indicate the positions of the deleted bits from the redundant sequences of the TC) are shown in Table II . Also in Table II we have shown some details about the trellis structure of the three TC, in order to evaluate the decoding complexity. Thus, for each iterations the TBTC has to calculate a number of 32,000 branch metrics, 2×4000 forward and backward coefficients and 4000 coefficients of extrinsic information.
In comparison the SBTC has to calculate 24,064/2×12,032/1504 coefficients and the DBTC 24,064/2×6016/3008 coefficients. Obviously this is a rough assessment because the coefficients calculations differ from a TC type to another. A fairer assessment is the average processing time of a block. In the last line of Table II we indicated the required time to process 10,000 blocks. TBTC works 19% more for a block than SBTC and 22% more than the DBTC. The simulation results are presented in the diagrams in Fig. 3 and Fig. 4 . We have simulated until we obtain 500 erroneous blocks but no more than 10 9 transmitted blocks.
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Interdisciplinary Research in Engineering: Steps towards Breakthrough Innovation for Sustainable Development We used a 0.2 dB step in SNR for R c =0.60 ( Fig. 3 ) and a 0.4 dB SNR step for the coding rate R c =0.75 (Fig. 4) . We can see that the performance of the three TC depends on the coding rate. So, if for R c =0.60 SBTC is superior to the others, at R c =0.75 the best one is DBTC. The performance of TBTC is similar to DBTC at R c =0.60, but inferior to SBTC. However, if we choose iter max =3, the performance of the TBTC overcame the SBTC one. This mean that the TBTC is faster convergent that the SBTC. At R c =0.75, the performance of the TBTC is worst than the performance of DBTC but better than the SBTC one. 
