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Abstract 
With the further development of the electromagnetic exploration technologies, the forward and inversion modeling of 
geophysical in three-dimensional numerical simulation fields is confronted with huge challenges. During the process 
of solving the partial differential equations, the methods of finite difference, finite element and volume element 
methods are usually adopted. For the complex topographic condition and geological structure, the conditions of the 
matrix formed finally will be very poor, seriously affecting the iterative and convergence rate in equation solution. In 
this paper, the algebraic multigrid preconditioned methods and conjugate gradient solution process are adopted to 
conduct parallel processing in combination of graphics processing unit (GPU), and the efficiency of DC’s three-
dimensional forward modeling will be effectively improved. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction 
In geophysics, Poisson equation and the Helmholtz equation commonly used three-dimensional finite 
difference numerical simulation, finite element method for the discrete equation and boundary condition, 
and finally all comes down to solving large linear equation  .The iterative methods are usually adopted in 
the solving of large linear equation sets, the commonly methods mainly include Jacobi iterative method, 
Gauss-Seide iterative method, successive over-relaxation iteration method(SSOR), etc., while the most 
common solution in the Earth’s electromagnetic three-dimensional numerical simulation is the 
preconditioned conjugate gradient method (ICCG). In recent years, a more efficient iterative algorithm – 
multigrid algorithm (MG) has been developed in the computational mathematics field, which computing 
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rate has certain advantages under the large grid subdivision conditions. The method is mainly 
characterized in that when the discretization is more precise, the convergence rate of the algorithm shall 
not be affected, that is, the convergence rate is not related with the grid size, and that when a more 
complex problem is solved, the effectiveness will not be lost. The paper presents the design and 
implementation of a parallel preconditioned conjugate gradient algorithm with algebraic multigrid 
preconditioned (PCG-AMG) [1]. 
2. MG
In the process of solving equations, the error of the equation solution contains two components: high-
frequency component and low-frequency component. When the linear equation sets are solved through 
the traditional relaxation iteration methods, the high-frequency components can be effectively reduced, 
however, the reduction of the low-frequency components will be attenuated to a certain degree. For such 
problems, the conception of multigrid is to restrict the low-frequency components of the current grid on 
the rough grid, therefore to enable the low-frequency components to oscillate again, but on the rough grid, 
the error is smoothened in combination of the iterative algorithms, then the low-frequency components 
are continued to be restricted in a lower-level rough grid, the above-mentioned process is repeated to the 
lowest-level grid, then the errors smoothened level by level are returned back to the fine grid level by 
level, and the solution of the equation are corrected through the returned smoothened errors, to complete a 
multigrid cycle. The operators transmitting errors between grids are respectively defined as difference 
operators (from the rough grid to the fine grid) and limit operators (from the fine grid to the rough grid). 
If this method applied directly, the optimum results can not be always achieved in any cases, because 
some error components can not be effectively reduced in the approximation of the standard rough grid 
through the standard smoothening procedures, and these error components (and the corresponding 
eigenvectors) cause slow convergence in the multi-grid method, and in this case, the better acceleration 
effect can be achieved in combination of the Kryloy subspace method [2]. The algorithms of the multi-
grid acceleration and multi-grid pre-processing compounded through iteration are similar, and the 
iterative complex is more suitable and easier to be described in the multi-grid framework. 
3. Algebraic multigrid 
The algebraic multigrid method (AMG) is an iterative method to solve matrix equations built on the 
principle base of the geometrical multigrid method (GMG), this method does not depend on the 
geometrical and physical properties of the problem to be solved, only according to the information of the 
coefficient matrix in the algebraic equation is adopted to build each operator of the multi-grid algorithm, 
and this method is a pure algebraic approach. Generally speaking, the stratification thoughts are adopted 
in the processing of matrix equations through a pour algebraic approach, especially two-dimensional or 
three-dimensional large-scale sparse equation sets, thus the effective conjugate gradient algorithm and 
program realization can be derived, and therefore seeking for a rapid, effective and stable operational 
method in equation solution will become the key point. 
The process of applying the algebraic multi-grid method to solve equations is mainly divided into two 
phases: start-up phase and solution phase. 
Consider the linear equation set: fAu =  where, nnijaA ×= )( , Raij ∈ , nji ,2,1, L=  are the 
coefficient matrix. In the AMG algorithm, the set of the unknown quantity defined in the grid { }1 2, ,..., nu u uΩ = .
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In the setup phase, mainly all the components of the multi-grid are defined, including nested grid layer, 
interpolation operator, limit operator, grid operator, smoothened operator, etc.; and in the solution phase, 
the multi-phase cycle is implemented, such as V−  cycle, W−  cycle, FMG, etc. 
The setup process can be generally achieved through Algorithm 1; and Algorithm 2 gives an example 
for the V−  cycle. 
Algorithm 1 AMG Setup Phase 
(1) Suppose 1k = ; construct the nested grid layers: 1 2 ... MΩ ⊃Ω ⊃ ⊃Ω  (the finest grid Ω  is 
marked as 1Ω ).
(1.1) Subdivide kΩ : k k kC FΩ = U  ( kC  and kF  are mutually disjoint, which represent the sets of 
rough grid points and fine grid points respectively); suppose 1k kC+Ω = ;
(2) Set up the interpolation operator 1
k
kI + , limit operator ( )1 1 Tk kk kI I+ += , grid operator 1 1
1
k k k k
k kA I A I
+ +
+=  (Galerkin method, the operator A  on the finest grid layer is marked as 1A )
(3) If 1k+Ω  is small enough, suppose 1M k= + , stop. Otherwise, suppose 1k k= + , go back to 
Step 1.1. 
Algorithm 2 ( )1 2, Vμ μ − Cycles ( ),k k kMV u f
(1) If k M= , exactly solve ( ) 1M M Mu A f−= , otherwise 
(2) Previous smoothening: k k kA u f=  is iterated for 1μ  times. 
(3) Rough grid correction: 
(3.1) Suppose ( )1 1 10,k k k k k kku f I f A u+ + += = − ’
(3.2) Solve recursively on the layer of 1k + : ( )1 1,k k kMV u f+ +
(3.3) Interpolate 1ku +  to the grid of the k  layer and correct the approximate solution: 
1
1
k k k k
ku u I u
+
+← + ;
 (4) Late smoothening: k k kA u f=  is iterated for 2μ  times. 
Step 1 of Algorithm 1 is to construct the nested grid layer, that is, the roughening of the grid, which is 
the important component in the AMG algorithm. Recently we use the AMG method as a pre-conditioner 
for a Krylov method like CG, GMRES, BiCGSTAB,etc.[3]. 
4. Parallelization Realization of AMG Iterative Methods 
Most operations in the solution phase and AMG startup, such as in the smoothed process, computing, 
limiting and interpolating process of the residual error vector, and the construction of interpolation and 
limit operators, computation of grid operator, etc., which belong to the matrix-vector or matrix-matrix 
operations, better realization can be achieved through the existing parallel computing tool GPU, and the 
computation efficiency can be improved [4].  
Computing is evolving from "central processing" on the CPU to "co-processing" on the CPU and GPU. 
A range of applications now take advantage of the tremendous computing capability of NVIDIA CUDA-
enabled GPUs. 
• Parallel Processing Mechanism of GPU 
CUDA had formed a complete set of parallel architecture. One cluster of threads executes the same 
instructions to form a kernel. Then kernels are combined into a block. At this level there are shared 
memory and other cooperation for inter-thread communication mechanisms. Figuratively speaking, this 
thread is a virtual vector processor, including its own registers, program counter (PC), etc., while a block 
is a virtual multi-core processors, which contain multiple threads and shared memory. 
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Fig.1. Structural Diagram of GPU Shared Memory 
• Realization of Parallel Programs 
In the process of iterative equation solution, the iterative methods generally include the specific 
operations in the following aspects: vector inner product and vector updating and multiplication operation 
of the matrix vector, such as Ap  and pAT , where, A  and p  are the matrix and the vector respectively  
• Matrix storage 
In the program design process, the host end is CPU, the device end is GPU, the storage format of 
Compressed Sparse Row (CSR) is adopted at the host end, and the storage mode of Coordinate (COO) is 
selected at the device [5]. For the following matrix: 
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎣
⎡
7605
0400
0032
0001
HOST: Compressed Sparse Row (CSR): Row-major order: 
Row Ptr 1 2 4 5 8 
Col Index 1 1 2 3 1 3 4 
Values 1 2 3 4 5 6 7 
DEVICE:Coordinate (COO) Format 
Row Index 1 2 2 3 4 4 4 
Col Index 1 1 2 3 1 3 4 
Values 1 2 3 4 5 6 7 
5. Application in DC Method 
The algebraic multi-grid method can retain the stable convergence rate and achieve higher 
computation efficiency for the problems of non-uniform grid, electrical difference, etc. encountered in the 
DC resistivity three-dimensional numerical simulation. 
Generally speaking, when the geophysical problem is computed, if the computation method with the 
larger step size is adopted, the computation accuracy in these fields can not meet the design requirements, 
2714  Chen Rui and Tan Han-dong / Procedia Engineering 29 (2012) 2710 – 2714 Author name / Proce ia Engineering 00 (2011) 000–00  5
while if the middle step size or small step size is adopted, the grid points divided in the whole region will 
be too many, the computation efficiency will be too low [6, 7]. In this paper, on the base of the finite 
difference method, the multi-grid technology is applied to achieve the purposes of accelerating the 
iterative speed and improving the convergence accuracy by utilizing the small step size. The experimental 
results are shown in Tabel1. 
Table 1 Experimental results 
Number Scale 99*99*77 119 *119*103 127*127*180 
Cpu Execution Time(s) 400.13 500.67 632.37 
Gpu Execution Time(s) 129.75 161.50 198.59 
performance ratio 3.08 3.11 3.18 
According to the table1 above, we can see as the scale of the problem grows, efficiency of parallel 
computing gradually increases. For such problems, computational efficiency is improved by 3.x. 
6. Conclusion 
The results show that the optimal efficiency of the multi-grid algorithm can be achieved when the 
algebraic multi-grid (AMG) algorithm is adopted in the solution of large-scale equation sets, if the 
iterative method and multi-grid algorithm are common used, the iteration error component can be rapidly 
reduced, the data reliability and stability during the convergence process can be greatly improved, and the 
convergence speed can be significantly improved. In the future studies, the self-adapting algebraic grid 
algorithm (aAMG) technology can be applied to the geophysical field. 
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