"Divide and conquer" is an old problem-solving principle. In this paper, we will propose a neuro-fizzy approach to the problem of context-sensitive feature selection.
Introduction
A sophisticated input presentation definition for a learning machine dealing with a real-world problem can be, at its best, a work of art or a masterpiece of an expert. In real-world applications of intelligent machines, a good solution appears to depend on a good representation of knowledge [I]. Many algorithms have been proposed, but none of them defines robust and precise steps for the input presentation definition [ 1 -101. The extraction and selection of features that characterize the problem require a long experience as well as hard systematic work and usually some innovation.
Many feature set selection methods have been proposed, including backward sequential selection (BSS) and forward sequential selection (FSS) [2]. Algorithms for 0-7803-4859-1/98 $10.0@1998 EEE identifying relevant features have been proposed along with algorithms estimating the quality of the input representation for the artificial neural networks (ANNs). The methods in many cases improve the accuracy of the classification; although, they do not provide a good method for making an optimal context-sensitive feature selection. These algorithms select the same set of relevant features everywhere in the instance space and thus represent only a partial solution to the problem.
In this paper, we will propose a neuro-fuzzy approach to the context-sensitive feature selection problem. The method is based on a fuzzy preclassifier and multistructure feed forward neural networks. The same feature sets are used in the different structures, but the neurocalculation is different in each structure due to the different synaptic weights. Finally, the classification output is selected ffom the multi-network structure using the fuzzy preclassifier's output as a decision criterion.
The method was tested with the problem of human aerobic fitness classification. The material for this study was obtained with clinical tests. It included heart rate recordings at rest and the physiological features of the test persons. In our fitness classification problem, the fact that older people had different characteristics compared to younger people and people in a good condition had different dynamics compared to people in a poor condition led to the need to use context-sensitive features and calculations.
The paper is divided as follows. The first chapter introduces to the topic. The second chapter includes a summary of the techniques used and the related work. The third chapter introduces our approach to deal with contextsensitive features. Finally, the results and the discussion are given.
Related work

Neuro-Fuzzy Methods
The neuro-fuzzy calculation approach can be implemented in notably different ways. These artificial hybrid techniques can be implemented in a very integrated manner, when fuzzy implementation is used as the learning control of the artificial neural network. These techniques can also be implemented separately in a sequential fashion. The implementation might be made, for example, to model fuzzified features with the neural network, or the network output can be interpreted as a fuzzy relationship or a fuzzy membership function.
The characteristic common to each approach is the fact that human knowledge can be stated with the fuzzy rules or membership functions, and learning and nonlinear modeling are achieved with artificial neural networks. For a human being, the simulation of the neural structure can be very confusing as the neural structure operates like a black box. It can present good results, but the problem is how to understand it? Fuzzy techniques are closer to human thinking, but they do not have so much learning power or non-linear modeling capabilities.
The Problem of Selecting Relevant Features
In statistics, stepwise procedures for model selection are widely used. Stepwise procedures assume an initial model and then use rules for adding or deleting terms to achieve the final model. Stepwise algorithms are categorized in three ways: forward selection, in which terms are added to an initial small model; backward elimination, in which terms are removed from an initial large model; and composite methods, in which terms can be either added to or removed from the initial model. [ 1 13
In machine learning, similar algorithms are used: backward sequential selection and forward sequential selection [2] . There are also many variations of these algorithms [lo] . The algorithms generally work very well in many cases. However, they have the common characteristics that they ignore the fact that some features may be relevant only in a context.
Setiono & Liu have proposed a neural network based feature selection method [6]. Their method is based on a three-layer feed forward neural network, which is trained with conventional learning algorithms, but they use an augmented error function in the learning process. The method uses the network to select the input attributes that are most useful for discriminating classes in a given set of input patterns.
A network pruning algorithm is the foundation of the algorithm proposed [12] . By adding a penalty term to the error function of the network, redundant network connections can be distinguished from the relevant ones by their small weights when the network training process has been completed. The method seems very effective for selecting the relevant input attributes for classification purpose. However, it does not solve the problem of context-sensitive features, because only one network structure is used and there hence is a common feature space for all the input pattems.
Fitness Classification
The traditional methods for measuring aerobic fitness are based on exercise tests with incremental protocols (Fig.1) . The most accurate test for determining maximal oxygen uptake (VO,,) is the incremental bicycle ergometer exercise test, which is a tolerance test using an incremental protocol with an accurate ergospirometer. The reliability of the method has been reported to be about 0.95. The mean intra-subject variation in day-to-day measurements is 4.1% [16] . Another way to measure human aerobic fitness is the bicycle exercise test with an incremental load protocol without breath gas measurement. The heart rate is measured during the test and the VO, , , value is defined fiom the HR curve. This method has lower reliability and higher intra-subject variation in day-to-day measurements.
An ANN-based aerobic fitness approximation technique has been proposed as well [14] . The estimation is based on the calculation of the beat-to-beat time interval of the heart using ANNs. The method is comparable to the other non-direct fitness measurements, but it is notably convenient to use because it does not require an incremental protocol.
Research Data
40.0
The material for this study was obtained from the Merikoski Institute of Health Research and Rehabilitation, Oulu, Finland. The material included 305 R-R interval measurements and accurate oxygen uptake measurements (with an ergospirometer) of the subjects who participated in the study. The subjects were adult men and women aged 15-65 years. All the subjects were healthy and none of them had any medication. The fitness level was indicated as a fitness class of 1 to 5. The distribution of the research material is shown in Fig. 2 . The reason why, good fitness levels (class 5) were so common, was that quite a significant portion of the data were recorded from sportsmen. The R-R intervals were recorded with a wireless heart rate monitoring system (Polar Electro Oy, Finland) and stored in a computer for further HRV analysis by Heart Signal Co software (Kempele, Finland). The R-R interval series were passed through a filter that eliminated undesirable premature beats and noise. An R-R interval was interpreted as a premature beat if it deviated from the previous qualified interval value by more than 30%. All the R-R intervals were edited automatically and thereafter manually with visual inspection.
3. A multi-structure solution for the contextsensitive feature selection problem
Fuzzy preclassifier
The idea of a fuzzy preclassifier arose during the context-sensitive feature analysis. Consideration of the fitness classification problem showed that the older test persons had different biological dynamics than the younger people. For example, the R-R interval variation was signicantly differently relevant in the case of aged persons than young persons. Very small variation in beatto-beat correlates very strongly with poor fitness in elderly people. However, if a young person has a relatively high heart beat frequency at rest as well as low variation in the beat-to-beat intervals, there is no significant correlation with poor fitness. Similarly, the BMI (Body Mass Index, Weight/Heigh?/[kg/m2]) mirrors the general fitness of the person. Figure 3 shows clearly that persons who have a BMI value higher than 30 are very likely to be in a poor condition, while people with a BMI value lower than 20 are very likely to be in a good condition. This information is easily convertible into fuzzy rules. The purpose of the preclassifier is to identifj similar clusters in the inputloutput classification relationships. In this way the accuracy of classification can be maximized. Figure 4 shows the symmetric structure of the neuro-fuzzy classifier. 
Parallel-structured neural networks for classification
The presented multistructure solution is a modification of the network-boosting algorithm [ 141. The input pattems are statistically analysed and clustered. A preclassifier is then constructed based on the statistical clusters. The purpose of the preclassifier is to classify roughly similar patterns into different classes and in that way to select the final classification structure to be used.
The use of several neural structures for the classification problem preserves the local characteristics of the features. In this way the problem of contextsensitive features is solved and each structure has its own characteristics and weight space for calculating the final output of the hybrid system.
The training material is divided into clusters with the optimal principle. The preclassifier applied is not considered 100% perfect classifier, and the training material of the each structure is hence selected so that there are only 'right' classes for the classification. For example, we have structure A for the classes 1...3 and structure B for the classes 2.. .4. The training material for structure A consists of the example pattern classes 1.. .3, while the training material for structure B consists of the pattern classes 2...4. Notice that some overlapping is used. The reason for the overlapping is that the preclassifier cannot have perfect accuracy in absolute terms, but the failed classes are, with high probability, in the cluster next to the proposed structure. This overlapping requires the pattern classes to be sorted with some similarity criteria.
The final form of the each structure is created using a genetic-like algorithm. The starting weigths are randomly generated, as is the network layer size. The network is trained with the given parameters and attributes. The outcome of the training is evaluated with cross-checking. The best results are recorded, including the size of the network and the weight information. This looping is done several thousand times to find the optimal size of the structure as well as the global minimum of the weight space. It should be pointed out that a genetic algorithm of this kind requires very intensive calculating power.
Case: Human Aerobic Fitness Classification
Principle
Aerobic fitness can be defined as the capability to manage one's everyday tasks without signs of chronic fatique. The quantity of aerobic fitness is oxygen consumption per unit time. Oxygen uptake can be measured directly using a breath gas analyzer and an incremental testing protocol, such as a treadmill exercise.
However, the clinical test apparatus is very expensive and the exercise, which takes more than 30 minutes to perform, is a hard experience. This is why non-direct fitness measurement methods are used as well. The nondirect methods are not so accurate as the direct methods, but they are easy to use and accurate enough. These nondirect methods are based on an incremental testing protocol, and the heart function mirrors the aerobic fitness level during the test. The heart function correlates very strongly with aerobic fitness [ 15-191. The best known fitness classification method is the Cooper running test [20] . The test subject runs for 12 minutes, and the measurement result is the distance covered. The UKK Institute has developed a very similar walking test, which is meant for older people because it involves less physiological risks [21] . In the treadmill test, an incremental protocol is used. The test subject treads the mill and the heart rate is recorded during the test. The test result is based on the heart rate at certain phases of the test.
Beat-to-beat dynamics o f the heart mirrors the fitness level in different way. The heart beat intervals are recorded at the rest so the sympatic and the para-sympatic control of the heart are working in balance. If the beat-tobeat variance is high it is very likely that the heart and that way the person is at a good shape. However, if the variance is low, infarct or other heart disease can cause it [22, 23] . The low variance very likely demonstrates a poor fitness level.
Feature Extraction and Selection
Because the heart beat time series are statistical in nature; the features are calculated from the at least 3-minute beat-to-beat time serial recording. Over 50 very basic statistical features were calculated and the crosscorrelation matrix was created. For the experiment, the 12 best correlating features were used. The feature set included physiological features as well.
All the feature values were scaled between -0.9 ... 0.9 in order to avoid the saturation effect of the network.
The Results
Three different neural network structures were trained using correct training and testing material. The structure 'S' was created using fitness class examples 1 and 2, similarly the structure 'L' was created using classes 4 and 5. The 'M' structure was created using the whole material including all the classes. The reason for this arrangement was the nature of the preclassification. Preclassifier classifies correctly, but it does not notice every S and L -examples. The results of the training are presented in Tables I and 11.   TABLE I  Classijication results For the comparison all the samples were classified using the M-structure, which was implemented conventionally using single neural network structure. Results are shown in Table 111 , which states that the accuracy of the single structure classifier is 50 %. Using the whole chain of the proposed method gave results as follows. The accuracy of the S-network was 89 %, the M-network 45 % and the L-network 70 %. The overall accuracy of the neuro-fuzzy system was 63.2 % (Table IV) . The accuracy was 13.2 % better than using conventional neural network classifier. 
Conclusions
The results are very promising. With this technique it is possible to divide even a very large training data into smaller parts for different neural structures. This division improves accuracy and lowers the time needed for the neural network training. In the test case the resulting accuracy 63.2 % is not optimal in the sense of classification application. However, it is the best result, which can be achived using biological features fi-om the person in the rest state [ 131.
The result might be improveable, when different features are used for different preclasses. There must be, however, very careful analysis of the unclassified samples, the samples which the preclassifier cannot recognize. The overal results could be conhing if the preclassifier makes the wrong decision and the final results are classified with the features and the structure created for the opposite fitness level.
The generality of the method proposed is the modularity. In the literature, modular networks are presented, but the structure selection is not based on fuzzy preclassifier [ 13. In our approach the modularity is created using statistical analysis of features and f i z z y analysis. The Classification space is divided into smaller parts, which have significant similarity. The symmetric structure is then created and it requires the measure of distance between used classes. Classes and structures are sorted using distance measure. This way the aerobic fitness classification using nemo-fuzzy approach and modular network structure can be generalized to other real-world classification problems and applications.
