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Abstract
The quantum loop algebra Uv(Lg) was defined as a generalization of the Drinfeld’s new realization
of the quantum affine algebra to the loop algebra of any Kac–Moody algebra g. It has been shown by
Schiffmann that the Hall algebra of the category of coherent sheaves on a weighted projective line is closely
related to the quantum loop algebra Uv(Lg), for some g with a star-shaped Dynkin diagram. In this paper
we study Drinfeld’s presentation of Uv(Lg) in the double Hall algebra setting, based on Schiffmann’s work.
We explicitly find out a collection of generators of the double composition algebra DC(Coh(X)) and verify
that they satisfy all the Drinfeld relations.
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1. Introduction
1.1
Let g be a Kac–Moody algebra, U (g) be its universal enveloping algebra. The Drinfeld–Jimbo
quantum group Uv(g) is defined by a collection of generators and relations (see 3.2), which is a
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certain deformation of the Chevalley generators and Serre relations for U (g). When g is affine, it
is well-known that g can be constructed as (a central extension of) the loop algebra Lg0 of some
simple Lie algebra g0. In this case Drinfeld gave another set of generators and relations of Uv(g)
known as Drinfeld’s new realization of quantum affine algebras. This new presentation can be
treated as a certain deformation of the loop algebra presentation of g. The isomorphism of the
two presentations of Uv(g) was proved by Beck [2] (also see [14]). One can define the quantum
loop algebra Uv(Lg) for any Kac–Moody algebra g as a generalization of Drinfeld’s presentation
for quantum affine algebras (see 3.4).
1.2
The Ringel–Hall algebra approach to quantum groups has been developed since the 1990s,
which shows a deep relationship between Lie theory and finite dimensional hereditary algebras.
More precisely, let Q be the quiver whose underlying graph is the Dynkin diagram of the
Kac–Moody algebra g. Consider the category of finite dimensional representations of Q over
a finite field k = Fq , denoted by mod(k Q). Due to Ringel and Green [21,11], the composition
subalgebra of the Hall algebra H (mod k Q) is isomorphic to the positive part of the quantum
group U+v (g) where v specializes to
√
q. This result was generalized to the whole quantum
group by using the technique of Drinfeld double for Hopf algebras [25] (see 2.5).
Thus it is quite natural to consider the following problem.
Problem 1.1. How to understand Drinfeld’s presentation of quantum affine algebras (and more
generally, quantum loop algebras) in the Hall algebra setting?
One possible way to solve the problem for quantum affine algebras is to explain Beck’s
isomorphism in the language of Hall algebras. For type A˜ Hubery has given the answer for the
positive part U+v (sln) using nilpotent representations of cyclic quivers [13]. But it seems not easy
to generalize his method to other types. We should also mention that McGerty [19] has given the
Drinfeld generators for the positive part U+v (sl2) using representations of the Kronecker quiver.
1.3
On the other hand, in his remarkable paper [15] Kapranov observed that there are connections
between the Hall algebra of the category of coherent sheaves on a smooth projective curve X and
Drinfeld’s new realization of the quantum affine algebra. And when X is the projective line, he
constructed an isomorphism between a subalgebra of the Hall algebra and another positive part
(compared with the standard one, see 3.2) of Uq(sl2) (also see [1]).
This result was generalized by Schiffmann [23] using Hall algebras of the categories of
coherent sheaves on weighted projective lines (introduced in [10]) as follows.
When the Dynkin diagram Γ of g is a star-shaped graph, he defined a certain positive part
Uv(nˆ) of the quantum loop algebra Uv(Lg) (note that there is no standard positive part of
Uv(Lg) since in general the loop algebra Lg is not a Kac–Moody algebra). And he established
an epimorphism from Uv(nˆ) to a subalgebra C(CohX) of the Hall algebra H(CohX), where X
is the weighted projective line associated to Γ . Moreover, when X is of parabolic or elliptic
type (the corresponding g is of finite or affine type), the epimorphism is an isomorphism
(see Theorem 5.4). This means that the Hall algebra for weighted projective lines is the right
framework to consider Problem 1.1 for general quantum loop algebras.
However, the problem was not completely solved in Schiffmann’s work. Namely not all
Drinfeld’s generators and relations were explicitly found out in the corresponding Hall algebra.
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In fact the composition algebra C(Coh(X)) is not generated by part of Drinfeld generators (some
Chevalley generators are involved, see 5.6 for details). Moreover, only the positive half Uv(nˆ)
was linked to the Hall algebra. Thus Drinfeld’s presentation for the whole quantum loop algebra
has not been fully understood yet.
1.4
In this paper we study the problem in the double Hall algebra DH(CohX), which is the
reduced Drinfeld double of the Hall algebra H(CohX). We define a subalgebra DC(CohX)
of DH(CohX), called double composition algebra, and show that a collection of generators of
DC(CohX) satisfies all Drinfeld’s relations (Theorem 5.5). Thus we have an epimorphism Ξ
from the whole quantum loop algebra Uv(Lg) to the double composition algebra DC(CohX).
Let us briefly explain our method. First we consider the generators and relations in
H(Coh(X)). Note that we assume that the Dynkin diagram of the Kac–Moody algebra g is a
star-shaped graph Γ (see 5.5). Each branch of Γ corresponds to a subalgebra isomorphic to
Uv(sln) for some n. Thus we can use the results in [13] to find out Drinfeld generators in such
subalgebras. For the central vertex we keep the generators given in [23]. Then it remains to check
the relations (some of them have been verified in [23]; see 7.1).
To check all Drinfeld’s relations in the double Hall algebra DH(CohX), the key part is to
verify the relations involving both positive and negative parts. For these relations we have to
investigate the comultiplication in detail. This is much more complicated than the non-weighted
case Coh(P1), which has been studied in [1,5]. However, we show that most terms appearing in
the comultiplication of a Drinfeld generator corresponding to the central vertex do not affect our
calculation (see the proof of Lemmas 8.2 and 8.7). Thus the problem can be solved.
Note that in a recent work [5] of Burban and Schiffmann, the case of Uv(sl2) has already
been studied in the double Hall algebra setting. Our results coincide with theirs in this case. In
particular, the epimorphism Ξ is an isomorphism.
1.5
The paper is organized as follows. In Section 2 we recall basic notions of Hall algebra and
double Hall algebra, for details one can see [22,25]. In Section 3 we recall the definition of
quantum loop algebra; see [23] or the Appendix of [24]. We give a brief review of the theory of
coherent sheaves on weighted projective lines in Section 4, the main reference for this section
is [10]. The main result of the paper (Theorem 5.5) is stated in Section 5. The proof of the
main theorem consists of the next three sections. More precisely, in Section 6 we prove the
relations satisfied by elements corresponding to torsion sheaves lying in a non-homogeneous
tube, following [13]. Section 7 is devoted to the proof of relations in the positive Hall algebra.
The remaining relations, especially those involving elements from both positive and negative
parts, are proved in Section 8. In Section 9 we give some remarks for the quantum affine algebras.
In particular, we explain that the homomorphism Ξ given by our main theorem is not induced
from a derived equivalence functor for many cases.
2. Hall algebras and their Drinfeld doubles
2.1. Hereditary category
Let k = Fq be a finite field with q elements, and A be an essentially small abelian category.
We assume thatA is k-linear, Hom-finite and Ext-finite. That is, for all objects X , Y and Z inA ,
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the sets Hom(X, Y ) and Ext1(X, Y ) are finite dimensional k-vector spaces and the composition
of morphisms Hom(X, Y )× Hom(Y, Z) −→ Hom(X, Z) is k-bilinear. We also assume that A
is hereditary, i.e. Exti (−,−) vanishes for all i > 2.
Let P be the set of isomorphism classes of objects in A and K0(A ) be the Grothendieck
group of A . For any α ∈ P we choose a representative Vα ∈ α. And for each object M in A ,
denote by [M] its image in K0(A ). Then the Euler form
⟨[Vα], [Vβ ]⟩ := dimk HomA (Vα, Vβ)− dimk Ext1A (Vα, Vβ)
is a well-defined bilinear form on K0(A ). The symmetric Euler form is defined by (µ, ν) =
⟨µ, ν⟩ + ⟨ν, µ⟩, for µ, ν ∈ K0(A ).
2.2. The Hall algebra
For any α ∈ P , denote by aα the cardinality of the automorphism group of Vα . Set v = √q.
For any α, β and γ in P , the Hall number gγαβ is defined to be the number of subobjects X of
Vγ satisfying X ∈ β and Vγ /X ∈ α.
The Hall algebra associated to the categoryA , denoted by H(A ), is defined as follows. As a
C-vector space, it has a basis {uα|α ∈ P}. The multiplication is given by the following formula:
uαuβ =

γ∈P
v⟨α,β⟩gγαβuγ , ∀ α, β ∈ P.
It is easy to see that H(A ) is an associative algebra with 1 = u0.
2.3. The extended Hall algebra
The extended Hall algebra H(A ) is defined by adding the Grothendieck group K0(A ) as
a torus to the Hall algebra H(A ). More precisely, as a C-vector space, H(A ) has a basis
{Kµuα|µ ∈ K0(A ), α ∈ P}. And the multiplication is given by the one inside H(A ) together
with the following additional rules:
KµKν = Kµ+ν, ∀ µ, ν ∈ K0(A ),
Kµuα = v(µ,α)uαKµ, ∀ µ ∈ K0(A ), α ∈ P.
IfA is a length category (i.e. each object M has a filtration 0 = M0 ⊂ M1 ⊂ · · · ⊂ Mn = M
such that Mi+1/Mi is a simple object for any i), then H(A ) has a Hopf algebra structure with
the following comultiplication ∆, counit ϵ and antipode S:
∆(Kµ) = Kµ ⊗ Kµ,
∆(uγ ) =

α,β∈P
v⟨α,β⟩
aαaβ
aγ
gγαβuαKβ ⊗ uβ ,
ϵ(uα) = δα,0, ϵ(Kµ) = 1,
S(Kµ) = K−µ, S(u0) = 0,
S(uγ ) =

m≥1
(−1)m

β∈P,α1···αm∈P1
v
2

i< j ⟨αi ,α j ⟩ aα1 · · · aαm
aγ
gγα1···αm g
β
α1···αm K−γ uβ
where P1 = P \ {0} and gγα1···αm is the number of all filtrations
0 = Mm ⊂ Mm−1 ⊂ · · · ⊂ M0 = Vγ
such that Mi−1/Mi ≃ Vαi for any i .
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Remark 2.1. (1) The Hall algebra can be defined for any finitary abelian category and it is both
an algebra and a coalgebra. However, the heredity is needed to endow the Hall algebra with
the structure of a bialgebra. For details one can see Schiffmann’s lecture notes [24].
(2) The comultiplication (resp. antipode) was first defined by Green [11] (resp. the third-named
author [25]) in the case that A is the category of finite dimensional modules over a finite
dimensional hereditary algebra.
(3) If A is not a length category, then the comultiplication ∆ takes value in the completion
H(A )⊗H(A ). And H(A ) is a topological bialgebra (see [3]).
2.4. The Drinfeld double of the Hall algebra
Now we writeH+(A ) for the extended Hall algebraH(A ) defined above. And we also write
the basis elements u+α instead of uα .
The “negative” extended Hall algebra, denoted byH−(A ), is defined to be theC-algebra with
basis {Kµu−α : µ ∈ K0(A ), α ∈ P} and the following multiplication rules:
u−α u−β = v⟨α,β⟩

γ∈P
gγαβu
−
γ , KµKν = Kµ+ν,
Kµu
−
α = v−(µ,α)u−α Kµ.
Similarly, if A is a length category, H−(A ) has a Hopf algebra structure:
∆(Kµ) = Kµ ⊗ Kµ,
∆(u−γ ) =

α,β∈P
v⟨β,α⟩
aαaβ
aγ
gγβαu
−
α ⊗ u−β K−α,
ϵ(u−α ) = δα,0, ϵ(Kµ) = 1,
S(Kα) = K−α, S(u−0 ) = 0,
S(u−γ ) =

m≥1
(−1)m

β∈P,α1,...,αm∈P1
v
2

i< j ⟨αi ,α j ⟩ aα1 · · · aαm
aγ
gγα1···αm g
β
αm ···α1u
−
β Kγ .
Actually in this case H−(A ) is the dual Hopf algebra of H+(A ) with opposite
comultiplication.
Following Ringel [22], we define a bilinear form ϕ : H+(A )×H−(A ) −→ C by
ϕ(Kµu
+
α , Kνu
−
β ) = v−(µ,ν)−(α,ν)+(µ,β)
1
aα
δαβ ,
for any µ, ν in K0(A ) and α, β in P .
The bilinear form defined above is a skew-Hopf pairing on H+(A ) × H−(A ). It induces
a Hopf algebra structure on H+(A ) ⊗ H−(A ) as follows. Let DH(A ) be the free product of
algebrasH+(A ) andH−(A ) subject to the following relations D(u−α , u+β ) for all u−α ∈ H−(A )
and u+β ∈ H+(A ):
i, j
a(1)−i b
(2)+
j ϕ(b
(1)+
j , a
(2)−
i ) =

i, j
b(1)+j a
(2)−
i ϕ(b
(2)+
j , a
(1)−
j ),
where∆(u−α ) =

i a
(1)−
i ⊗ a(2)−i ,∆(u+β ) =

j b
(1)+
j ⊗ b(2)+j . Then DH(A ) is a (topological)
Hopf algebra.
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The double Hall algebra of the category A is defined to be the quotient of DH(A ) by the
ideal generated by {Kµ⊗1−1⊗K−µ : µ ∈ K0(A )}. This algebra is called the reduced Drinfeld
double of the pairing (H+(A ),H−(A ), ϕ), denoted by DH(A ). For details see [25].
The double Hall algebra has the following triangular decomposition
DH(A ) = H+(A )⊗ T⊗H−(A ),
where T (resp. H+(A ),H−(A )) is the subalgebra of DH(A ) generated by {Kµ : µ ∈ K0(A )}
(resp. {u+α : α ∈ P}, {u−α : α ∈ P}). It is easy to see that
H−(A ) ≃ T⊗H−(A ), H+(A ) ≃ H+(A )⊗ T.
2.5. The Hall algebra of mod k Q
Let Q be a finite quiver, I be the set of vertices of Q. Denote by mod k Q the category of
finite dimensional nilpotent representations of Q over k. This is a hereditary length category.
So we have the Hall algebra H (mod k Q) and the extended Hall algebra H (mod k Q). The
composition subalgebra C (mod k Q) is defined to be the subalgebra of H (mod k Q) generated
by uSi (i ∈ I ), where Si is the simple module in mod k Q corresponding to the vertex i . The
composition subalgebra provides a realization of the positive part of the quantum group Uv(g)
(see the next section for definitions).
Theorem 2.2 (Ringel [21], Green [11]). Let g be the Kac–Moody algebra whose Dynkin
diagram is the underlying graph of Q. Then we have an isomorphism
C (mod k Q) ≃ U+v (g),
where the image of the generator uSi is precisely the Chevalley generator Ei for each i ∈ I .
Furthermore, C (mod k Q)⊗T is a Hopf subalgebra ofH (mod k Q). So we can construct the
reduced Drinfeld double DC (mod k Q), which is a subalgebra of DH (mod k Q). In this way the
above Ringel–Green theorem is extended to the whole quantum group.
Theorem 2.3 ([25]). The double composition algebra is isomorphic to the quantum group:
DC (mod k Q) ≃ Uv(g),
where u+Si → Ei , u−Si → −v−1 Fi , Ki → Ki .
3. Drinfeld’s presentation of quantum loop algebras
Throughout this section v is an indeterminate. This should not cause confusion with the
previous notation v = √q as later we will consider quantum groups (resp. quantum loop
algebras) with v specialized to
√
q .
3.1. Kac–Moody algebras
Let I be a finite set, C = (ci j )i, j∈I be a generalized Cartan matrix. In this paper we only
consider the case that C is symmetric. Let g = g(C) be the Kac–Moody algebra associated to C ,
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which is the complex Lie algebra generated by {ei , fi , hi : i ∈ I} with relations
[hi , h j ] = 0, ∀i, j ∈ I;
[hi , e j ] = ci j e j , [hi , f j ] = −ci j f j , ∀i, j ∈ I;
[ei , f j ] = δi j hi , ∀i, j ∈ I;
(ad ei )1−ci j e j = 0, (ad fi )1−ci j f j = 0, ∀i ∈ I and j ∈ I with i ≠ j.
The root system of g is denoted by ∆. The simple roots are denoted by αi , i ∈ I. Let
Q = ⊕i∈I Zαi be the root lattice, which is equipped with the Cartan bilinear form defined
by (αi , α j ) = ci j .
3.2. Quantum groups
First we recall the following standard notations:
[m] = v
m − v−m
v − v−1 , ∀ m ∈ Z,
[n]! = [n][n − 1] · · · [1], ∀ n ∈ N,
n
t

= [n]![t]![n − t]! , ∀n, t ∈ N, t ≤ n.
The Drinfeld–Jimbo quantum group (or the quantized enveloping algebra) Uv(g) of a
Kac–Moody algebra g is the C(v)-algebra generated by {Ei , Fi : i ∈ I} and {Kµ : µ ∈ ZI}
with the following defining relations (see for example [17])
K0 = 1, KµKν = Kµ+ν, ∀µ, ν ∈ ZI;
KµEi = v(µ,i)Ei Kµ, KµFi = v−(µ,i)Fi Kµ, ∀i ∈ I, µ ∈ ZI;
Ei F j − F j Ei = δi j Ki − K−i
v − v−1 , ∀i, j ∈ I;
1−ci j
p=0
(−1)p

1− ci j
p

E pi E j E
1−ci j−p
i = 0, ∀ i ≠ j ∈ I;
1−ci j
p=0
(−1)p

1− ci j
p

F pi F j F
1−ci j−p
i = 0, ∀ i ≠ j ∈ I.
The quantized enveloping algebra has a natural triangular decomposition:
Uv(g) = U−v (g)⊗U 0v (g)⊗U+v (g),
where U+v (g) (resp. U−v (g),U 0v (g)) is the subalgebra generated by Ei (resp. Fi , Kµ).
3.3. The Loop algebra of g
The loop algebra of a Kac–Moody algebra g, denoted by Lg, is defined to be the Lie algebra
generated by {hi,k, ei,k, fi,k, c : i ∈ I, k ∈ Z} subject to the following relations:
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c is central in Lg,
[hi,k, h j,l ] = kδk,−lci j c,
[ei,k, f j,l ] = δi, j hi,k+l + kδk,−lc,
[hi,k, e j,l ] = ci j e j,l+k, [hi,k, f j,l ] = −ci j f j,l+k,
[ei,k+1, e j,l ] = [ei,k, e j,l+1], [ fi,k+1, f j,l ] = [ fi,k, f j,l+1],
[ei,k1 , [ei,k2 , [. . . , [ei,kn , e j,l ] . . .]]] = 0, for n = 1− ci j ,
[ fi,k1 , [ fi,k2 , [. . . , [ fi,kn , f j,l ] . . .]]] = 0, for n = 1− ci j .
It is clear that there is an embedding of Lie algebras g ↩→ Lg assigning ei , fi , hi to
ei,0, fi,0, hi,0 respectively.
Set Q = Q ⊕ Zδ. We can extend the Cartan form to Q by setting (δ, α) = 0 for all α ∈ Q.
Lg is Q-graded by setting deg(ei,k) = αi + kδ, deg( fi,k) = −αi + kδ and deg(hi,k) = kδ. The
root system of Lg is ∆ = Z∗δ ∪ {∆+ Zδ} (see [20]).
For each root α ∈ Q, we call it real if (α, α) = 2, and imaginary if (α, α) ≤ 0.
Remark 3.1. (1) If g is a complex simple Lie algebra, Lg is isomorphic tog = g[t, t−1] ⊕ Cc,
which is an affine Kac–Moody algebra. The assignment ei,k → ei tk, fi,k → fi tk, hi,k →
hi tk and c → c gives the isomorphism (see [9]).
(2) In general, Lg andg are not Kac–Moody algebras. And the above assignment only yields a
surjective homomorphism Lg→g, whose kernel was described in [20].
3.4. Quantum loop algebras
The quantum loop algebra (with zero central charge) Uv(Lg) is the C(v)-algebra generated
by x±i,k, hi,l and K
±1
i for i ∈ I, k ∈ Z, and l ∈ Z∗ subject to the following relations:
[Ki , K j ] = [Ki , h j,l ] = 0, (1)
[hi,l , h j,k] = 0, (2)
Ki x
±
j,k K
−1
i = v±ci j x±j,k, (3)
[hi,l , x±j,k] = ±
1
l
[lci j ]x±j,k+l , (4)
x±i,k+1x
±
j,l − v±ci j x±j,l x±i,k+1 = v±ci j x±i,k x±j,l+1 − x±j,l+1x±i,k, (5)
Symk1,...,kn
n
t=0
(−1)t

n
t

x±i,k1 · · · x±i,kt x±j,l x±i,kt+1 · · · x±i,kn = 0, (6)
where i ≠ j, n = 1 − ci j and Symk1,...,kn denotes symmetrization with respect to the indices
k1, . . . , kn . And
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[x+i,k, x−j,l ] = δi j
ψi,k+l − ϕi,k+l
v − v−1 , (7)
where ψi,k and ϕi,k are defined by the following equations:
k≥0
ψi,ku
k = Ki exp

(v − v−1)
∞
k=1
hi,ku
k

,

k≥0
ϕi,−ku−k = K−1i exp

−(v − v−1)
∞
k=1
hi,−ku−k

.
Remark 3.2. If g is a simple Lie algebra, the above definition of Uv(Lg) is the so-called
Drinfeld’s new realization of quantum affine algebras. Namely in this case, Uv(Lg) is isomorphic
to the Drinfeld–Jimbo quantized enveloping algebra Uv(g) (see [8,2] for details).
4. The category of coherent sheaves on weighted projective lines
Now we introduce the category of coherent sheaves on weighted projective lines as studied
in [10]. In this section k denotes an arbitrary field.
4.1. Weighted projective lines
Let p = (p1, p2, . . . , pn) ∈ Nn . Consider the Z-module
L(p) = Zx⃗1 ⊕ Zx⃗2 ⊕ · · · ⊕ Zx⃗n/J
where J is the submodule generated by {p1 x⃗1 − ps x⃗s |s = 2, . . . , n}. Set c⃗ = p1 x⃗1 = · · · =
pn x⃗n ∈ L(p).
The polynomial ring k[X1, . . . , Xn] has a structure of L(p)-graded algebra by setting
deg X i = x⃗i . We will denote it by S(p).
Let λ = {λ1, . . . , λn} be a collection of distinct closed points (of degree 1) on the projective
line P1(k). Let I (p, λ) be the L(p)-graded ideal of S(p) generated by {X pss −(X p22 −λs X p11 )| . . .}.
Set S(p, λ) = S(p)/I (p, λ), which is also an L(p)-graded algebra. For any i , we denote by xi
the image of X i in S(p, λ).
Let Xp,λ = SpecgrS(p, λ) be the set of all prime homogeneous ideals in S(p, λ). This is the
so-called weighted projective line. The pair (p, λ) is called the weight type of Xp,λ. The number
pi is the weight of the point λi .
In the following we will fix a weight type (p, λ) and write S = S(p, λ), X = Xp,λ for short.
4.2. Coherent sheaves on Xp,λ
For any homogeneous element f ∈ S, let V f = {p ∈ X| f ∈ p} and D f = X \ V f .
The structure sheaf OX is defined to be the sheaf of L(p)-graded algebras on X associated to
the presheaf D f → S f , where S f = {g/ f l |g ∈ S, l ∈ N}. We denote by OX-Mod the category
of sheaves of L(p)-graded OX-modules on X.
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For any x⃗ ∈ L(p) and any L(p)-graded OX-moduleM , we denote byM (x⃗) the shift ofM
by x⃗ (i.e.M (x⃗)[y⃗] =M [x⃗ + y⃗]). A sheafM of L(p)-graded OX-module is called coherent if
there exists an open covering {Ui } of X and for each i an exact sequence
N
s=1
OX(l⃗s)|Ui →
M
t=1
OX(k⃗t )|Ui →M |Ui → 0.
The category of coherent sheaves on X, denoted by Coh(X), is a full subcategory of OX-
Mod. It has been proved in [10] that Coh(X) is a k-linear hereditary, Hom- and Ext-finite abelian
category.
4.3. The structure of the category Coh(X)
Let F be the full subcategory of Coh(X) consisting of all locally free sheaves, and T be
the full subcategory consisting of all torsion sheaves. Both F and T are extension-closed.
Moreover, T itself is a hereditary length abelian category. The following lemma was proved
in [10].
Lemma 4.1. (1) For any sheaf M ∈ Coh(X), it can be decomposed as Mt ⊕ M f where
Mt ∈ T and M f ∈ F .
(2) Hom(Mt ,M f ) = Ext1(M f ,Mt ) = 0, for anyMt ∈ T and M f ∈ F .
To describe T more precisely, we need a classification of the closed points in X. Recall that
X = SpecgrS(p, λ). According to [10], each λi corresponds to the prime ideal generated by xi ,
called an exceptional point. And any other homogeneous prime is given by a prime homogeneous
polynomial F(x p11 , x
p2
2 ) ∈ k[T1, T2], which is called an ordinary points.
Let p = l.c.m(p1, . . . , pn). The degree of a closed point is defined by setting deg(λi ) = p/pi
for any i and deg(x) = pd for any ordinary point x corresponding to a prime homogeneous
polynomial of degree d.
Let Cr be the cyclic quiver with r vertices. More precisely, for r = 1,C1 is just the quiver
with only one vertex and one loop arrow. For r ≥ 2, the vertices of Cr are indexed by Z/rZ and
the arrows are from i to i − 1 for each i . Denote by rep0(Cr )k the category of finite-dimensional
nilpotent representations of Cr over the field k. The following lemma, due to [10], describes the
structure of the subcategory T .
Lemma 4.2. (1) The category T decomposes as a coproduct T = x∈XTx , where Tx is the
subcategory of torsion sheaves with support at x.
(2) For any ordinary point x of degree d, let kx denote the residue field at x. Then Tx is
equivalent to the category rep0(C1)kx .
(3) For any exceptional point λi (1 ≤ i ≤ n), the category Tλi is equivalent to rep0(C pi )k .
4.4. Indecomposable objects in T
We first give a description of the simple objects in T .
For any ordinary point x of degree d, let πx denote the prime homogeneous polynomial
corresponding to x . Then multiplication by πx gives the exact sequence
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0 → OX → OX(dc⃗)→ Sx → 0.
Sx is the unique (up to isomorphism) simple sheaf in the category Tx . Moreover, for any
k⃗ ∈ L(p) we have Sx (k⃗) = Sx .
For any exceptional point λi , multiplication by xi yields the exact sequence
0 → OX(( j − 1)x⃗i )→ OX( j x⃗i )→ Sij → 0, for each j, 1 ≤ j ≤ pi .
And {Sij |1 ≤ j ≤ pi } is a complete set of pairwise non-isomorphic simple sheaves in the
category Tλi , for any i (1 ≤ i ≤ n). Moreover, for any k⃗ =

ki x⃗i we have Sij (k⃗) =
Sij+ki (mod pi ).
Now we describe the indecomposable objects. Recall the following well-known results on
representation theory of cyclic quivers.
(1) In the category rep0(C1), the set of isomorphism classes of indecomposables is {S(a)|a ∈ N},
where S = S(1) is the only simple representation, and S(a) is the unique indecomposable
representation of length a.
For any partition µ = (µ1 ≥ · · · ≥ µt ), let S(µ) = i S(µi ). Then any object in
rep0(C1) is isomorphic to S(µ) for some µ.
(2) In the category rep0(Cr ), we have r simple representations S j = S j (1) (1 ≤ j ≤ r).
Denote by S j (a) the unique indecomposable representation with top S j and length a. Then
{S j (a)|1 ≤ j ≤ r, a ∈ N} is the set of all isomorphism classes of indecomposables in
rep0(Cr ).
The above results, combined with Lemma 4.2, give a classification of indecomposable objects
in T . We denote by Sx (a) the unique indecomposable object of length a in Tx , for any ordinary
point x . And for any exceptional point λi , the indecomposable objects in Tλi are denoted by
Sij (a) (1 ≤ j ≤ pi , a ∈ N).
4.5. The Grothendieck group and the Euler form
The following proposition (see [10]) gives an explicit description of the Grothendieck group
of Coh(X).
Proposition 4.3.
K0(Coh(X)) ∼= (Z[OX] ⊕ Z[OX(c⃗)] ⊕

i, j
Z[Sij ])/I
where I is the subgroup generated by {pij=1[Sij ] + [OX] − [OX(c⃗)]|i = 1, . . . , n}.
In the following we simply write O for OX. Set
δ = [O(c⃗)] − [O] =
pi
j=1
[Sij ], for i = 1, . . . , n.
To calculate the Euler form on K0(Coh(X)), we have the following lemma (see [23]).
2604 R. Dou et al. / Advances in Mathematics 231 (2012) 2593–2625
Lemma 4.4. The Euler form ⟨−,−⟩ on K0(Coh(X)) is given by
⟨[O], [O]⟩ = 1, ⟨O, δ⟩ = 1, ⟨δ, [O]⟩ = −1,
⟨δ, δ⟩ = 0, ⟨δ, [Sij ]⟩ = 0, ⟨[Sij ], δ⟩ = 0,
⟨[O], [Sij ]⟩ =

1 if j = pi
0 if j ≠ pi
⟨[Sij ], [O]⟩ =

−1 if j = 1
0 if j ≠ 1
⟨[Sij ], [Si
′
j ′ ]⟩ =

1 if i = i ′, j = j ′
−1 if i = i ′, j ≡ j ′ + 1 (mod pi )
0 otherwise.
5. Main results
5.1
From now on we fix a finite field k = Fq and set v = √q . And we also fix a weight type
(see 4.1):
p = (p1, . . . , pn), λ = {λ1, . . . , λn}.
Consider the weighted projective line X = Xp,λ and the category of coherent sheaves Coh(X).
We keep the notions in the last section.
Since Coh(X) is a k-linear hereditary, Hom- and Ext-finite abelian category, we have the Hall
algebra H(Coh(X)) and the double Hall algebra DH(Coh(X)), as in Sections 2.2 and 2.4.
The subcategory T (resp. Tx , for any closed point x in X) is a hereditary length abelian
category. Thus we can define the Hall algebra H(T ) (resp. H(Tx )). It is clear that H(T ) and
H(Tx ) are sub-Hopf algebras of H(Coh(X)), since the categories T and Tx are stable under
taking extensions, subobjects and quotients.
5.2
In this and the next subsection we define some element Tr ∈ H(T ), for any r ∈ N,
following [23].
For any ordinary point x of degree d , we know that Tx is equivalent to the category of finite-
dimensional nilpotent representations of the quiver C1 over kx (see Lemma 4.2). Since k = Fq
we know that kx = Fqd . Thus we have the following isomorphism:
Θx : H(C1)Fqd → H(Tx ),
where H(C1)Fqd is the Hall algebra associated to the category rep0(C1)Fqd .
Let Λ = C[z1, z2, . . .]S∞ be Macdonald’s ring of symmetric functions (see [18]). The
following result is well-known, due to Hall.
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Theorem 5.1. There exists an isomorphism of algebras Υ : Λ ≃ H(C1)Fq given by er →
vr(r−1)Sx (1r ), for any r ≥ 1, where er is the r-th elementary symmetric function.
Let pr denote the r -th power-sum symmetric function and set hr = [r ]r Υ(pr ). Then
hr = [r ]r

|µ|=r
n(l(µ)− 1)Sx (µ),
where n(l) = Π li=1(1− v2i ) (see [18]).
For each r ∈ N, set
hr,x =

0 if r - d
Θx (hr/d) if r | d.
5.3
For any exceptional point λi ,Tλi is equivalent to the category rep0(C pi )k . Thus we have an
isomorphism
Θλi : H(C pi )k → H(Tλi ),
where H(C pi )k is the Hall algebra associated to the category rep0(C pi )k .
For any positive integer m, there is a natural fully faithful functor ιm : rep0(Cm) → rep0
(Cm+1) whose image is the full subcategory consisting of all objects X such that Hom(X, Sm) =
Hom(Sm+1, X) = 0. The functor ιm induces an embedding of Hall algebras H(Cm) →
H(Cm+1):
uSi →

uSi for 1 ≤ i < m
uSm+1(2) = vuSm+1uSm − uSm uSm+1 for i = m.
Hence the composition ιm−1 ◦ · · · ◦ ι2 ◦ ι1 of functors gives an embedding of categories
rep0(C1) ↩→ rep0(Cm), which induces an embedding of Hall algebras:
Ψ : H(C1) −→ H(Cm).
Set
hr,λi = Θλi ◦Ψ(hr ).
Finally we define
Tr =

x∈X
hr,x ∈ H(Coh(X)),
where the sum is taken over all closed points x on X.
5.4
We also need some notations in [13] for the Hall algebra of H(Cm). For any 1 ≤ l ≤ m, let
Ml,α be the set of all isomorphism classes of modules M in rep0(Cm) such that dim M = α and
soc(M) ⊆ S1 ⊕ · · · ⊕ Sl .
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Let δm be the sum of dimension vectors of all simple modules, i.e. the minimal imaginary root
for Cm . For any r ∈ N, set
cl,r = (−1)rv−2lr

M∈Ml,rδm
(−1)dim End(M)aM uM ∈ H(Cm).
Then define pl,r ∈ H(Cm) via the following generating function
r≥1
(1− v−2lr )pl,r T r−1 = ddT log Cl(T ),
where Cl(T ) = 1+r≥1 cl,r T r .
And define
πl,r := [lr ]r pl,r .
For any exceptional point λi on X, let π ij,k = Θλi (π j,k). It is not difficult to see that
π i1,r = hr,λi .
Remark 5.2. It was proved in [12] that there is an algebra isomorphism H(Cm) ≃ U+v (slm)
⊗ Z , where Z = C[pm,1, pm,2, . . .] is a central subalgebra of H(Cm) and the element pm,r is
homogeneous of degree rδm .
5.5
We can associate a star-shaped graph Γ to the weight type (p, λ):
[1,1]• [1,2]• . . . [1,p1−1]•
[2,1]• [2,2]• . . . [2,p2−1]•
∗•

<<
<<
<<
<<

...
...
...
[n,1]• [n,2]• . . . [n,pn−1]•
As marked in the graph, the central vertex is denoted by ∗. There are n branches and in each
branch there are pi − 1 (1 ≤ i ≤ n) vertices respectively. We denote by [i, j] the j th vertex in
the i th branch. Let Γ0 = {∗, [i, j]|1 ≤ i ≤ n, 1 ≤ j ≤ pi − 1} denote the set of vertices of Γ .
Consider the Kac–Moody algebra g = g(Γ ) associated to the graph Γ . As in 3.3 and 3.4, we
have the loop algebra Lg and its quantized enveloping algebra Uv(Lg). The root systems of g
and Lg are denoted by ∆ and ∆ˆ respectively. In view of the graph Γ , the simple roots in ∆ are
denoted by α∗ and αi j , for 1 ≤ i ≤ n and 1 ≤ j ≤ pi − 1. We also know that ∆ˆ = Z∗δ ∪
{∆+ Zδ}.
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From Proposition 4.3, there is a natural isomorphism of Z-modules K0(Coh(X)) ∼= Qˆ given
by
[Sij ] → αi j , for 1 ≤ j ≤ pi − 1, 1 ≤ i ≤ n,
[Sipi ] → δ −
pi−1
j=1
αi j , for 1 ≤ i ≤ n,
[O(kc⃗)] → α∗ + kδ, for k ∈ Z.
Now by Lemma 4.4 we have the following result.
Lemma 5.3. The symmetric Euler form on K0(Coh(X)) coincides with the Cartan form on Qˆ.
5.6
In [23] (also see [24]) Schiffmann has proved that the Hall algebra H(Coh(X)) provides a
realization of the quantized enveloping algebra of a certain nilpotent subalgebra of Lg, denoted
by Uv(n).
Let us recall the definition of Uv(n). First, for each i , we denote by Ui the subalgebra of
Uv(Lg) generated by x±[i, j],k , h[i, j],l and K±1[i, j] (1 ≤ j ≤ pi − 1, k ∈ Z, l ∈ Z \ {0}). It is
clear that this subalgebra is isomorphic to Uv(slpi ). Denote the Chevalley generators of Uv(slpi )
by E ij and F
i
j (1 ≤ j ≤ pi ). Then the image of E ij under Beck’s isomorphism is x+[i, j],0, for
1 ≤ j ≤ pi − 1. But the image of E ipi , which we denote by εi , is not a Drinfeld generator. Now
let U+i be the subalgebra generated by x
+
[i, j],0 and εi . Thus U
+
i is isomorphic to the standard
positive part of Uv(slpi ). Finally, Uv(n) is defined to be the subalgebra of Uv(Lg) generated by
x+∗,k , h∗,r and U
+
i (k ∈ Z, r ≥ 1, 1 ≤ i ≤ n).
Now let C(Coh(X)) be the subalgebra of H(Coh(X)) generated by uO(kc⃗), uSij and Tr for
k ∈ Z, 1 ≤ i ≤ n, 1 ≤ j ≤ pi and r ∈ N. It is called the composition algebra of Coh(X). The
following theorem was proved by Schiffmann.
Theorem 5.4 ([23]). The assignment x+[i, j],0 → uSij for 1 ≤ j ≤ pi − 1, εi → uSipi , x∗,k →
uO(kc⃗), h∗,r → Tr gives an epimorphism of algebras
Φ : Uv(n) C(Coh(X)).
Moreover, if g is of finite or affine type, Φ is an isomorphism.
The subalgebra Uv(n) can be viewed as a certain “positive part” of Uv(Lg). But by definition
it is not generated by part of Drinfeld generators. Thus the correspondence between generators
of C(Coh(X)) and Drinfeld generators of Uv(Lg) is not completely explicit.
As in 2.4, we have the double Hall algebra DH(Coh(X)). We define the double
composition algebra DC(Coh(X)) to be the subalgebra of DH(Coh(X)) generated by
C(Coh(X)),C−(Coh(X)) (the subalgebra of H−(Coh(X)) defined similar to C(Coh(X))) and
the torus T. Recall that T = {Kα|α ∈ K0(Coh(X))}. The following notations will be used:
K∗ = K[O], K[i, j] = K[Sij ] for 1 ≤ i ≤ n, 1 ≤ j ≤ pi − 1.
We will show that the Drinfeld generators and relations for the whole quantum loop algebra
can be fully understood in the double composition algebra.
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5.7
We keep the notations in the previous subsections.
Note that in 5.3 and 5.4 we have defined the elements Tk, π ij,k in the Hall algebra H(Coh(X))
for any 1 ≤ i ≤ n, 1 ≤ j ≤ pi − 1 and k ≥ 1. Similarly we can define the elements T−k , π−ij,k in
the negative Hall algebra H−(Coh(X)).
Moreover, we define
η+i, j = v1− jΘλi
 
M∈M j+1,δ−e j
(1− v2)dim End(M)−1u+M
 K[i, j],
η−i, j = −v− jΘ−λi
 
M∈M j+1,δ−e j
(1− v2)dim End(M)−1u−M
 K−[i, j].
The following theorem is the main result of this paper.
Theorem 5.5. For any star-shaped graph Γ , let g be the Kac–Moody algebra and X be the
weighted projective line associated to Γ respectively. Then the following elements together with
{Ks ∈ T|s ∈ Γ0} in the double Hall algebra DH(Coh(X)) satisfy the defining relations of the
quantum loop algebra Uv(Lg) (see 3.4).
hs,r =

Tr s = ∗, r > 0
−T−−r s = ∗, r < 0
π ij+1,r − (vr + v−r )π ij,r + π ij−1,r s = [i, j], r > 0
−π−ij+1,−r + (vr + v−r )π−ij,−r − π−ij−1,−r s = [i, j], r < 0
x+s,t =

u+O(t c⃗) s = ∗, t ∈ Z
u+
Sij
s = [i, j], t = 0
t
[2t] [h[i, j],t , x
+
[i, j],0] s = [i, j], t ≥ 1
η−i, j s = [i, j], t = −1
−k
[−2k] [h[i, j],−k, x
+
[i, j],−1] s = [i, j], t = −k − 1, k > 0
x−s,t =

−vu−O(−t c⃗) s = ∗, t ∈ Z
η+i, j s = [i, j], t = 1
−k
[2k] [h[i, j],k, x
−
[i, j],1] s = [i, j], t = k + 1, k > 0
−vu−
Sij
s = [i, j], t = 0
k
[−2k] [h[i, j],−k, x
−
[i, j],0] s = [i, j], t = −k, k > 0.
The proof of this theorem consists of the next three sections.
Remark 5.6. (1) By the above theorem we have an algebra homomorphism
Ξ : Uv(Lg)→ DH(Coh(X)).
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The image of Ξ is in fact the double composition algebra DC(Coh(X)). This can be easily
seen from the following results proved in [13]:
uSipi
= (−1)n[−vu−
Sipi−1
, . . . , [−vu−
Si2
, η+i,1]v−1 ]v−1 K[Sipi ],
where the v-commutator is defined as in Lemma 6.4. And for any i , the elements π ij+1,r −
(vr + v−r )π ij,r + π ij−1,r and η+i, j are in Θi (C(C pi )) ⊂ C(Coh(X)).
(2) Shortly after the first version of this paper appeared in arXiv, Burban and Schiffmann proved
in [4] that the extended composition algebra C(Coh(X)) ⊗ T is a topological sub-bialgebra
of H(Coh(X)) ⊗ T. Thus we can construct the reduced Drinfeld double of the algebra
C(Coh(X)). Now it is clear that our double composition algebra DC(Coh(X)) coincides with
the reduced Drinfeld double of C(Coh(X)). However, we do not need this result throughout
the paper.
(3) We expect that our homomorphism Ξ is injective, namely Ξ : Uv(Lg) ≃ DC(Coh(X)),
at least in the case that g is of finite or affine type. Note that it was shown in [4] that
the two algebras Uv(Lg) and DC(Coh(X)) are isomorphic in the finite type case, where
the isomorphism is induced by a derived equivalence functor of the category Coh(X)
and representations of a certain tame quiver. But it is difficult to understand Drinfeld’s
presentation by such isomorphisms. In particular, even if our Ξ is an isomorphism, it cannot
be the isomorphism induced by a derived equivalence functor for most cases. We will give a
more detailed explanation in Section 9.
6. Relations in the subalgebras isomorphic to Uv(sl pi )
6.1. Relations in each tube Tλi
Recall the star-shaped graph Γ in 5.5. We can see that for any fixed i ∈ {1, 2, . . . , n}, the
full subgraph consisting of vertices {[i, j]|1 ≤ j ≤ pi − 1} is a Dynkin diagram of type
Api−1. Thus the relations to be satisfied by the elements x±[i, j],k, h[i, j],r for all 1 ≤ j ≤ pi − 1,
k ∈ Z, r ∈ Z \ {0} are actually the defining relations of Uv(slpi ). We will prove them in this
section.
Note that by definition the elements x+[i, j],k, x
−
[i, j],l , h[i, j],r for 1 ≤ j ≤ pi − 1, k ∈ N,
l, r ∈ N∗ are all in the subalgebra H(Tλi ), which is isomorphic to H(C pi ). Thus we can use the
method developed by Hubery in [13], where he explicitly wrote down the elements in H(Cm)
satisfying Drinfeld relations of U+v (slm). Then by the isomorphism Θλi , we can transfer the
result to H(Tλi ) ⊂ H(Coh(X)). Namely we have the following.
Proposition 6.1 ([13]). For any fixed i ∈ {1, 2, . . . , n}, the elements x+[i, j],k, x−[i, j],l , h[i, j],r for
1 ≤ j ≤ pi − 1, k ∈ N, l, r ∈ N∗ satisfy the Drinfeld relations of U+v (slpi ).
This result can be easily extended to Uv(slpi ).
Corollary 6.2. For any fixed i ∈ {1, 2, . . . , n}, the elements x±[i, j],k, h[i, j],r for all 1 ≤ j ≤
pi − 1, k ∈ Z, r ∈ Z \ {0} satisfy the Drinfeld relations for Uv(slpi ).
The proof will be given in 6.3.
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6.2. Beck’s isomorphism for Uv(slm)
In this subsection we briefly recall Beck’s isomorphism in [2].
Let W be the Weyl group of slm . The simple reflections s1, . . . , sm−1 generate W . Let P be
the weight lattice and Q be the root lattice. The fundamental weights are denoted by ω1, . . . ,
ωm−1.
The extended affine Weyl group is defined to be the semi-direct product W = P o W , where
(x, ω)(x ′, ω′) = (x + ω(x ′), ωω′). And the affine Weyl group associated to slm is the subgroupW = Q o W . We have the decomposition W = W o (Z/mZ), where the cyclic group Z/mZ
has a generator τ = (ω1, s1s2 · · · sm−1).
Set sm := (ω1 + ωm−1, s1s2 · · · sm−1 · · · s2s1). Then {s1, s2, . . . , sm} is a set of generators of
the affine Weyl group W . We can extend the length function on W to W by setting l(τ ) = 0.
Note that the fundamental weights, considered as elements in W , have the following reduced
expressions in terms of the generators si and τ :
ωi = τ i (sm−i · · · sm−1) · · · (s2 · · · si+1)(s1 · · · si ).
The braid group associated to W is the group with generators Tω (ω ∈ W ) the relations
TωT ′ω = Tωω′ if l(ω) + l(ω′) = l(ωω′). Following Lusztig, it acts on Uv(slm) (see 3.2) via the
following rules:
Ti (Ei ) = −Fi Ki , Ti (Fi ) = −K−1i Ei , Ti (Kα) = Ksi (α),
Ti (E j ) =

r+s=−ci j
(−1)rv−r E (s)i E j E (r)i , for i ≠ j,
Ti (F j ) =

r+s=−ci j
(−1)rvr F (r)i F j F (s)i , for i ≠ j
Tτ (Ki ) = Ki+1, Tτ (Ei ) = Ei+1, Tτ (Fi ) = Fi+1
where E (r)i = Eri /[r ]!, F (r)i = Fri /[r ]! and (ci j )1≤i, j≤m is the Cartan matrix associated to slm .
For 1 ≤ i ≤ m − 1 and j ∈ Z, let
x−i, j = (−1)i jvmj T jωi (Fi ), x+i, j = (−1)i jvmj T− jωi (Ei ).
For 1 ≤ i ≤ m − 1, k > 0, define hi,k via the following generating functions
Ki exp((v − v−1)Σk>0hi,kuk) = Σl≥0ψi,lul ,
where ψi,l = (v − v−1)[Ei , T lωi (Fi )] for l > 0 and ψi,0 = Ki .
Similarly, define hi,−k via
K−1i exp((v
−1 − v)Σk>0hi,−kuk) = Σl≥0ψi,−lul
where ϕi,−l = (v − v−1)[Fi , T lωi (Ei )] for l > 0 and ϕi,0 = K−1i .
The following is now well-known; see [2] for the proof.
Theorem 6.3. Uv(slm) is generated by the elements x±i, j , hi,k, K±1i , where 1 ≤ i ≤ m −
1, j ∈ Z and k ∈ Z \ {0}. The defining relations are Drinfeld relations for Uv(Lslm). Thus
the Drinfeld–Jimbo presentation of Uv(slm) is isomorphic to the Drinfeld presentation of
Uv(Lslm).
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6.3. The proof of Proposition 6.1 and Corollary 6.2
Proposition 6.1 is a result of Hubery [13]. Corollary 6.2 follows easily by a similar method.
Now we briefly recall the arguments in [13]. Let Cm be the cyclic quiver with m vertices and
consider the Hall algebra H(Cm). The composition algebra C(Cm) is the subalgebra of H(Cm)
generated by uSi for 1 ≤ i ≤ m. We know that the composition subalgebra C(Cm) is isomorphic
to U+v (slm) (Theorem 2.2) and the reduced Drinfeld double DC(Cm) is isomorphic to Uv(slm)
(Theorem 2.3). And the isomorphism is given by
uSi → Ei , −vu−Si → Fi .
We also know that Uv(slm) is isomorphic to Uv(Lslm). Let
Υ : DC(Cm) ≃ Uv(Lslm)
be the composition of two isomorphisms mentioned above.
Now if we can find the inverse images of the elements x±i, j , hi,k underΥ , they should certainly
satisfy the Drinfeld relations.
By Theorem 6.3 we have
x−i,1 = (−1)ivm Tωi (Fi ), x+i,−1 = (−1)−iv−m Tωi (Ei ).
Recall that ωi = τ i (sn−i · · · sn−1) · · · (s2 · · · si+1)(s1 · · · si ). By induction, we have the
following result.
Lemma 6.4. For 1 ≤ i ≤ m − 1, we have
Tωi (Fi ) = −Ki [Em, Em−1, . . . , Ei+1, E1, E2, . . . , Ei−1]v−1 ,
Tωi (Ei ) = −[Fi−1, . . . , F2, F1, Fi+1, . . . , Fm−1, Fm]vK−1i ,
where [a, b]v = ab − vba, and [a, b, c]v = [[a, b]v, c]v .
We identify Ei (resp. Fi ) with u+si (resp. −vu−si ). Further calculations yield
Tωi (Fi ) = −v−m+i+1 Ki [u+sm (m−i), u+s1 , u+s2 . . . , u+si−1 ]v−1 ,
Tωi (Fi )K
−1
i = (−1)iv1−m−i

M∈Mi+1,δ−e j
(1− v2)dim End(M)−1u+M .
Therefore, we have
x+i,0 = u+Si ,
x−i,1 = v1−i

M∈Mi+1,δ−ei
(1− v2)dim End(M)−1u+M Ki .
In a similar way, we have
x−i,0 = u−Si ,
x+i,−1 = −v−1v1−i

M∈Mi+1,δ−ei
(1− v2)dim End(M)−1u−M K−i .
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The inverse image of the elements hi,k in the Hall algebra can be found by induction using
the fact that πn,r (see 5.4) is central and primitive in the Hall algebra. And the result is
hi,k = πi+1,k − (vk + v−k)πi,k + πi−1,k, for k > 0.
Again by a similar method we have
hi,−k = −(π−i+1,k − (vk + v−k)π−i,k + π−i−1,k), for k > 0.
Finally, the elements x+i, j ( j ≠ 0,−1) and x−i, j ( j ≠ 0, 1) are determined by the relation
3.4 (4).
7. Relations in H(Coh(X))
In this section we focus on the elements x+[i, j],k, x
−
[i, j],k+1, h[i, j],l , x+∗,r , and h∗,t where 1 ≤ i≤ n, 1 ≤ j ≤ pi −1, k ≥ 0, l, t ∈ N and r ∈ Z. These are the elements belonging to the positive
Hall algebra H(Coh(X)).
7.1. The known relations
First, for reader’s convenience, we list the relations which have already been proved in [23].
(a) For 1 ≤ i ≤ n, r, r1 ∈ N and k ∈ Z,
[T∗,r , uO(kc⃗)] = [2r ]r uO((k+r)c⃗),
[T∗,r , x+[i,1],r1 ] = −
[r ]
r
x+[i,1],r1+r .
(b) For t1, t2 ∈ Z,
uO((t1+1)c⃗)uO(t2c⃗) − v2uO(t2c⃗)uO((t1+1)c⃗) = v2uO(t1c⃗)uO((t2+1)c⃗) − uO((t2+1)c⃗)uO(t1c⃗).
(c) For 1 ≤ i ≤ n, r, r1, r2 ∈ N and t, t1, t2 ∈ Z,
Symr1,r2{x+[i,1],r1 x+[i,1],r2uO(t c⃗) − [2]x+[i,1],r1uO(t c⃗)x+[i,1],r2 + uO(t c⃗)x+[i,1],r1 x+[i,1],r2} = 0,
Symt1,t2{uO(t1c⃗)uO(t2c⃗)x+[i,1],r − [2]uO(t1c⃗)x+[i,1],r uO(t2c⃗) + x+[i,1],r uO(t1c⃗)uO(t2c⃗)} = 0.
(d) For 1 ≤ i ≤ n, r, r1, r2 ∈ N and t ∈ Z,
uO((t+1)c⃗)x+[i,1],r − v−1x+[i,1],r uO((t+1)c⃗) = v−1uO(t c⃗)x+[i,1],r+1 − x+[i,1],r+1uO(t c⃗),
x+[i,1],r1+1x
+
[i,1],r2 − v2x+[i,1],r2 x+[i,1],r1+1 = v2x+[i,1],r2+1x+[i,1],r1 − x+[i,1],r1 x+[i,1],r2+1.
For any two elements arising from different tubes, we know that they commute with each
other as there are no non-trivial extensions between torsion sheaves belonging to different tubes.
Moreover, from the last section we know that the elements in each H(Tλi ) (1 ≤ i ≤ n) satisfy
the required relations.
7.2. The remaining relations
Lemma 7.1. (1) [h[i, j],k, h[i,l],m] = 0, for any 1 ≤ i ≤ n, 1 ≤ j, l ≤ pi − 1, k,m ∈ N.
(2) [h[i, j],l , h∗,k] = 0, for any 1 ≤ i ≤ n, 1 ≤ j ≤ pi − 1, l, k ∈ N.
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Proof. We deduce [π ij,k, π il,m] = 0 by the embedding of algebras
Hv(C1) ↩→ Hv(C2) · · · ↩→ Hv(C pi )
and the fact that π ij,k is in the center of Hv(C j ) (see the remark in 5.4). The first equation follows.
For the second one, we have [h[i, j],l , h∗,k] = [h[i, j],l , π i1,k] = 0. 
Lemma 7.2. [h∗,l , x+[i, j],k] = 0, for any 1 ≤ i ≤ n, 2 ≤ j ≤ pi − 1, l, k ∈ N.
Proof. First we prove the case k = 0, we know that x+[i, j],0 = uSij . Assume that uG is a
term with non-zero coefficient in the expression of h∗,l = Tl , where G is a torsion sheaf. We
only need to consider the direct summand F of G belonging to Tλi . We have [F ] = lδ and
top(F ) = Si0 ⊕ Si0 · · · ⊕ Si0, soc(F ) = Si1 ⊕ Si1 · · · ⊕ Si1. It is clear that [uF , uSij ] = 0. Thus we
get [h∗,l , x+[i, j],0] = 0.
For the general case, one just need to apply ad(h[i, j],k) to the above formula. 
Lemma 7.3. [h∗,l , x−[i,1],k] = [l]l x−[i,1],1+k , for any l ∈ N, 1 ≤ i ≤ n and k ≥ 1.
Proof. Again we first consider the simplest case, namely the case k = 1.
We know that x−[i,1],1 = uSi0(pi−1)K[i,1]. It is not difficult to see that [π
i
2,k, x
−
[i,1],1] = 0. Hence
we have
[h∗,l , x−[i,1],1] = [hl,λi , x−[i,1],1] =
1
−(vl + v−l) [h[i,1],l , x
−
[i,1],1] =
[l]
l
x−[i,1],l+1.
For k > 1, we have
[h∗,l , x−[i,1],k] =
−(k − 1)
[2(k − 1)] [h∗,l , [h[i,1],k−1, x
−
[i,1],1]]
= −(k − 1)[2(k − 1)] [h[i,1],k−1, [h∗,l , x
−
[i,1],1]]
= −(k − 1)[2(k − 1)]
[l]
l
[h[i,1],k−1, x−[i,1],l+1] =
[l]
l
x−[i,1],k+l . 
Lemma 7.4. [h∗,l , x−[i, j],k] = 0, for any 1 ≤ i ≤ n, 2 ≤ j ≤ pi − 1, l ∈ N and k ≥ 1.
Proof. The case k = 1 can be proved in the same way as Lemma 7.2. For k > 1 we just apply
ad(h[i, j],k). 
Lemma 7.5. [x+∗,k, x−[i, j],1] = 0, for any k ∈ Z, 1 ≤ i ≤ n, 1 ≤ j ≤ pi − 1.
Proof. We first consider the case j = 1. Note that x−[i,1],1 = uSi0(pi−1)K[i,1], so we have
[x+∗,k, uSi0(pi−1)K[i,1]] = x
+
∗,kuSi0(pi−1)K[i,1] − uSi0(pi−1)K[i,1]x
+∗,r
= (x+∗,kuSi0(pi−1) − v
−1uSi0(pi−1)x
+∗,r )K[i,1].
We know that
Hom(O(kc⃗), Si0(pi − 1)) = k,
Ext1(O(kc⃗), Si0(pi − 1)) = Hom(Si0(pi − 1),O(kc⃗)) = 0.
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Thus we have
x+∗,kuSi0(pi−1) = vuO(kc⃗)⊕Si0(pi−1), uSi0(pi−1)x
+
∗,k = v2uO(kc⃗)⊕Si0(pi−1).
Then it follows that [x+∗,k, uSi0(pi−1)K[i,1]] = 0.
Now assume j ≥ 2, in this case we know that
x−[i, j],1 = (−v) j+1 K[i, j][uSi0(pi− j), uSi1 , . . . , uSij−1 ]v−1 .
It suffices to prove [x+∗,k, [uSi0(pi− j), uSi1 ]v−1 ] = 0, which can be deduced using the following
identities:
uSi0(pi− j)uO(kc⃗) = vuO(kc⃗)uSi0(pi− j),
uSi1
uO(kc⃗) = v−1(uO(kc⃗)uSi1 + uO(kc⃗+x⃗i )),
uSi0(pi− j)uO(kc⃗+x⃗i ) = uO(kc⃗+x⃗i )uSi0(pi− j). 
Lemma 7.6. [h[i,1],l , x+∗,k] = −[l]l x+∗,k+l , for any 1 ≤ i ≤ n, l ∈ N and k ∈ Z.
Proof. For fixed i , we know that the following relation holds (see Corollary 6.2):
[x+[i, j],k, x−[i, j],l ] =
ψ[i, j],k+l − ϕ[i, j],k+l
v − v−1 .
Now we set
ξ ir = [x+[i,1],r−1, x−[i,1],1]K−1[i,1] =
1
v − v−1ψ[i,1],r K
−1
[i,1].
By the definition of ψ[i,1],r we have
rh[i,1],r = rξ ir −
r−1
s=1
(v − v−1)sh[i,1],sξ ir−s . (∗1)
The definition of ξ ir yields
ξ ir = x+[i,1],r−1uSi0(pi−1) − v
2uSi0(pi−1)x
+
[i,1],r−1.
Thus we have
ξ ir uO(kc⃗) = x+[i,1],r−1uSi0(pi−1)uO(kc⃗) − v
2uSi0(pi−1)x
+
[i,1],r−1uO(kc⃗)
= vx+[i,1],r−1uO(kc⃗)uSi0(pi−1) − v
2uSi0(pi−1)x
+
[i,1],r−1uO(kc⃗).
We claim that the following identity holds:
ξ ir uO(kc⃗) = uO(kc⃗)ξ ir + (v−1 − v)uO((k+1)c⃗)ξ ir−1 + v−1(v−1 − v)uO((k+2)c⃗)ξ ir−2
+ · · · + v−(r−2)(v−1 − v)uO((k+r−1)c⃗)ξ i1 − v−(r−1)uO((k+r)c⃗). (∗2)
Now we prove the claim by induction on r .
When r = 1, we have ξ i1 = uSi1uSi0(pi−1) − v
2uSi0(pi−1)uSi1 .
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Also we have
uSi1
uO(kc⃗) = v−1(uO(kc⃗)⊕Si1 + uO(kc⃗+x⃗i )),
uO(kc⃗)uSi1
= uO(kc⃗)⊕Si1 ,
uSi0(pi−1)uO(kc⃗+x⃗i ) = v
−1(uO(kc⃗+x⃗i )⊕Si0(pi−1) + uO((k+1)c⃗)),
uO(kc⃗+x⃗i )uSi0(pi−1) = uO(kc⃗+x⃗i )⊕Si0(pi−1).
Thus we deduce that
ξ i1uO(kc⃗) = vuSi1 uO(kc⃗)uSi0(pi−1) − v
2uSi0(pi−1)uSi1uO(kc⃗)= uO(kc⃗)uSi1uSi0(pi−1) + uO(kc⃗+x⃗i )uSi0(pi−1)− vuSi0(pi−1)uO(kc⃗)uSi1 − vuSi0(pi−1)uO(kc⃗+x⃗i )= uO(kc⃗)uSi1uSi0(pi−1) + uO(kc⃗+x⃗i )uSi0(pi−1)
− v2uO(kc⃗)uSi0(pi−1)uSi1 − uO(kc⃗+x⃗i )uSi0(pi−1) − uO((k+1)c⃗)
= uO(kc⃗)ξ i1 − uO((k+1)c⃗).
Then we assume that (∗2) holds for r − 1. By [23] 4.13, we have
ξ ir uO(kc⃗) = (uO(kc⃗)ξ ir−1 + ξ ir−2uO((k+1)c⃗) − vuO((k+1)c⃗)ξ ir−2)uSi0
− vuSi0(uO(kc⃗)ξ
i
r−1 + ξ ir−2uO((k+1)c⃗) − vuO((k+1)c⃗)ξ ir−2)
= uO(kc⃗)ξ ir − vuO((k+1)c⃗)ξ ir−1 + v−1ξ ir−1uO((k+1)c⃗).
This completes the proof of (∗2). And the lemma is a consequence of (∗2) and (∗1). 
Lemma 7.7. (1) [x+[i, j],l , x+∗,k] = 0, for 1 ≤ i ≤ n, 2 ≤ j ≤ pi − 1, l ≥ 0 and k ∈ Z.
(2) [h[i, j],l , x+∗,k] = 0, for 1 ≤ i ≤ n, 2 ≤ j ≤ pi − 1, l ∈ N and k ∈ Z.
Proof. First we observe that (2) is a consequence of (1), since [h[i, j],l , x+∗,k] = 0 if and only if
[[x+[i, j],l−1, x−[i, j],1], x+∗,k] = 0 and we know that [x−[i, j],1, x+∗,k] = 0 by Lemma 7.5.
Note that [x+[i, j],0, x+∗,k] = 0, because there is no non-trivial extension between O(kc⃗) and Sij
for j ≥ 2.
Now we argue by induction on j . When j = 2, using Lemma 7.6 we have
[x+[i,2],l , x+∗,k] =
−l
[l] [[h[i,1],l , uSi2 ], x
+
∗,k]
= −l[l] [[h[i,1],l , x
+
∗,k], uSi2 ] = 0.
Assume that for 1 < j < m the relation holds, we also have [h[i, j],l , x+∗,k] = 0 for 1 < j < m.
Hence
[x+[i,m],l , x+∗,k] =
−l
[l] [[h[i,m−1],l , x
+
[i,m],0], x+∗,k]
= −l[l] [[h[i,m−1],l , x
+
∗,k], x+[i,m],0] = 0. 
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Lemma 7.8. [x−[i, j],l , x+∗,k] = 0, for any 1 ≤ i ≤ n, 1 ≤ j ≤ pi − 1, l ≥ 1 and k ∈ Z.
Proof. For the case l = 1 this is just Lemma 7.5. For l > 1 we apply ad(h[i, j],r ) and use
Lemmas 7.6 and 7.7(2). 
8. Relations in DH(Coh(X))
We prove all the Drinfeld relations in this section. In the last section we have proved the
relations in H(Coh(X)). In the same way we can prove the relations in H−(Coh(X)). So we
focus on the relations involving both positive and negative elements.
8.1
We first investigate the comultiplication of h∗,r and uO(kc⃗) (r ≥ 0, k ∈ Z) in detail, which is
crucial for our calculations. By definition we have
∆(h∗,r ) = h∗,r ⊗ 1+ Krδ ⊗ h∗,r +

0<[A],[B]<rδ
f (A, B)u A K[B] ⊗ u B,
∆(uO(kc⃗)) = uO(kc⃗) ⊗ 1+
∞
r=0
θ∗,r Kα∗+(k−r)δ ⊗ uO((k−r)c⃗)
+

x⃗∈L(p)+,x⃗≠tδ, ∀t∈N
θx⃗ K[O((k−r)c⃗−x⃗)] ⊗ uO((k−r)c⃗−x⃗),
where {θ∗,r }r≥1 is defined by the following generating series
k≥0
θ∗,r uk = exp

(v − v−1)
∞
k=1
h∗,kuk

.
In the following, for simplicity we will call

0<[A],[B]<rδ f (A, B)u A K[B]⊗u B the remaining
terms in ∆(h∗,r ) and

x⃗∈L(p)+,x⃗≠tδ, ∀t∈N θx⃗ K[O((k−r)c⃗−x⃗)] ⊗ uO((k−r)c⃗−x⃗) the remaining terms
in ∆(uO(kc⃗)).
8.2
In this subsection we prove the relation [hs,r , ht,m] = 0 for 1 ≤ s, t ≤ n and rm < 0. We
assume that m > 0 and r < 0.
Lemma 8.1. For fixed i , we have
[π+il1,k1 , π−il2,k2 ] = 0,
where 1 ≤ l1, l2 ≤ pi and k1, k2 ∈ N.
Proof. For simplicity, we will omit i and write p for pi . Also we write h j,k for h[i, j],k , for any
1 ≤ j ≤ pi − 1.
For 1 ≤ k ≤ p − 1, we have the relation
[π+p,k1 , h p−k,−k2 ] = 0.
This implies
[π+p,k1 , π−p−k+1,k2 − (vk2 + v−k2)π−p−k,k2 + π−p−k−1,k2 ] = 0.
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Note that [π+p,k1 , π−p,k2 ] = 0. Hence we get a system of homogeneous linear equations
AX = 0, where
A =

a 1 0 0 · · · 0
1 a 1 0 · · · 0
0 1 a 1 · · · 0
· · · · · · · · · · · · · · · · · ·
0 0 · · · 1 a 1
0 0 · · · 0 1 a

X = (bp,p−1, bp,p−2, . . . , bp,2, bp,1)t ,
and a = −(vk2 + v−k2), bp,l = [π+p,k1 , π−l,k2 ].
It is clear that A is a nonsingular matrix; thus [π+p,k1 , π−l,k2 ] = 0 holds for any 1 ≤ l ≤ p − 1.
Similarly, the relations [hl1,k1 , hl2,−k2 ] = 0 (1 ≤ l1 ≤ p − 1, 1 ≤ l2 ≤ p − 1) induce a
system of homogeneous linear equations with (p− 1)× (p− 1) variables [π+l1,k1 , π−l2,k2 ] and the
coefficient matrix is also nonsingular. Therefore, for any 1 ≤ l1 ≤ p − 1, 1 ≤ l2 ≤ p − 1 and
k1, k2 ∈ N, we have [π+l1,k1 , π−l2,k2 ] = 0. 
Now we can deduce that
[h∗,r , h∗,m] = −
n
i=1
[π−i1,−r , π+i1,m] = 0,
[h∗,r , h[i, j],m] = −[π−i1,−r , π+ij+1,m − (vm + v−m)π+ij,m + π+ij−1,m] = 0.
8.3
In this subsection we deal with the following relation for the remaining cases
[hs,r , x±t,m] = ±
1
r
[last ]x±t,r+m .
Lemma 8.2. [h∗,−l , x+∗,k] = 1l [2l]x+∗,−l+k , for any l > 0 and k ∈ Z.
Proof. Recall that
∆(uO(kc⃗)) = uO(kc⃗) ⊗ 1+
∞
r=0
θ∗,r Kα∗+(k−r)δ ⊗ uO((k−r)c⃗) + remaining terms.
We prove that if A is a quotient of O(kc⃗) as well as a subsheaf of a torsion sheaf occurring
with nonzero coefficient in h∗,l , then [A] = sδ for some s ∈ N.
Otherwise, assume that [A] is not a multiple of δ, then there exists an exact sequence
0 → O(x⃗)→ O(kc⃗)→ A → 0,
where x⃗ is not a multiple of c⃗.
This implies
Ext1(Sm1 ,O(x⃗)) = Hom(O(x⃗), Sm0 ) = 0, for some 1 ≤ m ≤ n.
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There is always an injective map from Sm1 to A. Thus we have the following commutative
diagram where the right square is a pull-back diagram:
0 / O(x⃗) /

O(x⃗)⊕ Sm1
f

p2 / Sm1
i

/ 0
0 / O(x⃗) / O(kc⃗)
g / A / 0
Since there is no non-zero morphism from Sm1 to O(kc⃗), we have g f = 0. But i p2 is clear not
zero, which is a contradiction.
This means we do not need to consider the remaining terms in ∆(uO(kc⃗)).
Now using the definition of the Drinfeld double and note that (θ∗,r , h∗,r ) = [2r ]r , the lemma
follows. 
Lemma 8.3. (1) [h∗,l , x+[i,1],k] = 1l [−l]x+[i,1],k+l , for l < 0, 1 ≤ i ≤ n and k ≥ 0.
(2) [h∗,l , x−[i,1],k] = − 1l [−l]x−[i,1],k+l , for l < 0, 1 ≤ i ≤ n and k ≥ 1.
Proof. (1) We have shown that [π+i2,−l , x−[i,1],1] = 0. Similarly we have
[π−i2,−l , x+[i,1],−1] = 0.
Applying ad(h[i,1],k+1) to the above formula, we have [π−i2,−l , x+[i,1],k] = 0.
So we can deduce that
[h∗,l , x+[i,1],k] = [π−i1,−l , x+[i,1],k] =
−1
vl + v−l [h[i,1],l , x
+
[i,1],k] =
1
l
[−l]x+[i,1],k+l .
(2) We have shown that [π+i2,−l , x+[i,1],0] = 0. Similarly we have
[π−i2,−l , x−[i,1],0] = 0.
Applying ad(h[i,1],k) to the above formula, we have [π−i2,−l , x−[i,1],k] = 0.
Hence we have
[h∗,l , x−[i,1],k] = [π−i1,−l , x−[i,1],k] =
−1
vl + v−l [h[i,1],l , x
−
[i,1],k] = −
1
l
[−l]x−[i,1],k+l . 
Lemma 8.4. (1) [h∗,l , x+[i,m],k] = 0, for 1 ≤ i ≤ n, 2 ≤ m ≤ pi − 1, l < 0 and k ≥ 0.
(2) [h∗,l , x−[i,m],k] = 0, for 1 ≤ i ≤ n, 2 ≤ m ≤ pi − 1, l < 0 and k ≥ 1.
Proof. For the first equation, apply ad(h[i,m],k+1) to [h∗,l , x+[i,m],−1] = 0. And for the second
one, just apply ad(h[i,m],k) to [h∗,l , x−[i,m],0] = 0. 
Lemma 8.5. [h[i,1],l , x+∗,k] = 1l [−l]x+∗,k+l , for 1 ≤ i ≤ n, l < 0 and k ∈ Z.
Proof. Set ξ il = [x+[i,1],−l , x−[i,1],2l ]K[i,1]. We have shown that
[x+[i,1],−l , x−[i,1],2l ] =
ϕ[i,1],l
v − v−1 .
R. Dou et al. / Advances in Mathematics 231 (2012) 2593–2625 2619
By the definition of ϕ (see 3.4 (7)), we have for any r < 0,
− rh[i,1],r = −rξ il +
−r−1
s=1
(v − v−1)sh[i,1],−sξ ir+s . (∗3)
We claim that the following identity holds:
ξ il x
+
∗,k = x+∗,kξ il + (v − v−1)x+∗,k−1ξ il+1 + v(v − v−1)x+∗,k−2ξ il+2
+ · · · + v(−r−2)(v − v−1)x+∗,k+l+1ξ i−1 − v(−r−1)x+∗,k+l . (∗4)
We prove the claim by induction. When l = −1, we have
ξ i−1x
+
∗,k = [x+[i,1],0, x−[i,1],−1]K[i,1]x+∗,k
= v−1[x+[i,1],0, x−[i,1],−1]x+∗,k K[i,1]
= x+∗,kξ i−1 − v−1x+∗,k−1ξ i0 + vξ i0x+∗,k−1
= x+∗,kξ i−1 + x+∗,k−1.
Now assume (∗4) holds for l = −r + 1. We will prove the case l = −r . By [23, 4.13] and
[x−[i,1],2l , x+∗,k] = 0, which will be proved in Lemma 8.8 independent of this lemma, we deduce
that
ξ il x
+
∗,k = [x+[i,1],−l , x−[i,1],2l ]K[i,1]x+∗,k
= v−1[x+[i,1],−l , x−[i,1],2l ]x+∗,k K[i,1]
= v−1(x+[i,1],−l x−[i,1],2l x+∗,k − x−[i,1],2l x+[i,1],−l x+∗,k)K[i,1]
= v−1(x+[i,1],−l x+∗,k x−[i,1],2l − x−[i,1],2l x+[i,1],−l x+∗,k)K[i,1]
= v−1((vx+[i,1],−l+1x+∗,k−1 + vx+∗,k x+[i,1],−l − x+∗,k−1x+[i,1],−l+1)x−[i,1],2l
+ x−[i,1],2l(vx+[i,1],−l+1x+∗,k−1 + vx+∗,k x+[i,1],−l − x+∗,k−1x+[i,1],−l+1))K[i,1]
= x+∗,kξ il − v−1x+∗,k−1ξ il+1 + vξ il+1x+∗,k−1.
The lemma is now a consequence of (∗3) and (∗4). 
Lemma 8.6. [h[i,m],l , x+∗,k] = 0, for 1 ≤ i ≤ n, 2 ≤ m ≤ pi − 1, l < 0 and k ∈ Z.
Proof. When m = 2, we have proved that
[x−[i,2],1, x+∗,k] = 0, [x+[i,2],0, x+∗,k] = 0.
Applying ad(h[i,1],l−1) to the second formula, we get
[x+[i,2],l−1, x+∗,k] = 0.
Then we have [ϕ[i,2],l , x+∗,k] = 0, which is the same as [h[i,2],l , x+∗,k] = 0.
Assume for any m < pi the relation [x+[i,m],l , x+∗,k] = 0 holds. We shall prove the case m + 1.
Note that the following still holds:
[x−[i,m+1],1, x+∗,k] = 0, [x+[i,m+1],0, x+∗,k] = 0.
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Now applying ad(h[i,m],l−1) to the second formula, we get
[x+[i,m+1],l−1, x+∗,k] = 0.
Then we deduce that [ϕ[i,m+1],l , x+∗,k] = 0, which is the same as [h[i,m+1],l , x+∗,k] = 0. 
8.4
Next we consider the relation
[x+s,k, x−t,l ] = δst
ψs,k+l − ϕs,k+l
v − v−1 .
Lemma 8.7. For any k, l such that k + l ≥ 0,
[x+∗,k, x−∗,l ] =
ψ∗,k+l − ϕ∗,k+l
v − v−1 .
Proof. Recall the comultiplication:
∆(uO(kc⃗)) = uO(kc⃗) ⊗ 1+
∞
r=0
θ∗,r Kα∗+(k−r)δ ⊗ uO((k−r)c⃗) + remaining terms.
∆(uO(−lc⃗)) = uO(−lc⃗) ⊗ 1+
∞
r=0
θ∗,r Kα∗+(−l−r)δ ⊗ uO((−l−r)c⃗) + remaining terms.
For any A1 = u B1 K[C1]⊗ uC1 (resp. A2 = u B2 K[C2]⊗ uC2 ) appearing in the remaining terms
of ∆(uO(kc⃗)) (resp. ∆(uO(−lc⃗))), B1 is a nonzero sheaf of finite length and C2 is a nonzero line
bundle. So they are not isomorphic to each other. And similarly, C1 is a nonzero line bundle and
B2 is a nonzero sheaf of finite length. They are not isomorphic to each other. Thus we do not
need to consider the remaining terms.
Then the lemma can be deduced by the definition of the Drinfeld double. 
Lemma 8.8. [x+∗,k, x−[i, j],l ] = 0, for any k ∈ Z, 1 ≤ i ≤ n, 1 ≤ j ≤ pi − 1, l ≤ 0.
Proof. By Lemma 7.5, we have [x+∗,k, x−[i, j],1] = 0.
For j = 1, we have
[x+∗,k, x−[i,1],l ] = 0,
by applying ad(h∗,l−1) to [x+∗,k, x−[i,1],1] = 0.
For 2 ≤ j ≤ pi − 1, we deduce [x+∗,k, x−[i, j],l ] = 0 by applying ad(h[i, j−1],l−1) to
[x+∗,k, x−[i, j],1] = 0. 
8.5
Now we consider the following relation:
x±s,k+1x
±
t,l − v±ast x±t,l x±s,k+1 = v±ast x±s,k x±t,l+1 − x±t,l+1x±s,k .
Lemma 8.9. For any 1 ≤ i ≤ n, l < 0 and k ∈ Z,
x+∗,k+1x
+
[i,1],l − v−1x+[i,1],l x+∗,k+1 = v−1x+∗,k x+[i,1],l+1 − x+[i,1],l+1x+∗,k .
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Proof. We have already known that
x+∗,k+1x
+
[i,1],0 − v−1x+[i,1],0x+∗,k+1 = v−1x+∗,k x+[i,1],1 − x+[i,1],1x+∗,k .
The required result can be obtained by applying ad(h[i,1],l−1) to the above formula. 
Lemma 8.10. [x+∗,k, x+[i, j],l ] = 0 for 1 ≤ i ≤ n, 2 ≤ j ≤ pi − 1, l < 0 and k ∈ Z.
Proof. Just apply ad(h[i,1],l−1) to [x+∗,k, x+[i, j],0] = 0. 
8.6
Finally we deal with the following relation:
Symk1,...,kn
n
t=0
(−1)t

n
t

x±i,k1 · · · x±i,kt x±j,l x±i,kt+1 · · · x±i,kn = 0,
where i ≠ j and n = 1− ai j .
Lemma 8.11. For any k1 ≤ 0, 1 ≤ i ≤ n, k2, t ∈ Z
Symk1,k2{x+[i,1],k1 x+[i,1],k2 x+∗,t − [2]x+[i,1],k1 x+∗,t x+[i,1],k2 + x+∗,t x+[i,1],k1 x+[i,1],k2} = 0.
Proof. For k1 = 0, k2 = 0 and t ∈ Z, we know that
Sym0,0{x+[i,1],0x+[i,1],0x+∗,t − [2]x+[i,1],0x+∗,t x+[i,1],0 + x+∗,t x+[i,1],0x+[i,1],0} = 0.
Applying ad(h∗,k1), we get
0 = −[k1]
k1
Symk1,0{x+[i,1],k1 x+[i,1],0x+∗,t − [2]x+[i,1],k1 x+∗,t x+[i,1],0 + x+∗,t x+[i,1],k1 x+[i,1],0}
+ [2k1]
k1
Sym0,0{x+[i,1],0x+[i,1],0x+∗,t+k1
− [2]x+[i,1],0x+∗,t+k1 x+[i,1],0 + x+∗,t+k1 x+[i,1],0x+[i,1],0}.
Hence we have
Symk1,0{x+[i,1],k1 x+[i,1],0x+∗,t − [2]x+[i,1],k1 x+∗,t x+[i,1],0 + x+∗,t x+[i,1],k1 x+[i,1],0} = 0.
Then apply ad(h∗,k2) to the above equation, which yields
0 = −[k2]
k2
Symk1+k2,0{x+[i,1],k1+k2 x+[i,1],0x+∗,t
− [2]x+[i,1],k1+k2 x+∗,t x+[i,1],0 + x+∗,t x+[i,1],k1+k2 x+[i,1],0}
+ [2k2]
k2
Symk1,0{x+[i,1],k1 x+[i,1],0x+∗,t+k2
− [2]x+[i,1],k1 x+∗,t+k2 x+[i,1],0 + x+∗,t+k2 x+[i,1],k1 x+[i,1],0}
− [k2]
k2
Symk1,k2{x+[i,1],k1 x+[i,1],k2 x+∗,t − [2]x+[i,1],k1 x+∗,t x+[i,1],k2 + x+∗,t x+[i,1],k1 x+[i,1],k2}.
The proof is completed. 
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Lemma 8.12. For any r < 0, 1 ≤ i ≤ n, t1, t2 ∈ Z
Symt1,t2{x+∗,t1 x+∗,t2 x+[i,1],r − [2]x+∗,t1 x+[i,1],r x+∗,t2 + x+[i,1],r x+∗,t1 x+∗,t2} = 0.
Proof. For any t1, t2, the following holds:
Symt1,t2{x+∗,t1 x+∗,t2 x+[i,1],0 − [2]x+∗,t1 x+[i,1],0x+∗,t2 + x+[i,1],0x+∗,t1 x+∗,t2} = 0.
Now applying ad(h∗,l), we get
0 = −[l]
l
Symt1+l,t2{x+∗,t1+l x+∗,t2 x+[i,1],0 − [2]x+∗,t1+l x+[i,1],0x+∗,t2 + x+[i,1],0x+∗,t1+l x+∗,t2}
− [l]
l
Symt1,t2+l{x+∗,t1 x+∗,t2+l x+[i,1],0 − [2]x+∗,t1 x+[i,1],0x+∗,t2+l + x+[i,1],0x+∗,t1 x+∗,t2+l}
+ [2l]
l
Symt1,t2{x+∗,t1 x+∗,t2 x+[i,1],l − [2]x+∗,t1 x+[i,1],l x+∗,t2 + x+[i,1],l x+∗,t1 x+∗,t2}.
Thus the relation holds for all l < 0. 
9. Remarks on derived equivalence and PBW-basis
In this section we restrict to the case that g is of finite type, i.e. Lg is an affine Kac–Moody
algebra.
9.1. Derived equivalences and double Hall algebras
In this case, the associated star-shaped Dynkin diagram Γ is of type A-D-E. Denote by Γ
the corresponding extended Dynkin diagram. We know that the category Coh(X) is derived
equivalent to modΛwhereΛ is the path algebra ofΓ (henceΛ is a tame hereditary algebra). More
precisely, let µ be the slope function for coherent sheaves and χ be the Euler characteristic of
the weighted projective line X (see [10] for missing definitions). We have the following theorem.
Theorem 9.1 ([10]). The direct sum T of a representative system of indecomposable bundles E
with slope 0 ≤ µ(E) < χ is a tilting object of Coh(X) whose endomorphism ring is isomorphic
to Λ. Thus we have
Db(Coh(X)) ≃ Db (mod Λ).
Recently Cramer has proved the following result, which asserts that the double Hall algebra
is invariant under derived equivalences.
Theorem 9.2 ([6]). Let A and B be two k-linear finitary hereditary categories. Assume that
there is an equivalence of triangulated categories Db(A )
F−→ Db(B). Let R(A ) F−→ R(B)
be the induced equivalence of the root categories. Then there is an algebra isomorphism
F : DH(A ) −→ DH(B) uniquely determined by the following property. For any object X
in A such that F(X) ≃ X [−nF(X)] with X inB and nF(X) ∈ Z we have:
F(u±X ) = v−nF(X)⟨X ,X⟩u±nF(X)X K±nF(X)X
where nF(X) = + (resp. -) if nF(X) is even (resp. odd). For α ∈ K0(A ), we have F(Kα) =
KF(α).
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9.2. Incompatibility of some homomorphisms
Now let us consider the following diagram
Uv(gˆ)
ψ

Ω / DC(modΛ)
ι1 / DH(modΛ)
F

Uv(Lg) Ξ / DC(Coh(X)) ι2 / DH(Coh(X))
where ψ is the Drinfeld–Beck isomorphism, Ω is the isomorphism in Theorem 2.3, Ξ is the
epimorphism given by Theorem 5.5, ι1, ι2 are natural embeddings and F is the isomorphism in
Theorem 9.2.
When g = sl2, we know that Λ is the path algebra of the Kronecker quiver and X is the (non-
weighted) projective line P1. In this case it has been proved in [5] that Ξ is an isomorphism
and the above diagram is commutative. This is equivalent to say that the restriction of the
isomorphism F to DC (mod Λ) gives the isomorphism
Ξ ◦ ψ ◦ Ω−1 : DC (mod Λ) ≃ DC(Coh(X)).
However, for the other cases, the diagram may not be commutative even if Ξ is an
isomorphism. The reason is as follows.
Denote by Em the Chevalley generators of the standard positive part U+v (gˆ). Here m ∈ Γ0
∪ {e}, where e denotes the extending vertex of Γ . By definition of Ω , the image of each Em in
DH (mod Λ) is a simple Λ-module.
On the other hand, the Drinfeld–Beck isomorphism ψ sends Em to x
+
m,0 for all m except the
extending vertex. Now if m is not the central vertex ∗, by Theorem 5.5, the image of x+m,0 in
DH(Coh(X)) under the homomorphism Ξ is a simple sheaf lying on the bottom of some non-
homogeneous tube.
Thus if the diagram is commutative, we should have a derived equivalence functor G : Db
(mod Λ) ≃ Db(Coh(X)) assigning all simple Λ-modules, except two (corresponding to the
vertex ∗ and e), to sheaves on the bottom of non-homogeneous tubes. However, this is impossible
for types D and E .
Note that in [4] it has been proved that the isomorphism F restricts to an isomorphism
DC (mod Λ) ≃ DC(Coh(X)), which we still denote by F. Then the composition F ◦ Ω ◦ ψ−1
gives an isomorphism Uv(Lg) ≃ DC(Coh(X)). But it is difficult to explicitly find out Drinfeld’s
generators and relations in DC(Coh(X)) through this isomorphism.
9.3. Two PBW-type bases
Now we have two realizations of the quantum affine algebra Uv(gˆ) arising from Hall algebras
of two different hereditary categories which are derived equivalent. Note that the derived
equivalence Db(Coh(X)) ≃ Db (mod Λ) is “visible” if one looks at the Auslander–Reiten-
quivers. Recall that the AR-quiver of Coh(X) consists of two components, the locally free partF
and the torsion part T , while there are three components in the AR-quiver of modΛ, namely the
preprojective component P , the preinjective one I and the regular one R. Roughly speaking,
the derived equivalence is given by splitting the componentF into two pieces corresponding to
P and I [−1] respectively, and identifying T withR.
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The Hall algebra approach has many advantages. For example, the Hall algebra has a natural
basis indexed by the isomorphism classes of objects in the category. Moreover, the structure of
the category (e.g. the AR-quiver) gives us more information. In particular, one can construct a
PBW-type basis encoding the structure of the category. This has been done in [16] for the Hall
algebra of modΛ.
Proposition 9.3 ([16]). The following set of elements
{u P Eπ1cEπ2c · · · EπncTωu I }
is a basis of the composition algebra C (mod Λ), i.e. a basis of the (standard) positive part
U+v (gˆ).
Let us briefly explain the notations in the above proposition: P runs over all preprojective
modules and I runs over all preinjective modules. Hence u P , u I are basis elements arising from
preprojective and preinjective components respectively. For each i , the Eπi c is a certain element
in H(Tλi ), where Tλi is a non-homogeneous tube. These elements were first constructed in [7];
we omit the explicit definition here. ω = (ω1 ≥ ω2 ≥ · · · ≥ ωt ) runs over all partitions of
positive integers. And Tω = Tω1 Tω2 · · · Tωt , where Tr is the element defined in 5.3. Note that the
regular componentR is equivalent to the torsion part T .
Similarly we can construct a PBW-type basis for another positive part of Uv(gˆ) using the Hall
algebra of Coh(X).
Proposition 9.4. The following set of elements
{uV Eπ1cEπ2c · · · EπncTω}
is a basis of the composition algebra C(Coh(X)), i.e. a basis of Uv(nˆ).
In this proposition, V runs over all vector bundles in F . Other notations are the same as
Proposition 9.3.
Comparing the above two propositions, we can see that the PBW-type bases of two different
halves of the quantum affine algebra are related by the derived equivalence of the two categories
modΛ and Coh(X).
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