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PARTIAL CAUCHY DATA FOR GENERAL SECOND-ORDER ELLIPTIC
OPERATORS IN TWO DIMENSIONS
OLEG YU. IMANUVILOV, GUNTHER UHLMANN, AND MASAHIRO YAMAMOTO
Abstract. We consider the inverse problem of determining the coefficients of a general
second-order elliptic operator in two dimensions by measuring the corresponding Cauchy
data on an arbitrary open subset of the boundary. We show that one can determine the
coefficients of the operator up to natural obstructions such as conformal invariance, gauge
transformations and diffeomorphism invariance. We use the main result to prove that the
curl of the magnetic field and the electric potential are uniquely determined by measuring
partial Cauchy data associated to the magnetic Schro¨dinger equation measured on an arbi-
trary open subset of the boundary. We also show that any two of the three coefficients of a
second order elliptic operator whose principal part is the Laplacian, are uniquely determined
by their partial Cauchy data.
1. Introduction
Let Ω ⊂ R2 be a bounded domain with smooth boundary ∂Ω = ∪Nk=1γk, where γk,
1 ≤ k ≤ N , are smooth closed contours, and γN is the external contour.
Let Γ˜ ⊂ ∂Ω be an arbitrarily fixed non-empty relatively open subset of ∂Ω and let Γ0 =
∂Ω \ Γ˜. Let ν be the unit outward normal vector to ∂Ω and let ∂u
∂ν
= ∇u · ν.
Henceforth we set i =
√−1, x1, x2 ∈ R, z = x1 + ix2, z denotes the complex conjugate
of z ∈ C, and we identify x = (x1, x2) ∈ R2 with z = x1 + ix2 ∈ C. We also denote
∂
∂z
= 1
2
( ∂
∂x1
+ i ∂
∂x2
), ∂
∂z
= 1
2
( ∂
∂x1
− i ∂
∂x2
).
Let u ∈ H1(Ω) be a solution to the following boundary value problem
(1.1) L(x,D)u = ∆gu+ 2A
∂u
∂z
+ 2B
∂u
∂z
+ qu = 0, u|Γ0 = 0, u|Γ˜ = f.
Here ∆g denotes the Laplace-Beltrami operator associated to the Riemannian metric g. We
assume that g is a positive definite symmetric matrix in Ω and
(1.2) ∆g =
1√
detg
2∑
j,k=1
∂
∂xk
(
√
detg gjk
∂
∂xj
),
where {gjk} denotes the inverse of g = {gjk}. From now on we assume that g ∈ C7+α(Ω),
(A,B, q), (Aj , Bj, qj) ∈ C5+α(Ω) × C5+α(Ω) × C4+α(Ω), j = 1, 2 for some α ∈ (0, 1) are
complex-valued functions. Henceforth α denotes a constant such that 0 < α < 1.
We set
Lj(x,D) = ∆gj + 2Aj
∂
∂z
+ 2Bj
∂
∂z
+ qj, j = 1, 2.
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We define the partial Cauchy data by
(1.3)
Cg,A,B,q =
{(
u|Γ˜,
∂u
∂νg
∣∣∣
Γ˜
)
| (∆g + 2A ∂
∂z
+ 2B
∂
∂z
+ q)u = 0 in Ω, u ∈ H1(Ω), u|Γ0 = 0
}
,
where ∂
∂νg
=
√
detg
∑2
j,k=1 g
jkνk
∂
∂xj
.
The goal of this paper is to determine the coefficients of the operator L. In the general
case this is impossible. As for the invariance of the Cauchy data, there are of the following
three types.
(i) The partial Cauchy data for the operators e−ηL(x,D)eη and L(x,D) are the same provided
that η ∈ C6+α(Ω) is a complex-valued function and η|Γ˜ = ∂η∂ν |Γ˜ = 0.
(ii) Let β ∈ C7+α(Ω) be a positive function on Ω. The partial Cauchy data for the operators
L(x,D) and 1
β
L(x,D) = ∆βg +
1
β
(2A ∂
∂z
+ 2B ∂
∂z
+ q) are exactly the same.
(iii) Let F ∈ C8+α(Ω) : Ω → Ω be a diffeomorphism such that F |Γ˜ = Id. For any metric g
and complex valued functions A, B, q, we introduce a metric F ∗g and functions AF , BF , qF
by
(1.4) F ∗g = ((DF ) ◦ g ◦ (DF )T ) ◦ F−1,
AF = {(A+B)(∂F1
∂x1
− i∂F2
∂x1
) + i(B − A)(∂F1
∂x2
− i∂F2
∂x2
)} ◦ F−1|detDF−1|,
BF = {(A+B)(∂F1
∂x1
+ i
∂F2
∂x1
) + i(B −A)(∂F1
∂x2
+ i
∂F2
∂x2
)} ◦ F−1|detDF−1|,
q = |detDF−1|(q ◦ F−1),
where DF denotes the differential of F , (DF )T its transpose and ◦ denotes matrix compo-
sition.
Then the operator
K(x,D) = ∆F ∗g1 + 2AF
∂
∂z
+ 2BF
∂
∂z
+ qF
and the operator L(x,D) have the same partial Cauchy data.
We show the converse and state our main result below.
Assume that for some α ∈ (0, 1) and α′ > 0
gjk ∈ C7+α(Ω), gjk = gkj ∀k, j ∈ {1, 2},
2∑
j,k=1
gjkξkξj ≥ α′|ξ|2, ξ ∈ R2.
Consider the following set of functions
(1.5) η ∈ C6+α(Ω), ∂η
∂ν
|Γ˜ = 0, η|Γ˜ = 0.
We have
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Theorem 1.1. Suppose that for some α ∈ (0, 1), there exists a positive function β˜ ∈ C7+α(Ω)
such that (g1 − β˜g2)|Γ˜ = ∂(g1−β˜g2)∂ν |Γ˜ = 0. Then Cg1,A1,B1,q1 = Cg2,A2,B2,q2 if and only if there
exist a diffeomorphism F ∈ C8+α(Ω), F : Ω → Ω satisfying F |Γ˜ = Id, a positive function
β ∈ C7+α(Ω) and a complex valued function η satisfying (1.5) such that
L2(x,D) = e
−ηK(x,D)eη,
where
K(x,D) = ∆βF ∗g1 +
2
β
A1,F
∂
∂z
+
2
β
B1,F
∂
∂z
+
1
β
q1,F .
and the functions F ∗g1, A1,F , B1,F , q1,F are defined for g1, A1, B1, q1 by (1.4).
We point out that we can prove that that we can assume (g1 − β˜g2)|Γ˜ = 0. However we
can not determine the normal derivatives as pointed out in [23] for the case of the operator
∆g. Next we discuss the case of an anisotropic conductivity problem which is an independent
interest. In this case the conductivity depends on direction and is represented by a positive
definite symmetric matrix σ−1 = {σjk}. The conductivity equation with voltage potential f
on ∂Ω is given by
2∑
j,k=1
∂
∂xj
(σjk
∂u
∂xk
) = 0 in Ω,
u|∂Ω = f.
We define the partial Cauchy data by
(1.6) Vσ =
{(
f |Γ˜,
2∑
j,k=1
σjkνj
∂u
∂xk
∣∣∣
Γ˜
) ∣∣∣ 2∑
j,k=1
∂
∂xj
(σjk
∂u
∂xk
) = 0
in Ω, u ∈ H1(Ω), u|∂Ω = f, supp f ⊂ Γ˜
}
.
It has been known for a long time that even in the case of Γ˜ = ∂Ω, that the full Cauchy
data Vσ does not determine σ uniquely in the anisotropic case [20]. Let F : Ω → Ω be a
diffeomorphism such that F (x) = x for x on Γ˜. Then
V|detDF−1|F ∗σ = Vσ.
In the case of full Cauchy data (i.e., Γ˜ = ∂Ω), the question whether one can determine
the conductivity up to the above obstruction has been solved in two dimensions for C2
conductivities in [24], Lipschitz conductivities in [30] and merely L∞ conductivities in [3].
The method of proof in all these papers is the reduction to the isotropic case using isothermal
coordinates [1]. We have
Theorem 1.2. Let σ1, σ2 ∈ C7+α(Ω) with some α ∈ (0, 1) be positive definite symmetric
matrices on Ω. If Vσ1 = Vσ2 , then there exists a diffeomorphism F : Ω → Ω satisfying
F |Γ˜ = Id and F ∈ C8+α(Ω) such that
|detDF−1|F ∗σ1 = σ2.
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For the isotropic case, the corresponding result is proved in [16]. The proof of Theorem
1.2 is given in section 6.
Now we take the matrix g to be the identity matrix. We consider the problem of deter-
mining a complex-valued potential q and complex-valued coefficients A and B in a bounded
two dimensional domain from the Cauchy data measured on an arbitrary open subset of the
boundary for the associated second-order elliptic operator ∆+2A ∂
∂z
+2B ∂
∂z
+q. Specific cases
of interest are the magnetic Schro¨dinger operator and the Laplacian with convection terms.
We remark that general second order elliptic operators can be reduced to this form by using
isothermal coordinates (e.g., [1]). The case of the conductivity equation and the Schro¨dinger
have been considered in [16]. For global uniqueness results in the two dimensional case for the
conductivity equation with full data measurements under different regularity assumptions
see [2], [6], [24]. Such a problem originates in [9].
Next we will consider the case where the principal part of Lj is the Laplacian (i.e., g = I;
the identity matrix). Then our next result is the following:
Theorem 1.3. Assume that CI,A1,B1,q1 = CI,A2,B2,q2. Then
(1.7) A1 = A2, B1 = B2 on Γ˜,
−2 ∂
∂z
(A1 − A2)− (B1 − B2)A1 − (A1 − A2)B2 + (q1 − q2) = 0 in Ω,(1.8)
−2 ∂
∂z
(B1 − B2)− (A1 −A2)B1 − (B1 −B2)A2 + (q1 − q2) = 0 in Ω.(1.9)
Remark. In the case that A1 = A2 and B1 = B2 in Ω, Theorem 1.3 yields that q1 = q2,
which is the main result in [16]. The latter result was extended to Riemann surfaces in [13].
The case of full data in two dimensions was settled in [7]. This case is closely related to
the inverse conductivity problem, or Caldero´n’s problem. See the articles [24], [6], [2] in two
dimensions.
Theorem 1.3 yields
Corollary 1.1. The relation CI,A1,B1,q1 = CI,A2,B2,q2 holds true if and only if there exists a
function η ∈ C6+α(Ω), η|Γ˜ = ∂η∂ν |Γ˜ = 0 such that
(1.10) L1(x,D) = e
−ηL2(x,D)e
η.
Proof of Corollary 1.1. We only prove the necessity since the sufficiency of the condition
is easy to check. By (1.8) and (1.9), we have ∂
∂z
(A1 − A2) = ∂∂z (B1 − B2). This equality is
equivalent to
∂(Â− B̂)
∂x1
= i
∂(B̂ + Â)
∂x2
where (Â, B̂) = (A1 −A2, B1 − B2).
Applying Lemma 1.1 (p.313) of [31], we obtain that there exists a function η˜ with domain
Ω0 which satisfies
(1.11) η˜ = η0 + h,∇η˜ ∈ C5+α(Ω), ∆h = 0 in Ω0,
[h]|Σk are constants,
[
∂h
∂νk
]
|Σk = ∂h∂ν |γN = 0 ∀k ∈ {1, . . . ,N}
PARTIAL CAUCHY DATA FOR GENERAL OPERATOR 5
and
(i(B̂ + Â), (Â− B̂)) = ∇η˜.
Here Ω0 = Ω \ Σ is simply connected where Σ = ∪N−1k=1 Σk, Σj ∩ Σk = ∅ for j 6= k, Σk are
smooth curves which do not self-intersect and are orthogonal to ∂Ω. We choose a normal
vector νk = νk(x), 1 ≤ k ≤ N − 1 to Σk at x contained in the interior Σ0k of the closed curve
Σk. Then, for x ∈ Σ0k, we set [h](x) = limy→x,( ~xy,νk)>0 h(y)− limy→x,( ~xy,νk)<0 h(y) where (·, ·)
denotes the scalar product in R2. Setting 2η = −iη˜, we have
((B̂ + Â), i(B̂ − Â)) = 2∇η.
Therefore by (1.8)
(1.12) q1 = q2 +∆η + 4
∂η
∂z
∂η
∂z
+ 2
∂η
∂z
A2 + 2
∂η
∂z
B2.
The operator L1(x,D) given by (1.10) has the Laplace operator as the principal part, the
coefficients of ∂
∂x1
is A2 + B2 + 2
∂η
∂x2
, the coefficient of ∂
∂x2
is i(B2 − A2) + 2 ∂η∂x1 , and the
coefficient of the zero order term is given by the right-hand side of (1.12). By (1.7) we have
that ∂η
∂ν
|Γ˜ = 0 and η|Γ˜ = C where the function C(x) is equal to constant on each connected
component of Γ˜.
Let us show that the function η is continuous. Our proof is by contradiction. Suppose
that η is discontinuous say along the curve Σj . Let the function u2 ∈ H1(Ω) be a solution to
the following boundary value problem
(1.13) L2(x,D)u2 = 0 in Ω, u2|Γ0 = 0.
Assume in addition that u2 is not identically equal to zero on Σj . Let Γ˜1 be one connected
component of the set Γ˜ and C|Γ˜1 = Ĉ.Without loss of generality we may assume that Ĉ = 0.
Indeed if Ĉ 6= 0, then we replace η by the function η − Ĉ. Since the partial Cauchy data of
the operators L1(x,D) and L2(x,D) are the same, there exists a solution u1 to the following
boundary value problem
(1.14) L1(x,D)u1 = 0 in Ω, u1 = u2 on ∂Ω,
∂u1
∂ν
=
∂u2
∂ν
on Γ˜.
Then the function v = e−ηu2 verifies
L1(x,D)v = 0 in Ω
0, v|Γ0 = 0.
Since on η = ∂η
∂ν
= 0 on Γ˜1 we have that v ≡ u1. However u1 ∈ H1(Ω) and v is discontinuous
along one part of Σj . Thus we arrive at a contradiction.
Let us show that C ≡ 0. Suppose that there exists another connected component of Γ˜2 of
the set Γ˜ such that C|Γ˜2 6= 0. Suppose that the functions u1, u2 satisfy (1.13) and (1.14) and
u1|Γ˜2 not identically zero.
Then the function v = e−ηu2 verifies
L1(x,D)v = 0 in Ω, v|Γ0 = 0.
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Moreover, since on η = ∂η
∂ν
= 0 on Γ˜1, we have that
v = u1,
∂v
∂ν
=
∂u1
∂ν
on Γ˜1.
By the uniqueness of the Cauchy problem for second-order elliptic equations, we have v ≡ u1.
In particular v = u1 on Γ˜2. Since u1 = u2 on ∂Ω, this implies that e
−η|Γ˜2 = 1. We arrived at
a contradiction. The proof of the corollary is completed. 
We now apply our result to the case of the magnetic Schro¨dinger operator. Denote A˜ =
(A˜1, A˜2), where A˜j are real-valued, A˜ = A˜1 − iA˜2, rot A˜ = ∂A˜2∂x1 − ∂A˜1∂x2 , Dk = 1i ∂∂xk . Consider
the magnetic Schro¨dinger operator
(1.15) LA˜,q˜(x,D) =
2∑
k=1
(Dk + A˜k)
2 + q˜.
Let us define the following set of partial Cauchy data
C˜A˜,q˜ =
{
(u|Γ˜,
∂u
∂ν
|Γ˜)|LA˜,q˜(x,D)u = 0 in Ω, u|Γ0 = 0, u ∈ H1(Ω)
}
.
For the case of full data in two dimensions, it is known that there is a gauge invariance
in this problem and we can recover at best the curl of the magnetic field [29]. The same is
valid for the three dimensional case with partial Cauchy data [12]. We prove here that the
converse holds in two dimensions.
Corollary 1.2. Let real-valued vector fields A˜(1), A˜(2) ∈ C5+α(Ω) and complex-valued poten-
tials q˜(1), q˜(2) ∈ C4+α(Ω) with some α ∈ (0, 1) satisfy C˜A˜(1),q˜(1) = C˜A˜(2),q˜(2). Then q˜(1) = q˜(2),
rot A˜(1) = rot A˜(2) in Ω and A˜(1) = A˜(2) on Γ˜.
Proof. A straightforward calculation gives
LA˜,q˜(x,D) = −∆+
2
i
A˜1
∂
∂x1
+
2
i
A˜2
∂
∂x2
+ |A˜|2 + 1
i
∂A˜1
∂x1
+
1
i
∂A˜2
∂x2
+ q˜
= −∆+ 2
i
A˜ ∂
∂z
+
2
i
A˜ ∂
∂z
+
2
i
∂A˜
∂z
− rot A˜+ |A˜|2 + q˜.(1.16)
Then the operator LA˜,q˜(x,D) is a particular case of (1.1) with the metric g = {δij} A = −1i A˜,
B = −1
i
A˜, q = −(2
i
∂A˜
∂z
−rot A˜+|A˜|2+ q˜). Suppose that Schro¨dinger operators with the vector
fields A˜(1), A˜(2) and the potentials q˜(1), q˜(2) have the same partial Cauchy data. Then (1.8)
gives
rot A˜(1) − rot A˜(2) + q˜(2) − q˜(1) ≡ 0
and (1.9) gives
(1.17)
2
i
∂A˜(1)
∂z
− 2
i
∂A˜(2)
∂z
− 2
i
∂A˜(1)
∂z
+
2
i
∂A˜(2)
∂z
+ rot A˜(1) − rot A˜(2) + q˜(2) − q˜(1) ≡ 0.
Using the identity 2
i
∂A
∂z
− 2
i
∂A
∂z
= −2rot A˜, we transform (1.17) to the form
−(rot A˜(1) − rot A˜(2)) + q˜(2) − q˜(1) ≡ 0.
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The proof of the corollary is completed. 
There is another way to define partial Cauchy data for the Schro¨dinger operator.
ĈA˜,q˜ =
{(
u|Γ˜,
(
∂u
∂ν
+ i(A˜, ν)u
)
|Γ˜
)
|LA˜,q˜(x,D)u = 0 in Ω, u|Γ0 = 0, u ∈ H1(Ω)
}
.
Corollary 1.3. Let real-valued vector fields A˜(1), A˜(2) ∈ C5+α(Ω) and complex-valued poten-
tials q˜(1), q˜(2) ∈ C4+α(Ω) with some α ∈ (0, 1) satisfy ĈA˜(1),q˜(1) = ĈA˜(2),q˜(2). Then q˜(1) = q˜(2),
and rot A˜(1) = rot A˜(2) in Ω.
Proof. Suppose that there exist two vector fields and potentials (A˜(j), q˜(j)) such that ĈA˜(1),q˜(1) =
ĈA˜(2),q˜(2). Consider a complex valued function η ∈ C6+α(Ω), η|Γ˜ = 0 such that i(ν, A˜1−A˜2) =
−1
i
∂η
∂ν
on Γ˜. Then C˜A˜(1),q˜(1) = C˜A˜(2)+i∇η,q˜(2). Applying Corollary 1.2, we finish the proof. 
Corollaries 1.2 and 1.3 were new in Nov. 2009 when the second author posed a prelim-
inary version of this manuscript with the proof of Theorem 1.3, i.e. the metric g is the
Euclidean metric. Since then proofs for the magnetic Schro¨dinger equation and full data in
the Euclidean setting was given in [?] and in the Riemann surface case in [?]. In two di-
mensions, Sun proved in [29] that for measurements on the whole boundary, the uniqueness
holds assuming that both the magnetic potential and the electric potential are small. Kang
and Uhlmann proved global uniqueness for the case of measurements on the whole boundary
for a special case of the magnetic Schro¨dinger equation, namely the Pauli Hamiltonian [18].
In dimensions n ≥ 3, global uniqueness was shown in [25] for the case of full data. The
regularity assumptions in the result were improved in [26] and [27]. The case of partial data
was considered in [12], based on the methods of [19] and [8], with an improvement on the
regularity of the coefficients in [21].
Our main theorem implies that the partial Cauchy data can uniquely determine any two of
(A,B, q). First we can prove that A and B are uniquely determined if q is known. Consider
the operator
(1.18) L(x,D)u = ∆u+ a(x)
∂u
∂x1
+ b(x)
∂u
∂x2
+ q(x)u.
Here a, b, q are complex-valued functions. Let us define the following set of partial Cauchy
data
C˜a,b =
{
(u|Γ˜,
∂u
∂ν
|Γ˜)|∆u+ a(x)
∂u
∂x1
+ b(x)
∂u
∂x2
+ q(x)u = 0 in Ω, u|Γ0 = 0, u ∈ H1(Ω)
}
.
We have
Corollary 1.4. Let α ∈ (0, 1) and two pairs of complex-valued coefficients (a(1), b(1)) ∈
C5+α(Ω) × C5+α(Ω) and (a(2), b(2)) ∈ C5+α(Ω)× C5+α(Ω) satisfy C˜a(1),b(1) = C˜a(2),b(2) . Then
(a(1), b(1)) ≡ (a(2), b(2)).
Proof. Taking into account that ∂
∂x1
= ( ∂
∂z
+ ∂
∂z
) and ∂
∂x2
= i( ∂
∂z
− ∂
∂z
), we can rewrite the
operator (1.18) in the form
L(x,D)u = ∆u+ (a(x) + ib(x))
∂u
∂z
+ (a(x)− ib(x))∂u
∂z
+ q(x)u.
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For the pairs (a(1), b(1)) and (a(2), b(2)), let the corresponding operators defined by (1.18)
have the same partial Cauchy data. Denote 2Ak(x) = a
(k)(x) + ib(k)(x) and 2Bk(x) =
a(k)(x)− ib(k)(x). By (1.8), we have
−2 ∂
∂z
(A1 − A2)− (B1 − B2)A1 − (A1 − A2)B2 = 0 in Ω,(1.19)
−2 ∂
∂z
(B1 −B2)− (A1 − A2)B1 − (B1 − B2)A2 = 0 in Ω.(1.20)
Applying to equation (1.19) the operator 2 ∂
∂z
and to equation (1.20) the operator 2 ∂
∂z
, we
have
−∆(A1 − A2)− 2 ∂∂z ((B1 − B2)A1 + (A1 −A2)B2) = 0 in Ω,(1.21)
−∆(B1 −B2)− 2 ∂∂z ((A1 −A2)B1 + (B1 − B2)A2) = 0 in Ω.(1.22)
By (1.7)
(A1 −A2)|Γ˜ = (B1 −B2)|Γ˜ = 0.
Using these identities and equations (1.19) and (1.20), we obtain
∂(A1 − A2)
∂ν
|Γ˜ =
∂(B1 −B2)
∂ν
|Γ˜ = 0.
The uniqueness of the Cauchy problem for the system (1.21)-(1.22) can be proved in the
standard way by using a Carleman estimate (e.g., [15]). Therefore we have A1 = A2 and
B1 = B2 in Ω. 
We remark that Corollary 1.4 generalizes the result of [11] uniqueness is obtained assuming
that the measurements are made on the whole boundary. In dimensions n ≥ 3, global
uniqueness was shown in [10] for the case of full data.
Similarly to Corollary 1.4, we can prove that the partial Cauchy data can uniquely deter-
mine a potential q and one of the coefficients A and B in (1.1).
Corollary 1.5. For j = 1, 2, let (Aj , Bj, qj) ∈ C5+α(Ω) × C5+α(Ω) × C4+α(Ω) for some
α ∈ (0, 1) and be complex-valued. We assume either A1 = A2 or B1 = B2 in Ω. Then
CI,A1,B1,q1 = CI,A2,B2,q2 implies (A1, B1, q1) = (A2, B2, q2).
Corollaries 1.4 and 1.5 mean that the partial Cauchy data on Γ˜ uniquely determine any
two coefficients of the three coefficients of a second-order elliptic operator whose principal
part is the Laplacian.
The proof of Theorem 1.1 uses isothermal coordinates, the Carleman estimate obtained
in section 2, and Theorem 1.3. In this case we need to prove a new Carleman estimate with
degenerate harmonic weights to construct appropriate complex geometrical optics solutions.
These solutions are different than the case of zero magnetic potential. The new form of
these solutions considerably complicate the arguments, especially the asymptotic expansions
needed to analyze the behavior of the solutions. In Section 2 we prove the Carleman estimate
which we need. In Section 3 we state the estimates and asymptotics which we will use in
the construction of the complex geometrical optics solutions. This construction is done in
Section 4. The proof of Theorem 1.3 is completed in Section 5. In section 7 and 8 we discuss
some technical lemmas needed in the previous sections.
PARTIAL CAUCHY DATA FOR GENERAL OPERATOR 9
2. Carleman estimate
Notations. We use throughout the paper the following notations. i =
√−1, x1, x2, ξ1, ξ2 ∈
R, z = x1 + ix2, ζ = ξ1 + iξ2, z denotes the complex conjugate of z ∈ C, Dk = 1i ∂∂xk ,
β = (β1, β2) where βj ∈ N+. We identify x = (x1, x2) ∈ R2 with z = x1 + ix2 ∈ C. We set
∂z =
∂
∂z
= 1
2
( ∂
∂x1
− i ∂
∂x2
), ∂z =
∂
∂z
= 1
2
( ∂
∂x1
+ i ∂
∂x2
), Oǫ = {x ∈ Ω|dist(x, ∂Ω) ≤ ǫ}. Throughout
the paper we use both notations ∂z and
∂
∂z
, etc. and for example we denote ∂2z =
∂2
∂z2
. We
say that a function a(x) is antiholomorphic in Ω if ∂za(x)|Ω ≡ 0. The tangential derivative
on the boundary is given by ∂
∂~τ
= ν2
∂
∂x1
− ν1 ∂∂x2 , with ν = (ν1, ν2) the unit outer normal
to ∂Ω. The ball of radius δ centered at x̂ is denoted by B(x̂, δ) = {x ∈ R2||x − x̂| < δ}.
The corresponding sphere is denoted by S(x̂, δ) = {x ∈ R2||x− x̂| = δ}. If f : R2 → R1 is
a function, then f ′′ is the Hessian matrix with entries ∂
2f
∂xi∂xj
. Let ‖ · ‖2Hk,τ (Ω) = ‖ · ‖2Hk(Ω) +
|τ |2k‖ · ‖2L2(Ω) be the norm in the standard semiclassical Sobolev space with inner product
given by (·, ·)Hk,τ (Ω) = (·, ·)Hk(Ω) + |τ |2k(·, ·)L2(Ω). For any positive function d we introduce
the space L2d(Ω) = {v(x)|‖v‖L2d(Ω) = (
∫
Ω
d|v|2dx) 12 <∞}. L(X, Y ) denotes the Banach space
of all bounded linear operators from a Banach space X to another Banach space Y . By
oX(
1
τκ
) we denote a function f(τ, ·) such that ‖f(τ, ·)‖X = o( 1τκ ) as |τ | → +∞. Finally for
any x˜ ∈ ∂Ω we introduce the left and right tangential derivatives as follows:
D+(x˜)f = lim
s→+0
f(ℓ(s))− f(x˜)
s
where ℓ(0) = x˜, ℓ(s) is a parametrization of ∂Ω near x˜ , s is the length of the curve, and we
are moving clockwise as s increases;
D−(x˜)f = lim
s→−0
f(ℓ˜(s))− f(x˜)
s
where ℓ˜(0) = x˜, ℓ˜(s) is the parametrization of ∂Ω near x˜ , s is the length of the curve, and
we are moving counterclockwise as s increases.
For some α ∈ (0, 1) we consider a function Φ(z) = ϕ(x1, x2) + iψ(x1, x2) ∈ C6+α(Ω) with
real-valued ϕ and ψ such that
(2.1)
∂Φ
∂z
(z) = 0 in Ω, ImΦ|Γ∗0 = 0
where Γ∗0 is an open set on ∂Ω such that Γ0 ⊂⊂ Γ∗0. Denote by H the set of all the critical
points of the function Φ
H = {z ∈ Ω|∂Φ
∂z
(z) = 0}.
Assume that Φ has no critical points on Γ˜, and that all critical points are nondegenerate:
(2.2) H ∩ ∂Ω ⊂ Γ0, ∂
2Φ
∂z2
(z) 6= 0, ∀z ∈ H.
Then Φ has only a finite number of critical points and we can set:
(2.3) H \ Γ0 = {x˜1, ..., x˜ℓ}, H ∩ Γ0 = {x˜ℓ+1, ..., x˜ℓ+ℓ′}.
The following proposition was proved in [16].
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Proposition 2.1. Let x˜ be an arbitrary point in Ω. There exists a sequence of functions
{Φǫ}ǫ∈(0,1) satisfying (2.1) such that all the critical points of Φǫ are nondegenerate and there
exists a sequence {x˜ǫ}, ǫ ∈ (0, 1) such that
x˜ǫ ∈ Hǫ = {z ∈ Ω|∂Φǫ
∂z
(z) = 0}, x˜ǫ → x˜ as ǫ→ +0.
Moreover for any j from {1, . . . ,N} we have
Hǫ ∩ γj = ∅ if γj ∩ Γ˜ 6= ∅,
Hǫ ∩ γj ⊂ Γ0 if γj ∩ Γ˜ = ∅,
ImΦǫ(x˜ǫ) /∈ {ImΦǫ(x)|x ∈ Hǫ \ {x˜ǫ}} and ImΦǫ(x˜ǫ) 6= 0.
In order to prove (1.7) we need the following proposition.
Proposition 2.2. Let Γˆ∗ ⊂⊂ Γ˜ be an arc with left endpoint x− and right endpoint x+
oriented clockwise. For any x̂ ∈ IntΓ∗ there exists a function Φ(z) which satisfies (2.1),
(2.2), ImΦ|∂Ω\Γ∗ = 0 and
(2.4) x̂ ∈ G = {x ∈ Γˆ∗ | ∂ImΦ
∂~τ
(x) = 0}, cardG <∞,
(2.5) (
∂
∂~τ
)2ImΦ(x) 6= 0 ∀x ∈ G \ {x−, x+},
Moreover
(2.6) ImΦ(x̂) 6= ImΦ(x) ∀x ∈ G \ {x̂} and ImΦ(x̂) 6= 0.
(2.7) D+(x−)(
∂
∂~τ
)6ImΦ 6= 0, D−(x+)( ∂
∂~τ
)6ImΦ 6= 0.
Proof. Denote Γˆ∗0 = ∂Ω\ Γˆ∗. Let x̂−, x̂+ ∈ ∂Ω be points such that the arc [x̂−, x̂+] ⊂ (x−, x+)
and x̂ ∈ (x̂−, x̂+) be an arbitrary point and x0 be another fixed point from the interval
(x̂, x̂+). We claim that there exists a pair (ϕ, ψ) ∈ C6(Ω)× C6(Ω) which solves the system
of Cauchy-Riemann equations in Ω such that
A) ψ|Γˆ∗0 = 0, |
∂ϕ
∂~τ
|γj\Γˆ∗ > 0 if γj ∩ Γˆ∗ 6= ∅,
∂ψ
∂~τ
(x̂) = 0, (
∂
∂~τ
)2ψ(x̂) 6= 0,
A′) D+(x−)(
∂
∂~τ
)6ψ(x) 6= 0, D−(x+)( ∂
∂~τ
)6ψ(x) 6= 0,
B) The restriction of the function ψ to the arc [x̂−, x̂+] is a Morse function,
C)
∂ψ
∂~τ
> 0 on (x−, x̂−],
∂ψ
∂~τ
< 0 on [x̂+, x+),
D) ψ(x̂) /∈ {ψ(x)|x ∈ ∂Ω \ {x̂}, ∂ψ
∂~τ
(x) = 0},
E) if γj ∩ Γˆ∗ = ∅, then the restriction of the function ϕ on γj
has only two nondegenerate critical points.
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Such a pair of functions may be constructed in the following way. Let γ1 ∩ Γˆ∗ 6= ∅ and
γj∩Γˆ∗ = ∅ for all j ∈ {2, . . .N}. First, by Corollary 7.1 in the Appendix, for some α ∈ (0, 1),
there exists a solution (ϕ˜, ψ˜) ∈ C6+α(Ω)× C6+α(Ω) to the Cauchy-Riemann equations with
the following boundary data
ψ˜|∂Ω\[x0,x̂+] = ψ∗,
∂ϕ˜
∂~τ
|γ0\[x0,x̂+] < β < 0
and such that if γj ∩ Γˆ∗ = ∅ the function ϕ˜ has only two nondegenerate critical points
located on the contour γj . The function ψ∗ has the following properties: ψ∗|Γˆ∗0 = 0,
∂ψ∗
∂~τ
>
0 on (x−, x̂−],
∂ψ∗
∂~τ
< 0 on [x̂+, x+). The function ψ∗ on the set [x̂−, x0] has only one critical
point x̂ and ψ∗(x̂) 6= 0. On the set (x0, x̂+) the Cauchy data is not fixed. The restriction of
the function ψ˜ on [x0, x̂+] can be approximated in the space C
6+α([x0, x̂+]) by a sequence of
Morse functions {gǫ}ǫ∈(0,1) such that
(
∂
∂~τ
)kψ˜(x) = (
∂
∂~τ
)kgǫ(x) x ∈ {x̂+, x0}, k ∈ {0, 1, . . . , 6},
and
ψ∗(x̂) /∈ {gǫ(x)|∂gǫ(x)
∂~τ
= 0}.
Let us consider some arc J ⊂⊂ (x−, x̂−). On this arc we have ∂ψ˜∂~τ > 0, say,
(2.8)
∂ψ˜
∂~τ
> β ′ > 0 on J for some positive β ′.
Let (ϕǫ, ψǫ) ∈ C6+α(Ω) × C6+α(Ω) be a solution to the Cauchy-Riemann equations with
boundary data ψǫ = 0 on ∂Ω \ (J ∪ [x0, x̂+]) and ψǫ = gǫ − ψ˜ on [x0, x̂+] and on J the
Cauchy data is chosen in such a way that
(2.9) ‖ψǫ‖C6+α(∂Ω) + ‖ϕǫ‖C6+α(∂Ω) → 0 as ‖gǫ − ψ˜‖C6+α([x0,x̂+]) → 0.
By (2.8), (2.9) for all small positive ǫ, the restriction of the function ψ˜ + ψǫ to ∂Ω satisfies
(ψ˜ + ψǫ)|Γ∗0 = 0,
∂(ψ˜ + ψǫ)
∂ν
|γ0\[x0,x̂+] < 0,
∂(ψ˜ + ψǫ)
∂~τ
> 0 on [x−, x̂−],
∂(ψ˜ + ψǫ)
∂~τ
< 0 on [x̂+, x+], (ψ˜ + ψǫ)|[x0,x̂+] = gǫ, (ψ˜ + ψǫ)|[x̂−,x0] = ψ∗.
If j ≥ 2 then the restriction of the function ϕǫ+ ϕ˜ on γj has only two critical points located
on the contour γj ⊂ Γˆ∗0. These critical points are nondegenerate if ǫ is sufficiently small.
Therefore the restriction of the function (ψ˜ + ψǫ) on Γˆ∗ has a finite number of a critical
points. Some of these points may be the critical points of (ψ˜ + ψǫ) considered as a function
on Ω. We change slightly the function (ψ˜ + ψǫ) such that all of its critical points are in Ω.
Suppose that function ψ˜ + ψǫ has critical points on Γˆ∗. Then these critical points should be
among the set of critical points of the function gǫ, otherwise it would be the point x̂. We
12 O. IMANUVILOV, G. UHLMANN, AND M. YAMAMOTO
denote these points by x̂1, . . . , x̂m. Let (ϕ̂, ψ̂) ∈ C6+α(Ω) × C6+α(Ω) be a solution to the
Cauchy-Riemann problem (7.1) with the following boundary data
ψ̂|Γ∗0 = 0, ψ̂(x̂) = 1, ψ̂|G\{x̂} = 0, |
∂ψ̂
∂ν
||γ0\J > 0.
For all small positive ǫ1 the function ψ˜ + ψǫ + ǫ1ψ̂ does not have a critical point on ∂Ω and
the restriction of this function on Γ˜ has a finite number of nondegenerate critical points.
Therefore we take (ϕ˜+ ϕǫ + ǫ1ϕ̂, ψ˜ + ψǫ + ǫ1ψ̂) as the pairs of functions satisfying A) - E).
The function ϕ+iψ with pair (ϕ, ψ) satisfying conditions A)-E) satisfies all the hypotheses
of Proposition 2.2 except that some of its critical points might possibly be degenerate.
In order to fix this problem we consider a perturbation of the function ϕ + iψ which is
constructed in the following way. By Proposition 7.2, there exists a holomorphic function w
in Ω such that
(2.10) Imw|Γ∗0 = 0, w|H0 =
∂w
∂z
|H0 = 0,
∂2w
∂z2
|H0 6= 0.
Denote Φδ = ϕ+ iψ + δw. For all sufficiently small positive δ, we have
H0 ⊂ Hδ ≡ {x ∈ Ω| ∂
∂z
Φδ(x) = 0}.
We now show that for all sufficiently small positive δ, all critical points of the function Φδ
are nondegenerate. Let x˜ be a critical point of the function ϕ+ iψ. If x˜ is a nondegenerate
critical point, by the implicit function theorem, there exists a ball B(x˜, δ1) such that the
function Φδ in this ball has only one nondegenerate critical point for all small δ. Let x˜ be a
degenerate critical point of ϕ + iψ. Without loss of generality we may assume that x˜ = 0.
In some neighborhood of 0, we have ∂Φδ
∂z
=
∑∞
k=1 ckz
k+k̂ − δ∑∞k=1 bkzk for some natural
number k̂ and some c1 6= 0. Moreover (2.10) implies b1 6= 0. Let (x1,δ, x2,δ) ∈ Hδ and
zδ = x1,δ + ix2,δ → 0. Then either
(2.11) zδ = 0 or z
k̂
δ = δb1/c1 + o(δ) as δ → 0.
Therefore ∂
2Φδ
∂z2
(zδ) 6= 0 for all sufficiently small δ. 
Let α ∈ (0, 1) and A,B ∈ C6+α(Ω) be two complex-valued solutions to the boundary value
problem
(2.12) 2
∂A
∂z
= −A in Ω, ImA|Γ0 = 0, 2
∂B
∂z
= −B in Ω, ImB|Γ0 = 0.
Consider the following boundary value problem
(2.13)
∂a
∂z
= 0 inΩ,
∂d
∂z
= 0 inΩ, (aeA + deB)|Γ0 = β.
The existence of such functions a(z) and d(z) is given by the following proposition.
Proposition 2.3. Let α ∈ (0, 1), A and B be as in (2.12). If β ∈ C5+α(Γ0) (2.13) has at
least one solution (a, d) ∈ C5+α(Ω)× C5+α(Ω) such that
(2.14) ‖(a, d)‖C5+α(Ω)×C5+α(Ω) ≤ C1‖β‖C5+α(Γ0).
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If β ∈ H 12 (Γ0), then (2.13) has at least one solution (a, d) ∈ H1(Ω)×H1(Ω) such that
(2.15) ‖(a, d)‖H1(Ω)×H1(Ω) ≤ C2‖β‖H 12 (Γ0).
Proof. Let Ω˜ be a domain in R2 with smooth boundary such that Ω ⊂ Ω˜ and there exits an
open subdomain Γ˜0 ⊂ ∂Ω˜ satisfying Γ0 ⊂ Γ˜0. Denote Γ∗ = ∂Ω˜ \ Γ˜0. We extend A,B to Γ˜0
keeping the regularity and we extend β to Γ˜0 in such a way that ‖β‖H 12 (Γ˜0) ≤ C3‖β‖H 12 (Γ0) or
‖β‖
C5+α(Γ˜0)
≤ C3‖β‖C5+α(Γ0) where the constant C3 is independent of β. By the trace theorem
there exist a constant C4 independent of β, and a pair (r, r˜) such that (re
A + r˜eB)|Γ˜0 = β
and if β ∈ H 12 (Γ˜0) then (r, r˜) ∈ H1(Ω)×H1(Ω) and
‖(r, r˜)‖H1(Ω)×H1(Ω) ≤ C4‖β‖H 12 (Γ0).
Similarly if β ∈ C5+α(Γ˜0) then (r, r˜) ∈ C5+α(Ω)× C5+α(Ω) and
‖(r, r˜)‖C5+α(Ω)×C5+α(Ω) ≤ C5‖β‖C5+α(Γ0).
Let f = ∂r
∂z
and f˜ = ∂r˜
∂z
. For any ǫ from (0, 1) consider the extremal problem
Jǫ(p, p˜) = ‖(p, p˜)‖2L2(Ω˜) +
1
ǫ
‖∂p
∂z
− f‖2
L2(Ω˜)
+
1
ǫ
‖∂p˜
∂z
− f˜‖2
L2(Ω˜)
→ inf, (p, p˜) ∈ K,
where K = {(h1, h2) ∈ L2(Ω˜) × L2(Ω˜)|(h1eA + h2eB)|Γ˜0 = 0}. Denote the solution to this
extremal problem as (pǫ, p˜ǫ). Then
J ′ǫ(pǫ, p˜ǫ)(δ, δ˜) = 0 ∀(δ, δ˜) ∈ K.
Hence
(2.16) ((pǫ, p˜ǫ), (δ, δ˜))L2(Ω˜) +
1
ǫ
(
∂pǫ
∂z
− f, ∂δ
∂z
)L2(Ω˜) +
1
ǫ
(
∂p˜ǫ
∂z
− f˜ , ∂δ˜
∂z
)L2(Ω˜) = 0 ∀(δ, δ˜) ∈ K.
Denote Pǫ = −1ǫ (∂pǫ∂z − f), P˜ǫ = −1ǫ (∂p˜ǫ∂z − f˜). From (2.16) we obtain
(2.17)
∂Pǫ
∂z
= pǫ,
∂P˜ǫ
∂z
= p˜ǫ, Pǫ|Γ∗ = P˜ǫ|Γ∗ = 0, ((ν1 + iν2)PǫeB − (ν1 − iν2)P˜ǫeA)|Γ˜0 = 0.
We claim that there exists a constant C6 independent of ǫ such that
(2.18) ‖(Pǫ, P˜ǫ)‖H1(Ω˜) ≤ C6(‖(pǫ, p˜ǫ)‖L2(Ω˜) + ‖(Pǫ, P˜ǫ)‖L2(Ω˜)).
It clearly suffices to prove the estimate (2.18) locally assuming that supp (pǫ, p˜ǫ) is in a small
neighborhood of zero and the vector (0, 1) is orthogonal to ∂Ω on the intersection of this
neighborhood with the boundary. Using a conformal transformation we may assume that
∂Ω ∩ suppPǫ, ∂Ω ∩ supp P˜ǫ ⊂ {x1 = 0}. In order to prove (2.18) we consider the system of
equations
(2.19)
∂u
∂x2
+ B̂
∂u
∂x1
= F, suppu ⊂ B(0, δ) ∩ {x|x2 ≥ 0}.
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Here u = (u1, u2, u3, u4) = (RePǫ, ImPǫ,Re P˜ǫ, Im P˜ǫ), F = 2(Re pǫ, Im pǫ,Re p˜ǫ, Im p˜ǫ), B̂ =
0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0
 . The matrix B̂ has two eigenvalues ±i and four linearly independent
eigenvectors:
q3 = (0, 0, 1, i),q4 = (1,−i, 0, 0) corresponding to the eigenvalue − i,
q1 = (1, i, 0, 0),q2 = (0, 0, 1,−i) corresponding to the eigenvalue i.
We set r1 = (ν1e
B,−ν2eB,−ν1eA,−ν2eA), r2 = (ν2eB, ν1eB, ν2eA,−ν1eA). Consider the ma-
trix D = {djℓ} where djℓ = rj · qℓ. We have
D =
(
(ν1 − iν2)eB −(ν1 − iν2)eA
(ν2 + iν1)e
B (ν2 + iν1)e
A
)
.
Since the Lopatinski determinant detD 6= 0 we obtain (2.18) (see e.g. [33]).
Next we need to get rid of the second term in the right hand side of (2.18). Suppose that
for any C˜ one can find ǫ such that the estimate
‖(Pǫ, P˜ǫ)‖H1(Ω˜) ≤ C˜‖(pǫ, p˜ǫ)‖L2(Ω˜)
fails. That is, there exist a sequence ǫk → +∞ and a sequence {Cǫk} such that limǫk→+0Cǫk =
+∞ and ∥∥∥∥∥ (pǫk , p˜ǫk)‖(Pǫk , P˜ǫk)‖H1(Ω˜)
∥∥∥∥∥
L2(Ω˜)
<
1
Cǫk
.
We set (Qǫk , Q˜ǫk) = (Pǫk , P˜ǫk)/‖(Pǫk , P˜ǫk)‖H1(Ω˜) and (qǫk , q˜ǫk) = (pǫk , p˜ǫk)/‖(Pǫk , P˜ǫk)‖H1(Ω˜).
Then ‖(qǫk , q˜ǫk)‖L2(Ω˜) → 0 as ǫk → 0. Passing to the limit in (2.17) we have
∂Q
∂z
= 0 in Ω˜,
∂Q˜
∂z
= 0 in Ω˜, Q|Γ∗ = Q˜|Γ∗ = 0.
By the uniqueness for the Cauchy problem for the operator ∂z we conclude Q ≡ Q˜ ≡ 0.
On the other hand, since ‖(Qǫk , Q˜ǫk)‖H1(Ω˜) = 1, we can extract a subsequence, denoted the
same, which is convergent in L2(Ω˜). Therefore the sequence {(Qǫk , Q˜ǫk)} converges to zero
in L2(Ω˜)× L2(Ω˜). By (2.18), we have 1/C7 ≤ ‖(qǫk , q˜ǫk)‖L2(Ω˜) + ‖(Qǫk , Q˜ǫk)‖L2(Ω˜). Therefore
lim infǫk→0 ‖(Qǫk , Q˜ǫk)‖L2(Ω˜) 6= 0, and this is a contradiction. Hence
‖(Pǫk , P˜ǫk)‖H1(Ω˜) ≤ C8‖(pǫk , p˜ǫk)‖L2(Ω˜), ∀ǫ > 0.
Let us plug in (2.16) the function (pǫk , p˜ǫk) instead of (δ, δ˜). Then, by the above inequality,
in view of the definitions of Pǫk and P˜ǫk , we have
‖(pǫk , p˜ǫk)‖2L2(Ω˜) ≤ C9((f, f˜), (Pǫk , P˜ǫk))L2(Ω˜) ≤ C10‖(f, f˜)‖L2(Ω˜)‖(Pǫk , P˜ǫk)‖L2(Ω˜)
≤ C11‖(f, f˜)‖L2(Ω˜)‖(pǫk , p˜ǫk)‖L2(Ω˜).
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This inequality implies that the sequence (pǫk , p˜ǫk) is bounded in L
2(Ω˜) and
(
∂pǫk
∂z
,
∂p˜ǫk
∂z
)→ (f, f˜) in L2(Ω˜)× L2(Ω˜).
Then we construct a solution to (2.13) such that
(2.20) ‖(p, p˜)‖L2(Ω˜) ≤ C12‖(f, f˜)‖L2(Ω˜).
Observe that we can write the boundary value problem
∂p
∂z
= f in Ω,
∂p˜
∂z
= f˜ in Ω, (peA + p˜eB)|Γ˜0 = 0
in the form of system (2.19) with u = (Re p, Im p,Re p˜, Im p˜),F = 2(Re f, Im f,Re f˜ , Im f˜).
We set r1 = (e
A,−eA,−eB,−eB), r2 = (eA, eA, eB,−eB). Consider the matrix D = {djℓ}
where djℓ = rj · qℓ. We have
D =
(
eB −eA
eB eA
)
.
Since the Lopatinski determinant detD 6= 0 the estimate (2.20) imply (2.14) and (2.15) (see
e.g., [33] Theorem 4.1.2). This completes the proof of the proposition. 
The following proposition was proven in [16]:
Proposition 2.4. Let Φ satisfy (2.1),(2.2) and the function C = C1+ iC2 belongs to C
1(Ω).
Let f˜ ∈ L2(Ω), and v˜ ∈ H1(Ω) be a solution to
(2.21) 2
∂
∂z
v˜ − τ ∂Φ
∂z
v˜ + Cv˜ = f˜ in Ω
or v˜ be a solution to
(2.22) 2
∂
∂z
v˜ − τ ∂Φ
∂z
v˜ + Cv˜ = f˜ in Ω.
In the case (2.21) we have
‖ ∂v˜
∂x1
− iIm(τ ∂Φ
∂z
− C)v˜‖2L2(Ω) −
∫
∂Ω
(τ(∇ϕ, ν)− (ν1C1 + ν2C2))|v˜|2dσ −
∫
Ω
(
∂C1
∂x1
+
∂C2
∂x2
)|v˜|2dx
+Re
∫
∂Ω
i
((
ν2
∂
∂x1
− ν1 ∂
∂x2
)
v˜
)
v˜dσ
+‖ − 1
i
∂v˜
∂x2
− Re(τ ∂Φ
∂z
− C)v˜‖2L2(Ω) = ‖f˜‖2L2(Ω).(2.23)
In the case (2.22) we have
‖ ∂v˜
∂x1
− iIm(τ ∂Φ
∂z¯
− C)v˜‖L2(Ω) −
∫
∂Ω
(τ(∇ϕ, ν)− (ν1C1 − ν2C2))|v˜|2dσ −
∫
Ω
(
∂C1
∂x1
− ∂C2
∂x2
)|v˜|2dx
+Re
∫
∂Ω
i
((
−ν2 ∂
∂x1
+ ν1
∂
∂x2
)
v˜
)
v˜dσ
+‖1
i
∂v˜
∂x2
− Re(τ ∂Φ
∂z¯
− C)v˜‖2L2(Ω) = ‖f˜‖2L2(Ω).(2.24)
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Consider the boundary value problemK(x,D)u = (4
∂
∂z
∂
∂z
+ 2A
∂
∂z
+ 2B
∂
∂z
)u = f in Ω,
u|∂Ω = 0.
For this problem we have the following Carleman estimate with boundary terms.
Proposition 2.5. Suppose that Φ satisfies (2.1), (2.2), u ∈ H10 (Ω) and ‖A‖L∞(Ω)+‖B‖L∞(Ω) ≤
K. Then there exist τ0 = τ0(K,Φ) and C13 = C13(K,Φ) independent of u and τ such that
for all |τ | > τ0
|τ |‖ueτϕ‖2L2(Ω) + ‖ueτϕ‖2H1(Ω) + ‖
∂u
∂ν
eτϕ‖2L2(Γ0) + τ 2‖|
∂Φ
∂z
|ueτϕ‖2L2(Ω)
≤ C13(‖(K(x,D)u)eτϕ‖2L2(Ω) + |τ |
∫
Γ˜∗
|∂u
∂ν
|2e2τϕdσ).(2.25)
Proof. Denote v˜ = ueτϕ,K(x,D)u = f. Observe that ϕ(x1, x2) = 12(Φ(z) + Φ(z)). Therefore
eτϕ∆(e−τϕv˜) = (2
∂
∂z
− τ ∂Φ
∂z
)(2
∂
∂z
− τ ∂Φ
∂z
)v˜ =
(2
∂
∂z
− τ ∂Φ
∂z
)(2
∂
∂z
− τ ∂Φ
∂z
)v˜ = f˜ = (f − 2B∂u
∂z
− 2A∂u
∂z
)eτϕ.(2.26)
Assume now that u is a real valued function. Denote w˜ = (2 ∂
∂z
− τ ∂Φ
∂z
)v˜.
Thanks to the zero Dirichlet boundary condition for u we have
w˜|∂Ω = 2∂v˜
∂z
|∂Ω = (ν1 + iν2)∂v˜
∂ν
|∂Ω.
Let C be some smooth function in Ω such that
2
∂C
∂z
= C(x) = C1(x) + iC2(x) in Ω, Im C = 0 on Γ0,
where ~C = (C1, C2) is the smooth function in Ω such that
div ~C = 1 in Ω, (ν, ~C) = −1 on Γ0.
By Proposition 2.4 we have the following integral equalities:
‖∂(w˜e
NC)
∂x1
− iIm(τ ∂Φ
∂z¯
+NC)(w˜eNC)‖L2(Ω) −
∫
∂Ω
(τ(∇ϕ, ν) +N(ν1C1 + ν2C2))|∂v˜
∂ν
eNC |2dσ
+N
∫
Ω
|w˜eNC|2dx+ Re
∫
∂Ω
i((ν2
∂
∂x1
− ν1 ∂
∂x2
)(w˜eNC))w˜eNCdσ +(2.27)
+‖ − 1
i
∂(w˜eNC)
∂x2
− Re(τ ∂Φ
∂z
+NC)(w˜eNC)‖2L2(Ω) = ‖f˜ eτϕ+NC‖2L2(Ω).
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We now simplify the integral Re i
∫
∂Ω
((ν2
∂
∂x1
− ν1 ∂∂x2 )(w˜eNC))w˜1eNCdσ. We recall that v˜ =
ueτϕ and w˜ = (ν1 + iν2)
∂v˜
∂ν
= (ν1 + iν2)
∂u
∂ν
eτϕ. Denote R + iP = (ν1 + iν2)e
NImC. Therefore
Re
∫
∂Ω
i((ν2
∂
∂x1
− ν1 ∂
∂x2
)(w˜eNC))w˜eNCdσ =(2.28)
Re
∫
∂Ω
i((ν2
∂
∂x1
− ν1 ∂
∂x2
)[(R + iP )
∂u
∂ν
eτϕ+NRe C])(R − iP )∂u
∂ν
eτϕ+NRe Cdσ =
Re
∫
∂Ω
i[(ν2
∂
∂x1
− ν1 ∂
∂x2
)(R + iP )]|∂(v˜e
N C˜)
∂ν
|2(R− iP )dσ.
Using the above formula we obtain
‖∂(w˜e
NC)
∂x1
− iIm(τ ∂Φ
∂z¯
+NC)(w˜eNC)‖L2(Ω) −
∫
∂Ω
(τ(∇ϕ, ν) +N(ν1C1 + ν2C2))|∂v˜
∂ν
eNC |2dσ
+N
∫
Ω
|w˜eNC|2dx+ Re
∫
∂Ω
i[(ν2
∂
∂x1
− ν1 ∂
∂x2
)(R + iP )]|∂(v˜e
NRe C)
∂ν
|2(R− iP )dσ
+‖ − 1
i
∂(w˜eNC)
∂x2
− Re(τ ∂Φ
∂z
+NC)(w˜eNC)‖2L2(Ω) = ‖f˜ eτϕ+NC‖2L2(Ω)(2.29)
Taking the parameter N sufficiently large positive and taking into account that the func-
tion R + iP is independent of N on Γ0 we conclude from (2.29)
−
∫
∂Ω
(τ(∇ϕ, ν) + N
2
(ν1C1 + ν2C2))|∂v˜
∂ν
eNC|2dσ +N
∫
Ω
|w˜eNC |2dx(2.30)
≤ ‖f˜ eτϕeNC‖2L2(Ω) + C(N)
∫
Γ˜
|∂v˜
∂ν
eNC|2dσ
A simple computation gives
4‖∂(v˜e
NRe C)
∂z¯
‖2L2(Ω) + τ 2‖
∂Φ
∂z
(v˜eNRe C)‖2L2(Ω) = ‖2
∂(v˜eNRe C)
∂z¯
− τ ∂Φ
∂z
(v˜eNRe C)‖2L2(Ω) =
‖eNRe C(2∂v˜
∂z¯
− (τ ∂Φ
∂z
+ 2
∂NRe C
∂z¯
)v˜)‖2L2(Ω)
≤ 2‖w˜eNC‖2L2(Ω) + C(N)‖ueτϕ‖2L2(Ω).(2.31)
Since by assumption (2.2), the function Φ has zeros of at most second order, there exists
a constant C14 > 0 independent of τ such that
(2.32) τ‖v˜eNRe C‖2L2(Ω) ≤ C14(‖v˜eNRe C‖2H1(Ω) + τ 2‖|
∂Φ
∂z
|v˜eNRe C‖2L2(Ω)).
Therefore by (2.30)-(2.32) there exists N0 > 0 such that for any N > N0 there exists τ0(N)
that
−
∫
∂Ω
(τ(∇ϕ, ν) + N
2
(ν1C1 + ν2C2))|∂v˜
∂ν
eNC|2dσ + N
2
∫
Ω
|w˜eNC |2dx
τ‖v˜eNRe C‖2L2(Ω) + ‖v˜eNRe C‖2H1(Ω) + τ 2‖|
∂Φ
∂z
|v˜eNRe C‖2L2(Ω)
≤ ‖f˜ eτϕeNC‖2L2(Ω) + C15(N)
∫
Γ˜∗
|∂v˜
∂ν
eNC|2dσ(2.33)
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In order to drop the assumption that u is the real valued function we obtain the (2.33)
separately for the real and imaginary parts of u and combine them. This concludes the
proof of the proposition. 
As a corollary we derive a Carleman inequality for the function u which satisfies the
integral equality
(2.34) (u,K(x,D)∗w)L2(Ω) + (f, w)H1,τ (Ω) + (geτϕ, e−τϕw)H 12 ,τ (Γ˜) = 0
for all w ∈ X = {w ∈ H1(Ω)|w|Γ0 = 0,K(x,D)∗w ∈ L2(Ω)}. We have
Corollary 2.1. Suppose that Φ satisfies (2.1), (2.2), f ∈ H1(Ω), g ∈ H 12 (Γ˜), u ∈ L2(Ω)
and the coefficients A,B ∈ {C ∈ C1(Ω)|‖C‖C1(Ω) ≤ K}. Then there exist τ0 = τ0(K,Φ) and
C16 = C16(K,Φ), independent of u and τ , such that for solutions of (2.34):
‖ueτϕ‖2L2(Ω) ≤ C16|τ |(‖feτϕ‖2H1,τ (Ω) + ‖geτϕ‖2H 12 ,τ (Γ˜)) ∀|τ | ≥ τ0.(2.35)
Proof. Let ǫ be some positive number and d(x) be a smooth positive function of Γ˜ which
blow up like 1|x−y|8 for any y ∈ ∂Γ˜. Consider the extremal problem
(2.36) Jǫ(w) =
1
2
‖we−τϕ‖2L2(Ω) +
1
2ǫ
‖K(x,D)∗w − ue2τϕ‖2L2(Ω) +
1
2|τ |‖we
−τϕ‖2
L2
d
(Γ˜)
→ inf,
(2.37) w ∈ X̂ = {w ∈ H 12 (Ω)|K(x,D)∗w ∈ L2(Ω), w|Γ0 = 0}.
There exists a unique solution to (2.36), (2.37) which we denote by ŵǫ. By Fermat’s theorem
J ′ǫ(ŵǫ)[δ] = 0 ∀δ ∈ X̂ .
Using the notation pǫ =
1
ǫ
(K(x,D)∗ŵǫ − ue2τϕ) this implies
(2.38) K(x,D)pǫ + ŵǫe−2τϕ = 0 in Ω, pǫ|∂Ω = 0, ∂pǫ
∂ν
|Γ˜ = d
ŵǫ
|τ |e
−2τϕ.
By Proposition 2.5 we have
|τ |‖pǫeτϕ‖2L2(Ω) + ‖pǫeτϕ‖2H1(Ω) + ‖
∂pǫ
∂ν
eτϕ‖2L2(Γ0) + τ 2‖|
∂Φ
∂z
|pǫeτϕ‖2L2(Ω)
≤ C11(‖ŵǫe−τϕ‖2L2(Ω) +
1
|τ |
∫
Γ˜∗
|ŵǫ|2e−2τϕdσ) ≤ 2C17Jǫ(ŵǫ).(2.39)
Taking the scalar product of equation (2.38) with ŵǫ we obtain
2Jǫ(ŵǫ) + (ue
2τϕ, pǫ)L2(Ω) = 0.
Applying to the second term of the above equality estimate (2.39) we have
|τ |Jǫ(ŵǫ) ≤ C18‖ueτϕ‖2L2(Ω).
Using this estimate we pass to the limit in (2.38) as ǫ goes to zero. We obtain
(2.40) K(x,D)p+ ŵe−2τϕ = 0 in Ω, p|∂Ω = 0, ∂p
∂ν
|Γ˜ = d
ŵ
|τ |e
−2τϕ,
(2.41) K(x,D)∗ŵ − ue2τϕ = 0 in Ω, ŵ|Γ0 = 0,
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and
(2.42) |τ |‖ŵe−τϕ‖2L2(Ω) + ‖ŵe−τϕ‖2L2(Γ˜) ≤ C19‖ueτϕ‖2L2(Ω).
Since ŵ ∈ L2(Ω) we have p ∈ H2(Ω) and by the trace theorem ∂p
∂ν
∈ H 12 (∂Ω). The relation
(2.40) implies ŵ ∈ H 12 (Γ˜). But since ŵ ∈ L2d(Γ˜) and ŵ|Γ0 = 0 we have ŵ ∈ H
1
2 (∂Ω). By
(2.39)-(2.42) we get
(2.43) ‖ŵe−τϕ‖
H
1
2 ,τ (∂Ω)
≤ C20|τ | 12‖ueτϕ‖L2(Ω).
Taking the scalar product of (2.41) with ŵe−2τϕ and using the estimates (2.43), (2.42) we
get
(2.44)
1
|τ |‖∇ŵe
−τϕ‖2L2(Ω) + |τ |‖ŵe−τϕ‖2L2(Ω) +
1
|τ |‖ŵe
−τϕ‖2
H
1
2 ,τ (Γ˜)
≤ C21‖ueτϕ‖2L2(Ω).
From this estimate and a standard duality argument, the statement of Corollary 2.1 follows
immediately. 
Consider the following problem
(2.45) L(x,D)u = feτϕ in Ω, u|Γ0 = geτϕ.
We have
Proposition 2.6. Let A,B ∈ C5+α(Ω), q ∈ L∞(Ω) and ǫ, α be a small positive numbers.
There exists τ0 > 0 such that for all |τ | > τ0 there exists a solution to the boundary value
problem (2.45) such that
(2.46)
1√|τ |‖∇ue−τϕ‖L2(Ω) +√|τ |‖ue−τϕ‖L2(Ω) ≤ C22(‖f‖L2(Ω) + ‖g‖H 12 ,τ (Γ0)).
Let ǫ be a sufficiently small positive number. If suppf ⊂ Gǫ = {x ∈ Ω|dist(x,H) > ǫ} and
g = 0 then there exists τ0 > 0 such that for all |τ | > τ0 there exists a solution to the boundary
value problem (2.45) such that
(2.47) ‖∇ue−τϕ‖L2(Ω) + |τ |‖ue−τϕ‖L2(Ω) ≤ C23(ǫ)‖f‖L2(Ω).
Proof. First we reduce the problem (2.45) to the case g = 0. Let r(z) be a holomorphic
function and r˜(z) be an antiholomorphic function such that (eAr+eBr˜)|Γ0 = g where A,B ∈
C6+α(Ω) are defined as in (2.12). The existence of such functions r, r˜ follows from Proposition
2.3, and these functions can be chosen in such a way that
‖r‖H1(Ω) + ‖r˜‖H1(Ω) ≤ C24‖g‖H 12 (Γ0).
We look for a solution u in the form
u = (eA+τΦr + eB+τΦr˜) + u˜,
where
(2.48) L(x,D)u˜ = f˜eτϕ in Ω, u˜|Γ0 = 0
and f˜ = f − (q − 2∂A
∂z
− AB)eAreiτψ − (q − 2∂B
∂z
− AB)eBr˜e−iτψ.
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In order to prove (2.46) we consider the following extremal problem:
(2.49) I˜ǫ(u) =
1
2
‖ue−τϕ‖2H1,τ (Ω) +
1
2ǫ
‖L(x,D)u− f˜eτϕ‖2L2(Ω) +
1
2
‖ue−τϕ‖2
H
1
2 ,τ (Γ˜)
→ inf,
(2.50) u ∈ Y = {w ∈ H1(Ω)|w|Γ0 = 0, L(x,D)w ∈ L2(Ω)}.
There exists a unique solution to problem (2.49), (2.50) which we denote as ûǫ. By Fermat’s
theorem
(2.51) I˜ ′ǫ(ûǫ)[δ] = 0 ∀δ ∈ Y .
Let pǫ =
1
ǫ
(L(x,D)ûǫ − f˜ eτϕ). Applying Corollary 2.1 we obtain from (2.51)
(2.52)
1
|τ |‖pǫe
τϕ‖2L2(Ω) ≤ C25(‖ûǫe−τϕ‖2H1,τ (Ω) + ‖ûǫe−τϕ‖2H 12 ,τ (Γ˜)) ≤ 2C25I˜ǫ(ûǫ).
Substituting in (2.51) with δ = ûǫ we get
2I˜ǫ(ûǫ) + (f˜ e
τϕ, pǫ)L2(Ω) = 0.
Applying to this equality estimate (2.52) we have
I˜ǫ(ûǫ) ≤ C26|τ |‖f˜‖2L2(Ω).
Using this estimate we pass to the limit as ǫ→ +0. We obtain
(2.53) L(x,D)u− f˜ eτϕ = 0 in Ω, u|Γ0 = 0,
and
(2.54) ‖ue−τϕ‖2H1,τ (Ω) + ‖ue−τϕ‖2L2(Γ˜) ≤ C27|τ |‖f˜‖2L2(Ω).
Since ‖f˜‖L2(Ω) ≤ C28(‖f‖L2(Ω) + ‖g‖H 12 (Γ0)), inequality (2.54) implies (2.46).
In order to prove (2.47) we consider the following extremal problem
(2.55) J˜ǫ(u) =
1
2
‖ue−τϕ‖2L2(Ω) +
1
2ǫ
‖L(x,D)u− feτϕ‖2L2(Ω) +
1
2|τ |‖ue
−τϕ‖2
L2
d
(Γ˜)
→ inf,
(2.56) u ∈ X˜ = {w ∈ H 12 (Ω)|L(x,D)w ∈ L2(Ω), w|Γ0 = 0}.
(Here d(x) is a smooth positive function of Γ˜ which blow up like 1
|x−y|8
for any y ∈ ∂Γ˜.)
There exists a unique solution to problem (2.55), (2.56) which we denote as ûǫ. By Fermat’s
theorem
J˜ ′ǫ(ûǫ)[δ] = 0 ∀δ ∈ X˜ .
This equality implies
(2.57) L(x,D)∗pǫ + ûǫe
−2τϕ = 0 in Ω, p̂ǫ|∂Ω = 0, ∂pǫ
∂ν
|Γ˜ = d
ûǫ
|τ |e
−2τϕ.
By Proposition 2.5
1
|τ |‖pǫe
τϕ‖2H1,τ (Ω) + ‖
∂pǫ
∂ν
eτϕ‖2L2(Γ0) + τ 2‖|
∂Φ
∂z
|pǫeτϕ‖2L2(Ω)
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(2.58) ≤ C29(‖ûǫe−τϕ‖2L2(Ω) +
1
|τ |
∫
Γ˜∗
|ûǫ|2e−2τϕdσ) ≤ C30J˜ǫ(ûǫ).
Taking the scalar product of equation (2.57) with ûǫ we obtain
2J˜ǫ(ûǫ) + (fe
τϕ, pǫ)L2(Ω) = 0.
Applying to this equality estimate (2.58) we have
(2.59) |τ |2J˜ǫ(ûǫ) ≤ C31‖f‖2L2(Ω).
Using this estimate we pass to the limit in (2.57). We conclude that
(2.60) L(x,D)∗p+ ue−2τϕ = 0 in Ω, p|∂Ω = 0, ∂p
∂ν
|Γ˜ =
u
|τ |e
−2τϕ,
(2.61) L(x,D)u− feτϕ = 0 in Ω, u|Γ0 = 0.
Moreover (2.59) implies
(2.62) |τ |2‖ue−τϕ‖2L2(Ω) + |τ |‖ue−τϕ‖2L2(Γ˜) ≤ C32‖f‖2L2(Ω).
This finishes the proof of the proposition. 
3. Estimates and Asymptotics
In this section we prove some estimates and obtain asymptotic expansions needed in the
construction of the complex geometrical optics solutions in Section 4.
Consider the operator
L1(x,D) = 4
∂
∂z
∂
∂z
+ 2A1
∂
∂z
+ 2B1
∂
∂z
+ q1 =
(2
∂
∂z
+B1)(2
∂
∂z
+ A1) + q1 − 2∂A1
∂z
− A1B1 =
(2
∂
∂z
+ A1)(2
∂
∂z
+B1) + q1 − 2∂B1
∂z
−A1B1.(3.1)
Let A1,B1 ∈ C6+α(Ω), with some α ∈ (0, 1), satisfy
(3.2) 2
∂A1
∂z
= −A1 in Ω, ImA1|Γ0 = 0, 2
∂B1
∂z
= −B1 in Ω, ImB1|Γ0 = 0
and let A2,B2 ∈ C6+α(Ω) be defined similarly. Observe that
(2
∂
∂z
+ A1)e
A1 = 0 in Ω, (2
∂
∂z
+B1)e
B1 = 0 in Ω.
Therefore if a(z),Φ(z) are holomorphic functions and b(z) is an antiholomorphic function,
we have
L1(x,D)(e
A1aeτΦ) = (q1 − 2∂A1
∂z
−A1B1)eA1aeτΦ,
L1(x,D)(e
B1beτΦ) = (q1 − 2∂B1
∂z
− A1B1)eB1beτΦ.
Let us introduce the operators:
∂−1z g =
1
2πi
∫
Ω
g(ξ1, ξ2)
ζ − z dζ ∧ dζ = −
1
π
∫
Ω
g(ξ1, ξ2)
ζ − z dξ1dξ2,
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∂−1z g = −
1
2πi
∫
Ω
g(ξ1, ξ2)
ζ − z dζ ∧ dζ = −
1
π
∫
Ω
g(ξ1, ξ2)
ζ − z dξ1dξ2.
We have (e.g., p.47, 56, 72 in [32]):
Proposition 3.1. A) Let m ≥ 0 be an integer number and α ∈ (0, 1). Then ∂−1z , ∂−1z ∈
L(Cm+α(Ω), Cm+α+1(Ω)).
B) Let 1 ≤ p ≤ 2 and 1 < γ < 2p
2−p . Then ∂
−1
z , ∂
−1
z ∈ L(Lp(Ω), Lγ(Ω)).
C)Let 1 < p <∞. Then ∂−1z , ∂−1z ∈ L(Lp(Ω),W 1p (Ω)).
Assume thatA,B, A, B satisfy (2.12). Setting TBg = eB∂−1z (e−Bg) and PAg = eA∂−1z (e−Ag),
for any g ∈ Cα(Ω) we have
(2
∂
∂z
+B)TBg = g in Ω, (2
∂
∂z
+ A)PAg = g in Ω.
We define two other operators:
(3.3) Rτ,Ag = 1
2
eAeτ(Φ−Φ)∂−1z (ge
−Aeτ(Φ−Φ)), R˜τ,Bg = 1
2
eBeτ(Φ−Φ)∂−1z (ge
−Beτ(Φ−Φ))
for A,B, A, B satisfying (2.12).
The following proposition follows from straightforward calculations.
Proposition 3.2. Let g ∈ Cα(Ω) for some positive α. The function Rτ,Ag is a solution to
(3.4) 2
∂
∂z
Rτ,Ag − 2τ ∂Φ
∂z
Rτ,Ag + ARτ,Ag = g in Ω.
The function R˜τ,Bg solves
(3.5) 2
∂
∂z
R˜τ,Bg + 2τ ∂Φ
∂z
R˜τ,Bg +BR˜τ,Bg = g in Ω.
Using the stationary phase argument (e.g., Bleistein and Handelsman [4]), we will show
Proposition 3.3. Let g ∈ L1(Ω) and a function Φ satisfy (2.1),(2.2). Then
lim|τ |→+∞
∫
Ω
geτ(Φ(z)−Φ(z))dx = 0.
Proof. Let {gk}∞k=1 ∈ C∞0 (Ω) be a sequence of functions such that gk → g in L1(Ω). Let ǫ > 0
be arbitrary. Suppose that ĵ is large enough such that ‖g − gĵ‖L1(Ω) ≤ ǫ2 . Then
|
∫
Ω
geτ(Φ(z)−Φ(z))dx| ≤ |
∫
Ω
(g − gĵ)eτ(Φ(z)−Φ(z))dx|+ |
∫
Ω
gĵe
τ(Φ(z)−Φ(z))dx|.
The first term on the right-hand side of this inequality is less then ǫ/2 and the second goes
to zero as |τ | approaches to infinity by the stationary phase argument (see e.g. [4]). 
We have
Proposition 3.4. Let g ∈ C2(Ω), g|Oǫ = 0 and g|H = 0. Then for any 1 ≤ p <∞
(3.6)
∥∥∥∥Rτ,Ag + g2τ∂zΦ
∥∥∥∥
Lp(Ω)
+
∥∥∥∥R˜τ,Bg − g2τ∂zΦ
∥∥∥∥
Lp(Ω)
= o
(
1
τ
)
as |τ | → +∞.
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Proof. We give a proof of the asymptotic formula for R˜τ,Bg. The proof for Rτ,Ag is similar.
Let g˜(ζ, ζ) = ge−B. Then
2e−BRτ,Bg = −e
τ(Φ−Φ)
π
∫
Ω
g˜(ζ, ζ)
ζ − z e
τ(Φ(ζ)−Φ(ζ))dξ1dξ2
= −e
τ(Φ−Φ)
π
lim
δ→+0
∫
Ω\B(z,δ)
g˜(ζ, ζ)
ζ − z e
τ(Φ(ζ)−Φ(ζ))dξ1dξ2.
Let z = x1 + ix2 and x = (x1, x2) be not a critical point of the function Φ. Then
2e−BRτ,Bg = −e
τ(Φ−Φ)
πτ
lim
δ→+0
∫
Ω\B(x,δ)
g˜(ζ, ζ)
ζ − z
∂ζe
τ(Φ(ζ)−Φ(ζ))
∂ζΦ(ζ)
dξ1dξ2(3.7)
=
eτ(Φ−Φ)
πτ
lim
δ→+0
∫
Ω\B(x,δ)
1
ζ − z
∂
∂ζ
(
g˜(ζ, ζ)
∂ζΦ(ζ)
)
eτ(Φ(ζ)−Φ(ζ))dξ1dξ2
− e
τ(Φ−Φ)
πτ
lim
δ→+0
∫
S(x,δ)
g˜(ζ, ζ)
ζ − z
(ν˜1 − iν˜2)
2∂ζΦ(ζ)
eτ(Φ(ζ)−Φ(ζ))dξ1dξ2.
Since g˜|H = 0, we have
(3.8)
∣∣∣∣ ∂∂ζ
(
g˜(ζ, ζ)
∂ζΦ(ζ)
)∣∣∣∣ ≤ C ℓ∑
k=1
‖g˜‖C1(Ω)
|ζ − x˜k| ∈ L
p(Ω) ∀p ∈ (1, 2).
Hence, passing to the limit in (3.7) we get
2e−BRτ,Bg = e
τ(Φ−Φ)
πτ
∫
Ω
1
ζ − z
∂
∂ζ
(
g˜(ζ, ζ)
∂ζΦ(ζ)
)
eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 − g˜(z, z)
τ∂zΦ(z)
.
Denote Gτ (x) =
∫
Ω
1
ζ−z
∂
∂ζ
(
g˜(ζ,ζ)
∂ζΦ(ζ)
)
eτ(Φ(ζ)−Φ(ζ))dξ1dξ2. By Proposition 3.3, we see that
(3.9) Gτ (x) −→ 0 as |τ | → +∞ ∀x ∈ Ω.
Denote
T (ξ1, ξ2) =
∣∣∣∣∣∂ζ g˜(ζ, ζ)∂ζΦ(ζ)
∣∣∣∣∣χΩ,
where χΩ is the characteristic function of Ω.
Clearly
(3.10) |Gτ (x)| ≤
∫
Ω
|T (ξ1, ξ2)|
|z − ζ | dξ1dξ2 a.e. in Ω ∀τ.
By (3.8) T belongs to Lp(R2) for any p ∈ (1, 2). For any f ∈ Lp(R2), we set
Irf(z) =
∫
R2
|z − ζ |− 2r f(ζ, ζ)dξ1dξ2.
Then, by the Hardy-Littlewood-Sobolev inequality, if r > 1 and 1
r
= 1 −
(
1
p
− 1
q
)
for 1 <
p < q <∞, then
‖Irf‖Lq(R2) ≤ Cp,q‖f‖Lp(R2).
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Set r = 2. Then we have to choose 1
p
− 1
q
= 1
2
, that is, we can arbitrarily choose p > 2 close
to 2, so that q is arbitrarily large. Hence
∫
Ω
T
|z−ζ|dξ1dξ2 belongs to L
q(Ω) with positive q. By
(3.9), (3.10) and the dominated convergence theorem
Gτ → 0 in Lq(Ω) ∀q ∈ (1,∞).
The proof of the proposition is finished. 
We now consider the contribution from the critical points.
Proposition 3.5. Let Φ satisfy (2.1) and (2.2). Let g ∈ C4+α(Ω) for some α > 0, g|Oǫ = 0
and g|H = 0. Then there exist constants pk such that
(3.11)
∫
Ω
geτ(Φ(z)−Φ(z))dx =
1
τ 2
ℓ∑
k=1
pke
2τiψ(x˜k) + o(
1
τ 2
) as |τ | → +∞.
Proof. Let δ > 0 be a sufficiently small number and e˜k ∈ C∞0 (B(x˜k, δ)), e˜k|B(x˜k,δ/2) ≡ 1. By
the stationary phase argument
I(τ) =
∫
Ω
geτ(Φ−Φ)dx =
ℓ∑
k=1
∫
B(x˜k ,δ)
e˜kge
τ(Φ−Φ)dx+ o(
1
τ 2
) =
ℓ∑
k=1
e2iτψ(x˜k)
∫
B(x˜k,δ)
e˜kge
τ(Φ−Φ)−2iτψ(x˜k)dx+ o(
1
τ 2
) as |τ | → +∞.
Since all the critical points of Φ are nondegenerate, in some neighborhood of x˜k one can take
local coordinates such that Φ− Φ− 2iτψ(x˜k) = z2 − z2. Therefore
I(τ) =
ℓ∑
k=1
e2iτψ(x˜k)
∫
B(0,δ′)
qke
τ(z2−z2)dx+ o(
1
τ 2
) as |τ | → +∞,
where qk ∈ C40(B(0, δ′)) and qk(0) = 0. Hence there exist functions r1,k, r2,k ∈ C30(B(0, δ′))
such that qk = 2zr1,k + 2zr2,k. Integrating by parts, one can decompose I(τ) as
I(τ) = −1
τ
ℓ∑
k=1
e2iτψ(x˜k)
∫
B(0,δ′)
(
∂r1,k
∂z
− ∂r2,k
∂z
)eτ(z
2−z2)dx+ o(
1
τ 2
) =
−1
τ
ℓ∑
k=1
e2iτψ(x˜k)
∫
B(0,δ′)
(
∂r1,k
∂z
− ∂r2,k
∂z
)(0)χ(x)eτ(z
2−z2)dx
−1
τ
ℓ∑
k=1
e2iτψ(x˜k)
∫
B(0,δ′)
q˜ke
τ(z2−z2)dx+ o(
1
τ 2
) as |τ | → +∞,
where χ, q˜k ∈ C20 (B(0, δ′)), χ|B(0,δ′/2) ≡ 1 and q˜k(0) = 0.Hence there exist functions r˜1,k, r˜2,k ∈
C10(B(0, δ
′)) such that q˜k = 2zr˜1,k + 2zr˜2,k. Integrating by parts and applying Proposition
3.4 we obtain
lim
|τ |→+∞
τ
∫
B(0,δ′)
q˜ke
τ(z2−z2)dx = −
ℓ∑
k=1
e2iτψ(x˜k) lim
|τ |→+∞
∫
B(0,δ′)
(
∂r˜1,k
∂z
− ∂r˜2,k
∂z
)eτ(z
2−z2)dx = 0.
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Therefore (3.11) follows from a standard application of stationary phase. The proof of the
proposition is completed. 
Proposition 3.6. Let 0 < ǫ′ < ǫ, a function Φ satisfy (2.1), (2.2) and Oǫ ∩ (H \ Γ0) = ∅.
Suppose that g ∈ Cα(Ω) ∩H1(Ω) for some α ∈ (0, 1), g|Oǫ = 0 and g|H = 0. Then
(3.12) |τ |‖R˜τ,Bg‖L∞(Oǫ′ ) + ‖∇R˜τ,Bg‖L∞(Oǫ′ ) ≤ C1(ǫ′, α)‖g‖Cα(Ω)∩H1(Ω).
Moreover
(3.13) ‖∇R˜τ,Bg‖L2(Ω) + |τ | 12‖R˜τ,Bg‖L2(Ω) + |τ |‖∂Φ
∂z
R˜τ,Bg‖L2(Ω) ≤ C2(ǫ′, α)‖g‖Cα(Ω)∩H1(Ω).
Proof. Denote g˜ = ge−B. Let x = (x1, x2) be an arbitrary point from Oǫ′ and z = x1 + ix2.
Then
− π∂−1z (eτ(Φ−Φ)g˜) =
∫
Ω
g˜eτ(Φ−Φ)
ζ − z dξ1dξ2 = limδ→+0
ℓ∑
k=1
∫
Ω\B(x˜k ,δ)
g˜eτ(Φ−Φ)
ζ − z dξ1dξ2.
Integrating by parts and taking δ sufficiently small we have
− π∂−1z (eτ(Φ−Φ)g˜) = −
1
τ
lim
δ→+0
∫
Ω\∪ℓ
k=1B(x˜k,δ)
∂g˜
∂ζ
(ζ − z)∂Φ
∂ζ
eτ(Φ−Φ)dξ1dξ2
+
1
τ
lim
δ→+0
∫
Ω\∪ℓ
k=1B(x˜k ,δ)
g˜ ∂
2Φ
∂ζ2
(ζ − z)(∂Φ
∂ζ
)2
eτ(Φ−Φ)dξ1dξ2
+
1
2τ
lim
δ→+0
∫
∪ℓ
k=1S(x˜k,δ)
(ν˜1 − iν˜2) g˜
(ζ − z)∂Φ
∂ζ
eτ(Φ−Φ)dσ.(3.14)
Since g|H = 0 we have that ‖g‖C0(S(x˜k,δ)) ≤ δα‖g‖Cα(Ω). Using this inequality and the fact
that all the critical points of Φ are nondegenerate we obtain
1
2τ
lim
δ→+0
∫
∪ℓ
k=1S(x˜k,δ)
(ν˜1 − iν˜2) g˜
(ζ − z)∂Φ
∂ζ
eτ(Φ−Φ)dσ = 0.
Since | g˜
∂2Φ
∂ζ2
(∂Φ
∂ζ
)2
(ζ, ζ)| ≤ C3‖g˜‖Cα(Ω)
∑ℓ
k=1
1
|ξ−x˜k|2−α
we see that
g˜ ∂
2Φ
∂ζ2
(∂Φ
∂ζ
)2
(ζ, ζ) ∈ L1(Ω) and
− π∂−1z (eτ(Φ−Φ)g˜) = −
1
τ
∫
Ω
∂g˜
∂ζ
(ζ − z)∂Φ
∂ζ
eτ(Φ−Φ)dξ1dξ2
+
1
τ
∫
Ω
g˜ ∂
2Φ
∂ζ2
(ζ − z)(∂Φ
∂ζ
)2
eτ(Φ−Φ)dξ1dξ2.(3.15)
From this equality, Proposition 3.3 and definition (3.3) of the operator R˜τ,B, the estimate
(3.12) follows immediately. To prove (3.13) we observe
∂R˜τ,Bg
∂z
=
∂B
∂z
R˜τ,Bg + R˜τ,B{∂g
∂z
− ∂B
∂z
g}+ τ
2π
eτ(Φ−Φ)+B
∫
Ω
∂Φ(ζ)
∂ζ
− ∂Φ(z)
∂z
ζ − z g˜e
τ(Φ−Φ)dξ1dξ2.
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By Proposition 3.1
‖∂B
∂z
R˜τ,Bg + R˜τ,B{∂g
∂z
− ∂B
∂z
g}‖L2(Ω) ≤ C4‖g‖H1(Ω).
Using arguments similar to (3.14), (3.15) we obtain
‖ τ
2π
∫
Ω
∂Φ(ζ)
∂ζ
− ∂Φ(z)
∂z
ζ − z g˜e
τ(Φ−Φ)dξ1dξ2‖L2(Ω) ≤ C5‖g‖Cα(Ω)∩H1(Ω).
Hence
‖∂R˜τ,Bg
∂z
‖L2(Ω) ≤ C6‖g‖Cα(Ω)∩H1(Ω).
Combining this estimate with (3.12) we conclude
‖∇R˜τ,Bg‖L2(Ω) ≤ C7‖g‖Cα(Ω)∩H1(Ω).
Using this estimate and equation (3.4) we have
|τ |‖∂Φ
∂z
R˜τ,Bg‖L2(Ω) ≤ C8‖g‖Cα(Ω)∩H1(Ω),
finishing the proof of the proposition. 
Let e1, e2 ∈ C∞(Ω) be functions such that
(3.16) e1 + e2 = 1 in Ω,
e2 vanishes in some neighborhood of H \ Γ0 and e1 vanishes in a neighborhood of ∂Ω.
Proposition 3.7. Let for some α ∈ (0, 1) A,B ∈ C5+α(Ω), and the functions A,B ∈
C6+α(Ω) satisfy (2.12). Let e1, e2 be defined as in (3.16). Let g ∈ Lp(Ω) for some p > 2,
supp g ⊂⊂ supp e1 and dist(Γ0, supp g) > 0. We define u by
u = R˜τ,B(e1(PAg − M˜eA)) + e2(PAg − M˜e
A)
2τ∂zΦ
,
where M˜ = M˜(z) is a polynomial such that ∂
k
∂zk
(PAg−M˜eA)|H = 0 for any k from {0, . . . , 6}.
Then we have
(3.17) P(x,D)(ueτΦ) , (2 ∂
∂z
+ A)(2
∂
∂z
+B)(ueτΦ) = geτΦ +
eτϕ
|τ | hτ as |τ | → +∞,
where
‖hτ‖L∞(Ω) ≤ C9(p)‖g‖Lp(Ω)
and for some sufficiently small positive ǫ′ we have:
(3.18)
1
|τ | 12 ‖∇u‖L
2(Ω) + |τ | 12‖u‖L2(Ω) + ‖u‖H1,τ (Oǫ′ ) ≤ C10‖g‖Lp(Ω).
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Proof. By Proposition 3.1 PAg belongs to W
1
p (Ω). Since p > 2, by the Sobolev embedding
theorem there exists α > 0 such that PAg ∈ Cα(Ω). By properties of elliptic operators and
the fact that supp e2 ∩ supp g = {∅} we have that PAg ∈ C5(supp e2). The estimate (3.18)
follows from Proposition 3.6. Short calculations give
(3.19) P(x,D)(ueτΦ) = geτΦ + e
τΦ
τ
P(x,D)
(
e2(PAg − M˜eA)
2∂zΦ
)
.
This formula implies (3.17) with hτ = e
iτψP(x,D)
(
e2(PAg−M˜e
A)
2∂zΦ
)
/sign τ. 
The following proposition will play a critically important role in the construction of the
complex geometric optic solutions.
Proposition 3.8. Let f ∈ Lp(Ω) for some p > 2, dist(Γ0, supp f) > 0, q ∈ H 12 (Γ0), ǫ′ be
a small positive number such that Oǫ′ ∩ (H \ Γ0) = ∅. Then there exists τ0 such that for all
|τ | > τ0 there exists a solution to the boundary value problem
(3.20) L(x,D)w = feτΦ in Ω, w|Γ0 = qeτϕ/τ
such that√
|τ |‖we−τϕ‖L2(Ω) + 1√|τ |‖(∇w)e−τϕ‖L2(Ω) + ‖we−τϕ‖H1,τ (Oǫ′ ) ≤ C11(‖f‖Lp(Ω) + ‖q‖H 12 (Γ0)).
Proof. Let χ ∈ C∞0 (Ω) be equal to one in some neighborhood of the setH\Γ0. By Proposition
2.6 there exists a solution to the problem (3.20) with inhomogeneous term (1 − χ)f and
boundary data q/τ such that
(3.21) ‖w1e−τϕ‖H1,τ (Ω) ≤ C12(‖f‖L2(Ω) + ‖q‖H 12 (Γ0)).
Denote w2 = R˜−τ,B(e1(PA(χf)− M˜eA)) + e2(PA(χf)−M˜eA)2τ∂zΦ where M˜ = M˜(z) is a polynomial
such that ∂
k
∂zk
(PA(χf)− M˜eA)|H = 0 for any k from {0, . . . , 6}. Let qτ be the restriction of
w2 to Γ0. By (3.12) there exists a constant C13 independent of τ such that
(3.22) |τ | 12‖qτ‖H 12 (Γ0) ≤ C13‖f‖Lp(Ω).
By Proposition 3.7 there exists a constant C14 independent of τ such that
(3.23)
√
|τ |‖w2e−τϕ‖L2(Ω) + 1√|τ |‖∇w2e−τϕ‖L2(Ω) + ‖w2e−τϕ‖H1,τ (Oǫ′ ) ≤ C14‖f‖Lp(Ω).
Let a˜τ , b˜τ ∈ H1(Ω) be holomorphic and antiholomorphic functions, respectively, such that
(a˜τe
A + b˜τe
B)|Γ0 = −qτ . By (3.22) and Proposition 2.3 there exist constants C15, C16 inde-
pendent of τ such that
(3.24) ‖a˜τ‖H1(Ω) + ‖b˜τ‖H1(Ω) ≤ C15‖qτ‖H 12 (Γ0) ≤ C16
‖f‖Lp(Ω)√|τ | .
The function W = (w2 + a˜τe
A)eτΦ + b˜τe
B+τΦ satisfies
L(x,D)W = χfeτΦ + eτϕ
h˜τ√|τ | in Ω, W |Γ0 = 0,
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where
(3.25) ‖h˜τ‖L2(Ω) ≤ C17‖f‖L2(Ω)
with some constant C17 independent of τ. By (3.23), (3.24)
(3.26)
√
|τ |‖We−τϕ‖L2(Ω) + 1√|τ |‖∇We−τϕ‖L2(Ω) + ‖We−τϕ‖H1,τ (Oǫ′ ) ≤ C18‖f‖Lp(Ω).
Let W˜ be a solution to problem (2.45) with inhomogeneous term and boundary data f =
− h˜τ√
|τ |
, g ≡ 0 respectively given by Proposition 2.6. The estimate (2.46) has the form
(3.27) ‖W˜e−τϕ‖H1,τ (Ω) ≤ C19‖h˜τ‖L2(Ω) ≤ C20‖f‖L2(Ω).
Then the function w1+W + W˜ solves (3.20). The estimate (6.11) follows form (3.21), (3.26)
and (3.27). The proof of the proposition is completed. 
4. Complex Geometrical Optics Solutions
For a complex-valued vector field (A1, B1) and complex-valued potential q1 we will con-
struct solutions to the boundary value problem
(4.1) L1(x,D)u1 = 0 in Ω, u1|Γ0 = 0
of the form
(4.2) u1(x) = aτ (z)e
A1+τΦ + dτ (z)e
B1+τΦ + u11e
τϕ + u12e
τϕ.
HereA1 and B1 are defined by (3.2) respectively for A1 and B1, aτ (z) = a(z)+ a1(z)τ + a2,τ (z)τ2 ,
dτ (z) = d(z) +
d1(z)
τ
+
d2,τ (z)
τ2
,
(4.3) a, d ∈ C5+α(Ω), ∂a
∂z
= 0 inΩ,
∂d
∂z
= 0 inΩ,
(4.4) (aeA1 + deB1)|Γ0 = 0.
Let x˜ be some fixed point from H \ ∂Ω. Suppose in addition that
(4.5)
∂ka
∂zk
|H∩∂Ω = ∂
kd
∂zk
|H∩∂Ω = 0 ∀k ∈ {0, . . . , 5}, a|H\{x˜} = d|H\{x˜} = 0, a(x˜) 6= 0, d(x˜) 6= 0.
Such functions exists by Proposition 7.2.
Denote
g1 = TB1((q1−2
∂B1
∂z
−A1B1)deB1)−M2(z)eB1 , g2 = PA1((q1−2
∂A1
∂z
−A1B1)aeA1)−M1(z)eA1 ,
where M1(z) and M2(z) are polynomials such that
(4.6)
∂kg1
∂zk
|H = ∂
kg2
∂zk
|H = 0 ∀k ∈ {0, . . . , 6}, ∂g1
∂z
=
∂g2
∂z
= 0 on H \ {x˜}.
Thanks to our assumptions on the regularity of A1, B1 and q, g1, g2 belong to C
6+α(Ω).
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Note that by (4.6), (4.5)
(4.7)
∂k+jg1
∂zk∂zj
|H∩∂Ω = ∂
k+jg2
∂zk∂zj
|H∩∂Ω = 0 if k + j ≤ 6.
The function a1(z) is holomorphic in Ω and d1(z) is antiholomorphic in Ω and
a1e
A1 + d1e
B1 =
g1
2∂zΦ
+
g2
2∂zΦ
onΓ0.
The existence of such functions is given again by Proposition 2.3. Observe that by (4.7) the
functions e2g1
∂zΦ
, e2g2
∂zΦ
∈ C4(Ω). Let
ĝ1 = TB1((q1−2
∂B1
∂z
−A1B1)d1eB1)−M̂2(z)eB1 , ĝ2 = PA1((q1−2
∂A1
∂z
−A1B1)a1eA1)−M̂1(z)eA1 ,
where M̂1(z) and M̂2(z) are polynomials such that
(4.8)
∂k ĝ1
∂zk
|H = ∂
kĝ2
∂zk
|H = 0 ∀k ∈ {0, . . . , 3}.
Henceforth we recall (3.3). The function u11 is given by
u11 = −e−iτψR−τ,A1 {e1(g1 + ĝ1/τ)} − e−iτψ
e2(g1 +
ĝ1
τ
)
2τ∂zΦ
+
e−iτψ
4τ 2∂zΦ
L1(x,D)
(
e2g1
∂zΦ
)
−eiτψR˜τ,B1 {e1(g2 + ĝ2/τ)} − eiτψ
e2(g2 +
ĝ2
τ
)
2τ∂zΦ
+
eiτψ
4τ 2∂zΦ
L1(x,D)
(
e2g2
∂zΦ
)
.(4.9)
Now let us determine the functions u12, a2(z) and d2(z).
First we can obtain the following asymptotic formulae for any point on the boundary of
Ω:
(4.10) R−τ,A1 {e1g1} |∂Ω =
eA1+2iτψ
2τ 2|detψ′′(x˜)| 12
(
e−2iτψ(x˜)σ1(x˜)
(z − z˜)2 +
e−2iτψ(x˜)m1(x˜)
(z˜ − z)
)
+Wτ,1,
(4.11) R˜τ,B1 {e1g2} |∂Ω =
eB1−2iτψ
2τ 2|detψ′′(x˜)| 12
(
e2iτψ(x˜)σ˜1(x˜)
(z − z˜)2 +
e2iτψ(x˜)m˜1(x˜)
(z˜ − z)
)
+Wτ,2,
where
(4.12) σ1(x˜) =
∂z g˜1(x˜)
∂2zΦ(x˜)
, m1(x˜) =
1
2
(
∂z g˜1(x˜)
∂2zΦ(x˜)
∂3zΦ(x˜)
∂2zΦ(x˜)
+
∂2z g˜1(x˜)
∂2zΦ(x˜)
− ∂
2
z g˜1(x˜)
∂2zΦ(x˜)
)
,
(4.13) σ˜1(x˜) =
∂z g˜2(x˜)
∂2zΦ(x˜)
, m˜1(x˜) =
1
2
(
∂z g˜2(x˜)
∂2zΦ(x˜)
∂3zΦ(x˜)
∂2zΦ(x˜)
− ∂
2
z g˜2(x˜)
∂2zΦ(x˜)
+
∂2z g˜2(x˜)
∂2zΦ(x˜)
)
,
g˜1 = e
−A1g1, g˜2 = e
−B1g2 and Wτ,1,Wτ,2 ∈ H 12 (Γ0) satisfy
(4.14) ‖Wτ,1‖H 12 (Γ0) + ‖Wτ,2‖H 12 (Γ0) = o(
1
τ 2
) as |τ | → +∞.
The proof of (4.10) and (4.11) is given in Section 8.
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Denote
p+(x) = e
A1(x)
(
σ1(x˜)
(z − z˜)2 +
m1(x˜)
(z˜ − z)
)
, p−(x) = e
B1(x)
(
σ˜1(x˜)
(z − z˜)2 +
m˜1(x˜)
(z˜ − z)
)
.
Thanks to Proposition 2.3 we can define functions a2,±(z) ∈ C2(Ω) and d2,±(z) ∈ C2(Ω)
satisfying
(4.15) a2,±e
A1 + d2,±e
B1 = p± on Γ0.
Straightforward computations give
L1(x,D)((a+
a1
τ
)eA1+τΦ + (d+ d1
τ
)eB1+τΦ + eτϕu11)
= (q1 − 2∂A1∂z − A1B1)eτΦ
(
−R˜τ,B1{e1(g2 + ĝ2/τ)} − e2(g2+ĝ2/τ)2τ∂zΦ
)
+(q1 − 2∂B1∂z −A1B1)eτΦ
(
−R−τ,A1{e1(g1 + ĝ1/τ)} − e2(g1+ĝ1/τ)2τ∂zΦ
)
+ e
τΦ
τ2
L1(x,D)
(
1
4∂zΦ
L1(x,D)
(
e2g2
∂zΦ
))
+ e
τΦ
τ2
L1(x,D)
(
1
4∂zΦ
L1(x,D)
(
e2g1
∂zΦ
))
.(4.16)
Using Proposition 3.4 we transform the right-hand side of (4.16) as follows.
L1(x,D)((a+
a1
τ
)eA1+τΦ + (d+ d1
τ
)eB1+τΦ + u11e
τϕ)(4.17)
= −(q1 − 2∂A1∂z −A1B1)eτΦ g12τ∂zΦ
−(q1 − 2∂B1∂z − A1B1)eτΦ g22τ∂zΦ + χOǫOL4(Ω)
(
1
τ2
)
++ χΩ\Oǫ′oL4(Ω)
(
1
τ2
)
as |τ | → +∞.
We are looking for u12 in the form u12 = u0 + u−1. The function u−1 is given by
u−1 =
eiτψ
τ
R˜τ,B1{e1g5}+ e
−iτψ
τ
R−τ,A1{e1g6}+ e2g5e
iτψ
2τ2∂zΦ
+ e2g6e
−iτψ
2τ2∂zΦ
,(4.18)
where
(4.19)
g5 =
PA1((q1 − 2∂A1∂z − A1B1)g1)−M5(z)eA1
2∂zΦ
, g6 =
TB1((q1 − 2∂B1∂z − A1B1)g2)−M6(z)eB1
2∂zΦ
.
Here M5(z),M6(z) are polynomials such that
g5|H = g6|H = ∇g5|H = ∇g6|H = 0.
Using Proposition 2.3 we introduce functions a2,0, d2,0 ∈ C2(Ω) (holomorphic and antiholo-
morphic respectively) such that
a2,0e
A1 + d2,0e
B1 =
g5
2∂zΦ
+
g6
2∂zΦ
onΓ0.(4.20)
Next we claim that
R−τ,A1{e1g6}|Γ0 = o(
1
τ
) as |τ | → +∞, R˜τ,B1{e1g5}|Γ0 = o(
1
τ
) as |τ | → +∞.(4.21)
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To see this, let us introduce the function F with domain Γ0.
F = 2e−A1eτ(Φ−Φ)R−τ,A1 {e1g6} =
∂−1z (e1e
−A1+τ(Φ−Φ)
TB1((q1 − 2∂B1∂z −A1B1)g2)−M6eB1
2∂zΦ
).
Denoting r(x) = eA1
TB1 ((q1−2
∂B1
∂z
−A1B1)g2)−M6(z)eB1
2∂zΦ
we have
F(x) = −1
π
∫
Ω
e1(x)r(x)e
2iτψ
ζ − z dξ1dξ2 =
1
2iπτ
∫
Ω
2∑
k=1
∂
∂xk
(
∂ψ
∂xk
e1(x)
|∇ψ|2
r(x)
ζ − z
)
e2iτψdξ1dξ2.
Since
∑2
k=1
∂
∂xk
(
∂ψ
∂xk
|∇ψ|2
e1(x)r(x)
ζ−z
) ∈ L1(Ω), we have F = o( 1
τ
). This proves (4.21).
Now we finish the construction of functions a2,τ (z) and d2,τ(z) by setting
d2,τ(z) = d2,0(z) +
d2,+(z)e
2iτψ(x˜) + d2,−(z)e
−2iτψ(x˜)
2|detψ′′(x˜)| 12 ,
a2,τ (z) = a2,0(z) +
a2,+(z)e
2iτψ(x˜) + a2,−(z)e
−2iτψ(x˜)
2|detψ′′(x˜)| 12 ,
where a2,±, d2,± satisfy (4.15). To complete the construction of a solution to (4.1) we define
u0 as the solution to the inhomogeneous problem
(4.22) L1(x,D)(u0e
τϕ) = h1e
τϕ in Ω,
(4.23) u0e
τϕ = eτϕm1 on Γ0,
where
h1(τ) = −e−τϕL1(x,D)(aτeA1+τΦ + dτeB1+τΦ + u11eτϕ + u−1eτϕ),
m1 = −e−τϕ(aτeA1+τΦ + dτeB1+τΦ + u11eτϕ + u−1eτϕ)|Γ0 .
Observe that by (4.17) - (4.19) h1(τ) can be represented in the form h1(τ) = h11 + h12
where
(4.24) ‖h11‖L4(Ω) = O( 1
τ 2
), ‖h12‖L4(Ω) = o(1
τ
) as |τ | → +∞
and for some positive ǫ
supp h11 ⊂ Oǫ, dist(supp h12, ∂Ω) > 0
and by (4.8), (4.14), (4.15), (4.20)
(4.25) ‖u0‖H 12 (Γ0) = o(
1
τ 2
) as |τ | → +∞.
By Proposition 2.6 and Proposition 3.8 there exists a solution to (4.22), (4.24) such that
(4.26)
1√|τ |‖u0‖H1(Ω) +√|τ |‖u0‖L2(Ω) + ‖u0‖H1,τ (Oǫ) = o(1τ ) as |τ | → +∞.
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4.1. Complex geometrical optics solutions for the adjoint operator. We now con-
struction complex geometrical optics solutions for the adjoint operator. This parallels the
previous construction since the adjoint has a similar form.
Consider the operator L2(x,D) = 4
∂
∂z
∂
∂z
+ 2A2
∂
∂z
+ 2B2
∂
∂z
+ q2. Its adjoint has the form
L2(x,D)
∗ = 4
∂
∂z
∂
∂z
− 2A2 ∂
∂z
− 2B2 ∂
∂z
+ q2 − 2∂A2
∂z
− ∂B2
∂z
= (2
∂
∂z
− A2)(2 ∂
∂z
− B2) + q2 − 2∂A2
∂z
− A2B2
= (2
∂
∂z
− B2)(2 ∂
∂z
− A2) + q2 − 2∂B2
∂z
− A2B2.
Next we construct solution to the following boundary value problem:
(4.27) L2(x,D)
∗v = 0 in Ω, v|Γ0 = 0.
We construct solutions to (4.27) of the form
(4.28) v(x) = bτ (z)e
B2−τΦ + cτ (z)e
A2−τΦ + v11e
−τϕ + v12e
−τϕ, v|Γ0 = 0.
Here A2,B2 ∈ C6+α(Ω) satisfy
(4.29) 2
∂A2
∂z
= A2 in Ω, ImA2|Γ0 = 0, 2
∂B2
∂z
= B2 in Ω, ImB2|Γ0 = 0,
and bτ (z) = b(z) +
b1(z)
τ
+
b2,τ (z)
τ2
, cτ(z) = c(z) +
c1(z)
τ
+
c2,τ (z)
τ2
and
(4.30) b, c ∈ C5+α(Ω), ∂b
∂z
= 0 inΩ,
∂c
∂z
= 0 inΩ,
(4.31) (beB2 + ceA2)|Γ0 = 0,
(4.32)
∂kb
∂zk
|H∩∂Ω = ∂
kc
∂zk
|H∩∂Ω = 0 ∀k ∈ {0, . . . , 5}, b|H\{x˜} = c|H\{x˜} = 0, b(x˜) 6= 0, c(x˜) 6= 0.
The existence of the functions b and c is given by Proposition 7.2 . Denote
g3 = P−B2((q2−2
∂A2
∂z
−A2B2)beB2)−M3(z)eB2 , g4 = T−A2((q2−2
∂B2
∂z
−A2B2)ceA2)−M4(z)eA2 ,
where the polynomials M3(z),M4(z) are chosen such that
(4.33)
∂kg3
∂zk
|H = ∂
kg4
∂zk
|H = 0 ∀k ∈ {0, . . . , 6}.
By (4.33), (4.32)
(4.34)
∂k+jg3
∂zk∂zj
|H∩∂Ω = ∂
k+jg4
∂zk∂zj
|H∩∂Ω = 0 ∀k + j ≤ 6, ∂g4
∂z
=
∂g3
∂z
= 0 on H \ {x˜}.
Observe that by (4.34) g3
∂zΦ
, g4
∂zΦ
∈ C4+α(Ω). Using Proposition 2.3 we introduce a holomor-
phic function b1(z) ∈ C2(Ω) and an antiholomorphic function c1(z) ∈ C2(Ω) such that
(4.35) b1e
B2 + c1e
A2 =
e2g3
2∂zΦ
+
e2g4
2∂zΦ
onΓ0.
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Let
ĝ3 = P−B2((q2−2
∂A2
∂z
−A2B2)b1eB2)−M̂3(z)eB2 , ĝ4 = T−A2((q2−2
∂B2
∂z
−A2B2)c1eA2)−M̂4(z)eA2 ,
where the polynomials M̂3(z), M̂4(z) are chosen such that
(4.36)
∂k ĝ3
∂zk
|H = ∂
kĝ4
∂zk
|H = 0 ∀k ∈ {0, . . . , 3}.
The function v11 is defined by
v11 = −e−iτψR˜−τ,−A2{e1(g3 + ĝ3/τ)}+ e
−iτψe2(g3+ĝ3/τ)
2τ∂zΦ
− eiτψRτ,−B2{e1(g4 + ĝ4/τ)}+ e
iτψe2(g4+ĝ4/τ)
2τ∂zΦ
− e−iτψ
4τ2∂zΦ
L2(x,D)
∗
(
e2g3
∂zΦ
)
− eiτψ
4τ2∂zΦ
L2(x,D)
∗
(
e2g4
∂zΦ
)
.(4.37)
Here we set
Rτ,−B2{g} =
1
2
eB2eτ(Φ−Φ)∂−1z (ge
−B2eτ(Φ−Φ))
R˜−τ,−A2{g} =
1
2
eA2eτ(Φ−Φ)∂−1z (ge
−A2eτ(Φ−Φ))
provided that A2, B2,A2,B2 satisfy (4.29). By Proposition 8.1 the following asymptotic
formulae hold:
(4.38) R˜−τ,−A2 {e1g3} |∂Ω =
1
2τ 2
eA2+2τiψ
|detψ′′(x˜)| 12
(
e−2iτψ(x˜)r1(x˜)
(z − z˜)2 +
e−2iτψ(x˜)t1(x˜)
(z˜ − z)
)
+ W˜2,τ
and
(4.39) Rτ,−B2 {e1g4} |∂Ω =
1
2τ 2
eB2−2τiψ
|detψ′′(x˜)| 12
(
e2iτψ(x˜)r˜1(x˜)
(z − z˜)2 +
e2iτψ(x˜)t˜1(x˜)
(z˜ − z)
)
+ W˜1,τ ,
where
(4.40) r1(x˜) =
∂z g˜3(x˜)
∂2zΦ(x˜)
, t1(x˜) =
1
2
(
∂z g˜3(x˜)
∂2zΦ(x˜)
∂3zΦ(x˜)
∂2zΦ(x˜)
+
∂2z g˜3(x˜)
∂2zΦ(x˜)
− ∂
2
z g˜3(x˜)
∂2zΦ(x˜)
)
,
(4.41) r˜1(x˜) =
∂z g˜4(x˜)
∂2zΦ(x˜)
, t˜1(x˜) =
1
2
(
∂z g˜4(x˜)
∂2zΦ(x˜)
∂3zΦ(x˜)
∂2zΦ(x˜)
− ∂
2
z g˜4(x˜)
∂2zΦ(x˜)
+
∂2z g˜4(x˜)
∂2zΦ(x˜)
)
,
g˜3 = e
−A2g3, g˜4 = e
−B2g4. Here the functions W˜τ,1, W˜τ,2 ∈ H 12 (Γ0) satisfy
(4.42) ‖W˜τ,1‖H 12 (Γ0) + ‖W˜τ,2‖H 12 (Γ0) = o(
1
τ 2
) as |τ | → +∞.
Using Proposition 2.3 we define the holomorphic functions b2,±(z) ∈ C2(Ω) and antiholo-
morphic c2,±(z) ∈ C2(Ω) such that
(4.43) b2,±e
B2 + c2,±e
A2 = p˜± onΓ0,
where p˜k is defined as
p˜+(x) = e
B2
(
r˜1(x˜)
(z − z˜)2 +
t˜1(x˜)
(z˜ − z)
)
, p˜−(x) = e
A2
(
r1(x˜)
(z − z˜)2 +
t1(x˜)
(z˜ − z)
)
.
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Similarly to (4.17), there exist two positive numbers ǫ and ǫ′ such that
L2(x,D)
∗((b+ b1
τ
)eB2−τΦ + (b+ c1
τ
)eA2−τΦ + v11e
−τϕ)
= g3e
−τΦ
2τ∂zΦ
(q2 − 2∂A2∂z − A2B2)− g4e
−τΦ
2τ∂zΦ
(q2 − 2∂B2∂z − A2B2)(4.44)
+χΩ\O′ǫoL4(Ω) + χOǫOL4(Ω)
(
1
τ
)
.(4.45)
We are looking for v12 in the form v12 = v0 + v−1. The function v−1 is given by
(4.46) v−1 = −e
τiψ
τ
Rτ,−B2{e1g7} −
e−τiψ
τ
R˜−τ,−A2{e1g8}+
e2g7
2τ 2∂zΦ
+
e2g8
2τ 2∂zΦ
,
where
(4.47)
g7 =
P−B2((q2 − 2∂B2∂z − A2B2)g3)−M7(z)eB2
2∂zΦ
, g8 =
T−A2((q2 − 2∂A2∂z −A2B2)g4)−M8(z)eA2
2∂zΦ
,
and M7(z),M8(z) are polynomials such that
(4.48) g7|H = g8|H = ∇g7|H = ∇g8|H = 0.
Using Proposition 2.3 we introduce functions b2,0, c2,0 ∈ C2(Ω) such that
b2,0e
B2 + c2,0e
A2 =
g7
2∂zΦ
+
g8
2∂zΦ
onΓ0.(4.49)
Similarly to (4.21) we have
(
1
τ
Rτ,−B2{e1g8}+
1
τ
R˜−τ,−A2{e1g7})|Γ0 = o(
1
τ 2
) as |τ | → +∞.
Now we finish the construction of b2,τ (z) and c2,τ (z) by setting
(4.50) b2,τ (z) = b2,0(z) +
b2,+(z)e
2iτψ(x˜) + b2,−(z)e
−2iτψ(x˜)
2|detψ′′(x˜)| 12
and
(4.51) c2,τ (z) = c2,0(z) +
c2,+(z)e
2iτψ(x˜) + c2,−(z)e
−2iτψ(x˜)
2|detψ′′(x˜)| 12 ,
where b2,+, c2,− are defined in (4.43).
Consider the following boundary value problem
(4.52) L2(x,D)
∗(e−τϕv0) = h2e
−τϕ in Ω,
(4.53) e−τϕv0|Γ0 = m2e−τϕ,
where
h2 = −eτϕL2(x,D)∗(bτeB2−τΦ + cτeA2−τΦ + v11e−τϕ + v−1e−τϕ)
and
m2 = −eτϕ(bτeA2−τΦ + cτeB2−τΦ + v11e−τϕ + v−1e−τϕ).
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By (4.44)-(4.47) represent the function h2 in the form h2 = h21 + h22 where for some
positive ǫ
supp h21 ⊂ Oǫ, dist(supp h22, ∂Ω) > 0.
The norms of the functions h2j are estimated as
(4.54) ‖h21‖L4(Ω) = O( 1
τ 2
), ‖h22‖L4(Ω) = o(1
τ
) as |τ | → +∞.
By (4.50), (4.51), (4.43), (4.42), (4.30) we have
(4.55) ‖v0‖H 12 (Γ0) = o(
1
τ 2
) as |τ | → +∞.
Thanks to (4.54), (4.55), by Proposition 2.6 and Proposition 3.8 for sufficiently small positive
ǫ there exists a solution to problem (4.52), (4.53) such that
(4.56)
1√|τ |‖v0‖H1(Ω) +√|τ |‖v0‖L2(Ω) + ‖v0‖H1,τ (Oǫ) = o(1τ ) as |τ | → +∞.
5. Proof of Theorem 1.3.
Let u1 be a complex geometrical optics solution as in (4.2). Let u2 be a solution to the
following boundary value problem
(5.1) L2(x,D)u2 = 0 in Ω, u2|∂Ω = u1|∂Ω, ∂u2
∂ν
|Γ˜ =
∂u1
∂ν
|Γ˜.
Setting u = u1 − u2, q = q1 − q2 we have
(5.2) L2(x,D)u+ 2(A1 −A2)∂u1
∂z
+ 2(B1 − B2)∂u1
∂z
+ qu1 = 0 in Ω,
(5.3) u|∂Ω = 0, ∂u
∂ν
|Γ˜ = 0.
Let v be a solution to (4.27) in the form (4.28). Taking the scalar product of (5.2) with v in
L2(Ω) we obtain
(5.4) 0 =
∫
Ω
(2(A1 − A2)∂u1
∂z
+ 2(B1 −B2)∂u1
∂z
+ qu1)vdx.
Our goal is to obtain the asymptotic formula for the right hand side of (5.4). We have
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Proposition 5.1. The following asymptotic formula is valid as |τ | → +∞:
I0 = (qu1, v)L2(Ω) =
∫
Ω
(qace(A1+A2) + qdbe(B1+B2))dx(5.5)
+
∫
Ω
(
q
τ
(a1b+ ac1)e
(A1−B2) +
q
τ
(ab1 + bd1)e
(A2−B1))dx
+
1
τ
∫
Ω
(
ag4e
A1
2∂zΦ
− cg2e
A2
2∂zΦ
− bg1e
B2
2∂zΦ
+
dg3e
B1
2∂zΦ
)
dx
+2π
(qab)(x˜)e(A1+B2+2τiψ)(x˜) + (qdc)(x˜)e(B1+A2−2iτψ)(x˜)
τ |detψ(x˜)| 12
+
1
2τi
∫
∂Ω
qabeA1+B2+2τiψ
(ν,∇ψ)
|∇ψ|2 dσ −
1
2τi
∫
∂Ω
qdceB1+A2−2τiψ
(ν,∇ψ)
|∇ψ|2 dσ + o(
1
τ
).
Proof. By (4.2), (4.9), (4.26) and Proposition 3.4 we have
(5.6) u1(x) = (a(z) +
a1(z)
τ
)eA1+τΦ + (d(z) +
d1(z)
τ
)eB1+τΦ − g1e
τΦ
2τ∂zΦ
− g2e
τΦ
2τ∂zΦ
+ oL2(Ω)(
1
τ
).
Using (4.28), (4.37), (4.56) and Proposition 3.4 we get
(5.7) v(x) = (b(z) +
b1(z)
τ
)eB2−τΦ + (c(z) +
c1(z)
τ
)eA2−τΦ +
g4e
−τΦ
2τ∂zΦ
+
g3e
−τΦ
2τ∂zΦ
+ oL2(Ω)(
1
τ
).
By (5.6), (5.7) we obtain
(qu1, v)L2(Ω) = (q((a+
a1
τ
)eA1+τΦ + (d+
d1
τ
)eB1+τΦ − g1e
τΦ
2τ∂zΦ
− g2e
τΦ
2τ∂zΦ
+ oL2(Ω)(
1
τ
)),
(b+
b1
τ
)eB2−τΦ + (c+
c1
τ
)eA2−τΦ +
g4e
−τΦ
2τ∂zΦ
+
g3e
−τΦ
2τ∂zΦ
+ oL2(Ω)(
1
τ
))L2(Ω) =∫
Ω
(
q(db+
1
τ
(d1b+ db1))e
B1+B2 + q(ac+
1
τ
(ac1 + a1c))e
A1+A2
)
dx
+
1
τ
∫
Ω
(
ag4e
A1
2∂zΦ
− cg2e
A2
2∂zΦ
− bg1e
B2
2∂zΦ
+
dg3e
B1
2∂zΦ
)
dx
+
∫
Ω
q
(
abeA1+B2+τ(Φ−Φ) + dceB1+A2+τ(Φ−Φ)
)
dx+ o(
1
τ
).
Applying the stationary phase argument to the last integral on the right hand side of this
formula we finish the proof of Proposition 5.1. 
We set
(5.8)
U(x) = aτ (z)eA1(x)+τΦ(z) + dτ (z)eB1(x)+τΦ(z), V(x) = bτ (z)eB2(x)−τΦ(z) + cτ (z)eA2(x)−τΦ(z).
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Short calculations give:
I1 ≡ 2((A1 − A2)∂U
∂z
,V)L2(Ω)
= (2(A1 −A2)(
(
∂A1
∂z
+ τ
∂Φ
∂z
)
aτ +
∂aτ
∂z
)eA1+τΦ + dτ
∂B1
∂z
eB1+τΦ,
bτe
B2−τΦ + cτe
A2−τΦ)L2(Ω)
=
3∑
k=1
τ 2−kκk −
∫
Ω
(A1 −A2)B1dτcτeB1+A2−2iτψdx
−
(
2
∂
∂z
(A1 − A2)aτeA1+τΦ, bτeB2−τΦ
)
L2(Ω)
+
1
τ
I1(∂Ω)
−(2(A1 − A2)aτeA1+τΦ, ∂B2
∂z
bτe
B2−τΦ)L2(Ω)
+
∫
∂Ω
(A1 − A2)(ν1 − iν2)aτbτeA1+B2+2iτψdσ + o
(
1
τ
)
=
3∑
k=1
τ 2−kκk +
∫
Ω
{
−(A1 −A2)B1dτcτeB1+A2−2iτψ
−(A1 −A2)B2aτbτeA1+B2+2iτψ − 2 ∂
∂z
(A1 − A2)aτbτeA1+B2+2iτψ
}
dx
+
∫
∂Ω
(A1 − A2)(ν1 − iν2)aτbτeA1+B2+2iτψdσ + 1
τ
I1(∂Ω) + o
(
1
τ
)
(5.9)
and
I2 ≡ ((B1 − B2)∂U
∂z
,V)L2(Ω)
= (2(B1 − B2)(aτeA1+τΦ∂A1
∂z
+
∂
∂z
(
dτe
B1+τΦ
)
), bτe
B2−τΦ + cτe
A2−τΦ)L2(Ω)
=
3∑
k=1
τ 2−kκ˜k +
∫
Ω
2(B1 −B2)∂A1
∂z
aτbτe
A1+B2+2τiψdx−
(
2
∂
∂z
(B1 − B2)dτeB1+τΦ,
cτe
A2−τΦ
)
L2(Ω)
−
(
2(B1 − B2)dτeB1+τΦ, ∂A2
∂z
cτe
A2−τΦ
)
L2(Ω)
+
∫
∂Ω
(B1 − B2)(ν1 + iν2)dτcτeB1+A2−2iτψdσ + 1
τ
I2(∂Ω) + o
(
1
τ
)
=
3∑
k=1
τ 2−kκ˜k +
∫
Ω
{
−(B1 − B2)A1aτbτeA1+B2+2τiψ
− 2 ∂
∂z
(B1 − B2)dτcτeB1+A2−2iτψ − (B1 − B2)dτcτA2eB1+A2−2iτψ
}
dx
+
∫
∂Ω
(B1 − B2)(ν1 + iν2)dτcτeB1+A2−2iτψdσ + 1
τ
I2(∂Ω) + o
(
1
τ
)
.(5.10)
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Here κk, κ˜k are some constants independent of τ but may depend on Aj , Bj, Φ. The terms
I1(∂Ω), I2(∂Ω) are given by
I1(∂Ω) =
∫
Ω
(A1 −A2)eA1+A2 ∂Φ
∂z
c
(
a2,+e
2τiψ(x˜) + a2,−e
−2τiψ(x˜)
|detψ′′(x˜)| 12
)
dx
+
∫
Ω
(A1 −A2)eA1+A2 ∂Φ
∂z
a
(
c2,+e2τiψ(x˜) + c2,−e−2τiψ(x˜)
|detψ′′(x˜)| 12
)
dx =
−2
∫
Ω
∂
∂z
eA1+A2
∂Φ
∂z
c
(
a2,+e
2τiψ(x˜) + a2,−e
−2τiψ(x˜)
|detψ′′(x˜)| 12
)
dx
−2
∫
Ω
∂
∂z
eA1+A2
∂Φ
∂z
a
(
c2,+e2τiψ(x˜) + c2,−e−2τiψ(x˜)
|detψ′′(x˜)| 12
)
dx =
−
∫
∂Ω
(ν1 + iν2)e
A1+A2
∂Φ
∂z
c
(
a2,+e
2τiψ(x˜) + a2,−e
−2τiψ(x˜)
|detψ′′(x˜)| 12
)
dσ
−
∫
∂Ω
(ν1 + iν2)e
A1+A2
∂Φ
∂z
a
(
c2,+e2τiψ(x˜) + c2,−e−2τiψ(x˜)
|detψ′′(x˜)| 12
)
dσ(5.11)
and
I2(∂Ω) =
∫
Ω
(B1 − B2)eB1+B2 ∂Φ
∂z
b
(
d2,+e
2τiψ(x˜) + d2,−e
−2τiψ(x˜)
|detψ′′(x˜)| 12
)
dx
+
∫
Ω
(B1 − B2)eB1+B2 ∂Φ
∂z
d
(
b2,+e2τiψ(x˜) + b2,−e−2τiψ(x˜)
|detψ′′(x˜)| 12
)
dx =
−2
∫
Ω
∂
∂z
eB1+B2
∂Φ
∂z
b
(
d2,+e
2τiψ(x˜) + d2,−e
−2τiψ(x˜)
|detψ′′(x˜)| 12
)
dx
−2
∫
Ω
∂
∂z
eB1+B2
∂Φ
∂z
d
(
b2,+e2τiψ(x˜) + b2,−e−2τiψ(x˜)
|detψ′′(x˜)| 12
)
dx =
−
∫
∂Ω
(ν1 − iν2)eB1+B2 ∂Φ
∂z
b
(
d2,+e
2τiψ(x˜) + d2,−e
−2τiψ(x˜)
|detψ′′(x˜)| 12
)
dσ
−
∫
∂Ω
(ν1 − iν2)eB1+B2 ∂Φ
∂z
d
(
b2,+e2τiψ(x˜) + b2,−e−2τiψ(x˜)
|detψ′′(x˜)| 12
)
dσ.(5.12)
Denote
U1 = −eτΦR−τ,A1{e1g1}, U2 = −eτΦR˜τ,B1{e1g2}.
A short calculation gives
(5.13) 2
∂U1
∂z
= (−e1g1 + A1R−τ,A1{e1g1})eτΦ
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and
(5.14) 2
∂U2
∂z
= (−e1g2 +B1R˜τ,B1{e1g2})eτΦ.
We have
∂
∂z
R−τ,A1{e1g1} =
∂A1
∂z
R−τ,A1{e1g1}+ τ
∂Φ
∂z
R−τ,A1{e1g1}+R−τ,A1{
∂(e1g1)
∂z
}
= −R−τ,A1{e1g1
∂A1
∂z
} − τR−τ,A1{
∂Φ
∂z
e1g1}+R−τ,A1{
∂(e1g1)
∂z
}
+τ
eA1
2π
e−τ(Φ−Φ)
∫
Ω
∂Φ
∂ζ
(ζ)− ∂Φ
∂z
(z)
ζ − z (e1g1e
−A1)(ξ1, ξ2)e
τ(Φ(ζ)−Φ(ζ))dξ1dξ2
+
eA1
2π
e−τ(Φ−Φ)
∫
Ω
∂A1
∂ζ
(ζ, ζ)− ∂A1
∂z
(z, z)
ζ − z (e1g1e
−A1)(ξ1, ξ2)e
τ(Φ(ζ)−Φ(ζ))dξ1dξ2.(5.15)
Let
G(x, g,A, τ) = − 1
2π
∫
Ω
(τ ∂Φ(ζ)
∂ζ
+ ∂A(ζ,ζ)
∂ζ
)− (τ ∂Φ(z)
∂z
+ ∂A(z,z)
∂z
)
ζ − z e1ge
−Aeτ(Φ−Φ)dξ1dξ2.
We set
G1(x, τ) = G(x, g1,A1, τ), G2(x, τ) = G(x, g2,B1, τ),
G3(x, τ) = G(x, g3,A2,−τ), G4(x, τ) = G(x, g4,B2,−τ).
By (3.16), (4.6), (5.15) and Proposition 3.4, we obtain
(5.16)
∂
∂z
R−τ,A1{e1g1} = R−τ,A1{
∂(e1g1)
∂z
} − eA1e−τ(Φ−Φ)G1(·, τ) + oL2(Ω)(1
τ
).
Simple computations provide the formula
∂
∂z
R˜τ,B1{e1g2} =
∂B1
∂z
R˜τ,B1{e1g2}+ τ
∂Φ
∂z
R˜τ,B1{e1g2}+ R˜τ,B1{
∂(e1g2)
∂z
}
−τR˜τ,B1{
∂Φ
∂z
e1g2} − R˜τ,B1{
∂B1
∂z
e1g2} = R˜τ,B1{
∂(e1g2)
∂z
}
+τ
eB1
2π
eτ(Φ−Φ)
∫
Ω
∂Φ
∂ζ
(ζ)− ∂Φ
∂z
(z)
ζ − z (e1g2e
−B1)(ξ1, ξ2)e
τ(Φ(ζ)−Φ(ζ))dξ1dξ2
+
eB1
2π
eτ(Φ−Φ)
∫
Ω
∂B1
∂ζ
(ζ, ζ)− ∂B1
∂z
(z, z)
ζ − z (e1g2e
−B1)(ξ1, ξ2)e
τ(Φ(ζ)−Φ(ζ))dξ1dξ2.(5.17)
By (3.16), (4.6), (5.17), Proposition 3.4 we have
(5.18)
∂
∂z
R˜τ,B1{e1g2} = R˜τ,B1{
∂(e1g2)
∂z
} − eB1eτ(Φ−Φ)G2(·, τ) + oL2(Ω)(1
τ
).
Denote
V1 = −e−τΦR˜−τ,−A2{e1g3}, V2 = −e−τΦRτ,−B2{e1g4},P(x,D) = 2(A1−A2)
∂
∂z
+2(B1−B2) ∂
∂z
,
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Q+ = −(B1 − B2)A1 − (A1 −A2)B2 − 2 ∂
∂z
(A1 − A2) + (q1 − q2),
Q− = −(A1 − A2)B1 − (B1 −B2)A2 − 2 ∂
∂z
(B1 − B2) + (q1 − q2).
The following proposition is proved in Section 8.
Proposition 5.2. There exist two numbers κ, κ0 independent of τ such that the following
asymptotic formula holds true:
(P(x,D)(U1 + U2), bτeB2−τΦ + cτeA2−τΦ)L2(Ω) + (P(x,D)(aτeA1+τΦ + dτeB1+τΦ), V1 + V2)L2(Ω) =
κ+
κ0
τ
− 2
∫
∂Ω
(ν1 + iν2)e
A1+A2cτ (z)G1(x, τ)dσ + 2
∫
∂Ω
(ν1 − iν2)eB1+B2dτ (z)G4(x, τ)dσ
+ 2
∫
∂Ω
aτ (z)G3(x, τ)(ν1 + iν2)e
A1+A2dσ − 2
∫
∂Ω
(ν1 − iν2)eB1+B2bτ (z)G2(x, τ)dσ
+
e−2iτψ(x˜)
τ |detψ′′(x˜)| 12
{
∂g4(x˜)
∂z
}
e−B2(x˜)
∫
∂Ω
(ν1 − iν2)deB1+B2
z˜ − z dσ
− e
−2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g1(x˜)
∂z
e−A1(x˜)
∫
∂Ω
(ν1 + iν2)ce
A1+A2
z˜ − z dσ
+
e2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g3(x˜)
∂z
e−A2(x˜)
∫
∂Ω
(ν1 + iν2)ae
A1+A2
z˜ − z dσ
− e
2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g2(x˜)
∂z
e−B1(x˜)
∫
∂Ω
(ν1 − iν2)beB1+B2
z˜ − z dσ
− 2π(Q+abe
A1+B2+2iτψ +Q−cdeB1+A2−2iτψ)(x˜)
τ |detψ′′(x˜)| 12 .(5.19)
By (5.13), (5.14), (5.16), (5.18) and Proposition 3.3 there exists a constant C0 independent
of τ such that
( P(x,D)(U1 + U2), V1 + V2)L2(Ω) = ((A1 − A2)(−2
(
R−τ,A1{
∂(e1g1)
∂z
}
− eA1e−τ(Φ−Φ)G1 + oL2(Ω)(1
τ
)
)
eτΦ
+ (−e1g2 + B1e1g2
2τ∂zΦ
+ oL2(Ω)(
1
τ
))eτΦ), V1 + V2)L2(Ω)
+ ((B1 − B2)(−e1g1 + A1 e1g1
2τ∂zΦ
+ oL2(Ω)(
1
τ
))eτΦ, V1 + V2)L2(Ω)
− (2(B1 − B2)(R˜τ,B1{
∂(e1g2)
∂z
} − eB1eτ(Φ−Φ)G2 + oL2(Ω)(1
τ
))eτΦ, V1 + V2)L2(Ω)
=
C0
τ
+ o(
1
τ
) as |τ | → +∞.
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Next we claim that
(5.20) (P(x,D)(u0eτϕ), v)L2(Ω) = o(1
τ
) as |τ | → +∞,
and
(5.21) (P(x,D)u, v0e−τϕ)L2(Ω) = o(1
τ
) as |τ | → +∞.
Let us first prove (5.21). By (4.26), (4.56), (5.16), (5.18), Proposition 3.2 and Proposition
3.4 we have
(5.22) (P(x,D)u, v0e−τϕ)L2(Ω) = (P(x,D)U , v0e−τϕ)L2(Ω) + o(1
τ
) as |τ | → +∞.
We remind that the function U and V are defined by (5.8). By (4.56) we obtain from (5.22)
(5.23)
(P(x,D)u, v0e−τϕ)L2(Ω) = τ
∫
Ω
2χ(
∂Φ
∂z
(A1−A2)aeA1+iτψ+ ∂Φ
∂z
(B1−B2)beB1−iτψ)v0dx+ o(1
τ
)
as |τ | → +∞. Here χ ∈ C∞0 (Ω) is a function such that χ ≡ 1 in some neighborhood of
supp e2 and H \ ∂Ω ⊂ supp e2.
By (4.22) and (4.52) the functions v0,+ = e
−iτψv0 and v0,− = e
iτψv0 satisfy e
τΦL2(x,D)∗(e−τΦv0,+) =
h2e
iτψ and eτΦL2(x,D)∗(e−τΦv0,−) = h2e
−iτψ. More explicitly, there exist two first-order op-
erators Pk(x,D) such that
eτΦL2(x,D)∗(e−τΦv0,+) = ∆v0,+−2τ ∂Φ
∂z
(2
∂v0,+
∂z
−A2v0,+)+P1(x,D)v0,+ = oL2(Ω)(1
τ
) as |τ | → +∞
and
eτΦL2(x,D)∗(e−τΦv0,−) = ∆v0,−−2τ ∂Φ
∂z
(2
∂v0,−
∂z
−B2v0,−)+P2(x,D)v0,− = oL2(Ω)(1
τ
) as |τ | → +∞.
In the above equalities we used (4.24) and (4.54).
Let χ1 ∈ C∞0 (Ω) be a function such that χ1 ≡ 1 on supp χ and g ∈ C2(Ω). Taking the
scalar product of the first equation with χ1g we obtain∫
Ω
2τ
∂Φ
∂z
v0,+χ1(2
∂
∂z
+A2)gdx = o(
1
τ
)−
∫
Ω
(v0,+(∆+P1(x,D)∗)(χ1g)+2τv0,+∂Φ
∂z
g(
∂
∂z
+A2)χ1)dx.
By (4.56) we have
(5.24)
∫
Ω
τ
∂Φ
∂z
v0,+χ1(2
∂
∂z
+ A2)gdx = o(
1
τ
) as |τ | → +∞.
Taking the scalar product of the second equation with χ1g where g ∈ C2(Ω) we have∫
Ω
2τ
∂Φ
∂z
v0,−χ1(2
∂
∂z
+B2)gdx = o(
1
τ
)−
∫
Ω
(
v0,−(∆ + P2(x,D)∗)(χ1g) + 2τv0,−g∂Φ
∂z
(2
∂
∂z
+B2)χ1
)
dx.
By (4.56) we get
(5.25)
∫
Ω
2τ
∂Φ
∂z
v0,−χ1(2
∂
∂z
+B2)gdx = o(
1
τ
) as |τ | → +∞.
Taking g such that (2 ∂
∂z
+A2)g = (A1−A2)eA1a(z) in (5.24) and g such that (2 ∂∂z+B2)g =
(B1 −B2)b(z)eB1 in (5.25) from (5.22) we obtain (5.21).
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In order to prove (5.20) we observe that
(P(x,D)(u0eτϕ), v)L2(Ω) = (P(x,D)(u0eτϕ),V)L2(Ω) + o(1
τ
) = (P(x,D)(u0eτϕ), χV)L2(Ω) + o(1
τ
)
= (u0e
τϕ,P(x,D)∗(χV))L2(Ω) + o(1
τ
) as |τ | → +∞.(5.26)
Then we can finish the proof of (5.20) using arguments similar to (5.23)-(5.24).
DenoteM1 = 14∂zΦL1(x,D)(
e2g1
∂zΦ
), M2 = 14∂zΦL1(x,D)( e2g2∂zΦ ),M3 = − 14∂zΦL2(x,D)∗
(
e2g3
∂zΦ
)
,
M4 = − 14∂zΦL2(x,D)∗
(
e2g4
∂zΦ
)
. Then there exists a constant C independent of τ such that
(5.27)
(P(x,D)(eτΦM1
τ 2
+eτΦ
M2
τ 2
), v)L2(Ω)+(P(x,D)u, e−τΦM3
τ 2
+e−τΦ
M4
τ 2
)L2(Ω) =
C
τ
+o(
1
τ
) as |τ | → +∞.
Denote X1 = − e2g12∂zΦ , X2 = −
e2g2
2∂zΦ
, X3 = e2g32∂zΦ ,X4 = e2g42∂zΦ . Then, using the stationary phase
argument we conclude
(P(x,D)(eτΦX2
τ
+ eτΦ
X1
τ
), v)L2(Ω) + (P(x,D)u, e−τΦX3
τ
+ e−τΦ
X4
τ
)L2(Ω) =(5.28)
C0 + C−1
τ
+
1
τ
∫
Γ˜
((A1 −A2)∂Φ
∂z
X2beB2e2τiψ − (B1 −B2)∂Φ
∂z
X1beA2e−2τiψ)(∇ψ, ν)
2i|∇ψ|2dσ
+
1
τ
∫
Γ˜
((A1 − A2)∂Φ
∂z
X3aeA1e2τiψ − (B1 − B2)∂Φ
∂z
X4aeB1e−2τiψ)(∇ψ, ν)
2i|∇ψ|2dσ + o(
1
τ
) as |τ | → +∞.
Next we show that
Proposition 5.3. Under the conditions of Theorem 1.3
(5.29) A1 = A2, B1 = B2 on Γ˜
and for any function Φ satisfying (2.1), (2.2) and for any functions a, b, c, d satisfying (4.3),
(4.4), (4.30), (4.31) we have
(5.30)
I(Φ, a, b, c, d) =
∫
Γ˜
{
(ν1 + iν2)
∂Φ
∂z
a(z)c(z)eA1+A2 + (ν1 − iν2)∂Φ
∂z
d(z)b(z)eB1+B2
}
dσ = 0.
Proof. Let x̂ be an arbitrary point from Int Γ˜ and Γ∗ be an arc containing x̂ such that
Γ∗ ⊂⊂ Γ˜. By Proposition 2.2 there exists a weight function Φ satisfying (2.4) and (2.6).
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Then the boundary integrals in (5.9), (5.10) have the following asymptotic:∫
Γ˜
(B1 − B2)dτ (z)cτ (z)eB1+A2−2iτψdσ +
∫
Γ˜
(A1 − A2)(ν1 − iν2)aτ (z)bτ (z)eA1+B2+2iτψdσ
=
∑
x∈G\{x−,x+}
{(
2π
i∂
2ψ
∂~τ2
(x)
) 1
2
(cd(B1 − B2))(x)e
(B1+A2−2τiψ)(x)
√
τ
+
(
2π
−i∂2ψ
∂~τ2
(x)
) 1
2
(ab(A1 − A2))(x)e
(A1+B2+2τiψ)(x)
√
τ
}
+O(
1
τ
) as |τ | → +∞.(5.31)
We remind that the set G is introduced in (2.4). Moreover, in order to avoid the contribution
from the points x± functions a, b are chosen in such a way that
(5.32)
∂|β|a
∂xβ11 ∂x
β2
2
(x±) =
∂|β|b
∂xβ11 ∂x
β2
2
(x±) =
∂|β|c
∂xβ11 ∂x
β2
2
(x±) =
∂|β|d
∂xβ11 ∂x
β2
2
(x±) = 0 ∀|β| ∈ {0, . . . , 5}.
Let χ˜1 ∈ C∞(∂Ω) be a function such that it is equal 1 near points x± and has support
located in a small neighborhood of these points. Then∫
Γ∗
χ˜1(B1 −B2)dτcτeB1+A2−2iτψdσ +
∫
Γ∗
χ˜1(A1 −A2)(ν1 − iν2)aτbτeA1+B2+2iτψdσ =
∫
Γ∗
χ˜1(B1 −B2)dτcτeB1+A2
−2iτ ∂ψ
∂~τ
∂e−2iτψ
∂~τ
dσ +
∫
Γ∗
χ˜1(A1 − A2)(ν1 − iν2)aτ bτeA1+B2
2iτ ∂ψ
∂~τ
∂e2iτψ
∂~τ
dσ =
∫
Γ∗
∂
∂~τ
(
χ˜1(B1 − B2)dτcτeB1+A2
2iτ ∂ψ
∂~τ
)
e−2iτψdσ
−
∫
Γ∗
∂
∂~τ
(
χ˜1(A1 − A2)(ν1 − iν2)aτ bτeA1+B2
2iτ ∂ψ
∂~τ
)
e2iτψdσ = O(
1
τ
).
In order to obtain the last equality we used that by (5.32) and (2.7) the functions
∂
∂~τ
(
χ˜1(B1 − B2)dτcτeB1+A2
2i∂ψ
∂~τ
)
,
∂
∂~τ
(
χ˜1(A1 −A2)(ν1 − iν2)aτbτeA1+B2
2i∂ψ
∂~τ
)
are bounded. By (5.5), (5.9)-(5.12), (5.19)-(5.21), (5.27) - (5.28) and (5.31), we can represent
the right-hand side of (5.4) as
O(
1
τ
) = τF1 + F0 +
∑
x∈G\{x−,x+}
( 2π
i∂
2ψ
∂~τ2
(x)
) 1
2
(cd(B1 − B2))(x)e
(B1+A2−2τiψ)(x)
√
τ
+
(
2π
−i∂2ψ
∂~τ2
(x)
) 1
2
(ab(A1 − A2))(x)e
(B1+A2+2τiψ)(x)
√
τ
)
.
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Taking into account that F1 is equal to the left-hand side of (5.30) we obtain the equality
(5.30). Using (2.6) and applying Bohr’s theorem (e.g., [5], p.393), we obtain (5.29). 
Thanks to (5.5), (5.9)-(5.12), (5.19)-(5.21), (5.27)-(5.29), (5.31) we can write down the
right-hand side of (5.4) as
I0 + I1 + I2 =
3∑
k=1
τ 2−k(κk + κ˜k) + κ
+
∫
Γ0
(A1 − A2)(ν1 − iν2)aτ bτeA1+B2dσ +
∫
Γ0
(B1 − B2)(ν1 + iν2)dτcτeB1+A2dσ
− 1
2τi
∫
Γ0
Q+abeB1+A2 (∇ψ, ν)|∇ψ|2 dσ −
1
2τi
∫
Γ0
Q−abeA1+B2 (∇ψ, ν)|∇ψ|2 dσ
− π (Q+ab)(x˜)e
(A1+B2+2τiψ)(x˜) + (Q−dc)(x˜)e(B1+A2−2iτψ)(x˜)
τ |detψ′′(x˜)| 12
+
1
τ
(I1(∂Ω) + I2(∂Ω)) − 2
∫
∂Ω
(ν1 + iν2)e
A1+A2cτ (z)G1(x, τ)dσ
+ 2
∫
∂Ω
(ν1 − iν2)eB1+B2dτ (z)G4(x, τ)dσ + 2
∫
∂Ω
(ν1 + iν2)e
A1+A2aτ (z)G3(x, τ)dσ
−2
∫
∂Ω
(ν1 − iν2)eB1+B2bτ (z)G2(x, τ)dσ
+
e−2iτψ(x˜)
τ |detψ′′(x˜)| 12
{
∂g4(x˜)
∂z
}
e−B2(x˜)
∫
∂Ω
(ν1 − iν2)deB1+B2
z˜ − z dσ
− e
−2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g1(x˜)
∂z
e−A1(x˜)
∫
∂Ω
(ν1 + iν2)ce
A1+A2
z˜ − z dσ
+
e2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g3(x˜)
∂z
e−A2(x˜)
∫
∂Ω
(ν1 + iν2)ae
A1+A2
z˜ − z dσ
− e
2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g2(x˜)
∂z
e−B1(x˜)
∫
∂Ω
(ν1 − iν2)beB1+B2
z˜ − z dσ + o(
1
τ
) as |τ | → +∞.(5.33)
We note that κk and κ˜k denote generic constants which are independent of τ . In order to
transform some terms in the above equality, we need the following proposition:
Proposition 5.4. There exist a holomorphic function Θ ∈ H 12 (Ω) and an antiholomorphic
function Θ˜ ∈ H 12 (Ω) such that
(5.34) Θ|Γ˜ = eA1+A2 , Θ˜|Γ˜ = eB1+B2
and
(5.35) eB1+B2Θ− eA1+A2Θ˜ = 0 on Γ0.
Proof. Consider the extremal problem:
(5.36) J(Ψ, Ψ˜) = ‖eA1+A2 ∂Φ
∂z
ac−Ψ‖2
L2(Γ˜)
+ ‖eB1+B2 ∂Φ
∂z
bd− Ψ˜‖2
L2(Γ˜)
→ inf,
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(5.37)
∂Ψ
∂z
= 0 inΩ,
∂Ψ˜
∂z
= 0 inΩ, ((ν1 + iν2)Ψ + (ν1 − iν2)Ψ˜)|Γ0 = 0.
Here the functions a, b, c, d satisfy (4.3), (4.4), (4.30) and (4.31). Denote the unique solution
to this extremal problem (5.36), (5.37) as (Ψ̂,
̂˜
Ψ). Applying Lagrange’s principle we obtain
(5.38) Re(eA1+A2
∂Φ
∂z
ac− Ψ̂, δ)L2(Γ˜) + Re(eB1+B2
∂Φ
∂z
bd− ̂˜Ψ, δ˜)L2(Γ˜) = 0
for any δ, δ˜ from H
1
2 (Ω) such that
∂δ
∂z
= 0 inΩ,
∂δ˜
∂z
= 0 inΩ, (ν1 + iν2)δ|Γ0 = −(ν1 − iν2)δ˜|Γ0
and there exist two functions P, P˜ ∈ H 12 (Ω) such that
(5.39)
∂P
∂z
= 0 in Ω,
∂P˜
∂z
= 0 in Ω,
(5.40) (ν1 + iν2)P = eA1+A2
∂Φ
∂z
ac− Ψ̂ on Γ˜, (ν1 − iν2)P˜ = eB1+B2 ∂Φ
∂z
bd− ̂˜Ψ on Γ˜,
(5.41) (P − P˜ )|Γ0 = 0.
Denote Ψ0(z) =
1
2i
(P (z)− P˜ (z)),Φ0(z) = 12(P (z) + P˜ (z)). By (5.41)
(5.42) ImΨ0|Γ0 = ImΦ0|Γ0 = 0.
Hence
(5.43) P = (Φ0 + iΨ0), P˜ = (Φ0 − iΨ0).
From (5.38) taking δ = Ψ̂ and δ˜ =
̂˜
Ψ we have
(5.44) Re(eA1+A2
∂Φ
∂z
ac− Ψ̂, Ψ̂)L2(Γ˜) + Re(eB1+B2
∂Φ
∂z
bd− ̂˜Ψ, ̂˜Ψ)L2(Γ˜) = 0.
By (5.39), (5.40) and (5.43), we have
H1 = Re(e
A1+A2
∂Φ
∂z
ac− Ψ̂, eA1+A2 ∂Φ
∂z
ac)L2(Γ˜) + Re(e
B1+B2
∂Φ
∂z
bd− ̂˜Ψ, eB1+B2 ∂Φ
∂z
bd)L2(Γ˜)
= Re((ν1 − iν2)P, eA1+A2 ∂Φ
∂z
ac)L2(Γ˜) + Re((ν1 + iν2)P˜ , e
B1+B2
∂Φ
∂z
bd)L2(Γ˜) =
2Re((ν1 − iν2)(Φ0 + iΨ0), eA1+A2 ∂Φ
∂z
ac)L2(Γ˜) + 2Re((ν1 + iν2)(Φ0 − iΨ0), eB1+B2
∂Φ
∂z
bd)L2(Γ˜).
We can rewrite
2Re((ν1 − iν2)Φ0, eA1+A2 ∂Φ
∂z
ac)L2(Γ˜) + 2Re((ν1 + iν2)Φ0, e
B1+B2
∂Φ
∂z
bd)L2(Γ˜) =
(5.45) I(Φ,Φ0a, b, c,Φ0d) + I(Φ,Φ0a, b, c,Φ0d)
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and
2Re((ν1 − iν2)(iΨ0), eA1+A2 ∂Φ
∂z
ac)L2(Γ˜) + 2Re((ν1 + iν2)(−iΨ0), eB1+B2
∂Φ
∂z
bd)L2(Γ˜) =
−2Im((ν1 − iν2)acΨ0, eA1+A2 ∂Φ
∂z
)L2(Γ˜) − 2Im((ν1 + iν2)bdΨ0, eB1+B2
∂Φ
∂z
)L2(Γ˜) =
−1
i
∫
Γ˜
((ν1 − iν2)acΨ0∂Φ
∂z
eA1−A2 − (ν1 + iν2)acΨ0∂Φ
∂z
eA1+A2)dσ
−1
i
∫
Γ˜
((ν1 + iν2)bdΨ0
∂Φ
∂z
eB1+B2 − (ν1 − iν2)bdΨ0∂Φ
∂z
eB1+B2)dσ =
1
i
(I(Φ, aΨ0, b, c, dΨ0)− I(Φ, aΨ0, b, c, dΨ0)).(5.46)
Then by (5.42), (5.45), (5.46) and Proposition 5.3, H1 = 0. Taking into account (5.44)
we obtain that J(Ψ̂,
̂˜
Ψ) = 0. Consequently, setting Θ = Ψ̂/(∂zΦac) and Θ˜ =
̂˜
Ψ/(∂zΦdb) we
obtain (5.34).
Observe that
(5.47) (ν1 + iν2)
∂Φ
∂z
= −(ν1 − iν2)∂Φ
∂z
on Γ0.
In order to see this we argue as follows. We have that ∂
∂z
= 1
2
( ∂
∂x1
+ i ∂
∂x2
)(ϕ+ iψ) = 1
2
( ∂ϕ
∂x1
−
∂ψ
∂x2
) + i
2
( ∂ϕ
∂x2
+ ∂ψ
∂x1
). Hence ∂ϕ
∂x1
= ∂ψ
∂x2
, ∂ϕ
∂x2
= − ∂ψ
∂x1
, ∂ϕ
∂ν
= −∂ψ
∂~τ
and ∂ψ
∂ν
= ∂ϕ
∂~τ
. Observe that
(ν1+iν2)
∂
∂z
= 1
2
(ν1
∂
∂x1
+ν2
∂
∂x2
)+ i
2
(ν2
∂
∂x1
−ν1 ∂∂x2 ) = 12( ∂∂ν+i ∂∂~τ ) and (ν1−iν2) ∂∂z = 12( ∂∂ν−i ∂∂~τ ).
Hence
(ν1 + iν2)
∂Φ
∂z
=
1
2
(
∂
∂ν
+ i
∂
∂~τ
)(ϕ+ iψ) =
1
2
(
∂ϕ
∂ν
− ∂ψ
∂~τ
) +
i
2
(
∂ϕ
∂~τ
+
∂ψ
∂ν
) = −∂ψ
∂~τ
+ i
∂ϕ
∂~τ
.
Therefore
(ν1 − iν2)∂Φ
∂z
=
∂ψ
∂~τ
+ i
∂ϕ
∂~τ
= −∂ψ
∂~τ
− i∂ϕ
∂~τ
.
Taking into account that ψ|Γ0 = 0 we obtain (5.47).
From (5.47), (4.3), (4.4), (4.30), (4.31) and (5.37) we obtain (5.35). The proof of the
proposition is completed. In general Φ, a, b, c, d may have a finite number of zeros in Ω. At
these zeros Θ, Θ˜ may have poles. On the other hand observe that Θ, Θ˜ are independent of a
particular choice of the functions Φ, a, b, c, d. Making small perturbations of these functions
we can shift the position of the zeros. Therefore we may assume that there are no poles for
Θ, Θ˜. 
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Thanks to Proposition 5.4, we can rewrite (5.33) as
o(
1
τ
) =
3∑
k=1
τ 2−kF˜k(5.48)
− π
τ |detψ′′(x˜)| 12
{
(Q+ab)(x˜)e(A1+B2+2τiψ)(x˜) + (Q−dc)(x˜)e(B1+A2−2iτψ)(x˜)
}
− 1
τ |detψ′′(x˜)| 12
∫
Γ0
(ν1 + iν2)(e
A1+A2 −Θ)∂Φ
∂z
a(z)(c2,+e2τiψ(x˜) + c2,−e−2τiψ(x˜))dσ
− 1
τ |detψ′′(x˜)| 12
∫
Γ0
(ν1 − iν2)(eB1+B2 − Θ˜)∂Φ
∂z
b(z)
(
d2,+e
2τiψ(x˜) + d2,−e
−2τiψ(x˜)
)
dσ
− 1
τ |detψ′′(x˜)| 12
∫
Γ0
(ν1 + iν2)(e
A1+A2 −Θ)∂Φ
∂z
c(z)
(
a2,+e
2τiψ(x˜) + a2,−e
−2τiψ(x˜)
)
dσ
− 1
τ |detψ′′(x˜)| 12
∫
Γ0
(ν1 − iν2)(eB1+B2 − Θ˜)∂Φ
∂z
d(z)(b2,+e2τiψ(x˜) + b2,−e−2τiψ(x˜))dσ
− 2
∫
Γ0
(ν1 + iν2)(e
A1+A2 −Θ)cτ (z)G1(x, τ)dσ + 2
∫
Γ0
(ν1 − iν2)(eB1+B2 − Θ˜)dτ (z)G4(x, τ)dσ
+ 2
∫
Γ0
(ν1 + iν2)(e
A1+A2 −Θ)aτ (z)G3(x, τ)dσ − 2
∫
Γ0
(ν1 − iν2)(eB1+B2 − Θ˜)bτ (z)G2(x, τ)dσ
+
e−2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g4(x˜)
∂z
e−B2(x˜)
(∫
Γ0
(ν1 − iν2)d(eB1+B2 − Θ˜)
z˜ − z dσ − 2π(dΘ˜)(x˜)
)
− e
−2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g1(x˜)
∂z
e−A1(x˜)
(∫
Γ0
(ν1 + iν2)c(e
A1+A2 −Θ)
z˜ − z dσ − 2π(cΘ)(x˜)
)
+
e2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g3(x˜)
∂z
e−A2(x˜)
(∫
Γ0
(ν1 + iν2)a(e
A1+A2 −Θ)
z˜ − z dσ − 2π(aΘ)(x˜)
)
− e
2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g2(x˜)
∂z
e−B1(x˜)
(∫
Γ0
(ν1 − iν2)b(eB1+B2 − Θ˜)
z˜ − z dσ − 2π(bΘ)(x˜)
)
.
Here F˜k are some constants independent of τ .
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Then, using (4.15), (5.35), (5.47), on Γ0 we have
− (ν1 + iν2)∂Φ
∂z
(eA1+A2 −Θ)c (a2,+e2τiψ(x˜) + a2,−e−2τiψ(x˜))(5.49)
−(ν1 − iν2)∂Φ
∂z
(eB1+B2 − Θ˜)b (d2,+e2τiψ(x˜) + d2,−e−2τiψ(x˜)) =
−(ν1 + iν2)∂Φ
∂z
c
(
(eA1+A2 −Θ)a2,+e2τiψ(x˜) + (eB1+A2 − Θ˜eA2−B2)d2,+e2τiψ(x˜)
)
−(ν1 − iν2)∂Φ
∂z
b
(
(eA1+B2 −ΘeB2−A2)a2,−e−2τiψ(x˜) + (eB1+B2 − Θ˜)d2,−e−2τiψ(x˜)
)
=
−(ν1 + iν2)∂Φ
∂z
c
(
(eA1+A2 −Θ)a2,+e2τiψ(x˜) + (eB1+A2 −Θe−A1+B1)d2,+e2τiψ(x˜)
)
−(ν1 − iν2)∂Φ
∂z
b
(
(eA1+B2 − Θ˜eA1−B1)a2,−e−2τiψ(x˜) + (eB1+B2 − Θ˜)d2,−e−2τiψ(x˜)
)
=
−(ν1 + iν2)∂Φ
∂z
(eA2 −Θe−A1)cp+e2τiψ(x˜) − (ν1 − iν2)∂Φ
∂z
(eB2 − Θ˜e−B1)bp−e−2τiψ(x˜)
and
− (ν1 + iν2)(eA1+A2 −Θ)∂Φ
∂z
a
(
c2,+e2τiψ(x˜) + c2,−e−2τiψ(x˜)
)
(5.50)
−(ν1 − iν2)(eB1+B2 − Θ˜)∂Φ
∂z
d
(
b2,+e2τiψ(x˜) + b2,−e−2τiψ(x˜)
)
=
−(ν1 + iν2)∂Φ
∂z
a
(
(eA1+A2 −Θ)c2,−e−2τiψ(x˜) + (eA1+B2 − e−B1+A1Θ˜)b2,−e−2τiψ(x˜)
)
−(ν1 − iν2)∂Φ
∂z
d
(
(eB1+A2 −Θe−A1+B1)c2,+e−2τiψ(x˜) + (eB1+B2 − Θ˜)b2,+e2τiψ(x˜)
)
=
−(ν1 + iν2)∂Φ
∂z
a
(
(eA1+A2 −Θ)c2,−e−2τiψ(x˜) + (eA1+B2 − eB2−A2Θ)b2,−e−2τiψ(x˜)
)
−(ν1 − iν2)∂Φ
∂z
d
(
(eB1+A2 −ΘeA2−B2)c2,+e2τiψ(x˜) + (eB1+B2 − Θ˜)b2,+e2τiψ(x˜)
)
=
−(ν1 + iν2)∂Φ
∂z
(eA1 −Θe−A2)ap˜−e−2τiψ(x˜) − (ν1 − iν2)∂Φ
∂z
(eB1 − Θ˜e−B2)dp˜+e2τiψ(x˜).
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Using (5.49), (5.50) and Proposition 8.2 we rewrite (5.48) as
o(
1
τ
) =
3∑
k=1
τ 2−kF˜k(5.51)
− π
τ |detψ′′(x˜)| 12
{
(Q+ab)(x˜)e(A1+B2+2τiψ)(x˜) + (Q−dc)(x˜)e(B1+A2−2iτψ)(x˜)
}
−e2iτψ(x˜)
τ |detψ′′(x˜)| 12
∫
Γ0
(ν1 + iν2)(e
A1+A2 −Θ)a(∂zg3e
−A2)(x˜)
z˜ − z dσ
+
e−2iτψ(x˜)
τ |detψ′′(x˜)| 12
∫
Γ0
(ν1 + iν2)(e
A1+A2 −Θ)c(z)(∂zg1e
−A1)(x˜)
z˜ − z dσ
− e
−2iτψ(x˜)
τ |detψ′′(x˜)| 12
∫
Γ0
(ν1 − iν2)(eB1+B2 − Θ˜)d(∂zg4e
−B2)(x˜)
z˜ − z dσ
+
e2iτψ(x˜)
τ |detψ′′(x˜)| 12
∫
Γ0
(ν1 − iν2)(eB1+B2 − Θ˜)b(z)(∂zg2e
−B1)(x˜)
z˜ − z dσ
+
e−2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g4(x˜)
∂z
e−B2(x˜)
(∫
Γ0
(ν1 − iν2)d(eB1+B2 − Θ˜)
z˜ − z dσ − 2π(dΘ˜)(x˜)
)
− e
−2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g1(x˜)
∂z
e−A1(x˜)
(∫
Γ0
(ν1 + iν2)c(e
A1+A2 −Θ)
z˜ − z dσ − 2π(cΘ)(x˜)
)
+
e2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g3(x˜)
∂z
e−A2(x˜)
(∫
Γ0
(ν1 + iν2)a(e
A1+A2 −Θ)
z˜ − z dσ − 2π(aΘ)(x˜)
)
− e
2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g2(x˜)
∂z
e−B1(x˜)
(∫
Γ0
(ν1 − iν2)b(eB1+B2 − Θ˜)
z˜ − z dσ − 2π(bΘ˜)(x˜)
)
.
Let η be a smooth function such that η is zero in some neighborhood of ∂Ω and η(x˜) 6= 0.
Observe that the partial Cauchy data of the operators L2(x,D) and the operator e
−sηL1(x,D)e
sη
are exactly the same. Therefore we have the analog of (5.51) for these two operators
with A1 and B1 replaced by A1 − sη and B1 − sη. The coefficients A1, B1 should be
replaced by A1 + 2s
∂η
∂z
, B1 + 2s
∂η
∂z
. The functions Q± will not change. The function q1
should be replaced by q1+ s∆η+ s
2|∇η|2+2sA1 ∂η∂z +2sB1 ∂η∂z . This immediately implies that
(Q+ab)(x˜) = (Q−dc)(x˜) = 0. The proof of the theorem is completed. 
6. Proof of Theorem 1.1
Suppose that we have two operators
L1(x,D) = ∆g1 + 2A1
∂
∂z
+ 2B1
∂
∂z
+ q1
and
L2(x,D) = ∆g2 + 2A2
∂
∂z
+ 2B2
∂
∂z
+ q2
50 O. IMANUVILOV, G. UHLMANN, AND M. YAMAMOTO
with the same partial Cauchy data. Multiplying the metric g2, if necessary, by some positive
smooth function β˜, we may assume that
(6.1)
∂ℓ
∂νℓ
(gjk1 − gjk2 )|Γ˜ = 0, ℓ ∈ {0, 1}.
We note that {gjk1 } denotes the inverse matrix to g1 = {g1,jk}. Without loss of generality,
we may assume that there exists a smooth positive function µ2 such that g2 = µ2I. Indeed,
using isothermal coordinates we make a change of variables in the operator L2(x,D) such
that g2 = µ2I. Then we make the same changes of variables in the operator L1(x,D). The
partial Cauchy data of both operators obtained by this change of variables are the same.
Let ω be a subdomain in R2 such that Ω ∩ ω = ∅, ∂ω ∩ ∂Ω = Γ˜ and the boundary of the
domain Ω˜ = Int(Ω∪ ω) is smooth. We extend µ2 in Ω˜ as a smooth positive function and set
gjk1 =
1
µ2
I in ω. By (6.1) g1 ∈ C1(Ω). There exists an isothermal mapping χ1 = (χ1,1, χ1,2)
such that the operator L1(x,D) is transformed to
(6.2) Q1(y,D) =
1
µ1
∆+ 2C1
∂
∂z
+ 2D1
∂
∂z
+ r1 y ∈ χ1(Ω˜),
where µ1 is a smooth positive function in χ1(Ω˜) and C1, D1, r1 are some smooth complex
valued functions. Consider a solution to the boundary value problem
Q1(y,D)w = 0 in χ1(Ω˜), w|χ1(Γ0) = 0
of the form (4.2) with a holomorphic weight function Φ1. Then the function u1(x) = w(χ1(x))
is solution to
L1(x,D)u1 = 0 in Ω˜, u1|Γ0 = 0.
Since the partial Cauchy data for the operators L1(x,D) and L2(x,D) are the same, there
exists a function u2 such that
(6.3) L2(x,D)u2 = 0 in Ω, u2|Γ0 = 0, (
∂u1
∂νg1
− ∂u2
∂νg2
)|Γ˜ = 0.
Using (6.1) and (6.3) we extend u2 ∈ H1(Ω˜) in Ω˜ such that
(6.4) u1|ω = u2|ω.
Let ϕ2 be a harmonic function in Ω˜ such that
∂ϕ2
∂ν
|Γ0 = 0, ϕ2 = ReΦ1 ◦ χ1 on ∂Ω˜ \ Γ0.
We claim that
(6.5) ϕ2 = ReΦ1 ◦ χ1 in ω.
A difficulty comes from the fact that the function ϕ2 is continuous on Ω (see e.g [28]) but
the derivatives of ϕ2 may be discontinuous at some points of ∂Γ0. First we observe that it is
suffices to prove (6.5) for the functions such that ImΦ1 = 0 on some open set OΦ1 ⊂ ∂χ1(Ω˜)
such that χ1(Γ0) ⊂ OΦ1 . Indeed, without loss of generality, assume that ∂Ω˜ \ Γ0 is an arc
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with two endpoints x±. Let the sequences {xǫ,−}, {xǫ,+} ⊂ ∂Ω˜ \ Γ0 be such that xǫ,± → x±
as ǫ→ 0. Consider a sequence of holomorphic functions {Φ1,ǫ}ǫ∈(0,1) such that
∂Φ1,ǫ
∂z
= 0 in χ1(Ω˜), ImΦ1,ǫ|χ1(Γ0,ǫ) = 0,
Φ1,ǫ → Φ1 in C1(Γ˜ǫ),
where Γ˜ǫ ⊂ Γ˜ is the arc between points xǫ,−, xǫ,+ and Γ0,ǫ = ∂Ω˜ \ Γ˜ǫ. We define ϕ2,ǫ as
∂ϕ2,ǫ
∂ν
|Γ0,ǫ = 0, ϕ2,ǫ = ReΦ1,ǫ ◦ χ1 on ∂Ω˜ \ Γ0,ǫ.
First we assume that
(6.6) ϕ2,ǫ = ReΦ1,ǫ ◦ χ1 on ω.
Passing to the limit in the above equality we obtain (6.5).
Now we concentrate on the proof of (6.6). Let Φ1,ǫ be one of the functions in the sequence
{Φ1,ǫ}ǫ∈(0,1). Consider a sequence of domains Ω˜ε such that Ω˜ε ⊂ Ω˜, ∂Ω˜ε ∩ ∂Ω˜ = Γ0 and
dist(∂Ω˜ε \ Γ0, Γ˜) → 0 as ε → 0. Then the function ϕ2,ǫ is smooth on Ω˜ε. Let us take as u1
the CGO solution constructed in the previous sections. Thanks to the Carleman estimate
(2.25) there exists τ0 = τ0(ε) such that
(6.7) ‖e−τϕ2,ǫu2‖L2(Ω˜ε) ≤ C0|τeδε|τ || ∀|τ | ≥ τ0,
where C0 = C0(ε) is independent of τ and δε → 0 as ε → 0. On the other hand u1 =
eτReΦ1,ǫ◦χ1((aτe
C1+iτImΦ1,ǫ+bτe
D1−iτImΦ1,ǫ)◦χ1+O( 1τ )). Here we note that C1,D1 ∈ C6+α(Ω˜ε)
are defined similarly to (3.2):
2
∂C1
∂z
= −C1 in Ω˜ǫ, Im C1|Γ0 = 0, 2
∂D1
∂z
= −D1 in Ω˜ε, ImD1|Γ0 = 0.
Then by (6.4) the following holds true:
(6.8) eτϕ2,ǫ(e−τϕ2,ǫu2) = e
τReΦ1,ǫ◦χ1((aτe
C1+iτImΦ1,ǫ+bτe
D1−iτImΦ1,ǫ)◦χ1+O(1
τ
)) ∀x ∈ ω.
This equality implies (6.5) immediately. Indeed, let for some point x̂ from ω
(6.9) ϕ2,ǫ(x̂) 6= ReΦ1,ǫ ◦ χ1(x̂).
Then there exists a ball B(x̂, δ′) ⊂ ω such that
(6.10) |ϕ2,ǫ(x)− ReΦ1,ǫ ◦ χ1(x)| > α′ > 0 ∀x ∈ B(x̂, δ′).
Let us fix positive ε1 such that B(x̂, δ′) ⊂ Ωε1 and 2δε1 < α′. Form (6.8) by (6.7) and (6.10)
we have
C ′e|τ |α
′
V ol(B(x̂, δ′))
1
2 ≤ ‖eτ(ReΦ1,ǫ◦χ1−ϕ2,ǫ)(((aτeC1+iτImΦ1,ǫ + bτeD−iτImΦ1,ǫ) ◦ χ1 +O(1
τ
))‖L2(B(x̂,δ′))
= ‖e−τϕ2,ǫu2‖L2(B(x̂,δ′)) ≤ C0|τ |eδǫ|τ |,
where τ > τ0 if ϕ2,ǫ(x̂) < ReΦ1,ǫ ◦ χ1(x̂) and τ < −τ0 if ϕ2,ǫ(x̂) > ReΦ1,ǫ ◦ χ1(x̂). The above
inequality contradicts (6.9).
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Let Ξ = χ1,1 + iχ1,2. Using the Cauchy-Riemann equations, we construct the multivalued
function ψ2 such that Φ2 = ϕ2+ iψ2 is holomorphic on the Riemann surface associated with
Ω˜.Moreover we take the function Φ1 which can be holomorphically extended in some domain
O such that χ1(Ω˜) ⊂ O. Observe that
Φ2 = Φ1 ◦ Ξ onω.
Then Ξ = Φ−11 ◦ Φ2 in ω.
We claim that the function Ξ can be extended up to a single valued holomorphic function
Ξ˜ on Ω˜ such that Ξ˜ : Ω˜→ χ1(Ω˜), Ξ˜(Ω˜) = χ1(Ω˜) and ∂zΞ˜ 6= 0. First we show that the function
Ξ can be extended along any curve connecting two points in Ω. Our proof is by contradiction.
Let γ be such a continuous curve connecting a point z1 in ω and a point z2 in Ω such that the
function Ξ can not be extended along γ. Consider the parametrization of the curve γ such
that we are moving from the point z1 = γ(0) to the point z2 = γ(1). Let ẑ = γ(κ) be the
first point on γ around which the holomorphic continuation of the function Ξ is impossible.
Consider the function Φ1 such that {z|∂zΦ1 = 0}∩ {z|z = Ξ˜(γ(s)) s ∈ [0, κ]} = ∅. Observe
that
Φ2(γ(s)) = Φ1 ◦ Ξ(γ(s)) ∀s ∈ [0, κ].
Indeed let sˆ = sups∈X swhereX = {s|there exists δ(s) > 0 such that Φ2(z) = Φ1◦Ξ(z) ∀z ∈
B(γ(s), δ)}. Let sˆ < κ. Since ∂zΦ1(γ(sˆ)) 6= 0 Φ−11 ◦ Φ2 is holomorphic with a domain which
contains the ball centered at γ(sˆ). Since Ξ˜ = Φ−11 ◦ Φ2 on some open set this equality holds
true on this ball which is a contradiction with the definition of sˆ.
Now we consider the situation at the point zˆ. Since we can not extend Ξ around this
point we would have Π = {z˜|Φ1(z˜) = Φ2(ẑ)} ⊂ χ1(∂Ω˜). Since ∂zΦ1(z˜) 6= 0 we can extend Ξ
on some ball centered at ẑ. (Of course such extension might not be the one we are looking
for since Ξ˜ : Ω˜ → χ1(Ω˜) might not be valid.) Consider a perturbation of the function Φ1:
Φ1 + ǫΨ1, where Ψ1 is a smooth holomorphic function in O such that ImΨ1|χ1(Γ0)∪Π = 0.
This perturbation generates a perturbation of the function Φ2: Φ2 + ǫΨ2, where
(6.11) ∆ReΨ2 = 0 in Ω˜,
∂ReΨ2
∂ν
|Γ0 = 0, ReΨ2 = ReΨ1 ◦ χ1 on ∂Ω˜ \ Γ0.
For these new functions we still have
Φ2 + ǫΨ2 = (Φ1 + ǫΨ1) ◦ Ξ onω.
For all sufficiently small ǫ, the function (Φ1 + ǫΨ1) does not have a critical point on Ω˜.
Therefore the function (Φ1 + ǫΨ1)
−1 ◦ (Φ2 + ǫΨ2) can be holomorphically continued along
of γ up to the point ẑ. Denote this extension on some ball centered at ẑ as Ξ˜ǫ. Obviously
Ξ˜ǫ = Ξ˜. Making a choice of Ψ1 in such a way that ImΨ2(ẑ) 6= ImΨ1(Ξ˜(ẑ)) we obtain that
this equality is impossible.
Let us show that the function Ξ˜ does not have a critical points in Ω˜. Our proof is again
by contradiction. Suppose that ẑ is a critical point of Ξ˜. If such critical points exist these
points are critical points of the function Φ2. Consider the perturbation of the function Φ1:
Φ1 + ǫΨ1, where Ψ1 is a smooth holomorphic function in χ1(Ω˜) such that ImΨ1|χ1(Γ0) = 0
and such that for the function Φ2 given by (6.11) we have ∂zΨ2(ẑ) 6= 0. The mapping Ξ˜ is
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still the same but a position of the critical point for the function Φ2 + ǫΨ2 changes which is
a contradiction.
Let us show that Ξ˜ is the single valued function. Our proof is by contradiction. Let Ξ˜
be the multivalued function around of some point z˜. Then there exists holomorphic Φ1 such
that ∂zΦ1(z˜) = 0 and Φ2 = Φ1 ◦ Ξ˜. Obviously
(6.12) {z|z = Ξ˜(zˆ)} ⊂ {z|∂zΦ1 = 0}.
Let Ψ1 is a smooth holomorphic function in O such that ImΨ1|χ1(Γ0)∪Π = 0 and ∂Ψ1 6= 0
for all z ∈ {z|∂zΦ1 = 0}. Then for the function Φ1 + ǫΨ1 we again should have Ξ˜(zˆ)} ⊂
{z|∂z(Φ1 + ǫΨ1) = 0}. This contradicts to (6.12).
If Ξ˜(Ω˜) 6= χ1(Ω˜) we still have that Ξ˜(Ω˜) ⊂ χ1(Ω˜). On the other hand, on the boundary of
χ1(Ω˜) \ Ξ˜(Ω˜) the imaginary part of the function Φ1 is zero. This is impossible.
In the domain Ω consider the new infinitesimal coordinates for the operator P1 given by
the mapping Ξ˜−1 ◦ Ξ(x). In these coordinates, the operator P1(x,D) has the form
(6.13) Q˜(x,D) =
1
µ˜1
∆+ 2A˜1
∂
∂z
+ 2B˜1
∂
∂z
+ q˜1.
Since Ξ˜−1 ◦Ξ|Γ˜ = Id, the Cauchy data for the operators L2 and Q˜ are exactly the same. The
operators L2 and Q˜ are particular cases of the operator (1.1). Since (µ2−µ˜1)|Γ˜ = 0 the partial
Cauchy data Cµ2I,A2,B2,q2 and Cµ˜1I,A˜1,B˜1,q˜1 are equal. We multiply the operator Q by the func-
tion µ˜1/µ2 and denote the resulting operator as Q̂(x,D) =
µ˜1
µ2
Q˜(x,D). Therefore by Corollary
1.1 there exists a function η which satisfies (1.5) such that L2(x,D) = e
−ηQ̂(x,D)eη. The
proof of the theorem is completed. 
Proof of Theorem 1.2. First we observe that in order to prove the statement of this
theorem it suffices to prove it in the case when instead of the whole Γ˜ the input and output
both are measured on an arbitrary small neighborhood of the point xˆ.
Now one can consider only the case when Γ˜ ⊂ {x1 = 0} is a small neighborhood of the
point 0. We observe that if
(6.14) (σ221 − σ222 )|Γ˜ =
∂
∂x2
(σ221 − σ222 )|Γ˜ = 0
then repeating the proof of [21] we obtain
(6.15) σ1 = σ2 on Γ˜;
∂σ1
∂x2
=
∂σ2
∂x2
on Γ˜.
Let us show that there exists a diffeomorphism
(6.16) F : Ω→ Ω, F (x)|Γ˜ = x
such that for the metric σ˜1 = |detDF−1|F ∗σ1 we have
σ˜221 = σ
22
2 on Γ˜.
First assume that we are already have
(6.17) σ221 (0) = σ
22
2 (0) and
∂
∂x2
(σ221 − σ222 )(0) = 0.
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Let y = y(x) be some diffeomorphism of Ω into itself. By x = x(y) we denote the inverse
mapping. Then
σ˜221 = σ
11
1 (
∂x1
∂y2
)2/
∂x2
∂y2
+ 2σ121
∂x1
∂y2
+ σ221
∂x2
∂y2
.
This equality and (6.17) immediately imply that as the perturbation of the identity mapping
one can construct the diffeomorphism of Ω into itself which satisfy (6.16) such that (6.14)
hold true .
Let us construct the diffeomorphism which satisfies (6.14) such that (6.17) holds true. Let
ρ be a smooth function such that ρ|∂Ω = 0 and ρ is strictly positive in Ω and ∂ρ∂ν |∂Ω < 0.
Consider the system of ODE
dy1
dt
= ρ(y)f1(y),
dy2
dt
= ρ(y)f2(y).
The corresponding phase flow gs is a diffeomorphism of Ω into itself such that gs(x) = x
on ∂Ω. Let f1(0) 6= 0 and f2(0) 6= 0. With appropriate choice of f1, f2 one can arrange
that ∂x1(0)
∂y2
= 0 and ∂x2(0)
∂y2
= σ222 (0)/σ
22
1 (0).Then the first equality in (6.17) holds true.
Adjusting the second derivatives of f1, f2 we can arrange that
∂2x1(0)
∂y22
= 0 and ∂
2x2(0)
∂y22
=
1
σ221 (0)
(
∂σ222 (0)
∂y2
− ∂σ221 (0)
∂y2
∂x2(0)
∂y2
). Then the second equality in (6.17) holds true.
Now (6.15) is established. The rest of the proof of Theorem 1.2 as in the proof of Theorem
1.1.
7. Appendix I
Consider the following problem for the Cauchy-Riemann equations
L(φ, ψ) = (
∂φ
∂x1
− ∂ψ
∂x2
,
∂φ
∂x2
+
∂ψ
∂x1
) = 0 in Ω, (φ, ψ) |Γ0 = (b1(x), b2(x)),(7.1)
∂l
∂zl
(φ+ iψ)(x̂j) = c0,j, ∀j ∈ {1, . . . N} and ∀l ∈ {0, . . . , 5}.
Here x̂1, . . . x̂N be an arbitrary fixed points in Ω. We consider the pair b1, b2 and complex
numbers ~C = (c0,1, c1,1, c2,1, c3,1, c4,1, c5,1 . . . c0,N , c1,N , c2,N , c3,N , c4,N , c5,N) as initial data for
(7.1). The following proposition establishes the solvability of (7.1) for a dense set of Cauchy
data.
Proposition 7.1. There exists a set O ⊂ C6(Γ0) × C6(Γ0) × C6N such that for each
(b1, b2, ~C) ∈ O, (7.1) has at least one solution (φ, ψ) ∈ C6(Ω) × C6(Ω) and O = C6(Γ0) ×
C6(Γ0)× C6N .
Proof. Denote B = (b1, b2) an arbitrary element of the space C
7(Γ0)×C7(Γ0). Consider the
following extremal problem
Jǫ(φ, ψ) = ‖(φ, ψ)− B‖4
B
27
4
4 (Γ0)
+ ǫ
3∑
k=0
‖∂
k(φ, ψ)
∂νk
‖4
B
27
4 −k
4 (∂Ω)
(7.2)
+
1
ǫ
∥∥∆3L(φ, ψ)∥∥4
L4(Ω)
+
N∑
j=1
5∑
k=0
| ∂
k
∂zk
(φ+ iψ)(x̂j)− ck,j|2 → inf,
PARTIAL CAUCHY DATA FOR GENERAL OPERATOR 55
(7.3) (φ, ψ) ∈ W 74 (Ω)×W 74 (Ω).
Here Blk denotes the Besov space of the corresponding orders.
For each ǫ > 0 there exists a unique solution to (7.2), (7.3) which we denote as (φ̂ǫ, ψ̂ǫ).
This fact can be proved by standard arguments. We fix ǫ > 0. Denote by Uad the set of
admissible elements of the problem (7.2), (7.3), namely
Uad = {(φ, ψ) ∈ W 74 (Ω)×W 74 (Ω)|Jǫ(φ, ψ) <∞}.
Denote Ĵǫ = inf(φ,ψ)∈W 74 (Ω)×W 74 (Ω) Jǫ(φ, ψ). Clearly the pair (0, 0) ∈ Uad. Therefore there exists
a minimizing sequence {(φk, ψk)}∞k=1 ⊂W 74 (Ω)×W 74 (Ω) such that
Ĵǫ = lim
k→+∞
Jǫ(φk, ψk).
Observe that the minimizing sequence is bounded in W 74 (Ω) × W 74 (Ω). Indeed, since the
sequence {∆3L(φk, ψk), L(φk, ψk)|∂Ω, . . . , ∂3∂ν3L(φk, ψk)|∂Ω} is bounded in L4(Ω) × L4(Ω) ×
Π3k=0B
27
4
−k
4 (∂Ω) × B
27
4
−k
4 (∂Ω) the standard elliptic L
p-estimate implies that the sequence
{L(φk, ψk)} is bounded in the space W 64 (Ω)×W 64 (Ω). Taking into account that the sequence
traces of the functions (φk, ψk) is bounded in the Besov space B
27
4
4 (∂Ω) × B
27
4
4 (∂Ω) and
applying the estimates for elliptic operators one more time we obtain that {(φk, ψk)} bounded
inW 74 (Ω)×W 74 (Ω). By the Sobolev imbedding theorem the sequence {(φk, ψk)} is bounded in
C6(Ω)×C6(Ω). Then taking if necessary a subsequence, (which we denote again as {(φk, ψk)})
we obtain
(φk, ψk)→ (φ̂ǫ, ψ̂ǫ) weakly inW 74 (Ω)×W 74 (Ω),
(
∂jφk
∂νj
,
∂jψk
∂νj
)→ (∂
jφ̂ǫ
∂νj
,
∂jψ̂ǫ
∂νj
) weakly in B
27
4
−j
4 (∂Ω) ×B
27
4
−j
4 (∂Ω) ∀j ∈ {0, 1, 2, 3},
∂k
∂zk
(φ+ iψ)(x̂j)− ck,j → Ck,j,ǫ, k ∈ {0, . . . , 5},
∆3L(φk, ψk)→ rǫ weakly inL4(Ω)× L4(Ω), L(φk, ψk)→ r˜ǫ weakly inW 64 (Ω)×W 64 (Ω).
Obviously, rǫ = ∆
3L(φ̂ǫ, ψ̂ǫ), r˜ǫ = L(φ̂ǫ, ψ̂ǫ). Then, since the norms in the spaces L
4(Ω) and
B
27
4
−k
4 (∂Ω) are lower semicontinuous with respect to weak convergence we obtain that
Jǫ(φ̂ǫ, ψ̂ǫ) ≤ lim
k→+∞
Jǫ(φk, ψk) = Ĵǫ.
Thus the pair (φ̂ǫ, ψ̂ǫ) is a solution to the extremal problem (7.2), (7.3). Since the set of an
admissible elements is convex and the functional Jǫ is strictly convex, this solution is unique.
By Fermat’s theorem we have
J ′ǫ(φ̂ǫ, ψ̂ǫ)[δ˜] = 0, ∀δ˜ ∈ W 74 (Ω)×W 74 (Ω).
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This equality can be written in the form
I ′
Γ0,
27
4
((φ̂ǫ, ψ̂ǫ)− B)[δ˜] + ǫ
3∑
k=0
I ′
∂Ω, 27
4
−k(
∂k
∂νk
(φ̂ǫ, ψ̂ǫ))[
∂k
∂νk
δ˜] + (pǫ,∆
3Lδ˜)L2(Ω)
+
N∑
j=1
5∑
k=0
(
∂k
∂zk
(φ̂ǫ + iψ̂ǫ)(x̂j)− ck,j) ∂
k
∂zk
(δ˜1 + iδ˜2)(x̂j)
+(
∂k
∂zk
(φ̂ǫ + iψ̂ǫ)(x̂j)− ck,j) ∂
k
∂zk
(δ˜1 + iδ˜2)(x̂j) = 0,(7.4)
where pǫ =
4
ǫ
((∆3( ∂φ̂ǫ
∂x1
− ∂ψ̂ǫ
∂x2
))3, (∆3( ∂φ̂ǫ
∂x2
+ ∂ψ̂ǫ
∂x1
))3) and I ′Γ∗,κ(ŵ) denotes the derivative of the
functional w → ‖w‖4Bκ4 (Γ∗) at ŵ.
Observe that the pair Jǫ(φ̂ǫ, ψ̂ǫ) ≤ Jǫ(0, 0) = ‖B‖4
B
27
4
4 (Γ0)
+
∑N
j=1
∑5
k=0 |ck,j|2. This implies
that the sequence {(φ̂ǫ, ψ̂ǫ)} is bounded in B
27
4
4 (Γ0) × B
27
4
4 (Γ0), the sequences { ∂
k
∂zk
(φ̂ǫ +
iψ̂ǫ)(x̂j)− ck,j} are bounded in C, the sequence ǫ
∑3
k=0 I
′
∂Ω, 27
4
−k
( ∂
k
∂νk
(φ̂ǫ, ψ̂ǫ))[
∂k
∂νk
δ˜] converges
to zero for any δ˜ from B
27
4
4 (∂Ω) × B
27
4
4 (∂Ω). Then (7.4) implies that the sequence {pǫ}ǫ∈(0,1)
is bounded in L
4
3 (Ω)× L 43 (Ω).
Therefore there exist B ∈ B
27
4
4 (Γ0) × B
27
4
4 (Γ0), C0,j , C1,j, . . . , C5,j ∈ C and p = (p1, p2) ∈
L
4
3 (Ω)× L 43 (Ω) such that
(7.5)
(φ̂ǫ, ψ̂ǫ)−B ⇀ B weakly in B
27
4
4 (Γ0)× B
27
4
4 (Γ0), pǫ ⇀ p weakly in L
4
3 (Ω)× L 43 (Ω),
(7.6)
∂k
∂zk
(φ̂ǫ + iψ̂ǫ)(x̂j)− ck,j ⇀ Ck,j k ∈ {0, 1, . . . , 5}, j ∈ {1, . . . , N}.
Passing to the limit in (7.4) we obtain
(7.7)
I ′
Γ0,
27
4
(B)[δ˜]+(p,∆3Lδ˜)L2(Ω)+2Re
N∑
j=1
5∑
k=0
Ck,j
∂k
∂zk
(δ˜1 + iδ˜2)(x̂j) = 0 ∀δ˜ ∈ W 74 (Ω)×W 74 (Ω).
Next we claim that
(7.8) ∆3p = 0 in Ω \ ∪Nj=1{x̂j}
in the sense of distributions. Suppose that (7.8) is already proved. This implies
(p,∆3Lδ˜)L2(Ω) + 2Re
N∑
j=1
5∑
k=0
Ck,j
∂k
∂zk
(δ˜1 + iδ˜2)(x̂j) = 0 ∀δ˜1, δ˜2 ∈ C∞0 (Ω).
If p = (p1, p2), denoting P = p1 − ip2, we have
Re (∆3P, ∂z(δ˜1 + iδ˜2))L2(Ω) + Re
N∑
j=1
5∑
k=0
Ck,j
∂k
∂zk
(δ˜1 + iδ˜2)(x̂j) = 0 ∀δ˜1, δ˜2 ∈ C∞0 (Ω).
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Since by (7.8) supp ∆3P ⊂ ∪Nj=1{x̂j} there exist some constants mβ,j and ℓ̂j such that
∆3P =
∑N
j=1
∑ℓ̂
|β|=1mβ,jD
βδ(x− x̂j). The above equality can be written in the form
−
ℓ̂j∑
|β|=1
mβ,j
∂
∂z
Dβδ(x− x̂j) =
5∑
k=0
(−1)kCk,j ∂
k
∂zk
δ(x− x̂j).
From this we obtain
(7.9) C0,j = C1,j = · · · = C5,j = 0 j ∈ {1, . . . , N}.
Therefore
(7.10) ∆3p = 0 in Ω.
This implies
(p,∆3Lδ˜)L2(Ω) = 0 ∀δ˜ ∈ W 74 (Ω)×W 74 (Ω), Lδ˜|∂Ω =
∂Lδ˜
∂ν
|∂Ω = · · · = ∂
5Lδ˜
∂ν5
|∂Ω = 0.
This equality and (7.7) yield
(7.11) I ′
Γ0,
27
4
(B)[δ˜] = 0 ∀δ˜ ∈ W 74 (Ω)×W 74 (Ω), Lδ˜|∂Ω =
∂Lδ˜
∂ν
|∂Ω = . . . ∂
5Lδ˜
∂ν5
|∂Ω = 0.
Then using the trace theorem we conclude that B = 0. Using this and (7.5) we obtain
(7.12) (φ̂ǫk , ψ̂ǫk)− B ⇀ 0 weakly in B
27
4
4 (Γ0)× B
27
4
4 (Γ0).
From (7.6) and (7.9) we obtain
∂k
∂zk
(φ̂ǫ + iψ̂ǫ)(x̂) ⇀ ck,j k ∈ {0, 1, . . . , 5}, j ∈ {1, . . . , N}.
By the Sobolev embedding theorem B
27
4
4 (Γ0) ⊂⊂ C5(Γ0). Therefore (7.12) implies
(7.13) (φ̂ǫk , ψ̂ǫk)−B → 0 in C5(Γ0)× C5(Γ0).
Let the pair (φ˜ǫk , ψ˜ǫk) be a solution to the boundary value problem
(7.14) L(φ˜ǫk , ψ˜ǫk) = L(φ̂ǫk , ψ̂ǫk) in Ω, ψ˜ǫk |∂Ω = ψ∗ǫk .
Here ψ∗ǫk is a smooth function such that ψ
∗
ǫk
|Γ0 = 0 and the pair (L(φ̂ǫk , ψ̂ǫk), ψ∗ǫk) is orthogonal
to all solutions of the adjoint problem (see [32]). Moreover since L(φ˜ǫk , ψ˜ǫk)→ 0 in W 64 (Ω)×
W 64 (Ω) we may assume ψ
∗
ǫk
→ 0 in C6(∂Ω) × C6(∂Ω). Among all possible solutions to
problem (7.14) (clearly there is no unique solution to this problem) we choose one such that∫
Ω
φ˜ǫkdx = 0. Thus we obtain
(7.15) (φ˜ǫk , ψ˜ǫk)→ 0 in W 74 (Ω)×W 74 (Ω).
Therefore the sequence {(φ̂ǫk − φ˜ǫk , ψ̂ǫk − ψ˜ǫk)} represents the desired approximation to the
solution of the Cauchy problem (7.1).
Now we prove (7.8). Let x˜ be an arbitrary point in Ω \ ∪Nj=1{x̂j} and let χ˜ be a smooth
function such that it is zero in some neighborhood of Γ0 ∪ ∪Nj=1{x̂j} and the set D = {x ∈
Ω|χ˜(x) = 1} contains an open connected subset F such that x˜ ∈ F and Γ˜ ∩ F is an open
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set in ∂Ω. In addition we assume that Int(supp χ) is a simply connected domain. By (7.7)
we have
(7.16) 0 = (p,∆3L(χ˜δ˜))L2(Ω) = (χ˜p,∆
3Lδ˜)L2(Ω)+(p, [∆
3L, χ˜]δ˜)L2(Ω) ∀δ˜ ∈ W 74 (Ω)×W 74 (Ω).
Denote Lδ˜ = δ̂. Consider the functional mapping δ̂ ∈ W 24 (supp χ˜) to (p, [∆3L, χ˜]δ˜)L2(Ω),
where
Lδ˜ = δ̂ in Ω, Im δ˜|S = 0,
∫
supp χ˜
Re δ˜dx = 0,
where S denotes the boundary of supp χ˜. For each δ̂ ∈ W 24 (supp χ˜) × W 24 (supp χ˜), there
exists a unique solution δ˜ ∈ W 34 (supp χ˜) × W 34 (supp χ˜). Hence the functional is well-
defined and continuous on W 24 (supp χ˜). Therefore there exist q, r, q0 ∈ L
4
3 (supp χ˜) such
that
∫
supp χ˜
(
∑2
j,k=1 rjk
∂2
∂xj∂xk
δ̂ + (q, δ̂) + q0δ̂)dx = (p, [∆
3L, χ˜]δ˜)L2(supp χ˜).
Consider the boundary value problem
∆3P˜ = f˜ in suppχ, P˜ |S = ∂P˜
∂ν
|S = ∂
2P˜
∂ν2
|S = 0.
Here f˜ = 2div (∇q˜)− q0−
∑2
j,k=1
∂2
∂xj∂xk
rjk. A solution to this problem exists and is unique,
since f˜ ∈ (W˚ 24 (supp χ˜))′. Then P ∈ W˚ 14
3
(supp χ˜) × W˚ 14
3
(supp χ˜). On the other hand, thanks
to (7.16), P = χ˜p ∈ W˚ 14
3
(supp χ˜)× W˚ 14
3
(supp χ˜).
Next we take another smooth cut off function χ˜1 such that supp χ˜1 ⊂ D and Int (supp χ1)
is a simply connected domain. A neighborhood of x˜ belongs to D1 = {x|χ˜1 = 1}, the interior
of D1 is connected, and Int D1 ∩ Γ˜ contains an open subset O in ∂Ω. Similarly to (7.16) we
have
(χ˜1p,∆
3Lδ˜)L2(Ω) − (p, [∆3L, χ˜1]δ˜)L2(Ω) = 0 ∀δ˜ ∈ W 74 (Ω)×W 74 (Ω).
This equality implies that χ˜1p ∈ W 24
3
(Ω) ×W 24
3
(Ω), using a similar argument to the one
above.
Next we take another smooth cut off function χ˜2 such that supp χ˜2 ⊂ D2 and Int (supp χ2)
is a simply connected domain. A neighborhood of x˜ belongs to D3 = {x|χ˜2 = 1}, the interior
of D1 is connected, and Int D3 ∩ Γ˜ contains an open subset O in ∂Ω. Similarly to (7.16) we
have
(χ˜2p,∆
3Lδ˜)L2(Ω) − (p, [∆3L, χ˜2]δ˜)L2(Ω) = 0 ∀δ˜ ∈ W 74 (Ω)×W 74 (Ω).
This equality implies that χ˜2p ∈ W 34
3
(Ω) ×W 34
3
(Ω), using a similar argument to the one
above. Let ω be a domain such that ω ∩ Ω = ∅, ∂ω ∩ ∂Ω ⊂ O contains an open set in ∂Ω.
We extend p on ω by zero. Then
(∆3(χ˜2p), Lδ˜)L2(Ω∪ω) + (p, [∆
3L, χ˜2]δ˜)L2(Ω∪ω) = 0.
Hence, since [∆3L, χ˜2]|D1 = 0 we have
L∗∆3(χ˜2p) = 0 in Int D2 ∪ ω, p|ω = 0.
By Holmgren’s theorem ∆3(χ˜2p)|Int D1 = 0, that is, (∆3p)(x˜) = 0. Thus (7.8) is proved. 
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Consider the Cauchy problem for the Cauchy-Riemann equations
L(φ, ψ) = (
∂φ
∂x1
− ∂ψ
∂x2
,
∂φ
∂x2
+
∂ψ
∂x1
) = 0 in Ω, (φ, ψ) |Γ0 = (b(x), 0),(7.17)
∂l
∂zl
(φ+ iψ)(x̂j) = c0,j , ∀j ∈ {1, . . .N} and ∀l ∈ {0, . . . , 5}.
Here x̂1, . . . x̂N be an arbitrary fixed points in Ω. We consider the function b and complex
numbers ~C = (c0,1, c1,1, c2,1, c3,1, c4,1, c5,1 . . . c0,N , c1,N , c2,N , c3,N , c4,N , c5,N) as initial data for
(7.1). The following proposition establishes the solvability of (7.1) for a dense set of Cauchy
data.
Corollary 7.1. There exists a set O ⊂ C6(Γ0)×C6N such that for each (b, ~C) ∈ O, problem
(7.17) has at least one solution (φ, ψ) ∈ C6(Ω)× C6(Ω) and O = C6(Γ)× C6N .
The proof of Corollary 7.1 is similar to the proof of Proposition 7.1. The only difference
is that instead of extremal problem considered there we have to use the following extremal
problem
Jǫ(φ, ψ) = ‖φ− b‖4
B
27
4
4 (Γ0)
+ ǫ
3∑
k=0
‖∂
k(φ, ψ)
∂νk
‖4
B
27
4 −k
4 (∂Ω)
+
1
ǫ
∥∥∆3L(φ, ψ)∥∥4
L4(Ω)
+
N∑
j=1
5∑
k=0
| ∂
k
∂zk
(φ+ iψ)(x̂j)− ck,j|2 → inf,
(φ, ψ) ∈ W 74 (Ω)×W 74 (Ω), ψ|Γ0 = 0.
We have
Proposition 7.2. Let α ∈ (0, 1), A,B ∈ C6+α(Ω), y1, . . . , yk̂ be some arbitrary points
from Γ0, yk̂+1, . . . , yk˜ be some arbitrary points from Ω and x˜ be an arbitrary point from
Ω \ {y1, . . . , yk˜}. Then there exist a holomorphic function a ∈ C5+α(Ω) and an antiholomor-
phic function d ∈ C5+α(Ω) such that (aeA + deB)|Γ0 = 0,
∂k+ja
∂xk1∂x
j
2
(yℓ) = 0 k + j ≤ 5, ∀ℓ ∈ {1, . . . , k˜},
and
a(x˜) 6= 0 and d(x˜) 6= 0.
Proof. Consider the operator
R(γ) = (a(y1), . . .
∂5a
∂z5
(y1), . . . , a(yk˜), . . . ,
∂5a
∂z5
(yk˜), d(y1), . . .
∂5d
∂z5
(y1), . . . , d(yk˜), . . .
∂5d
∂z5
(yk˜), a(x˜), d(x˜)).
Here γ ∈ C∞0 (Γ˜) and the functions a and d are solutions to the following problem
∂a
∂z
= 0, in Ω,
∂d
∂z
= 0 in Ω, (aeA + deB)|∂Ω = γ.
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Consider the image of the operator R. Clearly it is closed. Let us show that the point
(0, . . . , 0, 1, 1) belongs to the image of the operator R. Let a holomorphic function a satisfy
∂βa
∂x1β1∂x2β2
(yj) = 0 ∀|β| ∈ {0, . . . , 5}, j ∈ {1, . . . , k˜}, |a(x˜)| > 2.
Consider the function −eA−Ba(z) and the pair (b1, b2) = (Re{−eA−Ba}, Im{eA−Ba}). Using
Proposition 7.1 we solve problem (7.1) with l = 0 approximately. Let (φǫ, ψǫ) be a sequence
of functions such that
∂
∂z
(φǫ + iψǫ) = 0 inΩ, (φǫ, ψǫ)|Γ0 → (b1, b2) in C5+α(Γ0), (φǫ + iψǫ)(x˜)→ 1.
Denote dǫ = φǫ − iψǫ, βǫ = aeA + dǫeB. Then the sequence {βǫ} converges to zero in the
space C5+α(Γ0).
By Proposition 2.3 there exists a solution to problem (2.13) with the initial data βǫ, which
we denote as {a˜ǫ, d˜ǫ} such that the sequence {a˜ǫ, d˜ǫ} converges to zero in (C5(Ω))2. Denote
by γǫ = (a + a˜ǫ, dǫ + d˜ǫ)|Γ0 . Clearly R(γǫ) converges to (0, . . . , 0, 1, 1). The proof of the
proposition is completed. 
8. Appendix II. Asymptotic formulas
Here we recall that we identify x = (x1, x2) ∈ R2 with z = x1 + ix2 ∈ C.
Proposition 8.1. Under the conditions of Theorem 1.3 for any point x on the boundary of
Ω we have
− 1
π
∫
Ω
e1g˜1e
−τ(Φ(ζ)−Φ(ζ))
ζ − z dξ1dξ2 =
1
τ 2
e−2iτψ(x˜)
|detψ′′(x˜)| 12
( ∂z g˜1(x˜)
∂2zΦ(x˜)
(z˜ − z)2(8.1)
+
∂z g˜1(x˜)
∂2zΦ(x˜)
∂3zΦ(x˜)
∂2zΦ(x˜)
+
∂2z g˜1(x˜)
∂2zΦ(x˜)
− ∂2z g˜1(x˜)
∂2zΦ(x˜)
2(z˜ − z)
+ o( 1
τ 2
) as |τ | → +∞.
− 1
π
∫
Ω
e1g˜2e
τ(Φ(ζ)−Φ(ζ))
ζ − z dξ1dξ2 =
1
τ 2
e2iτψ(x˜)
|detψ′′(x˜)| 12
 ∂z g˜2(x˜)∂2zΦ(x˜)
(z˜ − z)2(8.2)
+
∂z g˜2(x˜)
∂2zΦ(x˜)
∂3
z
Φ(x˜)
∂2zΦ(x˜)
− ∂2z g˜2(x˜)
∂2zΦ(x˜)
+ ∂
2
z g˜2(x˜)
∂2zΦ(x˜)
2(z˜ − z)
 + o( 1
τ 2
) as |τ | → +∞.
− 1
π
∫
Ω
e1g˜3e
−τ(Φ(ζ)−Φ(ζ))
ζ − z dξ1dξ2 =
1
τ 2
e−2iτψ(x˜)
|detψ′′(x˜)| 12
 ∂z g˜3(x˜)∂2zΦ(x˜)
(z˜ − z)2(8.3)
+
∂z g˜3(x˜)
∂2
z
Φ(x˜)
∂3zΦ(x˜)
∂2
z
Φ(x˜)
− ∂2z g˜3(x˜)
∂2zΦ(x˜)
+ ∂
2
z g˜3(x˜)
∂2zΦ(x˜)
2(z˜ − z)
 + o( 1
τ 2
) as |τ | → +∞.
PARTIAL CAUCHY DATA FOR GENERAL OPERATOR 61
− 1
π
∫
Ω
e1g˜4e
τ(Φ(ζ)−Φ(ζ))
ζ − z dξ1dξ2 =
1
τ 2
e2iτψ(x˜)
|detψ′′(x˜)| 12
( ∂z g˜4(x˜)
∂2zΦ(x˜)
(z˜ − z)2
+
∂z g˜4(x˜)
∂2zΦ(x˜)
∂3zΦ(x˜)
∂2zΦ(x˜)
+
∂2z g˜4(x˜)
∂2zΦ(x˜)
− ∂2z g˜4(x˜)
∂2zΦ(x˜)
2(z˜ − z)
 + o( 1
τ 2
) as |τ | → +∞.(8.4)
Proof. Let δ > 0 be a sufficiently small number and e˜ ∈ C∞0 (B(x˜, δ)), e˜|B(x˜,δ/2) ≡ 1. Let
g˜ ∈ C2(Ω) be some function such that g˜(x˜) = ∂g˜
∂z
(x˜) = 0. We compute the asymptotic
formulae of the following integral as |τ | goes to infinity.
− 1
π
∫
Ω
e1g˜e
−τ(Φ(ζ)−Φ(ζ))
ζ − z dξ1dξ2 = −
1
π
∫
B(x˜,δ)
e˜g˜e−τ(Φ(ζ)−Φ(ζ))
ζ − z dξ1dξ2 + o(
1
τ 2
) =
− 1
π
∫
B(x˜,δ)
e˜
{
∂z g˜(x˜)(ζ − z˜) + 12∂2z g˜(x˜)(ζ − z˜)2
ζ − z
+
∂z∂z g˜(x˜)(ζ − z˜)(ζ − z˜) + 12∂2z g˜(x˜)(ζ − z˜)2
ζ − z
}
e−τ(Φ(ζ)−Φ(ζ))dξ1dξ2 + o(
1
τ 2
) =
− 1
π
∫
B(x˜,δ)
e˜

∂z g˜(x˜)
∂2zΦ(x˜)
(∂ζΦ− 12∂3zΦ(x˜)(ζ − z˜)2) + 12
∂2z g˜(x˜)
∂2zΦ(x˜)
∂ζΦ(ζ − z˜)
ζ − z
+
∂z∂z g˜(x˜)
∂2zΦ(x˜)
(ζ − z˜)∂ζΦ+ 12 ∂
2
z g˜(x˜)
∂2zΦ(x˜)
∂ζΦ(ζ − z˜)
ζ − z
 e−τ(Φ(ζ)−Φ(ζ))dξ1dξ2 + o( 1τ 2 ) =
− 1
π
∫
B(x˜,δ)
e˜

∂z g˜(x˜)
∂2zΦ(x˜)
(∂ζΦ− 12 ∂
3
zΦ(x˜)
∂2zΦ(x˜)
∂ζΦ(ζ − z˜)) + 12
∂2z g˜(x˜)
∂2zΦ(x˜)
∂ζΦ(ζ − z˜)
ζ − z
+
∂z∂z g˜(x˜)
∂2zΦ(x˜)
(ζ − z˜)∂ζΦ+ 12 ∂
2
z g˜(x˜)
∂2zΦ(x˜)
∂ζΦ(ζ − z˜)
ζ − z
 e−τ(Φ(ζ)−Φ(ζ))dξ1dξ2 + o( 1τ 2 ) =
− 1
πτ
∫
B(x˜,δ)
e˜
−
∂z g˜(x˜)
∂2zΦ(x˜)
∂3zΦ(x˜)
∂2zΦ(x˜)
− ∂2z g˜(x˜)
∂2zΦ(x˜)
2(ζ − z) −
∂z g˜(x˜)
∂2zΦ(x˜)
(1− 1
2
∂3zΦ(x˜)
∂2zΦ(x˜)
(ζ − z˜))
(ζ − z)2
+
∂2z g˜(x˜)
∂2zΦ(x˜)
2(ζ − z) −
∂2z g˜(x˜)
∂2zΦ(x˜)
(ζ − z˜)
2(ζ − z)2
 e−τ(Φ(ζ)−Φ(ζ))dξ1dξ2 + o( 1τ 2 ).
(8.5)
Here we used ∫
B(x˜,δ)
e˜
(ζ − z˜)
(ζ − z)2 e
−τ(Φ(ζ)−Φ(ζ))dξ1dξ2 = o(
1
τ
) as |τ | → +∞,
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which is obtained by stationary phase. Another asymptotic calculation is
− 1
π
∫
Ω
e1g˜e
τ(Φ(ζ)−Φ(ζ))
ζ − z dξ1dξ2 =
1
πτ
∫
B(x˜,δ)
e˜
∂z g˜(x˜)
∂2zΦ(x˜)
(ζ − z)2 e
−τ(Φ(ζ)−Φ(ζ))dx
+
1
2πτ
∫
B(x˜,δ)
e˜
∂z g˜(x˜)
∂2zΦ(x˜)
∂3zΦ(x˜)
∂2zΦ(x˜)
+
∂2z g˜(x˜)
∂2zΦ(x˜)
− ∂2z g˜(x˜)
∂2zΦ(x˜)
(ζ − z) e
−τ(Φ(ζ)−Φ(ζ))dx+ o(
1
τ 2
) =
1
τ 2
e−2iτψ(x˜)
|detψ′′(x˜)| 12
 ∂z g˜(x˜)∂2zΦ(x˜)
(z˜ − z)2 +
∂z g˜(x˜)
∂2zΦ(x˜)
∂3zΦ(x˜)
∂2zΦ(x˜)
+
∂2z g˜(x˜)
∂2zΦ(x˜)
− ∂2z g˜(x˜)
∂2zΦ(x˜)
2(z˜ − z)

+o(
1
τ 2
) as |τ | → +∞.(8.6)
Taking g˜ = g1 and g˜ = g3 we obtain (8.1) and (8.3) from the above formula. Taking g˜ = g4
or g˜ = g2 and replacing τ by −τ we obtain (8.4) and (8.2).

Proposition 8.2. For any x from the boundary of Ω, the following asymptotic formulae
holds true as |τ | goes to +∞ :
(8.7) G1(x, τ) = − e
−2iτψ(x˜)
2τ |detψ′′(x˜)| 12
(
∂(g1e−A1 )
∂z
(x˜) + ∂Φ
∂z
m1(x˜)
z˜ − z +
σ1(x˜)
∂Φ
∂z
(z˜ − z)2
)
+ o(
1
τ
),
(8.8) G2(x, τ) = − e
2iτψ(x˜)
2τ |detψ′′(x˜)| 12
(
∂(g2e−B1)
∂z
(x˜) + ∂Φ
∂z
m˜1(x˜)
z˜ − z +
σ˜1(x˜)
∂Φ
∂z
(z˜ − z)2
)
+ o(
1
τ
),
(8.9) G3(x, τ) = − e
−2iτψ(x˜)
2τ |detψ′′(x˜)| 12
(
∂(g3e−A2 )
∂z
(x˜)− ∂Φ
∂z
t1(x˜)
z˜ − z −
r1(x˜)
∂Φ
∂z
(z˜ − z)2
)
+ o(
1
τ
),
(8.10) G4(x, τ) = − e
2iτψ(x˜)
2τ |detψ′′(x˜)| 12
(
∂(g4e−B2)
∂z
(x˜)− ∂Φ
∂z
t˜1(x˜)
z˜ − z −
r˜1(x˜)
∂Φ
∂z
(z˜ − z)2
)
+ o(
1
τ
).
Here z˜ = x˜1 + ix˜2 and m1, m˜1, σ1, σ˜1, t1, t˜1, r1, r˜1 are introduced in (4.12),(4.13), (4.40) and
(4.41). Moreover for a sufficiently small positive ǫ the following asymptotic formula holds
true
(8.11)
‖∂G1(·, τ)
∂z
‖C(Oǫ)+‖
∂G2(·, τ)
∂z
‖C(Oǫ)+‖
∂G3(·, τ)
∂z
‖C(Oǫ)+‖
∂G4(·, τ)
∂z
‖C(Oǫ) = o(
1
τ
) as |τ | → +∞.
Proof. Observe that the functions G1(x, τ), . . . ,G4(x, τ) are given by
G1(x, τ) = − 1
2π
∫
Ω
∂A1(ζ,ζ)
∂ζ
+ τ ∂Φ
∂ζ
(ζ)− (∂A1(z,z)
∂z
+ τ ∂Φ
∂z
(z))
ζ − z (e1g1e
−A1)(ξ1, ξ2)e
τ(Φ(ζ)−Φ(ζ))dξ1dξ2,
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G2(x, τ) = − 1
2π
∫
Ω
∂B1(ζ,ζ)
∂ζ
+ τ ∂Φ
∂ζ
(ζ)− (∂B1(z,z)
∂z
+ τ ∂Φ
∂z
(z))
ζ − z (e1g2e
−B1)(ξ1, ξ2)e
τ(Φ(ζ)−Φ(ζ))dξ1dξ2,
G3(x, τ) =
1
2π
∫
Ω
τ ∂Φ(ζ)
∂ζ
− ∂A2(ζ,ζ)
∂ζ
− (τ ∂Φ(z)
∂z
− ∂A2(z,z)
∂z
)
ζ − z (e1g3e
−A2)(ξ1, ξ2)e
τ(Φ(ζ)−Φ(ζ))dξ1dξ2,
G4(x, τ) =
1
2π
∫
Ω
τ ∂Φ(ζ)
∂ζ
− ∂B2(ζ,ζ)
∂ζ
− (τ ∂Φ(z)
∂z
− ∂B2(z,z)
∂z
)
ζ − z (e1g4e
−B2)(ξ1, ξ2)e
τ(Φ(ζ)−Φ(ζ))dξ1dξ2.
Let z = x1+ ix2 where x = (x1, x2) ∈ ∂Ω. By Proposition 3.5, the following asymptotics are
valid:
τ
2π
∫
Ω
∂ζΦ(ζ)
ζ − z (e1g1e
−A1)eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 = − 1
2π
∫
Ω
e1g1e
−A1
ζ − z
∂
∂ζ
eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 =
1
2π
∫
Ω
∂
∂ζ
(
e1g1e
−A1
ζ − z
)
eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 =
1
2τ
e−2iτψ(x˜)
|detψ′′(x˜)| 12
∂z(g1e
−A1)(x˜)
z˜ − z + o(
1
τ
),
τ
2π
∫
Ω
∂ζΦ(ζ)
ζ − z (e1g2e
−B1)eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 = − 1
2π
∫
Ω
e1g2e
−B1
ζ − z
∂
∂ζ
eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 =
1
2π
∫
Ω
∂
∂ζ
(
e1g2e
−B1
ζ − z
)
eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 =
1
2τ
e2iτψ(x˜)
|detψ′′(x˜)| 12
∂z(g2e
−B1)(x˜)
z˜ − z + o(
1
τ
),
τ
2π
∫
Ω
∂ζΦ
ζ − z (e1g3e
−A2)eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 =
1
2π
∫
Ω
e1g3e
−A2
ζ − z
∂
∂ζ
eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 =
− 1
2π
∫
Ω
∂
∂ζ
(
e1g3e
−A2
ζ − z
)
eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 = − 1
2τ
e−2iτψ(x˜)
|detψ′′(x˜)| 12
∂z(g3e
−A2)(x˜)
z˜ − z + o(
1
τ
)
and
τ
2π
∫
Ω
∂ζΦ(ζ)
ζ − z (e1g4e
−B2)eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 =
1
2π
∫
Ω
e1g4e
−B2
ζ − z
∂
∂ζ
eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 =
− 1
2π
∫
Ω
∂
∂ζ
(
e1g4e
−B2
ζ − z
)
eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 = − 1
2τ
e2iτψ(x˜)
|detψ′′(x˜)| 12
∂z(g4e
−B2)(x˜)
z˜ − z + o(
1
τ
).
Noting that g˜1 = e
−A1g1, g˜2 = e
−B1g2, g˜3 = e
−A2g3 and g˜4 = e
−B2g4, and taking into
account Proposition 8.1, we obtain (8.7)-(8.10) for the functions G1(x, τ), ...,G4(x, τ).
For proving the estimate (8.11), it suffices to show that
‖∂G1(·, τ)
∂z
‖C(Oǫ) ≤ o
(
1
τ
)
.
In fact,
∂zG1(x, τ) = − 1
4π
∂A1
∂z
∫
Ω
(e1g1e
−A1)(ξ1, ξ2)e
τ(Φ(ζ)−Φ(ζ))
ζ − z dξ1dξ2.
Then Proposition 3.5 and (4.6) imply ‖∂G1(·,τ)
∂z
‖C(Oǫ) = o( 1τ ). 
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Proof of Proposition 5.2. Using (5.13) and (5.16) we have
L0 ≡ (2(A1 − A2)∂U1
∂z
, bτe
B2−τΦ + cτe
A2−τΦ)L2(Ω)
+ (2(B1 − B2)∂U1
∂z
, bτe
B2−τΦ + cτe
A2−τΦ)L2(Ω)
= 2((A1 − A2)eτΦ(−R−τ,A1{
∂(e1g1)
∂z
}+ eA1−τ(Φ−Φ)G1(·, τ)), cτeA2−τΦ)L2(Ω)
− 2((A1 − A2)eτΦ ∂
∂z
R−τ,A1{e1g1}, bτeB2−τΦ)L2(Ω)
+ ((B1 −B2)(−e1g1 + A1R−τ,A1{e1g1})eτΦ, bτeB2−τΦ + cτeA2−τΦ)L2(Ω) + o(
1
τ
).(8.12)
By (4.10) and Proposition 3.4 we have
2((A1 − A2)eτΦ ∂
∂z
R−τ,A1{e1g1}, bτeB2−τΦ)L2(Ω) = 2((A1 −A2)
∂
∂z
R−τ,A1{e1g1}, bτeB2)L2(Ω) =
((A1 −A2)(ν1 − iν2)R−τ,A1{e1g1}, bτeB2)L2(∂Ω) − 2(R−τ,A1{e1g1},
∂
∂z
{bτeB2(A1 − A2)})L2(Ω)
= −( e1g1
τ∂zΦ
,
∂
∂z
{bτeB2(A1 − A2)})L2(Ω) + o(1
τ
) as |τ | → +∞.(8.13)
Using the stationary phase argument we obtain
− 2((A1 − A2)eτΦR−τ,A1{
∂(e1g1)
∂z
}, cτeA2−τΦ)L2(Ω)
= −((A1 −A2)eA1+A2∂−1z {
∂(e1g1)
∂z
e−A1−τ(Φ−Φ)}, cτ )L2(Ω) =
1
π
∫
Ω
(A1 − A2)eA1+A2cτ
(∫
Ω
∂(e1g1)
∂ζ
e−A1−τ(Φ−Φ)
ζ − z dξ1dξ2
)
dx1dx2 =
1
π
∫
Ω
∂(e1g1)
∂ζ
e−A1−τ(Φ−Φ)
(∫
Ω
(A1 − A2)cτeA1+A2
ζ − z dx1dx2
)
dξ1dξ2 =
e−2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g1
∂z
(x˜)e−A1(x˜)
(∫
Ω
(A1 − A2)ceA1+A2
z˜ − z dx1dx2
)
+ o(
1
τ
).(8.14)
Integrating by parts and using (8.11), (3.2), 2∂A1
∂z
= −A1 and 2∂A2∂z = A2, we have
2((A1 − A2)eτΦeA1e−τ(Φ−Φ)G1, cτeA2−τΦ)L2(Ω) = 2((A1 − A2)eA1G1, cτeA2)L2(Ω)(8.15)
=
∫
Ω
2(A1 − A2)eA1+A2cτ (z)G1(x, τ)dx = −4
∫
Ω
∂
∂z
(eA1+A2)cτ (z)G1(x, τ)dx
= 4
∫
Ω
eA1+A2cτ (z)
∂
∂z
G1(x, τ)dx− 2
∫
∂Ω
(ν1 + iν2)e
A1+A2cτ (z)G1(x, τ)dσ + o(
1
τ
) as |τ | → +∞.
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Since eA1 ∂
∂z
G1(x, τ) = −eA14π ∂A1∂z
∫
Ω
(e1g1e−A1 )(ξ1,ξ2)eτ(Φ(ζ)−Φ(ζ))
ζ−z dξ1dξ2 =
1
2
∂A1
∂z
eτ(Φ−Φ)R−τ,A1{e1g1},
applying the Proposition 3.4 and Proposition 3.3 we obtain
(8.16)
∫
Ω
eA1+A2cτ (z)
∂
∂z
G1(x, τ)dx = o(
1
τ
) as |τ | → +∞.
By (8.7), (8.14)-(8.16) and Propositions 3.4 and 3.5, we conclude
L0 = ((B1 −B2)(−e1g1 + A1e1g1
2τ∂zΦ
), bτe
B2)L2(Ω)
+ (
e1g1
τ∂zΦ
,
∂
∂z
{beB2(A1 − A2)})L2(Ω)
+
e−2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g1
∂z
(x˜)e−A1(x˜)
(∫
Ω
(A1 −A2)ceA1+A2
z˜ − z dx1dx2
)
− 2
∫
∂Ω
(ν1 + iν2)e
A1+A2cτ (z)G1(x, τ)dσ + o(
1
τ
) as |τ | → +∞.
(8.17)
Using (5.14) and (5.18) we obtain after simple computations:
L1 ≡ ( 2(A1 − A2)∂U2
∂z
, bτe
B2−τΦ + cτe
A2−τΦ)L2(Ω)
+ (2(B1 − B2)∂U2
∂z
, bτe
B2−τΦ + cτe
A2−τΦ)L2(Ω)
= ((A1 −A2)(−e1g2 +B1R˜τ,B1{e1g2})eτΦ, bτeB2−τΦ + cτeA2−τΦ)L2(Ω)
+ 2((B1 − B2)(−R˜τ,B1{
∂(e1g2)
∂z
}eτΦ + eB1+τ(Φ−Φ)G2(·, τ)), bτeB2−τΦ)L2(Ω)
− 2((B1 − B2) ∂
∂z
R˜τ,B1{e1g2}eτΦ, cτeA2−τΦ)L2(Ω).(8.18)
Integrating by parts and using (4.11) we have
− 2((B1 −B2) ∂
∂z
R˜τ,B1{e1g2}eτΦ, cτeA2−τΦ)L2(Ω) = −2((B1 − B2)
∂
∂z
R˜τ,B1{e1g2}, cτeA2)L2(Ω) =
− 2
∫
Ω
R˜τ,B1{e1g2}
∂
∂z
((B1 −B2)cτeA2)dx−
∫
∂Ω
(B1 − B2)(ν1 + iν2)R˜τ,B1{e1g2}cτeA2dσ =∫
Ω
e1g2
τ∂zΦ
∂
∂z
((B1 −B2)ceA2)dx+ o(1
τ
) as |τ | → +∞.(8.19)
The stationary phase argument implies the formula
− 2((B1 − B2)R˜τ,B1{
∂(e1g2)
∂z
}eτΦ, bτeB2−τΦ)L2(Ω) = −
∫
Ω
(B1 − B2)∂−1z {
∂e1g2
∂z
e−B1+τ(Φ−Φ)}bτeB1+B2dx =
1
π
∫
Ω
∂(e1g2)
∂ζ
e−B1+τ(Φ−Φ)
(∫
Ω
(B1 − B2)bτeB1+B2
ζ − z dx
)
dξ1dξ2 =
e2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g2(x˜)
∂z
e−B1(x˜)
∫
Ω
(B1 −B2)bτeB1−B2
z˜ − z dx+ o(
1
τ
).(8.20)
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By (8.11) we have the asymptotic formula
2((B1 −B2)(eB1eτΦG2, bτeB2−τΦ)L2(Ω)(8.21)
= 2((B1 − B2)eB1G2, bτeB2)L2(Ω) = 2
∫
Ω
(B1 −B2)eB1+B2bτ (z)G2(x, τ)dx
= −4
∫
Ω
∂
∂z
eB1+B2bτ (z)G2(x, τ)dx = −2
∫
∂Ω
(ν1 − iν2)eB1+B2bτ (z)G2(x, τ)dσ
+4
∫
Ω
eB1+B2bτ (z)
∂
∂z
G2(x, τ)dx.
Observe that ∂
∂z
G2(x, τ) = − 14π ∂B1∂z
∫
Ω
(e1g2e−B1)(ξ1,ξ2)
ζ−z
eτ(Φ(ζ)−Φ(ζ))dξ1dξ2 =
e−B1
2
eτ(Φ−Φ)R˜τ,B1{e1g2}.
Then by Proposition 3.4
4
∫
Ω
eB1+B2bτ (z)
∂
∂z
G2(x, τ)dx = 2
∫
Ω
eB1+B2bτ (z)e
−B1eτ(Φ−Φ)R˜τ,B1{e1g2}dx
=
∫
Ω
eB1+B2bτ (z)e
−B1eτ(Φ−Φ)
e1g2
τ∂zΦ
dx = o(
1
τ
) as |τ | → +∞.(8.22)
By (8.21) -(8.22) we have
L1 = ((A1 − A2)(−e1g2 + B1e1g2
2τ∂zΦ
), cτe
A2)L2(Ω)
+
∫
Ω
e1g2
τ∂zΦ
∂
∂z
((B1 − B2)cτeA2)dx
e2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g2(x˜)
∂z
e−B1(x˜)
∫
Ω
(B1 − B2)beB1+B2
z˜ − z dx
− 2
∫
∂Ω
(ν1 − iν2)eB1+B2bτ (z)G2(x, τ)dσ + o(1
τ
) as |τ | → +∞.(8.23)
Recall that V1 = −e−τΦR˜−τ,−A2{e1g3} and V2 = −e−τΦRτ,−B2{e1g4}.
By Proposition 3.2 we conclude
(8.24) 2
∂V1
∂z
= (−e1g3 + A2R˜−τ,A2{e1g3})e−τΦ
and
(8.25) 2
∂V2
∂z
= (−e1g4 +B2Rτ,−B2{e1g4})e−τΦ.
Similarly to (5.15) and (5.17) we calculate ∂V1
∂z
and ∂V2
∂z
:
(8.26)
∂V1
∂z
= −e−τΦR˜−τ,−A2
{
∂(e1g3)
∂z
}
+ e−τΦ+A2G3(·, τ)
and
(8.27)
∂V2
∂z
= −e−τΦRτ,−B2
{
∂(e1g4)
∂z
}
+ e−τΦ+B2G4(·, τ)
PARTIAL CAUCHY DATA FOR GENERAL OPERATOR 67
Using (3.2) and integrating by parts we obtain
L2 ≡ ( 2(A1 − A2) ∂
∂z
(aτe
A1+τΦ + dτe
B1+τΦ), V1 + V2)L2(Ω)
= −((A1 −A2)dτB1eB1eτΦ, V1 + V2)L2(Ω)
+ ( (A1 − A2)(ν1 − iν2)aτeA1+τΦ, V1 + V2)L2(∂Ω)
− ( 2 ∂
∂z
(A1 −A2)aτeA1+τΦ, V1 + V2)L2(Ω)
− ( (A1 − A2)aτeA1+τΦ, 2(∂V1
∂z
+
∂V2
∂z
))L2(Ω).
We observe that by (8.26), (8.11), Proposition 3.4 and Proposition 3.3 and the equality
∂G3
∂z
= −1
2
e−A2 ∂A2
∂z
eτ(Φ−Φ)R˜−τ,−A2(e1g3) :
((A1 − A2)aτeA1+τΦ, 2∂V1
∂z
)L2(Ω) = −4
∫
Ω
aτ (z)
∂
∂z
eA1+A2G3(x, τ)dx
+((A1 − A2)aτeA1+τΦ,−e−τΦR˜−τ,−A2
{
∂(e1g3)
∂z
}
)L2(Ω) + o(
1
τ
) =
−2
∫
∂Ω
aτ (z)G3(x, τ)(ν1 + iν2)e
A1+A2dσ
+
1
π
∫
Ω
∂(e1g3)
∂ζ
eτ(Φ−Φ)−A2
(∫
Ω
(A1 −A2)aτeA1+A2
ζ − z dx
)
dξ1dξ2 + o(
1
τ
) =
e2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g3(x˜)
∂z
e−A2(x˜)
∫
Ω
(A1 − A2)aeA1+A2
z˜ − z dx
−2
∫
∂Ω
aτ (z)G3(x, τ)(ν1 + iν2)e
A1+A2dσ + o(
1
τ
) as |τ | → +∞.(8.28)
Hence, using (8.25) we have
L2 = ( (A1 − A2)dτB1eB1 , R˜−τ,−A2{e1g3})L2(Ω)
+ ( (A1 − A2)(ν1 − iν2)aτeA1+τΦ, V1 + V2)L2(∂Ω)
+ ( 2
∂
∂z
(A1 −A2)aτeA1 ,Rτ,−B2{e1g4})L2(Ω)
− e
2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g3(x˜)
∂z
e−A2(x˜)
∫
Ω
(A1 −A2)aeA1+A2
z˜ − z dx
+ ( (A1 − A2)aτeA1 ,−e1g4 − B2Rτ,−B2{e1g4})L2(Ω) + o(
1
τ
)
+ 2
∫
∂Ω
aτ (z)G3(x, τ)(ν1 + iν2)e
A1+A2dσ as |τ | → +∞.
By (4.39) and (4.38) we obtain
((A1 − A2)(ν1 − iν2)aτeA1+τΦ, V1 + V2)L2(∂Ω) = o(1
τ
) as |τ | → +∞.
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Therefore, by Proposition 3.4
L2 = − ( (A1 − A2)dτB1eB1 , e1g3
2τ∂zΦ
)L2(Ω)
− ( ∂
∂z
(A1 −A2)aτeA1 , e1g4
τ∂zΦ
)L2(Ω)
+ ( (A1 − A2)aτeA1 ,−e1g4 +B2 e1g4
2τ∂zΦ
)L2(Ω)
− e
2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g3(x˜)
∂z
e−A2(x˜)
∫
Ω
(A1 − A2)aeA1+A2
z˜ − z dx
+ 2
∫
∂Ω
aτ (z)G3(x, τ)(ν1 + iν2)e
A1+A2dσ + o(
1
τ
) as |τ | → +∞.(8.29)
Integrating by parts we compute
L3 ≡ ( 2(B1 − B2) ∂
∂z
(aτe
A1+τΦ + dτe
B1+τΦ), V1 + V2)L2(Ω) =
− (2 ∂
∂z
(B1 −B2)dτeB1+τΦ, V1 + V2)L2(Ω)
− ( (B1 −B2)A1aτeA1+τΦ, V1 + V2)L2(Ω)
+ ( (ν1 + iν2)(B1 − B2)dτeB1+τΦ, V1 + V2)L2(∂Ω)
− ( (B1 −B2)dτeB1+τΦ, 2(∂V1
∂z
+
∂V2
∂z
))L2(Ω).
We observe that by (8.11), (8.27), Proposition 3.4 and Proposition 3.3 and the equality
∂G4
∂z
= −1
2
e−B2 ∂B2
∂z
eτ(Φ−Φ)Rτ,−B2(e1g4) :
2((B1 −B2)dτeB1+τΦ, ∂V2
∂z
)L2(Ω) = −4
∫
Ω
∂
∂z
eB1+B2dτ(z)G4(x, τ)dx
+2((B1 − B2)dτeB1+τΦ,−e−τΦRτ,−B2
{
∂(e1g4)
∂z
}
)L2(Ω) + o(
1
τ
) =
−2
∫
∂Ω
(ν1 − iν2)eB1+B2dτ (z)G4(x, τ)dσ
+
∫
Ω
(∫
Ω
1
π
(B1 −B2)dτeB1+B2
ζ − z dx
){
∂(e1g4)
∂z
}
e−B2+τ(Φ−Φ)dξ1dξ2 + o(
1
τ
) =
e−2iτψ(x˜)
τ |detψ′′(x˜)| 12
∫
Ω
(B1 − B2)dτeB1+B2
z˜ − z dx
{
∂g4(x˜)
∂ζ
}
e−B2(x˜)
−2
∫
∂Ω
(ν1 − iν2)eB1+B2dτ (z)G4(x, τ)dσ + o(1
τ
) as |τ | → +∞.(8.30)
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Hence
L3 = (2
∂
∂z
(B1 −B2)dτeB1 , R˜−τ,−A2{e1g3})L2(Ω)
− ( (B1 − B2)A1aτeA1 ,Rτ,−B2{e1g4})L2(Ω)
+ ( (B1 − B2)dτeB1 ,−e1g3 + A2R˜−τ,−A2{e1g3})L2(Ω)
+ ( (ν1 + iν2)(B1 −B2)dτeB1+τΦ, V1 + V2)L2(∂Ω)
− e
−2iτψ(x˜)
τ |detψ′′(x˜)| 12
{
∂g4(x˜)
∂z
}
e−B2(x˜)
∫
Ω
(B1 −B2)deB1+B2
z˜ − z dx
+ 2
∫
∂Ω
(ν1 − iν2)eB1+B2dτ(z)G4(x, τ)dσ + o(1
τ
) as |τ | → +∞.(8.31)
By (4.39), (4.38) and the stationary phase argument
((ν1 + iν2)(B1 − B2)dτeB1+τΦ, V1 + V2)L2(∂Ω) = o(1
τ
) as |τ | → +∞.
Therefore, applying Proposition 3.4, we finally conclude that
L3 = − 2( ∂
∂z
(B1 − B2)dτeB1 , e1g3
2τ∂zΦ
)L2(Ω)
− ( (B1 − B2)A1aτeA1 , e1g4
2τ∂zΦ
)L2(Ω)
+ ( (B1 − B2)dτeB1 ,−e1g3 − A2e1g3
2τ∂zΦ
)L2(Ω)
− e
−2iτψ(x˜)
τ |detψ′′(x˜)| 12
{
∂g4(x˜)
∂z
}
e−B2(x˜)
∫
Ω
(B1 − B2)deB1+B2
z˜ − z dx
+ 2
∫
∂Ω
(ν1 − iν2)eB1+B2dτ (z)G4(x, τ)dσ + o(1
τ
) as |τ | → +∞.(8.32)
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The sum
∑3
k=0 Lk is equal to the left hand side of (5.19). Observe that
− e
−2iτψ(x˜)
τ |detψ′′(x˜)| 12
{
∂g4(x˜)
∂z
}
e−B2(x˜)
∫
Ω
(B1 − B2)deB1+B2
z˜ − z dx
− e
2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g3(x˜)
∂z
e−A2(x˜)
∫
Ω
(A1 − A2)aeA1+A2
z˜ − z dx
+
e2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g2(x˜)
∂z
e−B1(x˜)
∫
Ω
(B1 − B2)beB1+B2
z˜ − z dx
+
e−2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g1(x˜)
∂z
e−A1(x˜)
∫
Ω
(A1 − A2)ceA1+A2
z˜ − z dx =
e−2iτψ(x˜)
τ |detψ′′(x˜)| 12
{
∂g4(x˜)
∂z
}
e−B2(x˜)
∫
∂Ω
(ν1 − iν2)deB1+B2
z˜ − z dσ
− e
−2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g1(x˜)
∂z
e−A1(x˜)
∫
∂Ω
(ν1 + iν2)ce
A1+A2
z˜ − z dσ
+
e2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g3(x˜)
∂z
e−A2(x˜)
∫
∂Ω
(ν1 + iν2)ae
A1+A2
z˜ − z dσ
− e
2iτψ(x˜)
τ |detψ′′(x˜)| 12
∂g2(x˜)
∂z
e−B1(x˜)
∫
∂Ω
(ν1 − iν2)beB1+B2
z˜ − z dσ
− 2π(Q+abe
A1+B2+2iτψ +Q−cdeB1+A2−2iτψ)(x˜)
τ |detψ′′(x˜)| 12(8.33)
By (8.17), (8.23), (8.29) and (8.32), (8.33) there exist numbers κ, κ0 such that the asymptotic
formula (5.19) holds true. 
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