This Research deals with estimation the reliability function for two-parameters Exponential distribution, using different estimation methods; Maximum likelihood, Median-First Order Statistics, Ridge Regression, Modified Thompson-Type Shrinkage and Single Stage Shrinkage methods. Comparisons among the estimators were made using Monte Carlo Simulation based on statistical indicter mean squared error (MSE) conclude that the shrinkage method perform better than the other methods .
Introduction
The Exponential distribution is generally use for unit failure model that have an constant failure rate, it be able to be with one or two parameters. "Maguire, Pearson and Wynn (1952) studied mine accidents and showed that time intervals between industrial accidents follow exponential distribution"; [6] . "Cohen and Helm (1973) used (BLUE), (MLE), (ME), (MVUE) and MME to estimate the parameters of the exponential distribution"; [3] . " Peter (1974) used robust M-estimation method for the scale parameter, with application to the exponential distribution" [8] . " Lawless (1977) studied a confidence interval for the scale parameter and obtained a prediction interval for a future observation"; [5] . " Afify (2004) and Muhammad and Ahmed (2011) reviewed and compared several methods for estimating the two-parameter exponential distribution"; [1 and 7] . "Two new classes of confidence interval for the scale parameter proposed by Petropoulos (2011) "; [9] and "Lai and Augustine (2012) obtained interval estimates for the threshold (location) parameter and derived a predictive function for the two parameter"; [4] . 
Experimental Estimation Method (Theoretical Part)
In this section, we discussed five estimation methods for the parameter and the reliability function of two-parameter Exponential distribution
Maximum likelihood method
The likelihood function L( , , ) is defined as below, [3 
Taking the Natural logarithm equation 9 , so we get the following:
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The partial derivative for equation 10 with respect to unknown parameter β, is: ∂Ln L ∂
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Equating equation 11 to zero to solve this equation:
Then the estimation of Reliability function for the two-parameters Exponential distribution using ML technique will be 
Median-First Order Statistics Method
"In this modification the second moment is replaced by Met = tme, where Met is the population median and tme is the sample median"; [7] . The Exponential distribution median can be found by 0.5
The C.D.F. of t (1) defined below w.r.t a and b. when these derivatives are equated to zero, we obtain the following two equations
Solving above two equations for a and b we get
For two parameter Exponential distribution when α is known we recognize that = , b = 
Then the approximate estimation of Reliability function for the two-parameter Exponential distribution using ridge regression technique (RR) will be
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Where 0<λ<1 is the ridge coefficient. The present paper suggested λ= exp((-n+1) /( n 2 )) and 0< exp((-n+1) /( n 2 )) < 1 .
Modified Thompson-Type Shrinkage Estimator
" The shrinkage estimation method is the Bayesian approach depending on prior information regarding the value of the specific parameter from past experiences or previous studies. However, in certain situations, prior information is available only from of an initial guess value (natural origin) ° of "; [10] . In such a situation, it is natural to begin with (e.g., MLE) and adapt it by touching °. Thompson has suggested the problem of shrink an unbiased estimator of the parameter toward prior information (a natural origin) °b y shrinkage estimator 1 ° , 0 1, which is more efficient than if ° is close to and less efficient than otherwise; [10] .
"the prior information ° is a natural origin and, as such, may arise for any one of a number of reasons e.g., we are estimating and (a) we believe ° is closed to the true value of , or (b) we fear that ° may be near the true value of , that is, something bad happens if ° , and we do not know about it (that is, something bad happens if ° and we do not use ° "; [2] , [10] .
Where, is so called shrinkage weight factor; 0 1 which represent the belief of ,and (1-) represent the belief of °. Thompson noting that the shrinkage weight factor may be a function of or may be constant and the chosen of the shrinkage weight factor is( ad hoc basis).
The shrinkage weight function ψ θ can be found by minimizing the mean square error of θ : The modified shrinkage weight factor will be considered as below
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Therefore, the modified shrinkage estimator of β will be as below:
Where °, refer to prior estimate of β.
Then the approximate estimation of Reliability function for the two-parameter Exponential distribution using modified Thompson- 
Results & Discussion Simulation Study
We carried out Monte Carlo simulation in order to compare the performance of all the estimators proposed in the preceding section. The programs were written in Matlab (2013b). The results depend on 1000 simulation iteration. Generated random samples of different sizes by observing that if U is uniform (0, 1), then α β log 1 U is Exponential of (α , β). The sample sizes considered were n=25, 50, 75, 100 and the shape parameter was taken as  = 0.2, 0.5. In all cases, we set the scale parameter  =3, 3.5, 4.
We used 1000 replications to estimate by using the ML, MD, RR, MT and ST methods. The process of simulation strategy is explained the numerical results in the Table (1) and  Table ( 2). And comparison among all propose estimators where made on MSE which is defined as follow
∑

Where
is the specific estimated reliability, Ri(t) refer to specific real reliability and L=1000 refer to the number of replications.
Discussion and Numerical Analysis
1. When n=25, the estimator minimum MSE vibration between and and they performed good than the others estimators in the sense of MSE, then follow by , , and respectively for all α and β. 2. When n=50,75 and 100 , we can see from the Table ( 2) , the MSE of estimator less than of the MSE of the other estimators , thus it will be the best in the sense of MSE and follow by the estimators by , , and respectively. 3. For all n and for all β, the MSE of the proposed estimators are vibrate with respect to α.
The results of the simulation study are reported in the tables (1) and (2) 
Conclusions
From the Table ( 2), one can be noticed that, the shrinkage method perform better than the other methods in the sense of MSE, and we recommend to use this type of estimation which is depend on prior information from the past experiences or previous studies.
