The linear vector-valued channel Ü É Ò Å Ò Ü·Þ with Þ and Å Ò denoting additive white Gaussian noise and independent random matrices, respectively, is analyzed in the asymptotic regime as the dimensions of the matrices and vectors involved become large. The asymptotic eigenvalue distribution of the channel's covariance matrix is given in terms of an implicit equation for its Stieltjes transform as well as an explicit expression for its moments. Additionally, almost all eigenvalues are shown to converge towards zero as the number of factors grows over all bounds.
Introduction
Consider a communication channel with Ã ¼ transmitting and Ã AE receiving antennas grouped into a transmitter and a receiver array, respectively. Let there be AE ½ clusters of scatterers each with Ã Ò ½ Ò AE ½, scattering objects. Assume that the vector-valued transmitted signal propagates from the transmitter array to the first cluster of scatterers , from the first to the second cluster, and so on, until it is received from the´AE ½µ ×Ø cluster by the receiver array. Such a channel model is discussed and physical motivation is given in [2, Sec. 3] . Indoor propagation between different floors, for instance, may serve as an environment where multifold scattering can be typical, cf. where the matrices Å ½ , Å ½ Ò AE , and Å AE denote the subchannels from the transmitter array to the first cluster of scatterers, from the´Ò ½µ ×Ø cluster of scatterers to the Ò Ø cluster, and from thé AE ½µ ×Ø cluster to the receiving array, respectively. This means that Å Ò is of size Ã Ò ¢ Ã Ò ½ . Assuming distortion by additive white Gaussian noise Þ, the complete channel is given by Ý À AE Ü · Þ (2) with Ü and Ý denoting the vectors of transmitted and received signals, respectively. The capacity of channels as in (2) is well-known conditioned on the channel matrix À AE , see e.g. [4] . If À AE is the result of some matrix-valued random process, only few results have been reported in literature: Telatar [5] calculates the channel capacity for AE ½ if Å ½ is a random matrix with zeromean, independent complex Gaussian random entries that are known at receiver site, but unknown at the transmitter. Marzetta and Hochwald [6] found capable information rates for a setting equivalent to Telatar's, but without knowledge of the receiver about the channel matrix.
If the entries of the random matrix À AE are not independent identically distributed (i.i.d.), analysis of those channels becomes very difficult, in general. However, the following analytical results are known in the asymptotic regime as the size of the channel matrix À AE becomes very large and channel state information is available at receiver site only: Tse and Hanly [7] and Verdú and Shamai [8] independently report results for the asymptotic case with independent entries for AE ½. 
Asymptotic Eigenvalue Distribution
The performance of communication via linear vector channels described as in (1) 
The empirical eigenvalue distributions, for AE these are the distributions
of a large class of random matrices converge almost surely to non-random limits as the sizes of the matrices grow over all bounds. One particular example of such random matrices which will turn out important for the further development of the paper (and which is more general than AE ) is the following: Moreover, Ë À´Þµ ´½ · ¬Þµ ½ .
The proof is placed in Appendix A. Note that in addition to the results on multiplicative free convolution in [10] , Theorem 1 states almost sure convergence and it is not restricted to Gaussian, diagonal, or unitary random matrices.
The asymptotic limits for Ñ ½ may serve as good estimates for the eigenvalues in the nonasymptotic case. This has been verified for code-division multiple-access systems in [11, 12] and it is likely to generalize to a broader class of communication systems described by large random matrices.
In the following, the asymptotic distributions of the eigenvalues are calculated.
Assume that all matrices Å Ò are statistically independent and their entries are zero-mean i.i.d.
random variables with variance ½ Ã Ò . Define the ratios
and assume that all Ã Ò tend to infinity, but the ratios Ò remain constant. Consider the random covariance matrices
Note that their non-zero eigenvalues are identical. Thus, by Theorem 1 and induction over AE their respective eigenvalue distributions converge to a non-random limit almost surely, as Ã Ò
The asymptotic distribution of the eigenvalues is conveniently represented in terms of its Stieltjes
The Stieltjes transform has recently been identified as a key tool to derive information-and communication-theoretic performance measures for random vector channels, see e.g. [7, 1] . With (5), it can also be written as
It will turn out helpful for calculation of AE´× µ to consider the Ã AE ½ ¢Ã AE ½ matrix AE instead of the original Ã AE ¢Ã AE matrix AE in the following. Since the non-zero eigenvalues of both matrices are identical, their empirical distributions differ only by a scaling factor and a point mass at zero. In the Stieltjes domain, this translates into [1] 
It is straightforward from (12) and (6) that (13) (9) 
converges almost surely to a non-random probability distribution that is uniquely characterized in terms of its S-transform by
The ratios Ò are a generalization of the richness introduced in [1] where only ½ was termed richness while ¼ was called system load. The theorem yields with (12) and (6) 
The Stieltjes transform of the eigenvalue density of AE is determined in (21) by a polynomial equation of´AE · ½µ ×Ø order. For AE ¿, it cannot be resolved with respect to the Stieltjes transform, in general. However, it will be shown later on, cf. Theorem 3, how to obtain an infinite power series for § AE´× µ.
In addition to the statistics of the eigenvalues of AE À AE À À AE , a dual also important characterization of the channel is possible in terms of the eigenvalues of
¼ AE
The respective Stieltjes transform can be easily derived from (21) applying the rotation formula (13) consecutively for AE times. After some re-arrangements of the AE-fold product, this gives
with the ratios
Subsequently, the ratios ± Ò are termed loads since they can be interpreted as the number of logical channels normalized to the number of dimensions of the signal space at stage Ò. This terminology is consistent with that one introduced in [1] for AE ¾. 
where Å ℄ denotes the Ø moment of the eigenvalue density and Å´× ½ µ is the Z-transform of the sequence of moments Å ¡℄.
In terms of the loads, it is convenient to write the moments of the eigenvalue distributions of both ¼ AE and AE . 
Theorem 3 Assume that the conditions required for
respectively.
The proof is placed in Appendix C. If all matrix factors are square, the moments can be simplified to 
As the number of factors in the product increases, the harmonic mean strictly decreases, while the arithmetic means remain constant due to the assumed normalization of variances of the matrix elements. This indicates that the product matrix becomes closer and closer to singularity as AE increases, even if all factors are fully ranked (i.e. ± Ò ½). This convergence to singularity will be examined more precisely and in greater detail in the next section. serves as an example of a distribution with properties (32) and (33). It is illustrated in Fig. 1 that (34) is actually a tight approximation for AE´Ü µ when AE is large.
Infinite Products
For scalar communication channels, the infinite product results in a log-normal distributed channel weight. In literature of cellular communications, e.g. [18] , this is used to model the effect of shadowing. It is commonly justified by the assumption that due to shadowing the signal propagates through subsequent independent propagation conditions. For vector-valued communication channels this section has established the result that the infinite product leads to a collapse of almost all signal dimensions. Does this imply, in analogy to the scalar case, that there is no gain by using multiple-element antennas in the presence of shadowing? On the one hand, the collapse of signal dimensions does take place when the signal passes through independent subsequent vector channels and a shadowing environment can indeed provide for such conditions. On the other hand, the rate of convergence towards the infinite product limit is much slower for vector channels than for scalar ones.
As Fig. 1 indicates the number of factors in the matrix product needs to exceed the size of the matrices involved in order to closely approximate the infinite product result. Since the number of factors in cellular communication channels is quite small (otherwise the reflection losses grow to large), there will remain a significant number of dimensions in the signal space that are useful to boost capacity if the array size is not too small. 
Prospect
Previously, asymptotic eigenvalue distributions were characterized in terms of their Stieltjes transforms and moments. As shown in [7, 1] , Stieltjes transforms can be used to express more intuitive performance measures of communication systems like signal-to-interference-and-noise ratios and channel capacity. For such purposes the reader is referred to the respective papers.
The results derived in this paper are asymptotic with respect to the size of the random matrices involved. However, there is strong numerical evidence supporting the conjecture that Theorem 4 also holds for a large class of finite-dimensional random matrices with even not i. 
Note that the S-transform is a unique representation for any probability distribution with non-zero 
Hereby, the induction is complete.
¾

C Proof of Theorem 3
Combining ( 
The only term of (56) which matters in (55) is the one including § ½ . Thus, we can restrict the summation indices of (56) to satiesfy ¾
