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Abstract
The relationship between genetics and phenotype is a complex one that remains
poorly understood. Many factors contribute to the relationship between genetic vari-
ations and differences in phenotype. An improved understanding of the genetic un-
derpinnings of various phenotypes can help us make important advances in testing
for, preventing, treating, and curing a number of diseases and disorders.
The recent popularization of direct-to-consumer sequencing services, coupled
with consumers releasing their genetic information for public use, has led to an un-
precedented level of access to genetic information. Crowd-sourcing the problem of
developing robust genome-wide association techniques for ever larger amounts of
data is a promising trend.
This thesis explores likely methods to data mine one such public genetic data
repository, openSNP, for correlated genotypes and phenotypes. Particular care is
given to data clean-up and the steps required to preprocess public data for machine
learning. The preprocessing methods are detailed in such a way that they may be
applied to other genetic data repositories that already exist, for example the Personal
Genome Project, as well as genetic data repositories that may become available in the
future. Following data clean-up, a number of machine learning techniques are inves-
tigated, applied, and assessed for their utility in such a big-data problem. No single
machine learning approach was found to be sufficient; the combination of imbalanced
phenotype response classes and an underdetermined system led to a difficult machine
learning challenge. Additional techniques must be explored or developed in order to
make such genome-wide association studies possible and meaningful.
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DNA is a long, linear, double-stranded molecule that encodes for life. Every day
our cells perform vital functions that keep us seeing, hearing, tasting, thinking, di-
gesting, moving, and surviving. DNA contains encoded instructions for the synthesis
of molecules within our cells that carry out such vital functions.
DNA is a polymer consisting of billions of subunits called nucleotides. The human
genome — the collection of all our genetic information — contains approximately 3.2
billion pairs of nucleotides [1]. There are four types of nucleotides found in DNA:
adenine, thymine, guanine, and cytosine, which are commonly abbreviated to A, T,
G, and C, respectively. Information is encoded using different orderings of these four
nucleotides.
The human genome is divided structurally into 23 distinct chromosomes. We each
have two sets of chromosomes, one set inherited from each parent. Each chromosome
can be divided functionally into smaller segments called genes. Often, genes are de-
fined as regions of DNA that code for a protein. Only approximately 1% of our DNA
is estimated to belong to genes. The rest of the DNA, called ”non-coding DNA,” has
other functions, many of which are still being investigated [2].
Genes are transcribed from DNA into a different molecule, RNA. RNA molecules
contain the same amount of information as a gene, but are much shorter than the
colossal DNA molecules and can be sent to other parts of the cell. Though RNA
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molecules can fill functional roles themselves, many RNA molecules are used as in-
termediary ”messenger” molecules in order to construct a protein. The central dogma
of biology, illustrated in Figure 1.1, encapsulates this relationship between DNA as a
valuable genetic repository, RNA as a transportable intermediary, and protein as the
desired molecule to be synthesized.
Figure 1.1: Central dogma of molecular biology
DNA uses itself as a template for replication. DNA is used as a template for
RNA synthesis (transcription), nucleotide for nucleotide. RNA is used as a
template for protein synthesis (translation); each successive group of three
nucleotides codes for an amino acid, the subunits of proteins.
The nucleotides of DNA, transcribed into nucleotides of RNA, directly encode for
amino acids, which are the subunits of proteins. A linear strand of amino acids folds
up on itself in some distinct manner in order to form the functioning protein. Amino
acids, and by extension the proteins theymake up, have unique physical and chemical
properties, giving each molecule a different size, charge, shape, and set of affinities for
other molecules. Proteins interact with very few other molecules depending on these
properties [3]. In order for proteins to perform their unique functions within the cell,
these properties cannot vary.
Mutations, or changes to the DNA sequence, can have any number of effects on
the proteins and by extension the cells, organs, and organism. Variations within a
gene can propagate as variations in the RNA molecule as well as variations in the
protein. Because proteins performmany of the cellular tasks vital for survival, genetic
variations could have a range of impacts on the organism’s observable phenotype,
or physical characteristics. Depending on the nature of the variation as well as the
gene it is located within, this may have a minimal effect on the protein or it could be
devastating.
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Mutations may also occur in regions of DNA that do not code for proteins. Only
1% of the human genome resides within protein-coding genes [2]. The other 99% of
the genome, termed ”non-coding DNA,” does not belong to genes but is thought to
serve other purposes [4]. For example, there are many sequences outside of protein-
coding regions that code for functional RNA molecules such as micro RNA [5]. Mi-
cro RNA and other non-protein-coding RNA molecules play roles in epigenetics and
gene regulation, and can have important effects on the extent to which protein-coding
genes are expressed in a cell [6].
Mutations within regions encoding functional RNA molecules — as well as mu-
tations within many other types of regulatory sequences — can have effects that are
as important as mutations within a protein-coding gene. Sequences associated with
protein-coding regions such as promoters and transcription-factor binding sites have
some degree of tolerance for mutations, but for the most part must resemble specific
sequences [7]. Mutations in these regions can also affect the efficacy of important
proteins.
1.1.2 Genetic Variations
On a genetic level, humans are not very different from each other. The National
Library of Medicine and the National Institutes of Health report that between 99.6%
[8] and 99.9% [9] of our DNA is completely identical between any two individuals.
This translates to approximately 12 million or 3 million differences, respectively, out
of 3.2 billion total nucleotides.
There are many kinds of genetic variation, each characterized by the size and na-
ture of the variation. Common variations, illustrated in Figure 1.2, include single nu-
cleotide polymorphisms (SNPs), in which a single nucleotide is substituted for a dif-
ferent nucleotide; short tandem repeat polymorphisms (STRPs), in which a short se-
quence of 2-5 nucleotides is repeated a variable number of times; insertions, in which
one or more nucleotides are inserted into the genome; deletions, in which one or more
nucleotides are absent from the genome; and duplications, in which sizable length of
sequence is repeated in some other location in the genome [10]. SNPs are the most
frequent type of genetic variation in humans [8].
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Figure 1.2: Common types of genetic variations
(a) Depiction of variations changing only one nucleotide. Note: insertions and
deletions may affect more than one consecutive nucleotide. (b) Depiction of
lengthier variations spanning a number of consecutive nucleotides.
Though ”mutation” often has a negative connotation, mutations and genetic vari-
ation should not always be associated with negative consequences. Mutations allow
for differences in proteins and other cellular components to be tested through the pro-
cesses of natural selection and evolution. Mutations can introduce variation into the
population. In some cases, these variations can be improvements over the original ge-
netic sequence [11]. Genetic variation is important for survival as well; a population
that is genetically diverse is far more likely to have members that are resistant to some
disease or pathogen as well as susceptible to it.
Today, much of the genetic variation we tend to think of is linked to traits that
are no longer vital for our survival: for example, hair color, eye color, and height.
However, genetic variations also influence our susceptibility to diseases and disor-
ders [9]. Uncovering more about the relationship between our genetic variations and
variations in our phenotype could lead us to a better understanding of how to test for,
prevent, treat, and cure a number of diseases and disorders.
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1.1.3 Genotype-Phenotype Relationships
There is a lot to gain from understanding the relationship between an individual’s
genetics — genotype — and their phenotypes. There are many traits, disorders, and
diseases which are thought to have a genetic component. Identifying the genetic com-
ponent becomes extremely valuable to researchers who are trying to treat or cure a
disease or disorder or to understand more about a particular trait [9].
At a molecular level, knowing the type of variation and its location within the
genome allows researchers to speculate about the effect of that mutation. For exam-
ple, in protein coding regions, a mutation may affect the structure and function of
the protein. Because the ability of a protein to function properly is dependent upon
its physical and chemical properties, understanding how the protein’s structure and
function has changed is often key in developing a test, treatment, or cure.
Furthermore, knowing that a group of variations are associated with each other
and with the phenotype gives insight into how these proteins may interact with each
other in normal and disease states [12]. Proteins do not work in an isolated environ-
ment but exist in the busy, complicated world of the cell, where molecules randomly
bump into other molecules constantly. Protein molecules are highly specific and will
only successfully interact with their substrate molecules. These substrate molecules
interact with their own set of molecules, and so on. The interactions of all molecules
in a cell are hugely complex [13]. A change to one protein may not just affect the re-
lationship between that protein and its substrate but may also affect that substrate’s
relationship to its substrate, and so on. The effects of a single genetic variation can
cascade as a number of variations in cellular interactions.
The complexity of the cell only further masks how a change in DNA can manifest
as a change in phenotype. It is difficult to track all molecules that are directly or in-
directly affected by a mutation on a microscale. It is even more difficult to determine
how these small effects collectively combine to produce a change in a macroscale phe-
notype. Furthermore, there are traits that are affected by dozens of genes, and perhaps
it takes multiple mutations within a single gene or spread across multiple genes to see
a change in that trait [14].
Researchers face a number of challenges in identifying which genetic components
are important for any given phenotype. The challenges begin with the size of our
genome; there are tens of thousands of genes and hundreds of thousands of proteins.
Another challenge lies in the complexity of biology; rarely does one single gene influ-
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ence one phenotype. More often, many different genes will work together in varying
degrees of cooperation or antagonism in order to influence a single phenotype [14]. In
other words, the components of our cells do not work in isolation. Researchers must
look for groups of genes that may or may not be working together to influence one
particular phenotype.
1.2 Genetic Association Studies
Genetic association studies are popular methods for determining whether one or
more variations in genotype are associated with a variation in phenotype. SNPs are
the most common variation studied, though other variations can be investigated as
well. While association and correlation do not guarantee a causal relationship be-
tween genotype and phenotype, successful association studies can be used to identify
candidate SNPs for further study [14, 15]. Additional targeted analysis may allow re-
searchers to more confidently identify genes that contribute to a phenotype. Should
a reliable causal relationship be uncovered, there is potential to ultimately develop
genetic tests for that disease or disorder [12]. Depending on the number of genetic lo-
cations — loci — considered, as well as the degree of interaction between loci, genetic
association studies can range from relatively simple to fairly complex.
1.2.1 Narrow Scope Association Studies
In its early days, DNA sequencing and genotyping was expensive to perform and
only a relatively small number of genetic loci could be sequenced or typed for any
given study. The limited loci for sequencing were selected based on prior knowledge
about the disease in question — regions that had already been identified as candi-
date contributing regions were used. These association studies were fairly limited in
genetic scope. Only these few loci were considered to determine whether any associ-
ations were present between the genotypes and the disease states [16].
1.2.2 Genome-Wide Association Studies
Advances in DNA sequencing technology brought about the possibility to rapidly
and inexpensively sequence many more genetic locations. As it became routine to
sequence hundreds of thousands of loci spanning the entire genome, genome-wide
association studies (GWAS) rose in popularity. GWAS have the potential to broadly
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assess the potential associations between any region of the genome and the disease in
question [17].
Simple GWAS test each candidate genetic variation one by one against the disease,
looking for statistically relevant correlations between the variation and the phenotype.
This approach is limited in its applicability because very few phenotypes are the result
of a single gene.
Slightly more advanced GWAS go a small step further and look for pairwise inter-
actions between variations that can combine to influence a phenotype. These studies
are only a modest improvement over the single variation studies. Neither single nor
pairwise studies can account for phenotypes that result from the interaction of many
gene products in the complex environment of the cell [16].
GWAS that attempt to consider three or more loci simultaneously have some dis-
advantages. Algorithms that search for higher order interactions between variations
are more resource intensive; an exhaustive search for interactions between three or
more variations quickly becomes infeasible as the scope of the GWAS increases. Fur-
thermore, standard machine learning techniques such as linear or logistic regression
are ill-suited for solving this problem; previous studies have found that these regres-
sion techniques perform poorly when learning from many SNPs simultaneously [18].
It is expected that other machine learning approaches may improve GWAS in deter-
mining genotype-phenotype mappings [19].
GWAS have been successful in identifying correlations between genetic markers
and diseases. It is expected that more genotype-phenotype relationships will be un-
covered by additional GWAS [17]. However, in order for higher-order interactions
between genetic loci and phenotype to be uncovered, more sophisticated analysis
methods must be employed.
1.3 Public Genetic Datasets
1.3.1 Genome Sequencing
Advances in DNA sequencing have made it possible for genetic information to be
obtained much faster and cheaper than ever before. In the early years of the Human
Genome Project (HGP) — a widespread initiative to sequence the human genome
— genetic sequencing was a long, costly procedure. The HGP spurred the develop-
ment of new sequencing technologies that are faster and less expensive to operate
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[20]. Sequencing technologies continue to improve, with the cost of sequencing drop-
ping each year [21]. Now, genome sequencing and genotyping can be performed in a
matter of hours rather than years for a fraction of the cost.
Even a decade ago, exorbitant costs kept the average person from having access
to even a fraction of their own genetic information [21]. Because of this, only well-
funded researchers or well-insured hospital patients could obtain large-scale genetic
information. Now, people outside of the scientific research community are able to pay
for sequencing services and receive a portion of their genetic information.
1.3.2 Direct-to-Consumer Sequencing Services
Direct-to-consumer (DTC) sequencing services allow anyone to send in a swab of
their cheek (and a check) in return for a digital file containing some portion of their
genome and, depending on the service, some limited interpretation of their genetic
data. Personalized genetic information is now available to a large proportion of the
population.
Common direct-to-consumer services include 23andMe, Illumina, deCODEme,
and AncestryDNA. Each has a slightly different target audience and promises to pro-
vide slightly different interpretations of the results. For example, 23andMe markets
its services toward people who are interested in learning more about their risks for
certain diseases. AncestryDNAmarkets its services toward people who are interested
in learning more about who they are related to and from where their ancestors may
have originated. Because each service is focused on answering different questions,
each service looks at a slightly different selection of SNPs across the genome. Some
locations in the genome are known to be associated with a higher risk for some dis-
ease, while other locations are used to trace ancestral lineages.
All known SNPs are identified using Reference SNP (RS) numbers. Though the
name implies that RS numbers exclusively identify SNPs, RS numbers may also iden-
tify other types of variations. (For the purposes of this thesis, RS numbers can be
considered to be synonymous with SNPs.) Each RS number, and therefore each SNP,
is associated with a specific location in the genome; there is a chromosome number
as well as a nucleotide position associated with each RS number. DNA is double-
stranded and a mutation may be associated with either strand. Therefore, each RS
number is also associated with a strand, designated in the human reference genome
as ”plus” and ”minus” strands. These properties are invariant across individuals —
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an RS number will always refer to exactly one chromosome-nucleotide-strand combi-
nation.
What is variable across individuals is the genotype found at each RS number. An in-
dividual’s genotype is simply the nucleotides found for that individual at the location
specified by a given RS number. Because humans have two sets of chromosomes, the
genotype for an RS number will be composed of two nucleotides: one nucleotide each
from thematernal and paternal chromosomes. Most DTC services report personalized
genotypes for between 500,000 and 1,000,000 RS numbers.
Figure 1.3: Illustration of chromosomes, strandedness, and genotypes
Note: for the purposes of illustrating this concept, SNPs are shown to be much
closer together on the chromosomes than they would tend to occur.
Figure 1.3 illustrates the relationship between RS numbers and genotypes for an
individual. Four RS numbers located on chromosome 13 are shown alongside the
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genotypes that Jane Doe has for those SNPs. All RS numbers shown happen to be as-
sociated with the ”plus” strand, so genotypes are derived from the nucleotides on the
”plus” strands at that location. Other chromosomes can be seen flanking chromosome
13, all of which display similar SNP information.
1.3.3 Open Source Genetic Data
Though DTC companies allow for individuals to access to their own genetic in-
formation, this alone does little to advance GWAS— one individual’s results provide
very little useful information when observed in isolation. The power of GWAS comes
from aggregating many thousands of individuals’ genetic information.
Until recently, thousands of individuals’ genetic information was difficult to ac-
quire for researchers and simply not available for the average ”citizen scientist.” This
has changed drastically with the establishment of open source genetic data reposito-
ries. Repositories such as openSNP [22] and the Personal Genome Project [23] aim to
make science more open and accessible. The platforms allow individuals who have
used DTC services to upload their genetic data files to a central, public repository.
These individuals can then respond to a variety of surveys which ask questions about
various aspects of their phenotype: height, hair color, eye color, allergies, cancer diag-
noses, and many other traits that could be influenced by genetics.
Making this genetic data public gives virtually anyone access to gigabytes of ge-
netic data. By providing data for anyone to use, the search for genotype-phenotype
relationships is no longer limited to academic labs and can be extended to anyonewill-
ing to work with the data. As these genotype-phenotype public repositories become
more widely used, the opportunity for anyone tomine the data containedwithin them
improves. Not only will more genetic information be available as more people upload
their data to these repositories, but the challenges of large scale GWAS can be tackled
by crowd-sourcing the problem. Crowd-sourcing has been a successful tactic used to
solve a number of other complex problems, such as determining lowest-energy three-
dimensional protein shapes [24].
The files found in public genetic data repositories most often contain RS numbers
and the associated genotype for that individual. Many reported SNPs will be located
on autosomal chromosomes 1-22 while relatively few will located on the X or Y sex
chromosomes. Files may sometimes also include the chromosome number and nu-




Machine learning (ML) is a branch of programming and statistics that utilizes
the power of computers to learn trends or other important information from data.
There are a number of different machine learning approaches, each suited to a differ-
ent type of data and a different set of analysis goals. Machine learning approaches
have become particularly popular with datasets that are large and have many differ-
ent features; often, ML approaches will find subtle trends that are not otherwise ap-
parent. This is especially relevant in the current era of ”big data” in which extremely
large-scale data is thought to contain useful information, but requires some non-trivial
amount of analysis to elucidate important characteristics. Many biological problems,
including genome-wide association studies, are ”big data” problems.
Machine learning algorithms learn from a number of features (often designated as
p) spanning a number of samples (often designated as n). In the case of genetic stud-
ies, the features are the specific genetic loci (often SNPs) that are observed, while the
samples are the individuals that have participated in genetic sequencing or genotyp-
ing. The response variable is some phenotypic trait or disease.
Machine learning approaches can be split into two broad classes based on the na-
ture of the data’s response variable: classification problems and regression problems.
In classification machine learning problems, the response variable takes on a discrete
set of possible values. For example, a common biological binary phenotype classifi-
cation would be ”disease” and ”normal.” In regression machine learning problems,
the response variable takes on a continuous range of values. For example, height is
a common biological real-valued phenotype. With phenotypic response data, both
classification and regression approaches must be considered.
1.4.2 Random Forests
One machine learning approach that is particularly relevant for many biological
applications is that of random forests [25]. Random forests (RF) are a type of ensem-
ble learner in which many relatively poor learners are combined to produce a larger,
improved learner [26]. In the case of random forests, the weak learners are thousands
of individually trained decision trees.
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Decision trees are relatively simple yet powerful machine learning tools. To build
a decision tree, the feature that can best split the data is selected as a node. This ”best
split” is often determined by maximizing the amount of information gained by using
that feature to split the data. The branches off each node are the possible values for the
feature associated with the node. Additional nodes are built off of the previous nodes,
with the ”best-splitting” features selected at each iteration. Decision trees ultimately
end in leaf nodes representing some final value or classification [27].
Figure 1.4: Example decision tree applied to genetic data
An example classification decision tree applied to genetic data with SNPs as
features. Nodes are SNPs and branches are genotypes. Colored leaf nodes
represent phenotype classes.
An example of a basic decision tree is shown in Figure 1.4. Nodes of the tree are
SNPs — the features in genetic data. The branches off of nodes indicate the geno-
types associated with that SNP and how those genotypes are used to maximize the
homogeneity of the two groups of samples produced by the split. As an example,
the top node of Figure 1.4 indicates that rs62651026 best splits the samples (individ-
uals). Samples with a genotype of CC are split from all other samples with a genotype
of CT or TT. The SNP at the subsequent node — rs376007522 for the former group
and rs143255646 for the latter group — is the SNP that best splits each sub-group of
samples. This continues for the rest of the tree. This particular decision tree is used
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for classification purposes, and ultimately classifies samples into one of two classes,
represented in Figure 1.4 as colored nodes.
Random forests are composed of thousands of different decision trees. Each tree
is trained on a bootstrap aggregated (bagged) subset of the training samples, mean-
ing each tree’s d training samples are randomly selected with replacement from the
entirety of the n training samples, where d ≤ n. This produces some amount of vari-
ation between trees. Additional variation is introduced in how features are selected.
At each node, only a random subset of the p features are considered — often on the
order of √p features — and the best-splitting feature from this subset is selected. An
example random forest depicting slight variation between decision trees can be found
in Figure 1.5.
Figure 1.5: Example random forest classifier
An example trained random forest for classification with m trees and 2
response classes. Colored leaf nodes represent response classes. Each tree has
a slightly different structure and takes different paths to classify its samples.
The randomness in random forests is particularly beneficial for high-dimensional,
big-data problems like GWAS, in which the number of features far exceeds the num-
ber of samples. An exhaustive search for the ideal feature to split at each node, while
feasible, is time intensive and does not guarantee that the best decision tree is gener-
ated. With random forests, the high variance of each decision tree is smoothed by the
thousands of instances of trees. Furthermore, features that may not be the strongest of
the entire feature set but are still useful features have a better chance of being selected
out of a smaller random subset of features.
A random forest of m trees is built, or trained, using a set of training samples. This
is often a fraction of all samples available. The remaining samples are reserved for
testing purposes to evaluate the success of the forest in classifying samples it has not
yet seen. Each test sample is classified by each decision tree in the forest, resulting in
m classification predictions or ”votes” — one for each tree. In the most basic random
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forest implementation, each vote is weighed equally, and a simple majority of votes
produces a final classification prediction for that sample [26]. In more sophisticated
random forests, votes can be weighed unequally. This is usually done in an attempt
to improve classification accuracies of rare classes.
Figure 1.6 shows how a random forest is used to classify example test sample ni.
Test sample ni is classified by all m decision trees, three of which are shown. The
”votes” for each class are tallied across the whole forest. The class with the majority
of votes wins: test sample ni is classified as belonging to the ”yellow” class.
Figure 1.6: Example trained random forest classifier
An example random forest for classification with m = 5000 trees. Different
class predictions are represented as colored leaf nodes.
Random forests can be used for both real-valued and categorical data, and they
perform well with large datasets. They are toted as ”white-box” models because the
decision path is easily traced through internal nodes and the procedure behind a fi-
nal classification is not obscured. ”White-box” models have inner workings that are
interpretable. They stand in contrast to the more common ”black-box” models, in
which the learning decisions are not easily interpretable. Interpretability of the ma-
chine learning model is an attractive advantage for problems where it is desirable to
understand the features that are most important to the model. GWAS are an example
of this type of problem; understanding which SNPs are most important in determin-
ing phenotype is extremely valuable.
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Random forests are well-suited for biological applications for two additional rea-
sons. First, random forests have the potential to detect interacting features [25, 28].
As discussed earlier, biological systems are rarely straightforward, and often involve
many interacting components. Random forests allow for some amount of feature in-
teraction to be modeled by assessing the combinations of features that appear along
decision tree branches. Features that are frequently found together along decision
tree paths can be flagged for further investigation to determine whether these features
have some functional interaction.
Second, random forest features are assigned ”importance” scores. Though the
methods for determining importance scores depends on the random forest imple-
mentation, the general idea is that features that are more frequently selected to split
samples are ranked as more important than other features. Features that are consis-
tently among the top scoring ”important features” over one or more random forests
are worth exploring further. The scoring of features is extremely useful for biological
problems — in many situations in biology, it is as important to understand the impor-
tant contributors to some phenotype as it is to be able to reliably predict a phenotype.
1.5 Previous Work and Current Challenges
1.5.1 Random Forests for GWAS: Successes
Random forests have been shown to be robust to noise and false positives [16] and
are expected to be useful in detecting interacting SNPs. In fact, there have been a
number of successful applications of random forest approaches to genetic datasets,
including studies published by Amaratunga, Cabrera, and Lee in 2008 [29], Schwarz,
Ko¨nig, and Ziegler in 2010 [30], Nguyen, Huang, Wu, Nguyen, and Li in 2015 [31],
and Bureau et al. in 2005 [32].
Amaratunga et al. (2008) reported success in using a modified version of ran-
dom forests to detect few informative features from microarray datasets [29]. A ran-
dom forest GWAS performed by Schwarz et al. (2010) identified SNPs important in
Crohn’s disease that corroborated with other literature [30]. Nguyen et al. (2015)
successfully used an iterative form of random forests to learn informative SNPs from
high-dimensional data (on the order of hundreds of thousands of SNPs) [31].
Bureau et al. (2005) illustrated the potential for using random forests to correctly
identify SNPs that were already known to be involved in asthma, the phenotype of
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interest [32]. A study by Lunetta, Hayward, Segal, and Van Eerdewegh (2004) empha-
sized the fact that univariate screening of features is unlikely to find SNPs that happen
to be important for multi-SNP interactions associated with phenotype [28]. Both stud-
ies looked at SNPs whose association (or lack thereof) was known beforehand.
Random forests were selected as the primary machine learning approach for this
project in part due to these reported successes. The successes of numerous smaller-
scale GWAS using random forests suggest that random forest approaches are a good
candidate for this study. However, random forests employed for GWAS are not with-
out their own set of challenges.
1.5.2 Random Forests for GWAS: Challenges
One study found that SNPs that were highly correlated with each other tended to
have reduced importance scores [33]. This was found in other studies, as well; Meng
et al. (2009) thoroughly investigated the effect of highly-correlated SNPs on impor-
tance values [34]. These studies conclude that because correlation among SNPs —
biologically, linkage disequilibrium— is not uncommon, some amount of adjustment
must be made for correlated SNPs in order to obtain representative importances.
With high-dimensional datasets, feature reduction techniques are often used to
reduce the large number of features to a smaller, more manageable set of features.
The huge number of SNPs present in GWAS suggests that feature reduction may be
worth pursuring. Some studies suggest filtering the entire set of SNPs in some way
prior to tree-building [16, 35, 36]. Onemethod is to require the subset of SNPs to pass a
significance test when observed in isolation [35]. Another method suggests selecting
SNPs that are located within genes already known to be associated with the target
phenotype [16].
Such approaches would cut down on the search space, but may remove rele-
vant SNPs involved in multi-gene relationships, may overlook potentially informa-
tive SNPs, and may limit novel SNP associations by biasing selection toward well-
characterized genes. Any preselection of SNPs prior to full-scale learning introduces
bias into the model.
Without feature reduction, the small fraction of truly informative SNPs can be
overwhelmed by the sheer number of SNPs, most of which are uninformative.
Genuer, Poggi, and Tuleau (2008) explore this idea, explaining that if very few fea-
tures are truly important in the learning task, it becomes less and less likely that those
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features will be selected as part of the random feature subset as the number of features
increases [33]. For extremely high-dimensional data, the few features known to be im-
portant tend to have importance scores that are lost amongst the noisy, unimportant
features. This is a problem that must be remedied if we suspect there to be relatively
few important features for a given phenotype.
1.5.3 Underdetermined Systems
An added challenge to this project is the fact that there are orders of magnitude
more features than there are samples. Such a problem, in which there are many more
features to learn than there are samples to learn from, is called an underdetermined
system, or a ”small n, large p” problem. This presents a challenge in and of itself.
There are statistical limits to what can be presented as a solution to such problems. In
the case where there are many more unknown variables (features, SNPs) than there
are samples to learn from, it is statistically impossible to settle on a single unique
solution.
A previous study of high-dimension low sample size datasets suggests that ran-
dom forests tend to be robust classifier models, and are good options for both simu-
lated and real ”small n, large p” datasets [37]. Other studies confirm successful learn-
ing of ”small n, large p” datasets using modified random forest approaches [31].
1.5.4 Thesis Overview
Recent advances in sequencing technologies and data sharing have paved the way
for crowd-sourcing GWAS. The challenges that remain involve:
• how to prepare the public genetic data for use,
• how to learn important genetic locations from hundreds of thousands of possi-
bilities with only hundreds of samples,
• how to maintain potentially important and informative relationships between
many genetic locations that work collectively to produce a phenotype,
• and how to minimize computational complexity with such large-scale data.
This thesis investigated the feasibility of using publicly available genetic and phe-
notypic data for a genome-wide association study. The project was divided into two
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distinct yet related components: methods and considerations for adequate data prepa-
ration of public genetic data, and investigation of machine learning methods appro-
priate for learning important genotype-phenotype associations.
Data preparation and homogenization is vitally important. The data available
in public repositories comes from a number of different sources, each with its own
method for storing genotyping information. Data must be homogenized in order to
use data from all sources. Furthermore, some amount of error-checking and correc-
tions must be performed to ensure that there are no conflicting genotypes for a partic-
ipant and to ensure that the same SNP identifiers are used across all participants.
Data obtained from public genetic data repositories is currently on the order of
a few thousand unique participants and a few million unique SNPs. When consid-
ering a subset of the data used for a specific phenotype analysis, the ratio drops to
a few hundred participants and a few hundred thousand SNPs. Such data falls un-
der the ”small n, large p” problem, and falls near the limit of what may be feasible:
an n : p ratio of 10−3, as is the case with this data, is extreme and is challenging
[37, 38]. Random forests and a number of RF variations were pursued extensively,
as there are significant examples of successful applications of RF to genetic data. Af-
ter encountering fundamental limitations with RF implementations, other machine




All data, both genetic and phenotypic, was preprocessed prior to analysis. Genetic
data was homogenized into a uniform format. Phenotype response data was normal-
ized to a small set of representative responses. Different data subsets were constructed
from the entirety of the dataset using specific phenotype surveys, as well as different
selections of participants and RS numbers. These data subsets were constructed to
be simply fed into a downstream machine learning algorithm. An overview of the
preprocessing methods is illustrated in Figure 2.1.
Figure 2.1: Preprocessing methods overview
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Preprocessing scripts were written in Perl, Python, and bash. The preprocess-
ing pipeline was streamlined to run automatically from data download through the
end of phenotypic processing and took approximately 22 hours to run sequentially
on a Linux 3.2.0-4-amd64 research machine with 128 GB of RAM operating Debian
GNU/Linux 7.11. Manual intervention is necessary to select the ideal participant to
RS number ratio, but subsequent processing can run automatically.
2.1 Download
All data was obtained from openSNP on 6 June 2016. Data was downloaded as
a single zipped file 1 containing all openSNP files. The zipped download was in-
flated into many genetic data files, a comma separated file listing phenotype survey
responses, many Fitbit data files, a zipped directory containing some picture pheno-
types, and a readme. The only files of interest for this study were the first two listed
above: the genetic data files and the phenotype survey CSV file. The rest of the files
were not used for this project and were discarded.
All openSNP participants — individuals who have opted to share their DTC ge-
netic data publicly — have a unique user identification number. Each participant may
have one or more genetic data files linked to their user ID. All files in the openSNP
repository have a unique file identification number. All files explicitly list the user
to which the file belongs as well as the DTC sequencing service from which the file
was obtained. openSNP allows participants to upload genetic data files from a hand-
ful of common sequencing services, including 23andMe, Illumina (Family Tree DNA),
AncestryDNA, deCODEme, and the Inside Your Genome project.
The unzipping process specified above inflated all genetic data files as .txt files,
though not all files were in fact plain ASCII text files. Genetic data files were checked
using the file command line utility to determine the file type. The extensions of all
genetic data files were renamed to reflect the true file type. Many files kept the .txt
extension, while others were changed to .zip, .gzip, .doc, .docx, .xls, .xlsx, .pdf,
.png, .jpeg, and .xml. Files that did not fall into the above categories included binary
files and empty files, and these were given a .remove extension which marked them
for removal from the study.
1Download available at https://opensnp.org/data/zip/opensnp datadump.current.zip.
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2.2 Preprocessing Genetic Data
2.2.1 Converting to Plain Text
To maximize the extraction of useful genetic data, a conversion to a plain text file
was attempted on all possible file types. As shown in Table 2.1, if a conversion failed,
the file was marked for removal. Some files were designated as non-convertible, and
were marked for removal immediately, including .pdf, .png, and .jpeg files.
Table 2.1: Actions taken for each file type
Extension 1st Action 2nd Action 3rd Action
.txt — — —
.zip Unzip Convert Remove
.gzip Unzip — —
.doc Convert Remove —
.docx Convert Remove —
.xls Convert Remove —
.xlsx Convert Remove —
.xml Convert Remove —
.pdf Remove — —
.png Remove — —
.jpeg Remove — —
.remove Remove — —
All compressed files were inflated. gzip files were simply inflated to the original
file, as the gzip utility only compresses one single file. zip files, which can contain
any number of files and directories, were inflated carefully in order to extract the
appropriate target genetic file.
• Some zip files inflated a single file — the target file.
• Some zip files inflated the target file as well as a directory containing a hidden
copy of the target file. The target file was retained and the directory was dis-
carded.
• Some zip files from the AncestryDNA sequencing service inflated an HTML
document and a directory containing many files. The one useful file within the
directory was retained and the rest of the files were discarded. Specifically, the
file promethease data/report Tab.txt was retained.
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• Some zip files from the Illumina sequencing service inflated a VCF file, a BED
file, and a readme. The VCF file was retained and the other files were discarded.
• Some zip files from the deCODEme sequencing service inflated XML files as
well as a number of directories. The one useful file within one of the directo-
ries was retained and the rest of the files were discarded. Specifically, the file
xl/worksheets/sheet1.xmlwas retained.
Some zip files failed to unzip. These files were marked for removal. Errors in-
cluded the following, and could possibly be attributed to problems that occurred dur-
ing the user upload process, or the later download process:
• caution: zipfile comment truncated
• warning: zipfile claims to be last disk of a multi-part archive
• error: missing <x> bytes in zipfile
• error: attempting to seek before beginning of zipfile
• end-of-central-directory signature not found
• cannot find zipfile, directory in one of ...
At a maximum, one file from the unzipping process was retained for each original
zip or gzip file. As mentioned above, some zip files produced no retainable files due
to errors in unzipping.
After inflation, the target files were checked for file type using the file command
line utility. File extensions were renamed to reflect the contents of the file. Files that
were of a convertible type (see Table 2.1), both from the original download inflation
process as well as the secondary inflation process, were run through unoconv, a com-
mand line file conversion tool, with the appropriate arguments for the file type [39].
Files that successfully converted to plain text files were retained. Files that failed the
conversion process were marked for removal.
2.2.2 File Removal
All files marked for removal were discarded from the study. This included: binary
and empty files; .zip files that failed to inflate; .doc, .docx, .xls, .xlsx, and .xml
files that failed to convert to plain text; and .pdf, .png, and .jpeg files.
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Files marked for removal were checked to evaluate whether valuable genetic in-
formation would be removed from the study. Most files did not contain genetic in-
formation. In a handful of cases, files contained genetic information, but only for
approximately 30 loci. This is orders of magnitude smaller than nearly all other ge-
netic files, which contained on the order of 105 to 106 loci. These files were so small
that they would not have contributed meaningfully to the analysis.
Additionally, files that technically contained genetic information, but the informa-
tion was irreconcilable with the rest of the genetic data, were removed. Specifically,
files that did not contain RS number and genotype information were removed, includ-
ing FASTA files and files containing CTS sites.
2.2.3 Homogenizing Genetic Data Formats
Each sequencing service provides its genetic data files in a different format. The
essential pieces of information for this project were RS numbers and the correspond-
ing genotypes. Though some sequencing services provide additional information in
their files, this information was unnecessary for this study and was disregarded. The
RS numbers and corresponding genotypes were extracted from all genetic files and
reconstructed in a simple file format for downstream processing.
Structural differences between files (e.g. comma-separated versus tab-separated)
were ascertained by observing any available documentation for each sequencing ser-
vice’s files. Additionally, special character encodings for insertions, deletions, and
no-call genotypes were determined from available documentation. All files were con-
verted to the same tab-separated format (RS number - tab - genotype), with the same
character encodings (A, C, G, T, I, and D) for the four nucleotides, insertions, and
deletions.
Files from 23andMe [40, 41], Ancestry [42], deCODEme [43], Inside Your Genome
[44], and Illumina [45, 46] were homogenized using nearly identical methods. All
quotes were removed. Alleles were modified to be presented in alphabetical pairs
because alleles cannot be guaranteed to be in phase. Haploid loci were doubled. In-
sertions and deletions were normalized to I and D respectively. No-call genotypes
and other cases in which it was unclear as to what the genotype was reporting were
removed. Blank lines, comment lines, header lines, lines that did not conform to the
file format standard for that source file type, and lines that did not specify RS numbers
(e.g. internal identification numbers prefixed with ”i”) were removed.
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VCF files were homogenized in a different manner. All VCF-marked files except
one were of file format VCF4.1. The documentation for these files was consulted in
order to determine how to mine the RS-genotype information [47, 48, 49]. The RS
number, reference allele, alternate alleles, and genotype specification were extracted
from lines containing such information. Insertions and deletions were encoded using
the scheme mentioned above. Alleles were modified to be presented in alphabetical
pairs and haploid loci were doubled. Lines containing ”N” as a reference or alternate
allele, lines that specified multiple reference alleles, and lines with missing alleles
were removed. Filters available on each line were not used to screen the variants.
2.2.4 RS Number Mapping
With the genetic data represented in plain text files in a consistent format, addi-
tional modifications were made to ensure homogeneous data.
RS numbers are unique and are assigned in increasing order. Each RS number will
reference one and only one location in the genome. Occasionally, it is found that there
are multiple RS numbers that reference the exact same location in the genome. When
this is discovered, the larger RS number is retired, and the lower RS number is used
in its place.
A table specifying RS numbers that have been mapped to lower, equivalent RS
numbers was downloaded 2 fromNCBI on 13March 2016. Documentation explaining
the fields of the table was obtained from the NCBI dbSNPwebsite [50]. All SNPs from
all files were checked for inclusion in the table. Any RS number found to be retired
was replaced with its lower, equivalent RS number. The genotype for that SNP was
not modified.
2.2.5 Strand Adjustment
SNPs may occur on either strand. As such, SNPs reported in genetic files may
not all initially align to one strand. Furthermore, different sequencing services may
or may not adjust for strandedness; for example, 23andMe reports all genotypes in




The table specifying the strandedness of RS numbers was downloaded 3 from the
UCSC Genome Browser on 11 March 2016, using assembly GRCh38/hg38 from De-
cember 2013 [52]. Documentation explaining the table schema was obtained from the
UCSC website [53]. All SNPs from all files were crossed with the database; any SNPs
not found in the database were removed. RS numbers specifying insertions and dele-
tions were not modified.
For SNPs found in the database, genotypes were converted to be represented on
the plus strand, if possible. Not all SNPs’ genotypes could be converted with com-
plete confidence. Genotypes were converted to the plus strand if it was clear that
the conversion was necessary. For ambiguous situations, the SNPs were removed to
err on the conservative side. A thorough breakdown of which situations resulted in
strand conversion, no modification, or SNP removal can be found in Table 2.2.
Table 2.2: Actions taken for strandedness
Situation Action
Neither of the alleles and neither of their
complements are observed alleles.
Remove
Neither the first allele nor its complement is
observed, but both the second allele and its
complement are observed.
Remove
The first allele is not observed but its complement is,
and the second allele is observed.
Remove
Neither of the alleles is observed, but both of the
complementary alleles are observed.
Complement both alleles
The first allele must be complemented, and the
second allele is observed both as reported and
complemented.
Complement both alleles
Both of the alleles are observed, and neither
complement is observed.
No change
Both of the alleles are observed, and one of the alleles’
complement is observed.
No change






2.2.6 RS Number Merging
All participants had their files checked for duplicate RS numbers. For some par-
ticipants, this required consolidating multiple files into a single file. RS numbers that
had consistent genotypes between and within all files for that participant were kept.
Any RS numbers with conflicting genotypes between or within genetic data files were
removed.
2.3 Preprocessing Phenotype Data
2.3.1 Survey Pruning
For some participants, the phenotype CSV file contained multiple responses for a
single survey. These occur as exact duplicates within the file and were removed. The
desired phenotype surveys were extracted from the CSV file. Participants that did not
respond were removed from each survey.
2.3.2 Survey Selection
Six surveys were selected out of nearly 400 possible phenotype surveys. To fa-
cilitate a range of viable test datasets in downstream machine learning approaches,
surveys were selected such that:
• each survey had a sufficiently large number of participants that had responded,
typically n ≥ 350;
• each survey had participant responses that could be clearly mapped to a nor-
malized set of responses;
• surveys representing both categorical responses and real-valued responses were
included;
• the responses for categorical-response surveys were split in different ways, from
as even a split as a 70%-30% ratio, to as skewed as split as a 95%-5% ratio;
• and there was reasonable cause to believe that the trait of interest for each survey
was at least partially dependent on the participant’s genetics.
The following surveys were used for development of machine learning methods:
astigmatism, color blindness, handedness, height, lactose intolerance, and tongue
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roller. All but the height survey had categorical responses. The height responses were
continuous.
The response class ratios for the five surveys with categorical responses are shown
in Table 2.3. The responses from the one selected continuous response survey were
plotted to ensure that the responses were roughly normally distributed. The distribu-
tion of responses to the height survey is shown in Figure 2.2.
Table 2.3: Survey response class percentages
Survey Majority class Minority class Minority class
Astigmatism 72.4% 27.6% 0%
Color blindness 94.4% 5.6% 0%
Handedness 79.4% 14.6% 6.0%
Lactose intolerance 83.9% 16.1% 0%
Tongue roller 81.0% 19.0% 0%
All surveys considered had a response class that was much larger than all
other responses. Most surveys only had 2 possible responses, and therefore
only had one minority class. One survey (handedness) had two minority
classes for a total of three possible response classes.
Figure 2.2: Distribution of participant heights
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2.3.3 Homogenize Survey Responses
All selected surveys required some amount of response standardization. A set of
concise, normalized responses for each survey was generated, along with a mapping
scheme that mapped the unique participant responses with the roughly equivalent
normalized responses. Tables 2.4 and 2.5 are examples of such response mappings,
specifically for the astigmatism and handedness surveys, respectively.
Table 2.4: Survey response mappings: astigmatism





1 left eye only
1 extreme, bilaterally
1 right eye only
1 true
1 had it as a child. corrected it with
glasses. never had a recurrence
Responses were normalized to binary classes: 0 indicating no astigmatism and
1 indicating astigmatism. Other surveys with binary responses were mapped
similarly.
Survey responses that were ambiguous or insufficient, such as the response of
”70%” to the handedness survey, were removed. Ambiguous responses were infre-
quent and their exclusion did not significantly lower the number of participants asso-
ciated with the survey.
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Table 2.5: Survey response mappings: handedness
Normalized response Participant response
A ambidexterous
A ambidexterous, write with right hand
A ambidexterous, write with left hand
L left-handed dominant, right-handed/ambidextrous for sport.
L was born left handed but forced to be right
L left-handed for small motor movement, writing. right-handed for
large motor movement, throwing
L left-handed
L left-handed trained right handed as child
R right handed. left footed.
R right handed
R right
R right hand dominant but ambidextrous and goofy-footed in
sports/larger motor movement
R
primarily right-handed but for active, more detailed activities
(e.g. writing, drawing, using scissors, etc.), less precise, slow, and
less focused movements are done with my left hand (e.g.
driving/steering, pulling/pushing to open doors, etc.)
R right-handed
R right-handed but throw ball overarm with my left
R right-handed dominant with left for computer mouse
R
right hand dominant, play multiple musical instruments,guitar,
banjo, mandolin,baseball,switch hitter, fine motor skills
ambidextrous
R right-handed dominant, left-handed for eating, riding and sport
when younger.
R left-handed in hockey and dominant left handed clapping,
everything else right handed
x 70%
Responses were normalized to three classes: ambidextrous (A), left-handed
(L), and right-handed (R). Ambiguous responses were removed (x).
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2.4 Identifying Data Subset
Multiple subsets of participants and RS numbers were selected from each survey
to generate multiple datasets. As discussed earlier, different n : p ratios (n being
the number of participants and p being the number of RS numbers) can affect the
performance of machine learning algorithms. In order to evaluate the performance
of the random forest algorithm on different n : p ratios, many subsets of data were
selected to ensure a variety of n : p ratios.
2.4.1 Constructing n : p Ratios
A simple thresholding operation was performed in order to obtain different sub-
sets of participants. Participants were screened for a minimum count of RS numbers
in their homogenized genetic file at thresholds ranging from aminimum of 1 RS num-
ber to a minimum of 950,000 RS numbers, in increments of 25,000. Though this results
in 39 different thresholds, only between 11 and 17 unique subsets of participants per
survey were generated.
For each subset of participants generated by thresholding, a list of RS numbers
common to all those participants was constructed. This resulted in 11 to 17 unique
n : p ratios per survey. This approach of selecting RS numbers common to the subset
of participants ensures that all data subsets are fully dense — that there is genotype
information for all RS numbers selected for all participants.
2.4.2 Selecting n : p Ratios
Across surveys, many n : p ratios were of similar magnitudes. Ten data subsets
were selected from across all surveys and all n : p ratios such that all surveys were
represented and a range of ratios were represented, from as even a ratio as n/p ≈ 10−1
to as skewed a ratio as n/p ≈ 10−3.
2.5 Adjusting for Complete Linkage Disequilibrium
All data subsets were adjusted for correlated features, specifically for RS numbers
that were in complete linkage disequilibrium (LD). Groups of features that were per-
fectly correlated were consolidated down to a single representative feature for the
group. Group membership tables were retained to facilitate mappings from a group
identification number back to the constituent RS numbers.
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Perfect correlation (complete LD) was assessed for each possible pair of features.
Feature pairs in which each possible genotype for feature A corresponded to one
and only one genotype for feature B, and each possible genotype for feature B corre-
sponded to one and only one genotype for feature A were considered to be perfectly
correlated and were grouped together. Additional features found to be in complete
LD with a feature already in a consolidated group were added to that group. Follow-
ing all pairwise feature comparisons, a representative from each group was inserted
into the matrix, while the rest of the members of the groups were removed.
Table 2.6 is an example portion of a data subset. rs1000 and rs1003 are in com-
plete LD with each other: across all participants, a genotype of AA for rs1000 is always
associated with a genotype of GG for rs1003, and vice versa, and a genotype of AG for
rs1000 is always associated with a genotype of AA for rs1003, and vice versa. Simi-
larly, rs1001 and rs1002 are in complete LD. These are the only cases of complete LD
in Table 2.6: rs1000 is not in complete LD with rs1001 or rs1002, for example. The
data subset shown in Table 2.6 would be reduced to two features: one representing
the grouping of rs1000 and rs1003 and a second representing the grouping of rs1001
and rs1002.
Table 2.6: Example of complete LD
ID rs1000 rs1003 rs1001 rs1002
user0001 AA GG CT CC
user0006 AA GG CC CG
user0008 AA GG TT GG
user0010 AG AA CC CG
user0011 AA GG TT GG
user0013 AA GG CC CG
user0014 AA GG CT CC
user0017 AA GG TT GG
user0022 AG AA CC CG
RS numbers in near-perfect linkage disequilibrium were not consolidated into
groups. Only the features that were found to be perfectly correlated were reduced
down to a single feature.
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2.6 Preparing for Machine Learning
A matrix for each selected data subset was constructed, an example of which is
shown in 2.7. Participants and RS numbers were crossed such that the elements of
these matrices contain genotype information.
Table 2.7: Example participant-RS number matrix
ID rs10000226 rs10000282 rs1000031 rs10001280 rs10001565
user0001 CC CT GG GG CC
user0006 CC CC AG GG CC
user0008 CC CT AA GG CC
user0010 CT CC GG GG CC
user0011 CC CC AG GT CT
user0013 CT CT AG GG CC
user0014 CC CC GG GG CT
user0017 CC CC AA GG CC
user0022 CC CC AA GG CC
user0026 CC CC AG GG CC
All matrices were combined with the normalized survey responses from each par-
ticipant. The resulting matrices for all data subsets were used as the input for all
downstream machine learning approaches.
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Chapter 3
Preprocessing Results and Analysis
3.1 Preprocessing Genetic Data
The genetic preprocessing steps were carefully analyzed to ensure that maximal
data was recovered from the original dataset. This was balanced with ensuring the
data was as reliable as possible, which often required removing portions of the data.
Table 3.1: Count of participants and files across preprocessing steps
Stage Number of participants Number of files
(0) Download 2,522 2,708
(0) Genetic files 2,487 2,609
(1) Unzipped 2,461 2,579
(2) Converted 2,451 2,567
(3) RS mapped 2,451 2,567
(4) Strand 2,451 2,567
(5) Merged 2,451 2,451
The counts listed for each stage were obtained after performing the
preprocessing procedure for that stage.
Table 3.1 shows an overview of the reduction of available data throughout prepro-
cessing. Preprocessing steps are listed, beginning with the original download (includ-
ing the many Fitbit and picture phenotype files that were immediately eliminated)
through to the merging process for all participants. It is clear that though files were
removed from the study throughout preprocessing, these files were negligible and
ample genetic files remained. Similarly, a number of participants were removed from
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the study due to their only genetic file being marked for removal. However, this de-
crease in participant numbers was negligible.
3.1.1 File Removal
In order to maximize the amount of genetic data available for a GWAS, only files
that were deemed necessary to remove were discarded. Out of a total of 2,609 ge-
netic files, only 30 were removed in the file pruning stage. An additional 12 files were
removed during the subsequent format conversion stage due to incompatible file for-
mats, for a final total of 2,567 files. Table 3.2 lists the counts of removed files for each
file type.













Files were designated with a .remove extension if the file command line
utility listed the files as being empty, binary files, or if they contained
irrelevant information.
Files marked for removal were investigated to determine whether any useful ge-
netic information would be removed. Only one file was suspected to contain genetic
data of the proper format and scale. Descriptions of the contents of discarded files are
described below:
• Discarded .pdf files included a 75-page chapter from a book, a sales receipt for
four armchairs, approximately 3 dozen RS numbers and associated genotype
information, and a diagram depicting methylation accompanying that partici-
pant’s methylation profile.
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• Discarded .png and .jpeg files included an image of a bible verse, images of the
participant (presumably), a photograph of a participant’s genetic information
sheet containing approximately 3 dozen RS numbers and associated genotype
information, an image of a video game character, a flowchart, and a diagram.
• Discarded .doc, .docx, .xls, and .xlsx files included files containing approxi-
mately 3 dozen marker-value pairs specified in a format not useful for this study
(i.e. not SNPs), as well as one file that most likely contained full genotyping
results. This is the only noted case where valuable genetic information was re-
moved from the study.
• FASTA files, as well as files contained CTS genetic information, were discarded.
The genetic information contained within these files was incompatible with the
RS number data the comprised the bulk of the genetic data.
Table 3.3 lists the number of usable genetic files from each genetic sequencing ser-
vice. Files designated as VCF files were from the sources listed, but were of a unique
format that was consistent across VCF files and was markedly different from the file
format normal to the source. These VCF files were grouped together for the rest of
preprocessing.






Inside Your Genome 8
VCF - 23andMe 20
VCF - Illumina 1
VCF - Inside Your Genome 1
3.1.2 Homogenizing Genetic Data Formats
During the file format homogenization procedure, files had lines removed for a
number of reasons, including: unexpected formatting changes that did not conform to
the rest of the file, superfluous comment lines or blank lines, and genotypes that were
unclear whether they were deletions or no-call genotypes due to poor documentation.
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Not all genetic data sources were equal in terms of quality; the number of lines
omitted for each genetic file source is outlined in Table 3.4. Clearly, VCF files required
the most pruning and suffered the most losses. Similarly, files from the Inside Your
Genome service suffered losses of over 10%. Files from 23andMe are only slightly bet-
ter than Inside Your Genome files, with nearly 10% of lines from 23andMe files omit-
ted. However, because 23andMe files were so much larger than Inside Your Genome
files, the 10% loss of lines still allowed many 23andMe files to be useful for down-
stream analysis. Files from Illumina fared the best; on average, less than one percent
of all lines were omitted.
Table 3.4: Average count of lines omitted per file during homogenization






23andMe 39,686 723,459 9.243%
AncestryDNA 14,405 696,124 2.205%
deCODEme 43,182 1,106,003 3.904%
Illumina 6,500 585,991 0.599%
Inside Your Genome 24 170 13.847%
VCF 806,773 968,703 42.081%
A total of 107,596,441 lines were removed from the study during this stage of pre-
processing out of a total of 1,829,751,894 lines, or approximately 5.880% of the data.
3.1.3 RS Number Mapping
RS number mapping was vital to ensure that different RS numbers truly referred
to different genetic loci; each location in the genome that is contained in the dataset
should be represented by one and only one identifier. This helps ensure that the RS
numbers common to a subset of participants is maximized, and therefore the data that
can be used for learning is maximized.
Table 3.5 lists the count of RS numbers that were successfully mapped to a lower
RS number during the mapping phase of preprocessing. Again, VCF files as well as
files from Inside Your Genome required the largest percentage of modifications per
file. All things considered, all data sources performed well — at a maximum, only
just over 2% of RS numbers required mapping.
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Table 3.5: Average count of RS numbers mapped per file during RS mapping






23andMe 522 684,712 0.453%
AncestryDNA 767 681,719 0.169%
deCODEme 1,087 1,062,821 0.102%
Illumina 679 595,048 0.120%
Inside Your Genome 2 146 1.368%
VCF 2,215 212,533 2.148%
A total of 1,427,639 RS numbers were mapped from a higher number to a lower
number out of a total of 1,722,155,402 RS numbers across all files. This was 0.0829%
of all data. On average, 0.424% of RS numbers per file were mapped from a high RS
number to an equivalent low RS number.
3.1.4 Strand Adjustment
It is important to adjust for strandedness to ensure that all RS numbers are refer-
ring to the same strand. If strandedness is not corrected for, a downstream machine
learning algorithm may learn a false dichotomy, introducing a non-negligible source
of error into the results. Therefore, in order to ensure that meaningful results may be
obtained, all RS numbers were adjusted to report alleles on the plus strand.
Table 3.6 shows the number of genotypes that were clearly represented on the mi-
nus strand and therefore were ultimately complemented to represent the plus strand.
There were on average over 1,000 genotypes per file that were complemented to the
plus strand for 23andMe. This is notable because 23andMe documentation explic-
itly states that their genotypes are reported on the plus strand [51]. Though this only
accounted for approximately 0.3% of each file on average, it is perhaps indicative of
poor quality control.
Table 3.7 shows the number of ambiguous genotypes encountered in strand con-
version that were ultimately removed. As seen in Table 3.7, almost no genotypes were
removed per file due to ambiguity. This is encouraging, and kept the number of avail-
able RS numbers that could be used for analysis high.
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23andMe 1,140 684,712 0.300%
AncestryDNA 651 681,719 0.242%
deCODEme 3,250 1,062,821 0.306%
Illumina 584 595,048 0.119%
Inside Your Genome 1 146 0.685%
VCF 453 212,533 0.350%











23andMe 35 684,712 0.009%
AncestryDNA 0 681,719 0.000%
deCODEme 0 1,062,821 0.000%
Illumina 0 595,048 0.000%
Inside Your Genome 0 146 0.000%
VCF 8 212,533 0.014%
Table 3.8: Average count of RS numbers removed during strand adjustment






23andMe 1,745 684,712 0.340%
AncestryDNA 1,352 681,719 0.207%
deCODEme 3,908 1,062,821 0.368%
Illumina 793 595,048 0.580%
Inside Your Genome 1 146 0.780%
VCF 582 212,533 0.643%
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Table 3.8 shows the number of genotypes that were removed during the strand
conversion process due to the absence of the RS number in the official dbSNP
database. Surprisingly, this accounted for the largest proportion of removed geno-
types during the strand adjustment phase. Still, this process only removed less than
1% of RS numbers per file, which is a slight loss for a gain in reliability and insurance
of data quality.
A total of 2,714,213 RS numbers were successfully complemented out of a total of
1,722,155,156 RS numbers across all files — 0.158% of all data. A total of 76,904 RS
numbers were removed due to ambiguity out of a total of 1,722,155,156 RS numbers
across all files — 0.004% of all data. A total of 4,207,133 RS numbers were removed
due to no entry in dbSNP out of a total of 1,722,155,156 RS numbers across all files —
0.244% of all data. Though stringent, this preprocessing stage still did not remove a
significant amount of RS numbers.
3.1.5 RS Number Merging
The majority of participants (1,966) had only a single genetic file. Relatively few
(82) had more than one genetic file. Table 3.9 breaks down how many participants
had different counts of genetic files. Merging was performed within all files as well as
between files for participants with multiple files.








Table 3.10 shows the average count of RS numbers that were merged for single-file
participants and for multiple-file participants. For participants with only one genetic
file, very few RS numbers were merged — less than 0.02% on average. However, for
participants with multiple genetic files, over 62% of the RS numbers for each partici-
pant were merged on average. This is a significant reduction in data storage for these
participants. It also marks a significant amount of cohesiveness between sequencing
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services: such a large proportion of successful merging indicates that (a) the sequenc-
ing services tend to agree, suggesting there is little to worry about poor sequencing
results, and (b) the sequencing services tend to sequence a large number of the same
genetic loci.








One genetic file 142 708,413 0.019%
Multiple genetic files 484,917 805,865 62.796%
Table 3.11 shows the average number of RS numbers that were omitted due to ir-
reconcilable merge attempts. Though the average percent of numbers that were omit-
ted for single-file participants is still exceedingly low, it is worth noting that more
RS numbers were found to be incongruous than were found to be congruous, which
is concerning. (Again, the merging procedure for single-file participants determined
whether there were any duplicated RS numbers in the file, and whether the genotypes
for those duplicated RS numbers were cohesive.)
It is alsoworth noting that the average percent of RS numbers that were omitted for
multiple genetic files (8.4%) is significantly lower than the average percent of numbers
that weremerged (62.8%). Though not an ideally low percentage, this emphasizes that
the sequencing services are in agreement with each other far more often than they are
in disagreement.








One genetic file 247 708,413 0.029%
Multiple genetic files 62,451 805,865 8.397%
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A total of 40,042,100 RS numbers were successfully merged out of a total of
1,458,821,842 RS numbers across all files. This was 2.744% of all data. A total of
5,607,003 RS numbers were omitted out of a total of 1,458,821,842 RS numbers across
all files. This was 0.384% of all data. The majority of the data remained available for
further analysis.
3.1.6 Trends Across Preprocessing
Table 3.12 lists the average file lengths for each sequencing service after each stage
of preprocessing. Because no genotypes were removed during the RS mapping proce-
dure, the lengths remained the same from the homogenization procedure. File lengths
following themerge stage cannot be reliably supplied; thewhole purpose of themerge
stage was to combine files from potentially different sources into a single, unified
source.









23andMe 723,459 684,712 681,684 94.226%
AncestryDNA 696,124 681,719 680,366 97.736%
deCODEme 1,106,003 1,062,821 1,058,913 95.742%
Illumina 585,991 595,048 578,720 98.759%
Inside Your Genome 170 146 145 85.294%
VCF 968,703 212,533 154,140 15.912%
As shown by the original file lengths in 3.12, most services supply customers with
at least 500,000 RS numbers. Clearly, Inside Your Genome files do not provide the
same breadth of information as the other sequencing services. VCF files, perhaps due
to their significantly different file structure, do not return the same quantity of data
throughout preprocessing. deCODEme seems to be the best compromise; though it
did not retain the largest proportion of its data, it began and ended with the most
RS numbers, providing over 1.5 times the amount of data at the end of preprocessing
than the second place service, 23andMe.
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3.2 Preprocessing Phenotype Data
A significant limitation of the openSNP data is the free-form nature of its surveys.
Not only are participants allowed to construct entirely unique responses to any given
survey, but participants may also construct any survey topic without moderation.
This led to a number of overlapping surveys that varied in spelling, but were asking
about the same phenotype. For example, there are three distinct surveys entitled ”Eye
color,” ”Eye Color,” and ”eye colour,” as well as four distinct surveys entitled ”Hair
color,” ”Hair Color,” ”hair colour,” and ”Hair colour” (note the differences in capital-
ization an spelling). There are even more studies that ask about hair color, though
these take on titles such as ”brown hair colour” or ”brunette” rather than the broader
titles listed previously. Though each set of surveys is clearly inquiring about the same
phenotype, the surveys exist as separate entities and it is not always straightforward
to identify all of the surveys out of hundreds pertaining to hair color.
Future work could attempt to account for this by searching out surveys titles that
have minimal differences in capitalization or ”color” vs ”colour” common spelling
variations. In the case that participants had responded to more than one survey of the
group, a procedure must be determined for selecting what that participant’s represen-
tative response will be.
A similar issue is encountered due to the variable and verbose nature of the sur-
vey responses. This requires manual intervention and human interpretation of the re-
sponses, which introduces error into the system as there is potential for this mapping
to not truly reflect the participant’s true phenotype. With public genetic data repos-
itories that have a preset selection of responses, some degree of information may be
lost, but it can be argued that muchmore remains when the participant can choose the
response that fits best with their phenotype. Some surveys were omitted from further
consideration because their participant responses would be difficult to disambiguate
without introducing significant noise into the project. An improper mapping from
participant response to curated response would introduce an improperly classified
sample.
It is worth nothing that there is potential for a misrepresentation of any self-
represented phenotype, as each individual will have his or her own methods for de-
termining a phenotype. This variation is inherent in all self-reporting methods, and
cannot be adjusted for in this study.
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Many surveys established with openSNP focused on traits that may not have a ba-
sis in genetics. Because this project centers on learning important genetic components,
surveys that were unlikely to be firmly rooted in genetics were omitted from consid-
eration. Future work may include questionable traits in order to determine whether
those traits may have some genetic components.
Traits both rare and common can have genetic underpinnings, and it is valuable to
have methods that are capable of distinguishing the factors that contribute differences
to both rare and common diseases. Surveys were selected to cover a range of response
class ratios, ranging from 72.4%-27.5% to 94.4%-5.6%, as shown in Table 2.3. Real-
valued traits, such as height, were confirmed to have a reasonable distribution. In the
case of height, the expected and roughly observed distribution was normal, as shown
in Figure 2.2.
3.3 Identifying Data Subset
In order to maximize the potential for learning genetic sites of interest, many sam-
ples are required. In any machine learning problem or statistics application, a large
sample size is preferable to a small sample size. Of course, more samples is not a
guarantee of generating a better learner. However, more samples will often introduce
additional variety into the learning space, allowing for additional opportunities to
learn complex relationships between features.
However, simple maximization of the number of participants would yield 0 RS
numbers that were common to all, as shown in Table 3.13. There are no RS numbers
that are present for all participants. However, as participants are removed from con-
sideration — in the case of Table 3.13, by thresholding for a minimum number of RS
numbers — the count of RS numbers present for all participants increases.
It is worth nothing that the ratios shown in Table 3.13 will only get worse; the count
of participants will only decrease from the counts shown because not all participants
responded to all surveys. For example, the final row of Table 3.13 shows that there are
860 participants that have 362,676 RS numbers in common. However, when consid-
ering only participants that responded to certain surveys, only 179 to 370 participants
shared RS numbers on the order of 360,000.
The ideal ratio is a compromise between maximizing the number of samples to
learn from (participants) and maximizing the number of features to learn from (RS
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numbers). The number of participants must be large enough that are enough samples
for effective learning, and the number of RS numbers must be large enough that most
of the genetic variations are considered during learning. It is unclear what the ideal
split would be, though it would be safest to err on the side of n/p > 10−3.
Table 3.13: Count of RS numbers shared across participants
Minimum count of
RS numbers per file
Count of
participants












A selection of RS number thresholds (minimum count of RS numbers per file),
the count of participants passing that threshold, and the count of RS numbers
common to all participants passing that threshold.
3.3.1 Participant-RS Number Trade-off
It would be possible to increase the number of RS numbers used in the study by
allowing for a small number of empty cells, indicating a genotype is missing for that
RS number for a small fraction of participants. In these cases, values for those cells
may be imputed. However, this introduces error into the model. Because the data for
this project is rich, participants and RS numbers were selected to ensure a completely
dense genotype matrix. In other words, for a given group of participants, the inter-
section of RS numbers was used to construct the genotype matrix, ensuring that the
same genetic loci can be compared across all participants.
The trade-off between maximizing participants and maximizing RS numbers can
be seen in Figure 3.1. For each of the six surveys selected, different groups of partici-
pants were generated using minimum RS count thresholding. Thesholding began at
1 line and went up to 950,000 lines in increments 25,000. The intersection of RS num-
bers for each group of participants was obtained. The general trend matches what
44
was stated above: as more participants are included in a subset, there are fewer RS
numbers that are common to all those participants.
With this project in particular, there is also a distinct biological trade-off that occurs
when increasing the number of samples to study. Though the large sample size lends
robustness to the study, the count of RS numbers that are available to learn from drops
to a fraction of the total count of RS numbers. Because this project aims to identify any
RS numbers that may have a hand in a phenotype, including as many RS numbers as
possible is important.
Figure 3.1: Participant - RS number tradeoff
It is worth noting that the data points in Figure 3.1 do not form a smooth curve.
Rather, there are a number of line segments that are nearly horizontal or nearly ver-
tical. These segments are indicative of certain participants, in the case of vertical seg-
ments, or certain RS numbers, in the case of horizontal segments, whose omission or
inclusion dramatically effects the quantity of the other variable. For example, there are
three nearly vertical lines around the count of 200 participants that span from approx-
imately 200,000 RS numbers up to approximately 700,000 RS numbers. This indicates
that there are a very small number of participants whose inclusion in the subset results
in nearly 500,000 RS numbers that are excluded from the subset. Similarly, there are
a few horizontal line segments that indicate that the exclusion of relatively few (less
than 25,000) RS numbers drastically increases the count of participants included.
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It is clear that a more ideal subset could be attained when taking this into consid-
eration. Those participants who have relatively few RS numbers in common with all
other participants can be omitted with a negligible hit to the count of participants,
and the count of RS numbers would remain much larger. It is trivial to compare the
lists from two different minimum line thresholds to determine which participants are
missing. These participants could be excluded from a second round of grouping and
RS intersection. However, this approach will only work in situations in which there
are a very small number of outlier participants.
A more robust approach would attempt to ideally subset the data. The question
of how to extract the largest complete subset of the data has been studied before, and
even in biological contexts. Uduman (2006) determined that the most effective way
to subset the ALFRED database was to essentially grow many different random sam-
plings from a small, complete seed [54]. This approach could be applied to this data
as well, though the high-dimensionality of the data may be a limiting computational
factor in such a procedure.
3.4 Adjusting for Complete Linkage Disequilibrium
Often, genes or mutations are inherited independently each generation. When
considering a small subset of genes or mutations, it is very unlikely that the inher-
itance of those mutations would be correlated. Genes that are located on different
chromosomes, or genes that are located on the same chromosome but are sufficiently
far away from each other, are inherited independently. For two independent genes, if
you have a certain genotype for one gene, that has no bearing on the genotype you
have for another gene.
In some cases, however, mutations are very closely linked and will often be found
together. This could be a result of distance; mutations that are in very close proximity
to each other in the genome will tend to be seen together frequently. This could also
be the result of some underlying biological importance; the mutations may be located
very far away from each other, perhaps even on different chromosomes, but the pro-
teins produced from those genes interact with each other in the cell, and therefore the
genes are linked.
Mutations that are found together very frequently are said to be in linkage dise-
quilibrium. In the cases where the the mutations are always found together, the muta-
tions are said to be in complete linkage disequilibrium. In genome-wide association
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studies, it is important to check whether the mutations in the dataset are in linkage
disequilibrium and compensate accordingly.
This project only compensated for RS numbers that were in complete LD, and did
nothing to account for RS numbers in near-perfect LD. While adjusting for complete
LD is important and improves results, it may not be enough. Studies have shown that
random forests can be affected by features that have a correlation coefficient of 0.9 [33].
This, in combination with the fact that other studies have reported that importance
scores generated by random forests tend to undervalue highly correlated features,
suggests that adjusting for RS numbers with a correlation coefficient of exactly 1.0
may not be enough [34, 55].
3.4.1 Significant Feature Reduction
Adjusting the data matrix to leave only unique, non-redundant copies of features
yielded results indicating that a non-negligible proportion of features were 100% cor-
related. A failure to adjust for features in complete LDwould have resulted in approx-
imately 10% redundant features out of all features. A reduction in this redundancy has
an added benefit of reducing the total number of features by slightly less than 10%.
As the count of total RS numbers considered increases, the count of RS numbers in
complete LD stabilizes around 10%. This can be seen in Table 3.14.
Table 3.14: Proportion of RS numbers in complete linkage disequilibrium
# RS # Correlated % Correlated # Reduced # Unique % Unique ofTotal
10 0 0.00% 0 10 100.00%
50 0 0.00% 0 50 100.00%
100 0 0.00% 0 100 100.00%
500 26 5.20% 5 479 95.80%
1,000 67 6.70% 10 943 94.30%
5,000 472 9.44% 76 4,604 92.08%
10,000 961 9.61% 151 9,190 91.90%
50,000 3,743 7.49% 818 47,075 94.15%
100,000 10,245 10.25% 2,207 91,962 91.96%
200,000 23,102 11.55% 5,432 182,330 91.17%
400,000 33,316 8.33% 9,160 375,844 93.96%
493,892 47,985 9.72% 11,616 457,523 92.64%
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3.4.2 Significant Collections of RS Numbers
Most often, if an RS number is found to be in complete LDwith another RS number,
there are rarely additional RS numbers that are included in that group. There are
some cases in which a handful of RS numbers are found to be in complete LD with
each other. Rarer still is the case where a very large number of RS numbers are found
to be in complete LD with each other. When the group is quite large, it is worth
investigating why those RS numbers are in complete LD.
Table 3.15 is a set of counts of the sizes of complete LD groupings obtained from a
particular subset of the data (specifically: astigmatism survey, minimum line require-
ment of 575,000 resulting in 199 participants and 331,994 RS numbers). As shown in
Table 3.15, nearly 80% of RS number groupings found to be in complete LDwere those
that contain only two RS numbers. The number of groupings with larger numbers of
RS numbers contained within them decreases as the number of RS numbers in the
group increases. Only 0.01% of the number of groupings were found to have over
15,000 RS numbers in that grouping.
Table 3.15: Counts of RS numbers in groups
Count of RS








It would be valuable to investigate further why such a large group of RS numbers
were found in complete LD. Perhaps the RS numbers are all found very near each
other on a chromosome. A simple mapping of the location of the RS numbers onto
chromosomes, as shown in Figure 3.2, paints a picture of relatively equal distribution.
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Figure 3.2 displays the RS numbers positions for the largest grouping listed in
Table 3.15 in 50 bins per chromosome. Most chromosomes have a fairly even distri-
bution of the RS numbers in complete LD; for example, chromosomes 2, 4, and 10 are
remarkably uniform in their distributions. This shows that the RS numbers are not in
complete LD due to proximity on the chromosome.
Figure 3.2: Distribution of RS numbers
Blue bars (positive bars) indicate SNPs on the positive strand, red bars
(negative bars) indicate SNPs on the negative strand, green bars mark the
centromere positions. All y-axes are the percent of SNPs found in that bin for
that chromosome. All x-axes are the position along the chromosome. A dearth
of SNPs surrounding centromeres is expected.
Only a few chromosomes have a short region with abnormally large proportions
of RS numbers in complete LD; for example, on the short arm of chromosome 6, plus
strand, as well as the long arm of chromosome 18, minus strand. RS numbers within
these regions may be in complete LD simply because they are clustered very near each
other on the chromosomes.
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In a more interesting case, perhaps the RS numbers are functionally related. Even
for small groups of RS numbers, as small as pairs, it would be useful to see whether
there are any confirmed functional relationships, as well as potentially new functional
relationships that could be further investigated.
As there become more people who supply genetic data, it can be expected that
the number of RS numbers in complete LD will be smaller. As more participants are
included, it becomes less likely that genotypes will be completely correlated for a set
of RS numbers across all participants.
3.5 Conclusions
Public genetic data can feasibly be homogenized into a useful format. Depending
on the DTC sequencing service, different proportions of the data will be ultimately
usable for any additional analysis. Additional comparisons between DTC services
would be both interesting and useful.
There were no significant memory or storage bottlenecks during preprocessing; fu-
ture datasets with more participants or with more RS numbers should not be a prob-
lem for the methods presented in this thesis. At the time of this project, the full set of
data downloaded from openSNP was 42 GB. Disk usage increased to a total of 46 GB
following unzipping, but decreased to 10 GB for all fully homogenized, usable files.
Survey matrix files containing a subset of the data ranged in size from 3 MB to 163
MB.
There are a number of improvements that can be explored, such as identifying
methods for grouping RS numbers that are highly — but not perfectly — correlated,
as well as identifying methods to better select a subset of participants and RS numbers
such that both are maximized.
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Chapter 4
Exploration of Machine Learning
Methods
4.1 Random Forest
A number of different random forest implementations were investigated. The RF
implementations that were considered are shown in Table 4.1. Additional RF imple-
mentations exist in different packages for the languages listed, as well as in different
languages, but were not pursued due to project time constraints.
Table 4.1: Random forest implementations considered
Language Package Classification Regression
Python scikit-learn ￿ ￿
R randomForest ￿ ￿
R parallelRandomForest ￿
A number of trade-offs became apparent when investigating which random forest
implementations to utilize. Some packages were only developed for either classifica-
tion or regression tasks. Other packages were tailored to smaller datasets and were
unable to scale up to this size of data efficiently. For example, R’s randomForest pack-
age [56, 57] was adequate for small subsets of the data, but failed to scale up to the full
size of the data. R’s parallelRandomForest package [58] was designed to overcome
this scale-up problem, but unfortunately was only implemented for regression.
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Different data subsets were selected such that each subset had a different n : p
ratio, ranging from n/p ≈ 10−1 as the least extreme ratio to n/p ≈ 10−3 as the most
extreme ratio. All data subsets used — defined by the survey, n, p, and n : p ratio —
can be found in Table 4.2.
Table 4.2: Values of n and p for different data subsets
Survey n p n/p
Color blindness 365 2,454 1.49× 10−1
Handedness 674 11,454 5.88× 10−2
Color blindness 362 27,690 1.31× 10−2
Handedness 434 52,445 8.28× 10−3
Astigmatism 341 61,054 5.58× 10−3
Tongue roller 265 91,434 2.90× 10−3
Handedness 319 118,468 2.69× 10−3
Color blindness 244 140,772 1.73× 10−3
Lactose intolerance 227 139,250 1.63× 10−3
Astigmatism 199 281,1220 7.07× 10−4
Data subsets are ordered from least skewed n : p ratio at the top of the table to
most skewed n : p ratio at the bottom of the table.
The number of features (p) was the largest contributor to variations in runtimes.
For data subsets with fewer features, R’s randomForest package was used in tandem
with Python’s scikit-learn package to corroborate results. For data subsets with
more features, only Python’s scikit-learn package was used.
Default parameters were used for both packages, with the exception of the parame-
ters controlling the number of trees grown per forest and whether bootstrap sampling
was performed. For both packages, these parameters were set to 5000 trees and True,
respectively.
This project focused solely on classification methods. Regression methods were
not explored due to time constraints. However, both Python’s scikit-learn package
and R’s parallelRandomForest package are expected to be useful in developing and
testing regression methods for both small and large p values.
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4.1.1 R’s randomForest
Basic runtime benchmarking was performed with R’s randomForest package to
determine the limits of the package. Data subsets with varying n : p ratios were run
through the random forest classifier. The timing results can be seen in Table 4.3. As
the number of features increases, the amount of time that R’s randomForest takes to
complete increases significantly, to a point where large p becomes prohibitive in the
algorithm finishing in a reasonable amount of time.
Table 4.3: Timing for random forest implementations
n p Python averageelapsed time
R average
elapsed time
365 2,454 0h 00m 21s 0h 00m 16s
674 11,454 0h 01m 38s 0h 05m 06s
362 27,690 0h 01m 01s 0h 05m 08s
434 52,445 0h 02m 38s 0h 18m 13s
341 61,054 0h 02m 05s 0h 32m 14s
265 91,434 0h 04m 41s 0h 50m 56s
319 118,468 0h 03m 24s 1h 40m 48s
244 140,772 0h 03m 30s 2h 24m 13s
227 139,250 0h 03m 30s 2h 06m 08s
199 281,1220 0h 05m 40s 9h 19m 48s
Elapsed times were averaged over five runs for each combination of n and p.
4.1.2 Python’s scikit-learn RandomForestClassifier
As part of Python’s open source machine learning package, scikit-learn con-
tains ensemble learning methods, including random forest methods for both classifi-
cation and regression. All data subsets were fed through the random forest classifier
to determine approximate timing information. The subsets with the smallest p values
finished in a minute or less, while the subsets with the largest p values finished in
approximately 5 minutes. This is exceptionally fast for such large data. More specific
timing information for specific instances of n and p can be found in Table 4.3. It is
clear that scikit-learn’s random forest classifier finishes in a much more reasonable
amount of time than R’s randomForest for nearly all data subsets.
scikit-learn requires the values of its features to be integers and does not
accept non-integer input. Because the genetic matrices contained any values of
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{AA, AC, AG, AT,CC,CG,CT,GG,GT, TT} these values had to be converted into a
format accepted by the learner. Two different approaches for encoding categorical
genotypes into integers were investigated.
The first approach assigned each of the ten possible genotype combinations an
integer 0− 9. Because the genotypes have no inherent ordering to them, and integers
do, this mapping introduced false ordinality into the data. To alleviate this problem,
each time the random forest was generated, a new genotype-to-integer mapping was
constructed and used. Over hundreds or thousands of random forests, any differences
in learners due to ordinal effects should be diminished out.
The second approach took advantage of the fact that all SNPs were biallelic; there
were only 3 possible genotypes for any given feature, rather than the full set of 10.
Each feature was expanded into at most 3 binary features. Each of the new binary
features would include the RS number as well as one of the three possible genotypes
as the feature label, and the values for all participants would be binary integers indi-
cating whether that participant had the specific genotype for that SNP. An example of
such a binary matrix is illustrated in Table 4.4.














user0001 0 1 0 1 0 0 1
user0011 0 1 0 0 1 1 0
user0013 0 1 1 0 0 0 1
user0014 1 0 0 1 0 1 0
user0017 0 1 0 0 1 0 1
user0022 0 1 1 0 0 0 1
A downfall of this approach is that the p original features get expanded to, at
most, 3p new binary features, which only exacerbates the ”small n, large p” problem.
While time considerations for large values of p were not an issue with scikit-learn,
the feasibility of reliably extracting useful features from an even larger set of features
is questionable. Furthermore, this feature expansion results in sets of two to three
features that can, in some cases, be highly correlated with each other, introducing the
errors discussed earlier that are associated with highly correlated features.
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Both approaches to encoding genotypes produced similar results. In fact, the re-
sults of one encoding are indistinguishable from the results of another encoding. This,
unfortunately, was due to the fact that the classifier performed poorly across the board
— the random forest classifier was unable to accurately predict the classes of test sam-
ples. Instead, all samples were simply classified as belonging to the majority class.
This occurred for all combinations of n : p ratios as well as for all response ratios,
which varied from survey to survey (see Table 2.3 for the breakdown of response class
ratios).
Table 4.5: Degenerate confusion matrix using handedness data
A L R
A 0 0 19
L 0 0 49
R 0 0 269
All samples were classified as belonging to class R (”right handed”), though
there were in fact 19 samples that should have been classified as
”ambidextrous” and 49 samples that should have been classified as ”left
handed.”
A typical confusion matrix produced after testing a trained random forest can be
seen in Table 4.5, which clearly shows that all test samples were simply classified into
the majority class. True class labels are shown along the left axis, and predicted class
labels are shown along the top axis. Each cell gives a count for the number of samples
that belonged to the class on the left, but were predicted to belong to the class along
the top. High counts along the diagonal and low counts elsewhere are ideal, as this
means that most samples were properly classified and few were misclassified.
Forests were trained using anywhere between 70% and 80% of all data, and forests
were tested using the remainder of the data. Both stratified and random sampling
techniques were used to determine train-test splits. With random sampling, all sam-
ples were shuffled randomly, then a training proportion was randomly selected. This
tended to provide a response class stratification of both the training and test sets that
was roughly equivalent to the original, full-data stratification. Truly stratified data
splits were used as well, in which the proportion of response classes in the original
data was matched very closely in both the training and test sets.
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As mentioned earlier, due to time constraints, only methods for
RandomForestClassifier were developed and tested. Additional work must be
done to investigate whether RandomForestRegressor can capably handle the huge
amount of genetic data effectively to produce consistent, reliable, and interpretable
results.
4.2 Random Forest Variations
A number of variations of random forests were explored in order to identify meth-
ods that would appropriately handle misclassification due to class imbalances. The
most simple set of variations included varying from the default random forest pa-
rameters. 16 different values for the parameter specifying the ”number of features
considered per split” as well as 6 different values for the parameter specifying the
”number of trees generated” were considered, for a total of 96 combinations. Each
combination of parameters was run 10 times. Still, however, the random forest classi-
fier failed to properly classify the test samples, and instead consistently classified all
test samples as belonging to the majority class.
4.2.1 Boosted Random Forest
Boosted random forests are a series of iterative forests, where each successive for-
est places a greater weight on the samples from the previous forest that were misclas-
sified. This is designed to provide a way for minority classes to be better represented
and misclassified less often.
In tandem with scikit-learn’s RandomForestClassifier, scikit-learn’s
AdaBoostClassifier and GradientBoostingClassifier were applied to the data.
Neither supplemental procedure improved the classification accuracies of the unmod-
ified random forest.
4.2.2 Weighted Random Forest
Weighted random forests are modified random forests that take class imbalances
into consideration by assigning misclassification weights to each class. Minority
classes are assigned higher weights, corresponding to a higher cost of misclassifica-
tion. In the final stage of classifying each test sample, classes with higher weights have
their ”vote” influences increased. Chen, Liaw, and Breiman (2004) reported success
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in using weighted random forests to account for class imbalances [59]. When similar
techniques were applied to this data, however, there was no remarkable improvement
to classification accuracies.
A weighted RF approach was performed by utilizing optional parameters in
scikit-learn’s RandomForestClassifier, specifically the class weight parameter in
the initialization of the random forest, and the sample weight parameter passed to
the random forest’s fit function. Additional work could investigate whether class
weights could be influenced through any other means.
4.2.3 Balanced Random Forest
Balanced random forests are modified random forests that change the way sam-
ples are selected for training each tree. Rather than a simple bagged sample, balanced
random forests will select a bagged sample from the minority class, and then select
the same number of samples from the majority class, resulting in even-class distribu-
tions for training each tree. Chen, Liaw, and Breiman (2004) also reported success in
balanced random forests [59].
This project approximated the balanced random forest implementation described
above by using across the board over-sampling and under-sampling techniques. Data
was split into training and test sets first. Under-sampling techniques selected only as
many majority samples as there were minority samples, and the forest was trained
on this sampling. Under-sampling inherently results in some loss of the data; not all
majority samples are used for training. However, over many forests, these effects may
be alleviated. Over-sampling techniques produced multiple copies of the minority
class samples, enough to have roughly the same number of samples as the majority
class. Neither approach resulted in improved classification.
A few modifications were not explored, namely a combination of both over-
sampling and under-sampling, as well as slightly permuting the repeated minority
classes. The latter is described in more detail in the following section.
4.2.4 SMOTE
Synthetic Minority Over-sampling Technique (SMOTE) is another approach used
to combat poor classification as a result of class imbalance. Minority samples are
used as templates for building entirely new samples for the minority class, resulting
57
in a synthetic set of additions to the dataset that inherently over-samples the minor-
ity class. While others have found this approach successful [60], this project did not
pursue SMOTE.
4.3 Outlier Detection
It was hypothesized that perhaps the classificationmethodswere unsuccessful due
to the nature of the classes. For example, perhaps the samples belonging to one partic-
ular response class were relatively homogeneous, and rather than the other class(es)
also being homogeneous, they were significantly heterogeneous. A learning algo-
rithm could have trouble distinguishing the heterogeneous class because it is poorly
represented as a class, but is more accurately represented as not the first class.
To test for this kind of class distinction, outlier detection methods were explored.
scikit-learn’s built in methods were used to develop an outlier detector, which was
a one-class support vector machine under-the-hood. The default parameters were
used and data subsets of varying n : p ratios were tested. Tunable parameters were
modified in a simple grid search. However, no combination of parameters nor data
subsets were able to achieve useful classification accuracies: a typical accuracy was
around 58%. A representative confusion matrix is shown in Table 4.6.




4.4 Multiple Correspondence Analysis
Multiple Correspondence Analysis (MCA) is the cousin of Principal Components
Analysis (PCA). Both techniques are used to reduce dimensionality in a dataset. High-
dimensional features are mapped onto lower-dimensional features, a subset of which
can be selected in order to maintain a desired level of the total variance of the data. Of-
ten, singular value decomposition (SVD) is the under-the-hood algorithm employed
in order to perform the decomposition of the high-dimensional matrix into a set of
lower-dimensional matrices. Such an approach is based on matrix multiplication, and
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an approximation of the original data as well as highly contributing features can be
reconstructed from the SVD matrices.
PCA is used for datasets with real-valued elements, while MCA is used for nom-
inal categorical data. The genetic data is nominal categorical data, as the genotypes
represent distinct classes and there is no inherent ordinality to the data. In order to
reduce the dimensions of the dataset, MCA was performed on the genetic data. The
reduced data was then fed into standard machine learning algorithms.
Specifically, unsupervised k-means clustering was attempted using the MCA-
reduced dataset. In k-means clustering, the number of desired classes (k) is set, and k
clusters are established through a number of iterations. To initialize the algorithm, k
random samples out of the n total samples are selected as cluster centroids. All n sam-
ples are assigned to the nearest centroid in the p-dimensional feature space. For each
of the k centroids, the mean of all samples belonging to that centroid is computed,
and the centroid is moved to that mean value. The process repeats, with all n samples
being assigned to the nearest centroid, the new mean for each centroid being deter-
mined, and the centroid moving to its new location. Iterations stop after the means
stop changing.
The results of this approach were still remarkably poor. A representative confu-
sion matrix is shown in Table 4.7. Further investigation could be done with this MCA
and k-means combination approach, perhaps by exploring a supervised learning al-
gorithm after MCA.





Though many ML approaches were explored, none were found to be effective for
this dataset. It is likely that issues arose due to imbalanced response classes, too




5.1 Genetic Data Limitations
Due to the nature of the project, the data that can be utilized is simply the data that
exists in public genetic repositories, which in turn is dependent on the RS numbers
selected by sequencing services to genotype for their customers. Because DTC ser-
vices most often do not provide genotyping for all known SNPs, but instead provide
genotyping information for only a subset of those SNPs, the data that can be used for
analysis is limited. It is entirely possible that the SNPs most important in determining
a phenotype were not genotyped and were therefore unavailable for the GWAS.
The dataset used in this study comprised solely of SNPs on autosomal chromo-
somes; no SNPs from X, Y, or the mitochondrial genome made it through all stages of
preprocessing and data selection, though some sex chromosome SNPs were present at
the beginning of preprocessing. The skewed nature of the RS numbers from chromo-
some to chromosome emerges from differences in sequencing service SNP selections.
This lack of data cannot be compensated for and is simply a limitation of utilizing
SNPs available from these DTC services. Should a full set of methods be developed,
it would remain impossible to elucidate any relationships between the phenotype of
interest and SNPs not included in DTC genotyping services, including SNPs located
on sex chromosomes as well as SNPs simply excluded from the DTC service.
There is every possibility that future genotyping locations will be expanded to
include more SNPs, especially if sequencing costs continue to fall. Should additional
loci become available in the future, these methods will process them just as well as
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all other loci. Analyses done at that point perhaps may be more complete, as a more
representative selection of the genome would be available.
5.2 Machine Learning Limitations
A reliable set of machine learning methods was not found for this type of data.
Random forests and many variations of random forests were unsuccessful at learning
distinctions between the response classes. It was a significant challenge to identify any
other classification techniques that would yield appropriate class predictions within
a reasonable error margin. Many classifiers that were considered and tested were
unable to adequately distinguish between phenotype classes.
One possible explanation for this inability to distinguish classes could stem from
there being more variance amongst samples within classes than variance between
samples belonging to different classes. Such a scenario would make it difficult to
separate out each class and would lead to poor performance of machine learning al-
gorithms.
Another possibility is that there are no truly informative SNPs available in the
data. The scope of the data is limited to what genotyping companies provide for their
customers, and simply may not include SNPs that are important for the phenotypes
studied. With this kind of study, such a scenario is quite possible, especially if the
phenotypes in question are not guaranteed to have a genetic component. It would
be valuable to have some method for concretely assessing whether this scenario is
occurring or not.
Futhermore, there were statistical limitations due to the ratio of samples to fea-
tures; for fuller subsets of the data, n/p ≈ 10−3. This ”small n, large p” problem may
be alleviated in the future as more samples are available for study, though it is quite
possible that in the future more features will be available for study, as well.
Further work must be conducted in order to determine which, if any, machine
learning methods are suitable for this problem, while maintaining the GWAS ap-
proach for discovering potentially novel associations.
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5.3 Future Work
The methods presented here could be improved upon in a number of ways. Some
of the items listed belowmay help improve the number of samples, may help improve
the efficacy of machine learning methods, or simply may suggest interesting topics to
further explore.
5.3.1 Preprocessing
This project did not account for near-perfect linkage disequilibrium, only for com-
plete linkage disequilibrium. Improvements to this study may be made by allowing
for RS numbers to be grouped if they pass a certain correlation coefficient threshold.
It would be interesting to see how different correlation thresholds effect the overall re-
sults, to see whether the machine learning methods of choice are able to compensate
for correlated features or whether they are weakened by them, and at what level of
correlation this becomes a problem.
Additionally, this project did not perform a random sampling of RS numbers
evenly distributed across the genome and each chromosome. Perhaps evening out
the distribution of SNPs across the genome would have an effect on linkage or associ-
ation groupings, as well as final results.
Improvements in sample to feature ratios could be made in determining a more
efficient way to subset participants and RS numbers to construct a genotype matrix.
Namely, identifying the participants that contribute to poor overlap of RS numbers
and eliminating those participants out would greatly improve these ratios. A dif-
ferent approach might be to determine whether selecting participants based on DTC
sequencing service would result in better RS number overlap amongst participants. It
seems logical that a company would use the same set of SNPs for many of their cus-
tomers, and so it seems likely that an improved overlap could be obtained by restrict-
ing the study to participants from a single DTC company. Of course, this inherently
limits the number of participants available in a different way, but perhaps could be
compensated for with improved overlaps.
Further analysis could be carried out on the empirical differences between DTC
services. Consistency and reliability are important factors, and some measures of
how well those companies performed can be assessed by looking at the fraction of
RS numbers that were removed during preprocessing.
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Additional work could be done in determining an improved method for mapping
participant responses to normalized responses, as well as generating the normalized
responses to being with. An automated procedure would decrease a lot of up-front
manual intervention time, though may make improper assumptions.
Finally, it is worth noting that there are other DTC services available, however,
at the time of this project, openSNP did not support files obtained from services not
listed earlier. Should files from other services, such as Complete Genomics, become
available, supplemental preprocessing methods to accommodate these new file for-
mats may be necessary.
5.3.2 Additional Data
The bulk of the preprocessing methods described in this thesis can be readily ap-
plied to other genetic and phenotypic datasets. Another public genetic data repository
— the Personal Genome Project (PGP) —was assessed for similarities and differences
to openSNP. The data collection would require different methods, as PGP does not al-
low for a single bulk download of all files, but once files were acquired, the remaining
methods would work very well. It is expected that these methods could be applied to
other datasets as well, with only minimal modifications.
As more SNPs are regularly genotyped, the possibility to expand the GWAS to
include ever more SNPs becomes more realistic. This project looked at a relatively
small fraction of SNPs. To illustrate this point, the proportion of SNPs in this study
is compared to the number of SNPs between any two people in Figure 5.1. With
additional SNPs genotyped and available for study, it becomes more likely that we
can identify the meaningful SNPs that lend to differences in phenotype. However, it
is also more likely that we run into additional big-data challenges, like data storage
and computational complexity.
Figure 5.1: Magnitude of data
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5.3.3 Machine Learning
Additional work must be done in order to identify reliable machine learning ap-
proaches for this data. With reliable learners, RS numbers that are found to be con-
sistently ”important” could be collected, and information about their location within
the genome and within any regions of known function could be assessed. In the case
where the SNPs are located within genes, it should be investigated whether the gene
has any known connection to the trait of interest, or whether any of the gene’s prod-
ucts have a feasible role in the manifestation of the phenotype. Should a group of
SNPs in complete LD be identified as important, the group as a whole would be in
question, as well as the SNPs individually. Finally, SNPs that were ranked ”impor-
tant” should be investigated to determine whether groups of SNPs tended to be found
along branches, which could indicate a potential gene-gene interaction.
5.4 Conclusions
This thesis investigated the methods involved in using public genetic and phe-
notypic data to perform a genome-wide association study. Extensive preprocessing
methods were developed in order to homogenize the data into a cohesive format use-
ful for machine learning approaches. A variety of targeted machine learning tech-
niques were applied, though none were ultimately successful in constructing useful
models of the data.
Both the preprocessing methods and the machine learning methods would benefit
from some improvements. Preprocessing improvements could allow for better sub-
sets of the data to be extracted from all data available. Identification of better-suited
machine learning techniques would allow for the possibility to learn from the data.
The possibilities for extending this work are exciting, but require further assessment
before reaching the point of a complete, meaningful GWAS with public genetic data.
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