This study has a purpose to develop an application to detect the ripeness of the dragon fruit with the deep learning approach using the Smaller VGGNet-like Network method. In this study, the dragon fruit are classified into two classes: ripe or ready for harvest and still raw, by using the Convolutional Neural Network (CNN) . The training process utilize the hard packages in python with the backend tensorflow. The model in this research is tested using the confusion matrix and ROC method with the condition that 100 new data are tested. Based on the test conducted, the level of accuracy in classifying the ripeness of the dragon  fruit is 91%, and the test using 20 epoch, 50 epoch, 100 epoch, and 500 epoch produced an AUROC value of 0,95. 
INTRODUCTION
In Indonesia, the dragon fruit has become popular since the year of 2000. Several regions that produce dragon fruit in Indonesia are Jember, Malang, Pasuruan, and also Bali. The ripeness of the dragon fruit is among the most important factors which must be given attention. The dragon fruit is a non-climacteric fruit (the type of fruit which will not become ripe if it is harvested in an unripe condition). Additionally, dragon fruit do not require substances such as carbide, ethylene gas, or CO2 to hasten the ripening process. Consequently, the dragon fruit must be harvested when they are fully ripe so that the quality of the fruit can be maintained after it is harvested and even when it is stored [1] . Today, the dragon fruit farmers still use the manual method to determine whether the fruit is ready to harvest. The dragon fruit farmers must count the time from when the flowers first bloom until it bears fruit, to determine the right time to harvest it.
This study tried to overcome the problem of detecting the ripeness of harvest-ready dragon fruit by building an application using deep learning approach and smaller VGGNet-Like Network method. The deep learning approach classifies data in accordance with the label given in a training session after studying the extracted feature from each data repeatedly in order to differentiate one label from other labels. In the data testing session, the data tested can be analyzed in accordance with the specific characteristics of each label from the training session results.
II.
RELATED WORK
To better understand about the ripeness of dragon fruit, research conducted by [2] regarding the influence of time of harvest and storage temperature on the quality and the storability of the super-red dragon fruit (Hylocereus Costaricensis) revealed that there is a very significant interaction between the harvest time, the storage room temperature, and the cumulative yield loss, freshness, and hardness. Another research was conducted by [3] in which a dragon fruit ripeness quality assessment tool was designed using the image processing technique with the HSV image segmentation method. The test result of the dragon fruit assessment process using the HSV image segmentation method, after conducting 100 trials showed a success percentage of 86% and the time needed to assess one dragon fruit is between 15 to 22 seconds. Research [3] uses a machine learning approach in an attempt to determine the ripeness of dragon fruit, but the use of color features (HSV) triggers a weakness, dragon fruit cannot be checked in its natural state.
Several studies [4] , [5] state that the use of deep learning is very good for overcoming these machine learning problems. Based on these issues and previous studies, an application to determine the ripeness of the dragon fruit is developed in this study by utilizing the deep learning classification approach with the VGGNet-like Network method. For this, the deep learning approach is needed to analyze the picture of the dragon fruit's surface and classify the dragon fruit into the category of ripe or not ripe with an optimal accuracy. The deep learning approach with the convolutional neural network architecture and the Smaller VGGNet-like Network method are used in this research to develop the application to detect the ripeness level of the dragon fruit.
III. PROPOSED APPROACH
This study proposed the use of CNN model to classify the harvest-ready of dragon fruit and use a smaller VGGNet-Like Network to create the model. We use deep learning approach which is a field in machine learning that utilize the artificial neural network to solve an issue using a large dataset. A deep (many layers) artificial neural network application can be implemented on an existing machine learning algorithm so that computers now can learn at a great speed, accuracy and scale. Feature engineering is one of the main features in deep learning to extract useful patterns from the data which will assist the model in differentiating classes.
In this study, two processes are performed on the system, namely the training process and the test process. In the training process, there will be pictures which are used to develop the model. The training pictures have their own labels because at the start of the process, the data (pictures) are manually categorized into ready for harvest and not ready for harvest with the help of experts (cultivators). The training pictures are then directed to the VGGNet-like features extraction. After this step, the system will be trained through several epochs to produce a model called the VGGNet-like Model. If the training process has been done, the next step is the labelling process. It starts with the picture which will be extracted into the VGGNet-like features extraction, and afterwards directed to the VGGNetlike Model which was previously produced through the training process. This model contains the VGGNet which has the task to predict whether the picture of the dragon fruit is categorized as ready for harvest or not. Lastly, is the process of producing pictures with tables.
To determine the performance of the application model produced, the labeling accuracy of the validation picture is tested. The labeled test pictures are directed to the VGGNetlike Model which were produced in the training process. The system will predict whether the fruit in the test pictures are ready to harvest or not, producing labeled pictures. Afterwards, the labeled pictures will be compared with the test pictures, if the labels are the same, then the performance of the model can be said to be accurate. However, if the label results are different, it can be said that it is inaccurate. The number of pictures used in the test process are 20% from the total amount of pictures provided.
IV. RESULTS
The main process in creating this model is started with the data training process. This process has a purpose to form the model which will be used for data testing. The parameter used to measure the model's level of success is the accuracy value. The accuracy value of the model can be determined by conducting the data testing. The training process used the hard packages in python with the backend tensorflow. Fig. 1 Below are the result examples of the unripe category which were attained after the classification process conducted on the available test data. From Fig. 1 , it can be seen that the program output, through the classification process, shows that the dragon fruit is classified as ripe. If the dragon fruit pictures of this class are classified as ripe, the results are correct, but if it is classified as unripe, the results are incorrect. The truth percentage of each picture's classification results are also displayed.
After conducting several processes in the Convolutional Neural Network (CNN) algorithm, the training and validation results are attained. This process utilize iterations with a total of 20 epochs, 50 epochs, 100 epochs, and 500 epochs and a learning rate value of 0.001. Displayed below is the comparison of all the epochs used in the training process. Based on Table I and by using a learning rate value of 0,001, decently high accuracies were attained, reaching up to 0,9667. From assessing the table, it can be concluded that the closer the value used is to 50 epoch, the higher the accuracy of the testing results.. However, when the epoch is increased to a value above 50, the accuracy experiences a fall. This may be due to the number of epochs that are too high which may also influence the number of dataset.
From the confusion matrix test results for 20 epoch, 50 epoch, 100 epoch, and 500 epoch, the FPR value and TPR value are attained and displayed in Table II . Afterwards, using the FPR and TPR values, the receiver operating characteristic curve is formed and shown in Fig.5 . To attain the AUROC, the area is calculated using the trapezoid method which is shown in the equation below. Referring to [6] , the AUROC level of truth, measured for the performance of the dragon fruit ripeness detection application, ranges between 0,9 -1,0 (very good).
V. CONCLUSION
Based on the results and analysis conducted, several conclusions were attained:
The dragon fruit ripeness detection application is developed by firstly training the prepared dataset (training process), which produced labels and models that are used by the system to examine the test data (testing process) and label the output pictures.
From The test on the model in this study utilize the confusion matrix method, with a test condition in which the 100 test data must be new. To determine the false positive rate and true positive rate value of the epochs tested, the AUROC value attained from using the trapezoid method is 0,95 which is categorized as very good.
