Abstract. We study the structural and homological properties of graded Artinian modules over generalized Weyl algebras (GWAs), and this leads to a decomposition result for the category of graded Artinian modules. Then we define and examine a category of graded modules analogous to the BGG category O. We discover a condition on the data defining the GWA that ensures O has a system of projective generators. Under this condition, O has nice representation-theoretic properties. There is also a decomposition result for O. Next, we give a necessary condition for there to be a strongly graded Morita equivalence between two GWAs. We define a new algebra related to GWAs, and use it to produce some strongly graded Morita equivalences. Finally, we give a complete answer to the strongly graded Morita problem for classical GWAs.
Introduction
Generalized Weyl algebras (GWAs) are defined simply by generators and relations.
Definition (Generalized Weyl algebra). Let R be a finitely generated C algebra, σ ∈ Aut C (R) a C linear automorphism, and v ∈ R an element. We refer to such a triple (R, σ, v) as GWA data. This data determines an algebra T (R, σ, v) that is generated by R, t + , and t − subject to the relations (1) rt + = t + σ(r), σ(r)t − = t − r, t − t + = σ(v), t + t − = v for any r ∈ R. R is naturally a subring of T (R, σ, v).
Any GWA has a natural Z grading and throughout the article we will view GWAs in the graded context. The grading is determined by assigning the the following degrees to the generators deg(t + ) = 1, deg(t − ) = −1, deg(r) = 0, r ∈ R.
To deal with graded objects we abide by some standard conventions. We denote the i th homogeneous component of M by M i , define the n-shift M [n] of M by the grading rule M [n] i = M i+n , and we set δ(M ) = {i ∈ Z : M i = 0}. We use the notation Hom gr for the space of module maps that preserve degree, so a module homomorphism φ is in Hom gr (M, M ′ ) if φ(M i ) ⊂ M ′ i . In addition to the study of arbitrary GWAs, we will be interested in a certain special case.
Definition (Classical GWAs). The GWAs determined by data of the form (C[h], τ, v)
where τ (p(h)) = p(h+ 1) are called classical GWAs. We introduce a simpler notation for the classical GWAs: T (v) = T (C[h], τ, v). From now on τ will always refer to the above automorphism of C[h].
GWAs have been well studied in a series of papers by V. Bavula and others, including [2, 1, 3] . One motivation for the study of GWAs is the fact that the classical Weyl algebra of differential operators on C[h] is isomorphic to T (h). In addition, Hodges studied the classical GWAs in [6] as noncommutative deformations of Kleinian singularities. There, he posed the Morita problem. While certain necessary conditions are known, e.g. [8] , the Morita problem remains open. Motivated by these results, we introduce a version of the Morita problem that incorporates the natural grading on the GWAs.
Definition. Let A and B be graded rings. A strongly graded Morita equivalence is a C-linear equivalence of categories F : B − grMod ≃ −→ A − grMod such that for any graded B module M , F (M [1] ) ∼ = F (M ) [1] . 1 In 4 we discover both a necessary condition for there to be a strongly graded Morita equivalence between two GWAs and a method for constructing such equivalences. Along the way, we define an algebra that generalizes both the GWAs and the preprojective algebra. The main result of the paper is the following theorem, where "type" refers to a certain explicit equivalence relation on C[h].
Theorem 4.8. T (v 1 ) and T (v 2 ) are strongly graded Morita equivalent if and only if for some b, v 1 (h + b) and v 2 (h) have the same type.
It seems to be well known that the graded simple modules of GWAs can be classified in a straightforward manner if one knows the maximal ideals of R and understands the action of σ on them. However, we show that using only the abstract structure of the category of graded modules, one can recover when two simple modules are related by the action of σ. This is one of the observations at the heart of the theorem above. In section 2 we will study graded Artinian modules and eventually show that the homological algebra of the category of graded Artinian modules reveals information about the action of σ.
In section 3 we define a certain category of modules, O + , and we are not aware of any other treatment of this category in the literature in the case of GWAs. The idea behind the category is well known and goes back to [4] . In fact, Khare [7] gives a very general treatment of a category analogous to O + when the algebra of study has a "triangular" decomposition. The GWAs are not triangular, however they are quotients of triangular algebras. Although we do not spell out a comparison in this article, our O + and the category O defined by Khare have many properties in common, at least in the classical case. It turns out to be highly structured and preserved under strongly graded Morita equivalences. We understand the strongly graded Morita equivalences in part by studying how they mutate the structure of O + . O + has analogues of the familiar representation theoretic properties of the BGG category O. We introduce a condition ( * ) that holds trivially in the classical case, under which O + is well behaved. For example, when ( * ) holds, O + has enough projectives and when ( * ) fails, O + may not have enough projectives. We use the geometry of the zero set of v to give a decomposition of O + . Also, this subcategory "localizes" on the zero set of v, at least when ( * ) holds, since it is equivalent to the module category of a finite (but not necessarily commutative) R/v algebra.
Finally, in section 4 we study strongly graded Morita equivalence in earnest. We construct a map from R into the center of the category of graded modules over a GWA and it turns out that any strongly graded Morita equivalence induces a map between the centers of the graded module categories which is compatible with these embeddings. In fact, under a mild condition what we prove implies that if T (R 1 , σ 1 , v 1 ) and T (R 2 , σ 2 , v 2 ) are strongly graded Morita equivalent, then not only are R 1 and R 2 isomorphic, but the zero set of v 1 has a locally closed partition such that translating the parts by iterates of σ gives the zero set of v 2 . The notion of "type", introduced in 4, illustrates this in the case when the zero sets of v 1 and v 2 are collections of points.
We are also able to describe a method for producing many strongly graded Morita equivalences between GWAs, which leads to a generalization of a sufficient condition for Morita equivalence discovered by Hodges. The main tool is a "many-vertex" version of a GWA, which has the property that attached to each vertex is an ordinary GWA and there is a simple criterion for when two of the vertex GWAs are strongly graded Morita equivalent.
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Artinian graded modules
In this section, we will study the structure and certain homological properties of Artinian graded modules over GWAs. Artinian modules are examples of what are known as weight modules and one can find a general treatment with constructions and structure theory in [5] . However for the sake of completeness, we will reproduce the results we need. The connection between simple graded modules and MaxSpec R; and the homological properties that we develop will be used in section 4 to prove the main results. Lemma 2.1 is used frequently throughout the paper. We will always use the term "map" to mean homomorphism. As a final preliminary remark, every module will be graded, every sub-and quotient module will be graded, and every map will be degree preserving.
Let R be a finitely generated commutative C algebra. Fix a σ ∈ Aut(R) and an element v ∈ R, and let A := T (R, σ, v). Let Z = Spec R/(v) = {p ∈ Spec R : v ∈ p} and Z σ = {σ n (p) : p ∈ Z, n ∈ Z}. We will think of these sets as spaces with their Zariski (subspace) topology but will not need to think of Z as a scheme, and Z σ might not even have an evident scheme structure. It will be helpful to think of A i as an (R, R) bimodule generated by t i + or t i − . Note that A i is isomorphic to R as both a left and right module. From now on, we reserve the notations λ and µ for maximal ideals of R.
Definition. For each λ ∈ MaxSpec R we can view λ as a subset λ ⊂ A 0 and define a graded left A-module A λ = A/Aλ. These modules will play a very prominent role. Note that Aλ = λ ⊕ n>0 t n + λ ⊕ t n − λ and therefore for all i ∈ Z we have dim C A λ i = 1. Since the images of t n ± are nonzero for any n ≥ 0, the quotient map gives the identification
As a left R module we have
Right multiplication by t + and t − defines left module mapsφ
Thus right multiplication by t + and t − induce a pair of maps φ
Moreover for homogeneous x, φ
The following Lemma is a version of Theorem 5.8 in [5] .
Lemma 2.1.
A λ is Artinian if and only if χ λ is finite. It is simple if and only if χ λ = ∅, or put another way λ / ∈ Z σ . ((iii)) There is a unique maximal submodule of A λ . Let S λ be the quotient of A λ by this maximal submodule. Note that S λ is simple. Every simple graded A module is isomorphic to S λ [i] for some λ ∈ MaxSpec R and some i ∈ Z.
Proof. (i) Let M ⊂ A λ be a proper, nontrivial, graded submodule. Since the homogeneous components of A λ are one dimensional the set δ(M ) determines M . Since A λ is cyclic and hence generated by
, depending on whether k 1 or k 2 or both exist.
(ii) Immediate from (i).
(iii) The first assertion is clear from (i). Suppose S is a simple graded A module and that i ∈ δ(S). Then there is a surjection A ։ S[i]. Let J be the kernel of this surjection and let λ ∈ MaxSpec R be a maximal ideal containing J 0 . Consider J + Aλ. (iv) Consider the maps φ 
Now, let us examine part (iv) of Lemma 2.1 and its proof more closely. Suppose that λ ∈ Z. This means that v ∈ λ and so 0 ∈ χ λ . Hence A λ and A σ(λ) [1] have special submodules A λ,0 and A σ(λ),1 [1] . We see from the proof that φ + •φ − and φ − •φ + are both zero in this situation. However, for i ≥ 0 we have φ
and for i ≤ 0 we have φ [1] and that φ − induces an isomorphism
Lemma 2.2.
if and only if λ = σ n (λ). In particular if σ acts freely on MaxSpec R then the simple subquotients of A λ are distinct.
. Now suppose λ ∈ Z. For any A module M we can formM = S where the sum is over simple subquotients of M . Of course, if
In the previous paragraph we saw that
and thereforeĀ λ ∼ =Ā σ(λ) [1] .
(ii) Suppose that S → T [n] is an isomorphism and that S i = 0. Observe that as left R modules,
is an isomorphism of R modules we see that λ = σ n (λ). The converse follows from part (i). 
We can view A[n] as an (A, R) bimodule as follows. The left action of A is just the usual left action. Let x ∈ A[n] and let r ∈ R then x · r = xσ n (r) where the undotted action is just multiplication. We can identify Hom gr (A[n], A[m]) ∼ = A m−n , where a ∈ A m−n corresponds to the map x → xa. Therefore, to check that the maps Hom gr (A[n], A[m]) are compatible with the right R module structure, we only need to check that φ + and φ − , corresponding to right multiplication by t + and t − respect this structure. For x ∈ A and r ∈ R we have φ
A similar check verifies that φ − respects the right R module structure. We can formulate the relations (1) as
Now, because A[n] are projective generators for the category of graded A modules, any graded A module is naturally an (A, R) bimodule.
If x 1 , . . . , x k are homogeneous generators of a graded A module M then the set {t
x j } generates M i as both a left and right R module. Therefore each M i is a finitely generated left and right R module. Let M be a graded A module equipped with this bimodule structure. Recall that ifM is a finitely generated R module then we have the support supp(M ) = {p ∈ Spec R : ann(M ) ⊂ p}. For x ∈ M i and r ∈ R we have rx = xσ i (r). So the support of M i as a left module differs from the support of M i as a right module by the action of σ i on Spec R. This means that many of the properties of the support, such as dimension do not depend on whether we view M as a left or right module. We will use this bimodule structure as a matter of course in 3, 4. We can think of this natural right module structure as giving a map of C algebras from R to the center of the category A − grMod.
Lemma 2.4. If M is a Artinian graded A module then for every i the support of M i in Spec R is finite. If χ λ is finite for every λ ∈ MaxSpec R then the converse is true.
Proof. Assume that M is a Artinian graded A module. Then for any ideal J ⊂ R and i ∈ Z, the chain of modules M ⊃ M J ⊃ · · · M J k ⊃ · · · has to stabilize. Since M is Artinian, M is finitely generated so M i is finitely generated. Specializing to J = λ ∈ MaxSpec R we see that M λ n = M λ n+1 for some n. Either M λ = M or else for every i, λ n M i = 0 by Nakayama's lemma. This means that every maximal ideal of R/ ann(M ) is nilpotent and we conclude that M i has to have finite support. Now we prove the converse under the additional assumption that χ λ is finite for every λ ∈ MaxSpec R. Since M is generated by finitely many cyclic modules it is enough to show that a cyclic module whose components have finite support is Artinian. So consider A/J where J is a homogeneous left ideal. Note that J 0 contains an ideal of the form λ ei i for some λ i ∈ MaxSpec R. We replace J by A λ 
Ò
We now describe a duality functor on C gr Art . Let ι : A → A op be the anti-involution of A which is the identity on R and satisfies ι(t + ) = t − , ι(t − ) = t + . Note that ι reflects the grading in the sense that ι(A n ) = A −n . We define the duality functor taking M → M * where M * n = Hom C (M n , C) and for x ∈ A i , φ ∈ M * j and m ∈ M i+j we have (xφ)(m) = φ(ι(x)m). The right module structure is the obvious one, (φa)(m) = φ(ma).
and that M * is simple if and only if M is simple. Of course, M * is defined for any graded A module M , but M * * will not be isomorphic to M if M does not have finite dimensional homogeneous components.
Let C gr
Art be the category of Artinian, graded A modules. As an application of the last two lemmas and a few more, we will show how to decompose C gr Art using points of MaxSpec R and the σ action. Say that two simple subquotients S, T of A λ are adjacent if δ(S ⊕ T ) is an interval. An interval is a subset of Z of the form {k ∈ Z : n ≤ k ≤ N } where we allow n = −∞ and N = ∞. Recall that if S and T are distinct simple subquotients then δ(S) ∩ δ(T ) = ∅. Therefore we can define a total order on the simple subquotients by setting S < T if i < j for any i ∈ δ(S) and j ∈ δ(T ). Intuitively, S sits to the left of T . Then the adjacent modules are those which are adjacent with respect to this ordering. We say that an arbitrary pair of simple A modules S, T is adjacent if they are adjacent simple subquotients for some A λ .
In order to do some homological algebra, let us fix notation. For graded left A modules M, N let Hom gr (M, N ) be the space of degree preserving module maps. Let Ext * gr be the derived functor of Hom gr in the category of all graded modules. As in the ungraded situation, Ext 
. Combining this with the fact that (−)
* is exact we see that (−) * gives an isomorphism Ext
Lemma 2.7. If S is a simple module then S ∼ = S * .
Proof. By Lemma 2.1, every simple module is a shift of a module of the form S λ . Therefore it suffices to check that (S λ )
* be the homomorphism defined by a → aφ. Then for m ∈ (S λ ) 0 we have (aφ)(m) = φ(am) = 0 for all a ∈ λ. Hence (S λ ) * is a simple quotient of A λ and must be isomorphic to S λ .
Ò
Lemma 2.8. Given two adjacent simple subquotients S, T of A λ there is a nonzero extension class in Ext 1 gr (S, T ).
Proof. Every simple subquotient of A λ other than the simple quotient is a subquotient of A λ,k for some k ∈ χ λ . Since Ext
, we can interchange T and S if we want. We suppose that S < T . We deal with two cases. Say T < S λ . Then there are A λ,k and A λ,l such that we have a short exact sequence 0
This cannot be split because there are no incomparable submodules of A λ,k , or in other words Lemma 2.1 implies
Thus the exact sequence determined by the module is nontrivial in Ext 
are either adjacent or isomorphic. Proof. Let λ, µ ∈ MaxSpec R and assume that µ = σ n (λ). Consider an extension
Note that M must have finite support. Hence, there exists an ideal J ⊂ R such that R/J is Artinian and M, S λ , and S µ [n] are all R/J modules. There are distinct maximal ideals λ = λ 0 , λ 1 , . . . , λ N = µ and positive integers e j such that R/J = ⊕ N j=1 R/λ ej j . Let π ∈ R/J be the idempotent corresponding to 1 ∈ R/λ e0 . Then we have two exact sequences
whose sum is (3). Since S λ · (1 − π) = 0 and S µ [n] · π = 0, this means that (3) is split. Now, (3) was arbitrary so we see that Ext
Finally, let S and T be simple. Suppose that the extension 0 → T → M → S → 0 is not split. We can shift S until S ∼ = S λ for some λ. The map A ։ S lifts to a map A → M . This map must be surjective since otherwise our extension would be split. Therefore M = A/J for some homogeneous left ideal J ⊂ A. If dim C M 0 = 1 then M is in fact a quotient of A λ and S and T are adjacent. Otherwise dim C M 0 = 2 and M is a quotient of A/AJ 0 where J 0 ⊂ λ has codimension 1. If
This means that there is a map A λ ։ T and since T is simple T ∼ = S λ and S ∼ = T .
Remark 2.10. One consequence of this Theorem is that it is possible to tell from the homological algebra alone whether or not a simple graded module is a subquotient of
. By Theorem 2.9 this means that whenever T is a simple graded module such that Proposition 2.11. For λ ∈ MaxSpec R and n ∈ Z let C λ,n be the full subcategory of Artinian graded modules whose simple subquotients are among the simple subquotients of A λ [n], i.e. summands ofĀ λ [n]. We have C λ,n = C µ,m if and only if µ = σ m−n (λ). Any Artinian graded module M can be decomposed as a direct sum M λ,n with M λ,n ∈ C λ,n . Let λ / ∈ Z σ . If λ is a regular point of MaxSpec R then the homological dimension of C λ,n is finite and dim C λ,n ≤ dim λ Spec R, the Krull dimension of the local ring R λ .
Proof. The first and last assertions are immediate from Lemma 2.2 and Theorem 2.9, respectively. The second assertion follows from the observation if µ = σ m−n (λ) and M ∈ C λ,n and N ∈ C µ,m then supp
We introduce a category O + , the category of graded A modules M with the property that for every m ∈ M , t n − m = 0 for n ≫ 0. Such a module is called locally nilpotent. We define O to be the category of ungraded locally nilpotent A modules. A finitely generated graded A module M belongs to O + if and only if −∞ < inf δ(M ). Our category O + behaves very similarly to the familar one associated to a semisimple Lie algebra if Spec R is one dimensional. See [4] . We reformulate some of the usual properties of O + so that they carry over to the situation when dim Spec R > 1. The category O + is our main object of interest and we will only mention O a few times, in order to compare it to O + . One remarkable property of O is that if our condition ( * ) below holds then instead of being Artinian, O is "graded" in the sense that it has a system of projective generators which are graded and such that every homomorphism between them is necessarily degree preserving. Also, Theorem 3.8 gives a block decomposition for O + parameterized by pairs of a connected component of Z and an integer. Finally, we will need the fact that A is noetherian, see [2] .
The idea of support and the induced action of σ on Spec R will play a major role below. Recall that σ induces an action Ξ on Spec R by Ξ(p) = σ −1 (p). For a graded A module M , we think of M as an (A, R) bimodule. Let ann(M ) denote the annihilator of M as a right R module and supp(M ) = {p ∈ Spec R : ann(M ) ⊂ p} is the support as a right module. Since shifting changes the right module structure, ann(M [n]) = σ −n (ann(M )) and supp(M [n]) = Ξ n (supp(M )). For a subset X ⊂ R let Z(U ) = {p ∈ Spec R : X ⊂ p} be the associated closed subset of Spec R, the zero locus of X. For p ∈ Spec R, Z(p) is the closure of the point p and is an irreducible subset of Spec R.
Let M be a graded A module. If supp(M ) is disconnected then the right R module structure on M factors through a quotient ring of the form W R W where W runs over the set of connected components of supp(M ). We use an orthogonal system of idempotents 1 W = (0, . . . , 1, . . . , 0) in the quotient ring to define submodules
viewed as a graded module concentrated in non-negative degrees. The Verma modules fit into a larger class of modules called big Verma modules that are defined in a similar way, except that instead of corresponding to maximal ideals, the big Verma modules correspond to arbitrary prime ideals.
Definition (Big Verma modules). Let
The big Verma modules are spread more evenly through O + . We make this precise in Proposition 3.2. 
Ò
Definition. It will be convenient to have uniform notation for certain quotients. Let k ∈ χ ′ p and set
and this is a subset of Z σ that is closed in Spec R.
Proposition 3.2.
A finitely generated, graded module M in O + has a finite filtration where each successive quotient has the form Q p,k [n] for some nonzero prime p ∈ Spec R, k ∈ χ ′ p , and n ∈ Z.
Proof. Because A is Noetherian, it suffices to show that any finitely generated module in O + has a submodule of the desired type. Let k be the smallest degree such that M k = 0. Since R is Noetherian, as a right module, M k has an associated prime, which we write as σ k (p) for convenience. This prime must be nonzero since
given by x → t + x are all isomorphisms. Let y ∈ V p 0 be such that t l + y ∈ J l . Then the submodule of V p /J generated by y is isomorpic to V p /V p,l . This corresponds to a submodule of A · x isomorphic to Q p,l [−k].
Ò
Suppose that M is a finitely generated graded A module belonging to O + . Then M has a finite filtration such that the associated graded is isomorphic to ⊕
) and this is a closed subset of Spec R contained in Z σ . Z σ could have many connected components and M decomposes into summands supported on each of the connected components of Z σ . We will introduce an assumption that makes sure Z σ has many connected components that are easy to describe. From now on, we assume that the following property ( * ) holds.
Assumption. ( * ) For every connected component W of Z and every n, W ∩ Ξ n (Z) is either empty or is a connected component of Z and for n ≫ 0, W ∩ Ξ n (Z) = ∅.
Example 3.3. There are two examples of GWA data satisfying ( * ), inspired by geometric considerations. First, let R be a ring let f 1 , . . . , f k ∈ R be any invertible elements. Let σ be the automorphism of R[h 1 , . . . , h k ] be defined by σ(h i ) = h i +f i . Suppose that s 1 , . . . , s k , r 1 , . . . , r n ∈ R be such that
Then the GWA data (R[h 1 , . . . , h k ], σ, v(h 1 , . . . , h k )) satisfies ( * ). Geometrically, R[h 1 , . . . , h k ] is the total space of the trivial rank k vector bundle on Spec R,f = (f 1 , . . . , f k ) is a section, and σ is translation by this section. To see v geometrically, let φ be a vector bundle map from Spec R × A k → Spec R × A 1 that restricts to an isomorphism on the subbundle spanned by (f 1 , . . . , f k ). Then v is the pullback along φ of a function on Spec R × A 1 that does not vanish on any fiber. This class of examples includes the classical case where R = C[h], k = 1, and f 1 = 1 so that σ(h) = h + 1 and v ∈ C[h] is some polynomial.
Example 3.4. We can construct another class of examples using dilation. Let R • = i≥0 R i be a graded ring generated by R 1 over R 0 = C. For γ ∈ C, not a root of unity, let σ be defined on homogeneous x by σ(x) = γ deg(x) x. Then for v = h − 1 where h ∈ R 1 , the GWA data (R • , σ, v) will satisfy ( * ). Of course, Spec R • embeds in Spec Sym C R 1 as a cone and the action of σ is induced by dilation by γ. Note that in this case Spec R/(v) ⊂ Spec R is an affine hyperplane section that corresponds to a dense affine open in Proj R • .
We will now construct a system of projective generators for
Definition. For each n > 0 let A(n) = A/At n − . Recall that this is naturally an (A, R) bimodule. We calculate that
Hence ann(A(n)) = (
By ( * ), the connected components of supp(A(n)) are Ξ translates of the components of Z. Let π 0 (Z) and π 0 (Z σ ) denote the sets of connected components of Z and Z σ respectively. For each connected component W ∈ π 0 (Z σ ) let A(n) W be the summand of A(n) supported on W .
We now consider three maps. First we have the natural quotient map q : A(n + 1) → A(n). Second and third we have the maps φ + : A(n) → A(n + 1) and φ − : A(n + 1) → A(n) induced by the endomorphisms φ + (x) = xt + and φ − (x) = xt − of A.
The quotient restricts to a surjection q W :
that is supported on W . Using (4) we calculate that
and conclude that supp(At
. Hence ( * ) implies that for n ≫ 0, q W is an isomorphism. Let N ≫ 0 be so large that for all n ≥ N , W ∩ Ξ n (Z) = ∅ and define A W = A(N ). The previous discussion justifies the notation since if we were to choose a different N with the same property there would be a canonical isomorphism between the resulting A W 's.
The maps φ + , φ − induce arrows φ
Let W ∈ π 0 (Z σ + ) \ π 0 (Z) and consider A W . It follows from ( * ) that W = Ξ k (W 0 ) for some W 0 ∈ π 0 (Z) and k > 0. We may assume that Ξ n (W 0 ) ∩ Z = ∅ for 0 < n ≤ k. Let N ≫ 0 be so large that A W0 = A(N ) W0 and A W = A(N + k) W . Then φ + induces a string of isomorphisms
We conclude that the collection of A W , W ∈ π 0 (Z σ ) can be obtained as shifts of a finite set of modules parameterized by π 0 (Z).
Definition (Projective generators). For each
Observe that, by construction, (P W ) 0 is an indecomposable right R module. Because P W is generated in degree zero, this implies that it is an indecomposable graded A module. 
Proof. Let M ։ M
′′ be a surjection of modules in O + and let P W [n] → M ′′ . We will show that there is a lift P W [n] → M . It will be convenient to replace this problem with the equivalent problem obtained by applying [−n] to the maps and modules. Now, write
, the map f factors as A → A(m) → M . We can assume that m > N . There is a commutative square 
, A(n+m)) can be identified with the set of elements x ∈ A(n+m) −ki such that t ni − x = 0. Let λ 0 = (x, y) and for X ⊂ Z a nonempty finite subset let p X = j∈X σ j (v) and [ni+ki,n+m] ). Then the image under composition with the quotient A(n + m) ։ A(n) is the submodule generated by t ki − r which is contained in the submodule generated on the right by q [ni+ki,n+m] . We conclude that in this case the image is contained in A(n)λ 0 . On the other hand, if k i < 0 then x = t −ki + r and 
is contained in A(n)λ 0 . We conclude that for each i there is an m such that if A(n i )[k i ] → A(n) factors through A(n + m) → A(n) then the image of the map is contained in A(n)λ 0 . By assumption, for each i, the map A(n i )[k i ] → P → A(n) factors through A(n + m) for every m and thus the image of this map is contained in A(n)λ 0 . Therefore the image of P in A(n) is contained in A(n)λ 0 and we conclude that there is not a system of projective generators for O + .
Proof. By construction supp(P W1 ) = W 1 and supp(
. By Proposition 3.7, if more than one of these spaces is nonzero then
. Therefore every map in Hom A (P W1 , P W2 ) is automatically homogeneous of some particular degree.
Definition. Let π 0 (Z)/Ξ be the set of equivalence classes in π 0 (Z) for the equivalence relation W 1 ∼ W 2 if there is an n such that W 2 = Ξ n (W 1 ). For each w ∈ π 0 (Z)/Ξ, fix W w ∈ w and set χ w = {n ∈ Z : Ξ n (W w ) ∈ π 0 (Z)}. For each n ∈ χ w set P w,n = P Ξ −n (Ww) [n] . Finally, for w ∈ π 0 (Z)/Ξ let O + w be the thick subcategory generated by the projective modules P w,n , n ∈ χ w . Define O 
Proof. The forgetful functor O + Z → O is exact and therefore fully faithful because we constructed the P w,n so that Hom(P w1,n1 , P w2,n2 ) = Hom gr (P w1,n1 , P w2,n2 ). By Proposition 3.5, the essential image contains projective generators and therefore the forgetful functor is an equivalence.
To check the second assertion it suffices to show that Hom gr (P w,n , P w ′ ,n ′ [m]) = 0 unless w = w ′ and m = 0. If w = w ′ then supp(P w,n ) ∩ supp(P w ′ ,n ′ [m]) = ∅ and therefore Hom gr (P w,n , P w ′ ,n ′ [m]) = 0. Assume that w = w ′ . By definition P w,n = P Ξ −n (Ww ) [n] and
Ò
We cannot make this decomposition into thick subcategories finer. Indeed suppose that W 1 = Ξ n (W 2 ) and that n > 0. Then the map P W1 → P W2 [n] induced by right multiplication by t n + on A is nonzero. However, in general it will neither be injective or surjective. Corollary 3.9. Set P = W ∈π0(Z) P W . P is a projective generator of O. Hence, O is equivalent to the category of right modules over the finite R/(v) algebra End A (P ).
Proof. We just need to check that End A (P ) is finite. However it follows from the preceding paragraphs that
This is a finite direct sum and Hom gr (P w,n , P w ′ ,n ′ ) ⊂ Hom lef t R ((P w,n ) 0 , (P w ′ ,n ′ ) 0 ), where Hom lef t R is the set of homomorphisms of left R-modules. Since R is noetherian and (P w,n ) 0 , (P w ′ ,n ′ ) 0 are cyclic left R/(v) modules it follows that End A (P ) is a finitely generated module over R/(v).
Observe that there is a map
. By ( * ), this is a bijection. So we can also think of this above decomposition as parameterized by
and by ( * ), there is a unique n such that W ′ = Ξ n (W ). Therefore P W ′ = P w,n [−n] and it follows that
. So unfortunately, the parameterization of the decomposition of O + disagrees with our parameterization of the fundamental modules A W , W ∈ π 0 (Z σ ). Finally, we note that if ( * ) holds then Theorem 3.8 implies that Proposition 3.2 applies to O as well as O + .
It follows from 2.1 that ( * ) implies that for each λ ∈ MaxSpec R, if χ λ = ∅ then it is finite so A λ is Artinian. We introduce uniform notation by setting
Note that A λ,− is simple and for n ≪ 0, n ∈ δ(A λ,− ). The following Lemma will be used in the next section. , it suffices to show that if A/J is not in O + then A/J has a subquotient of the form A λ,− . As remarked before J is automatically a right R submodule of A. Because R is noetherian, for n ≫ 0 we have t − J n = J n−1 . Hence there is an idealJ such that for n ≪ 0, (A/J) n ∼ = R/J as a right R module. Since (A/J) n = 0 for n ≪ 0, there is a λ ∈ MaxSpec R such thatJ ⊂ λ.
is not bounded below, it must contain A λ,− either as a submodule or as a quotient. Ò
Graded Morita equivalence
For a graded ring A let A − grMod be the category of graded left A modules. This category is equipped with an auto-equivalence (−) [1] , the usual shift.
Definition. Let A and B be graded rings. A strongly graded Morita equivalence is a C-linear equivalence of categories F : B − grMod
Since B is projective in B − grMod, P = F (B) is projective in A − grMod. The monomorphisms in A − grMod are exactly the injective module maps. Therefore we can detect whether or not an object satisfies the ascending chain condition using only the abstract structure of the category A − grMod. Suppose that B is noetherian. Then the graded B module B satisfies the ascending chain condition. Therefore P also satisfies the ascending chain condition and we conclude that P is finitely generated. Note that Therefore we can think of P as a right graded B module. The important thing is that the single grading makes P both a graded A module and a graded B module. For any graded B module M , F (M ) ∼ = P ⊗ B M . In this section, we will study the notion of strongly graded Morita equivalence for GWAs. Now, consider a map rings f : R → S and suppose that σ R ∈ Aut(R) and σ S ∈ Aut(S). Say that f is σ equivariant if σ S • f = f • σ R . Given GWA data (R, σ, v) and a σ equivariant automorphism ψ ∈ Aut(R) we can construct an isomorphism Ψ : T (R, σ, v) → T (R, σ, ψ(v)) extending ψ and satisfying Ψ(t + ) = t + and Ψ(t − ) = t − . We can view a graded T (R, σ, ψ(v)) module as a graded T (R, σ, v) module through Ψ and this sets up a strongly graded Morita equivalence between these two GWAs. We will see that any strongly graded Morita equivalence leads to an equivariant isorphism of the ground rings. Proof. Set A = T (R 1 , σ 1 , v 2 ) and B = T (R 2 , σ 2 , v 2 ). Let P be the finitely generated, projective, graded A corresponding to B under a strongly graded Morita equivalence F : B −grMod → A−grMod. Note that since P is a summand of ⊕ j A[n j ] each graded piece P i is a projective left R 1 module. Recall that P is an (A, R 1 ) bimodule such that for any p ∈ P i , r ∈ R 1 we have rp = pσ i (r). Thus P i has the same rank as a left module and as a right module. For now, assume that for each P 0 has rank 1. Then End
Note that Hom gr (P, P [n]) = Hom gr (B, B[n]) = B n and in particular End gr (P ) = B 0 = R 2 . Recall that every degree preserving map of graded A modules respects the (A, R) bimodule structure. Therefore we can define maps ρ : R 1 → End gr (P ) = R 2 by ρ(r)(p) = pr and φ : End gr (P ) → End R1 (P 0 ) ≃ −→ R 1 by restriction. By definition, for p ∈ P 0 and f ∈ End gr (P ) we have f (p) = pφ(f ). Let us check that ρ•σ 1 (r). Now for any r ∈ R 1 and p ∈ P we compute
Clearly φ•ρ = id R1 . Hence, ρ is injective and φ is surjective. Interchanging the roles of A and B we obtain ρ ′ : R 2 → R 1 and φ ′ : R 1 → R 2 , injective and surjective respectively. Now any surjective ring endomorphism of a noetherian ring is automatically an automorphism. Thus φ ′ • φ is an isomorphism. This implies that φ is injective and it follows that ρ and φ are inverse isomorphisms. Therefore ρ is the equivariant isomorphism that we wanted.
Next we will show that P 0 does indeed have rank 1, using the Lemmata from 2. The hypothesis and Lemma 2.1 imply that there is a λ ∈ MaxSpec R 2 such that B λ is simple. As mentioned in Remark 2.10, if T is a simple B module such that Ext
is a simple module with the same property, and so we must have F (B λ ) = A µ for some µ such that A µ is simple.
Fix a presentation
µ ։ P/P µ is a surjection. Since A µ is simple, this implies that P/P µ ∼ = (A µ ) ⊕m where m = dim C P 0 /P 0 µ. Under the Morita equivalence, this corresponds to a surjection B ։ (B λ ) ⊕m . However, up to scaling there is only one graded map B → B λ , and therefore any map
⊕m , which is not surjective unless m = 1. We conclude that m = dim C P 0 /P 0 µ = 1 so P 0 has rank 1 as a projective module. Now, set µ = ρ −1 (λ). As we argued above, if λ does not contain a σ 2 translate of v 2 then B λ is simple and F (B λ ) = P/λ(P ) = P/P µ ∼ = A µ is simple, so µ does not contain a σ 1 translate of v 1 .
We must argue that F preserves O + . Note that for a graded B module M , we compute δ(M ) = {n ∈ Z : Hom gr (B, M [n]) = 0}. Therefore δ(M ) = {n ∈ Z : Hom gr (P, F (M )[n]) = 0}. Now, among graded simple modules, those of the form B λ,− are characterized by the property that δ(B λ,− ) is not bounded below. Let S be a simple graded A module. Returning to our presentation ⊕ j A[n j ] ։ P we see that Hom gr (P, 
Ò
Recall that the classical GWAs are defined by data (C[h] , τ, v) where τ (p(h)) = p(h + 1). In an article by Bavula and Jordan we find the following theorm [3, Theorem 3.8] concerning the isomorphism problem.
One consequence of Theorem 4.1 (or Hodges [6, Lemma 2.4] ) is that T (C[h], σ, h(h+1)) and T (C[h], σ, h(h+ 2)) are strongly graded Morita equivalent but by the theorem above they not isomorphic. Now we are going to develop a technique to produce strongly graded Morita equivalences between GWAs. First we define an algebra. Consider the oriented cycle Q of length n > 0 viewed as a quiver. Let I be the vertex set with an action of Z generated by the automorphism which sends a vertex to the next vertex along the cycle, written as i → i + 1. Let a i be the edge joining i to i + 1. Form the double quiverQ which is constructed from Q by adding, for every edge a ∈ Q, a dual edge a * with the opposite orientation. So a * i joins i + 1 to i. Let R be a finitely generated commutative C algebra. We first form the path algebra RQ. Let RI be the R algebra generated by central orthogonal idempotents {1 i } i∈I . Let RĒ be the free symmetric R bimodule generated by the edges ofQ. RĒ has an RI bimodule structure determined by the condition that 1 i e1 j is equal to e if source(e) = i and tail(e) = j and is zero otherwise. The path algebra is defined by RQ = T ⊗ RI RE and has an R module basis identified with paths inQ as follows. To a path e 1 e 2 · · · e n through Q we associate e 1 ⊗ e 2 ⊗ · · · ⊗ e n ∈ (RE) ⊗n . Now letσ be an automorphism of RI satisfyingσ(e i ) = e i+1 . Observe thatσ( i∈I r i e i ) = i∈I σ i (r i )e i+1 for some collection {σ i } i∈I of automorphisms of R. So we can also think ofσ by assigning an automorphism σ i of R to each edge a i of Q.
Definition. Given r = i∈I r i e i ∈ RI there is an algebra Π = Π(R,σ, r) defined to be the quotient of the path algebra by the relations
If n = 1 then Π = T (R, σ, r). For each i ∈ I, let Π i = e i Πe i . Note that both Π and Π i naturally contain R as a subring. Moreover the path algebra has a natural grading with deg(RI) = 0, deg(a) = 1 n , and deg(a * ) = − 1 n for a ∈ Q. The relations above are homogeneous and thus the grading descends to a grading on Π and Π i .
We define an automorphism θ i of R and an element v i by
Informally, one obtains θ i by composing the automorphisms σ j in a circle starting at vertex i, and similarly one obtains v i by pulling back r j by the composition of the σ's on the backwards arc from i to j and multiplying all of these together. There is a natural map f : T (R, θ i , v i ) → Π i . We define the map on generators by f (r) = re i for r ∈ R and f (t + ) =ã := a i a i+1 · · · a i−1 and f (t − ) =ã
It is easy to check that f (t + ) and f (t − ) satisfy the neccessary relations. Therefore we get a map f : T (R, θ i , v i ) → Π i which respects the natural grading on both sides.
Proof sketch. Since aa * and a * a are in RI for any edge a, the ring Π i is generated over R byã andã * . Therefore f is surjective. Note that f is injective if and only if R acts without torsion on Rã k and R(ã * ) k for any k. To prove this, we consider the twisted path algebra ofQ. Let (RĒ)σ be the RI bimodule obtained from RE by redefining the left action by a · e =σ(a)e. Then S = T ⊗ RI (RĒ)σ is the twisted path algebra. As a left (and right) R module S ∼ = R ⊗ C CQ. This algebra is like the path algebra except that instead of containing R as a central subalgebra, we have ra i = a i σ i (r) and σ i (r)a * i = a * i r. Note that S has a bigrading with deg(e i ) = (0, 0), deg(a i ) = (1, 0), and deg(a * i ) = (0, 1). Set the total degree equal to the sum of the bidegrees. Let x i = a i a * i − r i e i and y i = a * i a i − σ i (r i )e i+1 . Then Π is a quotient of S by the ideal J = (x i , y i ) i∈I . Now we will show that if sã k ∈ J then s = 0 and similarly for (ã * ) k .
For paths p, q say that q < p if the total degree of p is greater than the total degree of q and p is equal to a multiple of q modulo J. For q < p there are elements r(p, q) ∈ R such that p = r(p, q)q modulo J and if q ′ < q < p then r(p, q ′ ) = r(p, q)r(q, q ′ ). Note that if e i pe j = p then e i qe j = q for all q < p. Now, write p = q<p s q p where s q = 1. Then q<p s q p = q<p s q r(p, q)q = s q0 r(p, q 0 )q 0 if and only if for all q = q 0 , s q r(p, q) = 0. Now r(p, q 0 ) = r(p, q)r(q, q 0 ) so s q r(p, q 0 ) = 0 for all q 0 < q < p and s q0 = 1 − q0 =q<p s q . So if q 0 is minimal then s q0 r(p, q 0 ) = (1 − q0 =q<p s q )r(p, q 0 ) = r(p, q 0 ). The minimal q 0 for p of degree (nk + l, l) satisfying e i pe i = p isã k . This means that given a path p of degree (nk + l, l) satisfying e i pe i = p, there is a well defined element r(p, k) ∈ R such that if p = sã k mod J then s = r(p, k). Suppose that sã k = 0 modulo J. Then we can write zero as 0 = p,j s p,j p such that for each path p, j s p,j = 0 and e i pe i = p; and sã k = p,j s p,j r(p, k)ã k . But p,j s p,j r(p, k) = 0 and therefore s = 0. We deal with (ã * ) k in a similar way. Hence no multiples ofã k or (ã * ) k are zero in Π. So we see that f is injective as well.
Example 4.3. Let α = i∈I α i e i ∈ CI. Then the deformed preprojective algebra of type A denoted Π α (Q) is the quotient of the path algebra CQ by the relation i∈I [a i , a
, σ i to be translation by α i+1 , and r = h · 1 = i∈I he i . Then S = Π(R,σ, r) is isomorphic to Π α (Q). Indeed, there is an obvious map f : CQ → S given by f (e i ) = e i , f (a i ) = a i and f (a * i ) = a i . The defining relations (6) of S imply that f factors through the preprojective algebra. On the other hand, there is a homomorphism g : S → Π α (Q) defined by g(e i ) = e i , g(h) = i∈I a i a * i , g(a i ) = a i , and g(a * i ) = a * i . The reader should check that g respects the defining relations (6) . Clearly f and g are mutually inverse.
Let Π ij denote the (Π i , Π j ) bimodule e i Πe j . Notice that Π ij ⊗ Πj Π ji = e i Πe j Πe i ⊂ Π i . It is straightforward to compute that α ij = a i a i+1 · · · a j−1 a * j−1 · · · a * i = r i · σ Loosely speaking, two polynomials have the same root type if they have the same classes of roots modulo Z and if in each class of roots modulo Z considered under the natural ordering, the multiplicities occur in the same order.
In order to prove Theorem 4.8 (below) we need to know more about Artinian modules over classical GWAs. Let A be a classical GWA, with polynomial v ∈ C[h]. The connected components of Spec C[h]/(v) are just the roots of v. Since ( * ) is satisifed, we have projective generators P ν for O + indexed by the roots of v and their simple quotients S ν . We also have the small Verma modules V ν = A/A(t − , (h − ν)). By 2.1, V ν has a submodule for each integer k ≥ 0 such that ν + k is a root of v.
Definition. Say that a graded module M is ν-small if M has exactly one filtration
We set ℓ(M ) = n, the length of the unique filtration F
• with V ν quotients. j=0 v(h − j)). Then M ν is the quotient of P ν by the submodule of P ν generated by t − . The degree zero part is generated by t "move" the roots of v 2 to the roots of v 1 . Using the previous argument we can move the smallest root of v 2 to the smallest root of v 1 in the same Z and then the next smallest and so on.
Let R and σ be given. Suppose that there is an automorphism ψ ∈ Aut(R) such that σψσ = ψ. Then there is an isomorphism Ψ : T (R, σ, v) → T (R, σ, ψ(σ(v)) which extends ψ and satisfies Ψ(t + ) = t − and Ψ(t − ) = t + . Evidently this isomorphism is anti-graded in the sense that deg(x) + deg(Ψ(x)) = 0. For a Z graded ring T let 'T be the graded ring satisfying 'T n = T −n . So Ψ defines an isomorphism between T (R, σ, v) and 'T (R, σ, ψ(σ(v))). If we consider strongly anti-graded equivalences, i.e. strongly graded Morita equivalences between T (R, σ, v) and 'T (S, θ, u) then we can still prove a version of 4.1 where the equivariant isomorphism is replaced by an anti-equivariant isomorphism.
According to [3] there are automorphisms of GWAs that are not graded or anti graded and therefore there are Morita equivalences that are not strongly graded or strongly anti-graded. In these cases, however, the ordinary Morita equivalences can be replaced by strongly graded or strongly anti-graded ones. Question 1. If two classical GWAs are Morita equivalent, are they then also strongly graded or strongly anti-graded Morita equivalent?
