Abstract: Bayesian Networks (BNs) have become one of the most powerful means of reconstructing signalling pathways in silico. Excessive computational loads limit the applications of BNs to learn larger sized network structures. Recent bioinformatics research found that signalling pathways are likely hierarchically organised. Genes resident in hierarchical layers constitute biological constraint, which can be readily used by BN structural learning algorithms to substantially reduce the computational load. We propose a constrained BN structural learning algorithm that solves the NP-complete computational problem in a heuristic manner. We demonstrate the utility of our algorithm in constructing two important signalling pathways in S. cerevisiae.
Introduction
Bayesian Networks (BNs) can simultaneously predict probabilistic causal relationships among biomolecules from noisy genome-wide measurements. The candidate causal relationships among genes are assembled into directed graphs. The posterior probabilities corresponding to each candidate graph can be evaluated given data, which, according to the Bayes' rule, is proportional to a specific data distribution and biological prior knowledge. Candidate graphs with the highest score(s) often serve as the basis for generating new biological hypotheses of the underlying signal transduction mechanisms. BNs have been successfully applied in a variety of biomedical research fields such as cancer biology (Gevaert et al., 2006) , biomarker discovery (Diao et al., 2004) , system biology (Zou and Conzen, 2004) , and genetics genomics (Li et al., 2005) .
As summarised in Chen et al. (2006) , BN structural learning algorithms can be categorised as either Conditional Independence (CI) test-based methods or scoring based methods (Chen et al., 2002) . The CI-based methods work in a pairwise manner testing dependency between variables. The CI-based methods enjoy the feature of computational effectiveness but scoring-based methods may produce more accurate results in structural learning.
Perhaps one of the most challenging problems for scoring-based BN structural learning from data has to do with the scalability since the optimal inference of BN on the given data is a NP-complete problem. Consequently, existing BN learning algorithms often constrain the search space combined with heuristic search. Chow and Liu (1968) learned a simple tree-like BN structure from data in which they restricted one parent node for each child node. Friedman et al. (1999) proposed a 'Sparse Candidate Algorithm' that they teased out many parent-child candidates with lower mutual information (Friedman et al., 1999) . Further (Chen et al., 2006) proposed using mutual information to construct an undirected network, and followed by splitting graphs into small subgraphs so that it is possible to assign direction to each edge using exhaustive search. Topological sort was then applied to obtain a node ordering that allows the K2 algorithm (a heuristic structural learning method) to perform optimally. Similarly (Teyssier and Koller, 2005) proposed an efficient BN learning algorithm to find good BN structure consistent with a pre-defined ordering of nodes.
More recently, biologically motivated constraints combined with heuristic network structural search were applied to attack the computing problem. Zou and Conzen (2004) reduced the search space by limiting potential regulators to those genes having either earlier or simultaneous expression level changes compared to the target genes. Moreover, time difference between the initial expression change of a regulator and it is target genes was employed to estimate a time lag that facilitates more accurate learning of network structure. Pe'er et al. (2006) confined the number of candidate parents by dividing the whole set of genes as regulator set and target set. These approaches successfully scaled up the BN algorithms to learn much larger signalling networks from data, and the learned networks have served as a starting point for generating many incisive biological hypotheses. However, the size of learned networks are not large enough to be able to provide a panorama of gene regulation networks. Making things even worse, the use of heuristic search algorithms make inferred network structures abound in excessive false positives and false negatives of regulatory relationships. Learning a large-scale optimal BN structure from data remains to be a challenging problem.
The advent of high throughput data acquisition technology has made it possible to study genetic and biochemical interactions on the genome scale. For example, yeast two-hybrid system and immune co-precipitin techniques provided myriad of pairwise biochemical interaction (Joung et al., 2000) . Yeast synthetic lethal analysis revealed abundant pairwise genetic interactions. Other valuable resources include literature search and mining, ChIP-chip experiments (Begley et al., 2004) . The ensemble of pairwise biological interactions have provided unparalleled opportunities to construct the 'big picture' of signalling transduction networks. The backbone, i.e., network layer information, can be used as a biological constraint to facilitate a more efficient Bayesian structural learning as presented below. Yu and Gerstain (2006) manually assembled a Saccharomyces cerevisiae gene regulatory network by combining the interaction data from various genetic, biochemical and ChIP-chip experiments. Applying Breadth-First Search (BFS) on the network, they discovered that the network is organised into four hierarchical layers. Analogous to social networks, it was assumed that each gene lying in the lower layer is only regulated by gene(s) lying in the immediate higher layer. In the context of BN structural learning, it is translated into a constraint that a 'child node' can only reside in the immediately lower layer than its 'parent nodes', and not vice versa. Thus the network layer information can be conveniently exploited as structural constraint to substantially reduce the search space.
Although the layer classification of genes represents a compendium knowledge of 'universal' signalling network skeleton, it is not adequate to uncover many regulatory mechanisms because of the following reasons:
• It is often the case that there are only a portion of genes in the skeleton are involved (activated or repressed) in a specific biological process, such as stress response and cell cycle. We define the subset of relevant genes as 'context-specific genes'. The identification of context-specific genes is analogous to the variable selection problem, which must be solved using relevant (microarray) data and proper statistical model.
• The ensemble of simple (marginal) pairwise relationships in the skeleton are not sufficient to understand the complicated signalling transduction mechanism, which is often joint.
The joint regulatory relationships can be readily discovered by using and scoring a multivariate distribution, which is later called score function. Armed with the knowledge of layer classification, we aim to find the highest-scoring BN structure given observed data.
Here we propose a new BN learning algorithm that is able to find the optimal context-specific BN structure(s) from genome-wide data in polynomial time. The algorithm exploits a state-of-art biological constraint, namely, signal is transmitted sequentially and hierarchically from the master regulators on the 'top layer' to the regulators in the subsequent layers (Yu and Gerstain, 2006; Cosentino et al., 2007) . Our approach selects subset of context-dependent genes, and infers optimal joint regulatory relationships among genes using a microarray data set describing a specific biological process. The layer constraint makes the NP-complete problem of learning optimal BN structure(s) solvable in a heuristic manner (Gevaert et al., 2006) .
Methods

Validation of the hierarchical layer constraint
The hierarchical layer constraint derived by BFS algorithm is a parsimonious way of delineating the true signalling transduction hierarchy in the living cell. As argued in Yu and Gerstain (2006) , it is mathematical precise in that there is only one unique solution for a given network, and a node is unambiguously placed at a single level. Moreover, it does not change the network topology or connections (Yu and Gerstain, 2006) . The support evidence provided in Yu and Gerstain (2006) is as the following:
• in assigning levels for each transcription factor, using both shortest-path and longest-path give almost exactly same results
• deleting, adding or rewiring 20% edges give exactly same results.
The only problem for using BFS algorithm that might cause information loss, also discussed in Yu and Gerstain (2006) , is the feedforward situations. But as demonstrated above using both shortest-path and longest-path searches, the information loss appears to be negligible. BFS represents a parsimonious way of prototyping the 'chain-of-command' in social and biological sciences.
Marginal vs. joint regulatory relationships
The ever-accumulating pairwise gene regulation data inferred from high throughput experiments delineates a universal blueprint of the gene regulatory network.
It could be of limited use if not put into a specific biological context, e.g., DNA damage response, and not put into sufficient details, e.g., discriminating marginal from joint regulatory relationship. The notion could be exemplified in Figure 1 , in which we aim to find out which subset of genes (B-G) regulate gene A in a specific biological process. Based on an ensemble of regulatory relationships, we collect all genes that regulate gene A under different conditions and from different sources. All these pairwise regulatory relationships are marginal in the sense that no other genes are considered when looking at a particular regulatory gene pair. This is more or less restricted by the current experimental techniques that do not allow measuring joint regulatory relationships. For example, a fairly large amount of experimental evidence comes from ChIP-chip experiments, in which only marginal regulatory relationships could possibly be inferred. Many biological regulatory relationships appear to be joint, namely, gene A is jointly regulated by a number of other genes Figure 1 . In order to recover the joint regulatory mechanism, experimental data will be needed as well as appropriate network models. We use Bayesian framework here because it is able to discover the most probable Joint Causal Relationships (JCR) given experimental data. The basic strategy is to score every possible JCR's and find the best one with highest score according to a score function 1. In the next a few sections, we introduce score functions and structural searching strategies. 
Static Bayesian Networks
A static BN is a Directed Acyclic Graph (DAG) representation of the joint probability distribution of a set of random variables, X = X 1 , X 2 , . . . , X n . The representation consists of two components. The first component, G, is the DAG. The second component describes a conditional distribution for each variable, given its parents in G. Together the two components specify a unique joint distribution on X. Based on the assumption of first-order Markovian dependency, a random variable X i is independent of the other variables in the network given its immediate parents π i . The joint probability distribution can be decomposed into a particularly simple form of conditional distribution, in which the π i varies following static BN structures:
Note a special case of equation (1) is that π i is an empty set, i.e., X i does not have parents, it follows that P (X i | π i ) = P (X i ).
The Conditional Probability Distribution (CPD) is pivotal in evaluating the likelihood score of a DAG structure. CPD can be specified in both discrete and continuous formats. In a discrete case, assuming each of X has q parents and each parent is tertiary valued, the CPD table describing discrete CPD will specify 3 q distributions. A score function needs to be applied in order to evaluate the likelihood of CPD (equation (1)) corresponding to a given static BN structure, e.g., equation (11),
in which S represents the score of a DAG, B s represents a BN structure, D represents genomics data, r i is the number of discrete outcomes of each variable (i.e., 3) and N ijk equals the total number of cases in the data set where data set variable i is in level k and the parent nodes are in level j. The number of levels for each variable equals the number of discrete outcomes of the variable. We discretise data based on whether it is under or over-expressed compared to the reference condition. The discretised data has three outcomes: under-expressed, over-expressed and constant-expressed. A more general form of this score function would be represented using Bayes' theorem, in which we evaluate the posterior probability of a graph G given the data D as the following:
where C is a constant and independent of G and
is the marginal likelihood which 'averages' the probability of the data over all possible parameter assignments to G. The particular choice of prior distributions P (G) and P (Θ | G) for each G determines the exact Bayesian score (Friedman et al., 1999) . In continuous cases, a natural choice of CPD would be multivariate Gaussian. We focus on discrete cases in this paper. It has been shown in multiple scenarios (e.g., regulatory network reconstruction (Ivanov and Doughty, 2006) ) that discretisation is advantageous for noisy genome-wide data.
There are other popular score functions that balances the likelihood of the model and its complexity, such as Bayesian Information Criterion (BIC) score (Schwartz, 1978) . The BIC can be used for continuous data to with a parametric distribution model.
Dynamic Bayesian Networks
In Dynamic Bayesian Networks (DBNs), we must consider time as a factor when evaluating the joint probability of each network structure. Different from previous works, we assume zero-order or first-order time dependencies X 
We use the same score function in equation (2) to evaluate the equation (5).
Finding the most probably network structure(s)
Considering the problem of finding the best network structure having the highest Score(B s | D), the intuitive way of searching is to exhaustively enumerate all possible network structures (B s ), and find network structure(s) having highest score(s). The brute force search is not scalable to larger networks since the number of possible structures grows exponentially as the number of nodes increases. The computational complexity for the exhaustive search of network of n nodes was derived as the following (Robinson, 1977) :
The number of possible network structures is bounded by O n!2 ( n 2 ) . Clearly either a greedy algorithm is needed to find good but not the best network structure(s) or a biological/structural constraint needs to be imposed to significantly reduce the search space. We first review two previously used structural search algorithms, one is heuristic hill-climbing structural search algorithm without constraining the search space, and the other one is a constrained learning algorithm. We then proceed to present our structural learning algorithm exploiting the network layer constraint.
Greedy hill-climbing structure search algorithm
A common structural search algorithm is greedy hill-climbing procedure outlined in Algorithm 1. Similar to other types of greedy algorithms, the algorithm tends to be trapped in a local optima. Random walk perturbations are frequently used as a solution to get around.
The algorithm heavily depends on the decomposition of the score function as follows:
where D(X i , π(X i )) denotes the data involving only X i and π i . Therefore, the search can be done node-by-node, for each node, only Score(
needs to be evaluated but not the whole score, which substantially reduces the computational load.
Constrained structural learning methods
The greedy hill-climbing structural search algorithm is able to find good networks of dozens of variables.
However it yet to be improved in order to scale up to the complexity of mammalian networks and successfully reconstructs a reasonable model over thousands of variables. By classifying genes into unbalanced groups of regulators and targets, i.e., small number of regulators and large number of targets. The computational load is significantly reduced since targets can only be regulated by regulators and not vice versa. By combining with the greedy structural learning Algorithm in 1, the Algorithm 2, originally presented in Pe'er et al. (2006), is able to infer a much larger network at a similar expense of greedy algorithm.
Our new constrained structural learning algorithm
One primary reason for the success reported in Pe'er et al. (2006) is that the binary partition of genes into a smaller regulator set and a larger target set. The small-size regulator set is the determining factor for the significantly reduced computational load. Hierarchical partition of the genes into multiple sets (layers) gives rise to even smaller regulator sets, and consequently much reduced computational load. More importantly, the validity of the hierarchical gene partition was supported in recent studies (Yu and Gerstain, 2006; Cosentino et al., 2007) .
Based on the equations (1), (2), (5) 
Software implementations
Due to the uniqueness of our algorithm there are no existing software available to use. We implemented the BN and DBN algorithms based on equation (2) using R language. The R code is available upon request. Yu and Gerstain (2006) constructed the S. cerevisiae regulatory network by combining regulatory relationships from various biochemical, genetic experiments. They then used BFS algorithm to classify the genes into four hierarchical layers, where genes in the layer i are regulated only by genes in the layer i − 1. There are 8, 27, 95, 123 genes from the fourth layers to first layer. We define these four layers as hierarchical constraint, and we use score functions 2, 5 and search Algorithm 3 to learn which subset of genes from the four layers are activated and how they are regulated in response to a cellular event or an external stimulus.
Results
Hierarchical constraint
Learning Methyl-MethaneSulfonate (MMS) responsive signalling hierarchy using BNs
We demonstrate inferring static signal transduction hierarchy using BNs and yeast single point mutation microarray data generated in Workman et al. (2006) . Around 6000 gene expression were profiled over 27 knockout conditions that are relevant to DNA damage response. MMS responsive pathway, as a typical DNA damage response mechanism, has been actively studied in literature. Nevertheless a vast majority of signalling mechanism remains elusive. Many seemly irrelevant biological processes were indicated to be involved in the MMS responsive pathways. For example, using genomic phenotyping and interactome mapping (Begley et al., 2002 (Begley et al., , 2004 revealed that multiple expected and unexpected pathways are associated with DNA damage response including DNA metabolism, cell cycle control functions, cytoskeleton remodelling, chromatin remodelling and protein, RNA and lipid metabolism. We constructed a large-scale MMS responsive pathway in light of the hierarchical constraint (Yu and Gerstain, 2006) using the BNs searching Algorithm 1 and score function 2. Using microarray data, our objective is to investigate which subset of these 253 genes in the hierarchical constraint are regulated and how they are regulated in response to MMS. In evaluating the biological relevancy, instead of validating every network edges as done in some smaller and well-known networks, we focused on those nodes (genes) that regulate many other nodes, and we check literature to see whether these nodes have been reported to be involved in the MMS response, or in a more general sense, in DNA response or stress response. The number of (parent) genes regulate a single (child) gene is defined as it is connectivity.
Using a connectivity cut-off 4, we say a node (transcription factor) is true positive if it is supported either by MMS sensitivity experiments (Begley et al., 2002) or by biological literature or by both. Basically we relied on two kinds of evidence to examine whether the selected genes are likely to be involved in MMS response pathway. One evidence is based on MMS-sensitivity experiments performed on single mutants of almost every yeast gene (Begley et al., 2004) . The mutated genes of the corresponding MMS-sensitive mutants are likely to be involved in the MMS-responsive pathways. Another kind of evidence is obtained thorough literature search.
We found that out of eight top-layer master regulators in Yu and Gerstain (2006) only two (HIR3, GZF3) were predicted to be involved in the MMS response indicating that these two genes might trigger the cascade response to DNA damage events. HIR3 was shown to be able to repress transcription and cause MMS sensitivity (Qian et al., 1998) , and GZF3 (not shown in Table 1 due to low connectivity) is a transcription repressor as well, which is a good indication of its role in DNA damage response. Other MMS sensitivity experiment and/or literature supported evidence are summarised in Table 1 . Interestingly, the lower the hierarchy of the genes, the higher proportion of non-sensitivity to MMS. It was demonstrated et al. (2006) by higher proportion of 0's in lower part of the 'MMS sensitivity' column of Table 1 . Based on Table 1 and experimental evidence from literature, the proposed MMS response pathways rooted from HIR3, composed of some most relevant genes (Table 1) , is presented in Figure 3 . 
Learning cell cycle regulated pathways using DBNs
We demonstrate application of our DBNs algorithm by constructing a small-scale cell-cycle regulating pathway. Similar to the previous example, we aim to identify which subset of 253 genes in the hierarchical constraint play an active role in regulating the yeast cell cycle. Figure 4 showed part of identified cell-cycle regulatory network. All genes selected by DBNs algorithm have been shown to be related to cell cycle regulation. The evidence was collected from either SGD (Wu et al., 1999) , CYC8 and NOT5 have been shown to be involved in yeast cell cycle regulating pathway as members of yeast transcription apparatus that are responsible for initiation, elongation and degradation.
Figure 4
Part of cell-cycle regulating signalling hierarchy reconstructed using hierarchical layer (Yu and Gerstain, 2006) 
Discussion
Bayesian Networks have been widely applied to decipher complicated biological pathways. The constraint-based structural learning algorithm is increasingly popular because of the great promise of solving the NP-complete problem. Relying on a parsimonious representation of the biological constraint, our approach solved the NP-complete problem in a heuristic manner while keeping itself as a global approach. Our approach is somewhat similar to the node-ordering based constrained Bayesian structural learning algorithm but with more relaxed assumption of node ordering. Some of empirical layer constraint can be readily derived from many types of genome-wide data, for example, regulators and target genes demonstrated in ChIP-chip experiments are to be included in two immediate adjacent layers.
As an inherited property of BNs, our algorithm is able to infer the joint regulatory mechanism from data that can not yet be directly discoverable using biological experiments. The joint regulation as opposed to marginal regulation is an abundant and more realistic mode of gene regulation. An example would be that a group of transcriptional factors jointly regulate transcriptional initiation, elongation and termination of the target gene. Our algorithm also provides automatic gene selection so that only a small subset of biological context-dependent genes are included in the signalling pathways.
Finally we note that the correctness of signalling pathways inferred using our algorithm is contingent on the correctness of the hierarchical gene classification. In the original paper Yu and Gerstain (2006) , authors have shown the robustness and correctness of the gene layer classification by applying multiple computational perturbations such as deletion and insertion. The accuracy of gene layer classification is expected to be significantly improved with rapid accumulation high throughput data and further development of human knowledge.
