Despite great accomplishments in the migration literature, the determinants of South-South migration remain poorly understood. In an attempt to fill this gap, this chapter formulates and tests an empirical model for intraregional migration in Sub-Saharan Africa within an extended human capital framework, taking into account spatial interaction. Using bilateral panel data between 1980-2000, we find that intraregional migration on the subcontinent is predominantly driven by economic opportunities and sociopolitics in the host country, facilitated by geographical proximity. The role played by network effects and environmental conditions is also apparent. Finally, origin and destination spatial dependence should definitely not be ignored.
Introduction
The motivations for international migration have received a great deal of attention in migration research since the 1980s. The main focus of theoretical and empirical research has been on the principal channels of mass migration in the twentieth century. These include both North-North migration, such as European migration to North America or Australia, as well as South-North migration, such as migration from former colonies to Europe and migration in the context of guest worker programs and exile. Recent empirical studies have typically analyzed migration to Europe (Gallardo-Sejas et al., 2006; Hooghe et al., 2008) or to the OECD (Pedersen et al., 2008; Peri, 2009, 2011; Mayda, 2010; Beine et al., 2011; Ruyssen et al., 2012) , estimating a variant of the human capital model of migration with particular attention to economic determinants.
The driving forces behind migration to developing countries, especially South-South migration, remain poorly understood. Yet, the extent of migration in the South should definitely not be underestimated. The
The database provides statistics on migrant stocks for each decade during this period. The change in migrant stocks between subsequent time periods can then be used as a measure of net migration flows (see also Beine et al., 2011; Marchiori et al., 2012) . This approximation is not perfect as it does not take into account deaths and return migration during the 10 years between observation points. Yet, following Beine et al. (2011) , we believe that it is accurate enough to provide a reasonable approximation for net migration.
As such, the first contribution of this chapter concerns the use of bilateral panel data to evaluate the factors affecting migration between SSA countries. We specify a comprehensive human capital model of migration that encompasses not only the typical economic determinants of migration but also demographic, sociopolitical and environmental factors representing characteristics of countries of origin and destination as well as network effects and natural and cultural factors enhancing or restraining migrant flows to the host country, such as transport, communication and psychological costs of migration. The model is estimated using data from the GBMD, for 42 origin and destination countries between 1980-1990 and 1990-2000. The second contribution of this chapter relates to our estimation approach, which takes into account potential spatial interaction between origin-destination (OD) flows. As argued by Griffith and Jones (1980) , OD flows from a certain origin (to a certain destination) are positively correlated with the degree of emissiveness (attractiveness) of its neighboring origin (destination) locations. Although several authors have pointed out the need to account for spatial dependence in the analysis of migratory movements (see for example Cushing and Poot, 2003) , the use of spatial regression methods in the migration literature is still limited. To address this apparent gap in the literature, LeSage and Pace (2008) develop a family of spatial OD models using a combination of three spatial connectivity matrices for destination, origin and destination-to-origin dependence which can be estimated using maximum-likelihood techniques.
We follow this approach, which allows for a general structure of the spatial correlation in the migrant flow. Starting from a spatial Durbin model, the most general model of spatial dependence, we rely on specification tests to determine which model best describes the data.
Our main results can be summarized as follows. Although we find evidence for a strong influence of average incomes in the host country, the role played by sociopolitical factors is also apparent, though only indirectly. The occurrence of conflict in the home country encourages emigration towards countries where relative freedom is secured. These migratory streams are perpetuated because of network effects lowering the psychological costs of migration. Also distance and adjacency play a significant role because of their influence on transport and communication costs. It is shown that the influence of environmental factors should not be underestimated: immigration is higher towards countries with lower disaster occurrence and indirectly also temperature anomalies. Finally, we find indications of significant destination-and origin-based spatial dependence in migration decisions.
The remainder of the chapter is organized as follows. Section 2 outlines the empirical model. Section 3 describes the data. The introduction of spatial dependence and the estimation method are discussed in Section 4. Section 5 elaborates on the estimation results and Section 6 concludes.
As most of the recent economic literature on the migration decision (see Hatton, 1995; Pedersen et al., 2008; Mayda, 2010; Ruyssen et al., 2012) , our empirical model is based on Sjaastad's (1962) human capital model of migration. Economic theory suggests that individuals maximize their utility subject to a budget constraint. Accordingly, Sjaastad (1962) argues that the migration decision is based on the comparison between expected benefits and costs from migration. Potential migrants repeat this exercise for each potential destination country and choose the country that provides the best opportunities. The expected benefits and costs from migration depend on many factors related to the characteristics of the individual, the individual's origin country and those of all potential destination countries. In line with ?, Pedersen et al. (2008) and Mayda (2010) , we write aggregate migration from origin country o to destination country d at time t as a function of destination, origin and destination-origin characteristics capturing the benefits and costs of migration. Specifically, we define the aggregate migration rate as
where the migrant flow, M dot , is divided by the resident population in the destination country, N dt , to account for scale effects related to the fact that larger countries are able to provide more opportunities to and host more immigrants. 3 B dt , B ot and C dot denote the expected benefits from migrating to destination d, those for staying in the home country o and the expected costs from migration from o to d, respectively.
The expected benefits from migration or staying in the home country are a function of average incomes, Y , and the non-monetary returns, Z, while ε dot denotes the error term, which is assumed i.i.d.
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Following Todaro (1969) and Harris and Todaro (1970) , expected income is defined as the average income (inc) times the employment rate (empl) to account for the risk of not finding a job upon arrival in the destination country. Yet, in line with Hatton (1995) , we assume that expected earnings abroad are subject to more uncertainty than those in the home country. 5 In fact, we do not impose equal coefficients 3 The empirical specification described in equation (1) can be formalised as a linear probability model, i.e. a linear approximation to a model describing the probability that an individual i from country o decides to migrate to d at time t.
The corresponding linear probability model would be given by
This relationship allows the model to be fitted using simple linear regression techniques. As argued by Caudill (1988) and Angrist and Pischke (2008) , a carefully chosen linear model can yield good estimates of marginal effects, despite some of the well-known drawbacks of the linear probability model. Whereas probit or logit models are generally preferred to a linear probability model, the former only prove better estimators when the disturbances are known to be normally or logistically distributed, respectively. Moreover, contrary to probit or logit models, a linear probability model permits estimation of country specific effects and the parameters are directly interpretable (see e.g. Verbeek, 2012) . 4 Section 4 demonstrates how we account for potential spatial dependence in the migratory process and how this affects the structure of the error term. As a robustness check, we also control for the presence of unobserved heterogeneity among destination and origin countries. The results are discussed in Section 5. There is not much sense in adding a time effect
given that our sample is limited to two time periods. 5 In fact, Hatton (1995) explicitly takes into account uncertainty about employment prospects abroad and expects a for employment prospects and average incomes at home or abroad. Taking logarithms, we can write expected incomes in the destination and origin countries, respectively, as
Combining equations (1), (4) and (5) gives
Through the identification of Z dt , Z ot and C dot , this basic human capital model of migration can be elaborated to account for more structural influences of migration.
First, a popular proxy for the cost of migration, C dot , is the social network: family and friends already in the host country may lower the psychological cost for newcomers leaving their familiar surroundings, alleviate financial constraints or help finding a job or housing. To capture these network effects, we incorporate the lagged stock of immigrants already present in the host country (MST) (see also Hatton, 1995; Fertig, 2001; Lewer and Van den Berg, 2008; Pedersen et al., 2008) . Also the distance between origin and destination country (dist) and the presence of a common border (commbord) are considered suitable proxies for monetary expenses and non-monetary opportunity costs (such as foregone earnings while traveling and finding a job) incurred by the migrant (Karemera et al., 2000; Gallardo-Sejas et al., 2006; Lewer and Van den Berg, 2008; Pedersen et al., 2008; Mayda, 2010) . Other factors expected to lower the costs of migration are the presence of a common language (commlang) and a common colonial past (commcol). Cultural similarities in the host and source country are assumed to make adaptation to the new environment easier, which in turn increases the propensity to migrate between these countries (see also Karemera et al., 2000; Gallardo-Sejas et al., 2006; Lewer and Van den Berg, 2008; Pedersen et al., 2008) . Furthermore, we also investigate the impact of regional integration (regint) on migration.
A positive sign might indicate that regional integration succeeds in stimulating the free movement of people whereas a negative sign might point to a substitution relationship between trade and labor. As such, the cost of migration, C dot , is specified as
Second, we look more closely into specific characteristics of the origin and destination countries, Z dt and Z ot , which are likely to influence the return to migration and as such also the decision to migrate.
Following the standard practice in the literature, the immigrant's income perspectives in the host country higher coefficient for employment in the destination compared to the origin country. The same reasoning could be applied to the coefficients for other variables such as wages or education prospects. Whereas Hatton (1995) assumes that the probability of employment follows a biniomial distribution, we do not assume any specific distribution and do not impose any restrictions on the coefficients.
are proxied by GDP per capita. Borjas (1989) and Mayda (2010) , however, argue that this proxy does not signal the true income opportunities for an immigrant because differences between the GDP per capita in host and source country are affected by differences in skill intensity. To capture this and to control for the effect of skill differences on GDP per capita, we follow Borjas (1989) and Mayda (2010) by adding the mean skill level of the population (educ) in the destination and origin country to the model. We expect the first (latter) to have a negative (positive) impact on migration. Next, assume the decision to migrate does not only depend on the current utility difference net of migration costs, but also on the net present value of all future ones. Specifically, the expected returns to migration are discounted over the remaining lifetime and therefore decreasing with age. As such, young people will have more incentive to migrate, because the discounted value of their expected returns is higher due to their longer remaining working life. Following the literature, we control for this effect by incorporating the share of the young population in the origin country (youngpop) (see also Hatton and Williamson, 2002; Gallardo-Sejas et al., 2006; Mayda, 2010) . Symmetrically, we include the share of the young population in the destination to capture tension in the host country's labor market, which provides an indication of job opportunities for migrants. Migration is expected to be higher the larger (smaller) the share of young people in the origin (destination) country. Finally, we account for the non-monetary return of migration that arises from locational characteristics, such as sociopolitical and environmental circumstances. Obviously, migrants are expected to prefer countries with less conflict (conf l) and more relative freedom (f r) (Karemera et al., 2000; Hatton and Williamson, 2002; Pedersen et al., 2008) . The latter combines measures of civil liberties and political rights. Because the freedom status and its components are all highly correlated, we include only the former. Additionally, extreme conditions caused by (natural) disasters (disaster) or weather anomalies (climate) have proven to affect especially the poorest and powerless, for whom migration might be one of many coping mechanisms (Barrios et al., 2006) . It is expected that people are more (less) likely to move away from (towards) countries affected by disaster and extreme temperature (see Findley, 1994; Ezra and Kiros, 2001) . Hence, ln Z dt and ln Z ot are specified as
Replacing in (6) C dot , Z dt and Z ot by their components and regrouping yields a comprehensive em-pirical specification of the human capital migration model given by
Like in Hatton (1995) , Pedersen et al. (2008) and Mayda (2010) , our model of international migration has a semi-log functional form, which has the important advantage that it allows to explain not only positive, but also zero and even negative migration rates. This point will be relevant for the choice of our estimation method discussed in Section 4.
On the whole, the empirical specification accounts for the traditional economic determinants, reflecting average incomes through wages and employment opportunities; network effects, captured by the stock of immigrants from the same ethnic origin already in the host country; geographical and cultural proximity, measured by the distance between the origin and destination country, the presence of a common border, a common language, a common colonial past and a proxy for regional integration; the demographic situation, proxied by the level of education and the share of the young population in the total population; the political situation through the occurrence of conflict and citizens' relative freedom; and finally the environmental impact captured by the incidence of disaster and the severity of temperature anomalies.
The data
As argued in the introduction, the lack of complete and reliable data has formed a major obstacle for an in-depth analysis of the incentives for South-South migration. In many developing countries, and particularly in SSA, keeping track of migratory streams has not been a major concern. Organizations such as the United Nations and the US Census Bureau provide estimates on long-term international migration in SSA. Yet, these figures do not allow for a South-South analysis since they are not disaggregated by country of origin.
The approach of early studies of immigration between countries as well as studies of internal movements was to define their dependent variable as the number of persons, born in a given place of origin, residing in each of the destination localities at the date of the census. That is, a migrant stock, rather than a flow variable was used. As a result no distinction could be made between recent and earlier migrants or between those who settled directly in the observed destination and those who arrived through a succession of moves. Furthermore, the migrant stock reflects the result of a process taking place over many years, while the explanatory variables are usually measured at one point in time. Consequently, the determinants may not reflect the conditions existent at the time of the actual move (Dunlevy, 1980) .
The recently constructed GBMD, on the other hand, offers the opportunity to create migration flows in three dimensions (destination, origin and time), which allow for a rigorous analysis of the determinants of South-South migration. It builds on the United Nations Population Division's Global Migration Database, which augments and updates the bilateral migration matrix compiled by the University of Sussex and Ratha and Shaw (2007) . The database mostly provides statistics on foreign born wherever possible, and foreign nationals otherwise. Although the migrant stock data is not perfectly comparable across countries, substantial effort has been made to standardize the data and ensure consistent figures for the number of migrants in each of the five census periods. Though migration on the African continent is in part irregular (given ill-defined migration laws and inconsistent border control), it provides a fairly accurate picture of migratory movements during the period (Beine et al., 2011) .
6
Based on this database, we define our dependent variable as the change in bilateral migrant stocks, that is the difference in the number of foreign residents in each country disaggregated by country of origin, for each decade between 1980-2000. The change in migrant stocks is divided by the population in the destination country (in thousands) to control for size effects as described in Section 2.
Given that migration between SSA and northern Africa is very small (the World Bank reports not a single SSA migrant in North-Africa and also in the other direction there is little border crossing) and mainly consists of transit migration, we exclude the north African countries from our sample. Furthermore, also Djibouti, Eritrea, Mayotte, Saint Helena, Sao Tome and Principe, Reunion, the Seychelles, Sudan and Western Sahara are dropped because of missing information for certain country characteristics. For the same reason, our sample is limited to the last two decades in the database. Finally, our sample contains statistics on the change in the stock of migrants in 42 destination countries from the same 42 origin countries, between 1980-1990 and 1990-2000. 7 Appendix 8.1 documents detailed information on measurement and data sources for the explanatory variables used in the empirical model. 8 The data have been compiled from various international organizations and research institutes like the World Bank, the United Nations and CEPII. As such, our dataset enables us to proxy for all the determinants used in the empirical model described in Section 2. As an indicator of the beginning-of-period values of the explanatory variables, we take the average over the 5-year period prior to the start of the corresponding decade unless stated otherwise. As such, we repress potential problems of endogeneity bias and erratic deviance from the trend value. In the same vein, we use lagged values of the migrant stock, that is the observation prior to the corresponding decade for the dependent variable (we cannot take 5-year averages for migrant stocks because the data are available only decennially).
6 It is worth mentioning that refugees in camps have been excluded from the database to make the distinction between refugee flows and actual migration. For explicit details on how the data on migrant stocks have been collected and harmonized, we refer toÖzden et al. (2011) . 7 For an overview of migration stocks and changes by destination and origin, see Tables 4 and 5 . 8 Summary statistics can be found in Table 6 .
A model of bilateral migration, like (10), can be considered a 'spatial interaction model', i.e. a model that focuses on flows between origins and destinations as described in Sen and Smith (1995) . These models typically explain bilateral flows as a function of characteristics of both origin and destination regions as well as the distance between them. Also the gravity model belongs to this family with several applications in the migration literature (Karemera et al., 2000; Ortega and Peri, 2009 ). Yet, all of the existing models assume independence of observations, which might be problematic in several contexts, and the recognition of the need to account for spatial dependence in analyzing human migration is widespread (Cushing and Poot, 2004; Pace, 2008, 2009; Mitze, 2009) .
Using distance as an explanatory variable, gravity models do not effectively capture spatial dependence in international flows (Curry, 1972; Griffith, 2007; LeSage and Pace, 2009) is often an omitted latent influence that is both correlated with the explanatory variables and across locations. Especially the second of these econometric motivations is relevant in the context of this chapter.
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LeSage and Pace (2009) show that the SDM is less affected by omitted variable bias than a model that ignores spatial dependence. This holds when the omitted variable is truly involved in the data generating process, but also when it is not, its inclusion does not lead to bias in the estimates. Consequently, the authors suggest relying on a model that includes spatial lags of the dependent and explanatory variables even if this seems counter to the underlying theory behind our model. Note that we do not a priori impose any spatial dependence in the migrant flow, as this does not immediately follow from current theoretical models motivated by utility considerations. In line with Pace (2008, 2009) , our starting point is consistent with the human capital model, which posits a non-spatial theoretical relationship underlying migration flows.
In a model of bilateral flows (like international trade or migration), the spatial interaction structure is likely to be more complex compared to standard spatial lag or spatial error models, because it needs to take into account spatial correlation of the flows at both origins and destinations (LeSage and Pace, 2008 Pace, , 2009 . To emphasize the origin-destination (OD) structure of the migration model, rewrite the unrestricted form of equation (10) as
where X dt denotes time-varying destination characteristics, X ot time-varying origin characteristics, X do time invariant bilateral characteristics,
) . Subsequently, we add spatial lags for both the dependent and explanatory variables using a combination of three spatial connectivity matrices W d , W o and W w , for destination, origin and destination-to-origin dependence respectively, as suggested by Pace (2008, 2009 ). The spatial weight matrices are row-normalized contiguity matrices of order one, which take a positive value when two countries are neighbors and zero otherwise. This results in the unconstrained SDM model,
the most general form of spatial dependence. Subsequently, we run a series of Wald tests to determine whether the SDM can be simplified to a spatial lag or a spatial error model. Pace (2008, 2009 ) propose a maximum likelihood estimator (MLE) to estimate the SDM.
In the context of bilateral migration flows, however, it might be argued that a large number of zero flows invalidates the normality assumption needed for maximum likelihood estimation. For our sample of 1880-2000 migration rates, we have zero values in about 33 percent of the observations. One suggestion to address the issue of zero flows is to aggregate the data to larger spatial units or cumulating flows over a longer time period. Our current database however already considers flows at the highest level of aggregation, that is the country level, which are obtained by combining flows over 10 year periods.
Moreover, the fact that our dependent variable also takes negative values (for instance in cases where return migration exceeds immigration between two countries) prevents us from using count data methods such as multinomial logit or tobit models, which by definition require non-negative values (see Beine et al., 2011) . The semi-log functional form of our empirical model however allows us to explain migration flows, irrespective of their sign.
To account for the non-normality of the migrant rate, we estimate the empirical SDM using a quasimaximum likelihood estimator (QMLE), which produces consistent estimates, even if the likelihood function is not entirely correct (but the first-order conditions are) (see White, 1982; Verbeek, 2012) . The information matrix test developed by White (1982) , suggests that the distribution of the QMLE differs from that of the MLE. The small sample distribution of the QMLE can however be obtained in a numerical way by resampling the original data a 1000 times and applying the MLE in each of the constructed samples. By resampling the data within but not between cross-section units, the data resampling procedure aligns with the assumed data generating process of the data. As such, inference is based on the simulated distribution of the QMLE which allows us to calculate robust standard errors and t-statistics.
An alternative methodology suggested by LeSage and Pace (2009) concerns a Markov Chain Monte
Carlo (MCMC) approach, which is based on the decomposition of the posterior distribution into a set of conditional distributions for each parameter in the model. Bayesian parameter estimates are then obtained from repeated sample draws from these conditionals. This approach has the advantage that it decomposes a complicated estimation problem into simpler problems without having to carry out numerical integration of the posterior distribution with respect to the parameters as was needed in conventional Baysian methodology. It is however still considered quite controversial given the subjective choice of prior distributions, the lack of an objective principle for choosing a non-informative prior and the potential influence of these choices on the estimation outcome. Moreover, MCMC techniques cannot guarantee that convergence has taken place. To check the robustness of our results, we re-estimated our empirical model using the MCMC approach suggested by LeSage and Pace (2009) and obtained similar results compared to the QML estimates discussed below. The direct effects correspond the most to the typical regression coefficient interpretation that represents the average response of the dependent variable to independent variables over the sample of observations.
The main difference is that the direct effect takes into account feedback effects from changes in country i to country j and back to country i itself. Because they allow for an explicit comparison with parameter estimates from other studies on migration determinants in the literature, we will concentrate primarily on the average direct effects in the discussion of our results, although we will also consider the indirect 10 The MCMC estimation results for the SDM model are available upon request from the authors. Although QMLE puts more (less) emphasis on the spatial lags of the dependent variable (explanatory variables) compared to MCMC, the estimated direct and total effects are fairly similar across estimation methods. effects 11 and briefly comment upon the total effects.
The various types of effects estimates are calculated using the empirical distribution of the model parameters. The latter is constructed using a large number of simulated parameters drawn from the QML multivariate normal distribution of the parameters as suggested by LeSage and Pace (2009) . Using a 1000 simulated draws, we compute means, standard deviation and t-statistics for direct, indirect and total impacts. For technical details on the calculation of these summary measures as well as measures of dispersion for the impact estimates, we refer to LeSage and Pace (2009).
Estimation results
In what follows, we present estimation results for nine models in which specific categories of variables are added sequentially until the complete model is reached in the final column. 12 As argued above, we perform a number Wald tests to decide whether the SDM model can be simplified to a spatial lag or spatial error model. The latter are rejected in favor of the SDM, suggesting that the most appropriate model is the one that includes spatial lags of both the dependent and the explanatory variables. Table 1 displays test statistics and p-values for each of the nine models. Starting from the basic human capital model with economic determinants and network effects and sequentially adding geographical, cultural, demographical, sociopolitical and environmental explanatory variables, we are able to explain nearly 60 percent of the variation in migration streams.
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Based on these test results, all of the nine SDM models are estimated using pooled QML with three sources of spatial dependence. From Table 1 , we see that both the destination-based and originbased spatial lags of the dependent variable are statistically significant, with a dominant influence from the latter. The destination-to-origin based spatial lag, on the other hand, appears insignificant. This suggests the presence of both destination and origin spatial dependence in the migration flow between SSA countries during 1980-2000.
14 Tables 3 and ? ? report the summary measures of the SDM direct and indirect effects for each of the nine models.
15 With a few exceptions, our results are fairly robust across specifications and mostly consistent with the theoretical predictions of the international migration model.
11 Technically, for the kth variable, the average direct (indirect) effect corresponds to the average of the main diagonal (the average of the row sums of the off-diagonal) elements of the matrix (I − ρW ) −1 Iθ i,k + W θ i,k+4 in (12). 12 To be able to estimate a panel version of the SDM using three connectivity matrices, we combined the Matlab software for spatial panels provided by Elhorst (2010 Elhorst ( , 2013 at his website and the spatial econometric modelling of origin-destination flows described in Pace (2008, 2009) .
13 The log likelihood function is likely to be misspecified due to the non-normality of the residuals. Therefore, we cannot rely on likelihood ratio tests to determine whether our general model could be simplified to one of the nine more specific models set forth in LeSage and Pace (2008) which impose various restrictions on the parameters for the spatially lagged dependent variable. Yet, considering that the inclusion of insignificant spatial lags will not lead to bias (see above), we prefer to use the most general model 9 in LeSage and Pace (2008) in all of our model specifications.
14 The remaining parameter estimates together with their simulated t-statistics for these models can be found in Table 8 .
The difference between the parameter estimates and the direct effects estimates is due to feedback effects that arise as a result of impacts passing through neighboring countries and back to the country itself (see LeSage and Pace, 2009) . 15 Given that the estimated total effects are simply the sum of estimated direct and indirect effects, the latter are not reported in the text, but can be found in Table 9 . Focussing on the direct effects first, we start by regressing migrant rates on the economic determinants.
Regressions I to IV suggest positive (negative) significant direct effects for income in the destination (origin) country, in line with our expectations, but ambiguous effects for employment rates. In fact, the positive significant impact of income in the destination country is the most robust result across specifications. Income in the origin country has a significantly negative direct effect on migration rates in regression I but this effect diminishes in model III when employment rates enter the equation. When introduced separately, employment rates have an insignificant direct effect on migration rates. Yet, the estimated impact of employment in the origin country becomes significantly negative once we control for average income, in line with the predictions of the human capital model.
Regression IV introduces the network effect. As expected, we find a positive and highly significant effect of migrant stocks on migration rates. According to the estimates in regression IV, an increase in the lagged bilateral migrant stock by 100 persons on average attracts another 7 persons per 1000 individuals in the destination from the same origin. Though these effects are rather small, they provide some first evidence for the role of network effects in encouraging migratory streams in SSA. Ignoring economic determinants or introducing them separately together with the lagged stock variable does not Notes: T -statistics in parenthesis are calculated using simulated standard errors based on 1000 bootstrap samples. * * * and * * indicate significance at the 1% and 5% level, respectively. Number of observations: 3444.
alter this finding (not reported here). Given that our model includes destination, origin and destinationto-origin dependence, this implies that an increase in migrant stocks between one pair of destination and origin countries not only affects migration rates in the respective destination but also in neighbors to this destination and in neighbors to the countries where the migration flows originate. The same reasoning can be applied to spillover effects arising from changes in the other explanatory variables.
In the subsequent regressions, we explore the role played by geographical and cultural proximity. It becomes immediately clear that both distance and especially the presence of a common border are fairly important and robust factors for explaining migration rates across specifications (see also Karemera et al., 2000; Mayda, 2010 , for the effect of distance). In line with our expectations, migration rates decrease with distance (significantly across all models when we would apply a one-sided test) and are higher when two countries share a common land border. The impact of past colonial relationships appears statistically insignificant. The same holds for the presence of a common language suggesting that, when we control for the other variables included in the regression, cultural proximity does not appear to affect migration rates (see also Mayda, 2010) . It should be noted that controlling for geographical and cultural proximity slightly alters the picture. First, it removes the statistically significant direct effect of employment in the origin country from regression IV. Second, it reduces the estimated parameter and significance of the network effect. To be more precise, the direct coefficients for the migrant stock show a substantial drop when we control for bilateral effects but then gradually recover once also demographics, sociopolitical characteristics and especially environmental factors are taken into account.
Regression VI introduces regional integration in the estimation equation. Although we find unambiguous negative direct effects across specifications, the estimated impact is only marginally significant in model VII. As such, we do not find evidence for a positive influence of regional integration on migration through the enhancement of free movement, nor for a negative influence linked to substitution between trade and labor as discussed above.
Next, we introduce the demographic variables. We find that the migration rate is negatively related to the level of secondary education in the destination. This supports the argument of Borjas (1989) and Mayda (2010) for the necessity to correct for the effect of skill differences on the proxies for the immigrant's income perspectives, at least in the destination country. The schooling level in the origin country, on the other hand remains insignificant (in line with Mayda, 2010) . As far as concerns the share of the young population, though generally of the right sign, we find insignificant effects. As such, we cannot confirm that intraregional migration in Sub-Saharan Africa responds to fluctuations in employment due to demographic pressure, or that the incentive to migrate significantly decreases with age.
In regressions VIII and IX we investigate to what extent migration rates are shaped by the sociopolitical characteristics of origin and destination countries. We find no evidence of an important role played by these factors (except for the occurrence of conflict in the source country in a one-sided test).
Finally, regression IX combines all regressors described above and investigates the relative importance of environmental factors in explaining the migration rate. According to our estimations, the number of people affected by disaster relative to the population in the host country has a significantly negative direct effect on migration. Hence, the destination choice of immigrants is influenced by the occurrence of (natural) disaster. Our evidence suggests insignificant coefficients for the remaining direct effects after controlling for other aspects of the migration decision. Robustness checks using more specific proxies for the environmental impact, such as the relative number of people affected by natural disasters (drought, earthquake, epidemic, extreme temperature, flood, insect infestation, mass movement, storm, volcano or wildfire) or climatic disasters in particular (drought, extreme temperature or wildfire), and even using the Notes: T -statistics in parenthesis are calculated using simulated standard errors based on 1000 bootstrap samples. * * * and * * indicate significance at the 1% and 5% level, respectively. Number of observations: 3444. number of people affected by these type of disasters in absolute terms do not alter these results. It should however be mentioned that the impact of natural disasters depends on the socio-economic situation of the people affected and, more specifically, on their adaptation mechanisms which improve their ability to cope with extreme climatic events (Meze-Hausken, 2000; Haug, 2002) . Our variable capturing climate change, measured by temperature anomalies, appears insignificant. These results are robust to whether disaster and temperature anomalies enter the regression together or one at a time (not reported).
As far as concerns the indirect effects, the estimates suggest that only a limited number of spillover effects are significant. First of all, the indirect effects of income per capita in the home and destination country are fairly small and always insignificant. In some models, we find significant positive spillover effects for employment rates in the destination country (in the model including only employment rates and the complete model IX), but this result is not robust. Hence, the economic determinants of migration (and migrant networks) only have a direct impact on international migration. For conflict at the origin country, however, we find a positive significant indirect impact, pointing to a regional dimension of conflict: the occurrence of wars in neighboring countries seems to incite people to leave their home country. In the last model, we also find evidence for a positive impact of relative freedom (in terms of civil liberties and political rights) in the broader destination area (in line with Barkley and McMillan, 1994) , just as the occurrence of disaster in this area indirectly discourages migration towards the countries in that region.
Therefore, apart for the economic determinants, we find evidence for the presence of spillover effects (and hence a regional dimension) only for the sociopolitical and environmental determinants in our model.
As mentioned above, the total effects are calculated as the sum of the direct and indirect effects.
Given that for most variables, the latter remain fairly limited, the total effects estimates are generally very similar to those obtained for the direct effects (for instance for income per capita in the destination or origin country). An exception concerns the sociopolitical and environmental variables, for which the indirect effects significantly reinforce the direct effects, such that the total effects are substantially stronger than the latter.
Robustness checks
Next, we verify the robustness of our results for potential measurement error and unobserved heterogeneity. First, in case of measurement error, our results would be biased downward. In order to get an idea of potential measurement errors, we can exploit the time dimension of our data. Assuming that the problem of measurement error is the most serious for the oldest data (considering the efforts by international institutions in collecting data on developing countries in the recent decades), we re-estimated our model for each period separately (that is for migration flows between 1980-1990 and between 1990-2000, respectively) , as a first robustness check. For the first period, we find relatively more coefficient estimates insignificantly different from zero compared to the panel data estimations. This is in line with what we would expect from measurement error. However, for the second period, we find significant coefficients of the same sign and results that are very similar to those obtained for the panel model. Because the 16 We note that other studies have also used precipitation in their analysis of the impact of weather anomalies on migration rates. Adding rain anomalies would however imply a reduction in the sample size, which made us decide not to use it in our empirical analysis. Rainfall and temperature both drive evapotranspiration, suggesting that they might be considered alternative measures of the same event. Though different samples place different emphasis on the relative importance of rainfall or temperature, they find robust evidence for an impact from weather anomalies on migration (see e.g. Barrios et al., 2006; Marchiori et al., 2012) . Others argue that crop growth and thus the impact of weather on agriculture income variability stems solely from temperature anomalies and should be measured accordingly (see e.g. Burke et al., 2009; Dillon et al., 2011). estimations using only the more accurate data confirm the results of the overall estimation, we believe that the influence of measurement error in the reported results remains fairly mild.
Second, we re-estimate our model with destination and origin specific effects to test for the presence of unobserved heterogeneity. A number of Wald tests indicate that, for the most complete model, the hypotheses of jointly significant country specific effects can be rejected at the 1 percent significance level.
17 This suggests that there is no remaining unobserved heterogeneity once all categories of migration determinants as well as spatial interaction have been taken into account.
Conclusions
Despite great accomplishments in the migration literature, little is still known about the determinants of South-South migration. In an attempt to fill this gap, we examine what has been driving intraregional migration in SSA, using the World Bank's Global Bilateral Migration Database. We estimate the determinants of migration rates between 42 origin and destination countries for the period 1980-2000, taking into account spatial dependence in the migration decision.
Our theoretical framework is based on Sjaastad's (1962) human capital model of migration and encompasses economic variables as well as network effects, geographical and cultural proximity, demographics, the sociopolitical landscape and the environmental impact. This comprehensive model allows us to evaluate the relative importance of the different factors driving migration patterns in SSA. In addition, we allow for spatial dependence in the migration rates and their determinants. We find a significant impact of both destination-and origin-based spatial dependence in the migration decision, which confirms the necessity to control for both types of spatial correlation when estimating a bilateral model of migration.
Once we take into account spatial dependence in both the dependent and the explanatory variables, specification tests reveal that our model shows no remaining unobserved heterogeneity.
Our evidence suggests that SSA migration results from a multidimensional set of factors. The results seem to confirm the hypothesis of Ratha and Shaw (2007) that South-South migration is to a large extent driven by income differences, networks and geographical proximity. On the other hand, we also find support for the role played by conflicts in the home country and relative freedom in the host country.
Furthermore, deteriorating environmental conditions in a specific country discourage migration towards it. While for the economic determinants and migrant networks, the direct effects seem to dominate, our results suggest the presence of spillover effects (and hence a regional dimension) for the sociopolitical and environmental determinants.
As such, our results are in line with the main findings of the literature on South-South migration determinants, as discussed for instance in Bakewell (2009) , for which we provide empirical evidence.
Caution in generalizing these results to other contexts of South-South migration remains necessary, as the South combines a largely heterogeneous mixture of countries with idiosyncratic profiles and region specific developments. Yet, it should be clear that an analysis of migration in a South-South context should include economic determinants as well as other determinants that match the specificities of the 17 The test statistics for destination, origin and combined effects, were 52.13, 36.50 and 16.91, respectively. particular setting.
Acknowledgements
We wish to thank Paul Elhorst, Gerdie Everaert, Frédéric Docquier, Hubert Jayet, Tom Verbeke and 
Data sources
Migration data
• Migrant stocks (ln M ST dot−1 ): the number of foreign residents in each destination in 1970 and 1980, disaggregated by country of origin. To avoid taking the log of zero, we add unity to each observation.
Source: World Bank GBMD.
• • Employment rates (ln empl): log of the ratio of employed persons to the entire population. Source:
compiled from the ILO's Key Indicators of the Labor Market, the Total Economy Database and the UN's Labor Force Statistics.
• Education (ln educ): log of enrollment in secondary education divided by the population of the age group that typically corresponds to this level of education. Source: UNESCO Institute for Statistics.
• Share of the young population (ln youngpop): log of the population aged between 0 and 14 as a percentage of the total population. Source: Africa Development Indicators (2010).
• Conflict (ln conf l): dichotomous variable capturing whether multiple regional wars took place during the decade. Source: Africa Migration Project's Violence and Unrest Variables.
• Disaster (ln disaster): log of the share of the population affected (injured and deaths) by disasters such as droughts, earthquakes, epidemics, etc. (decade totals). Source: Emergency Events Database.
• Climate (ln clim): log of temperature deviations from the century average (decade averages). Source:
Intergovernmental Panel on Climate Change.
• Relative freedom (ln f r): categorical variable which takes the values free, partly free and not free and reflects a combination of measures on civil liberties and political rights (decennium averages). In particular, political rights represent the degree of implementation or non-implementation of a country's democratic processes. Civil liberties reflect civil rights and desires in education, freedom of religion and choice of residence. Source: Freedom House.
• Distance (ln dist): log of distance between the main cities (in population terms) of origin and destination countries. Source: CEPII Distance Database (2010).
variables coded 1 if origin and destination countries share respectively a common border, a former colonizer, or a common ethnological language (a language that is spoken by at least 9 percent of the population in both countries) and 0 otherwise. Source: CEPII Distance Database (2010).
• Regional economic integration (regint): dichotomous variable coded 1 if both countries were or became a member of the same regional economic community during the decade under consideration, and 0 otherwise. The regional economic communities taken into account are ECOWAS, ECCAS, IGAD and SADC. 1980 1990 2000 1980-1990 1990-2000 1980-1990 1990-2000 1980 1990 2000 1980-1990 1990-2000 1980-1990 1990-2000 
1.000
Note: *, ** and *** indicate significance at the 10%, 5% and 1% level, respectively. Notes: T -statistics in parenthesis are calculated using simulated standard errors based on 1000 bootstrap samples. * , * * and * * * indicate significance at the 10%, 5% and 1% level, respectively. Number of observations: 3444. Notes: T -statistics in parenthesis are calculated using simulated standard errors based on 1000 bootstrap samples. * , * * and * * * indicate significance at the 10%, 5% and 1% level, respectively. Number of observations: 3444. 
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