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ABSTRACT 
The choice of appropriate spatial s.cales for observing, conserving and managing systems are 
pervading questions in applied ecological research. Determining the characteristic length 
scales (CLSs) of ecological systems is likely to provide valuable information towards 
answering these questions. The CLS is the scale at which the ratio of deterministic signal to 
noise in a system's dynamics is maximised i.e. the scale that captures the meaningful signal in 
the system's dynamics. Recent methods for identifying the CLS are attractive because they 
accommodate the complex non-linear behaviours that occur in ecological systems. However, 
these methods require long temporal data series and so are unrealistic for most natural 
systems. 
This thesis develops and examines two alternatives to using long time series data to estimate 
CLSs. The first is a short time series approach that requires data from only three or four 
consecutive landscapes. The second approach uses spatial data from a single point in time. 
The performance of these methods is compared with current techniques, using data from 
spatial competition systems. The model systems employed in this study are more complex 
than models examined by previous authors and provide a better indication of how CLSs might 
perform with real data sets. 
Results indicate that the short time series approach to estimating CLSs is more consistent in 
its interpretation than the long time series method, and has great potential for application to 
natural systems. A comparison of CLS results with more conventional analyses for 
identifying scales of spatial pattern (variograms and nested ANOV A) suggests that a 
combination of the two approaches may be most successful for defining characteristic scales 
in applied ecological contexts. 
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INTRODUCTION 
The identification of 'characteristic length scales' (CLSs) in ecological systems has been an 
important, albeit elusive, goal in ecology (Wiens 1989, Levin 1992, Lawrie and McQuaid 
2001, Bishop et al. 2002). Ideally, the CLS is an objective estimate and measurements at this 
scale capture the most important aspects of a system's dynamics. CLSs have important 
potential applications for several key scale-related issues in ecology such as defining 
conservation areas for habitats and communities (Castilla 2000), determining the appropriate 
sizes of management units for living resources (Garcia-Charton and Perez-Rufaza 1999), and 
providing suitable scales for observing meaningful changes in ecosystem state (Underwood 
and Chapman 1998). 
Grieg-Smith (1952), Kershaw (1957) and others first explored characteristic spatial scales in 
ecology by developing methods to determine patch sizes in vegetation. Since the 1950s, 
scales of spatial pattern have been investigated using numerous techniques, most involving 
some form of variance spectrum (e.g. Weigert 1962, Levin and Buttel 1986, O'Neill et al. 
1991, De Roos et al. 1991). One crucial problem with most of these approaches is that they 
ignore the dynamic properties of ecological systems by describing only static spatial patterns. 
It fo.llows that these measures cannot accommodate the complex non-linear oscillations and 
non-uniform patterns in spatial variance that are common in Nature (Turchin and Taylor 
1992, Ellner and Turchin 1995). 
The CLS concepts of Rand and Wilson (1995), Keeling et al. (1997) and Pascual and Levin 
( 1999) were developed to accommodate the dynamic nature of ecological systems. These 
authors have defined the CLS as the spatial scale at which the ratio of deterministic signal to 
noise in a system's dynamics is maximized. The underlying tenet for this definition is that the 
amplitude of temporal fluctuations in ecological systems changes with the scale of 
observation. If a bounded system is viewed though different sized 'windows', then we expect 
to see pronounced, noisy fluctuations in small windows, while in larger windows fluctuations 
will be averaged out. The CLS of the system is some intermediate window size, where the 
fluctuations over time reflect meaningful trends. This is an appropriate scale for observing the 
deterministic dynamic of the system. 
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Rand and Wilson (1995) identified the scale of 'maximum non-trivial determinism' for a 
model predator-prey system as the window size above which there is no proportional increase 
in variance. Keeling et al. (1997) noted that Rand and Wilson's (1995) method is based on a 
long-term system average and that it is therefore only appropriate for systems that are 
statistically stationary. Keeling et al. (1997) modified Rand and Wilson's (1995) approach by 
modelling the long-term behaviour of systems using techniques from non-linear time series 
analysis. 
Pascual and Levin (1999) also suggested a CLS estimation technique suitable for ecological 
systems, but their approach to identifying the scale of maximum determinism to noise ratio is 
more direct. At a given window size, the degree of determinism is evaluated from the 
accuracy of a predication algorithm (Kaplan and Glass 1995) established using non-linear 
time series analysis. The techniques of Keeling et al. (1997) and Pascual and Levin (1999) are 
attractive since they accommodate the complex oscillatory behaviours present in many 
ecological systems. 
The potential ecological applications of these techniques are exciting. However, CLSs have so 
far been estimated for a limited number of model biological systems (Rand 1994, Rand and 
Wilson 1995, Keeling et al. 1997, Pascual and Levin 1999, Wilson and Keeling 2000). There 
are two fundamental issues to be addressed before these approaches to estimating CLSs can 
make the important transition from theoretical to applied ecology. First, because Pascual and 
Levin's (1999) and Keeling et al.'s (1997) techniques are new, their performance and 
robustness need to be evaluated for a range of systems. The second and more important hurdle 
is that the non-linear time series techniques adopted by Keeling et al. (1997) and Pascual and 
Levin (1999) require extremely long time series of spatially resolved data. While these data 
are readily obtainable from computer models, they are generally not available for natural 
systems. If CLSs are to be measured for real ecological systems, then the current data 
requirements must be modified. 
This thesis develops and examines two alternatives to the use of long time series for 
estimating CLSs. The fust alternative is to substitute long time series with multipJe short time 
series, obtained from windows at different positions on a landscape. Sole and Bascompte 
(1995) introduced a similar approach for identifying chaos in ecological systems. This 
approach provides a dramatic reduction in data requirements from several thousand time steps 
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to only three or four consecutive landscapes. The second alternative is more extreme and uses 
data from a single point in time. In terms of sampling effort, this is the most desirable 
alternative. The approach assumes that it is possible to substitute time series data with a 
spatial series obtained by 'sliding' windows of observation across a landscape. The sliding 
window sampling method is the 2-dimensional equivalent of Plonick et al.' s ( 1996) "gliding 
box" method. Replacing temporal data with spatial data is justified if the dynamics of distant 
parts of the landscape are out of phase, representing different stages of the system's overall 
dynamic. 
These two novel approaches - short time series and sliding windows - are evaluated and 
compared with the original techniques of Keeling et al. (1997) and Pascual and Levin (1999) 
based on long time series. CLS techniques are also compared with two more conventional 
spatial analyses: variograms (e.g. Palmer 1988, Rossi et al. 1992, Dent and Grimm 1999) and 
hierarchical ANOVA (e.g. Underwood 1981, Morrisey et al. 1992, Swadling et al. 1997). 
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METHODS 
An outline of existing techniques for estimating CLSs 
The techniques of Rand and Wilson (1995), Keeling et al. (1997) and Pascual and Levin 
(1999) estimate CLSs by comparing measures of variance in the dynamics at different spatial 
scales of sampling. Given a time series oflandscapes composed ofpixelsL'1i (i and) are 
coordinates on the landscape), the density of a given species X in a 'window' of side length l 
1 I / 
isx: =2 L LEu 
l i=1 }=I 
Rand and Wilson (1995) resolve the scale of maximum determinism to noise ratio using 
variance spectra. They plot 
against z2 and define the CLS as the scale where the graph asymptotes. In this notation, E 1 (z) 
indicates the expectation of any variable Z over interval t, for example Xf = E, (x;) is the 
long-term average of x;. Since Rand and Wilson's (1995) measure is designed for non-
oscillatory systems, it is not surprising that the measure performed poorly for model systems 
used in the current study (described in the final section of the methods). Graphs of z2Var(x;) 
versus z2 are not presented in the results. 
Keeling et al. (1997) modified Rand and Wilson's (1995) measure by replacing the long-term 
average x; with the predicted value x; of x:' where x: is determined from non-linear time 
series analysis (described in the following section). Keeling et al. 's (1997) measure is 
Error X = l E,[(x; -x; )2] 
Error Xis plotted against l, and the CLS is indicated where the graph plateaus. This is the 
"size of almost independent windows" (Keeling et al. 1997). 
Pascual and Levin (1999) developed a more direct approach to identifying the scale of 
'maximum non-trivial determinism'. They scale the variance in predicted values x; by the 
time series variance at a given window size. Pascual and Levin's (1999) measure is 
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E,[(x: -x: f] 
prediction r 2 = 1-----'~----
Var(x;) 
As the ratio of determinism to noise increases (with changing window size), the error in 
prediction decreases . The scale at which prediction r2 is maximized is the CLS. Pascual and 
Levin (1999) point out that their measure is likely to indicate a smaller CLS than Keeling et 
al.' s (1997) error X, because maximum predictability can occur before the onset of 
independence of windows. 
Describing complex dynamics with non-linear time series analysis 
The key feature of the approaches of Keeling et al. (1997) and Pascual and Levin (1999) is 
that they take into account complex non-linear behaviour in the deterministic dynamic. 
Complex signals are described using non-linear time series analysis, which involves two 
steps: (i) reconstruction of the dynamics of the system, and (ii) characterisation of the 
reconstructed dynamics (Kaplan and Glass 1995). Both Keeling et al. (1997) and Pascual and 
Levin (1999) use Takens' (1981) technique of attractor reconstruction for (i). Takens (1981) 
showed that the general shape of a multispecies system dynamic (the attractor) can be 
reconstructed in n-dimensional phase space using time series data from a single observed 
variable X, . A reconstructed attractor is topologically equivalent to the real state space 
attractor that could be obtained by measuring all variables in the system. 
While there are several approaches to attractor reconstruction (Abarbanel 1996, Kantz and 
Schrieber 1997) both Keeling et al. (1997) and Pascual and Levin (1999) use the technique of 
time delay embedding. Given time series data for a single species X 1 , time-delayed 
coordinates of the reconstructed attractor are 
In this representation, 't is some selected time delay and dE is the embedding dimension that 
defines the dimensionality of the phase space in which the attractor is reconstructed. For 
example, in the time series X,, Xi, X3, ••• , X 10, an embedding with 't = 2 and dE = 2 has points 
(X1, X3), (Xi, X4), (X3, X 5), ••• , (Xs, X10) in reconstructed 2-dimensional phase space. 
Appropriate values for 't and for dE can be estimated from the time series data itself. Pascual 
and Levin (1999) select 't as the value for which the autocorrelation function first crosses 
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zero. Autocorrelation measures correlations between coordinates at different values of 't, and 
the zero crossing of this function is an indication of the time delay for which coordinates are 
independent but still dynamically linked. Tong (1990) offers a convincing criticism of 
applying the linear autocorrelation function for non-linear analysis. Abarbanel (1996), Kantz 
and Schreiber (1997) and Nichols and Nichols (2001) advocate the use of Fraser and 
Swinney's (1986) mutual information function (the non-linear equivalent of autocorrelation) 
to determine an optimal value for 't. For the following analyses, 'tis selected as the delay at 
which the mutual information function reaches its first minimum. The embedding dimension 
dE is chosen as the embedding dimension in which the percentage of false nearest neighbours 
(FNN) falls within some small threshold of zero (Kennel et al. 1992). This is a widely 
accepted approach for selecting dE in systems with dynamical noise (Abarbanel 1996, Kantz 
and Schrieber 1997). 
Step (ii) of non-linear time series analysis involves quantifying the degree of determinism in 
reconstructed dynamics. An algorithm based on k-nearest neighbours (Kaplan and Glass 
1995) is used to obtain predicted values X1 from the reconstructed attractor. The value of a 
point X, after a lag of h time steps is X 1+h. A predicted value of X 1+h is obtained by taking a 
weighted average of the trajectories of X, 's closest neighbouring points in phase space: 
X 11 , X, 2 , X, 3 •••• • X,k . Predicted values are calculated for each point on the attractor, with h set 
equal to the time delay 't. The accuracy of predictions indicates the degree of determinism in 
the system's dynamics. 
Alternatives to attractor reconstruction from long time series 
The concern of this thesis is that attractor reconstruction using long time series is impractical 
for real ecological systems because the data requirements cannot be met. Accordingly, two 
alternative methods are examined which have realistic data requirements for ecological 
applications. The first is attractor reconstruction using data from three or four consecutive 
landscapes, which is referred to as the 'short time series' approach. A second, more extreme 
approach to reducing data requirements is to substitute time series data with spatial data from 
a single point in time. This is referred to as the 'sliding window' method. The motivation 
underpinning both approaches is that data from multiple locations in space may provide 
similar information to data collected at a fixed location over a long time series (Sole and 
Bascompte 1995). 
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Short time series 
In this approach, multiple short time series are embedded to reconstruct a system's attractor 
piece-wise (Fig 1 ). To generate multiple time series, the entire landscape must be sampled at 
each time step. On a cellular landscape (i.e. a landscape consisting of a large but finite array 
of contiguous cells where each cell can exist in a single state) this is achieved by observing 
the dynamics in successive windows separated by a single cell's width, horizontally or 
vertically. The embedding parameters 't and dE for attractor reconstruction are not determined 
in the same way as for long time series analysis. According to Kantz and Schreiber (1997), 
any value of 't should suffice for an embedding, although there tends to be some optimal 
delay. Since consecutive landscapes are generally easier to sample in ecological applications, 
results are presented for delay 't =l. The number of embedding dimensions dE is the number 
of landscapes sampled minus one, as the final landscape provides a data set against which the 
accuracy of predictions is assessed. Embeddings from different numbers of landscapes are 
evaluated in the results. 
A key assumption of the short time series approach is that all parts of the sampled area lie 
somewhere on the same attractor. If this is not the case, more than one attractor may be 
reconstructed in the same phase space which will create problems with predictions. While the 
assumption also applies to the original time series methods (Keeling et al. 1997, Pascual and 
Levin 1999), it is only of concern for these techniques at large window sizes. It is generally 
certain that a single attractor is sampled for model systems, but this may be much harder to 
establish for a real ecological system. 
Sliding windows 
The sliding window sampling method also generates multiple short data series to reconstruct 
an attractor in sections (Fig 2). A single landscape is sampled by sliding windows of 
observation cell by cell, horizontally across the landscape. Each data series begins one cell 
lower than the previous series so that the whole landscape is sampled. Attractor reconstruction 
from a spatial series assumes that spatial data capture the general shape of the system's 
dynamics in the same way as do time series data. The assumption is reasonable if distant parts 
of the landscape are out of phase, that is, they are on different parts of the system's attractor. 
Because of the large model landscapes used in the current study, this assumption is met for all 
analyses. 
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Figure 1 The short time series approach to attractor reconstruction. The large square represents 
an entire landscape, while the small squares represent windows of observation on the 
landscape. A This approach requires a temporal sequence of only three or four consecutive 
landscapes. At each time step the entire landscape is sampled, with successive windows 
separated by a single cell, horizontally or vertically. In this representation there are three time 
steps t1 ,t2 and t3 , and three data series at position a, 13 and y. B Three short time series are 
generated, with X0 indicating the density of species X at time t and at position a on the 
landscape. C The system's attractor is reconstructed piece-wise using the delayed 
coordinates X, X--;:, x-2', where "C = 1. Thus, for a window a, the point in reconstructed phase 
space is given by (X\, X20 , X30 ). 
Methods developed for long time series to identify embedding parameters are not appropriate 
for reconstructing attractors from spatial data series. A modified false nearest neighbours 
(FNN) algorithm was used here to select appropriate embedding dimensions. Because there 
are many more points in sliding window embeddings than in conventional attractor 
reconstructions, computing the percentage of false nearest neighbours for every point in the 
embedding takes too long. Thus, the FNN algorithm is computed for a random sample of 
1000 data points. Computing k-nearest neighbour predictions for every data point in a sliding 
window embedding is similarly slow and so these predictions are also based on a random 
sample of 1000 points. Note that random samples were used fork-nearest neighbour 
predictions in the previous short time series approach. 
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There are two sensible alternatives for selecting the spatial delay, t. One approach is to use 
the same delay for every window size, as for the time series embeddings. However, in the 
sliding window approach to attractor reconstruction, the units of embedding delay are cells 
rather than time steps. Thus, a potential problem with using delays of a fixed number of cells 
is that successive embedding dimensions will have greater overlap of data at large window 
sizes than at small window sizes, which could bias CLS statistics. A second alternative is to 
use delays set as some proportion of the linear dimensions of the window, t = Yn x window 
length, provided that this proportion is some whole number of cells. 
Fixed delays and proportional delays are evaluated in this thesis by assessing their 
performance for the 'null case': random landscapes composed of independent, discrete valued 
pixels. In this null case, we expect the ratio of determinism to noise to be fixed across 
different window sizes so that prediction r2 and error X are constant (see Appendix for proof 
and empirical verification). 
A B C 
xa 
rv\f\/\J\ 1 2 3 4 ~ 
~ 
1 2 3 4 
rJV\f\ ~ x /J 
Figure 2 The sliding window method of attractor reconstruction. The large square represents an 
entire landscape, while the small squares represent windows of observation on the 
landscape. A Multiple short data series are generated by sliding windows horizontally 
across the landscape, so that the entire landscape is sampled. The sequence in each data 
series as the window of observation slides across the landscape is indicated as 1,2,3,4 ... 
T~o data series are shown at positions a and !3. B The data series Xa and X'3 represent 
different sections of the system's attractor. C The attractor is reconstructed piece-wise using 
the delayed coordinates x, >{', x-2,. 
Conventional methods of spatial analysis 
There are numerous statistical methods that have been used to identify the scale of spatial 
pattern in ecological systems. Here, the results of two widely used static spatial methods are 
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red with CLS estimates. The first method is variogram analysis, which has been compa 
critically evaluated in an ecological context (Palmer 1988, Rossi et al. 1992, Dent and Grimm 
1999). Vario grams plot the variance in abundance of a given species at different distances or 
spatial lags on a landscape. The plateau on a variogram plot indicates the scale of spatial 
pattern for that species. For the current purpose, lags have been limited to the horizontal or 
vertical direction to enhance computational speed. A modified approach based on 
presence/absence data rather than abundance data is used to examine variance between 
individual cells in the model systems. 
The second spatial approach is nested analysis of variance (ANOVA) of landscape data 
sampled at a hierarchy of spatial scales (Fig 3). Results are interpreted with an emphasis on 
effect size (where the effects are spatial scales), rather than significance. Nested ANOVA has 
been applied and evaluated in ecological applications for identifying spatial scales of greatest 
and least variance in species abundance (e.g. Underwood 1981, Morrisey et al. 1992, 
Swadling et al. 1997, Dunstan and Johnson 1998, Graham and Edwards 2001). Analyses in 
this thesis use a fully random effects model and negative variance components are treated as 
zero. The effect size is estimated by expressing variance components as proportions of the 
total variance. These proportions are plotted against spatial scale to identify important scales 
of spatial pattern. 
1 2 
3 ~ 
Figure 3 Method for hierarchical landscape sampling. The landscape is represented by the 
largest square. There are four spatial scales for analysis, indicated by numbering in the 
top left box at each scale. 
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Tlte models 
rated using four spatially explicit (cellular automaton) model systems from the Data were gene 
~tware (Johnson 1997). Three of these models are spatial competition systems of Compete so11 
hypothetical assemblages of 3-, 6- and 12-species of sessile organisms (Johnson 1997, 
Johnson and Seinen 2002), while the fourth model is a coupled lattice model of a real coral 
reef community (Johnson and Dunstan 2002). 
The three hypothetical systems demonstrate self-organisation at a variety of spatial scales 
(Figs 4 & 5). Spatial patterns in these models emerge as a result of simple and symmetrical 
interaction networks containing intransitive loops. The intransitive loop defining the 3-species 
system is an ecological equivalent of the 'rock-paper-scissors' network. This network can be 
represented as S 1 > S2 > S3 where Sx > Sy indicates that Sx is the superior competitor and 
overgrows Sy in a competitive interaction. 
The 6- and 12-species systems show self-organisation at two spatial scales. The interaction 
networks defining these systems are S6 > (S5 S4), ... , S1 > (S6 Ss) for the 6-species system and 
S12 > (S11 S10 S9), ... , S1 > (S12 S11 S10) for the 12-species system. In this notation, Sx > (Sy Sz) 
indicates that Sx will overgrow both species Sy and Sz in a competitive interaction. Figures 4 
and 5 illustrate spatial clustering of species colonies in these models: two groups of three 
species in the 6-species system and three groups of four species in the 12-species system. 
While the same species always group together, there is oscillation in the dominance of mulit-
species groups over long time series. Dominance of specific groups varies randomly 
depending on initial random configuration of 'recruits' at generation zero, and arises as an 
artefact of finite landscape size. It is less obvious with very large landscapes. 
The coral reef model is more complex than a simple cellular automaton because parts of 
colonies, or whole colonies may die (a colony is a set of juxtaposed cells of the same species 
type). There are twelve physiognomic life forms in the model (Fig 4D) and neighbour specific 
growth rates, interaction outcomes, mortality and recruitment have been parameterised from 
direct observations of communities on the Great Barrier Reef. In this model the emergent 
pattern of community composition matches the pattern from the real system after an 
appropriate period without a major disturbance event (Johnson and Dunstan 2002). Three 
physiognomic groups have been selected for analysis. These are (i) the dominant turf and 
coralline algae (referred to hereafter as turf algae), (ii) the coryrnbose and digitate 
11 
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Acroporidae, and (iii) the Faviidae. Coral groups (i) and (ii) occur at lower densities than the 
turf algae, with favids occupying the smallest patches (Fig 5D). 
There are several important differences between the models used in the current study and the 
models for which CLSs have previously been estimated. The Compete systems contain more 
species than systems analysed by Rand (1994), Rand and Wilson (1995), Keeling et al. 
(1997), Pascual and Levin (1999) and Wilson and Keeling (2000). A second difference is that 
the 6- and 12-species models used here show more than one scale of spatial pattern formation 
and these models are therefore more interesting for spatial analysis. Finally, the coral reef 
model gives a useful indication of how CLS estimation techniques might perform with data 
from real ecosystems. 
0 50 100 150 200 0 50 100 150 200 
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Figure 4 Representative landscapes from the four model systems used to generate 
data. Images A - D show the 500th generation from model runs with random initial 
configurations of recruits at generation zero. Landscape size is 200 x 200 cells in 
all c~ses. A 3-species system. B 6-species system with two groups of three 
species and two scales of spatial self-organising. C 12-species system with three 
groups o~ four species and two scales of spatial self-organising. D Coral reef 
;~;tern ~1th twelve physio~nomic group~ .. Groups selected for later analyses are 
dominant turf algae (light blue), d1g1tate and corymbose Acroporidae (red 
patches) and Faviidae (dark grey patches). 
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Figure 5 Changes in percent cover over 500 generations for the four model systems. A 3-
species system. B 6-species system which self-organises into two groups of three 
species. The dominance of one group of three species is an artefact of finite landscape 
size and the identity of the dominant group varies between model runs. C 12-species 
system which self-organises into three groups of four species. As in the 6-species 
system, the identity of the dominant four species group depends on the initial random 
configuration . D Coral reef system with three of a total twelve physiognomic groups 
represented. Turf algae (solid line), digitate and corymbose Acroporidae (dashed line) 
and Faviidae {dotted line). 
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RESULTS 
Evaluation of long time series methods 
To provide a basis for comparison with the short time series and sliding window techniques, 
and because the approaches of Keeling et al. (1997) and Pascual and Levin (1999) have thus 
far only been applied to a limited number of simple models, the CLSs of the four models were 
first estimated using original long time series approaches. For the simple 3-species system, all 
three species gave similar results and trends were consistent between model runs with 
different initial random configurations of recruits. A CLS of approximately 20 cells length is 
indicated by the graph of prediction r2 (Fig 6A). Error X suggests a larger scale of around 40 
cells length (Fig 6B). 
~ 
,... 
0 I'? (D 
ci ,... 
"L 
C X '<I: 0 
.... 
,... 
~ 0 0 .... ~ l!} .... ~ Q) 
a. ci 
,... 
"! 
0 A B 
"<t" 
"'-: 
ci ,... 
0 50 100 150 200 0 50 100 150 200 
window length I 
Figure 6 CLSs estimated for the 3-species system using long time series data for species 1. 
A prediction ? (Pascual and Levin 1999), B error X (Keeling et al. 1997). The analysed time 
series contains 10000 data points sampled at each time step, with the first 200 time steps 
discarded. Landscape size is 500 x 500 cells. Time delay,= 9, embedding dimension dE = 
6, number of nearest neighbours k = 10. Similar results were obtained for species 2 and 3 in 
this system. Arrows identify approximate CLS values. 
Unlike in the 3-species system, for the 6-species system the shape of prediction r2 and error X 
curves depends strongly on initial conditions (Fig 7). However, it is unclear how these shapes 
relate to specific differences in spatial dynamics between runs, for example whether some 
species have higher densities than others. A notable feature is that curves for the six species 
cluster into two groups of three. The same species cluster together spatially in prediction r2 
and error X graphs as they do on the model landscape. CLSs for the 6-species system 
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. d f Pascual and Levin's measure are within the range of 30 - 70 cells. 
estimate rom 
· us identification of CLSs using error Xis problematic. Unamb1guo 
. ri· es analyses for the 12-species system (Fig 8) produced similar trends to those Long time se 
d fior the 6-species system. Species cluster into three groups of four in the CLS plots, observe 
. fi rming the same groups that cluster spatially on the landscape. Also similar to the 6-
agam o 
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Figure 7 CLSs estimated for the 6-species system using long time series data for all species 
(represented here by different dashed lines). Examples from two model runs with different initial 
random configurations of recruits are presented (A & C run 1, B & D run 2). A & B prediction?, 
c. & D error X. The analysed time series contains 10000 data points sampled at each time step, 
with the first 200 time steps discarded. Landscape size is 500 x 500 cells . 't' = 12, dE= 6, k = 10. 
Arro"'!s identify approximate CLS values. Differences in CLSs indicated by groups of three 
~pecies .(as in A & B) do not consistently correspond with 'winning' and 'losing' groups over the 
time series. 
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. t m there was notable variability in prediction r2 and error X curves between 
species sys e ' 
l The estimated CLS range from Pascual and Levin's measure is 30 - 60 cells. It is mode runs. 
difficult to interpret CLSs for the 12-species system from Keeling et al. 's measure. 
For the model coral reef system, prediction r2 indicates similar CLSs across multiple model 
runs and across physiognomic groups. However, there is more variability in prediction r2 
between runs for less abundant coral groups such as the acroporids ( corymbose and digitate 
Acroporidae) and favids (Faviidae) than for turf algae. Pascual and Levin's measure indicates 
a CLS within the 30 - 50 cell range for all physiognomic groups. By comparison, error X 
curves very substantially between runs, and CLS interpretation using this measure is 
ambiguous. 
In summary, both Pascual and Levin's and Keeling et al.'s measures (and also Rand and 
Wilson' s measure ZVarJx, which is not shown) provide unambiguous results for the simple 
3-species system, but results are not so clear cut for the more complex 6- and 12-species, and 
coral reef systems. Prediction r2 and error X vary between runs for these three models, with 
error X consistently more variable than prediction r2• 
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Figuz 8 C~~s estimated for the 12-species system using long time series data for all species . 
. prediction ?, B error X. The analysed time series contains 10000 data points sampled at each 
~~e _step, with the first 200 time steps discarded. Landscape size is 500 x 500 cells. t = 12, dE = 
· - 10. The arrow identifies the approximate CLS value. 
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Figure 9 CLSs estimated for the coral reef system using long time series data for three physiognomic 
groups: turf algae (A & B), corymbose and dlgitate Acroporidae (C & D) and Faviidae (E & F). A, C 
& E prediction r2 and B, D & F error X are presented for three model runs with different initial 
r~ndom configurations. Solid line = run 1, dashed line = run 2, dotted line = run 3. The analysed 
time series contains 10000 data points sampled at each time step, with the first 200 time steps 
discarded. Landscape size is 300 x 300 cells. For turf algae t = 100, dE= 5, acroporids ,= 75, dE= 
6 and favids T = 100, dE= 6. For all analyses k = 10. Arrows identify approximate CLS values. 
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The short time series approach 
. · s analysis prediction r2 is simpler to interpret than error X (Figs IO - 12). 
For short time sene ' 
h Slight differences in CLSs indicated by prediction ? depending on the Even so, t ere are 
f b dding dimensions used for attractor reconstruction (Fig 10). Results using number o em e 
b Of embedding dimensions (8, 9 or 10 dimensions) are not presented, but larger num ers 
· d' t · ·1ar CLSs to embeddings with 2 or 3 dimensions. m 1ca e s1m1 
Prediction r2 curves are similar between species within the 3-, 6- and 12-species systems and 
CLSs correspond with estimates from the long time series approach. There is also consistency 
in results from different model runs for these three systems. The CLS ranges for the 3-species, 
6-species and 12-species systems inferred from prediction r2 curves are 20 -40 cells, 40 - 60 
cells and 40 - 60 cells respectively (Figs 10 & 11 ). The relationship between CLS estimates 
and colony sizes for these models is examined in the final section of the results. 
The short time series approach was less successful for the coral reef model. The CLS for turf 
algae is clearly defined between 20 - 40 cells by prediction r2, however, prediction r2 and 
error X are more variable between runs for less dominant coral groups (Fig 12). The reason 
for this variability is unclear, since changing the time step between landscapes or changing 
the number of landscapes used in the analysis does not reduce run-to-run variability in results 
for the acroporids and favids. 
A notable difference between results for the 6- and 12-species systems using long time series 
data versus short time series data is that long time series analyses produce groupings of 
species and are characterised by sensitivity to initial conditions, while short time series plots 
are consistent between species and between model runs. It is instructive to examine these 
differences in greater detail. 
Comparison of time series approaches 
Short time series analyses for the 6-species system indicate different CLSs depending on 
whether data from the beginning or the end of a long time series is used (Fig 13). In Figure 
l 3, prediction r2 and error X curves reflect changes in the relative abundance of the six 
species, with one group of three species dominating after 5000 generations. In Figure 13F, the 
three species for which error X values are high are the species which dominate at the end of 
the time series. 
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. .
1 
ttems can ·irise in extracting CLSs from long time series, depending on whether the 
s,1111 ar pa ' 
d monstrates stationary behaviour or otherwise (Fig 14) . In the absence of any system e 
disturbance, the community composition of the 6-species system gradually changes, so that 
one group of three species becomes more numerous at the expense of the remaining three 
species. Such changes are more likely to occur on a small landscape (e.g. 200 x 200 cells) 
than on a larger landscape. This non-stationary behaviour can be stabilised and made 
stationary by introducing a low level of disturbance to the system, and allowing open 
recruitment of all species to disturbed areas with equal probability. 
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Figure 10 CLSs r t d f · · A & 
8 
. e~ 1ma e or the 3-spec,es system using short time series data for all species. 
500 
pred,~t,on r2 , C & D error X. A & C Analysed data are from landscapes 498 - 500 of 
ge~erat,ons (dE = 2). B & D Analysed data are from landscapes 497 - 500 of 500 
genera~1ons (dE = 3) . Landscape size is 500 x 500 cells. , = 1, k = 1 O. Arrows identify 
approximate CLS values. 
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tatl. onary case ( e.g. Fig 13A), divergence of species densities is relfected in long For the non-s 
. .· analyses. On a small landscape (200 x 200 cells), the dominant group of species 
ume se11es 
h I 
· her values ofprediction r2 and lower values of error X (Figs 14A & 14C). Such 
s ows 1Lg 
relationships are more difficult to identify on large landscapes, where the dominance of 
particular three species groups changes over 10000 generations. Grouping of prediction r2 and 
error X curves from long time series analysis is much less pronounced when the 6-species 
system is stationary (Figs 14B & 14D). 
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Figure 11 ~LSs e~timated for the 6-species (A & C) and 12-species (B & D) systems using 
short time series data for all species. A & B prediction r, C & D error X. Analysed data 
are from landscapes 498 - 500 of 500 generations (dE = 2). Landscape size is 500 x 500 
cells. T = 1, k = 10. Arrows indicate approximate CLS values. 
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Figure 12 CLSs estimated for the coral reef system using short time series data for three 
physiognomic groups: turf algae (A & B), digitate and corymbose Acroporidae (C & D) and 
Faviidae (E & F). A, C & E prediction ? and B, D & F error X are presented for three model 
runs with different initial configurations. Solid line = run 1, dashed line = run 2, dotted line = run 
3. Analysed data are from landscapes 497 - 500 of 500 generations (dE = 3) . Landscape size 
is 500 x 500 cells . , = 1, k = 10. The arrow identifies the approximate CLS value. 
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Figure 13 Short time series CLSs estimated for the 6-species system using landscapes from the 
start (A) and the end (B) of a 5000-generation time series. C & D prediction r, and E & F error 
X are presented for all six species. Analysed data are from four landscapes: generations 1 - 4 
(C & E) and generations 4997 - 5000 (D & F). Landscape size is 200 x 200 cells. 1: = 1, de= 3, 
k = 10. Arrows identify approximate CLS values. Divergence in species abundances is 
reflected in the grouping of prediction rand error X curves in D & F. 
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Figure 14 CLSs estimated for the 6-species system using long time series data for all 
species. Analysed data are from A & C a non-stationary system and B & D a stationary 
system (see text for explanation). A & B prediction ?, C & D error X. The analysed time 
series contains 5000 data points, sampled at each time step. Landscape size is 200 x 
200 cells . For A & C , = 12, B & D t = 19. In all cases dE = 6, k = 10. Arrows identify 
approximate CLS values. 
Sliding windows 
In the sliding window approach to attractor reconstruction, the units of the embedding delay -c 
are cells rather than time steps. This means that, for a fixed delay of n cells, there is greater 
overlap of successive dimensions for large windows than for small windows. The problem of 
different degrees of overlap should not arise if the embedding delay is some proportion of the 
linear dimensions of the window. Therefore, the first step in developing the sliding window 
method is to compare the performance of fixed delays versus delays which are proportional to 
the window length. 
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. if.flt.Xed and proportional delays Eva fuatLon o 
erared landscapes of independent, discrete valued pixels provide a null case to 
Randomly gen 
fi d and proportional delays. The expected result of long time series analyses using eva luate xe 
. d t random landscapes is constant prediction r2 and error X, i.e. level curves for 
mdepen en , 
both CLS measures ( see Appendix for proof and empirical verification). The probability, TI, 
of observing pixels with a particular discrete value can be adjusted so that this null case is the 
randomised equivalent of an n-species system. For example, TI = 0.3 (Fig 15) provides the 
(approximate) randomised equivalent of a 3-species system. 
Prediction r2 and error X curves for sliding window analyses ofrandom landscapes are not 
constant when the embedding delay is fixed, 't = 10 (Fig 15A &15B). Such prediction r2 and 
error X curves might instead be expected for a system with defined spatial patterns. 
Qualitatively similar results are obtained from other integer values of 't (1 s 't s 10). By 
comparison, trends in prediction r2 and error X curves are reduced (Figs 15C & 15D) or 
absent (Figs 15E & 15F) when delays proportional to window length are used in attractor 
reconstruction. The reason for discrepancies in results for 't = 0.8 x window length and 
• = 0.1 x window length is unclear. Nevertheless, proportional delays are preferable to fixed 
delays for sliding window embeddings and so are used in the following analyses. 
Sliding window results for model systems 
The first minimum on scaled mutual information versus 't curves was at 't = 0.8 x window 
length for all four model systems, suggesting that this is the most appropriate embedding 
delay for attractor reconstruction. However, sliding window analyses for the 3-species system 
indicate that CLS estimates change depending on the proportion chosen for 't (Fig 16). 
Estimated CLS ranges increase from 20 - 40 cells to 50 - 70 cells when the delay changes 
from 't = 0.8 x window length to 't = 0.2 x window length. Similarly for the 6- and 12-species 
systems, the observed increase in CLS range was from 40 - 60 cells to 140 - 150 cells. The 
reason for this dependence on 'tis unclear. 
Despite sensitivity of prediction r2 and error X curves to the value of 1, CLSs estimated from 
sliding window analyses (with 't = 0.8 x window length) correspond with time series CLSs for 
the four model systems. CLSs from the three approaches are compared in more detail in the 
final section of the results. Prediction r2 and error X are generally consistent between model 
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Figure 15 A, C & E prediction ,2 and B, 'D & F error X curves for sliding window analyses 
using simulated frames of independent, discrete valued pixels. In simulated frames, 
the probability of observing pixels with a particular discrete value is II = 0.3. A & B, = 
10, C & D , = 0.8 x window length, E & F, = 0.1 x window length. For all plots dE = 5. 
Landscape size is 700 x 700 pixels. Solid lines indicate average curves for 100 
replications and dotted lines indicate 95% confidence intervals. 
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species within a system using the sliding window approach. In the coral reef 
runs and across 
h 
F viidae (which occur in small patches of approximately 10 x 10 cells) show the 
111odel t e a 
. .· bility between model runs . However, all physiognomic groups in the coral reef 
greatest vana 
l 1 · d·cate a similar CLS range of 30 - 50 cells. 1110c e 111 1 
A surprising aspect of sliding window results is that Keeling et al.' s measure error Xis more 
interpretable than Pascual and Levin' s prediction r2 for all four model systems. While the 
inflection in prediction r2 curves is unambiguous, it generally occurs at a smaller scale than 
inflection in error X curves. It is unclear why prediction r2 curves are inverted from the time 
series case. 
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Figure 16 CLSs estimated for the 3-species system using sliding window analysis. 
A & C prediction ? and B & D error X curves are presented for species 1. 
Landscape size is 500 x 500 cells. For A & B , = 0.2 x window length , dE = 4, k = 
10 and for C & D , = 0.8 x window length, dE = 5, k = 10. Solid lines indicate 
average curves for 50 model runs and dotted lines indicate 95% confidence 
intervals. Arrows identify approximate CLS values, and question-marked arrows 
identify inflections. Confidence intervals confirm that the shapes of curves are 
reasonably consistent between model runs . 26 
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Figure 17 CLSs estimated for A & C the 6-species system and B & D the 12-species 
system using the sliding window approach. A & B prediction ? and C & D error X 
curves are presented for all species. Landscape size is 500 x 500 cells. -r = 0.8 x 
window length, dE = 6, k = 10. Arrows identify approximate CLS values, and 
question-marked arrows identify inflections. 
Variograms and nested ANO VA 
Results 
B 
D 
80 
The scale at which variograms asymptote to a constant value indicates the scale of spatial 
Pattern in the analysed data. The asymptotic scale for variograms in Figure 19 is 20 cells for 
the 3-species system and 60 cells for the 6-species and 12-species systems. Notably, 
Variogram analyses did not detect the two scales of spatial pattern formation in the 6- and 12-
secies systems (i.e. small-scale colonies and large-scale multi-species patches). For the coral 
reef system, scales of spatial pattern indicated by variograms in Figure 19 are smaller for 
acroporid and favid corals (20 cells and 10 cells respectively) than for turf algae ( 40 cells). 
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Figure 18 CLSs estimated for the coral reef system using sliding window data for three 
Physiognomic groups: turf algae (A & B), corymbose and digitate Acroporidae (C & D) 
and Faviidae (E & F). A, C & E prediction ?, B, D & F error X are presented for three 
model runs with different initial random configurations. Solid line = run 1, dashed line = 
run 2, dotted line = run 3. Landscape size is 500 x 500 cells. For all plots t = 0.8 x 
Window length, k = 10. A dE = 5, B & C dE = 6. Arrows identify approximate CLS values, 
and question-marked arrows identify ambiguous inflections. 
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. 1 . ttern indicated by variograms for the 3-species and coral reef systems The scales of spat1a pa . 
. 1 ·zes in the model. For the 6 and 12-species systems, the scales orrcspond with co ony s1 
c . d ' te between the colony size and the larger scale of multi-species 
indicated are mterrne ta 
patches. 
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Figure 19 Variance versus horizontal distance for the four model systems (variograms 
using vertical distances were identical). Curves for all species are shown for the A 3-
species, B 6-species and C 12-species systems. D Curves for three physiognomic 
groups in the coral reef system are presented: turf algae (solid line), digitate and 
corymbose Acroporidae (dashed line) and Faviidae (dotted line). Landscape size is 
500 x 500 cells . Landscapes are sampled at the 5001h generation. Arrows identify the 
approximate scale at which variograms plateau - the scale of spatial pattern in the 
analysed data. 
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f h. ·archically sampled spatial data indicates that, in all but the coral reef dANOVAo 1er Neste . . 1 1 half of the variance 1s attnbutable to the smallest scale or the error eve . In 
. stem more than 
sy ' t the effect of small scales was significant while large scales did not 
all four model sys ems . . . . 
. . t f£ ct on density. The spatial scale at which vanance plateaus 1s 
have a s1gmfican e e . . 
. 1 30 cells for the 3-species system, 150 cells for the 6-spec1es and 12-species approximate Y 
d 90 cells for the coral reef system (Fig 20). systems an 
(I) 
() 
C 
C1l 
·~ 
> 
iii 
:§ 
0 
...... 
C 
(I) 
() 
cii 
a. 
0 (') 
L!) 
C\J 
0 
C\J 
L!) 
r-
0 
L!) 
0 
0 
C\J 
Lt) 
0 
Lt) 
0 
3 species 
... 0 
I C\J LO r-
0 
\ ,j, LO A l,, ~~ .... , .. 
.$. 0 
0 20 40 60 80 100 120 
12 species 
0 
(") 
LO 
C\J 
0 
C\J 
LO 
r-
0 
r-
'i~~ •. C Lt) 
'• ~::~~'= 
::.;.:.:. · ·--f ~litla>Jt.. 0 
0 50 1 00 150 200 250 300 
window length I 
6 species 
,j, B 
' 
. 1t ~, ....... ~ :,.,C:, . • . ~!..~ t 
0 50 100 150 200 250 300 
coral reef 
\ 
\ • I • • 
·· .. ._\ .J, 
~\ ... __ ... D 
Ar." - -· - -~ - - - - - - - - ~ 
0 50 1 00 1 50 200 250 300 
Figure 20 Percent contribution to variance versus spatial scale, with values calculated from 
nested ANOVA of hierarchically sampled spatial data. Curves for all species are shown for 
the A 3-species, B 6-specles and C 12-species systems. D Curves for three physiognomic 
groups in the coral reef system are presented: turf algae (solid line), digitate and corymbose 
Acroporidae {dashed line) and Favlidae {dotted line). Landscape size is 500 x 500 cells. 
Landscapes are sampled at the sooth generation. Arrows indicate the spatial scale at which 
variance plateaus. 
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11111111a1Y 
. "-· the three different techniques of attractor reconstruction (i.e. long time 
L esumates 110m 
. ries and sliding windows) generally correspond for each model system 
cries short time se . . . . . . 
WI .1 variogram analyses indicate spatial scales which he close to or w1thm CLS (Tab le 1 ) . 11 e 
It from nested ANOV A suggest much larger scales of spatial pattern. 
rang s resu s 
r
0
r the 6- and 12-species systems are almost identical, and are consistently larger ('LS ranges i, 
1 r0 r the 3-species system. The CLS of 20 - 40 cells for the 3-species system is than t 1ose 1 1 
slightly larger than the approximate colony size in this model of 10 - 20 cells. CLSs for the 6-
and l2-species systems are intermediate between colony size and the size of multi-species 
patches. For the coral reef model, CLSs are slightly smaller than the scale of colony sizes for 
the dominant turf and coralline algae. 
Table 1. Summary of CLSs from long time series, short time series and sliding window analyses. 
CLSs were estimated using prediction ,2 or error X - whichever measure gave the clearest 
interpretation. Spatial scales indicated by variograms and nested ANOVA are also included. Results 
are presented for the 3-species, 6-species, 12-species and coral reef systems. 
E -~ ~ 
"' SCALE ~ ;,., ;:::l cii "' Vl o:s ;,., i:: 8 "' o:s 10 80 90 100 110 120 130 140 150 
LTS 
0. 
PL 
<ll STS 
..,, PL 
SW K 
LTS PL 0. 0 
Vl STS 
'O PL 
SW K 
0. LTS 0 PL 
Vl 
C"l STS PL 
SW K 
-a 
LTS 0 PL 
0 STS 
u PL 
SW K 
10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 
• " scale of pattern indicated using variograms L TS = Long Time Series; STS = Short Time Series; SW = Sliding Window 
0 
" scale of pattern from nested ANOVA PL = estimate from prediction r (Pascual and Levin 1999) 
K = estimate from error X (Keeling et al. 1997) 
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o1scuss10N 
· ues to identify robust and meaningful length scales in ecological 
The search fo r techn1q . . . . . 
h · t ry This effort has been sustamed m recent times given the pressmg 
s stems has a long is o . 
y . . ans to identify appropriate scales for management units (Garcia-Charton 
need for obJect1ve me . . . 
c. l 999) conservation areas (Castilla 2000), and the detect10n of meanmgful 
and Perez-Ruiaza • 
. dynamics (Underwood and Chapman 1998). The recently developed 
trends 1n system 
. f Keeling et al. (1997) and Pascual and Levin (1999) for estimating CLSs are 
techniques o 
. b ause they adopt non-linear time series techniques to accommodate complex 
attract1 ve ec 
.11 t behaviour However as they currently stand, these analyses require long time OSCI a ory . ' 
· f data which cannot realistically be collected for most natural systems. senes o 
This thesis describes two alternative approaches to sampling data in dynamical systems that 
have considerable potential for overcoming the data requirement problem of Keeling et al. 's 
( I 997) and Pascual and Levin's ( 1999) techniques. The short time series approach requires 
only three or four consecutive landscapes to estimate CLSs while the sliding window method 
requires spatial data from just a single point in time. Results suggest that, in addition to 
unrealistic data requirements, the long time series measures developed by Keeling et al. 
( 1997) and Pascual and Levin ( 1999) are inadequate for at least some model systems that are 
more complex than the simple 3-species case. 
CLSs from long time series 
The 3-species system in this study is similar to model systems used previously for 
investigating CLSs (Rand 1994, Rand and Wilson 1995, Keeling et al. 1997, Pascual and 
Levin 1999, Wilson and Keeling 2000) in that it self-organises at only one spatial scale and 
has a limited number of species. CLSs from long time series data can be identified 
unambiguously for the 3-species system, and are consistent between model runs with different 
initial random configurations and between different species in the system. Pascual and 
Levin's (1999) prediction r2 reaches its asymptote at a smaller scale than Keeling et al.' s 
0 997) error X, supporting Pascual and Levin's (1999) argument that the scale of maximum 
determinism can be below the scale at which windows are independent (i .e. where 
1/ 12 scaling occurs) . 
-
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-- for long time series data from the 6- and 12-species systems 
. . 2 and error X curves 
Prediction r re difficult to interpret than those obtained for the 3-species 
coral reef system are mo 
and the bl' h d simple model systems. There are several important differences 
n and for other pu is e 
systcr fi odels and those models used in previous investigations of CLSs. 
b twee
n these three ormer m 
C • • f fi . d 1 
1 d data from systems with a maximum o our species, an resu ts Prior studies have ana yse . . . . . 
d fi only a single species m any particular model. Another difference 1s 
have been presente or 
d 12- cies systems used here exhibit self-organisation at more than one spatial that the 6- an spe 
. 11 th coral reef system behaves similarly to the real system from which it has scale. Fma Y, e 
t · ed and lacks the well defined periodic oscillations present in the dynamics of been parame ens 
most previously examined models. 
Asymptotic points were better defined for prediction r2 than for error X in long time series 
analysis of the 6-, 12- and coral reef systems. However, both measures demonstrated 
substantial run-to-run variability, particularly for the 6- and 12-species systems. Marked 
differences in the shape of error X and prediction r2 curves between runs in long time series 
analyses could not be related to the dynamics of individual runs. This variation may be 
attributable to non-stationarity on long time scales. 
When landscapes are small (for example 200 x 200 cells) and in the absence of continuous 
open recruitment to the landscape, the 6- and 12-species systems are non-stationary over 
10000 generations. One group of three species in the 6-species system, or one group of four 
species in the 12-species system dominates by the end of the time series. Although larger 
landscapes (500 x 500 cells) are stationary in the sense that one group of species does not 
become dominant over 10000 generations, time series data may not be stationary at small 
sampling scales (window sizes). This effect is exaggerated since window sampling is at a 
fixed position on the landscape. Sampling at a fixed point ignores variability over the 
landscape and is a disadvantage of the long time series method compared with the sliding 
window and short time series approaches, both of which sample the whole landscape. 
Extreme occurrence of non-stationarity may involve a transition between attractors over a 
long time series. This is not necessarily a problem for model systems, but may occur 
commonly in the real world. Sole and Bascompte (1995) point out that planktonic systems are 
a particular example in which transition between different attractors is likely over a long time 
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---- stems are interrupted by external inputs of energy. Long time series 
. because these sy 
senes, . te for cases where there is transition between attractors. 
analysis is inappropna 
2 more consistent from run to run in the coral reef system than for the 6- and 
Prediction r was 
. t ms In the coral reef modal, relative densities of the twelve physiognomic 
i 2-spec1es sys e · 
I over 10000 generations, but turf and coralline algae are always the dominant groups c 1ange . . 
nts Landscapes from this system are more spatially homogenous than 
space occupa · 
L S fi·om tbe 6- and 12-species systems that vary in their spatial arrangement of multi-Ian<. scape 
. patches Essentially stationary dynamics and landscape homogeneity are explanations 
species · 
for the consistency of prediction r2 curves between runs, however, the reason for ambiguities 
in error x results for this system is unclear. 
CLSs from sliding windows 
The sliding window approach to attractor reconstruction is the most extreme alternative to 
estimating CLSs from long time series. If successful, the sliding window technique would 
enable estimation of CLSs from spatial data obtained at a single sampling occasion. However, 
replacing temporal variability with spatial variability complicates non-linear time series 
analysis. In particular, results of this thesis indicate that sliding window analysis requires 
embedding delays that are proportional to window size rather than delays of a fixed number 
of cells. Proportional delays ensure that the overlap of successive embedding coordinates is 
constant for all window sizes. 
CLSs estimated using error X curves from sliding window analyses are similar to the 
estimates obtained from analysis of long time series. However, the former estimates are very 
sensitive to the value of the proportional delay used for attractor reconstruction. There is no 
clear explanation for this sensitivity. Also unclear is the cause of observed inversions in the 
shapes of prediction r2 and error X curves for sliding window analyses. 
A further shortcoming of the sliding window approach is that the maximum window size 
Which can be sampled on a given landscape size is limited. Depending on the value of the 
delay, the maximum window size may be significantly smaller than the landscape. If the CLS 
for the system is below the landscape scale, but above the scale of the maximum window size 
then it will not be detected. This problem does not arise in either of the two time series 
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- . to and including the landscape scale can potentially be 
I . where windows up approac ,es, 
analysed. 
b d results for sliding window analyses requires mathematical • aluation of the o serve . . . . . 
. d lh scope of this thesis. Such mqumes are nonetheless important, smce 
c nsidcrauon beyon e . . . . . 
. . th spatial dynamic of a system is equally legitimate to the temporal signal 
infonnaLJon from e . . 
. CLS Spatial and temporal signals m ecology are closely related: temporal 
fo r defi ntng a · 
. . t ongly influenced by spatial arrangements, and similarly, information about dynamics ares r 
Id mies is contained in spatial data (Sole and Bascompte 1995). We would tcmpora yna 
c. pect CLSs determined using the sliding window sampling method to complement thcre,ore ex 
. ··es CLSs estimates and the spatial approach should not be dismissed. 11111csc11 ' 
A II achievable intermediate: short time series 
The short time series method integrates sampling through time, but on few occasions, with 
spatial sampling as in the sliding window technique. The use of short time series for 
estimating CLSs has the combined advantages of sampling the entire landscape at each time 
step, while still using time series variability as the basis for CLS estimates. With regard to the 
principal aim of this work, the requirement for three or four sampling occasions is realistic for 
many applications in ecology and so the approach is promising. 
A further advantage of using information from only a small number of time steps is that 
ecological systems are likely to be essentially stationary over the sampling period. As results 
for the 6- and 12-species systems indicate, non-stationarity over long time scales produces 
prediction r2 and error X curves that are difficult to interpret. The corresponding curves 
generated from short time series analysis are, by comparison, readily interpretable. Short time 
series CLSs from the beginning and the end of a long non-stationary time series clearly reflect 
changes in the state of the system. Thus, the short time series technique could potentially be 
used to detect trends in natural systems as changes in the CLS. Applied examples may include 
determining whether a pollutant or the introduction of a foreign species changes the state of 
an ecological system. 
Results from Pascual and Levin's (1999) prediction r2 were generally easier to interpret than 
Keeling et al. 's (1997) error X, for data derived from short time series. However,prediction 
,.2 d 
an error X spectra developed for two coral groups ( corymbose and digitate Acroporidae 
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- 1 f odel varied between model runs and the definition of CLSs 
··dae) in the cora ree m 
and favu b. ous A potential explanation for this variability is that the 
these results was am igu . 
from d for attractor reconstruction, and/or the time step between 
umber of landscapes use . . 
n . ffi · t to capture the important dynamic signal for these corals, and hence 
landscapes are msu 1c1en . . . 
. CLS Since acroporid and fav1d corals occur m small patches, a longer time 
to determme the . . . . . . . 
· d to derive a reliable estimate of the rat10 of determm1stic signal to 
. d may be require peno . . . 
. . d ics of these groups. However, this explanat10n 1s not supported by 
1101se m the ynam 
. . f the effects of altering the time step between data points and of using more invest1gat1on o 
. · en that these changes produced similarly ambiguous results for the coral reef 
ume steps, g1v 
model. 
Investigations for the 3-, 6-, and 12-species systems using a range of values for 't' (the time 
step between landscapes) and dE (the number of landscapes) suggest that CLSs estimated 
using short time series are robust to these parameters. It is likely that the short time series 
approach will be generally robust to embedding parameters, provided the data set is stationary 
over the sampling period. As such, the short time series approach is a promising method for 
estimating CLSs and has reasonable data requirements for ecological applications. 
Performance of conventional spatial methods 
Scales of spatial pattern determined using conventional analysis techniques provide an 
interesting comparison with scales of 'maximum non-trivial determinism' (CLSs). Of the two 
static spatial measures compared in this thesis, variograms provide a more interesting 
interpretation for the four model systems, than does nested ANOV A. Vario grams indicate 
spatial scales that correspond approximately with CLS estimates, while nested ANOVA 
suggests plateaus in variability at much larger scales. 
The asymptotic scales of variograms generated for the 3-species and coral reef systems reflect 
the colony sizes of individual species in these models. For the 6- and 12-species models, 
however, variogram analysis failed to distinguish the two scales of spatial pattern - individual 
colonies and multi-species patches. The most likely explanation is that variograms are limited 
to the detection of exact spacings on a landscape. Vario grams are therefore useful to detect 
the scale of colony formation (because colony size is relatively consistent), but not in 
detecting the scale of grouping of colonies of several species in the 6- and 12- species systems 
(because clumps of associated species are so variable in size). 
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- · analysis detected differences in colony sizes for turf and 
1 reef model, vanogram 
In the cora . . d corymbose acroporids, and favids. Variograms for the coral reef 
lline algae, d1g1tate an . ' . , 
cora CLS estimated using Pascual and Levm s (1999) and Keelmg et al. s 
stem complement the s . . . 
sy lied contexts, for example reserve design, we may be mterested m 
J 997) measures. In app 
( . 1 h · ch is weighted towards particular species that are important for defining a spatial sea e w 1 ' ' . . . 
. t' on reasons. In these cases, a toolbox approach combmmg vanogram 
. ·onom1c or conserva 1 
cc . CLS techniques would be useful for decision-making. CLSs provide an objective 
analysis and 
1 Ure while variograms supply information about scales of spatial pattern of system-leve meas ' 
particular system components. 
While nested ANOVA of hierarchically sampled spatial data has been widely and 
successfully applied for defining spatial scales of maximum variability in ecological analyses 
(Morrisey et al. 1992, Swadling et al. 1997, Dunstan and Johnson 1998, Graham and Edwards 
2001 ), it is of limited use for identifying characteristic scales in the current study. For the 
model systems used here, nested ANOV A does little more than confirm that variability is 
highest at small spatial scales, while large scales are homogenous and hence have low 
variability. A particular disadvantage of nested ANOV A in the present context is its coarse 
sampling resolution, compared with window sampling and the spatial lagging approach of 
variograms. This coarse resolution is a likely reason for the failure of nested ANOV A to 
detect two scales of spatial variability in the 6- and 12-species systems. 
Limitations and directions in estimating CLS 
This thesis has developed valuable techniques for identifying CLSs that can potentially be 
applied to real ecological data sets. However, questions arise about the limitation and 
directions for CLS methods, in particular regarding (i) the robustness of CLS to subjective 
choices of embedding parameters, (ii) the assumptions underlying CLS approaches, and (iii) 
whether we expect to see meaningful CLSs for real ecological systems. 
Robustness 
As techniques for estimating CLSs become more sophisticated, there is a strong need to 
establish the r b t f h . . . 
. o us ness o t ese measures. Nichols and Nichols (2001) emphasise the 
importance of accurate attractor reconstruction in non-linear time series analysis, but note that 
the selection of parameters for attractor reconstruction is somewhat subjective. It is well 
reco · 
gnized that the embedding delay 't and the embedding dimension dE for attractor 
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- d 1 rly by mutual information and false nearest 
. ·ire nol always define c ea . . 
n.: ·onstnr c;tron' 1 ·thms have been developed for selectmg the appropnate . -1 I few a gon . . Jots s,1111 ar y, 
11 ci~llbo 111 P · · · . . /, to determine predicted values on the reconstructed attractor. 
. - r ncarc;sl nc1ghbouts, (, 
,1ur nht.: r O • d and k has not been thoroughly assessed, even for the 
... 1-c1 Sstochanges m-c, E 
5,1, vrt y o ~ , en A 1 sis of the robustness of CLSs to all of these parameters 1s a 
n" tirn c: series approach. nay . . . 
1 
'7 . h d lopment and assessment oftechmques for estlmatmg CLSs. 
- .. r· )' ncx l stage ll1 t e eve 
11Cl,G:-, S .l 
. . 1 ·n the estimation of CLSs is identifying the asymptotic points for ;.\11othcr subJcctivc s ep 1 
. 2 . d . . x curves. Durrett and Levin (2000) developed a more precise pn;di c;t ir.m ,. dll e,, or 
·- . . · 1. t· fy the scale at which prediction r
2 
and error X curves attain the asymptote. dclrnrtron to tc en I 
. 1 ·. Jefinition like any other retains some element of subjectivity (i.e. in its Hciwcvcr t 1c11 c , ' 
- · · f cLitoff values for asymptotes). For practical purposes such as our present dcl1n1l1on o 
.. 1·s011 of CLS estimation techniques, a range of scales containing the CLS is more Cl'l lll J)dl 
rneaningful than a point estimate. Indeed, for natural ecological systems that are variable in 
<;pace and time, we would expect to measure slightly different CLSs on separate sampling 
occasions, and that these estimates would lie within some range of scales. More importantly, 
the CLS will not be the only piece of information in support ofkey applied decisions 
regarding spatial scales. 
:'lssumpt ions 
The techniques of Keeling et al. (1997) and Pascual and Levin (1999) estimate CLSs by 
comparing measures of variance in the dynamics at different window sizes. There are three 
important assumptions underlying this window sampling approach. The first assumption, that 
the maximum window size is larger than the CLS, is much easier to guarantee for models than 
for natural ecological systems. To ensure that the maximum sampling scale is large enough to 
include the CLS in a real system, we require some prior understanding of the general scales of 
clynamical processes. 
A second assumption of the window sampling approach to estimating CLSs is that the largest 
window samples a single attractor. Non-linear time series analysis and prediction of data from 
lllore than . . . . 
one attractor will produce maccurate CLS estimates. Sarnplmg several attractors on 
one lands · 
cape 1s normally not a problem for models, but is a danger for natural systems. 
Se! · 
ectmg sampling scales for CLS analysis in natural systems will therefore involve a balance 
between 1· 
samp mg at a scale which is sufficiently large to capture CLS, but not so large as to 
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- · How to achieve this empirically, beyond using a 'trial-
' 
. Ii ffercnt domains of attract10n. 
salllP C ( 
a11cl-crror' approach, is unclear. 
. . al and Levin's (1999) and Keeling et al.' s ( 1997) approaches to 
·-1iL· third assumption of Pascu . . . . . 
1 
. 1 · 1 systems will exh1b1t a smgle CLS. Whether this assumpt10n . . er ss 1s that eco og1ca cs11111at1ng ~-
.. · b tested It seems likely that systems such as zooplankton 
hulcls in Nature remains to e . . . 
. . . S them Ocean, that have discrete patches at intermediate scales, but are 
collllllll11ltlCS 111 the OU . . 
. d b lar e scale environmental processes (Hosie et al. 1997) could m fact be 
strongly affcctc Y g 
clclincd by a more than one CLS. 
CLSsfor real ecological systems 
Further to this issue of whether we can expect a single CLS for ecological systems, is the 
question of whether CLSs are true system measures for ecosystems and communities. 
According to Takens' (1981) theory of attractor reconstruction, the dynamical information 
from a single species in a multi-species system should reflect, and indeed act as a substitute 
ror, the unmeasured whole-system dynamic. But would we really expect the same CLS for 
pico-plankton and whales, or soil fauna and elephants in the same system? 
Takens' ( 1981) attractor reconstruction theory, and hence the CLS estimation techniques of 
Pascual and Levin (1999) and Keeling et al. (1997) assumes full linkage between system 
components. In real ecological systems, however, component species may have weak 
dynamical associations. The coral reef model used in this study is an example of a system 
composed of species with different life histories, which in some cases interact very weakly 
with each other. The fact that CLS measures for this system were generally interpretable and 
consistent between species with different life histories is encouraging. More thorough 
i nvcstigation of the response of CLSs to differences in life histories and different degrees of 
dynamic linkage will be an important step in applying CLS techniques to real ecological 
systems. A related direction for future study is the development of multivariate CLS 
measures. A multivariate CLS would be a true system measure, and could be based on the 
multivariate n 1· · . 
on- mear time senes analyses described by Muldoon et al. (1998) and Hegger 
and Schreiber ( 1992). 
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coNCLVSIONS 
1 t estimating CLSs is a valuable alternative to the long time time series approac 1 o 
1e short d by Keeling et al. (1997) and Pascual and Levin (1999). Short 
chniq ues develope 
ncs te . . . only three or four consecutive landscapes, and has the added 
. s analysis requu es 
1 rn cne · 1 · · Tl · h t 1 
. ffected by non-stationanty over ong time senes. 1is approac o 
d antage or bemg una . . . . 
. Id potentially be used to detect dynamic shifts m ecological systems, 
• timaung LSs cou . . . . 
h 5 in the CLS. Prelimmary mvestigat10ns suggest that for the model indicated by c ange . . . 
. 1 . tudy the short time senes technique 1s robust to the number of landscapes systems m t 11s s , 
· d t the time step between landscapes. The second alternative to long time series 
sampled an o 
d . _ ti e sliding window approach - gives reasonable CLS estimates but some aspects of 111etho s 1 
Its require fmiher investigation, beyond the scope of this thesis. the resu 
While the problem of unrealistic data requirements for non-linear time series analysis has 
been described previously (Godfray and Blythe 1990, Keeling et al. 1997, Pascual and Levin 
J 999, Durrett and Levin 2000), this thesis is the first study to recognise other important 
limitations of the long time series approach to estimating CLS. These issues have not been 
identified before, because CLSs have only been estimated for model systems with limited 
numbers of species and simple spatio-temporal dynamics. Long time series results for the 
more complex systems in this study demonstrate substantial run-to-run variability in CLSs 
which is not clearly related to observed dynamics. 
This thesis pioneers the transfer of CLS techniques from model systems to the real world. 
"Theory is most powerful when it provides new approaches that help resolve long-standing 
problems" (Kot et al. 1988). In truth, there is unlikely to be a single correct answer to the 
long-standing problem of defining characteristic scales in ecosystems. Nevertheless, in 
combination with other spatial approaches, the CLS will be a valuable tool for defining scales 
to observe, conserve and manage ecological systems. 
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II case: no spatial pattern 
Tile nu . f shows that for a system with no spatial pattern (Fig Al) the expected 
The followmg proo 
d . . ,.2 (Pascual and Levin 1999) and error X (Keeling et al. 1997) are lues of pre ,c110n 8 
. tl oretical result is confirmed by analysing time series of simulated landscapes 
nstant. This 1e 
(1-"ig A2). 
Proof 
Consider a time series of landscapes J;iJ which are composed of independent, discrete valued 
pixels. The data series for a window of side length l is given by N - Bin v2 ,IT) with. 
E(N) = J2IT and Var(N) = /2Il(l-Il). The binomial distribution is used in preference to the 
nonnal distribution because the binomial gives discrete valued data and so provides a null 
case comparable with individual-based spatially explicit models containing species X1 - Xn. 
The value Il can be thought of as the probability of observing a particular species X The 
density of X in a window of side length l is X; = ~ ± ± L~ = N'j(z and £ 1 (x;) = ·n . 
[ i=I J =I 
By the Central Limit Theorem Var(x; )= 
1
: Var{N- 1 ) 
= 
1
~ I2rr(1-n) 
rr(1-rr) 
12 (Al) 
Because the landscapes J;IJ are independent, the x: are also independent. So the k-nearest 
neighbours th d · . " me o averages k mdependent values of XJ to determme x; . 
ThereforeE1(x: )= E1(x: )= IT and Var(x: )= Var_!_ ±xf1 
k i=l 
= _!.__k rr(1-rr) 
k2 12 from (Al) 
_n(1-rr) 
- k/2 (A2) 
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-----------: t so using (Al) and (A2) 
• , X' are indepen en ' 
x, and ' ,. n(1-r.!2+Q(l~I_U =(n(1;rr))(k;l) (A3) 
( 
I Y 1 ) :;;;;; - 2 kl [ Vor X, - j I I 
. ( , _f' )==o then Var(x:-x:)=E,[(x:-x:)-E,(x;-x;JJ 
Since ,~, X, 1 
=E,[(x:-x:)2]-E,(x:-x:)2 
=E,[(x:-x:)2] (A4) 
d ) · e E [(x' -X' )2] = (II(I-II))(k + 1)which is used to predict Together (A3) an (A4 g1v , 1 1 12 k 
values of the CLS statistics: 
• Keeling et al. (1997)'s error X = l E,[(x; -Xf J] 
=t'Jn(1-rr) ~k+I 
I k 
=~Il(l-Ile:1J 
E,[(x; -x: J] 
• Pascual and Levin's (1999) prediction r 2 = 1--=------
Var(x;) 
- (rr(\; nix T) __ .!_ 
-I- (rr(1
1
;rrl) - k 
Expected values of prediction r2 and error X for th~ null case are validated here using a series 
oflandscapes with II = 0.3 and k = 10 (Fig A2). Expected values are 
prediction r' = - ~ = -0.1 and error X = ~IT(! - IT { k; 1) =-,/0.21 x I.I = 0.48 · 
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Figure A1 250 x 250 landsc.ape of !ndependent, discreteyixel~. White pixels occur with 
frequency 0.3.Time series of simulated landscapes like this one were used to generate the 
results in Figure A2. 
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Figu~e 1A2 R~sults for long time series analysis of 1000 simulated frames of independent, discrete P~ U~d pix~ls.. A :redlction t, B error X. -r = 1, dE = 5, k = 10. Landscape size is 100 x 100 
co~·~· Soll~ lines indicate average curves for 100 replications and dotted lines indicate 95% 
(pre~ietce ,kntervals. The expected values for the null case of independent discrete pixels are 
c ,on = 0.10 and error X = 0.48) are confirmed in this empirical analysis. 
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I NTIH)DUCTION 
ak lace on a range of spatial scales. To fully understand these processes ical processes l e P 1 g . h on a suitable scale. The question of how to detern1ine appropriate 
it i necessary to view t em . . . . 
. stems has been investigated by ecologists smce the 1950s. Gre1g-Sm1th 
Jc fi r studyi ng ecosy . . . 
. 1 (1957) attempted to describe the scale of spatial patterns m vegetation. 5_ and Keis iaw 
· 1 have been developed by Usher (1969), Errington (1973), Hill (1973), Usher tmpr ed ana yses . . . . . 
_ . 1 ( 1978) and Ludwig (1979). Recently, the exphc1t mclus10n of space m computer 1 i(J7)), Rip ey 
· . f stems has again emphasized the importance of spatial patterns in the dynamics of 
,n l.ldcls o ccosy 
(Durrett and Levin 1994a, b; Johnson, 1997; Durrett and Levin, 1998; Durrett and ccos ystcms ' 
l.cvi n, 2000). 
A n important question is whether a characteristic spatial scale, or "characteristic length scale" 
( c LS) can be defined for patterns in ecosystems. A CLS should be inherent to a system, and 
wo uld provide an appropriate scale at which to study the dynamics of the system (Wiens, 1989; 
Levin, 1992). Various measures have been developed to estimate the CLS of a system, based on 
variance within the system in space or in time (De Roos et al., 1991; Rand, 1994; Rand and 
Wilson, 1995; Keeling et al., 1997; Zoller et al., 1998; Pascual and Levin, 1999; Wilson and 
Keeling, 2000; Durrett and Levin, 2000). These techniques define an inte1mediate scale at which 
to observe dynamics, where meaningful signal is maximized and noise is minimized. 
The estimation of CLSs in natural systems could be very useful for determining suitable reserve 
sizes and management units, as well as scales for monitoring particular systems or components of 
:,;ystems. Specific applications of CLSs include epidemiology (Levin et al., 1997), ecotoxicology 
(Johnson, A. R. 2002), and the study of networks including foodwebs and neural networks (Levin 
et ul., 1997). Rand and Wilson (1995) suggest using CLS methodology to detect shifts in 
ecosystem dynamics . 
While techni £ ques or characterizing pattern in vegetation have been applied to field data, modern 
approaches to d fin' 
e mg CLSs have predominantly used data from models. Johnson (2002) 
outlines the foll . . 
owmg requirements for CLSs to be applied to natural systems: 
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- 0 
riate to the complicated spatial and temporal dynamics of 
Methods must be appr p I) 
, tural systems. . 
na 11 ct sufficient data from real systems to estimate CLSs. 
It lnust be possible to co e 2) 
t b robust. Specifically, different variables from the same system 
CL S measures mus e 3) , . . · t estimates of the CLS, and space-time variation in CLSs should be 
should g1vc s1m1 ar 
• 1 there is significant change within a system). small (un ess 
. th development of methods to identify scales of pattern in ecosystems and to This review traces e 
. t m CLSs. The potential for application of CLS estimation techniques to natural dc.:ten111ne ccosys e 
· ddi·essed in terms of Johnson's (2002) three requirements. 
systems 1s a 
TECHNIQUES FOR ESTIMATING CLSS 
The general approach for estimating the CLS of a system is to view the system through 
""windows" of different sizes. Schneider (1994) distinguishes between the operations of zooming 
and lagging. Zooming is the process of combining small windows to form larger windows, while 
lagging examines at windows at successively greater separations. Methods for estimating CLSs 
tend to use zooming, but some measures adopt a lagging approach to describe the scale of spatial 
patterns (for example, spectral analysis, correlograms and variograms). 
LSs are determined by the scaling of the variance of some system parameter. In natural systems 
there is often a decrease in variance with increasing window size. Small windows will show large 
lluctuations e1'ther b t · d · · · · h · d · e ween wm ows at one pomt m time, or mt e same wm ow at successive 
points in tim In 1 · . . 
e. arge wmdows, fluctuations tend to be averaged out. The CLS of a system 1s 
sorne interm d" · 
e rate wmdow size, where the fluctuations over space or time are meaningful 
( detem1inistic ). 
For th ft . 
. e ollowmg discussion it should be noted that the term length in characteristic length scale 
d istinguisJ . 
les a spatial scale from a time scale. Length may refer to a linear distance or to an area, 
2 
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-
- the description of techniques for characterizing patch size is not 
. , the method. Also, . 
dcpt: nd1ng 01 . . ortant background for understandmg modem methods for 
, . vc but provides an imp . . . . 
l·()111prdH.:n 51 ' . f techniques has largely been dnven by statistical improvements 
. . , CLSs. The evolut10n o 
L-~11111,11111 g d t the complex dynamics of natural systems. 
, ccommo a e 
,111d attcn1pts to a 
I · . o,J varia11ce Block ·ize aua Y ,s . . 
. [ · ance was developed to detect and quantify pattern m plant 
I ck ize analysis o var1 
. . 1 d with quadrats. The method compares variances of quadrats grouped into c mmunit1es samp e . . . 
'ndows (blocks). Greig-Smith (1952) used this approach with nested quadrats. 
er nd larger w t 
H 
mbined adjacent pai rs of quadrats to give two-quadrat blocks, then adjacent two-quadrat 
blocks into four-quadrat blocks, and so on. 
Greig-Smith (1952) used nested analysis of variance of block sizes, and plotted mean square 
against block size. In such a plot, different scales of pattern in the data appear as peaks or troughs 
(( ioodall, 1974). Kershaw (1957) extended Greig-Smith's (1952) method to contiguous quadrats 
arranged in a row rather than in blocks. Peaks on the mean square versus block size plot indicate 
the linear dimensions of patches rather than their area. 
Turn er et al. (1991) summarize criticisms of blocking methods: 
I. The methods of Greig-Smith (1952) and Kershaw (1957) are sensitive to the starting 
position of the analysis. Estimates of the size of patches may change by a factor of two 
with different starting positions (Ripley, 1978). Usher (1969) suggested using various 
starting positions and selecting the maximum block-size estimate as the ' true' position 
of a peak. This is unsatisfactory because it introduces an element of arbitrariness even 
greater than that which it eliminates (Errington, 1973). Another approach is to average 
a number ofblocked-quadrat analyses with different starting positions (obtained by 
stepping progressively along the transect) (Usher, 1975). 
2
· The initial choice of quadrat size is arbitrary (Ripley, 1978), and once it is chosen a set 
of quadrat spacings at block sizes 1, 2, 4, 8, 16, 32, 64, etc. are imposed (Ludwig, 
1979), This means that the system is only sampled at a limited number of block sizes, 
and patterns at scales between these block sizes are not detected. Hill (1973) proposed a 
3 
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1 iance' method which involves calculating variances over all block two-term toca var 
h lf the total number of quadrats. This method eliminates the problem 
sizes up to one- a 
f ower-of-two sampling. 
0 p . t' stical technique to test the significance of the peaks found in the mean 
There is no sta I 
J . bl ck size plot. Greig-Smith (1964) suggests that subjective assessment of 
square by 0 
ot be too great a problem if a series of analyses are performed. If a peak 
peaks may n . . . 
. the same position or shows regular dnft m a sen es of related systems there can 
recurs m 
be little doubt of its validity. 
. ( 1979) concludes that Hill's (1973) method provides the most accurate evaluation of the I .udw1g 
scales and intensity of patterns in vegetation. This method also reduces the problems associated 
with starting position. However, it requires more sampling and computational effort than other 
blocking approaches, and when two scales of pattern exist, Hill's (1973) technique emphasizes 
the pattern at the larger scale. 
Carli le et al. ( 1989) describe a technique which combines blocking with spatial autocorrelation 
analysis (described below). Carlile et al. (1989) calculated and compared the correlation 
coefficient for different transect lengths. The statistical rigor of their method has not been 
1:valuated (Turner et al., 1997). 
Correlograms and variograms 
Correlograms summarize information obtained through autocorrelation analysis (Sokal and Oden, 
1978
a, b ). Autocorrelation tests whether the observed value of a variable in one window is 
significantly dependent on observed values of the variable in other windows. If all possible pairs 
or windows are compared, the positions of strong similarity (and dissimilarity) will be found 
(Cliffeta/ 1975) Th' 
·, · 1s method is a spatial lagging approach, as opposed to the zooming used in 
block size 1 . 
ana ys1s of variance. The distance between any two windows is referred to as a lag. 
Lag-one an I . 
a ysis compares adjacent windows. For a lag-two analysis, the cross-comparison is 
rnade at a di 1 
. sp acement length of two sample units. Comparisons are usually calculated for lags 
1 r 111 zero to . 
one-fou1th the total number of samples (Davis, 1986). 
4 
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Dependency between windows is measured as autocorrelation, which is plotted against lag length 
in a correlogram. Correlograms summarize patterns of geographic variability, with peaks above 
zero suggesting the scale of patches (Sokal and Oden, 1978a, b). The homogeneity and 
arrangement of patches are also reflected in correlograms. 
Variograms are produced in a similar way to correlograms. A type ofvariogram called a 
semivariogram is particularly useful for ecological analyses (Palmer, 1988; Rossi et al., 1992; 
Dent and Grimm, 1999). Semivariance is a measure of the degree of dependence between 
windows. A semivariogram is a plot of semivariance at different distances or spatial lags. Flat 
regions called sills on semivariogram plots suggest the scale of patches (Palmer, 1988). Note that 
the scale suggested by correlograms and semivariograms is a length, rather than the area measure 
from block size analysis of variance. 
Rossi et al. (1992) present a critique ofvariogram and correlogram analyses. Variograms can 
provide an incomplete or misleading summary of spatial pattern when local means and variances 
change. While correlograms accommodate changing local variances and means, this form of 
analysis is less useful for data with outliers. Rossi et al. (1992) suggest that a combination of 
techniques should be used to obtain more accurate information about the scale of patterns in 
ecosystems. 
Spectral analysis 
Spectral analysis is another lagging approach for determining patch size in vegetation. This 
technique identifies pattern in a data sequence by expressing the observations as a combination of 
wave functions - usually sine and cosine waves. Block-size analyses can be considered as 
spectral analysis using square waves (Ripley, 1978). Platt and Denman (1975) describe spectral 
analysis of time series data, but their approach does not focus on characterizing the scale of 
spatial patterns. 
Spectral analysis is a variance approach because the sum of the variation in all the waves used to 
represent the data series must be equal to the total variation in the data (Turner et al., 1991). The 
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product of spectral analysis is a periodogram: a variance plot used to determine the frequency, or 
scale, of patterns. 
According to Turner et al. (1991 ), spectral analysis can handle a complexity of information that is 
insurmountable by other methods. Because it is a sine and cosine transformation, it is not subject 
to error due to the starting position of sampling (Ripley, 1978). Usher (1975) points out that 
spectral analysis is particularly suited to analyzing small scale patterns, but it is very insensitive 
to patterns on a larger scale. Spectral analysis assumes that the system is linear (Hill, 1973), and 
that the data are statistically stationary (there are no spatial trends) (Turner et al., 1991). This is 
true of all the vegetation analysis methods described so far. However, nonlinearity and 
nonstationarity are often present in natural systems. 
Another issue with the measures of pattern and patch size described above is that while they do 
characterize ecosystems, they do not necessarily indicate appropriate scales for observation. 
Natural systems often have multiple scales of pattern, and it is difficult to choose the most 
appropriate of these scales. None of the measures described include a temporal aspect in variance 
estimates. Dynamics through time are often crucial for understanding natural systems, for 
example predator prey cycles, or temporal succession in vegetation. Block size analysis of 
variance, autocorrelation, semivariance and spectral analysis are useful for characterizing pattern, 
but may be too simplistic for estimating CLSs of complex systems. 
Variance staircase and temporal CV 
Variance changes with the scale of sampling. In general, sample variance s2 is inversely 
proportional to window area. If the sampled population is randomly distributed in space so that 
each new sample is independent of previous samples, then plotting ln (s2) against ln (window 
size) will give a straight line with slope -1. Smith (193 8) pointed out that if significant spatial 
correlation exists (samples are not independent) then the slope of this variance decay plot will lie 
between -1 and O. 
Weigert (1962) used variance decay plots for nested quadrats to determine the appropriate 
quadrat size to sample vegetation. Levin and Buttel (1986) suggested that changes in the slope of 
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variance decay plots can be used to determine patch size. The scale at which variance asymptotes 
to a slope of -1 is called the correlation length (Ma, 1976). This scale can be thought of as a CLS 
for ecosystems. O'Neill et al. (1991) used a variance decay plot, which they dubbed the "variance 
staircase", to analyse remotely sensed land use data. They found multiple scales of variation, 
represented as plateaus in the variance plot, which were interspersed with linear regions of slope 
-1 (Fig 1). 
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Figure 1 Generalised shape of the "variance staircase". The plateau regions 
correspond spatial scales at which processes act to structure the landscape. 
Temporal CV looks at population dynamics through time in windows of increasing size (it is a 
zooming approach). Crowley (1977) suggested that there is a relationship between the temporal 
coefficient of variance (CV= standard deviation/mean) and window size for animal populations. 
Within small windows populations should fluctuate synchronously, but small windows that are 
far apart will be subject to different random influences, and so will fluctuate asynchronously. The 
variance of small windows over time should be greater than the variance of larger windows. This 
is because population fluctuations within large windows tend to cancel out, leading to decreased 
vanance. 
The expected result of plotting temporal CV against window size is a linear decrease with low 
slope at small scales, followed by a steeper, but still linear decrease above a certain threshold 
scale (De Roos et al., 1991). This threshold can be regarded as the CLS of a system. De Roos et 
al. (1991) used temporal CV plots to analyse a spatially explicit predator prey model. They 
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defined the CLS as the point of divergence of temporal CV plots ( of prey density) for 
homogeneous predator movement and for diffusive predator movement (Fig 2). 
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Figure 2 Coefficient of variation in prey density over simulated time series, at different spatial 
scales. The CLS is the scale where homogenous predator movement (open squares), 
diffusive predator movement (closed triangles) diverge. After De Roos et al. (1991) 
While both the variance staircase and temporal CV methods use variance plots to determine a 
CLS, the CLS estimate for the former refers to a linear distance, while that for the latter is an area 
measure. Furthermore, the variance staircase method uses measures of variance in space, while 
temporal CV uses variance over time. Given these underlying differences, Tyre et al. (1997) 
compared the CLS estimates from the two techniques for model output and for a real biological 
data set. 
Temporal CV is related to population dynamics over time, so a CLS measured this way should 
reflect the strength of processes like dispersal and disturbance that influence dynamics. However, 
Tyre et al. ( 1997) found that for a model system, neither the variance staircase nor the temporal 
CV method detected differences between global and local disturbance scenarios. The results of 
applying the two CLS measures to real data were also ambiguous. This may be because both 
methods assume stationarity and linearity in the data. Tyre et al. (1997) point out that the 
assumption of stationarity may be less critical for the temporal CV analysis, because the 
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coefficient of variance is a relative measure. The average population density might vary 
tremendously in space without affecting the temporal CV. 
The computation and interpretation of variance decay plots and temporal CV are fairly arbitrary. 
As with blocking methods, the starting point of the analysis can affect the results (Tyre et al., 
1997). Determining where slopes changes on variance decay plots is also a matter of judgment. 
O'Neill et al. (1991) used an iterative procedure of calculating a regression slope, predicting the 
next point, and then either adding it in if correctly predicted, or using it as the starting point for a 
new slope. Tyre et al. (1997) claim that this procedure has dubious statistical validity at best. 
The approaches outlined in this section can be applied to systems where variance decreases with 
increasing scale of observation. Schneider (1994) questions this relationship for natural systems. 
Schneider (1994) suggests that variability may increase with sampling scale depending on the life 
history characteristics of the organisms in the system, and their responses to environmental 
factors (for example, climatic factors may be more variable on larger scales). One such case may 
be aquatic systems. According to Powell (1989), the variance-sampling scale relationship in 
aquatic systems is opposite to that in terrestrial systems. While variance has been found to 
decrease with increasing sampling scale for some plant communities (Moloney et al., 1992) and 
for model output (Levin and Buttel, 1987), there has been no extensive study of the variance-
scale relationship in natural systems. 
Fluctuation analysis 
In ecological systems stochasticity (random fluctuation) prevails at small scales, while at large 
scales, small fluctuations around a steady state result from averaging local dynamics that are out 
of phase. According to Rand and Wilson (1995) there is an intermediate scale where a system 
oscillates in a predictable (deterministic) way. Rand and Wilson (1995) propose this scale as the 
optimal scale for observing the dynamics of a system (the CLS). 
The CLS extracted by Rand and Wilson (1995) is the scale at which parts of the landscape begin 
to act independently. Like previous methods, their approach examines scaling of the variance in a 
window of dimensions L x L. If the density of one species (SL) is determined for L x L windows 
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through time, then the variance var(SL) can be calculated for each window size. Rand and Wilson 
(1995) plotted var(SL)/L2 against L, and defined the CLS to be the point where the curve 
asymptotes to a constant value (Fig 3). Above this scale, there is no proportional increase in 
variance, so the CLS represents the scale at which windows become statistically independent. 
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Figure 3 Rand and Wilson's (1995) measure of relative variance plotted against 
window size. The CLS is the scale where the graph becomes linear. 
Rand and Wilson (1995) tested whether the dynamics at the CLS selected for their model system 
were deterministic. They used non-linear time series analysis methods from statistical physics as 
an a posteriori test for determinism. Keeling et al. (1997) incorporated the same non-linear time 
se1ies analysis methods in an improved approach for estimating CLSs. The CLS of Keeling et al. 
(1997) is more suitable for systems with oscillatory dynamics which differ from random 
fluctuations around a global average. 
Keeling et al. (1997) use a variance approach called fluctuation analysis. To calculate variance, 
the average value for the system must be known. Rand and Wilson (1995) used the global 
average of their model system to calculate variance. Keeling et al. (1997) instead consider 
deviations from some underlying deterministic behaviour, varying in time. This underlying 
behaviour is modeled using prediction algorithms from nonlinear time series analysis (Casdagli, 
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1989). Keeling et al. (1997) use their variance plot (or fluctuation diagram) to determine the 
CLS, and to identify aggregation at various scales. 
The approach of Keeling et al. (1997) is more appropriate to the complex nature ofreal systems 
than Rand and Wilson's (1995) CLS measure. However, Durrett and Levin (2000) note that a 
problem with both methods is the subjectivity in defining the scale at which the fluctuation 
diagram asymptotes. Durrett and Levin (2000) provide a more precise definition for this scale. 
Keeling et al. (1997) point out that to rigorously justify their method (and that of Rand and 
Wilson, 1995) it is necessary to have exponential decay of correlations between observations 
with increasing separation. Unfortunately, correlations can be difficult to analyse (Keeling, et al., 
1997). 
Determinism tests 
The CLS measure developed by Pascual and Levin (1999) complements Keeling et al.'s (1997) 
fluctuation analysis method. Pascual and Levin's (1999) approach compares the degree of 
determinism in population dynamics across different window sizes, using a determinism test 
from nonlinear time series analysis. At a given window size, the degree of determinism is 
evaluated from the prediction accuracy of a predication algorithm (Kaplan and Glass, 1995) 
established from the data. Prediction accuracy is determined by comparing the error in 
predictions from the algorithm with the variance of the time series. 
The first step in Pascual and Levin's (1999) method is to develop a prediction algorithm. This 
involves the technique of attractor reconstruction {Takens, 1981 ). Attractor reconstruction uses 
time series data from a single variable x(t) to reconstruct the general shape of a system's 
dynamics (the attractor) in n-dimensional phase space. The reconstructed attractor is 
topologically equivalent to the real attractor which could be obtained by measuring all the 
variables in the system. The procedure for reconstruction is called embedding, and uses past 
values of x(t) as surrogates for the unobserved variables in the system. 
Time-delayed coordinates for the reconstructed attractor are 
x(t), x(t - -r), x(t - 2-r), .... , x(t - (dE-l )-r) 
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Here, 't is the selected time delay, or lag and dE is known as the embedding dimension. The 
embedding dimension can be thought of as how far in the past it is necessary to look for an 
explanation of current changes. Appropriate values of 't and dE can be estimated from the data 
itself (Nichols and Nichols, 2001). 
Pascual and Levin (1999) select -r as the value for which the autocorrelation function first crosses 
zero and dE is chosen using the concept of false nearest neighbours (FNN). If dE is too small, then 
points that are far apart in phase space can appear close because of a projection effect; they are 
false neighbours. As soon as dE is high enough, the reconstructed attractor is completely unfolded 
so that neighbours in phase space truly result from the dynamics returning to similar states. To 
illustrate, consider a figure 8 in 2-dimensional space. Points near the crossing of this symbol are 
near neighbours . However, in 3-dimensions the figure 8 may be unfolded, so that points at the 
cross-over are longer be neighbours. 
The concept of decreasing false nearest neighbours with increasing dimensions for the attractor of 
a model system is presented in Figure 5. Pascual and Levin (1999) use an algorithm to select dE 
based on estimation of the percentage of false nearest neighbours for increasing trial values of d£. 
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Figure 4 The percentage of false nearest neighbours (FNN) with increasing 
embedding dimensions for a weather system model (the Lorenz model). After 
Abarbanel (1996). 
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The second step in Pascual and Levin's (1999) method for estimating CLSs involves assessing 
the prediction accuracy of the prediction algorithm. A nearest neighbours approach is used to 
predict where a point z(t) in the original time series will be h units of time later. The positions of 
the k nearest neighbours of Z(t) (z(t)'s equivalent point in reconstructed phase space) at time t + h 
are averaged to give a prediction for the position of Z(t + h). This is compared with the actual 
value of z(t + h) in the original time series with a statistic called prediction r2. This statistic is a 
measure of determinism, since high predictability ( and hence high r2) implies determinism. 
A plot of prediction r2 against window size is used to indicate the scale of maximum determinism 
- the CLS of the system (Fig 5). Once a CLS estimate has been obtained, Pascual and Levin 
(1999) perform a fmiher analysis of the system dynamics at this scale. By calculating the 
correlation dimension at the CLS they confirm that the system has a finite dimensional attractor, 
which is evidence for deterministic dynamics. 
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Figure 5 Prediction r2 as a function of window size for the model sy-stem used by 
Pascual and Levin (1999). The CLS is the scale whern prediction r2 asymptotes. 
Nichols and Nichols (2001) emphasize that accurate attractor reconstruction is critically 
important for the development of a useful prediction algorithm and hence to obtaining a good 
estimate of prediction error. Accurate reconstruction depends on the choice of time lags and 
embedding dimension. Nichols and Nichols (2001) show that the use of autocorrelation to 
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determine an appropriate lag may be inappropriate since autocorrelation is a linear based 
technique. Instead, they advocate choosing 't as the first minimum of the mutual information 
function. Mutual information is the information gained about the value of s(t + 1), given s(t) 
(Abarbanel, 1996). 
Time delays and embedding dimensions are chosen subjectively. If mutual information plots are 
used, then the investigator must determine where the first minimum on the plot occurs (this is 
likely to change with window size). Where the autocorrelation function is used, the choice of the 
threshold value defining 1 (0.00 or 0.05) is arbitrary. In terms of embedding dimensions, the 
percentage of false nearest neighbours will never drop to zero for real systems with noise. Thus, 
it is necessary to choose what percentage of false nearest neighbours is acceptable. Pascual and 
Levin (1999) give no indication of whether their chosen values of1 and dEvary between window 
sizes. This would seem appropriate since determinism and therefore the dimension of the 
attractor will vary with the scale of observation. 
The selection of the k nearest neighbours and the algorithm for averaging their position is 
important for evaluating prediction accuracy of the prediction algorithm. The choice of k is 
subjective, and there are alternative averaging algorithms to the one selected by Pascual and 
Levin (1999) which may be more suitable (Nichols and Nichols, 2001). A potential problem with 
Pascual and Levin's ( 1999) method arises if the attractor for the system is shifting in phase space. 
A shifting attractor cannot necessarily be detected from the data, and may affect prediction 
algorithms. 
Zoller et al. (1998) describe a different kind of determinism test which they use to estimate CLSs 
of non-biological models and of earthquake data. They adopt an approach developed by Pei and 
Moss (1996) using a test for unstable periodic orbits. For a certain point x0, Zoller et al. (1998) 
consider a set of time series calculated by averaging the data in a circular window around x0. The 
time series for different window sizes are compared with respect to the occurrence of nonlinear 
determinism in the data. This idea is similar to Pascual and Levin's (1999) technique, except for 
the use of circular windows instead of L x L squares. 
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The main difference between the approaches of Pascual and Levin (1999) and Zoller et al. (1998) 
is that the latter approach uses the occurrence of unstable periodic orbits as a measure of 
nonlinear determinism. Zoller et al.' s (1998) CLS is the scale at which the occurrence of unstable 
periodic orbits is significantly greater than at other scales. Statistical significance is derived from 
a comparison of the original data with appropriate surrogate data. Zoller et al. (1998) obtain 
surrogate data by phase randomization and amplitude adjustment of the original data, but suggest 
other methods might also be appropriate. 
The validity of Zoller et al. 's (1998) method for estimating CLSs in biological systems has not 
been formally assessed. One apparent advantage of this method is that there are fewer subjective 
choices ( of time lags, embedding dimensions or k nearest neighbours). Zoller et al.' s (1998) 
approach uses round windows rather than square windows. This shape could be more appropriate 
for sampling in ecological systems where colonies or clumps are often closer to circular than to 
rectangular. In contrast to other methods, Zoller et al. (1998) do not use a variance approach to 
determine the CLS, but instead look directly at changes in determinism with window size. 
Comparison of techniques 
The approaches of Keeling et al. (1997) and of Pascual and Levin (1999) are most desirable 
among the techniques for estimating CLSs which have been outlined. Fluctuation analysis and 
determinism tests are area measures which include a temporal aspect and accommodate 
oscillatory dynamics. The two measures applied to the same data set give different answers 
(Pascual and Levin, 1999; Durrett and Levin, 2000), raising the question of which provides the 
best estimate of the CLS of a system. 
Pascual and Levin (1999) point out that maximum determinism can occur at a smaller scale than 
that required for the onset of independence. They suggest that their determinism test is 
complementary to fluctuation analysis, with the two CLS measures providing a range of scales 
for sampling. Durrett and Levin (2000) emphasize that no formula for the CLS of a system gives 
the "right answer". 
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Fluctuation analysis and determinism tests are clearly more appropriate to the complex dynamics 
of biological systems. However, these CLS measures correspond fairly closely to the correlation 
length (the scale where variance asymptotes to a slope of -1, Ma, 1976) of spatial patterns, 
calculated for the same model systems. It would be useful to investigate whether simple spatial 
measures and complex dynamical CLSs (from fluctuation analysis and determinism tests) 
generally correspond. This could be examined in model systems by comparing distributions of 
correlation lengths with CLSs from multiple model runs. No difference between the distributions 
would advocate using the simpler measures requiring less sampling and computational effort. 
Correspondence of spatial measures with the CLSs of Pascual and Levin (1999) or Keeling et al. 
(1997) seems less probable in real systems, where the dynamics are likely to be nonlinear and 
nonstationary. 
The role of noise 
A key issue throughout this discussion has been whether CLS measures are appropriate to the 
complex spatial and temporal dynamics of natural systems. While the CLS estimation techniques 
of Keeling et al. (1997) and Pascual and Levin (1999) take into account nonstationarity and 
complex non-linear dynamics (both of which occur in natural systems) these methods assume 
that, at some spatial scale, the determinism in ecosystem dynamics reaches a maximum. 
Questions have recently been raised regarding the role of noise in ecological systems, and how 
this affects assumptions about determinism in nonlinear time series analysis (Ellner and Turchin, 
1995; Pascual et al., 2001). 
Noise arises from unpredictable, density independent perturbations, and occurs in any natural 
system (Ellner and Turchin, 1995). Pascual et al. (2001) found that noise produced by individual 
variation plays an essential role in determining properties of the dynamics of a system, such as 
their dominant period, power spectra and sensitivity to initial conditions. Pascual et al. (2001) 
argue that this finding casts some doubt on the viability of a fully deterministic approximation for 
estimating CLSs. 
The intermediate scale defined as the CLS is nonetheless important. Sampling of real systems at 
this scale can provide reasonable parameters for modeling densities at larger scales, when 
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sampling efforts at those scales are difficult or prohibitive (Pascual et al., 2001). Thus, even if 
noise is more important than previously thought in ecosystems, it is useful to collect data and to 
observe systems at their CLS. A critical question is whether sufficient data can be obtained from 
natural systems to determine their CLSs. 
CAN DATA FROM REAL SYSTEMS BE USED TO ESTIAMTE CLSS? 
The major obstacle to measuring CLSs of natural systems using the methods of Pascual and 
Levin ( 1999) and Keeling et al. (1997) is the quantity of data needed. Fluctuation analyses and 
determinism tests have been applied exclusively to model output; thousands of generations 
sampled at landscapes of at least ten thousand pixels. Such large quantities of data can rarely, if 
ever, be collected for real ecosystems. There is a need to refine these methods for estimating 
CLSs so that their data requirements are reduced and they can be applied to real systems. 
Data requirements 
The majority of techniques for quantifying pattern and extracting CLSs require large and 
complete data sets in space and/or time. According to Turner et al. (1991), these restrictions may 
limit blocking procedures to detecting scales of patterns on fairly small landscapes, unless 
remotely sensed data is available. Spectral analysis can be used to detect complex patterns in 
ecosystems. However, it requires equally spaced data without missing values (Turner et al., 
1991 ), and where time series data are involved, long time series are needed. While equally spaced 
data may be obtained from unequal spacings by interpolation (Platt and Denman, 1975), 
sampling must still be intensive to achieve sufficient quantities of data. 
Jumars et al. (1977) point out that although autocorrelation coefficients do not convey the 
amount of info1mation obtained from spectral analysis, they require a much smaller number of 
samples and a less constrained sampling pattern. The calculation of autocorrelation coefficients 
can be used as a preliminary test to determine whether the additional effort required to perform 
spectral analysis seems worthwhile (Jumars et al., 1977). 
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The variance staircase and temporal CV approaches are also data intensive. To calculate the 
temporal coefficient of variance, data must be available from multiple points in time. Time series 
data are also required for fluctuation analysis and for determinism tests. It is very rare to have 
detailed time series of spatially resolved data from natural systems. The data requirements for 
Pascual and Levin's (1999) a posteriori analysis (to estimate the dimensionality of the attractor) 
are even greater than for the determinism test. The quantity of data needed to estimate attractor 
dimensionality is not within the realm of most ecological time series. 
Application of techniques to real data versus artificial data 
Vegetation analysis methods were developed primarily for the analysis ofreal data. Robustness 
tests were performed using artificial data sets. This approach was used, for example, by Greig-
Smith (1952), Sokal and Oden (1978a, b) and Ripley (1978). Tyre et al. (1997) applied variance 
staircase and temporal CV analyses to a single-species, spatially explicit population model and to 
real data from a lizard population. Using the model data, Tyre et al. (1997) assessed how the CLS 
estimates responded to changes in model parameters, such as rates of dispersal. Estimation of 
CLSs for real data was less successful than for model data, most likely because both methods 
assume stationarity of variances. The comparative approach adopted by Tyre et al. (1997) would 
be very useful if repeated for fluctuation analysis and determinism tests. 
Fluctuation analysis and determinism tests have only been applied to model data. Common model 
systems used for analysis are predator-prey systems (De Roos et al., 1991; Pascual and Levin, 
1999) and resource-predator-prey systems (Rand and Wilson, 1995; Wilson and Keeling, 2000). 
Keeling et al. (1997) applied fluctuation analysis to three biological models: genetic selection, 
plant competition and a complex marine system. Data obtained from such models is fully 
spatially resolved and over long time series - an unlikely situation for any real system. 
Although the models used in CLS studies are generally spatially explicit and are capable of 
nonlinear dynamics, they are not necessarily representative of dynamics in real systems. Smith 
(2000) points out that few models are well tested against reality. The major benefits of CLS 
techniques will come from their application to natural systems, in addition to models. 
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Directions 
There is clearly a need to trial fluctuation analyses and determinism tests on data from real 
systems. However, while sufficient data may be available from measurements of neural activity, 
or of disease spread, it is unlikely that appropriate data can be obtained from natural ecosystems. 
Systems with high turnover rates could be an exception, although spatial data are generally 
difficult to collect from such systems. Mesocosms, or enclosed experimental ecosystems, can 
often be monitored more thoroughly than real systems (Petersen and Hastings, 2001). Such 
artificial systems might be a suitable compromise between model systems and natural systems for 
further investigation of CLSs. 
A direct approach is to modify CLS estimation techniques so that their data requirements are 
more realistic. For their population genetics model, Wilson and Keeling (2000) used repeated 
spatial rather than temporal sampling. Windows were moved around the lattice until the full 
pattern had been sampled, and variance was calculated over the whole pattern at one point in time 
rather than for one fixed window over a time series. Wilson and Keeling (2000) do not indicate 
the method they used for repeated spatial sampling, or for calculating variances. Since they did 
not use attractor reconstruction for modeling average behaviours, their method is not appropriate 
for systems with oscillatory dynamics. 
Johnson (2002) suggests that the techniques of Keeling et al. (1997) and of Pascual and Levin 
(1999) could be modified to use data from spatial rather than temporal sampling. Attractor 
reconstruction from a single "snap-shot" in time is theoretically possible if distant parts of a 
system are out of phase and therefore lie on separate parts of the attractor. Reconstruction would 
then be piece-wise. Such an approach would overcome the problem of attractors shifting in space 
through time. However, practical difficulties might arise with the process of embedding without a 
time series. Further investigation is needed to explore these possibilities. 
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ARE CLS MEASURES ROBUST? 
Even if sufficient data could be obtained from natural systems to estimate CLSs, the usefulness of 
these measures would be reduced if they do not have some level of consistency when calculated 
for different components of a system, or for similar systems. 
Robustness between components of a system 
CLS estimation techniques examine the variance in a single component of a system. This is 
generally the density of one species, but it could also be the level of a resource or some other 
variable. Such an approach is suitable for a single species system (such as the model used by 
Tyre et al., 1997), or if the aim is to determine the patch size of one species. However, for multi-
species systems (studied by De Roos et al., 1991; Rand and Wilson, 1995; Keeling et al., 1997; 
Pascual and Levin, 1999; Wilson and Keeling, 2000) the choice of a component for calculating 
the CLS is relatively arbitrary. 
In no cases have CLS estimates using different components of a system been compared. It seems 
fairly likely that different components of a model system would give different CLSs. This is even 
more probable in real systems, where species respond to different environmental factors. CLS 
estimates might relate to characteristics of the species used for analysis, particularly life history 
and relative abundance. Depending on the motivation for estimating the CLS, it may be more 
appropriate to use densities of a keystone species or a threatened species. It would be interesting 
to determine whether differences between CLS estimates from separate species are more or less 
pronounced with spatial rather than temporal replication. 
Johnson (2002) emphasizes that the CLS for a system, rather than for a single species in the 
system, is often desirable. Johnson (2002) suggests the use of system level measures, such as 
multivariate statistics, to determine CLSs. This is another avenue for future investigation. 
Robustness between related systems 
CLSs are related to properties of the dynamics of a system. Accordingly, CLS estimates should 
be reasonably robust between related systems with similar dynamics. CLS measures should also 
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be robust to variation in the configuration of a system. Spatial models show that communities 
may have a wide range of possible configurations (Dunstan and Johnson; Johnson and Dunstan, 
submitted MS), and CLS estimates should be similar across these configurations. These issues 
have not been tested. 
Environmental factors have not generally been considered in discussions of CLSs. One instance 
where they might be important is if two similar systems are subject to different environmental 
influences. Pascual and Ellner (2000) have described the challenge of incorporating specific 
environmental forcings into model systems. If successful, this might enable the effect of forcings 
on CLSs to be tested in model situations. 
Schneider (1994) describes a real system example where physical factors complicate the 
estimation of characteristic patch sizes for phytoplankton. Patch size of phytoplankton is thought 
to be a response to the balance between opposing effects of cell division (which increases 
patchiness) and eddy diffusion (which disperses patches). However, density-dependent growth 
rates may depend on eddy diffusivity, so that growth balances eddy diffusivity at a shifting rather 
than a fixed scale. Levin (1992) argues that if interaction of biological with physical processes is 
the norm, then a shifting rather than characteristic scale can be expected in ecosystems. 
Shifting scales, multiple scales or CLSs? 
Various authors have asked whether there is a characteristic spatial scale on which to measure 
ecosystems, or if shifting or multiple characteristic scales should be expected (Addicott et al., 
1987; Levin, 1992; Schneider, 1994). Levin (1992) argues that rather than trying to determine the 
correct scale at which ecological phenomena should be studied, it is more important to 
understand how the system description changes across scales. Finding ways to relate dynamics 
across spatial scales is seen as a critical "next step" in ecology (Addicott et al., 1987; Pascala and 
Deutschman, 1995; Levin et al., 1997; Pascala and Levin, 1997; Law and Dieckmann, 2000; 
Levin, 2000). However, the detection of CLSs is a more important practical issue than 
understanding scaling relationships in ecosystems. 
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The CLS may not be the "correct" scale at which to view a system, but it is certainly a sensible 
intermediate window size for observation, between small windows where stochastic fluctuations 
dominate and large windows where interesting dynamics are averaged out. The question of 
whether CLSs are meaningful or not - for example whether they relate to other scaling 
characteristics of the system, or can be used to detect shifts in dynamics - has received little 
attention in the literature and is an obvious next step for future research. 
CONCLUSIONS 
The CLS is a useful intermediate scale at which to observe the dynamics of ecosystems. It is an 
inherent scale that gives the maximum amount of information about the system and its dynamics, 
relative to the quantity of data and work necessary to describe the system. The estimation of 
CLSs for natural systems has a wide range of applications: determining appropriate sampling 
scales for detecting trends in ecosystems; determining sizes for marine and terrestrial reserves; 
deciding scales for management units in ecosystems; and increased understanding of 
epidemiology and ecotoxicology. 
Vegetation analysis methods developed between the early 1950s and late 1970s can be used to 
estimate patch sizes and investigate spatial patterns in ecosystems. In the last decade, 
- investigators have looked at the dynamics of ecosystems through time to define CLSs. 
Fluctuation analysis (Keeling et al., 1997) and determinism tests (Pascual and Levin, 1999) for 
estimating CLSs are attractive because they are appropriate to the complicated dynamics of some 
natural systems. However, when applied to identical data, these techniques suggest different 
CLSs. It is likely that fluctuation analysis and determinism tests give complementary 
information. Notably, neither technique has been applied to real systems. 
The main problem with applying modem CLS measures to natural systems is that large quantities 
of data are required. While 'perfect' data can be obtained over long time periods from computer 
models, this is seldom true for real systems. A major challenge is to develop methods for 
estimating CLSs that require less data, for example by sampling repeatedly in space rather than 
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over time. The question of whether CLSs are robust to the species used, or to the system 
measured, remains largely unanswered. 
Hill (1973) emphasized the importance of bridging the gap between mathematics and biology. It 
is important that CLS methodology is applied rather than just theoretical. Study of CLSs in 
natural systems should help in understanding the dynamics of ecosystems at different spatial 
scales. The issues of scale, space and dynamics in ecosystems are fascinating but are related in 
very complex ways that ecologists are only just beginning to appreciate. Tyre et al. (1997) claim 
that the search for CLSs is futile. This is certainly not the case; CLSs have been measured in 
model systems and there is great potential for modifying techniques for estimating CLSs so that 
they can be applied to real systems. 
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