Abstract: A set of theoretical techniques to prevent a radar from being used by a bistatic radar receiver as a non-cooperative illuminator are analysed. This works by radiating in addition to the radar signal waveform, a 'masking signal' waveform which is orthogonal to the radar signal waveform, both in the coding domain and the spatial domain. A number of different coding schemes are analysed. Two spatial coding methods are presented and analysed: the first uses a pair of interferometer elements at the extremities of the radar antenna array; the second uses a Butler matrix to generate a set of orthogonal beams. System-level calculations are presented to show the level of masking of the radar signal received by a bistatic radar receiver, and the suppression of the masking signal in the host radar echo. Some ideas for further work are presented.
Introduction
Many countries have invested heavily in the development of advanced surveillance systems and technologies. Of increasing concern is the threat that potential adversaries may use bistatic technologies to take advantage of significant investment in advanced sensors by our own countries [1, 2] . With relatively inexpensive receiver systems, an adversary could use the signals as bistatic 'illuminators of opportunity'. A central requirement for non-cooperative bistatic operation is the estimation of a coherent reference signal. This estimate is used to correlate with the received signals to extract the desired signal. As illustrated in Fig. 1 , a coherent reference is typically obtained by measuring a direct path signal via the sidelobes of the illuminator [3, 4] . Conventional methods to prevent the interception of the direct path signal include low sidelobe antennas, physical isolation, and the use of spreadspectrum waveforms. These methods will become inadequate as surveillance sensors migrate to space. This paper introduces and evaluates a number of theoretical techniques to prevent a radar being used by an adversary as a bistatic illuminator of opportunity. These are all based on the idea of radiating a so-called 'masking signal' (Fig. 2) which is arranged to be orthogonal, both in a spatial sense and in a coding sense, to the radar signal, and of a level sufficient to mask the radar signal to an adversary, and hence to deny a reference for bistatic operation [5, 6] .
Waveform analysis and design

Ambiguity and cross-ambiguity functions
We consider a sideways-looking radar on an airborne platform, such as would be used for synthetic aperture radar (SAR) or ground moving-target indication (GMTI) purposes. As shown schematically in Fig. 2 , the radar transmits (and receives) a radar waveform u r ðtÞ at a power P r via a radiation pattern F r ðyÞ; and transmits a masking waveform u m ðtÞ at a power P m via a radiation pattern F r ðyÞ: The waveforms may be pulsed, quasi-CW or CW. We wish to quantify the degree of masking of the radar signal at an adversary's bistatic receiver in a given direction, and the degree of suppression of echoes (from targets or from clutter) of the masking signal received in the channels of the radar receiver.
For a sideways-looking airborne radar and a stationary target, there is a direct relationship between echo Doppler shift f D and angle y such that
where v is the platform velocity and l is the radar wavelength.
Conventionally the performance of a radar waveform is quantified in terms of resolution, sidelobe structure, and ambiguities, in range and Doppler domains by means of the ambiguity function [7] . This plots the point target response of the radar as a function of delay (equivalent to range) and Doppler frequency (equivalent to velocity) by calculating the response of a matched filter for the waveform u r ðtÞ to an echo of delay t and Doppler shift f D
The ambiguity function is defined as the square magnitude of this, jxðt; f D Þj 2 : For our purposes, we are interested in the response of the radar receiver to an echo (from a target or from clutter) from the masking signal. This leads to the following definition of the cross-ambiguity function [8] :
which is the response to a signal u m ðtÞ (i.e. the masking signal) of a filter designed to be matched to waveform u r ðtÞ (i.e. the radar signal).
Detection statistic of non-cooperative bistatic radar receivers
It is assumed that the non-cooperative bistatic radar receiver performs detection by utilising an estimate of the host radar transmitted signal for correlation with the received data. The estimate of the host radar transmitted complex envelope is typically obtained from the direct path signal observed by the bistatic radar receiver. In general, the direct path signal is corrupted by clutter and receiver noise which in some cases can be sufficient to cause significant signal processing losses due to poor estimates of the host radar complex envelope. However, for our purposes it is assumed that the masking signal is mainly responsible for degradation of the complex envelope estimate. In this way, there is no reliance solely on the clutter and receiver noise to prevent the noncooperative bistatic radar receiver from 'hosting' off the monostatic radar. Of course, to the extent that the clutter and receiver noise help to mask the transmitted radar waveform in the direct path, the more difficult it will be for the noncooperative bistatic radar receiver to operate successfully. For simplicity assume that the direct path signal between the monostatic and bistatic radars is used as the coherent reference signal for the correlator in the noncooperative bistatic radar receiver. Assume that the direct path signal intercepted by the bistatic radar receiver is delayed by an amount t DP and Doppler shifted by a frequency f DP : If n DP ðtÞ denotes the complex envelope of the receiver noise in the direct path the complex envelope of the direct path signal may be modelled as After some manipulation
where xðt; Þ is the delay -Doppler ambiguity function of the host radar waveform, Zðt; Þ is the delay -Doppler cross ambiguity function between the interferometer and the host radar function, Gðt; Þ is the delay -Doppler ambiguity function of the interferometer waveform,
The desired signal component of the detection statistic is l s ¼ k 1 e Àj2pf TP t xðt; Þ: The remaining terms represent noise and interference. In general, the desired signal component is corrupted by thermal noise, clutter, multipath and=or other propagation effects. However, it is the intention of this effort to design the masking signal such that it effectively masks the direct path signal from the host radar. The expression for the detection statistic clearly shows that the objective of coherent reference denial depends on the delay -Doppler ambiguity functions of the host radar and masking signal waveforms and their cross-ambiguity function. 
Ambiguity functions of various signals
A simulation code has been devised to calculate and plot the auto-and cross-ambiguity functions of arbitrary signals, and to include the effect of antenna radiation patterns. In this Section we investigate the performance of various types of waveform; in the following Section we consider the effect of two different approaches to orthogonal radiation patterns.
Linear FM signals:
An obvious candidate for the choice of radar and masking signals is to use two cochannel chirp waveforms of opposite slope. Waveforms of this type have been used by Giuli et al. in an application to simultaneously measure the elements of a polarimetric scattering matrix [9] . The auto-ambiguity function of a chirp signal has a rather high peak sidelobe level (PSL), around 13.2 dB, which can be lowered in the usual way by amplitude weighting. The cross-correlation of two opposite-slope chirp signals was evaluated for different values of time -bandwidth product BT. The results showed that for BT ¼ 1000 the PSL was À33 dB and for BT ¼ 200 it was À25 dB: The Doppler frequency shift was slightly smaller than the signal bandwidth, and the isolation loss due to Doppler shift was limited even when weighting was applied. Based on those results we conclude that the use of chirp signals for our purposes is limited because of range decorrelation between the compressed waveforms.
Pseudorandom binary sequences:
Pseudorandom binary sequences (PRBSs) are another class of waveform with potentially useful properties in this context. Sets of PRBS codes of given lengths have been found with good auto-and cross-correlation properties [10] .
To specify such codes we adopt the notation (n, m), where n denotes the decimal value of the shift register tap positions used to generate the code (the last tap is ignored because it is always used), and m is the decimal value of the binary number with which the shift register is loaded at the start of the code. The sequences used for this purpose are cyclic. For different sequences the first sidelobe levels had different values. For the sequence (115, 115) of length 255 the PSL was À24:05 dB: For the sequence (234, 413) of length 511 the PSL was found to be À27 dB: The Doppler tolerance is approximately 1=(code length). The results showed that although the peak sidelobe levels are reasonable (of order 25 dB), the isolation between different codes is not so good. This problem is common in binary sequences and digital coding, where high isolation seems hard to achieve even if lower PSL values are accepted.
Costas signals:
A third class of potentially useful waveforms are frequency-hopped waveforms [11, 12] . Frequency-hopped waveforms are conveniently represented by a square binary matrix known as the permutation matrix. An N Â N matrix contains a total of Q ¼ N 2 matrix elements. Thus, when the elements are binary, the number of different matrices possible is 2 Q : However, of these only N! matrices can be obtained by permuting the N integers contained between 0 and ðN À 1Þ: Some of these are better than others for designing the signal pattern of a radar waveform. Costas introduced a specific type of permutation matrices, the so-called Costas arrays [13, 14] which may be used in applications such as spreadspectrum communication systems, where the objective may be to achieve either jamming resistance, low probability of intercept, or frequency diversity for a selectively fading channel. An example of a Costas array for N ¼ 7 is shown in Fig. 3 , and the corresponding auto-ambiguity function in Fig. 4 . The equivalent auto-ambiguity function for a Costas signal for which N ¼ 30 is shown in Fig. 5 . It can be seen in both cases that the ambiguity function, although it does not have a smooth pedestal, approaches the shape of the ideal 'thumbtack'.
Summary
For this work the Costas signal is adopted for the host radar waveform because it yields a thumbtack-shaped ambiguity function with a relatively low pedestal. For a fixed number of frequency hops within a radar pulse there are many different hopping patterns that result in essentially the same thumbtack-shaped ambiguity function. Hence, different frequency-hopping patterns can be utilised to further complicate the coherent reference estimation task of the non-cooperative radar. 
Generation of radiation patterns
This Section describes two different approaches to the generation of radiation patterns for the masking signal waveform. The first of these uses an interferometer; the second is based on a Butler matrix.
Interferometer scheme
The radar antenna is assumed to be an N-element array of omnidirectional elements with interelement spacing d. The masking signal is radiated via an additional two elements, one at each end of the array (Fig. 6) . The two interferometric elements are driven separately with an independent waveform generation, timing and control circuit. Ideally the interferometer antenna pattern will overlay the sidelobes of the host radar main antenna pattern with minimal overlay of the radar main beam. The interferometer may or may not be on all of the time. However, as a minimum, the interferometer will be on while the host radar is in the transmit mode with the objective that the interferometer signal will mask that portion of the host radar signal emitted through the radar sidelobes. In this way a coherent reference signal is denied to a non-cooperative bistatic receiver. To increase the effectiveness of this masking, it is also proposed to modulate the interferometer antenna pattern from pulse to pulse such that the pattern is rotated on each pulse (Fig. 7) . (ii) When N is an odd integer (a) the polarity of the major lobes strictly alternate in sign from one lobe to the next (b) major lobes always occur at a ¼ AE90
Interferometer antenna pattern:
(iii) When N is an even integer (a) focusing entirely above or below the x-axis, the polarity of the major lobes strictly alternate in sign from one lobe to the next (b) the first major lobes positioned on either side of the x-axis have the same polarity (c) nulls always occur at a ¼ AE90
These properties are demonstrated by the plots in Fig. 8 . The nulls appearing at a ¼ AE90 when N is an even integer are of particular interest. The derivative of the array factor is zero for a ¼ AE90
: Therefore the nulls at these angles have zero slope. This is consistent with the property that the first major lobes positioned on either side of the x-axis have the same polarity. This is illustrated in Fig. 9 where a cartesian plot of F IFM ðp=2; aÞ; corresponding to N ¼ 2; is presented with a varying from 0 to 180 : It is seen that the null at a ¼ AE90
; where the polarity of F IFM ðp=2; aÞ is unchanged and the slope is zero, is noticeably broader than the nulls at a ¼ 19:5 and 160:5 ; where the polarity of F IFM ðp=2; aÞ does change. To avoid self-jamming of the radar and communication waveforms it may be desirable to steer the interferometer pattern such that the main beam of the host radar is centred in this broad null.
Steering the interferometer: It was first
assumed that the interferometer elements are placed on a linear grid about the main radar elements and the interferometer pair steered by inserting an appropriate phase shift into each channel. It was noticed that severe distortion occurred in the array factor radiation pattern when the interferometer was steered and that although there was a null at a ¼ 0 ; this was not a broad null. It was concluded therefore that it is not possible to steer a broad null to a ¼ 0 when the interferometer is placed on a linear grid about the main radar elements.
On the other hand, a broad null was obtained at a ¼ 0 ; when the interferometer was placed on the y-axis while the linear array of the main radar remained along the x-axis. As before, the two dipole antennas of the interferometer pair were directed in the z-direction. However, the elements were now placed on the y-axis. Because the interferometer elements no longer straddle the main radar elements on the x-axis, it is convenient to measure the interferometer spacing in units of half wavelength. Therefore the interferometer spacing was defined to be
where k s is an integer. Polar plots of the azimuthal radiation pattern of the interferometer array factor, where the elements are on the y-axis, are presented in Fig. 10 for y ¼ p=2 and k s ¼ 3; 5; and 7. Note that these values of k s correspond to d IFM ¼ 3l=2; 5l=2 and 7l=2; respectively. As expected, because k s is an odd integer for each of the plots, a broad null is seen to exist at a ¼ 0 in each case. Therefore, assuming that the main radar antenna elements are positioned on the x-axis while the interferometer elements are placed along the y-axis, broad nulls occur broadside to the main radar antenna in both the horizontal and vertical planes whenever k s is an odd integer guaranteeing the orthogonality property between radar and masking signal. Since the interferometer excitation is likely to be considerably smaller than the radar excitation, placement of the broad null of the interferometer at the centre of the main beam of the radar is likely to be an effective technique for preventing the interferometer signal from interfering with the desired radar target returns.
Butler matrix scheme
Consider, as in the previous Section, an N-element linear antenna array. Suppose initially that the array is fed by a Butler matrix [15] (Fig. 11) . A Butler matrix may be considered to be a hardware realisation of the CooleyTukey fast Fourier transform algorithm [16] . This generates a set of spatially orthogonal antenna beams, each of the form 
so the normalised far-field pattern of the mth beam is
The orthogonality of this set of beams is maintained over a broad bandwidth, dictated by the hardware of the Butler matrix but typically an octave or more. For this to be so, the beamwidths and directions of the beams must change with frequency. The beams have a first sidelobe level of À13:2 dB; which is rather high for radar purposes; the sidelobe level can be lowered by an amplitude taper across the array in the usual way, but this destroys the orthogonality condition. The set of beams may be steered electronically by a set of phase shifters at the antenna elements. Suppose that one of the central beams is used for the radar, both for transmitting and receiving. One or more of the remaining beams is used to radiate the masking signal or signals, at an appropriate relative power level.
Furthermore, if the radar signal and masking signals were to be generated at the beam ports of the Butler matrix by direct digital synthesis, which could include the effect of phase shifts to steer the beams electronically, then since the signals radiated from each element are simply weighted combinations of the beam port signals, the element signals may be calculated and generated directly without any need for the Butler matrix hardware.
Results
To assess whether the level of masking is sufficient to mask the radar signal to an adversary, and hence to deny a reference for bistatic operation, a radar signal to masking signal ratio for the case of an adversary listening from a particular angle y is defined:
This can be evaluated either at a particular value of y; or as an average over the sidelobe region. The value of L at y ¼ 0 (i.e. at the centre of the host radar main lobe) will obviously take negligible values first because of the broad null of the masking signal at this angle and secondly because of the orthogonal coding of the signals. An adversary could only recover the radar signal if listening from that specific direction.
The further the angle of the adversary from boresight ðy ¼ 0Þ; the worse the recovery. This is because we can vary the radar to masking signal ratio by varying the power of the transmitted masking signal in order to cause considerable disruption of the reception of the radar signal while of course maintaining consistent radar operation.
We wish to quantify the degree of masking of the radar signal at a receiver in a given direction, and the degree of suppression of echoes (from targets or from clutter) of the masking signal received in the channels of the radar receiver. To achieve this we formulated a radar-to-masking signal ratio and a radar signal echo to masking signal echo ratio explained in the following Sections.
Radar signal to masking signal ratio
Following (13) in the previous Section the radar signal to masking signal as a function of angle will be LðyÞ ¼ P r F r ðyÞ P m F m ðyÞ ð14Þ
This ratio depends on the geometry of the antennas used and their radiation patterns. In the following Section we investigate how this ratio is expressed for the interferometer and Butler matrix cases.
Interferometer:
The main radar array factor is given by
Fig . 10 Azimuthal radiation pattern of interferometer array factor, where elements are on the y-axis, for y 0 ¼ p=2 The masking signal array factor when the interferometer scheme is used is given by
So the radar signal to masking signal ratio when an interferometer is used would be 
The radar signal to masking signal ratio for the Butler matrix scheme is therefore
It is evident that in a given direction y; the ratio F m ðyÞ=F r ðyÞ will be constant. Therefore the power levels P m ; P r are the only parameters that need to be adjusted to achieve a desired degree of masking.
Suppression of masking signal in radar receiver
The suppression of the masking signal in the radar receiver will include the echoes received from the target and clutter. The masking signal levels will be further suppressed because the filter at the receiver is matched to the radar signal.
The echo of the masking signal is proportional to P m F m : Similarly the echo of the radar signal is proportional to P r F r : These signals are received by the radar antenna pattern which we will consider to be the same as the transmit radar pattern. The following two expressions can thus be written:
S r ¼ P r F r ðy TAR ÞF r ðy REC Þ ð 21Þ
These are applied to the matched filter for the radar signal. The degree of suppression of the masking signal is therefore
where F m ðy TAR Þ is the Doppler shifted echo of the masking signal from the target; F r ðy TAR Þ is the Doppler shifted echo of the radar signal from the target; F r ðy REC Þ is the radar signal at reception;
is the response to the masking signal of the filter matched to the radar signal (cross-ambiguity function); and
is the response to the radar signal of the filter matched to the radar signal (auto-ambiguity function). As a result it can be seen that the radar signal echo to masking signal echo ratio depends on the relative transmitted levels of the radar signal and masking signal, as well as the responses of the radar and masking signals at a given Doppler shift to the filter matched to the radar signal at zero Doppler. All of this also depends on the position of the target, so it is not controllable by the radar designer. However, the power levels P m and P r of the radar and masking signals are controllable and can be set to achieve the desired results.
As examples, Figs. 12 and 13 show the degree of suppression of the masking signal in the radar receiver, calculated according to (22) , for the cases of the interferometer scheme and the Butler matrix scheme, respectively. For both plots the ratio of masking signal to radar signal P r =P m has been chosen to be 20 dB, which gives an acceptable degree of masking in the sidelobe region. In both Figures it can be seen that close to zero Doppler the rejection of the masking signal in the radar receiver is almost total, both because of the level of the jamming signal radiated around that direction and because the code orthogonality is good close to zero Doppler. Away from this direction the rejection degrades, to a minimum value of about 30 dB in each case, corresponding to an average value of about 35 dB.
Conclusions
Summary
We have introduced and analysed a set of theoretical techniques to prevent a radar being used by a bistatic receiver as a non-cooperative illuminator by radiating in addition to the radar signal waveform a 'masking signal' waveform. This is designed to be orthogonal to the radar signal waveform, both in the coding domain and the spatial domain. A number of waveform coding techniques have been analysed, and of those considered, Costas codes appear to offer best performance and flexibility. Two spatial coding techniques have been devised and analysed; one based on an interferometer, and one based on a Butler matrix. Expressions as a function of the system parameters have been derived for the degree of suppression of the radar signal by the masking signal, and for the suppression of the masking signal in the host radar echo. Evaluation and plotting of these expressions have demonstrated that it is possible to obtain adequate masking of the radar signal, while at the same time achieving suppression of echoes from the masking signal of the order of 30 or 40 dB. In this respect the performance of the interferometer and Butler matrix schemes are comparable.
Further work
Both interferometer and Butler matrix schemes appear to give acceptable results, and both are worthy of further investigation. The Costas codes used in the examples presented in Figs. 12 and 13 are of length 7, and improved performance could probably be obtained by using longer Costas codes, or orthogonal codes of other kinds. For the Butler matrix scheme it would be interesting to examine the tradeoff between sidelobe level and beam orthogonality. Also, in the treatment so far it has been assumed that the radar signal radiation patterns are identical on transmit and on receive. It would be interesting to explore the use of nonidentical antenna patterns, and indeed it may be anticipated that the use of STAP-type methods to adaptively suppress clutter returns from the masking signal would give good results. Finally, the hardware implications of using direct digital synthesis, for example in the requirement for power amplifiers with very low intermodulation, should be looked at critically.
The ideas presented are just one example of the idea of 'waveform diversity', in which waveform coding techniques are used with multiple transmit and receive beams, probably in conjunction with adaptive processing in spatial and temporal domains. Central to the analysis of such schemes is the cross-ambiguity function, weighted by the appropriate transmit and receive radiation patterns It should be possible to generalise the formulation to other types of system, to situations where the transmit and receive antenna patterns are different, and to broadband signals.
It may also be interesting to investigate whether it is possible to design the spatial denial signal to carry useful information, such as air-to-ground telemetry or navigation signals, as well as the bistatic masking function. This imposes an additional constraint, but it may be possible also to design the radar waveform signal adaptively in real time, so as to maintain the coding orthogonality.
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