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Let U be a set wlth n elements, where n is a 
finite cardinal. Let H be a fixed group. A monomial 
substitution y is a transformation that maps every x of 
the set U in a one-to-one fashion into an x of U multi-
plied by an element h of H. If an operation is defined x 
between ~onomial substitutions by successive application, 
the set of all monomial substitutions over H is a group 
which w·e denote by Z • Ore [l]~~ has called this the n 
complete monomial group over H or the symmetry over H. 
Ore [1] has shown that the subset of elements of 
the symmetry Zn that map each x of U onto an element of 
H multiplied by the same x form a normal subgroup of En' 
the basis group. We .. shall denote the basis group by V. 
The subset of elements of Z that map each x of U onto n 
an x of U multiplied by the identity of H form a sub-
group, which we will denote by s, that is isomorphic to 
the symmetric group on the set u. He has further estab~ 
lished that z = v u s, v n n s = E, where E is the iden-
tity of z • That is, the symmetry splits over the n 
basis group. Ore [1] has presented a complete solution 
to the problem of finding all representative groups in 
this splitting. Another result obtained was the determ-
·1nation of all normal subgroups of z • n All of the 
* Numbers in square brackets refer to bibliography. 
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automorphisms of Z were also obtained. The investi-n 
gation was concluded with the study of imbedding an 
arbitrary group in a monomial group. 
This paper generalizes the monomial group by remov-
ing the requirement that U be a finite set. Furthermore, 
the group H is arbitrary throughout the entire thesis. 
If o( U) = B =Xu, u > 0, where o( U) means the number of 
elements of U, then a monomial substitution over an 
arbitrary fixed group H is defined as for the case where 
o( U) = n <,t 0 • With an operation between monomial 
substitutions again defined as successive applications, 
the set of all monomial substitutions over H form a 
group ZB. 
The splitting of ZB over the basis group is dis-
cussed and a complete solution for the determination of 
all representative groups in the most general case has 
been found. Corresponding theorems for various subgroups 
of ZB are also found. All of the normal subgroups of 
various subgroups of the symmetry have been determined. 
Some progress toward the determination of the automor-
phisms of the general monomial group has been made by 
showing that the basis group is characteristic for some 
su b groups of .ZB. 
In addition, the subgroup Z . of Z that has ele-n,A n 
ments which can be written as the product of elements 
of the basis group multiplied by elements from the 
alterating group on U is discussed. The problem of 
iii 
describing all representative groups in the splitting 
over the basis group is completely solved. All of the 
normal subgroups for n ~ 5, n = 2 are determined. 
Since EB splits over the basis group with a group 
isomorphic to the infinite symmetric group on U, it is 
necessary to give some theor~ms and proofs about the 
infinite symmetric and alterating groups essential for 
later investigatfon of EB. This is done in Chapter I. 
In the second chapter the more elementary topics 
such as transformation, center, centralizer, etc. are 
discussed. The ·c~nter of the symmetry is found; a norm-
al form for elements of the symmetry is determined; and 
the centralizer of any element of the symmetry is found. 
Perhaps the most difficult problem in this paper 
is the determination in Chapter Ill of all rqpresenta-
tive groups for the splitting over the basis group. 
Necessary and suffici·ent conditi·ons for the symmetry 
to split regularly are found. In addition, the 
splitting of Z A over the basis group is discussed, . n, 
and a complete solution for constructing representative 
groups is given. For this group also, necessary and 
sufficient conditions for the group to split regularly 
are given. 
In Chapter IV all- of the normal subgroups of 
various subgroups of ZB ar~ ~etermined. In one case 
the normal subgroups are less complicated than for the 
case where o(U) = n. All of the normal subgroups of 
Z are determined for n = 2, n ~ S. n,A 
The final chapter is devoted to showing that the 
basis group is a characteristic subgroup for some of 
the subgroups of ZB. It is also shown that the basis 
group is a characteristic subgroup for Z A• n, 
The paper leaves unanswered some questions 
corresponding to known results when o(U) • n. However, 
the question of the splitting of the symmetry over the 
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basis group would now seem to be completely solved. This 
is true not only for the case U is infinite but also for 
the group Z A' for all n. n, 
The normal subgroups of ZB are undetermined in the 
most general case. The normal subgroups of Z A for n, 
n = 3, 4 are also undetermined. When n > 5 this prob-
lem is completely solved. 
The problem of finding all automorphisms of ZB is 
unsolved. It would appear that the determination of 
all normal subgroups of ZB would be a necessary pre-
liminary step toward answering this question. All of 
the groundwork for finding the automorphisms of Z n,A 




In this chapter we give that portion of the 
theory of infinite symmetric and alternating groups 
which is pertinent to the theory of monomial groups 
developed later. 
For the results of this chapter I am indebted to 
Professbr W. R. Scott [2] who has made available to me 
in manuscript form these results. The proof presented 
here of Theorem 10 and the proof of Theorem 11 are due 
to Professor Scott. The proof of Theorem 7 is due to 
Schreier and Ulam [4] • The remaining proofs (and 
Theorem 10) are due to Baer [5] . 
2, Definitions and Preliminaries 
Let d .be the cardinal of the set of integers. Let 
B be an infinite ca~dinal, B+ the successor of B, U a 
set such that o(U) = B~ where o(U) denotes the number 
+ of elements in U, and let C be such that d ~ C S B • 
Let s be a one-to-one transformation of U onto itself 
and let U(s) be the set of x belonging to U such that 
s moves x. Denote by S(U,C) the set of s such that the 
number of elements x of U that s moves is less than c. 
The product of two transformations s and So in S(U,C) 
is defined to be that transformation resulting from 
successive application of s and so in the given order. 
Then we have: 
Theorem l: S(U,C) is a group• 
Theorem 2: If U and Uo have the same 
number of elements, then S(U;C) ~ S(U 0 ,C). 
Theorem 2 justifies the use of the notation S(B,C) 
tot S(U,C) although the notation S(U,C) will still be 
used when necessary •. The groups S(B,C) are called the 
infinite symmetric groups. We shall use I for the 
4 rlentity of th~ groups. 
If o(U(s)) is finite then s may be considered as 
an element of the finite symmetric group on those ob-
jects. Let A(U,d) be the subset of S(U,d) consisting 
of those elements s which are in the alternating group 
A ( U ( s ) f of U ( s) • 
Theorem 3: A(U,d) is a group. 
Theorem 4: If U and Uo have the same number 
of elements, then A(U,d) ; A(U 0 ,d). 
Theorem 4 justifies the use of the notation A(B,d) 
for A(U,d)• The groups A(B,d) are called the infinite 
alternating groups. 
Lets belong to S(B,C). Then the minimal non-
2 
empty subsets W of U stich that Ws = W are called cycles. 
If x 1 belongs to U, and if n is the minimum posi~ive in-
n teger such that x1s = x1 , then the transformation 
cxl, x2' .... , x n-1' ~~) = (xl, x ) c = x2' ... , x2' x3, ... , x , n n 
is cycle of If n + x1 for all > o, then a s. x 1 s n 
3 
the transformation 
c .. ' x -2' x -1' XO' xl, x2' •••) c = ... ' x -1' XO ' xl' x2, XJ' . . . 
= ( ... ' x -2' x -1' XO' xl' x2' ... ) 
is a cycle, and all of the x., i a o, 1, -1, ••• ,are 
l. 
distinct. A cycle with n distinct x's is called an 
n-cycle; n = 1, 2, ••• ; d• 
For each x 6f U ~nd a given a it is clear that x 
appears in one and only one cycle of s. Hence s de-
termines its set of cycles. Conversely 1 .a set of dis-
~oint ~ cycles which together contain all x of U determine 
+ an elements of S(B,B ). It is customary to say that s 
is the product of its cycles, and to use corresponding 
notation. Since this product may be infinite, however, 
this procedure must be taken with a grain of salt. 
We shall denote by k · (s) the number of n-cycles n 
ins; n =l, 2, ••• ; d. 
+ Theorem i= ·Lets, So be elements of S(B,B ). · 
-1 Then the cycles of s sos are obtained from the 
cycles (x1 , ••• , xn) or( ••• , x_1 , x 0 , x 1 , ••• ) 
of So by replacing x · .. by the element xj that 
1 i 
s maps x1 onto. 
Proof: 
-1 
S SoS = 
( 
••• , x. , 
Ji 
• • •' xi ' 
• _· :·) - ( • • • ' xi , • • •) 
••• ••• , xi+l' ••• 
= 
( • • •, xji ' • •. •) ••• , x. , ••• 





if i = n of a 
( ... , . . . ' 
finite 
xi ' xi+l ' 
x. ' x. , 
Ji Ji+l 
cycle. 
Theorem 6: If G is an infinite symmetric 
or alternating group, then s is conjugate 
to So within G if and only if k ( s) D kn(so) n 
for all n~ 
4 
... ) 
• • • 
Proof: If -1 y sy 1:11 So then it f ollowa from 
Theorem 5 that k (s) = ~ (so)• n n 
Conversely, let us assume that k (s) = k (so) for n n 
all n. This means that there is a one-to-one mapping 
between cycles of s and cycles of Bo which preserves 
lengt~) This mapping may be · used to construct a one-
to-one mapping of U onto itself such that a • y-1s 0 y 
using Theorem S. If G a S(B,B+) this completes the 
proof• Assume that G = S(B,C) with C < B. = Then the re 
exists a set P c U s tic h that ( i ) ( U ( s ) U U ( s 0 ) ) ~ P , 
(ii) o(P-U(s)) = o(P-U(so)), and (iii) o(P) < c. Then 
construct s as before for cycles in s of length greater 
than 1. This maps U(s) onto U(so)• Next map P-U(s) 
onto P-U(so) in a one-to-one fashion, and finally map 
the remainder of U by the identity map. If this 
-1 compound map is again called y, then y sy • so, 
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and since U(y) ~ P, y belongs to S(B,C). If Ga A(B,d) 
then ·s ands~ are in S(B,d) also, soy may be chosen 
in S(B,d). If y does not belong to A(B,d) and xa' xp 
belong to U-U(y), then y(xa' x~) a y 0 belongs to A\B,d) 
-1 and Yo SYo = y. 
Theorem l= Let G be an infinite symmetric 
or alternating group, and let y belong to 
. G. Then there exist .elements a and So in 
2 2 G such that y = SSo and s a So • I. 
Proof: Note the formulas: 
( xl' • • • ' x2n) = 
{(xn, ~n+l)(xn-1' xn+2) ••• (xl, x2n)} 
{(xn+l)(xn' xn+2) • •• (x2, x2n)} 
( xl' • • •' x2n + 1) = 
{(xn' xn+l)(xn-1' xn+2) ••• (xl' x2n)} 
{(xn+l)(xn' xn+2) ••• (xl' x2n+l)} 
( • • ., x-1' xo, xl' • • .) = 
{(xo, x_l)(xl' x_2) ••• (xn' x-n-1) ••• } 
, { ( xo) ( xl' x_l) • • • ( xn' x_n) • • •} • 
Decompose y into cycles y = 1Tc • By the above formulas, a a 
2 2 c = D E where D = I = E , and D and E move no a. a a a a a a 
letters unmoved by c (if c is a 1-cycle let D = E •I). a a a a. 
2 2 Let s = TTD , So = TTE • Thus y = SSo, s = I = So. a a a a 
Furthermore, s and So are in G except possibly in the 
case G = A(B,d). In this case if s does not belong to 
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A(B,d), then So does not belong to A(B,d), and since s 
and s 0 are finite permutations, there exists xa and x~ 
t I 
in u-u(s)-U(so). Lets = s(xa, x~), So= So(Xa' xp). 
t I I t 12 . · 12 Thus y = s s 0 , s and s 0 are in G, and (s ) = I = (so) • 
3. Normal Subgroups 
It will now be shown that the only normal subgroups 
of the infinite symmetric and alternating groups are 
a gain infinite symmetric and alternating groups. 
Theorem 8: A(B,d) is simple. 
Proof: Assume that N is a normal subgroup of 
A(B,d), N + I, ahd let s be any element of A(B,d), So 
an element of N with So + I. Let Uo be a finite set of 
order>4 such that {U(s) U U(so)} 5 Uo• Then a and So 
may be considered as elements of the finite alternating 
group A(Uo, n+l) where n = o(Uo)• Since N is normal in 
A(B,d), N n A(Uo, n+l) is normal in A(Uo, n+l). Hence 
by the simplicity of the finite alternating groups of 
degree greater than 4, A(Uo, n+l) c N. Thus s belones 
. -
to N, and since s was arbitrary in A(B,d) we have 
N = A(B,d), 
Theorem .2_: S(B,d) contains just one proper 
normal subgroup, A(B,d)~ 
Proof: A(B,d) is clearly of index 2 in S(B,d), 
hence a proper normal subgroup.. Assume that N is a 
proper normal subgroup of S(B,d) with N + A(B,d). Let 
R = N n A(B,d). · Then Risa normal subgroup of A(B,d) 
and R + A(B,d). It follows from Theorem 8 that 
R = I. By the second isomorphism theorem, o(N) • 2, 
but such an N is. clearly not normal by Theorem 6. 
Theorem 10: The proper normal subgroups 
of S(B,C) for C > d are the groups A(B,d) 
and S(B,D) with D < C. 
Proof: The fact that A(B,d) and S(H,D) are 
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proper normal subgroups follows from their definitions 
and Theorem 6" 
C6nvers~ly, let N be a proper normal subgroup of 
S(B,C). If N contains only finite permutations, then 
by Theorem 9, N = ·S(B,d) or A(B,d). We assert that if 
there exists an So belonging to N such that o(U(so)) • D 
+ then S(B,D ) c N. This assertion is equivalent to the 
unproved portion of the theorem. The proof of this 
assertion will be broken up into four steps. 
(i) There exists an s belonging to N such 
that k3{s) = D, k1(s) = B, and kn(s) • O 
if n + l or ). 
If Z k (so) + dkd(so) = D, then form an element 
2<n<d n 
s 1 conjugate to So in S(B,C) as follows. If So contains 
a 1-cycle or a 2-cycle, let s 1 also contain the cycle. 
Well order the finite cycles of length greater than 2. 
For every other such.cycle in so, (x1 ••• , xn)' let s 1 
contain then-cycle (xn-l' xn' xn_2 , xn-J' ••• , x 1 ). 
For the remaining finite cycles of So let s 1 contain 
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their inverses • . For all d-cycles (.~.,x_1 ,x0 ,x1 , ••• ) 
in s 0 let s 1 contain the d-cycle ( ••• , x4, x 3 , x1 , x 2 , 
x 0 , x_1 , x_ 3, x_ 2 , x_4~ ... ). Then s 0 s 1 belongs to N 
and the following 3-cycles occur in the cyclic decompo-
sition of s
0
s 1 : 
cycle of So and 
(x 2 , x , x 1 ) for every other finite n- n n-
••• , (x2, ~l' xo), {x_2, x-3' x_4), ••• 
for every d ·cycle ~f so. Furthermore, there are no 
other n-cycles for n > 1. Let s = s
0
s 2 • Then k 3 (s) • D 
and since enough 1-cycles have been saved out k1 (s) • B. 
Finally, k (s) a 0 if n + l or 3. n 
If Z k (so) + dkd(so) < D, then k 2 Cso) • D. 2<n<d n 
For every three 2-cycles in so, (x1 ,x2 ), (x3,x4) and 
(x5,x6), let s1 contain the 2-cycles (x1 ,x3 ),(x2,x5) 
and (x4,x6). Then sos1 contains the 3-cycles 
(x1 , x5, x4) and (x2 , x 3 , x6). Hence k 3(sos1 ) • D 
and since s 1 clearly can be chosen conjugate to s 0 , 
consistent with the above requirements, the first case 
applies. This shows that the assertion in (i) is true 
in any case. 
(ii) There exists an s belonging to N 
such that k 2 (s) = D, k 1 (s) • B, 
k (s) = O if n + 1 or 2. n 
For by (i) there exist elements So and s 1 in N 
such that the cyclic decomposition of each element 
consists of D sets of one 3-cycle and one 1-cycle, 
together with B common additional 1-cycles. Further 
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require that if a typical combination of one )-cycle 
and one 1-cycle in So is (x1 , x2 , x3) and Cx4), then 
s 1 contains the combination (x1 , x 2 , x4) and (x3). If 
s = sos1 , then s contains D combinations of the type 
(x1 , x 4) and (x2 , x 3) and B additional 1-cycles. There-
fore, s has the required properties. 
(iii) N contains every element of order 2 
in + S(B,D ). 
Let F < D (F may be finite or O). Lets be of the 
type described in (ii), and let so contain all but F of 
the 2-cycles in s, and no other n-cycles for n > 1. 
Then So belongs to N, and k 2(sso) • F, k 1 (ss 0 ) • B, 
and k (sso) = 0 otherwise. Unless D • B we are finished, n 
by Theorem 6 and (ii). 
If D = B, let F < D (aeain F may be finite or O). 
Let s be of the type described in (ii), and let So also 
be of that type, and such that U(s) n U(so) is empty, 
while o(U-U(s)-U(so)) = F. Then k 2(ss 0 ) • D, 
k1{sso) = F, and kn(sso) • 0 otherwise. Since any 
element s 1 of order 2 has kn(s 1 ) m 0 for n > 2, this 
shows that all elements of order 2 in S(B,D+) are con-
tained in N. 
(iv) S(B,D+) ~ N. 
This follows from (iii) and Theorem 7. 
Theorem 11: If C > d and if N is a proper 
normal subgroup of S(B,c), then there exists 
a subgroup K of S(B,C)/N such that K: S(B,C). 
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Proof: By Theorem 10 there exists a cardinal 
D < C such that N ~ S(B,D). Let U be the union of D 
disjoint sets U , each of cardinal B. Let e be an . a. a 
isomorphism of s(u,a) onto S(U ,c) and let se • nse a. a a 
for s belonging to S(U,C). It is clear that e is de-
fined and s = So implies that se = s 0 e. If TT s e c:: 1T so e , a a ·a a 
then se = soe for all a since the U were disjoint. a a a 
It follows that s = So• The fact that the U are dis-a 
jo_int is also a sufficient condition to show that the 
multiplication is preserved by the correspondence. 
Furthermore, o(U(se)) = D•o(U(s)). It follows that e 
is an isomorphism of S(U,C) onto a subgroup L of S(U,C). 
Since o(U(se)) ~ D if s + I, we have L n N • I. Lettine 





Let H be some group, finite or infinite. We will 
write e for the identity of H. Let S be a set of 
order B = ')!. for u ~ o. We shall denote the elements u 
of S by {x}. The set may be well ordered so that we 
may write x1 , x 2 , 
Definition: 
• • •; x~ • • • • 
A monomial substitution over H is a 
linear transformation where each variable x of S is 
mapped by ~ ~-to-~ mapping onto ~ other variable 
multiplied by !!!. element of ~· 
A substitution y will be written 
(1) y = . . . ' ht:~~ ; : : : ) ... , 
e 
where i is some ordinal. The h will be called factors c 
of y. 
The multiplication h&xi is a formal one to be 
~ 
taken only as a pair (he' x1 ) with the associative 
& 
property h(kx) = (hk)x. 
Definition: If y is gi van by ( 1) ~ z1 is f£i ven 
... , . . . , x& , • • • ) k x j , ••• 
e 'e 
then the product yy1 is defined by 
12 
' ... , ::::). , ... ' 
By this definition of multiplication the set of 
monomial substitutions is a group that will be denoted 
+ ' + 
by Z(H; B, B , B ) and called the . monomial group of H 
of degree B or more simply the symmetry of H. The 
reason for the complexity of the notation for the 
monomial group is to provide an adequate notation for 
various subgroups to be discussed later. The identity 
of the symmetry will be denoted by E. The inverse of 
y is 
• • • ' xi ' • • • ) 
l e ... , h; x& , ••• • 
If H consists only of the identity element, then 
"'"'(H,· B, B+, B+) 1· s the t . t f u symme ric group on a se o 
elements of order B. 
Definition: A permutation in J;(H; B, B\ B+) is 
a substitution of the form 
s = e~~ ; : : : ) ( 3) 
... , . . . , 
e 
& , ••• ) 
i e, • • • • 
... , ... , 
The set of permutations form a subgroup of 
+ + Z(H; B, B , B ) which we will denote, as in Chapter I, 
+ 
by S(B,B ) and call the permutation subgroup of 
+ + 
Z(H; B, B , B ) .• · This subgroup is isomorphic to the 
ordinary symmetric group on B objects. 
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Definition: A multiplication .in Z(H; B, B+, B+) 
is a substitution which multiplies each variable .£z !_ 
factor in H and hence has lli ~ 
(4) v = ... ) 
••• 
= 
The set of multiplications form a subgroup of 
Z(H; B, B+, B+) which we will denote by V(D, B+), and 
we will call it the basis group of E(H; B, B+, B+), 
The basis group is a normal subgroup of the 
symmetry. -1 For yvy as given by (1), (4), and (2) is 
-1 -1 {hlk. h. , h2k. h. , 
11 11 12 12 
multiplication• 
••• J 
-1 h k. h. , 
& 1 e 1 e 
••• } which is a 
The basis group is the strong direct product of 
* * * groups H where H is isomorphic to H and H consists e e & 
of the multiplicat~ons ve = {e, ••• , e, h
8
, e, ••• } 
•th h . th th •t· d h th h II wi e in e &- pos1 ion an e runs rour, • 
Definition: A scalar in Z(H; B, B+, B+) is ~ 
multiplication with each factor the ~· A scalar is 
of the form 
( 5) v = {h, h, ... , h, ••• } = {h}. 
The scalars are the only elements that commute 
with permutationse A computation shows that 
vs = s v 111 ( xl · ' x2 ' hx. , hxi , 
1 1 2 
... ' ... ) ... ... ' 
when vis as in (5) ands as in (3). This shows that 
14 
scalars commute with all permutations. Now let us 
+ assume ys = sy for all s of S(B, B ) and show that y 
is a scalar. Let ha, h~ be factors of y occuring in 
th th d ath • t• e a-- an . ~-- pos1 ions respectively. Then y(a,p) 
has h as the ath factor a 
th and h~ as the ~~ factor. But 
(a,p)y has h 3 as the ath factor and ha as the ~th 
' 
factor. Since this is true for all a and p, we see 
that y must have the same factor in every position. If 
y sends x& into hx. where i& + e, then y(ie,a), where 
1& 
i~ + a, sends x into hx • But . (i ,a)y sends x into 
~ & a e & 
hx. and a contradiction is reached. Therefore, y must 
1 
6 
send every x into hx and y is a scalar. 
The product of two scalars is also a scalar. In 
fact, the scalars form a subgroup of Z(H; B, B+ , B+) 
which is isomorphic to H. 
The center of Z(H; B, B+ ' 
B+) is the set of all 
scalars v = {f, f, ... ' f, ... } c: u· l where f belongs 
to the center of H. If y is as in (1) and v as above, 
yv = ( xl ' x2 ' ... ' x& ' ... ) h 1fx. , h 2fx. , ... , h&fxi , ... 11 12 & 
and 
vy = ( xl ' x2 ' ... ' x , ... ) & fh1x. , fh 2x. , ... ' fh x. ' • • • 11 12 e 1 e 
which are the same since f h = hf for all h of H. 
This establishes the sufficiency. It has already 
been shown that an element of the center must be a 
15 
scalar. It follows from the above computation that a 
scalar will be in the center only if the factor is in 
the center o:f H. 
The center of Z(H; B, B+) is isomorphic to the 
e + + 
center of ,H, Z(H) ;; Z(Z(H; B, B, B ), by (f)e • {f}. 
Any substitution can be factored into a multipli-
cation multiplied by a permutation. For if y is as in 
(1) we have 
This shows that 
• • •' xt ' 
• • •, xi , 
& 
... ) 
• • • • 
+ + ' + . + + + Z(HJ B, B , B ) = V(B,B )US(B,B ), V(B,B )nS(B,B ) • E. 
+ + The symmetry Z(H; B, B , B ) has some other sub-
groups which will be discussed in detail in later work • 
. + Let G be some cardinal with d < C < B • Then tho set 
of those elements of E(H; B, B+, B+) which can ba 
+ written y = vs where v is in V(B, B ) and s is in S(B,C) 
+ + form a subgroup of E(H; B, B, B ). We shall denote 
+ this subgroup by Z(H; B, B , C). It is clear that 
E(H; B, B+, C) = V(B,B+)US(B,C), V(B,B+)nS(B,C) • E. 
+ + The set of elements of E(H; B, B , B ) which can 
be .written y = vs where vis in V(B, B+) and s is in 
A(B,d) form a sµbgroup of Z(H; B, B+, B+) which shall be 
denoted by ZA(H; B, B+, d). It is clear that 
ZA(~; B, B+, d) · = V(B,~+)UA(~,d), V(B,B+)nA(B,d) a E. 
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Another subgroup which is the subject of later 
( + B+) investigation is that set of elements of Z H; B, B , 
which can be written in the form y = vs where s ia in 
S(B,d) and v has only a finite number of factors dif£er-
ent from e~ We shall write - this grorip as Z(H; B, d, d). 
I£ the subgroup of the basis group whose elements have 
only a finite number of factors different from e is 
denoted by V(B,d), we see that 
Z(H; B, d, d) = V(B,d)US(B,d), V(B,d)nS(B,d) • E. 
Finally, the set of those elements 0£ the form 
y ~vs where v belongs to V(B,d) ands belongs to A(B,d) 
form a group denoted by ZA(H; B, d, d). Clearly 
ZA(H; B, d, d) = V(B,d) U A(B,d), V(B,d) n A(B,d) • E. 
The above mentioned subgroups are those that are 
investigated later. However, if B, c, D are infinite 
cardinals such that C < B+, D ~ B+, it is clear that 
if we define E(H; B, C, D) = V(B,C) U S(B,D), then 
V(B,C) n S(B,D) = E. 
New let H be some group, n some natural number, 
and S a set of order n. Then a monomial substitution 
over H is of the form v = ( x1 , ••• , x ) 
hlxi1' ••• , hnx~n • 
The group formed by defining multiplication as before 
will be denoted by Z(H; n, n+l, n+l). Permutations, 
multiplications, scalars, permutation group, and basis 
group can be defined as in the more general case. It 
17 
follows that E(H; n, n+l, n+l) = V(n, n+l) U S(n, n+l), 
V(n, n+l) n S(n, n+l) = E. We shall be interested in 
the subgroup of Z(H; n, n+l, n+l) formed by the set of 
all y = vs where v belongs to V(n, n+l) and s belongs 
to A(n, n+l). We shall denote this group by 
ZA(H; n, n+l, n+l) and EA(H; n, n+l, n+l) • 
V(n, n+l) U A(n, n+l), V(n, n+l) n A{n, n+l) a E. 
2. Cycles and Transformations 
In the theory of monomial groups, as in the theory 
of substitution groups, it is advantageous to introduce 
cycles of monomial substitutions. 
Let . Yb~ an arbitrary element of E(H; B, B+, B+). 
It has been shown that y has a unique decomposition as 
the product of an element from the basis group multi-
plied by an element from the permutation group. That 
is, y = vs where v belongs to V(B,D+) and s belongs to 
+ S(B,B ). In the previous chapter it was shown that s 
can be decomposed uniquely into disjoint, commutative 
cycles of length n where n = 1, 2, ••• ; d. For each 
cycle c of s we can associate a multiplication v & & 
which has factors of e in positions corresponding to x 
which c& leaves fixed and factors the same as in v for 
positions corresponding to those x which c moves. e. 
Thus vece has one of the two forms 
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v c = ... , when n < d e e ... , 
or 
v c = c. e ( -. · .. , when n • d. ... , 
This shows that the unique cyclic decomposition of s 
determines a decomposition of v. Since the only possible 
non-~dentity factors of v are in position occupied by e 
x which ce moves, it follows that v& commutes with all 
other cycles c of s as well as with all other multi-
plic~tions in the decomposition of v. c& commutes with 
all or· tho multiplications in the decomposition of v 





which are disjoint and commutative. It should be 
remembered that this decomposition may yield an infinite 
number of the v 0 • e e 
Although the above discussion was in terms · or 
' + + elements 6£ E(H; B, B , B ), it is clear that elements 
of E( H ;r- B, B+, C), where d < c < B+, ZA(H; B, B+, d), 
Z(H; B, d, d)\, Z ( H; --A B, d, d), and Z(H; n, n+l, n+l), 
ca~ be decomposed in a similar fashion since each ele-
ment of the groups S(B,C), S(B,d), A(B,d), and S(n, n+l) 
has a unique cyclic decomposition. 
Ore [l, p. 19] has investigated the results of 
transforming a finite cycle of an element of a 
monomial group. His works show that if c is a cycle 
of length n and has the form c = (h xl, 
lx2' 
... ' ... , 
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th that then- power of c is {o1 , ••• , 5n} where 
• • • h hl' ••• , 0 = h hl ••• h 1. n n n n-
These elements of Hare called the determinants of c. 
= h-l 5 h ' 5 = h-1 5 h n-1 n-1 n-1' 1 n n n' 
there is associated with c a unique determinant class. 
He then proves that a necessary and sufficient condi-
tion for two f~nite cycles to be conjugate is that they 
have. the same length and the same determinant class. 
We shall now prove a result for cycles of length d. 
Theorem 1: A necessary and sufficient con-
dition that two cycles of length d be con-
jugate is that they leave the same number of 
x.fixed. 
Proof: We shall consider first the case where 
the cycles are in a monomial group where H > d. Then 
any two cycles c, Co of length d leave the same number 
of x fixed. We shall show, therefore, that any two 
such cycles are always conjugate. Let c be given by 
( 6) c = ( • • • ' x 1, xo, xl' ••• , h_1x; , h 0x1 , h 1x 2 , 
... ) . . . , 
and let Co be given by 
( 7) Co = x. , ••• ) 1.1 
r 1x. , ••• 12 • 
Then if we choose an element y of the monomial group 
that has in its cyclic decomposition 
( 8) c = 1 ( ... ' ... ' ... ) ••• 
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with k 0 an arbitrary element of H and the remaining ki 
satisfying the set of equations . . . . . . 
-1 
k_2 = h_2k-lr-2 
-1 
k_l = h_lkOr-1 
• • 
= h~lkoro 
-1 = hl klrl 
• • • • • • 
-1 we see that y cy = Co as the following computation 
shows: 
(9) -1 y cy 
= ( ... ' • • • > 
= Co• 
Conversely, if c is a cycle of lencth d given by 
(6) and if y is an element of the monomial group, then 
-1 ycy moves the same number of x that c moves. For if 
-1 -1 -1 -1 we write y =vs then ycy a vscs v = vv1 (scs ). 
By Theorem 6 of Chapter I it follows that scs-l is n 
cycle of length d so ycy-l leaves B of the x•s fixed. 
Now· let B = d and let c and Co be two cycles of 
length d. Let m be the number of x unmoved by c and 
n the number of x unmoved by Co• If n =mm o, then 
we can choose y as before such that y- 1 cy = c 0 • If 
1 < n ~ d, 1 ~ m ~ d, and n c m, we choose y with a 
cycle c 1 as indicated in (8) with the same restrictions 
21 
on the factors, and y sends those x that c leaves 
fixed into those x that Co leaves £ixed with e as a 
factor. -1 Then again y cy = Co• If the number of x 
that c and Co leave fixed differs, it will not be 
possible to find a y such that y-1 cy = co, because y-1 cy 
leaves the same number of x fixed as c. 
From the theorem just proved and the corresponding 
theorem proved by Ore [l, p. 19] about finite cycles, we 
are able to say that two monomial substitutions y 1 y 1 of 
E, where B ! d, are conjugate if and only if in their 
cyclic decomposition the finite cycles can be m~de to 
correspond in a one-to-one manner such that correspond-
ing cycles have the same length and determinant claLJs 
and if the cardinal of the set of infinite cycles in 
the same for bothy and y 1 • 
Any infinite cycle c as in (6) can be transformed 
into the normal form 
c = ... ) 
••• 
by a proper choice of the factors of c 1 as given by (8). 
Furthermore, any substitution y is conjugate to a 
product of cycles without common variables where each 
cycle is in normal form. We have seen that a transf or-
mation of cycles of length d into normal form is 
possible using a substitution involving only those x 
which c moves. Ore .[1, . p. 20] has shown that any finite 
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cycle can be transformed to the normal form 
c = where a is any element of 
the determinant class of c. This transformation in-
volves only those variables which c moves. Therefore, 
all of the cycles of any substitution may be put in 
normal form by one transformation. 
J. Centralizers 
Ore [1, pp. 20, 21] has found the centralizer of 
a substitution which has . only a finite numbor of finite 
cycles in its cyclic decomposition. We shall list here 
the resQlts of his investigation and use them later to 
find the centralizer of an element of the symmetry 
Z(H; ·+ B+). Let be cycle length B, B ' c a of n and of a 
the form a: cxl' ... • ., x n-1' xn) Wo first discuss c • a x2, ... ' x ' ax1 n 
the centralizer F of c in the symmetry involvin~ only c a a 
the variables that c moves. Let D be the centralizer a 
of a in H. 
y = 
where k is 
written as 
Then an element y of F has the form 
ca 
( xl' • • •' xn-j+l' xn-j+2' kx . , ••• , kx , k ax1 , J n 
... , ... , 






{k}cj-l = j-1 C . {kJ • Therefore, since a a 
n = {a} and is in D, F is isomorphic to cyclic c a a a c a 
extension of degr.ee n of a group isomorphic to D. 
If F denotes the centralizer of y 1 where y 1 is a Y1 
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substitution which is the (finite) product of cyclon 
c 1 , •.. , ck of the sam
e length and t:te same dGtermina:&t 
class, then F is isomo:-phic to the symmetry 
Y1 
~(F • k k+l, k+l) where F is the centralizer of a c' ' c 
single cycle c. 
We shall now find the centralizer F . oi' a cycle c c 
of length d. It has already been demonstrated that c 
may e rans orme sue a c • l ' b t f d h th t ( 
•.• , x_1 ,x~,x1 , ••• ) ••• , x0 ,x~,x2 ,... • 
It is clear that we need consider only the s;vrnmetry 
involving the variables that c moves. When c is trans-
formed by ( ... ' x -1 ' XO ' xl ' ... ) y = . . . ' h lx. ' hOxi , hlxi ' • •• - 1 -1 0 l 
c ompu tat.ion shows that -1 a y cy = 
... ) 
. . . . 
If y is to belong to F the x's of this result muct uo c 
the sams as the ones that c moves and this gives a 
condition on y such that y has the form 
y = ... ) ••• 
The factors of y may now be obtained. A computation 
-1 of y cy using the new form shows that 
y-1cy = c···J ~1 xj-1' -1 xj , -1 xj+lJ•••) 
••• ,k_1 k 0xj · ,k0 k 1xj+l'kl k 2xj+ 2 ,... • 
In order for this result to be c we let k0 be arbitrary 
in H and it follows that k1 = k0 for 
i = 1, -1, 2, -2, ••• The final form for y to 
belong to F is then given b,r c •l 
( ... ' x -1 ' XO' xl ' ... ) y :: . . . ' kx. 1 , kx., kxj+l' • • • • J- J 
The powAra of c always belong to Fe. A computa-
tion shows that y = {k}cj = cj{k}· where {k} is not a 
true scalar but is a multiplication with k as factor 
in the positions corresponding to x that c moves and 
e as factor elsewhere. This shows that F is iso-c 
morphic to the direct product H x Z where Z is tho 
infinite cyclic group, and this is independent of c 
(up to an isomorphism). 
We shall now determine the centralizer F of y 
y =lea where ca are cycles of length din the symme-
try of degree corresponding to the number of x in-
valved. Let a run over a set of cardinal C where 
1 < C < B. Then the number of variables that appear 
in y is (dC). Any permutation of the c among them-a 
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selves belong to F y• An element Y1 of 1'' y will have the 
form y 1 =(rrr )s where f belongs to the centralizer of a a a 
c in the symmetry on its variables. l'hat is, f be-a 
longs to F c 
ct 
Cl 
It is clear that all of the F are c 
!1 
isomorphic since each is isomorphic to H x z. further-
more, s is an element . + of the symmetric group S(C,C ). 
So F is isomorphic to the symmetry L(F ; c, C+, C+) y c 
Cl 
where F is the same for all a. We note that in c 
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a 
making the computation yi1yy1 the inverse of y1 can be 
found by starting on the left since the cycles of y 1 
are disjoint. 
Consider y = rrc where the c · are finite cycles of a. ·J. Cl 
the same length n which have the same determinant class. 
We shall determine F in the symmetry of degree corres-y 
ponding to the number of x involved. Let a run over a 
set of cardinal C where 1 < C < B. The number of vari-
ables involved is nC. Any permutation of the c is an a 
element of FY. An element y 1 of FY will havo the form 
y 1 = (1Tf )s where f belongs to the centralizer of c a a u a 
in the symmetry on its variables. J?urthermore, a is an 
element of the sym~etric group S(C,C+). 
centralizer of c where c is any of the a a. 
Lot .1', bo the 
c Cl 
c under ctio-a 
cussion. An element y of P is of tho form 2 c a 
y = {k}cj-l where k belongs to the centralizer D of 
2 a a a 
a in H. All the c arc of the same determinant class 
ct a. 
t} f t . th th . t. f so .1e _ ac ors a in e n- nosi ion o the c are a ~ a 
conjugate. But conjugate elements have conjugate 
centralizers. The Dct are conjugate and, therefore, iso-
morphic. This shews that FY is isomorphic to the 
symmetry Z(F
0 
J C, C+, C+). 
a 
We have determined the centralizer of any element 
+ + y of Z(H; B, B: B ). 
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Theorem l: Let y be an element of ~(H; B, n+, B+) 
and let y be written in the normal form 
Y = 1!Ya.' Ya = Jfa)c~(a.)' where for a fixed a. 
a the c~(a} are the normalized cycles of the 
same length L (and the same determinant class a 
a if L < d). Let p(a) run over a set of car-a. a 
dinal C~(a) where 0 ~ C~(a) < B. Then the 
centralizer F of yin i(H; e, · B+, B+) is iso-
Y 
morphic to the strong direct product of symme-
tries 
.... rr < + • > = Z F ; C13 (a)' G~(a.)' C~(a) a c J:3 (a) ..,, ,, 
where F is the centralizer of a single 
c~{a.) 
c y c 1 e c ~ in Z ( H .; L µ C p ( a ) , ( L J3 C iH a. ) ) \ ( L l~ C j3 ( a. ) ) + ) • 
The group Fe consists of all elements y 1 f} ( a.) 
of the form y 1 = {ka.}(c~)j where k belongs to 
the centralizer of a in H (k belongs to H if a 
Cp(a.) is ad cycle). 
+ For elements of the group i(H; B, B , C) where 
d < C < B the result is the same. When y is written in 
its cyclic decomposition' the cycles are still of length 
n or d and all the previous argument is valid including 
a revised statement of the theorem with E(H; D, B+, B+) 
+ replaced by Z(H; B, B , C). 
The elements y of the groups EA(H; B, B+, d), 
E(H; B, d, d), ZA(H; B, d, d), and ZA(H; n, n+l, n+l) 
have only finite cycles in their decompositi0n. Wo 
restate the theorem for theso cases. 
Theorem 2: Let y be an element of one of 
the groups Z4 (H; B, B+, d), E(H; B, d, d), 
~A(H; B, d, d), ZA(H; n, n+l, n+l) and let 
y be written in the normal form y = Ry , (t a 
ya.= ~Va)c~(a)' where for a fixed a the c~la) 
are the normalized cycles of the same length 
1 0 and the same determinant class a • Let P a 
p((t) run over a set of cardinal cr(a) where 
O ~ Cp(a) ~ B. The centralizer of y in its 
group Z is isomorphic to the strong direct 
product of symmetries 
FY ;;;'Jr Z(F 0 !>(a);. Cj>(a)' c;(a)' c;(a» 
The group F consists 
cp(a.) 
or all elements Y1 
of the form y 1 = {ka}(c~)j where k belonGs 




CllAPT bH I I I 
Splitting of the Symmetry 
The investigations of this chapter are based upon 
the following remarks. A group G ·containint; a normal sub-
group N is said to split over N if there exists a subGroup 
M such that G = N U N, N n M = E. In this representa~ion 
the group M can be replaced by any of its conjugates and 
the relations will still hold. For if N n (yMy-1 ) + ~ 
-1 
there exists an element g such that g a ymy = n. But 
-1 I m = y ny = n 1 by N normal, contradicting N n N • E. 
-1 Furthermore, if N U (yMy ) + G, there exists an element 
g of G not contained in the union. -1 Since y gy • nm, 
-l -l -l t d. t' N U ( M -l) g = yny ymy = n 1ymy con ra ic ing y.y + a. 
There may, however, exist other groups Q such that 
G = N U Q, N n Q = E, and such that Q is not conjugate to 
M. This leads to a division of all representative ~roups 
M into classes, each ~onsistine of conjugate groups. 
When there is only one class, hence when all M are con-
jugate, we say that G splits regularly over N. 
1. + The Splitting of E(H; H, B , C) 
Let H be a given fixed group, B a fixed infinite 
+ 
cardinal, and let C be such that d < C < B • We have 
+ + 
already seen that Z(H;B,B ,c) = V(B,B ) U S(B,C), 
V(B,B+) n S(B,C) = E, and hence that Z splits over V. We 
shall now consider the problem of findine all Groups T 
+ + + such that Z(H;B,B ,c) = V(B,B ) u T, V(B,B ) n T = E. 
It is clear that if there exists such a T it is 
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isomorphic to S(B,C). Let us denote bye the natural 
isomorphism between the two groups. This isomorphism is 
such that for each s of S(B,C) se = t is obtained by 
+ 
multiplying s by an element of the basis group V(B,13 ). 
That is, for each s of S( B,C) we may write se •vs• t. 
The group S(B,C) contains B elements of the form 
s = ( 1 , a ) where a = 2 , 3 , • • • • 'l' h u s T must c on t ai n 13 
elements of the form 
t = (l,a)e = {h a l,a' h2 , ••• , ,a h e 'a' 
Let us transform T by the multiplication 
v = {hl' h2' ••• , hf,, ••• }. 
••• }(l,a). 
Then the group To = vTv-l contains the elements 
t
0 
= vt v-l = 
a. a 
-1 -1 -1 -1 
{hlhl,a.ha ,h2h2,ah2 '• • .,haha,ahl '• • .,hehc,ahe., ••• }(l,a) • 
This shows that by a proper choice of the h , namely a 




the identity of H. We shall now work with tho 
-1 group To where To = vTv and v has been chosen in the 
above indicated manner. 
In the group S(B,C) the element (l,a) has the JJro 1i or-
ty (l,a)(l,a) = I. This means that ((l,a)(l,a) J e a E; 
0 0 
thus, (l,a)e(l,a)e = t t = E. But if we rename tho a a 
0 
factors of t so that 
o a 
t = {e, h 2 , ••• , h~ , ••• }(l,a), a ,a ~,a 
a computation shows that the following relations must hold 
( 1) 
( 2) 
h = e, a.,a 
h2 = e for e + 1, e: + a. 
e:' a 
Now let s be any element of S(B,C) which has the 
property that it moves x1 • s then has the form 
. . . ' ... , xe ' • • • ) x. ' ••• 
l. & 
s = ... ' ... , 
where the element s sends into x1 has been denoted by 
x • 
Cl' a + 1. We can rewrite s uniquely as follows 
s = (l,a.) ... ' ... , •••) . . . . ... ' ... , 
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We have already partially described the image or 
(1,~) under e, and the above shows that to find the 
image of any element of S(B,C) it is sufficient to dis-
cuss those elements that leave x1 fixed before return-
ing to elements of the form (l,a). 
Denote by s1 (B,C) that subgroup or S(B,C) whose 
elements have the property that they do not move x1 • We 
shall .now let s ·be an arbitrary element of s1 (B 1 C) and 
completely determine se. We shall first discuss those 
elements of s1 (B,C) that have the property that they also 
leave fixed x for some a .other than 1. This means that 
Cl 
the elements of the present discussion are of the form 
s I: 1 ( 
x1 , ••• , x , ••• , xt , ••• ) x1 , ••• , xcr., ••• , x. , ••• • a. J.& 
Let us rewrite s 1 in the two following different ways 
... , ... , 
... ' ... ' 
. . . , ... , 
... , ... ) 
• • • ... ' 
~~ : :::) 
i e 
(l,ci) • s(l,a) • 
By our previous discussion of (l,ct)e we know that 
the factors in the first and ath portions are e. 
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(l,ct)e = {e, h2 , ••• , ,a e, ••• , h , ••• }(l,a). ~'a. F'or every 
element s of S(B,C) we know that se = vs for some v of 
the basis group. Let us write 
••• , k, ••• }s. 
E. 
We know that e is an iso-
morphism so we muot have the two following results: 
s
1
e- = (l,a)ese = ·( xl' • • ., xa' • • ., xc '• • •) 
k . x1 , ••• , k 1 x , ••• , h _ k x .l , • • • , a i:t r. ,a e · e 
s e = l s~(l,a)e 
·,., 
This shows that if s 1 belongs to s1 (n,c) then the 
factors ' of v, where s 1e • vs1 , in the positions corres-
ponding to those x which s 1 leaves fixed are equal to 
the first factor of v. 
We shall now finish discussing the present case by 
determining those factors of v which occur in positions 
corresp9nding to those x which s 1 moves. In order to 
do this we must first have the following result. 
Lemma: Let s belong to S(B,C) and have the 
following properties: s moves x1 , a sends at 
least one x into itself, and we deno-r.e by Xµ 
the x which s sends into xl. Then s has the 
following form: 
s = (xi, ... ' XP' ... ' x ' ... ' x ' .. -) a £ xo, . . . , xl' ... , x , ... ' x . ' ... a l. c 
where 6 + 1. Let se = vs where v is some 
+ element of V(B,B ). Then the factors which 
32 
occur in the first and !3th positions of 
v will be equal. 
Proof: It is possible to write s as described 
above in the following two ways: 
s = . ( l B) ( xl ' • • • ' x 3. ' . • • • ' .x. , • • • ' x , • • ·) 
. ,1 xl, ••• , xt;, ••• , xa, ••• , x~ , ••• 
ct e 
Ill ( 1, {3) s l' 
s = (x1' • • • ' x 13' • • • ' x a.' • • • ' x t ' • • •) ( 1, 6) x1 , ••. , x 5, ... , x , ••• , x. , ••• cr. l.e 
• s 1 (1,5). 
But s 1 is of the form discussed earlier. It has x1 and 
xa fixed, and we know that if s 1 e 
0 v1 s 1 then v1 hn~ the 
same factor in ~he first and a th "positions. He also have 
information about the imagas of (1,in and (1,o). We know 
s 1 e ~{ha, ••• , h 3 , ••• , ha, ••• , he, ••• , h 0 , ••• Js 1 , . t 
(l,~)e = { e , ••• , e , ••• , h ~  .t ••• , h . < , ••• , h 0 u , ••• l ( 1, ;3 ) , CI, 1j €. , ~ , p 
(l,5)e = {e, ••• ,h~ r, ... ,h 6, ••• ,h. 5, ••• ,e, ••• }(1,5)~ ,.., , o a, . c, 
th where in (l,5)e = v(l,5} the e occurs in tho 5-- po~l-
tion. Now using the decompositions of s above and the 
fact that e is an automorphism we can Sa7 that 
se = (l,~)es 1e = s 1 e(l,5)e. When these two quantities 
are computed t~e results are: 
se 
We return to the discussion of elements of 
s1 (B, C). We shall show that, if s 1 is an ele~cnt 
of s1 (B, C) and a 1 e = vs 1 , then v is a scalar. 
We have already determined that the factors of 
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v that occupy positions correspondine to x which s 1 leaves 
fixed are equal to the first factor. We will have completed 
showing that v is a scalar, therefore, if we show that those 
factors of v which occupy positions corresponding to x which 
5i moves are also the same as the first factor of v. 
Let s 1 be an element of s1 (B,C) and have the following 
form 
where p + 6. Let s 1e = vs 1 • We already know that the 
th factors of v in the first and a- positions are equal. We 
shall now show that the factor in the ~th position is the 
same "as th~ first factor. Let us rewrite s 1 in the 
following fashion~ 
• • •' x~' 
• • •' xl, 
... ) 
• • • 
(l,o) .. s(l,o). 
We know that se ~ vs for some v, and by the Lemma we know 
that the factors of v which occupy the first and ~th 
positions are the same. We can, therefore, write that 
se = fk1 , ••• , ka' ••• , k1 , ••• }s. We can also write 
(1,6)~ = {e, h 2 , 6 , ••• , he,B' ••• , e, ••• } where e occurs 
in the first and 6~ positions. Since s 1 may be decom-
posed as indicated above, and since e is an isomorphism, 
we may compute s 1 e as follows: 
... , xa, ••• , x), •••) k h ~x , ••• , k 1x~, ••• • a a,u a u s 1e = se(l,o)e = ... ' 
This shows the factor in the first position of v where 
s 1 e = vs 1 is the same as the factor in a position 
corresponding to an x which s 1 moves. 
3h 
In summary of the work to this point, we can say that 
if s 1 is an element of s1 (B,C) and if s 1 has the additional 
property that it leaves some x fixed for a + 1, then 
Cl 
s 1 e = vs 1 and v is a scalar. 
Let us turn our attention now to those elements of 
s1 (B,C) which do not leave fixed any x other than x1 • If 
s 1 belongs to s1 (B,C) and has the additional property that 
·it moves all other x, then we may write s 1 as follows 
s = (xi, x2' •• ., xe , ••• , x'3, •• •) 
1 x1 , x ~, ••• , xi & , ••• , x a., ••• 
where ~ + 2 and a + ~. Then we can rewrite s 1 as 
s = 1 ( 2' ~) ( xl, x2, • • •, xe , • • • , xi3' Xl J X J • • • J X. J • • • J X A J a. l.t r' 
•• •) Ill 
••• 
0 
But both sl and sl have the property that they belong to 
s1(B,C) and that they leave at least one other x fixed. 
0 0 0 ' ' ' Thus if s 1e = v1 s 1 and s 1e • v1s 1 we know that both 
' and v1 are scalars. 
0 ' This means that s e • s es e m .l 1 1 
00 j' 0' 0' 0' 
0 
vl 
v1 s 1 v 1 s1 = v1 v1 s 1 s 1 = v1 v 1 s1 since scalar_s commute with 
0 ' permutations. It is also clear that v1v1 is again a 
scalar; so we have that s 1e a vs1 where v is a scalar. 
It is now possible to establish a homomorphism between 
the group s1(B,C) and a subgroup G of H in the following 
manner. It has been demonstrated that if a1 is an element 
of s1 (B,C) then s 1 e = vs1 where vis a scalar, say 
v = {h }. Now let us define a correspondence ~ between 
sl 
the elements of s 1 (B,C) and elements of H by s 1~ = h sl 
3S 
where s 1 e = {h81 }s1 • It is clear that~ is defined for 
all elements of s1 (B,G) and that it is single-valued 
since e ~as an isomorphism. & preserves multiplicatio~ 
since scalars commute with permutations. 
We have now completely determined the nature of the 
images of elements of s1 (B,C) under the isomorFhiam e. We 
have also established a homomorphism 6 from s1 (B,C) onto a 
subgroup G of H. Let us r6turn to the problem of doter-
mining the factors of the multiplication v of tho express-
ion (l,a)~ = v(l,a:). All we have established thus fur io 
that the factors in the first and ath positions aro o. 
Le t ( 1, a: ) ~ = { e, • • • ' h I:' ' ••• , .,, , ct e, •.• } ( l, ct) and let 
it be required to find an arbitrary factor h~ 
t', a w~ioro 
p + a:, ~ + 1. It has beAn established that (l,~)e • 
{ e , • • • , h ) , • • • , e , • • • } !, 1 , j~ ) w h Gr e c o c cu r s i n t. h a 
(. ' ;-, 
. first and pth positions. It. hao also boen e3tablishcd 
that for the element (;~,ct) of s1 (H,C) (jJ,a)d> :s ti;~,a. for 
some g of G. We shall establish that h = ~ • If p, a i: . ~,a 
one computes (l,a)(l,~)(l,a)~ • (l,a)e(l,~)6(1,a)e, the 
result is 
(l,a){l,p)(l,a)e = 
~ xl ' ••. J x (l , ••• J x r~ ' ••• , x E' , ••• ) h rl X 1 J • • • J h t1 X 'l J • • • J h r:l XI J • • • J h h .. ,'..t h X J • • • • a , t' _ t.t , a f> t~ , a a £ , a t , ,J c , a t 
Since (l,a)(l,p)(l,a) = (a,~), and since la,?)e • 
{g 11 ,a}(ct,j3), we see that i1 ~ · s: h 0 ~ c,, • This shows P a.,p p,a p,a 
that the pth factor in . the expression (l,ct)e a v(l,a) is 
simply the homomorphic image of (~,a) under ~. 
3b 
111 This leads to t.he following theorem: 
+ Theorem 1: The symmetry Z(H;B,B ,c) splits 
over th~ basis grou~ E(H;B,B+,c) • V(B,B+) UT, 
V(B,B+) n T = E. Any group T is the conju-
gate of some group T 0 obtained by the follow-
ing construction. Let G be a subgroup of H 
that is the homomorphic image of s1 (B,C) 
. + 
where d < c < B • Let s~ a g indicate the s 
homomorphism. In particular, (a.,p)~ a ga,p• 
Then the elements of To are obtained from the 




}s for s belonging to s1 (B,c), 
(l,a.)* = {e, g 2 , ••• ,g , ••• ,e, ••• }(l,a) ,a. t,a. 
where e occurs in the first and a.th 
positions. 
It ha~ already been shown that any group T, after 
suitable transformation must have the form indicated in 
the correspondence above. It remains to show that the set 
of substitutions defined by the correopondence above 
actually form a group isomorphic to S(B,C). 
Any element s of S(B,C) may be written uniquely in 
the form s a (l,a.)sl where s 1 is an element of s1 (B,C). 
For if s belongs to S(B,C) and s belongs also to s1(B,C), 
we can write s = (1,l)s. If s belongs to S(B,C) and a 
does not belong to s1 (B,C), thens •(xl' XP' 
( 1, a) ( xl' • • • ' x a.' • • • ) 
xl' • • •' xil, • • • • 
C£ • ••• , x, •••) 
• • • , xl, • • • 
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The correspondence of the theorem defines a unique 
substitution S* corresponding to each s of S(B,C) by 
S* = (l,a)*Si* or 
S* = {e,g2 , ••• ,g , ••• ,e, ••• }(l,a){g5 }s1 ,a e,a 1 
i "' . t d th . t. d where e occurs n vhe firs an a-- posi ions, an , 
therefore, 
g2 g , ••• , g g , ••• , g , ••• }s. ,a s 1 E,a s 1 s 1 
We see that the correspondence is one-to-one. For 
if s and s o are different e 1 em en t s of S ( B , C ) , t hon s ·:1- a 11 d 
So* will differ in their permutation. If two distinct 
images t , t o ar o c onside red, and l r they d :i. f J.' er in the 
permutation part, then the pre-imagos are dif.fcrcrnt. It 
will not happen that t = vs and to = Vos whoru tho pcrmu-
tations are the same and the multiplications are differ-
ent, because the factors of t and ta are determined by 
the unique decomposition of s into (l,a)s1 • 
We shall now prove that the so defined correspondence 
preserves multiplication. Let ; 2 (1,~)~ 1 be another ele-
ment of S(B,C) that hao been written in tho normal form 
\ 
with s1 belonging to s1 (D,C). We shall then prove that 
( 1) 
First we notice that it is no limitation to discuss 
only the case where sis simply (l,p), because by use of 
the definition above we can show that (ss1 )* = s->c-fi 1 ~;- for 
arbitrary s of S(B,C) and any s1 of S1 (B,C). To verify 
that (s;1 )* = S*;l* let us write s = (l,a)s1 and compute 
both (ss1 )* 
(ss 1 )~} -s~-s 1 ~- = 
-and S*Sl~~. 
= ((l,a.)s1s1 )* 
( ( 1 , a ) R 1 ) ~~ s 1-~~ 
= 
= 
(( l,a);1 )* = (l,a.)*;i* 
( 1, a. ) ·:.t- s 1-::-s 1 ·::-
But ~~* = s *S * for we know that s 1* = {g 81 Js 1 and J. 1 1 ' . - . sl~ = {g- }iJ._ . Then s~...L*S1* = {c~ }s {g- }s = {gn g- }s • . s 1 . Ql 1 s 1 l ~ 1 s 1 1 
It follows from the fact that ' is a homomorphi3m that 
g g- = g - = g= • 
sl sl slsl sl 
We wish to apply the results of the above paragraph 
to (1) to show tha.t i.t. is no limitation to ch o c~e a as 
(1,p). We know that (s;)* = (s(l,µ);1 )*: (s(l,p J)*;i* 
by the above work. If we know (s(l,~))* = D*(l,~)*, we 
would have {ss)* = s*(l,~) * ;l* 
prove, therefore, that 
-
:2 s ~- s ~~. We shall havo to 
( 2 ) ( s ( 1 , i3) ) ~~ = s ~- ( 1 , p ) i~ = ( l , a ) ·:r s 1 ~- ( 1 , 13 ) -;~ • 
In order to establish ( 2 ) we note that it will 
follow if we can prove the two simpler relations 
(2.1) ( ~ l,a)s)* = (l,a) *S* for any s belcn G in~ to 
S(B,C) 
(2.2) (s 1 s)~:- = s 1~- s1:- for any s 1 of s1 (B,C) and any 
s of S(B,C). 
For if we h~d (2.1) and (2.2) we could writo 
( s ( 1 ' f1 ) ) -~ :: ( ( 1 ' a. ) s 1 ( 1 ' p ) ) -;{ = ( l ' a. ) {I- ( s 1 ( 1 , µ ) ) ii- ::s 
( 1 , a ) ~;;. S l .;~ ( l , p ) * ~ \ ( 1 , a. ) S l ) -~ { 1 , ~ ) .;: a G * ( 1 , µ ) i~ • 
Let us p rove (2.1) first. By our earlier diocussion 
we know it is no limitation to take s as (l,p). There-
fore, we shall establish 
. I 
\2.1) ((1,a)(l,p))* = (l,a)*(l,p)*. 
Case 1. ct = j3 
From the definition of the correnpondenco we have 
(l,a)* = {e, g 2 ,~, ••. , gE,a' ••• , e, ••• }(l,a). 
computation shows tnat 
... , 2 g , • • ., e, e,a 
But (e,a.)d:> = ge 'a and & is a homomorphism. So 
A 
... } . 
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2 2 1, + T:1is :lhows (&,a) di :: Id> ::: e = gc 'a for all e :f: e (1. 
that (l,a)-r.·(l,a)* :: E. On the other hand, WC havo 
((l,a)(l,a))* = I* = {g1 }I = {e}I = E. 
Case 2. a + p 
We have (1,a)* = {e, ••• , r, , ••• , c, ••• }(l,a) 
c 'a 
where the e occurs in the first and at h pus it ions • vie 
also have (l,~)* = {e, ••• , g i~' ... , e, ••• }(l,~) with e,,.. 
th the ·a occuring in the first and p- positions. Wh~n ans 
computes (1,a)*(l,~)* the result ia 
(l,a.)*{l,p);:- = {g q, ••• , g g 3, ••• , e, a,t' e,a.-e,1 
••• , g~,a, ••• }(l,a)ll,~} 
h . th th . t~ d + 1 w, ere e occurs in e a- pos:i. ~on an e , a., :~. 
N ow 1 et u s c om pa t e ( ( 1 , a ) ( 1 , r ) ) ·lf· • We n o t e fir st t. hat 
( 1 , a ) ( 1 , j3) = ( 1 , 11 ) ( a. , } ) ; s o ( ( 1 , a ) ( 1 , ~ ) ) 1t- s ( ( 1 , 13 ) ( ex , !1) ) * . 
We can apply the definition of the corresponde~ca and 
compute, and we hav~ 
( (l,~)(a.,f3) )-~ 
= {e, ••• , g ~' ••• , e, ••• }(l,~){g ~}la,~) 
e,~ ~,t 
= 2 {gn n, ••• ,gt rJga ~, ••• ,g~ ~, ••• ,g .3, ••• }ll,a)(l,p) • ..... ' t-' w ' , ' t) .... , i} a ' l 
By comparison of the two computations one. sees that the 
factors in the l~, th a-, and µth positions are the same 
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when one uses the aforementioned result that &~,fl = e • It 
remains to show that g g A = g ~g ~ where & is nei-e, a t,~ &,,J a,~ 
ther a nor~. But we observe that (c,a)(t,p) = (&,µ)(a,µ) 
and ~se once ~gain the fact that & is a homomorphism and 
((&,a)(e,p))' = (t,a),(e,p)' = g&,age,p' 
((&,p)(a,~))' = (e,p)~(a,p)& = g& qga 3 ' ,. ' t 
' must be the same. This concludes the proof of ( 2 .1) • 
We shall now prove (2.2): (s1 s)* m s 1*s* for any 
s 1 of s1 (B,C) and any s of S(B,C). We saw earlier that 
it is no limitation to choose s as (l,p), and we shall do 
so. Therefore, we shall establish: 
Case 1. s 1 does not move xp• 
We have that s ·1-~ = {g 81 }s1 and that (l,~)* • v(l,fJ) • 
{e, ••• , g .), ... , e, ••• }(l,p), where e occurs in the e, I:> 
first and ~th positions. We then compute si-:t-(l,~)·n· and 
simplify by noting that (l,p) commutes with v, that 
scalars commute wit~ all permutations, and that in the 
present case we are discussing (l,~) commutes with s 1 • 
The result of this computation is 
... ' ... ' ... , ... ' ••• , x, •••) • • • , g g $:;. , , x6f.. , • • • s 1 vn' 
where instead of listing one general element we have 
listed two. It is necessary to look at the factors 
occurring in the positions occupied by the 
hl 
xa which are not moved by s 1 _and also the xt which are 
moved by s 1 • 
' We shall now compute the left hand side of (2.2) • 
Since it cannot be computed as it is written above, we note 
that (l,p) commutes with s 1 and use (2.1) to write 
Cs 1 (1,~))* = ((l,p)s1 )* ~ (l,p)*Si*• We can compute 
(l,~)-r--s 1* and simplify by using the fact that scalars 
commute with permutations. The result of this computation 
and simplification is 
( 
xl ' • • • ' x B , • • • , x ct , • • • ' x t ' 
gs 1x~, ••• , gs1 xi, •• ., ga,j3gs 1xa' •• ., g&,f3es 1 xo, 
.. •) 
• • • • 
By comparison one sees that it remains to show that 
gtl;~gs 1 
= gs1ga,~ 




g5,p when sl sends x into xo. We are at £ 
present discussing the case where sl leaves x~ fixod. If 
s 1 also leaves xa fixed, then (a,~) commutes with a1 • This 
means, using the fact that & is a homomorphism, that 
ga,pg 51 = ((a,p)s1 )' = Co 1 (a,p))& = g 81ga,p• Tho same type 
Of argument is applicable to Showing that g 1~g • g g01 A e,tJ s 1 s 1 ... 
although not so simply stated. Let us write s 1 (6,~) in 
these two ways 
sl ( 0, r .) c (x1, 
xl' 
and 
... , xp, ... , x&, ... ) ... , x~, ... , x6, ••• 
(
.Al' ••• , xf3' ••• , xe, 




which was to be shown. 
Case 2. s 1 does move xp. 
Let us . denote by xa the image of xp under s 1 and since 
xp i~ not sent ~nto itself by s 1 , s 1 must send some other x 
into x~. Let us denote this by x 6 • We know that 
s1• • {g61 }s1 and that (1,p)• • {e, ••• ,g&,p:••••e, ••• }(l,p), 
We now compute the right hand side of ( 2.2) · and find 
( x 1 ' ••• ' x El ' ••• , x 6 ' ••• J x & ' •• •) 
lgslxp' . ••• , gslga,j3xa.' ••• , gslxl' ••• , gslgie,pxi&' ••• • 
Since it . is not possible to compute the left hand side of 
' (2.2) as it is at present, we rewrite ~ 1 (1,p) as follows: 
s 1 (1,~) = 
... ' 
••• J 
x& ' •• ·) (l,~) • (l,o)s1 xi ' • • • e 
and use (2.1) to compute. (s 1 (1,~))* • ((l,6)s1 )* • 
(l,o)*s 1~-.• We know that (l,o)* = {e, ••• ,g 5 , ••• ,a, ••• }(1,6) . e, 
whe.re e occurs in the first and o th positions. We now 
compute and simplify. The result is 
By comparison one sees tha~ . the facto~s are the same in 
the first and 5th positions. It remains to show that 
g~,ogsl = gslga.,~ and g&,6gs1 = gslgie'~· The method of 
proof is the one used previously in similar cases. A 
computation shows that (~,o)s 1 = s 1 (a,~) and since ' is 
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a homomorphism we must have g g = g g A p,o s 1 s 1 a,~· 
computation a~so shows that (e,6)s1 = s 1 (i& 1 p) and hence 
g~ ~gs , = gs gi. ~· 
..,,v 1 . 1 eH" 
This concludes showing that the correspondence defined 
in the theorem ~reserves multiplication • . The images of the 
elements or S(fr,C) form a group isomorphic to S(B,C) which 
' + we shall now call T. It is also clear that V(B,B ) n T a E, 
because if there exists a common element v = t the permu-
tation portion of t must be I. But I~ = e; so t a E. We 
can also see that V(B,B+). u T = Z(H;B,B\c). Let m be any 
element of z and m • vs where v is an element of V and s 
is an element of s. We shall show that m = v1 t for vl in v 
and tin T. We know S* = t c v2s for some v2 of v. Then 
-1 -1 we can write m • vv2 v 2s • (vv2 )v2s • v1t. This concludes 
the p~o6f .of the theorem. 
The construction of the group To of the last theorem 
leads to a condition for Z to split regularly. 
Theorem 2: A necessary and sufficient condition 
for the symmetry E(H;B,B+ ,c), where d··:::_ .. c ~ B+, 
to split regularly over its basis group is that 
H contain no subgroup different from e homomorphic 
to the symmetric group Si(B,C). 
Proof: If H contains no subgroup different from 
e that is the homomorphic image of sl, then all the factors 
g
5 
in the previous theorem are e, and To is simply s. 
If Z splits regularly the group To can be transformed 
into s. -1 There exists an m such that mT 0 m a S. But this 
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m may be assumed to be a multiplication. 
For if m = vs we may rewrite m = sv1 since V is 
-1 -1 -1 
norma~ in Z. Then mTom = sv1Tov1 s = s. This noans 
-l -1 that v1Tov1 = s Ss = s. Therefore, m need have been 
only a multiplication, m = {k1 , k 2 , ••• , ke' •. ·} • 
Now consider those elements t of To of the form 
t . = {g }s. We note that such an element has the property . s 
t . t . t l f. d TTh t -l i t d i· t na 1 eaves x1 ix~ • ~ en m m s compu e , 
-1 follows that k1 g 8 k1 c e, 
the group G is e. 
and hence g = e. s This proves 
Corollary 1: A necessary and sufficient con-
+ dition for the symmetry Z(H;B,B ,c), where 
d+ < C =:_ B+, to split. regularly over its 
basis group is that N contain no subgroup 
isomorphic to S(B, .C). 
Proof: If E splits regularly then H contains 
no subgroup;- except e; which is the homomorphic image of 
~ 1 (B,c). Since s1 (B,C) is i~omarphic to S(B,C), it 
follows that H contains no subgroup isomorphic to S(B,C). 
Let us assume that H contains no subgroup isomorphic 
to S(B,C) and that E does not split regularly. Then H 
contains a homomorphic image G of s 1 tB,c). Then by 
Theorem 11, Ghapter I, G contains a subgroup isomorphic 
t6 ~{B,c). A contradiction has been reached, so Z 
must split regularly. 
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Corollary 2: A necessary and sufficient 
+ 
condit~on for · L(H; B, B, d) to split 
regularly over its basis group is that H 
contain no element of order 2~ 
Prooi: lf Z splits regularly, then by 
Theorem 2, H c·ontains no subgroup, except e, which is 
the homomorphic ima ge of s1 (D,d). Hence, U contains no 
element of order 2 for such an element would generate a 
subgroup which would be a homomorphic image of s1 (J,d). 
ConverselyJ ir H contains no element of order 2, 
then H c on t, a in s no s u b gr ou p , except a , w hi c h i s the h \Hn o -
morphic image of s1 (B,d). For such a subgroup must ue a 
cyclic group of. order 2 or be isomorphic to s1 ( B, d). 
Therefore, by Theorem 2, t splits regularly. 
Corollary 1= For every group H there 
+ + exists a group Z(H; H, B , B ) such 
that the monomial group splits reg-
ularly ovar the basis gr~up. 
Proof: This follows from Corollary 1 if the 
cardinal Bis chosen such that o(S(B,B+)) > o(HJ. 
2 • 'l' he Sp l i t ti n g .?.£.. !!., A ( H ; n , n + l , n + 1 ) 
1fo sh a 11 now disc u s s the op lit ting of t he group 
EA(HJ n, n+l, n+l). It was shown earlier that EA splits 
over the basis group,, E.A(H; n, n+l, n+i) = 
V(n, n+l) U A(n, n+l), V(n, n+l) n A(n, n+l) = E. We 
shall consider the problem of finding all groups T 
46 
such that ZA = V U T, V n T = E. 
If there exists such a group T, we see that T is 
isomo'rphic to A(n, n+l). Furthermore, this isomor p hism, 
·, 
which we denote by e, can be taken in s11ch a way that 
se = t = vs for all s of A(n, n+l) and for some v of V. 
Carmichael [3, p. 31] . shows that the eloz11ent.s 
s. = ( 1, i, 2), i = 3, ••• , n, generate the group 
l. 
A( n, n+l). T mu.st contain elements t., i = .3, ••• , n, 
l. 
such that 
t. = { hl . h2 .• , ]. ,i ,i 
We shall denote those t. as follows: 
]. 
... ' h ~ ., ••• , h .}(1,i,2). '1,i. n,i 
Now let us transform T by the multiplication 
v = {k1 , k 2 , ••• , kj' ••• , kn}. Then the group 
To = vTv-l must contain the n-2 elements 
t~ = vt.v-l = 
l. l. 
-J -1 -1 -1 {klhl .k. -,k2h2 .kl , ••• ,k.h .. k2 , ••• ,k.h .. kj' ,1 l. ,i L 1,1 J J,l. 
••• , k h .k- 1 }(1,i,2) n n,J. n 
for. i = 3, •• ~, n. We shall now choose the factors of 
() 
v in such a way that the factors of ti are simplified. 
Let k1 be an arbitrary fixed element of H and choose 
ki = k1 h1 ,i for i = 3, ••• , n. We are also at liberty 
-1 to choose k 2 , and we take k 2 = k 1 h 2 , 3• This shows that, 
for a proper choice uf v, To must contain the elements 
0 
= {e,e,g3 3,g1 3, ••• ,g. 3, •• • ,g 3 }(1,3,~), , u, . J, n, 
0 
t. = { e' g2 . i· 'g 3 i· , • • • ' g . . ' • • • 'g .. } ( 1, i' 2) 1 ' , J,1 ~,i 
for i = 4, •.. , n. 
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We shall now work with the group To instead of T. 
0 
We shall express the factors of t 1 for i = 4, •.. , n 
0 
in te'rms of the factors of t 3 by using properties of 
the elements s. of A(n, n+l) and the isomorphism e. We 
J. 
observe first that in the group A(n, n+l) the elements 
si have the property that (si) 3 = I. This means that 




l. . J. 
for i = 4, ..• , n are computed and the results are: 
3 
• • • ' gn, 3} ' 
... , 
h · th r· t d .th iti w ere g .. g 2 . appears in e irs an 1-- pos ons 1,1 ,1 





g3,3 = e, 
g 3 = e for j = 4, j,3 • • •, n, 
gi · g2 · = g2 · g. i = e for i • 4, ••• , n. ,1 ,i ,1 i, 
0 
We can rewrite t 3 using (1): 
0 
t 3 = {e,e,e,g413 , ••• ,gn, 3}(1,J,2). 
Once arain we examine the elements of A(n, n+l). 
In this group (s 3si)
2 
a ((1,3 1 2)(1,i,2))
2 
a I for 
i = 4; •.. , n. So in the group To we must have 
0 0 2 
(t 3t 1 ) = E. When this is computed we see that 
c> 0 2 
(t3ti) = 
. · 2 
~g3,ig2,i'gi,Jgi,i'••• 1 gi,Jgi,i'•••J(gn,Jgn,i) }. 




gJ . . g 2 . = e for i = 4, ••. , n, ,1 ,1 
g. -3g .. = e for i = 4, •• . , n, 1, 1,1 
2 (g. 3g .. ) = e for j a 4, ••• ,i-1,i+l, ••• ,n J, J1l. 
i = 4, •.. ,n. 
We can now combine some of these relations to give 
0 
further information about the factors of t 1 for i > J. 
From ( 5) and (2) we have 
(7) = e, a 2 for i m 4, .•. ,n. g. Jg. i or g. i gi,3 i, i, l., 
From ( 7)' ( 3), and (2) we have 
(8) gi,ig2,i = e, or g2 . ,1 D gi, 3 for i • 4, •.• ,n. 
From (4), (2), and (8) we have 
(9) gJ,ig 2 , 1 = e, or gJ,i = g~, 3 for 1 • 4, ... ,n. 
This set of results allows us to rewrite the elements 
0 
t. of To in the following fashion: 
J. 
0 
t 3 = {e, e, e, g413 , •• • , ·gn 13 }(1,3,2) 
2 
ti = {e, gi,3' gi,J' g4,i' •• ., . 
0 
2 
gi-1,i' gi,3' gi+l,i' ••• , gn,i}(l,i, 2 )• 
0 
In order to write the other factors of t 1 , 
0 
i = 4, •.• , n, in terms of the factors of t 3 we will 
use another property of the elements of A(n, n+l), 
namely (s1 sj)
2 =I for all i, j such that i + j. It 
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0 0 2 
follows that (t.t.) = E for all i, j such that i + j. J. J 
0 02 . 002 When (t.t.) is computed the result is (t.t.) = 1 J J. J 
2 {g .. g. 3g. 3 , ••• } • The following relation must be i,J i, J, 
satisfied: 
(10) + j. 
From (10) and (2) we have 
. ( 11) 2 g. . = g. Jg. 3, i + j. i,J J, i, 
0 
When this result is applied to the elements t., they have 
J. 
the following form: 
0 
t3 = { e' e, e, g4,3' ••• , g 0 , 3}(1,J,2) 
0 2 t. = {e, g. 3' g. 3' J. l.' l.' 
2 
••• , gi,Jgi-1,J' 
g~,3' gi,3gi+l,J' • • ., g~,Jgn,3}(l,i, 2 ) 
for i = 4, .~., n. 
Consider the set of elements gj,J of H where 
j 4, We have in (2) that J = ... ' n. seen (gj,J) Ill e 
for all j. Ii'rom (6) we have . that (g. Jg. i)2 a e J, J, 
for j = 4, . . . , i-1, i+l, . . . ' n and i a 4, . . . , n • 
2 We will use this to show that (gi, 3gj,J) = e for all 
i, j such that i + j. In the expression 
(gj Jg .. ) 2 = e fix i as one of the subscripts of the , J 'l. 
index set 4, •.• , n. Let j have any one of the values 
4, ... , i-1, i+l, ••• , n and j + i. Then (gj,Jgj,i) 2 • 
2 2 2 2 2 
(gj,3gi,3gj,3) = gj,Jgi,3gj,Jgi,Jgj,J • e where we 
have used the earlier result that gj,i a g~,Jgj,J• 
Then 
e = g. Jg. 3gi 3g. 3 i, J, , J, 
which was to ~e shown. 2 This proves (g. 3g. 3> = e J., J, 
for all i, j such that i + j and j a 4, •.. , n; 
i = 4, ••. , j-1, j + 1, •.• , n. 
In summary we may say that the elements 
g4,J' ••• , gn, 3 satisfy the conditions 
(a) g~, 3 = e for j = 4, •.. , n, 
( i··~) ( ) 2 f i + j ~ gi,3gj,3 = e or • 
so 
It follows from Carmichael [3, pp. 166, 112] that the 
group generated by. gh,J' ••• , gn, 3 is a homomorphic 
image of A(n-1, n). 
We are led to the following theorem: 
Theorem 1: The group EA(H; n, n+l, n+l) 
splits over the basis group, lA(H; n, n+l, n+l) 
= V(n, n+l) U T, V(n, n+l) n T = E. The 
group T is conjugate to some group To obtained 
as follows. Let G be a subgroup of H which 
is the homomorphic image of A(n-1, n). Let 
g4, ••• , gn be generators of G, satisfying 
the following relations: 
(a) g? = e, i = 4, ... , n, 
J. 
2 (µ) (gigj) = e where i + j. 
Let s. = (l,i,2) for i = 3, ••• , n generate 
1 
the group A(n, n+l). Then the elements of 
~o are obtained from the elements of 
A(n, n+l) by the isomorphism e defined by 
0 
s 3e = t 3 = {e,e,e,g!, ••• ,g }(l,J,2) . i n 
0 . 2 2 
sie = ti = {e,gi,gi,gig4' ••• , 
2 2 2 2 . 
g.gi l,g.,g.g.+1'···1g.g }(l,1,2) 1 - 1 1 1 1 n 
for i = 4, •.. , n • 
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It has already been shown that any group T after 
proper transformation must have the form indicated by 
the theorem. 
i = 3, ••• , n 
We shall 
i = 3, ••• , n. 
. 3 
because gi = e 
We shall now show that (t:) 3 
0 0 2 
and ( t. t . ) = E for i + j. 
l. J 
verify first that (t~)3 • E 
1 
0 3 3 (t 3) = {e, e, a, g4, 
by (a). 
= E for 
for 
i = 4, ••. , n. It is clear that the factors in the 
f . t d th. d d ith . t. b ( ) irs , sec on , ir , an - posi ions are e · y a • 
It remains to show (g~gj) 3 = e for j • 4, •.. , 
2 3 2 2 2 i-1, i+l, ••• , n. But (gigj} = gigjgigjgigj • 
g.g.g.g.(g.g2j)g.g.g.g.g. = g.(g.g.g.gj)gj(g.g.g.g.)gigj 
1 l. J 1 J 1 J l. 1 J l. 1 J l. J l. J l. 
= e e a = e where we have used (~) to simplify. 
0 0 2 
We shall now show that (t1 tj) • E for i +· j. 
Case 1. i = 3, j = 4, •.. , ~· 
A simple·~omputation shows that 
2 2 2 2 2 = {gjgj, gjgj, gjgj, (g4gjg4) ' ••• , 
2 2 2 2 2 
~gj-lgjgj-1) ' gjgj, (gj+lgjgj+l> J 
. 2 2 
• • •' ( gn g j gn) } • 
The factors occupying the first, secon~, third, and 
j th . t. b ( ) posi ions are e y a .• 
2 g.g., ••• , 
J. J. 
It remains to show that 
'. , ' . th 
The factors in the first, second, third, and i--
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( 2 . 2 positions are e. It remains to show that gigkgk) • e 
2 2 2 2 for k different from 1,2,3,i~ gigkgigk a gkgigkgi • e. 
Case 3. i + 31 j + 3, i + j. 
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The factors occupying the first, second, i~, 
and .th J-· posi-tions are e by (a.) • It follows from (ct) 
<in 2 2 2 2 2 2 2 It and that (gigj) = gigjgigj = gjgigjgi = e. 
2 2 2 for k = 4 J •••I remain·s to show that (gigkgjgk) = e 
i-1, i+l, ••• , j-1, j+l, ••• , n. Before computing 
2 2 
we note that gigkgigk = e implies that gkgigk = gigk. 
When we use this with those relations already mentioned 
2 2 2 2 2 2 2 
we have (gigkgjgk) = gigkgjgkgigkgjgk = 
2 2 - 2 2 
gkgigkgjgkgkgigkgjgk = gkgigj(gkgkgk)gigjgkgk m 
gk(gigjgigj)gkgk = ee = e. 
0 
The elements t., i a 3, ••• , n, are distinct 
1 
since ~hey have different permutations. It is also 
0 
clear that none of the ti, i a 3, ••• , n, are E since 
the permutations are not the identity. Thus we have 
n-2 elements which generate a group that is the 
homomorphic image of A(n, n+l). 
If n > 5 the group To ·generated is isomorphic to 
·A(n, n+l) by se •vs• t since A(n, n+l) is simple 
for n ~ 5. It is also clear that V n T 0 • E and 
V U To = z. For if V n To + E then there exists an 
element of the form v = t = v 1 s + E. This . requires 
thats = I and t is·a multiplication. But the permu-
tation part of every t is different from I except for 
the element of E. This is due to the fact that. the 
isomorphism e makes correspond to every s of A(n,n+l) 
an element t with a as its permutation part. 
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Furthermore, if V U T 0 + Z there exists an element of the 
form y = vs which cannot be written as v1 t where vi be-
longs to V and t belongs to T 0 • But se = v 2s = tis de-
-1 fined, so we can w!'i te y = vs = vv 2 v 2 s = v 1 t. 'F~e_.ref ore, 
it follows that EA(H; n, n+l, n+l) ~ V(n, n+l) U To, 
V(n, n+l) n To = E for n > 5. 
0 0 
If n = 4 the elements t 3, t 4 generate a group 
that in the homomorphic image of A(4,5)~ Since 
0 0 
t 3 = v(l,J,2), t 4 = v1 (1,4,2) the group generated by 
these elements will have twelve distinct elements. For 
have different permutations. By the method used when 
n ~ 5 it c~n be shown that ZA(H; 4,5,5) = V(4,5) U T 0 , 
V(4,S) n To = E. 
0 
If n = 3 the element t 3 a {e, e, e}(l,J,2) gener-
ates a group isomorphic to A(J,4). Similarly, it can 
be shown that ZA(H; 3,4,4) • V(3,4) U T0 , V n T 0 = E. 
Corollary 1: The group EA(H; J,4,4) splits 
regularly over its basis group. 
Proof: Since s 3 = (l,3,2) generates A{J,4) 
0 
and t 3 = {e, e, e}(l,3,2) = s 3 generates To, it follows 
that To is A(J,4). 
Theorem 1 describes the splitting of the group 
EA(H; 4,5,5); however, it is interesting to note that 
another and perhaps more pleasing construction £or the 
SS 
group To can be given by a slightly different approach. 
The group ZA(H; 4, S, 5) splits over the basis group, 
ZA(H; ~,5,5) = V(4,S) U A(4,5), V(4,5) n A(4,5) • E. 
We shall assume that there exists another group T such 
that ZA • V UT, V n T = E. The group T is isomorphic 
to A(4,5) and-if we denote the natural isomorphism 
by e we have se = t = vs for all s of A(4,5) and some 
v of V( 4, 5). 
Instead of discussine the images of the elements 
si = (l,i,2) at this point we shall investigate 
s 2 • (1,2)(3,4), s 3 = (1,3)(2,4), and s4 a (1,4)(2,J). 
We shall write s 2e = t 2 = v 2 s 2 , s 3e = t 3 = v3s 3 and 
s4e . = t 4 = v4s 4. If Tis transformed by a multiplication 
v picked in the proper way, the first factors of 
v2, VJ' and v4 become e. We then work with the group 
-1 0 0 0 0 To = vTv and have $ e D v2s2 = t2, s 3e • v3s 3 • t3, 2 
0 0 
and s4e = v4s4 = t4 where the first .f'actors of 
0 0 0 
v2' v3' v 4 are e. 
The elements si, i = 2, J, 4, have the property 
2 ° 2 that (s.) = I; so (t.) = E, for i :s 2, 3, 4. When 
1 1 
these computations are made, one sees that the elements 
0 
t. may be written as follows: 
1 
0 0 
t2 = v2s2 = {e, e, g3,2' g4,2} 8 2' 
0 0 
t3 ct v s = 3 3 {e, g2,3' e, g4,3} 8 3' 
0 0 
t4 = V4s4 a {e, g2,4' gJ,4, e}s4. 
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0 0 0 
In A(4,5) (s 2 s 3) = s 4; so in To t 2 t 3 = t 4• When 
this is computed and the relations between factors 
found here combined with those given by (t~) 2 = E, 
J. 
one 
sees that s 2e = s 2 , s 3e = s 3, and s 4e = s 4 ~ 
We shall ~enote (1,2)(1,4) by s 5 and (1,3)(1,4) 
0 0 0 0 
by s 6 • Then s 5e = t 5 = v5s 5. and s 6e = t 6 = v6 s 6 for 
0 0 
some ~S' v6 of the basis group. In the group A(4,5) 
the following hold: s 5s 6 = s 2 , s 6 s 5 ~ s 3 , and 
( s 5) 
3 = ( s 6 ) 3. = I. The corresponding relations which 
0 0 0 0 
must hold for elements of To are t 5t 6 ~ s 2 , t 6 t 5 = s 3, 
and (t;)3 = (t;) 3 = E. When these are computed and the 
0 0 
relations that must hold on the factors of v5 , v6 found, 
0 0 2 g3 we see that t 5 = {g}s5, t6 = {g }s6. Fu rt her, a e. 
The other elements of A(4,5) are s 1 = I, 
s 7 = (1,4)(1,2), 68 = (l,J)(l,2), s 9 = (2,4)(2,3), 
s 10 = (2,3)(2,4); s11 = (1,2)(1,3), and s12 = (1,4)(1,J). 
The last six may be expressed as follows: s 7 = s 6s 2 , 
s8 = s5s4, s9 = s6s3' slO = s5s2, sll = s6a4' sl2 a s5s3• 
That is, they are expressed in terms of permutations 
whose images under e are known. It follows that 
2 . s 7e = {g }s 7 , s 8 e = {g}s8 , s 9 e 
5 lle = {g 2 } 8 11' 5 12 6 = {g}s12· 
Since scalars commute with permutations, we see 
that the group G generated by g is the homomorphic 
image of A(4,5) by the correspondence s~ = g where s 
g is the factor in the scalar of se. It is also clear s 
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that the subgroup of A(4,5) whose elements are s 1 , s 2 , 
s 3, s 4 is contained in the kernel of the homomorphism. 
w~ are led to the following theorem: 
Theorem 2: The gro1! p ZA(H;4,S~5) splits over 
the basis · group, ZA(H;4,5,5) = V(4,r.; ) UT, 
V(4,5) n-T = E. Any group T in this decompo-
sition is the conjugate to some group To ob-
tained as follows~ Let G be a subgroup of H 
which is the identity or a cyclic group of 
order three. Let g be the generator of G. 
G is the homomorphic image of A(4,5), and we 
denote this homomorphism by s~ = g for s in s 
A(4,5). The elements of To are obtained from 
those of A(4,5) by the.isomorphism 
se = {g }s s 
for s belonging to A(4,5). 
It has already been shown that any group T, after 
suitable transformation, must have the form described in 
the theorem. It remains to show that e is an isomorphism. 
It is clear that e is one-to-orie and defined. 
That multiplication is preserved follows immediately 
from the fact that scalars commute with permutations and 
that ~ is a homomorphism. 
By the method used in the proof of Theorem l it can 
be shown that V(4 1 5) n To = E and ZA(H; 4, 51 5). 
= V(4,5) U To• 
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Before proceeding we mention one other special 
construction~ The group ZA(H; 5, 6, 6) splits over the 
basis ~roup. If we assume that there exists a group T 
such that EA(H; 5, 6, 6) = V(5,6) UT, V(5,6) n T • E, 
then T is isomorphic to A(5,6) and we denote the natural 
isomorphism by e where se = t = vs for some v of the 
basis group. In the group A(5,6) we shall use the 
notation s 1 = I, s 2 = (l,2,J,4,5), s 3 = (l,3,S,2,4), 
s 4 = (1,4,2,5,3), and s 5, (l,5,4,3,2}~ We hava that 
s = 3 
s 5e = t 5 = v 5s 5• We transform T by a multiplication v 
-1 0 0 0 
in such a way that To = vTv has elements t 2 , t 3, t 4, 
0 
t 5 whose first factors are e. We then ase the telations 
s 3 = (s 2 )
2 , s 4 = {s2 )
3 , s 5 = (s 2)4, s 1 a (s2)5 in order 
0 
to find relations on the factors of ti, i • 2, ••• , 5. 
A few c~~putations show that s 1 e = s 1 for i • 1, ••• , 5. 
In A(5,6) if ~e denote (1,4)(1,2) by s 6, l2,3)(4,5) 
by s 7, and (1,2)(1,4) by s 8 we have that s 6s 7 • s 5, 
(s 6 )
3 = I, (s 7 )
2 = I, s 6s 8 c I, a 7s 8 • s 2 • The 
corresponding relations for ele~ents of To are 
0 0 0 (to)J (to)2 0 0 0 0 0 t6t7 = t5' m E, = E, t t = E, t7t8 • t2 . 6 1 6 8 
0 0 0 
where s 6e = t6' a7e = t7, s 8 e c ta· Another aet of com-
putations leads to the follo~tlng result. The factors of 
0 0 0 
t 6, t 7, and t 8 can be expressed in terms of two elements, 
g 3, g4 say, of H which must satisfy (g3)3 a e, 
(g4)3 = e, and (g3g4)2 • e. 
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2 2 
g4} 5 6 s/e = {g4' g3g4' g3, g3, 0 
s7 e = {g3g4' g3' 
2 2 
g3' g4' g4} 8 7 
{g3g4' 
2 2 sae = g3' ,gJ' g4' g4} 5 8 
All of the elements of A(5,6) can be expressed in 
terms of the eight elements of A(5,6) which we have 
listed. Therefore, all of the factors of images of 
elements of A($,6) can be expressed in terms of g3 and 
g4• It is a · somewhat lengthy computation to find these 
factors and the details of the work and the results will 
not be listed. However, we are led to the following 
theorem: 
Theorem 1: The group ZA(HJ 5, 6, 6) splits 
over ~he basis group, EA(HJ 5, 6, 6) = 
V(5,6) UT, V(5,6) n T = E. Any group T 
of this decomposition is the conjugate of 
some group To constructed as follows. Let 
G be a subgroup of H that is tho homomorphic 
image of A(4,S). Let g 3, g4 be generators of 
G, satisfying the relations (g.)3 ~ e for 
l. 
i = 3, 4 and (g 3g4)
3 = e. Then the elements 
of To are obtained from those , of A(5,6) by 
the isomorphism 
0 2 2 2 2 (l,4,5)e = t = {g4g3,g4g3,g4g3,g3g4,g3g4}{l,4,5), 2 
0 2 2 (2,4,5)e = t = {g3,g4,g4,g3,g4,g3l< 2, 4 , 5>, 3 
0 2 2 2 2 (3,4,5)e = t4 • {g4g3,g4g3,g3g4,g3g4,g4g3}(3,4,5). 
By the procedure used in the proof of Theorem 1 
we can show ·that t;, t;, t~ satisfy (t~) 3 • E for 
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• , 0 0 2 
1 = 2, . J, 4 and (t.t.) = E for i + j. Hence the three 
' l. J . . 
distinct non-identity elements generate a group To which 
is the homomorphic image 0£ A(5,6). But A(5,6) is simple 
so the group ~o is isomorphic to A(S,6). Furthermore, 
by t~e previous method it £ollows that V(S,6) n To D E 
and ZA(H; 5, 6, 6) = V(5,6) U T0 • 
We return now to the gen~ral case where 
ZA(H; n, n+l, n+1) is the group under discussion. We 
shall show as an immediate result of Theorem 1 the 
following: 
Theorem 4i A necessary and sufficient 
condition for the group ZA(H; n, n+l, n+l) 
to split regularly over the basis group is 
that H contain no subgroup, except e, which 
is the homomorphic image of A(n-1, n). 
Proof: If H contain no subgroup, except e, 
which is homomorphic to A(n-1, n), then the group T 0 
constructed in Theorem l .is simply A(n, n+l). 
Conversely, if ZA splits regularly, then T 0 can 
be transformed into A(n, n+l). By the method used in 
Theorem 2; Section l, Chapter III, it can be shown that 
such a transformation need only be by a multiplication. 
Let v = {k1 , k 2 , ••• , kn} be this multiplicatiori. 
0 -1 Consider the element vt 3v • 
0 -1 
~t 3v = 
-1 -1 -1 -1 -1 {k1k 3 ;k2k1 ,k3k 2 ,k4g 4k4 , ... ,kngnkn }(1,3,2) 
0 -1 . 1 If vt 3v is a permutation, then kigik~ = e for 
i = 4, ••. , n. But this means that g1 a e for 
i = 4, . . . ' n and the group G is simply e • 
Corollary 1: A necessary and sufficient 
. condition for ZA(H; n, n+l, n+l), for n a 4,5 
to split regularly over the basis group is 
that H contain no element of order J. 
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Proof: If H contains no element of order J, 
then H contains no subgroup, except e, which is the 
homomorphic image of A(n-1, n). Hence, by Theorem 4, 
ZA(H; n, n+l, n+l) splits regularly. 
Conversely, if ZA(H; n, n+l, n+l) splits regularly, 
by Theorem 4, H contains no subgroup, except e, which 
is the homorphic image of A(n-1, n). Therefore, H 
contains no element of order J. 
Corollary 2: A necessary and sufficient 
condition for ZA(H; n, n+l, n+l), for n > 6, 
to split regularly over the basis group is 
that H contain no subgroup isomorphic to 
A(n-1, n). 
Proof: If H contains no subgroup isomorphic 
to A(n-1, n), then H contains no subgroup, except e, 
which is the homomorphic image of A(n-1, n), since 
A(n-1, n) is simple. 
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Conversely, if _ZA(H; n, n+l, n+l) splits regular-
ly, then H cbntains no subgro up; except e, which is the 
homomorphic image of A(n-1, n). This means that H 
contains no subgroup isomorphic to A(n-1, n). 
J. The Spli tJ,ing of ~A(H; Bz B+ 2 d) 
It has been shown ·that ZA(H; B, + B ' cl) splits over 
the basis group, Z (H • A ' B, 
+ B , d) = V(D,B+) u A(D,d), 
V(B,B+) n A(B,d) = E. We shall consider the problem 
+ of findin g all groups T such that ZA(H; B, B , d) = 
+ + V(B,B ) UT, V(B,B ) n T = E. 
Let us assume that there exists such a group T. 
We see that T is isomorphic to A(B,d) and that the 
isomorphism ~ can be taken such that se = t • vs. 
In a manner similar to that used to show that 
s. = (l,i,2), i = 3, ••• , n, generate A(n, n+l) it can 
l. 
be shown that sa = (l,a,2) generate a group that is the 
homomorphic image of A(B,d) •. Since, by Theorem u of 
Chapter I, A(B,d) is simple, the group generated is 
A(B,d). T must contain the elements s e a t a v s a a aa 
+ for some v of V(B,B ) and all a. We shall denote t as a a 
t = { hl h 2 ' ••• ' h ' ••• } s • a ,a. ,a e,a a 
The method used for constructing conjugates of T 
in the previous section for ZA ( H; n, n+l, n+l) will 
again be used. There exists an element v of the basis 
group such that To= vTv-l must contain vt v-l a t
0 
a ~ 
whose first factors are e for all a and the second 
0 
factor of t 3- is also e. We now work with To and show 
0 
that t 'he factors of t for ·a > 3 can be . ~xp ressed in a. 
0 0 
terms of the factors of t3. The factors of t3 will 
denoted by ga,3 where a. = ), 4, . . . • 
0 
t 3 = {e,Je, g 3, 3, ••• , g 6 , 3, ••• }(1,3,2). 
Since (s ) 3 . ct = I we must have (t
0
)
3 = E, and we a. 
gain the relations 
(1) g3,3 = e, 
( 2) g;, 3 = e for e = 4, 5, ••• , 
( 3) g g 2 = e for a = 4, $, • • • , a.,a. ,a 
be 
Since (s 3sa.)
2 = I for ct = h, 5, •. . , we must have 
0 0 2 
(t 3ta.) = E. This computation yields the relations 
Ui) g),a.g2 ,a = e for a = 4, 5, ••• , 
( 5) ga,3ga.,a. = e for Cl = 4, 5, ... , 
(6) 2 (g&,3g£,a) = e for nll c except 1,2,3,a. and 
for all a. = 4, 5, • • • • 
A cornbina-cion of (5) and (2) i;ives \'/); (1), (3), 
and (2) give (8), and 
2 
<7> ga,a. = ga,3 
( [; ) g2,a = ga,3 
(9) = 2 rr ea,J 0 3, a. 
This rue ans that 
0 
t3 = {e, e, e, 
0 
t = {e, a 




( 2), · and un give ( 9) • 
Cl = l.i, 5, ... , 
a = 4, 5, ... , 
a = 4, 5, ... • 
••. , et,J' ••• }(1,3,2) . 
2 
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ga,3' g4,a 1 ·••J ga,3'••• 1 
gf:" , ••• }(l,a,2) v,a 
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2 th where g 3 appears in the third and a.- positions and CL' 
a. = h, 5, ••• . . 
0 
In order to express the factors of t in terms of a 
0 
the factors of t 3 we 
0 0 2 
in A(B,d) so (tat~) 
note that (sasp) 2 = I, for a + ~' 
0 0 2 
= E in To • When ( tat 
13
) is 
computed we f~nd 
0 0 2 2 
(tat~) = {ga,~ga,3g~,3' ••• } 
which implies that 
. 2 
(10) g ;.lg 3gq 3 = e a,t' , a., P' 
or when (2) is used that 
2 
c g g • ;3,3 a,3 
0 
We can now rewrite t a as follows: 
0 2 
ta: = {e, ga,3' gct,3' 
... ' g2 ·3, ••• }(l,a:,2) a, 
h 2 . t. th . t. f were gct,)ge, 3 appears in ,ne r.- posi ion or 
& + 1,2,3,a and g~, 3 appears in the third and etth 
positions and a > 3. 
The set of elements gc, 3, where & = h, ••• , 
generate a group which is the h-0momorphic image of 
A(B,d) . , li'or (g ) 3 = e by (2), and we can show e,3 
2 (g&,Jg 5 , 3 ) = e for all e and 5 such that t + 6 by use 
of (6), (11), and (2) as follows: 
2 
(ge,3es,5) = e 
2 2 2 2 2 
(g&,3g5,3g&,3) = gi,3g5,3ec,Jgo,Jge,J a e 
2 2 2 4 
g5,3g&,Jg5,3 = ge,3 = g~,3 
, 
We are , led to the following theorem: 
The .orem 1: The group ZA(H; B, ,._+ 
.t) ' 
d) splits 
over the basis group, Z ( H • A ' B, 
+ 
B ' d) Ill 
V(B,B+) - V(B,B+) U T, n T :s E. The group T 
.is conjugate to some group To obtained as 
follows. Let G be a subgroup of H which is 
the homomorphic image of A(B,d). Let 
g4, • • •, ge, • • • be generators of G, sati s-
fying the relations {i) (ge) 3 
(ii) (g&g0 )
2 = e when e + 6. 
= e and 
Lets m (l,a,2), 
ct 
a= 3, ••• , denote the generators of the group 
A(B,d). Then the elements of To are obtained 
from the elements of A(B,d) by the isomorphism 
e defined .by 
0 = t • 3 
0 2 2 2 seat c {e,g ,g ,g g4, ••• ,g , ••• , a a a a a ~ 
2 gage, ••• }(l,a,2). 
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It has already been shown that any group T after 
suitable transformation must have the form indicated. 
We shall now show that (t
0
)
3 = E for a• 3, ••• and a 
(t:t;) 2 = E for a+~· (t;) 3 0 E follows from (i), 
(t
0
)3 = vs has s • I and v has e factors in the first, 
ct •' 
second, third and ctth positions by (i). It remains 
to show (g!ge) 3 = e for e different from 1, 2, J, a. 
This follows imnediately from (i) and (ii). We now 
show (t:t;) 2 = E for all a and j such that a t p, 
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0 0 2 
!f one considers first (t 3 t~) = vs, one sP.os that 
s = I and v has e for factors in the first, second, 
t hi r a, and l3 th posit~ on s by ( i ) , ( t; t; ) 2 = E t. hen if 
(geg:g&)? = i and this follows from (i) and (ii). 
0 0 2 
Nex~ (tat)~ = vs where s = I and v has factors of e 
in the first, second, third, and ath positions. When 
. th 
& is di.fferent from l, 2, 3, a., we have the e- factor 
2 2 of v is (.gcr.g~g 8 ) . 
2 2 2 2 = gcr.gegage = gegagegcr. • e. Finally, 
w• show (t:t;) 2 = vs = E when a + 3, ~ + 3, a + ~· 
Again s = I and v has factors of e in the first, second, 
th d A th . t. . T.. 1 f t . a-, an v- pos1 ions • . 11e genera ac or is 
2 2 2 
(gag&g~g6 ) _ for e + l, 2, ), a, p. This may be shown 
2 2 2 · to be e by (i) and (ii)• The third factor is (gag~) 
which is e by (i) and (ii)• 
It follows that we have B distinct non-identity 
(I 
elements.ta' a= 3, •··~with the properties - that 
(t o)3 E f . d ( o o)2 a = ' or a 111 3, • • •, an . tat~ = E for a + f3. 
These elements generate a group To which is the homo-
morphic image of A(B,d). Since A(B,d) is simple the 
group To is isomorphic to A(B,d). By the procedure 
used in the proof of Theorem 1 ~e can show th~t 
V(B,B+) n To = E and ZA(H; B, B+, d) = V(B,D+) U T0 • 
The last theorem leads to the following: 
Theorem · 2: A necessary and sufficient con-
+ dition for the group ZA(H; B, B , d) to split 
regularly over the basis group is that H con-
tain no subgroup different from e that is the 
homomorpb~c image of A(B,d). 
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The proof is the same as that for Theorem 4 of 
Section 2 of this chapter. 
·corollary != A necessary and sufficient con-
dition for ZA(HJ D, D+, d) to split regularly 
over the basis group is that H contain no sub-
· group isomorphic to A(B,d). 
Proof: If H contains no subgroup isomorphic 
to A(B,d) . then, by Theorem 8 of Chapter I, H contains no 
subgroup, except e, which is the homomorphic image of 
( + . A(B,d). Therefore, by Theor~m 2, EA H; B, B, d) splits 
regularly over the basis group. 
. + Conversely, if Z.\.(H; B, B , d) splits regularly 
. ' 
over the basis group, by Theorem 2, H contains no sub-
group, except e, which is the homomorphic image of 
A(B,d) • . Therefore, H contains no subgroup isomorphic 
to A(B,d). 
Corollary 2: For every group H there exists 
+ a group ZA(H; B, B , d) surih that the mo-
nomial group splits regularly over the basis 
group. 
Proof: This follows from Corollary 1 if the 
cardinal Bis chosen such that o(A(B,d)) > o(H). 
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CHAPTER IV 
Normal Subgroups of the Symmetry 
In this chapter all of the normal subgroups of 
the groups E(H; B, d, d), EA(H; D, d, d), 
EA (H; , n, n+l, n+l) .for n ~ 5 and ZA (II; 2, J, 3) are 
found. The method of investigation is that employed by 
Ore ti] for E(H; n, n+l, n+l). 
1. Normal Subgroups ·or Z(H; B, d, d) 
Before the normal subgroups of the symmetry can be 
determined ue must solve a preliminary problem. 
Definition: A subgroup of ~ symmetry Z(H; B, d, d) 
is permutation invariant !f. _!! !!:!, transformed into itself 
by !J:.! permutations~ of~ symmetric group S(B,d). 
The first · problem to be solved is that of finding 
all permutation invariant subgroups of Z(H; B, d, d) 
contained in the basis group V(B,d). 
1.1 Permutation Invariant Subgroups of Z(H; B, d, d) 
Contained ,?:.!! ~ Basis Group 
Let N be a fixed permutation invariant subgroup of 
E contained in the basis group. Let v be an arbitrary 
element of N. Since all elements of the basis group have 
only a finite number of factors different from e, v has 
only a .finite number of non-identity factors. All ele-
men ts g(l of H which occur in the th <l- position of multi-
plications in N will form a subgroup of H. Since H is 
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permutation invariant, this subgroup will be the same 
for all indices a, so we denote it by a. 
The set s1 of all the multiplications in N that have 
every factor h = e for a > 1 form a subgroup of N. When a. 
s1 is , transformed by any multiplication v of N the result 
is s1 • This ~hows that s1 is a normal subgroup of N. 
The factors that occur in the first position of 
multiplications of s1 form a subgroup G1 of G, and a1 is 
n·ormal in G. 
Let v = {g1 , e, ••• , e, ••• } be any element of s1 • 
Since N is permutation invariant, N must contain the ele-
ment (l,a)v(l,a) = va. = {e, e, ••• , e, g1 , e, ••• } where 
th g1 appears in the a.- position. The set of multiplica-
tions that have e as a factor in every position different 
from a. form a subgroup Sa of N. It is clear that the 
factors in the ath position of elements of Sa form a sub-
group of G which is the same as a1 and that Sa is also 
normal iri N. Furthermore, Sa n S~ a E for a + p. Let W 
be the weak direct product of the set of normal subgroups 
Sa. w is itself a normal subgroup of N. 
The preceding shows that if v is an arbitrary ele-
ment of N then any of the non-identity factors of v can 
be multiplied by an arbitrary g of a1 and the multipli-
cation Vo so obtained will again be in N. Thus the re-
lations between the factors of v can only be modulo a1 • 
It is, therefore, no limitation if we consider the 
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quotient group G/G1 in the following and assume G1 = e 
for the proo.fs of Theorems 1, 2, 3, and 4. 
The set of elements s2 of N which have every factor 
h = e for a > 2 form a subgroup of N. The first factors a 
of elements or s2 run through a subgroup G2 of G, a2 is 
the same group as the group that the ·second factors of 
elements or s2 run through since N is permutation invar-
iant, It is easily verified that s2 is normal in N and 
o2 is normal in G, 
We may, therefore, apply the result of Ore [l 
Theorem 1, P• 29] in regard to groups of the form of s2 
and conclude that elements of s2 have the form 
T v2 = {g2' g2' e, ••• , e, ••.• } 
where T is some automorphism of order two of the 
group a2 , 
Since N is permutation invariant we see that, if v 
is an element of N that has ha and hp as ath and pth 
£actors with the remaining factors ~ then ha' hp are ele-
·ments of a2 and ha 
T When N contains v1 = {g 2 , g 2 , e,.~., e, ••• }, it also 
T contains v2 = (2,3)v1 (2,3) = {g 2 , e, g 2, ••• , a, ••• }. 
-1 'l' T •l Furthermore, N contains v 3 = v1v 2 = {e,g2,(g2 ) , ••• e, ••• }. 
Again using the fac~ that N is permutation invariant we 
see N must contain 
T 11 -1 v4 = (l,2,J)v3(1,3,2) = {g 2,(g2) ,e, ••• ,e, ••• }. 
T -1 This shows that g2 = g2 • But if a group has an auto-
morphism changing every element into its inverse the 
group is Abelian. We have shown the following: 
Theorem 1: Let N be a fixed permutation 
~nvariant subgroup of Z(H; B, d, d) con-
tained in the basis group. Then the set 
G of H consisting of all of the factors 
th t i f . d th •t• f 11 . a oc~ur n a ixe a~ posi ion o a 
the multiplications in N form a subgroup 
of H. This group is the same for all a. 
The set s1 of all multiplications of N 
which have h = e for a· > l form a normal a 
subgroup of N. The set o1 consisting of 
first factors of multiplications of sl form 
a normal subgroup of G. We shall assume 
G1 = e. The set of elements s2 of N that 
have h = e for a > 2 form a normal sub-a 
group of N. The set G2 of first factors 
0£ elements of s2 form a normal, Abelian 
subgroup of G. The el~ments of s2 are of 
the form 
v = 
2 ... ' e, ••• } 
ll 
where g 2 runs through o2 • 
-1 When the factors g 2 , g 2 in v 2 are permuted into all 
possible positions, the corresponding substitutions gen-
erate a normal subgroup R of N which is also permutation 
invariant. From the construction of R it follows that 
if v is one of its elements and the non-identity factors 
of v are r. , r. , 
1 1 1 2 
. . . ' r. then r 1 r . 1 n l 1 2 ••• 
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R must contain the elements 
{e, -1 . . . } vl = ... ' e, P1' e, ... , e, P1 , e, 
= {e, -1 ... } v2 ... , e, P2' e, ... ' e, P2 ' e, 
{e; -1 e, . . . } v = ... ' e, Pn-1' e, ... ' e, Pn-1' n-1 
where -1 pi occurs in the same position as Pi+l for 
i = 1, ~~·' n-2 and the pi are arbitrary in a2 • Then R 
must contain 
v = n-1 
{e' ••• , e, P1' e, ••• , 
-1 
e, Pn-2Pn-l' e, ••• , e, 
-1 
p l' e, • • •} • n-
Conversely, every element of R can be expressed in this 
form. For let v = {e, . . . , e, r. l. 
be any element of R and choose P1 
• • • 
, e, ••• , 
l 
= r. , P2 J.1 
• • . r. • l. n-1 
e, 
I: 
ri , e, • • • } 
n 
r. r. , ... ' l.l l.2 
This shows 
that by a proper choice of p. for i a 1, ••• , n-1 we can 
.1 
make the first n-1 .non-identity factors of an element 
of R arbitrary in G2 , but the remaining non-identity 
factor is uniquely determined by r. 
11 
have shown the following: 
• • • 
Theorem 2: The group R, generated by the 
substitutions obtained by all possible 
permutations of elements of s 2 , consists 
of elements of the form 
We 
v = {e, ... ' e, r. , e, l.l 




-1 e, 'Cr .••• r. ) , e, ••• } 
1 1 1 n-l 
where the . ri. run through the Abelian group 
J o2 independintly. 
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We now come to the final step in the determination 
of the permutation invariant subgroups of Z that are con-
tained in the basis group. Let v be an arbitrary element 
of N and· let the non-identity factors occur in the 
i 1 , ••• , in positions. Since N is permutation invariant 
it must contain v transformed by (i1 ,a) where a is 
different from each of the indices i 1 , ••• ,in. Let 
v1 = (i1 ,a)v(i1 ,a). Then v1 differs from v only . by hav-
ing the factor g. in different positions. 
11 
and the result is 
-1 We .f orr.i vv 1 
{e, ... _, o, g. ' l. .. e, ... ' e, -1 g. ' l.l e, ... } .a. 
where is in the i th position and -1 is in the th g. gi a-11 1 1 
position. '11 his sh:ows that g. belongs to G2. A Dimilar l.1 
procedure shows that all the factors of v are in G2 and 
this means that H is simply R. 
We have shown that if N is permutation invariant and 
contained in V, with o1 = e, then N must be the group R 
of Theorem 2. 
Conversely, any group R whose elements are of the 
form 
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v = {e' ... ' e, ••• , e, r. , e, 1 n-l 
-1 e, (r .••• r. ) , e, 
1 1 1 n-l 
... } ... ' 
where r. runs through an Abelian subgroup 02 of H is J. • 
J 
permutation invariant~ This follows from the fact that 
-1 -svs has non-identity factors in G2 with the property 
-that the product of the non-identity factors is e • 
. We have, therefore, obtained the following result: 
Theorem 1: Let an Abelian subgroup G 
be chosen in H. The group N consisting 
of all elements of the form 
v = {e, ... ' e, g. , e, ~··, e, gi ,e 1 1 n-1 
... ' ( -1 e, g .••• g. ) , e, ••• }, 1 1 1 n-l 
where the g. run through G independently, 
1. 
J 
is a permutation invariant sabgroup of 
Z(H; B, d, d). 
We recall that for con~enience the subgroup o1 was 
assumed to be e. The result_s obtained may, therefore, 
be generalized by working with G1 a normal suberoup of 
·a = G2 and a1 + e. Such a consideration leads to a 
determination of all permutation invariant subgroups of 
Z(H; B, d, d) contained in the basis group. This result 
i~ stated in the following theorem. 
Theorem ~: All permutation invariant sub-
groups N of Z(H; B, d, d) that are contained 
in the basis group may be obtained by the 
following construction. A subgroup G of H 
is chosen. In Ga normal . subgroup G1 is 
chosen such that the quotient group G/o 1 
~s Abelian. Th~n lot N consist of ele-
ments or the form 
v =. . { e , • • • , e , g i , e , • • • , 
1 . 
gi ' e, • • •} 
n 
where the non-identity factors run through 
G subject to the condition that g .••• g1 1 1 n 
belongs to a1 • Conyersely, any such N is 
permutation invariant. 
1.2 Normal Subgroups of Z(H; B, d, d) Contained in 
lli Basis Group 
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A necessary and sufficient condition fer a suogroup 
N of the basis group to be normal in Z is that N be per-
mutation invariant and normal in V(B,d). For if vis an 
element of N and N satisfies the above conditions, then 
-1 -1 -1 for any element y = v 1 s 1 of E we have yvy a v 1 s 1 vs 1 v 1 
= v 1v 2vi
1 = v 3 where v 2 is an element of N since N is 
permutation invariant and v 3 is an element of N since N 
is normal in the basis group. Conversely, if N is 
normal in E, it is normal in the basis group and permu-
tation invariant. 
So we shall have to find those normal subgroups of 
the basis group which are permutation invariant~ We 
shall use the same notation as in the previous section. 
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Let N. be a normal subgroup of Z contained in V(B,d). 
Now the, grou·p G = G2 must be a normal subgroup of H and 
the group G1 is also normal in H~ Since N is permutation 
invariant, an element v of N must have the form described 
1 
in Theorem 3 ; For rionvenience let us for the moment 
again assume ~hat a1 = e • . Then any non-identity factor 
of an element of N is uniquely determined by the other -non-
identity factors. Let v1 = {e, ••• , e, h, e, ••• } be an 
element of V(B,d) that has h as its only non-identity 
factor. Furthermore, let h occupy the position occupied 
by g. of v and let h be arbitrary in H. The element 
l.l 
-1 . -1 v1vv1 = {e, ••• , e, hgi 1
h , e, ••• , 
1 e, (gi ••• gi )- ' e, ••• } 
1 n-1 
must be in N since N is normal in V(D,d). This means that 
-1 hg. h .= g
1
. , and since this is true for all h of II and 
1 1 l 
all g of G we have that G belongs to the canter of H. 
Conversely, if a1 = e, _G2 = G belongs to the center 
of H and N is permutation invariant, then N is normal in 
Z(H; B,, d, d). 
We have, therefore, established: 
Theorem 4: If N is as given by Theorem 3 
and the additional requirement that G belongs 
to the c~nter of H is met, then H is normal 
in Z(H; B, d, d). 
The assumption a1 = e was not necessary and 
Theorem 4 may be generalized by assuming o1 + e. The 
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non-identity factors of elements of N are uniquely de-
termined by. the other non-identity factors inodulo o1 • 
Then ~g. h-l ~ g. modulo a1 and G/G1 belongs to the 11 11 . 
center. of H/G1 • If G1 c G are normal su bgrou:ps of H, 
G/G1 .belongs· to ·the center of H/i.11 and n is permutation 
invariant , th.en N is nor ma 1 in Z ( H ; B, d , d) • 'l' hi s 
establishes: 
Theorem l!_': The normal subgroups of 
E(ll; B, d, d) that are contained in the 
basis group are obtained from the con-
I 
struction of Theorem 3 with the additional 
· conditions that G1 c G are normal in H, 
and G/G1 belongs to the center of H/G1 • 
1,3 Other Normal Subgroups .2f. Z(H; B, d, d) 
We shall completely solve the problem of findine all 
normal subgroups of Z by finding those normal subgroups 
which are not contained in the basis group. Let M be 
such a normal subgroup of z. The intersection of M and 
the basis group will be a normal subgroup of Z contained 
in the basis group. That is, N • M n V is of the form 
I 
described in Theorem 4 • 
Let y be a substitution of M and let c be a cycle 
y, c ::: J. J. Of 
( 
x. J ••• , x. ) 
h 1x. 
1 , ••• , h x. n 
J.2 n 11 
• 
be an element of the banis group. Since M is normal in 
Z, the multiplication defined by the.commutator y-lv-1yv 
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is in M. The factor that appea~s in the position occu-
. -1 -1 pied by x. is h k. h k. • The element v was arbitrary 
. 1 1 · n in n 1 1 
so it may now be chosen so that it has factors in the 
positions corresponding to x. and xi such that the 
1 1 n 
factor above is any element of H. But y-lv-1yv is in M 
-and is a multiplication, so it is also in N. This means 
that the group G is H for N = M n V. We have showns 
Theorem i: Let M be a normal subgroup of 
Z(H; B, d, d) not contained in the basis 
group. The multiplications contained in 
M form a normal subgroup N of E(H; B, d, d) 
in which G c H. i.e., the factors in any 
fixed position run through the whole group 
and H/G1 for N is an Abalian group. 
Let us turn now to the permutations in M. Denote by 
P the intersection of M with S; P a M n S. P is a sub-
group of M and M is normal in z, so it follows that P 
is normal in s. 
M is not contained in v, so there exists a subati-
tution y of M containing a cycle c of length~ 2. We 
have seen in Chapter 2 that y is conjugate to an element 
Yo containing a cycle Co = ... ' • Since M is . . . ' 
normal in z, M must contain Yo• If n ~ 3 then we put 
s = (1~2) and M must contain the commutator 
-1 -1 Y0 s~s = (l,2,3). If every substitution of M has 
cycles of lengths 1 or ·2, since M was not contained in v, 
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M ~ust contain at least one element y with one cycle c 
of length 2 in its decomposition. Then y is conjugate 
to an ·element Yo which contains a cycle Co a ( xl' a~i) x2, 
Since M is normal in z, M -must contain Yo~ Every element 
of Z maps an infinite number of x into themoelves with 
factors of e, · Let x3 and x4 be two of those x's that Yo 
sends into themselves with factor e, and let s • (1,3,4). 
-1 -1 Then M must contain the commutator Yo BYoB • (1,4,2). 
We have proved the following: 
Theorem 6: Everj riormal subgroup M of 
Z(H; B, d, d) not contained in the basis 
group contains ·permutations. 
Since the group P is normal in S(B,d), it is either 
S(B,d) or A(B,d) by Theorem 4 of Chapter I~ 
Ore [l] proved that £or the group Z{H; n, n+l, n+l) 
every element of the subgroup N = V n M has the property 
that the p~oduct of the factors is contained in o1 • We 
note that. this result for the elements of the subgroup 
N = V n M of E(H; B, d, d) has already been attained in 
the preceding theorems. 
We shall proceed to the actual construction or the 
normal subgroups of Z(H; B, d, d). The quotient group 
E/V is isomorphic to s. Since M U V is the union of two 
normal subgroups of z, it is normal in Z and M U V : M. 
v N' 
This means that M/N is isomorphic to S(B,d) or ·A(D,d). 
P was also one of these groups! 
• 
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Three possibilities arise. It may happen that 
(i) M/N : S(B,d) and P = S(B,d), (ii) M/N : A(E,d) and 
P = A(,B,d), or (iii) H/N: S(B,d) and p·= A(D,d). 
Let us discuss first the case where P : M/N and 
hence M = N U F. We shall prove: 
Theorem 1: Let P be a normal subgroup of 
S(B,d) and let N be a normal suberoup of 
the type discussed in Theorem S. Then 
M = N U P is a normal subgroup of 
. Z(H; B, d, d). 
Proofs 'l'he group N is normal in i by a~rnumption, 
and hence it is su£ficient to show that an element in P 
is transformed into an element in M. Since P ia normal 
in S, it is sufficient to show that a permutation s in P 
is transformed into an element of M by a multiplication 
v = {e, •• • , e, h. ,e, •• , e, h. , e, ••• }. 'l'he commutator 
1 1 1 n 
-l -l · lt .. l" t. Alth l t s v sv is a mu 1p 1ca ion. oug1 we canno say 
what factors occur in which positions, we can say that the 
product of the £actors is in Gl since H/G1 is Abelian. 
Therefore, the commutator is in N which implies that 
. .,A_ ;, . ,,_ . _-, . 0 .. • , , 
. . 
-1 v sv is in H, and we have shown M is normal in z. 
It remains to discuss the case where 
MU V: M: S(B,d) and P = A(B,d). Since Pc M it follows 
v 'N 
that (VU A) c (MU V). But if every element y of M 
could be written as y = vs = sv1 where s belongs to A 
and v, v 1 belong to V, then every element of M U V cculd 
be written as sv1 v 2 = sv3 and every coset of M U V v 
would be of ·the form sV wheres belongs to A. Thus if 
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every ' element of M has as its pormutation part only ele-
ments from A we would have M U V : A contrary to tho 
v 
present assumption about M U v. This shows that M must 
v 
contain an element y of the form y = vs where v belongs 
to V, s belongs to s, and s does not belong to A. Now 
s leaves an infinite number of x fixed. Let x 1 and x 2 
. -1 
be two of these. The permutation s (1,2) belongs to 
A = P c M, So ys-1 (1,2) a vss-1 (1,2) a v(l,2) must ba-
long to M by the fact that M ~s closed under multipll-
cation. We have shown that M must contain an element y 1 , 
which has the cycle c = ( xl' x2 ) in its cyclic de-
alx2' a2xl 
composition and which maps all other x into thcmsulves 
with only . a finite number of factors different from o. 
According to Theorem 5 the factors of any element of N 
may be take41. arbitrarily in .H except for one of them, so 
we may choose an element vl of M from N such that all the 
f'actors cf v(l,t2)v1 are e except those of x1 and x 2 • The 
element v(l,2)v1 rnay be transformed so that N must con-
tain an element of the form "r = ( xl' x2 ) Since 11 x 2 , ax1 • 
y 2 e N we see that a 2 belongs to o1 • We can now prove: 
Theorem 8: Let M = N U A(B,d) be a 
normal subgroup of E(H; B, d, d) defined 
by the procedure of Theorem 7 and let L 
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be the cyclic subgroup generated by 
y = ( xl ; : x2 ) where a 2 be 1 on gs x 2 , ax1 -· 
t? G1 • The~ M1 = L U M is a normal 
s~bgroup of Z(H; B, d, d) • 
. Proof: Since M is normal in E it is sufficient 
to show that tvs)y(vs)-l 
because y 2 .belongs to N • 
belongs to M1 for all vs of E 
Since (vs)y{vs)-l • v(sys-1 )v-1 , 
it is ~ufficient to show -1 -1 that sys and vyv belong to 
W~ shall show first that if s is any element of 
S(B,d) and y = ( xl' x2 ) . then sys-l belongs to M1 • We x 2 , ax1 
can write s = where i + j. 'l1 hen 
-1 (xi,. a~~)' We know that the group A{B,d) must sys = • xj, J. 
contain an element of the form sl m (xi' xj, ... ) since xl' x2, ••• 
the mapping of the x 1 s not shown may always be chosen 
such a way that s 1 belongs to A(B,d) •· . Now consider 
s 1ys~1 = {xi, xj) .. The element s 1ys~1 is in . xj ' . ax1 
in 
AUL c M1 • But this is the same as sys-
1 • Therefore, 
-1 sys belongs to M1 for all . s of S(B,d). 
-1 It remains to show that vyv belongs to M1 for any 
v of V • Let v = { h 1 , h 2 , · ••• , h & , ••• } where a 11 but 
a finite number of the h are e. The commutator 
-1 -1 -1 -1 -1 y . vyv = {a h 2ah1 , h 1 h 2 , e , ••• , e , • • • } 
. -1 -1 -1 -1 -1 belongs to N c M c M1 if a h 2ah1 h 1 h 2 = a h 2 ah2 . be-
longs to a1 • But since H/a1 is Abelian the desired 
result follows. 
We have established: 
Theorem 9: The normal subgroups of 
(. ) 4', Z H; B, d, d are given by Theorems 
7, and 8 • . 
2. Normal Subgroups ~~A ( H; B, d, d) 
~heorem 1: The normal subgroups of 
ZA(H; B, d, d) are precisely those 
normal subgroups of Z(H; B, d, d) which 
are contained in ZA(H; B, d, d). 
Proof: Let N be a normal subgroup of 
Z(H; B, d, d) contained in Z ( H • A ' B, d, d) • Then 
certainly normal in ZA(H; B, d, d). 
Conversely, let N be a normal su beroup of 
ZA(H; B, . d, d). We claim that N is also normal 








not belong to N. The element (l,2)y(l,2) 1 like all ale-
ments of Z(H; B, d, d), maps an infinite number of x into 
themselves with e as a factor. Let xa, x~ be two of 
these with the additional property that 1, 2, a, ~ are 
distinct. Then the element 
(a,~)(l,2)y(l,2)(a,~) = (l,2)y(l,2) 
will not belong to N. But this contradicts the normality 
of Nin ZA(H; B, d, d) since (a,p)(l,2) belongs to A(B,d). 
As a result of this theorem we see that the normal 
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subgroups of ZA(H; B, d, d) coritained in the basis group 
' are those d~scribed by Theorem 4 of Section 1. The 
normal subgro~ps of ZA(H; B, d, d) not contained in the 
basis group are the subgroups described in Theorem 7 
intersected with ZA(H; B, d, d). That is, the normal sub-
groups of ZAiH; B, d, d) are the union of groups N, as 
described by Theorem 5 of Section 1, and A(B,d). 
We have established: 
Theorem 2: · The normal subgroups of 
ZA(H; B, d, d) are those described by 
' Theorem 4 of Section 1 and the union 
of a group N, as described by Theorem 5 
of Section l, and A(B,d). 
J. Normal Subgroups of !A(H; n, n+l, n+l) for n ~ 5 
We shall find all normal subgroups of 
ZA(H; n, n+l, n+l), for n ~ 5, using the methods of 
Section 1 of this chapter. 
J.l Permutation Invariant Subgroups of !A(H; n, n+l, n+l) 
Contained in ~ Basis Group 
Let N be a fixed permutation invariant subgroup of 
ZA(H; n, n+l, n+l) contained in the basis group. We see, 
in the same way as in Section l, that the i1.!! factors 
of elements in N run through a subgroup of H which is 
the same for all i because N is permutation invariant. 
We denote it by G. Let s 1 be the group of all elements 
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of N for which hi = e for i > i. s1 is normal in N. 
The first f a~tors of elements of s1 run through a normal 
subgroup a1 of G. Let S(i), i = 2, •• • , n, be the set of 
-1 elements ss1 s where s = (l,i)(j,k). The 1, i, j, k may 
and will be chosen such that they are distinct since 
n ~ 5. S(i) ~s a normal subgroup of N. Furthermore, 
S(i) n S(j),.- = E for i + j. We denote by W the direct 
product s1 ~-Tr S(i), i = 2, ••• , n. Wis normal in N. 
Therefore, the relations between the factors of elements 
of ·N can only be determined modulo a1 • So we consider 
the quotient group G/G1 and assume o1 • e for the proofs 
of Theorems l, 2, 3 of this section and Theorem 4 of 
Section 3.2. 
Let s 2 he the group of those elenents of N such 
that hi = e for i > 2. s2 is normal in N. Let o2 be 
the group that the first f actorn of elements of s 2 run 
through. Since s 2 is permutation invariant, the second 
factors of elements of s2 also run through G2 • a2 is 
normal in G. We may now apply the result of Oro 
~; Theorem 1, p. 29) and conclude that elements of S 2 
have the form 
T v = {g 2 , g 2 , e, ••• , e} 
where T is some automorphism of order two of the group o
2
• 
T -1 We shall now show g2 = g 2 • N is permutation in-
variant, so if it contains v as above it must contain 
'l' g2 , e, ••• , e} where s a (2,4,3). 
-1 Furthermore, N must contain v = v1 v = 2 . 
T ( T -1 {e, g 2 , g 2.) , e, ••• , e}. Finally, N must contain 
(l,2r3)v2(1,3,2) = {g~, (g~)-1 , e, ••• , e}. Therefore, 
T -1 the automorphism T is such that g2 =. g2 • This means the 
group G2 is Abelian. We have shown the following: 
Theorem-1: Let N be a fixed permutation 
invariant subgrou·p of ZA (H; n, n+l, n+l), 
for n _:: 5, contained in the basis group. 
Then the set G of H, consisting of all the 
factors that occur in a fixed ith position 
of all multiplications of N form a normal 
subgroup of H. This group is the same for 
all i. The set s1 of all multiplications of 
N which have h. a e,for i > 1, form a normal 
J. 
subgroup of N. The set o1 , consisting of all 
first factors of .multiplications of sl form 
a normal subgroup of G. We shall assume 
o1 = e. The set s2 of elements of N that 
have .h1 = e, for i > 2, form a normal sub-
group of N. The set a2 of first factors of 
elements of s2 form a normal Abelian subgroup 
of G. The elements of s2 are of the form 
-1 v = { g 2 , g 2 , e, ••• , e} 
where g2 runs through a2 • 
Let R be the subgroup of N generated by the substi-
tutions obtained by all possible permutations of ele-
ments of 82• In tha same way as in Section 1.1 we 
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can establish: 
Theorem 2: The group R, generated by the sub-
stitutions obtained by all possible permutations 
of elements of s2 , consists of elements of the form 
-1 
v = -{rl' r2, • • •, ( rl •. • r n-1) } 
where th_e ri run through the Abelian group 
G2 independently~ 
·we now turn to the final step in the determination 
of the permutation invariant subgroups of ZA(H; n, n+l,n+l) 
contained in the basis group. The nature of these groups 
is that of the permutation invariant subgroups of 
Z(H; n, n+l, n+l) contained in the basis group found by 
Ore [1] • Let v = {h1 , ' • •• , hn} be ·an arbitrary element 
of N. Let s 1 c (l,i,j) where i runs over the set 
2, ••• , n and j is chooen such that it itJ different from 
both 1 and i. Since s. is an element of A(n, 11+1), the 
1 _, 
element s 1vs1 - must belong to N. 
{hi, ••• , hi-1.' hj, hi+l' ••• , hj-1' hl' hj+l' 
where fo~~convenience we have let i < j, for i 
Consid~r the element vv7'1 which has the form 
J. 
... ' h } n 
• 2, ••• ,n. 
0 -1 -1 -1 -1 v1. = vv. = {h1 h. , ••• ,a, h.h. , e, ••• , e,hjhl ,e, ••• ,e}. 1. l. l.J 
By hypothesis n ~ 5 so there exist natural numbers k, m 
each different from l,i,j. ' 0 Consider v. 111 (l,k,m)v. (l,m,k) 
l. l. 
-1 -1 -1 = {e, ••• ,e, ••• ,e,h1h. ,e, ••• ,e,h.h. ,e, ••• ,e,h.h1 ,e, ••• ,e} . 1 l. J J 
-1 th -1 th where h1 hi .appears in the m- position, hi hj in the i-
position, and hjh~1 in the jth position. Form the ele-
0 
. ' -1 -1 -1 ment v1 (v1 ) = {hlhi , ••• , e, h1 h1 , e, ... , e} where 
all factors except those in the. first and m th position 
are e. -1 This shows h1hi belongs to G2 for i = 2, ••• ,n. 
Therefore, the elements of N must have the form 
v = {rig, r 2g, ••• , rng} where the r 1 , i c 1, •• • , n, 
are elements of a2 and g runs through G. 
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It remains to determine the relations between the · r 1 
in the above which will insure that the elements will form 
a permutation invariant group. The method used by Ore 
[1, p. 31] can be used and we reproduce it here. 
-1 Since R contains v1 = {r1 , r 2 , ••• ,(r1 ••• rn_1 ) }, 
when N contains v2 = {r1g, r 2g, 
-1 tain v1 v 2 = {g, ••• , g, go}• 
••• , r g}, it must con-n 
All elements of N of this 
form,form a group, and, since we are ass~ming G1 • e, the 
factor go is uniquely determined by g. This correspond-
ence must be a homomorphism, and we can ffrite ge a g 0 
where e is an endomorphism of G. When this is applied to 
-1 v1 = {r1 , r 2 , ••• , (r1 ••• rn:_ 1 ) }, we have the final form 
for the elements of N is 
-1 
v2 = {rlg' r2g' ••• , rn-lg' (rl ••• rn-1) (ge)}. 
-1 In v1 v 2 we had ge = go =. rg where r is an element 
of a2 , and hence the endomorphism e of G must transform 
an eleillent g into an element obtained by multiplication 
of g by an element of G2 • When the special eleraent 
. {r, r, ••• , r, r-(n-l)} in R is considered, it follows 




v2 ~ {rlg, r2g, ••• ,rn-lg,(r1···rn-l) (ge)}. 
If there exists an element in N of the form 
-1 -1 v 3 = {r1rr g, r 2rr g, ••• , 
- -1 -1 -1 rn_1rr g, (r1rr 2r ••• rn_1r) ((r g}e)}, 
then 
( n-1 -1 -1 r 1 r 2 ••• rn_1 r ) ((r g)e) = 
( -1 -(n-1) -1 r 1 ••• rn-l) r (r e)(ge) a 
-1 -(n-1) -1 (rl ••• rn-1) r (re) (ge) a 
( ) -1 -(n-1)( -(n-1))-1 -1 r 1 ••• r 0 _ 1 · r r ge = (r1 ••• rn_1 ) (ge). 
Conversely, under the stated conditions on e and 
under the assumption G2 is an Abelian group the elements 
-1 of the form {r1 g, r 2g, ••• , rn_1 g, (r1 ••• r 0 _ 1 ) (ge}} 
form a group. 
We shall sh~w first that if 
. . >-1c v = {r1 g, r 2g, ••• , rn_1 g,tr1 ••• rn-l ge}} 
is an element of the type under discussion that 
-1 -1 . -1 -1 -1 v · = {(r1 g) ,Cr 2g) , ••• ,(rn-lg} ,(ge) 
(rl ••• rn-1)} 
is of the same type. We can rewrite v-l as 
-1 -1 -1 -1 -1 -1 -1 -1 
v = {g rl ,g r2 , ••• ,g rn-l'(ge} (rl ••• rn-1)} 
0 -1 ° -1 ° -1 -1 = {rlg ,r2g , ••• ,rn-lg ,(ge) (rl ••• rn-1)} 
0 -1 -1 ° . 0 1 1 where r 1 = g r 1 g~ Then (r1 ••• r 0 _ 1 )- (g- e) = 
-1 -1 -1 ( -1 -1 -1 g rlgg r2g ••• g rn-lg g~) = g (rl ••• rn-l)g(ge) • 
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It is ~ufficient to show that 
The e~domorphism e was such that (g6) = rg for some 
-1 . -1 
r of G 2 • Therefore ·, g ( r 1 ••• r n _ i) g ( g e) = 
-1( . ( -1 -1 -1 g r 1 .•• rn-l}g r g ) = g (r 1 ·• · •• rn_1 )r • On the other 
hand, we have (ge)-1 (r1 ••• rn_1 ) = (rg)-
1 (r1 ••• rn-l) 
-1 -1 = g r (r1 ••• rn_1 ). Since G2 is Abelian this concludes 
showing that v-l is of the desired type. 
Now let the two followine elements 
( -1 v = {rlg' rlg, ••• ,rn-lg' r1•••rn-l) (ge)}, 
v = 1 
00 00 0 0 0 0 1 0 
{rlg' r2g , ••• , rn-lg ,(ri•••rn-1)- (g e)} 
be given. 
is of the same form as v and v1 • The group o2 is normal 
in a. We can, therefore~ rewrite vv1 as follows: 
' 0 ' 0 . -1 
= {rlrlgg , ••• ,rn-lrn-l p, g ,(r1•••rn-l) 
0 -1 ' This is accomplished by setting gr1 g = r 1 for 
i = 1, ••• , n-1. We must now show that 
' ' -1 . 0 
(rlrl ••• rn-lrn-1) (lgg )e) = 
-1 . 0 0 -1 0 
(rl ••• rn-1) (ge)(rl ••• rn-1) (g e). 
Since o2 is Abelian this reduces to showing that 
It is, · therefore, sufficient to show that 
( -1 ' ' -1 ' 
0 
. ge) (r1 ••• rn_1 ) (ge) = (r1 
0 -1 
• • • r 1) • n-
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The endomorph~sm ~ was such that ge = rg where r is an 
element of a2 • Therefore~ 
. -1 ' ' -1 (ge) (r1 ••• rn_1 ) (ge) = 
-1 -1 ° -1 ° -1 ° -1 -1 ' g r (grlg gr2g ••• grn-lg ) rg a 
-1 -1 - 0 0 0 -1 -1 
g r lgr1 r 2 ••• rn-lg ) rg = 
-1 -1 ° 0 )-1 -1 . g r g(r 1 ••• rn-l g rg~ 
But using the fact that o2 is normal in G we have 
~1 ~1 - -1 - -1 g r g = r 1 and g rg = r 1 • Since a2 is Abelian 
-1 -1 ° ' 0 ' -1 -1 
g r g ( r 1 • • • r n-l) g r g = 
0 0 ' -1- -1 0 ' 0 -1 
~l(rl ••• rn-1) rl = (rl ••• rn-1) ' 
The group of elements of this form is perm~tation 
invariant. For let v be an element of the form 
. . -1 
. v = {r1g, r 2g, ••• , rn_1g,(r1 ••• rn_1 ) (ee)}. 
If any two of the factors are permuted to give an ele-
-1 ment v1 , the element vv1 is in the group. Let us 
illustrate with a particular element: 
-1 = {rlgg -1 -1 -1 -1 e}, vv1 r2 , r2gg rl ' e, ... , 
-1 -1 -1 
e} • vv1 = {rlr2 ' r2rl ' e, . •·. ' 
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This is clearly an element of the desired type Khare 
g = e, r. = e for i > 2~ The last factor is as it should 
1 
be since (~ 1r;1r 2r~1 )- 1 (ge) = e. It is clear that if any 
two of the first n-1 factors are permuted the result is 
similar to the " ill~strated one and belongs to the set rif 
elements undep discussion. 
Let us now consider the case where one of the two 
f t t d . th th ac ors permu e is e n~ oneo This means that v 1 has 
the form: 
v = . 1 
-1 vv · 
l 
The endb~orphism e sends g into rg for some r of 
a2 • Therefore, 
rlg(ge)-l(r1•••rn-l) = 
-1 -1 
rlg(rg) (rl ••• rn-1) = rlr rl ••• rn-1• 
The element vv~1 would be of .the desired type if 
-1 -1 -1 -1 -1 
(ri···rn-1) (ge)g rl = (rlr r1••• rn-1) • 
But 
. . . -1< ) -1 -1 . -1 -1 -1 rn-1) ge g rl = \r1···rn-1> rgg rl a 
-1 -1 -1 -1 
rn-1) rrl = (rlr rl ••• rn-1) . . . 
since (ge) = rg and G2 is Abelian. 
We have established: 
Theorem 1: Let a . subgroup· G of H be 
chosen. In G a normal Abelian subgroup 
~2 is chosen. Then the group N, consist-
ing of all elements of the form 
( -1 - r lg' rl ••• r l) (g~)}, n- n-
where 
(1) the r 1 are arbitrary elements of a2 , 
(2) g runs through G1 
(3) e is an endomorphism of G multiplying 
each element of. G by an element of 
-(n-1) · (4) in particular, (g)e = g for g 
belonging to a2 , 
is a permutation invariant subgroup 0f 
ZA(H; n, n+l, n+l) for n > 5. 
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We recall that for convanience the subgroup G1 was 
a·ssumed to be e. The results obtained may, tl1erefore, 
be generalized by working with a 1 , a normal subgroup of 
G, and a1 * e. Such a consideration leads to a determ-
ination of all permutation invariant subgroups of 
ZA(H; n, n+l, n+l) contained in the basis group. This 
result is stated in the following theorem: 
' Theorem .L : All permutation invariant 
subgroups N of . ZA (H_; n, n+l, n+l), for 
n > 5, that are contained in the basis -
group may be obtained by th~ following 
construction. A subgroup G of H is 
chosen. In G two normal subgroups a1 c o2 
are sele6ted such that the quotient group 
a2 /o1 is abelian. Then let N consist of 
elements~ or the form 
... , k } n 
where the k. runs through G subject to 
J. 
the conditions 
where the ri are arbitrary elements of a2 • 
Furthermore, e is an en~omorphism of G/G1 
multiplying eaGh element of G/G1 by an 
element of o2/a1 • In particular, 
(g)e = g-(n-l) mod a
1 
for any element 
of o2 • 
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J.2 Normal Subgroups 2.f.. !A(H; n, n+l, n+l) Contained 
in ~ Basis Group 
We shall have to find _those normal subgroups of 
the basis group which are permutation invariant. We 
shall use the same notation as in the previous section. 
Let N·be a normal subgroup of E contained in V(n, n+l). 
The groups G1 c a2 c G are normal in H. Since N is 
permutation invariant, an element v of N must hava the 
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' form described in Theorem 3 • For convenience we 
assume G1 = e. 'I'hen any factor of an eleilient of N is 
uniqu&ly determined by the other factors. Let 
v1 = {h, a, ••• , e} be an element of the basis group that 
has only one non-identity factor and it occurs in the 
first positioR. The element h is arbitrary in H~ Let 
-1 v = {r1g, r 2g, ••• , (r1 ••• rn-l) (ge)} be any clement 
1 -1 -1 I )-1( ) of N. 1hen v1vv1 = {hr1 gh ,r2g, ••• ,,r1 ••• hn-l ge }. 
. -1 This shows that hr1 gh = r 1 g. Therefore, r 1 g belongs 
to the center of H. We have shown: 
Theorem 4: Let N be a normal subgroup of 
ZA(H; n, n+l, n+l), for n > 5, contained 
in the basis group~ Then N is permutation 
invariant and must meet the requirements 
I 
of Theorem 3 • Assume G1 = e. The groups 
a2 c G are normal in H and G belongs to 
the center of H. Conversely, if N is as 
given by Theorem 3 and the additional re-
quirements that G2 c G are normal in H 
and G belongs to the center of H are met, 
then N is normal in EA(H; n, n+l, n+l), 
for n > · · ~ - .,,,. 
The assumption G1 = e was not necessary and we now 
generalize Theorem 4 by assuming a1 + e. The factors 
of elements of N are uniquely determined modulo o1 • Then 
-1 hr1 gh 
2 r 1 g modulo a1 and G/G1 belongs to the center 
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of H/G1 • 
If G1 c·a2 c G are normal subgroups of H, G/G1 be-
longs to the center of H/G1 , and N is permutation invar-
iant, then· N" is · normal in ZA (H; n, n+l, n+l), for n > $. 
This establishes: 
' Theorem .![_: lt"or n .=:. 5 the normal sub-
groups of Zi(H; n, h+l, n+l) are ob-
' · tained by the construction of Theorem 3 
with the additional conditions 
(1) G1 c o2 c G are normal in H, 
(2) G/o1 belongs to the center of H/G1 ~ 
3.3 Other Normal Subgroups of !A(H; n, n+l, n+l) 
By the method used to prove Theorem S of Section l.J 
we can prove: 
Theorem _ ~: Let M be a normal subgroup of 
ZA(H; n; n+l~ n+l) not contained in the 
basis group. ~he multipli~ations N D M n v 
fcrm a normal subgroup of EA(H; n, n+l, n+l) 
in which H = G. i~e~, the factors in any 
fixed position run through the whole group H 
and the quotient group H/G1 for N is an 
Abelian group. 
Let P be the subgroup of M consisting of permuta-
tions onlyJ P = M n A. Since M is normal in z, it 
follows that P is normal in A. Hence, P • A(n, n+l) 
or P is the identity. We now prove P a A. 
Theorem 6: Every normal subgroup M of 
~A(H; rr, n+l, n+l) not contained in the 
basis group contains permutations. 
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Proof: Since M is not contained in the basis 
group;, there exists an element y = vs where s + I. It 
is convenien~to consider several cases. 
Case 1. If y contains a cycle c in its cyclic de-
composition of length n ~ 4, we have seen in Chapter 2 
that y is conjugate to an element Yo containing a cycle 
••• ' x ) 
••• , ax~ Since M is normal in 
z, M must contain Yo• Let s = (1,2,J) and M must con-
-1 -1 tain Yo SYoS = (1,3,4). 
Case 2. If y contains a cycle c of length 3 and 
some other cycle of length greater than 1, then M con-
tains an element Yo conjugate to y of the form 
= (xi, x2' XJ) ( X) ' ... ) Let = <1,u,2> Yo . . . • s x2, :x 3' ax xi . . . 1 5' 
and M must contain -1 -1 = (1,2,5,3 ••. ) which re-Yo SYoS 
duces to case l. 
It may happen that y contains one 3-cyclc and the 
remainder are 1-cycles. We discuss this case later. 
Case 3. If y contains only 1 or 2 cycles in its 
cyclic decomposition and has four 2-cycles, then M must 
contain an element Yo conjugate to y of the form 
Yo = ( xl, x2 ) ( x3, bx4) ( x5, x6 ) ( X7' d~8 ) • • • x 2 , ax1 x4, x 3 x 6 , cx5 x8 , x7 . • 
Lets= (1,3)(5,7). Then M must contain 
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-1 - -1 . 
Yo s YoS = (1,3)(2,4)(5,7)(6,8). 
Case 4 .. We may now assume that y contains at the 
most two 2-cycles in its cyclic decoreposition. M con-
tains an element Yo conjugate to y of 




x4, bx3 cx5, • • • 






which reduces to 
Case 5. If y has one 3-cycle and the remainder 
1-cycles, then M must contain an element y 0 conjugate to 
y of the form Yo = ( xl' x2' X3 ) ( x4' x5, • • •) • Let x 2 , x 3, ax1 bx4, cx5, ••• 
s = (1,2,4). Then M muat contain 
-1 -1 Yo SYoS 
case 4. 
This concludes the proof of Theorem 6. 
Theorem 1: The elements of the group 
N = M n V, where M is a normal subgroup 
of ZA(H; n, n+l, n+l) and M is not con-
tained in the basis group, · are of the 
form 
v =- { h 1 , ••• , hn} 
where the h. runs through H subject to 
J. 
the condition h1 ••• hn belongs to a1 • 
Here G1 is a normal subgroup of H such 
that H/G1 is Abelian. 
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Proof: It follows from Theorem 6 that M 
contains s = (l,2,3). Let v = {h1 , •.. , hn} be an 
arbitrary element of the basis group. Then M must con-
ta in -1 -1 -1 
. -1 -1 e} • Choose s v sv = {h3 hl, hl h2' h2 hJ' e, ... , 
h2 h . ~nd let them be fixed in H. Then 
-1 be = h3 hl can 3 




1h 2 = h-lh-lh = h-lh-lh = h-l and 3 2 3 3 
. -1 M contains {h, h , e, ••• , e}~ This shows that o2 • H. 
For the moment let us again assume a1 a e. Then 
G2 = H is Abelian. It follows from Theorem 3 that the 
\ 
elements of N must have the form 
v = 
But e is an endomorphism sending elements g of G2 into 
g-(n-l). Therefore, r 1 g ••• rn_1g(r1 ••• rn_1 )-
1 (ge} • 
) -1 -(n-1) rlg ••• rn-lg(rl ••• rn-1 g = e. 
If o1 + e, then H/01 is Abelian. It follows from 
Theorem 6 that factors of elements of N are as described 
above except they may be multiplied by elements from o
1
• 
When the product of the factors from a typical multipli-
cat~on of N is computed, since H/G1 is Abelian, it is 
found to be an element of a1 • 
The method of proof used here is that used by 
Ore [1, p. 36] • 
We shall now proceed to the actual construction of 
the normal subgroups of EA(H; n, n+l, n+l). The . quo-
tient group Z/V is isomorphic to A. Furthermore, M/N 
is isomorphic to A. We now prove: 
Theorem 8: Let N be a normal subgroup of 
EA(H; n, n+l, n+l) contained in the basis 
group of the type described in Theorem 7. 
Then M = N· U A(n, n+l) is a normal subgroup 
of ZA(H; n, n+l, n+l). Conversely, if Mis 
a normal subgroup of >~A (H; n, n+l, n+l) not 
contained in the basis group then 
M • N U A(n, n+l), where N is of the type 
described in Theorem 7. 
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Proof: N is normal in Z by assumption, and 
hence it is only necessary to show an element of A is 
transformed into an element of M. Furthermore, it is 
only necessary to show that an element s of A is trans-
formed into an element of M by a multiplication. Let 
v = {h1 , ••• , hn} be any element of V. The commutator 
-1 -1 -1 -1 v svs = {h1 hi , ••• , h h. } belones to V. Acain 1 n 1 n 
we shall discuss two situations. If u1 = e and II is 
Abelian, the product of the factors of the commutator is 
e. Hence, the com~utator belongs to N c M. If a1 ~ e, 
then H/G1 is Abelian and the product of tho factors of 
the commutator is in G1 • The commutator is in N c M. 
-1 -1 In any case v svs e N c M. Thereforo, M is normal 
in z. 
Conversely, if M is normal in Z and is not ~on-
tained in the basis group, then M contains A(n, n+l) by 
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Theorem 6. Now let y = vs be any element of M. The 
permutation a belongs to A(n, n+l). Since l(n, n+l) c M, 
-1 M must · also contain ys = v. This shows that the multi-
plication part of any element o.f M is in N as i.;iven by 
Theorem 7. It follows that M =NU A(n, n+l). 
4. Normal Subgroups of fA (II; 2, 3, 3) 
~he group ZA(H; 2, 3, 3) is, of course, simply V(2,J) 
and the problem is to find all normal subgroups of H x H. 
The procedure of the preceding sections shall be used. 
Let N be a fixed normal subgroup of V(2,3). The 
elements of H that occur as first factors of elements of 
N form a group we shall denote by Gl. The second factors 
of elements of N form a group, G2 say. Since N ia no1·nial 
in v, Gl and G2 are normal in H. 
The set of elenents sl of N of the form v • {gl' e} 
form a normal subgroup of N. The first factors of ele-
ments of s1 form a normal subgrcup o1 of o1 • Similarly, 
the set of elements s2 of N of the form v a {e, g 2 } form 
a normal subgroup of N and the ·second factors run 
0 
through a normal subgroup G2 of a2 • 
Let w be the direct product of sl and s2. w is 
Q 0 
normal in N since Gl' 02 are normal in Gl, G" c:. 
respectively. If v = {hl' h2) is any element of N, 
0 
then h1 can be multiplied by any element of a1 and h 2 
0 
can be multiplied by any element of a 2 and the resulting 
multiplication is in N. The relations on the first 
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factors of elements of N can only be determined modulo 
0 
G1 , and the relations on the second factors can only be 
0 
determined modulo o2 • We shall work with the quotient 
. 0 0 0 0 
groups G1 /G1 and a2/o 2 and~~ G1 = .2_2 = e. 
If N contains the two elements v 1 = {g1 , g 2 } and 
0 • -1 0 -1 v 2 = {g1 , g 2 Jr then N contains v1 v 2 = {e, g 2 (g 2 ) ). 
0 0 -1 
We have assumed a2 = e. Therefore, g 2 (g 2 ) • e, or 
• 0 
g2 = g2 • Conversely, . if the second factors of two ele-
ments of N are the same, the first factors are the same. 
This establishes a correspondence e . bctwecn G1 and a2 
define4 by g 2 = g1 e where v = {g1 , g 2 } is any element of 
N. This correspondence is an isomorphism. 
Let N contain v = {g1 , g 1 e}. Let v1 a {h, e} be 
an element of the basis group where h is arbitrary in H. 
Since N is normal by assumption, N must contain 
-1 v1vv1 
by the first factor. 
But g1 e is uniquely determined 
This 
means that c1 belongs to the center of H. In a similar 
fashion it can be shown that a2 belongs to the center 
of H. 





( 2) Gl belongs to the center of H, 
( 3) G2 belongs to the center of H 
are satisfied, then the set of elements of the form 
v = {g1 , g 2 }, when g1 runs through a1 , g 2 runs through 
o2 subject to g 2 = g 1 ~, form a normal subgrqup of v. 
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We have used the fact that a subgroup in the center of 
H is normal in H. We have shown: 
Theorem l: Choose G1 and o2 a~ sub-
groups of the center of H such that 
e 
o1 : G2 • Then the set of elements of 
the form-
v = {gl' g2}' 
where gl runs through Gl c..nd g2 runs 
through G subject to g2 = gle' form 2 
a normal subgroup of EA(H; 2, J, 3). 
0 0 
The assumption that o1 ~ o2 = e was not necessary. 
The result above may be generalized by working with 
0 0 
groups o1 and a2 different from e. Such a consideration 
leads to a determination of all normal subgroups of 
~\(H; 2, 3, 3). The result is ·stated in the following 
theorem: 
Theorem 2: Al~ the normal subgroups N 
of ZA(H; 2, 3, 3) are given by the follou-
ing construction. In H choose eroups 
0 0 o e o 
01 c Gl' 02 c 02 such that Gl/01 : 02/02• 
The groups must also be chosen subject to 
0 0 
01/Gl belongs to the center of H/o1 and 
0 0 
G?/G 2 belongs to the center of H/G2• Then 
let N consist of the elements of the form 
v = {gl' g2} 
where gl runs through Gl and g2 runs 
0 
through G2 subject to g2 = gle mod G2.• 
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CHAPTER V 
The Basis Group as Characteristic Subgroup 
As has been the case in all previous discussions, 
we shall make no assumptions about the order of the group 
H with respect to which the symmetry is constructed. 
Theorem li ~he basis group of E(H; B, d, d) 
is a charact~ristic subgroup of the 
symmetry. 
Proof: Let us assume that the theorem is not 
true.· Then there exists some automorphism e such that 
{V)e ¢ V. There al~b exists some normal subgroup M of 
Z such that Me = V. But this means that M = Ve-1 • We 
already have V~ ~ V so V ~ Ve-l = M. 
The quotient group Z/V is isomorphic to s. We 
assert that E/M .~ S : Z/V. We shall exhibit an iso-
morphism between E/M and S. We first write Z in terms 
6f cosets of M. Then (My)e = {m}e(y)e = {v}{ye) • 
V(ye) = Vvs = Vs. Define a correspondence ~ between 
cosets of M and S by (My)$ = s where s is defined as 
above. & is the ~esired isomorphism. 
Consider the two normal groups K and N of Z given by 
K = V U M and N = V n M. The quotient group K/M is a 
normal subgroup of E/M. Since V ~ M, the group K/M is 
not the identity. ~ence, K/M is isomorphic to a normal 
subgroup of s, i.e. S or A. Therefore, in any case, 
K/M is non-Abelian. On the other hand, from the second 
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is'.omorphism law it follows that K/M : V /N. The form 
' of the group N has been determined in Theorem 4 , 
Section 1.1, Chapter IV. A normal subcroup o1 of H 
is ch~sen such that H/G{ is Abelian. Then N consists 
of all multiplications v where all but a finite number 
of the factors are e and the non-identity factors run 
through H subject to h1 ••• hn belongs to o1 • This 
shows that the quotient group V/N is isomorphic to 
H/G1 , hence is Abelian. This contradicts K/M : V/N 
since K/M is non-Abelian. 
Theorem 2: The basis group of EA(H; B, d, d) 
is- a characteristic subgroup of the symmetry. 
The proof of Theorem 2 is similar to that of 
'I' he or em 1. 
Theorem ]: The basis group of EA(H; n, n+l, n+l) 
for n ~ 5 is a characteristic subgroup of the 
symmetry. 




l. Ore, b., , Theory of Monomial Groups, Trans. 
of Amer. Math. Society, Vol. 51, No. l 
(1942), pp. · 15-64. 
2, Scott, W. R., Infinite Symmetric Groups, 
unpublished manuscript. 
3. Carmichael, R. D., Introduction to the Theory 
of Groups of Finite Order, Illinois, Ginn and 
Company, 1937. 
4. Schreier, J. and Ulam s., Uber die 
Automorphismen der Permutationsgruppe der 
Natiirlichen Zahlenfolge, Fundamenta Math., 
vol. 28 (1937), PP• 258-260. 
5. Baer, R., Die Kompositionsreihe der Gruppe 
aller Eineindeutigen Abbildungen einer 
Unendlichen Menge auf sich, Studia Math., 
Vol. 5 (1934), PP• 15-17. 
