form the genotype of the individual under consideration. The function σ [.] is monotonic and without loss of generality can be taken to map its argument to the interval (-1,1). In the limit of a very steep slope at the origin, σ[.] becomes the step function giving (-1) for negative arguments and (+1) for positive ones; this is the limit we consider for all the work described in this article. (Furthermore, we also set σ(0)=0.) However, the steep sigmoidal function used in others studies of these circuits (SIEGAL and BERGMAN 2002) would yield results similar to those reported here.
For each genotype, we have a phenotype which is associated via a dynamical property of the circuit as follows. Given an initial gene expression state S(0) (at some time defined as t=0 during development), a circuit may attain at a later time an equilibrium expression state S(∞). If so, we say that the circuit has the (input-target) "phenotype" S(0)→ S(∞).
Since our space of expression states is finite in size, any equilibrium state has to be reached in at most 2 N time steps.
However, to examine that many time steps numerically is prohibitive; fortunately we find that if an equilibrium state is reached, it is found in far fewer steps. More specifically, in our study of small and intermediate N, it turns out that equilibrium states are reached after fewer than N 2 time steps. Nearly all of the work presented in this paper considers a given input-target phenotype S(0)→ S(∞), which motivates our working definition of a viable circuit: it is a circuit that attains the equilibrium state S(∞) from S(0) in fewer than N 2 time steps. Note that circuits with extremely long transients of more than N 2 time steps would have marginal biological relevance anyway, because their dynamics are exceedingly fragile to perturbations. In the limit of large numbers N of circuit genes, randomly chosen vectors S(0) and S(∞) would be orthogonal. Because orthogonality is the generic relationship between these vectors, we here only analyze circuits with orthogonal vector pairs. We have shown in a previous publication (CILIBERTI et al. 2007 ) that all circuit properties we study here depend only on the angle between S(0) and S(∞).
A detailed biological motivation for this model and the dynamics of the expression levels has been presented elsewhere (WAGNER 1996) . The equations of motion are analogous to those used in neural computation (AMIT 1989; HERTZ et al. 1991) . Note that we use synchronous updating of the state variables Si. This can affect the detailed phenotype of a given genotype, but it will not affect the states that are left invariant by the iterations. Furthermore, if a circuit is robust, using asynchronous rather than synchronous dynamics is unlikely to change its phenotype. (See (ALBERT and OTHMER 2003; LI et al. 2004) for case studies where the different choices of the dynamics lead to minor changes.)
Distance between expression states and between genotypes
Let {Si (t)} and {S'i (t)} (i=1,…,N) be two expression states. Since these are strings of +1's and -1's, we can define the Hamming distance dH between two states as the number of entries where they differ. More precisely, for our work we use the normalized distance dH /N. It is 0 if and only if the two states are the same, and the maximum distance dH is 1. Now consider two genotypes G and G' specified by their weights wij and w'ij. Note that these weights are real; thus if we simply ask for the number of entries that differ between the two weight matrices, we see that even tiny changes can lead to large distances. To overcome this problem, we consider only the signs of the weights and define as before a Hamming distance dH between the two lists {sign(wij)} and {sign(w'ij)}, (i,j=1,…,N) . (By convention, sign(0)=0.) Just as for the distance between two states, we normalize dH so that the resulting quantity is between 0 and 1.
Fitness
We here take the limit of strong viability selection. Thus if a circuit's phenotype is equal to the reference phenotype, S(0)→ S(∞), its fitness is one, otherwise it is equal to zero.
In a more general framework, one would use soft selection: if the target stable expression state is S(∞) and the genotype of interest leads to S'(∞), one would use a fitness function of the type exp(-d[S(∞),S'(∞)]/s) where d is the normalized Hamming distance of expression states, and s indicates the inverse strength of selection. This fitness is interpreted as a survival probability from one generation to the next. The limit s→0 is the strong selection limit. (In all cases, if a circuit does not reach a stable expression state from S(0), we set its fitness equal to zero.)
Random sampling of viable genotypes -the "viable ensemble"
In our framework, a genotype is specified by the weights wij which a priori can take on any values (they are in fact unbounded). To give a meaning to the term "random genotype", it is necessary to introduce a probability measure on the genotype space, i.e., a probability density for each genotype. First, we assign to each weight wij a Gaussian distribution of zero mean and unit variance, N(0,1). Second, because the number M of non-zero weights is variable (M falls in the range ( , )), we must give a prescription for specifying the fraction f(M) of genotypes that have exactly M non-zero weights. To do this, we build on the case where the wij take on only the values 0 and ±1. The space of genotypes is then discrete, so we can calculate analytically the number of different genotypes for each M. From this we deduce the fractions f(M) for the discrete model, and force our continuous wij model to have the same fractions. The probability density of a given genotype with M non-zero interactions is then f(M) times the product over all of the nonvanishing wij of their probability density (the distribution is N(0,1)).
In the space of all genotypes, some are viable, others not. For our study, we need to consider random viable genotypes;
we take this to mean that the genotypes are chosen with the probability density defined above with the additional constraint that the genotype is viable; this defines the "viable ensemble". The simplest way to sample this ensemble is to produce a random genotype in the sense just defined and then keep it if it is viable, and retry if it is not. Unfortunately this approach is very inefficient, because the number of trials gets to be astronomical for even moderately large values of N and M. To overcome this difficulty, we rely on Monte Carlo importance sampling, using the Metropolis algorithm.
This approach builds a sequence or "chain" of genotypes; at each step, we take the current genotype and modify (mutate) a single interaction wij . In practice, if wij is zero, we give it a new value taken from a Gaussian of zero mean and unit variance; if it is non-zero, we either give it a new Gaussian value of the same sign or set it to zero. We require that this modification maintains the constraints on M. We then test for viability of the new genotype; if it is not viable, we reject it and keep the unchanged genotype. If instead the new genotype is viable, we apply the Metropolis accept/reject rule which takes into account the fractions f(M) of genotypes with non-zero weight; that rule, based on detailed balance, ensures that the genotypes will appear in the chain with the requested probability density as long as the space to sample is connected. We have previously shown that the space of viable genotypes is indeed connected (CILIBERTI et al. 2007) .
Mutational robustness
For a given circuit, mutational robustness Rµ(1) is the probability that a circuit remains viable after a single mutation (the change of a single regulatory interaction). We estimate Rµ(1) in practice by randomly generating at least N 2 random mutations of the regulatory interaction in the circuit. A more general measure of mutational robustness is Rµ(m), the probability to remain viable after m mutations. We estimate it analogously by examining 1000 circuits with m mutations.
Recombinational robustness
Recombinational robustness RR is the probability that an offspring generated through recombination, as defined above, is viable. Notice that RR is not a property of one circuit, but always a property of the circuits within a population or ensemble of circuits. We here analyze robustness in three kinds of ensembles: (i) the "viable ensemble" (using randomly sampled genotypes as explained above) of viable circuits with given S(0)→ S(∞), (ii) the ensemble generated by populations in mutation-selection balance, and (iii) the ensemble generated by populations in mutation-selectionrecombination balance. For any such ensemble, we estimate RR by producing at least 1000 offspring from as many "mating pairs" randomly chosen (with replacement) from the ensemble, and determining the fraction of children that are viable.
Additional measures of robustness
In order to compare mutational and recombinational robustness directly, it is useful to consider the number of interactions effectively changed in a recombination event. Note that if two parent circuits differ in H regulatory interactions, then one of the offspring will differ from a parent by m regulatory interactions, whereas the other offspring will differ by (H-m) regulatory interactions. We denote by DR=m/H a normalized "recombination distance" between an offspring and one of its parents, and as Rr(m) the fraction of viable offspring, given that they differ from one parent by m interactions, averaged over many matings within one of the above ensembles. Clearly, Rr(H)= Rr(0)=1. Also, we would expect that the effects of recombination are small if they change few interactions, e.g., Rr(1) and Rr(H-1) might be close to one. Conversely, the effects of recombination would be largest if they affected a maximal number of interactions, i.e., Rr(m) should show a minimum in the vicinity of m=H/2. Our measurements of the different Rr(m) are based on 10 6 mating pairs chosen with replacement (for each of the above ensembles), and from one offspring generated from each mating pair.
In an analogous approach, we can interpolate between two genotypes G1 and G2 by substituting m different regulatory interactions wij between them. That is, instead of recombination (swapping of rows), we choose m entries of w at random where the two circuits differ in their wij, and substitute each wij in one circuit with the corresponding wij in the other circuit. (In this approach, we also maintain the constraint on the total number of non-zero interactions.) By determining the viability of this composite genotype and repeating this procedure for many different mating pairs, we obtain a measure of the probability that a circuit remains viable after m such substitutional changes.
Finally, we used a third measure of robustness to generate the data along the y-axis of the plots in Figure S3 . This measure starts with 10 5 genotypes that are the substitutional offspring, as just described, of different mating pairs, and that differ in some number m of regulatory interactions from one of their parents. Each offspring is then subjected to a predetermined number k of random mutations, and the fraction of viable offspring is determined as a function of k.
Two measures for the diversity of genotypes in a population
Perhaps the simplest measure of genotypic diversity is to count the number of different genotypes in a population.
However, with such a definition, even a change in just one interaction weight by one part in a million will lead to a "new" genotype. To overcome this limitation, we consider only the sign of each interaction weight, just as we did when introducing genotype distances. Specifically, we convert all weight matrices w=(wij) in the population to truncated O. C. Martin and A. Wagner 5 SI matrices by calculating the signs of each weight {sign(wij)} (i,j=1,…,N); then the first measure of genotypic diversity is given by the number of different such truncated weight matrices.
In a very large population, this first measure of diversity has the drawback that even a tiny fraction of the population can contribute enormously to its diversity. It is thus useful to find another measure which focuses more on the genotypes that arise with a "significant" frequency. One relevant approach uses the "participation ratio", defined as
where pi is the frequency of genotype i in the population. The index I is equal to 1 if only one genotype occurs, and it is equal to the whole population size if all genotypes are different. For the same reason as for the first diversity measure, we compute pi for "truncated" genotypes, where only the signs of the wij are considered.
Mutational and recombinational effects on the genetic load
The genetic load in a population is generally taken to be a reduction in population mean fitness compared to a maximum mean fitness. In our system we have taken the strong selection limit: if a genotype is viable its fitness is 1 otherwise the fitness is 0. In this context, it is preferable to refer to the probability that an offspring will be viable (survive) and define the genetic load as the fraction of offspring that are not viable. With this definition, the load can be computed during population evolution, when producing consecutive generations. Specifically, at each generation, we need to produce some number P+D of offspring to obtain P viable individuals for the next generation. The genetic load
L is then simply the average of D/(P+D).
For a population in mutation-selection balance, the load will be denoted by L µ and it is the proportion of the trial offspring that carry deleterious mutations, or equivalently it is the reduction in mean fitness of the individuals as a result of incorporating mutations at the rate µ (DAVIS and WHITLOCK 2004) . We note that L µ will approach zero linearly as µ approaches 0. For a population in mutation-selection-recombination balance, the load will be denoted by L µr and again it can be estimated as the average of D/(P+D).
FIGURE S1.-The model of regulatory circuits. We consider a circuit with N genes and the interactions between these are specified by the matrix elements w=(wij). Only the interactions (mediated by binding of the transcription factors) but not the coding regions of the transcription factors are modeled. The values of a hypothetical set of these interactions are depicted here graphically via rectangles of different color hues for inhibitory (blue), activating (red), and absent (white) regulatory interactions in the square matrix w. After Figure 1A from (CILIBERTI et al. 2007) . (N,3N) , µ=0.1 mutations per circuit and generation, and orthogonal vectors S(0) and S(∞). Note that all relevant circuit properties depend only on the angle between these vectors (CILIBERTI et al. 2007 ).
a) b ) c)
FIGURE S3.-The effects of mutations superimposed on substitutional changes. All three panels show the fraction of viable circuits (vertical axis) that are obtained when one first produces substitutional changes (as in Figure 3 of the main text) leading to a recombination distance DR from one parent, followed by a number m of additional random mutations. Parents are taken from a) a random sample of circuits with the same phenotype (viable ensemble); b) a population of circuits in mutation-selection balance; c) a population of circuits in mutation-recombination-selection balance. The data show that mutations added to substitutional changes further decrease the fraction of viable circuits. However, circuits that show increased robustness to recombination (panel b) and c)) also show increased robustness to additional mutations. A total of 10 5 mating pairs were used for each ensemble. All panels are based on circuits with N=12 genes, number of regulatory interactions per circuit in the interval , and orthogonal vectors S(0) and S(∞). Note that all relevant circuit properties depend only on the angle between these vectors (CILIBERTI et al. 2007) . Panels b) and c) are based on populations of 1000 circuits and µ=1 mutations per circuit and generation. 
