Abstract-In cellular systems, content delivery latency can be minimized by jointly optimizing edge caching, fronthaul transmission from a cloud processor (CP) with access to the content library, and wireless transmission. In this paper, this problem is studied from an information-theoretic viewpoint by making the following practically relevant assumptions: 1) the ENs have multiple antennas; 2) only uncoded fractional caching is allowed; 3) the fronthaul links are used to send fractions of contents; and 4) the ENs are constrained to use one-shot linear precoding on the wireless channel. Assuming offline caching and focusing on a high signal-to-noise ratio (SNR) latency performance metric, the proposed caching and delivery policy is shown to be either exactly optimal or optimal within a multiplicative factor of 3/2. The results bring insights into the optimal interplay between edge and cloud processing in fog-aided wireless networks as a function of system resources, including the number of antennas at the ENs, the ENs' cache capacity and the fronthaul capacity.
I. INTRODUCTION
Content delivery is one of the most important use cases for mobile broadband services in 5G networks. A key technology that promises to help minimize delivery latency is edge caching, which relies on the storage of popular contents at the Edge Nodes (ENs), i.e., at the base stations or access points. The information-theoretic analysis of edge caching, which has been undertaken in the past few years starting with [1] , has concentrated on the interplay between the cached content distributions across the ENs and the ENs' capability to carry out interference management. To this end, this line of work has focused on the interference-limited regime of high SNRs.
In [1] , [2] , as well as in [3] - [5] , this analysis was performed under the assumption that the overall cache capacity available in the system, including at the receivers, is sufficient to store the entire library of popular contents. When this assumption is violated, contents need to be retrieved from a content server by leveraging transport links that connect the ENs to the access or core network. This more general scenario was studied in [6] , [7] , as well as in the follow-up work [8] , in which a cloud processor is considered to be connected to the ENs via so called fronthaul links, as seen in Fig. 1 (see also [9] , [10] ). For the model of Fig. 1 , which is referred to as Fog-Radio Access Network (F-RAN), the key design problem concerns the optimal use of fronthaul and wireless edge resources for caching and delivery. Assuming the standard offline caching scenario with static popular set, reference [6] identified optimal caching and delivery strategies within a multiplicative factor of two. Optimality is defined in the high-SNR regime as in [1] - [10] . The results in [6] hold under no constraints on the strategies allowed for use on fronthaul and wireless channels. In particular, the approximately optimal scheme in [6] relies on interference alignment, which is known to have significant performance losses under imperfect Channel State Information (CSI) [11] , and on fronthaul quantization, which comes with stringent synchronization constraints [12] .
In this work, we revisit the results in [6] by making the following practically relevant assumptions: 1) the ENs have multiple antennas; 2) only uncoded fractional caching is allowed; 3) the fronthaul links are used to send fractions of contents; and 4) the ENs are constrained to use one-shot linear precoding on the wireless channel. In light of the last assumption, the set-up studied extends the model in [2] by including cloud processing, fronthauling, and multi-antenna ENs, but, unlike [2] , it excludes caching at the receivers' sides.
Related Work: Assuming offline caching, cache-aided interference management was first studied in [1] , in which transmitter-side caches are considered, and a delivery strategy is proposed by leveraging interference alignment, ZeroForcing (ZF) precoding and interference cancellation. Extensions that account for caching at both transmitter and receiver sides can be found in [2] - [5] , [13] . In [4] , a novel strategy based on the separation of physical and network layers is investigated. Under the assumption of one-shot linear precoding, references [2] , [13] reveal that the transmitters' caches and receivers' caches contribute equally to the high-SNR performance. As discussed, the joint design of cloud processing and edge caching for F-RANs was studied in references [6] , [7] and then in [8] , [9] , [14] , by focusing on the high-SNR latency performance metric known as Normalized Delivery Time (NDT) proposed in [6] . These works obtain approximately optimal values without considering assumptions 1)-3). References [9] , [10] study a related scenario with coexisting macro-and small-cell base stations.
Main contributions: This paper investigates interference management in a cloud and cache-aided F-RAN illustrated in Fig. 1 , under the assumptions of one-shot linear precoding and transmission of uncoded contents on the fronthaul links. We focus on serial delivery where fronthaul transmission is followed by edge transmission. We first derive an upper bound on the minimum NDT as a function of the cache storage capacity, the fronthaul rate and the number of ENs' antennas. To this end, we propose a scheme that manages interference via ZF by means of the ENs' cooperation as enabled by both fronthaul and edge caching resources. Then, an informationtheoretic lower bound on the minimum NDT is derived. As a result, the minimum NDT is characterized exactly for a large subset of system parameters, and approximately within a multiplicative factor of 3/2 for any value of the parameters.
Notation: For any integer K, we define the set
) denotes a function f (n) that satisfies the limit lim n→∞ (f (n)/g(n)) = 0. The ceiling function x maps x to the least integer that is greater than or equal to x, and the floor function x maps x to the greatest integer that is less than or equal to x. The nearest positive integer function [x] returns the nearest positive integer to x.
II. SYSTEM MODEL AND PERFORMANCE METRIC
In this section, we present the model under study, which consists of an F-RAN system with multi-antenna ENs operating under uncoded fronthaul transfer and one-shot linear precoding on the wireless edge channel. We also adapt the NDT metric [6] to this model.
A. System Model
We consider the F-RAN model shown in Fig. 1 where K T ENs, each having n T antennas, are connected to K R singleantenna receivers through a shared wireless channel, as well as to a CP via fronthaul links. The CP has access to a library
, where each packet W nf is of size L/F bits, and F is an arbitrary parameter. Note that we refer to the set of packets {W nf } F f =1 in file W n as W n . Each fronthaul link has capacity C F bits per symbol, where a symbol refers to a channel use of the wireless channel, and each EN has a cache with capacity of μN L bits, with μ ∈ [0, 1]. Parameter μ is referred to as the fractional cache size.
In the pre-fetching phase, the ENs' caches are pre-filled with content from the library under the cache capacity constraints. The content of the cache of each EN i is described by the set
where C in ⊆ W n represents the subset of packets from file W n that are cached at EN i. Due to the cache capacity constraint, its size must satisfy the inequality |C in |/F ≤ μ. Note that as in [2] , the model at hand allows for no coding either within or across files.
In the delivery phase, each user k requests a file
to the ENs via the fronthaul links. Specifically, on each fronthaul i, the set
Note that, as mentioned, the described model assumes hard-transfer fronthauling. After the fronthaul transmission, any EN i has access to the fronthaul information F i , as well as to the cached content C i . This information is used by the ENs to deliver the users' requests
k=1 through the wireless channel. To this end, we constrain the wireless transmission strategy to one-shot linear precoding by following [2] . Accordingly, wireless transmission takes place over B blocks to deliver the K R F desired packets. In any block b ∈ [B], the ENs send a subset of the requested packets, denoted by
that each user in R b can decode exactly one packet without interference at the end of the block. To this purpose, in any block b, each EN i sends a linear combination of the subset of packets in D b that it has available in its cache or based on the fronthaul signal. For any given symbol within the block, the transmitted signal of EN i is hence given as
where s nf (b) is a coded symbol for file W nf , and v inf (b) ∈ C n T ×1 is the precoding vector for the same file. As described,
where 
supports transmission at rate log(P ) + o(log(P )).
B. Performance Metric: NDT
Given the fronthaul messages defined by set
, the time required for fronthaul transmission can be computed as
since |F i |L/F bits need to be delivered to EN i over a fronthaul link of capacity C F and T F is the maximum among the K T fronthaul latencies. Furthermore, given the delivered packet set {D b } B b=1 , the total time needed for wireless edge transmission over B blocks is
This is because, in each of the B blocks, one packet with L/F bits is sent to each user in R b at rate log(P ) + o(log(P )). As in [6] , we normalize the latency by the term L/ log(P ). This corresponds to the transmission latency, neglecting o(log(P )) terms, for a reference system that transmits interference-free to all users at the maximum rate log(P ). Moreover, as in [6] , we evaluate the impact of the fronthaul capacity C F in the high-SNR regime by using the scaling C F = r log(P ), so that the parameter r measures the ratio between the fronthaul capacity and the interference-free wireless channel capacity to any user. Accordingly, we define the fronthaul NDT of the given policy as
and the edge NDT as
Assuming serial fronthaul and edge transmission, the overall NDT is given as
For any pair (μ, r), the minimal NDT across all achievable
is defined as δ(μ, r) = inf{δ(μ, r) : δ(μ, r) is achievable for some F ≥ 1}.
(8) Note that in the definition (8), we allow for a partition of the files in an arbitrary number of F packets. By construction, we have the inequalityδ(μ, r) ≥ 1, where the lower bound is achieved in the mentioned ideal system. By allowing for time sharing among different policies, we finally define the minimum NDT as δ * (μ, r) = l.c.e. (δ(μ, r) ).
where the lower convex envelope (l.c.e.) 1 is computed throughout this paper by consideringδ(μ, r) as a function of μ. The 1 The l.c.e is the supremum of all convex functions that lie under the given function. achievability of δ * (μ, r) given the achievable NDTδ(μ, r) follows by a standard cache and time-sharing argument, which is detailed in [7, Lemma 1].
III. NORMALIZED DELIVERY TIME ANALYSIS
In this section, we present an upper bound (Proposition 1) and a lower bound (Proposition 2) on the minimum NDT for the described F-RAN model. These bounds provide a characterization of the minimum NDT that is conclusive for a wide range of values of the system parameters (Proposition 3) and is generally within a multiplicative factor of 3/2 from optimality (Proposition 4).
A. Achievable Scheme and Upper Bound on the Minimum NDT
In the proposed scheme, in each block b, a subset of ENs serve a given number u(μ, r) of users by using cooperative ZF precoding on the wireless channel. Cooperation at the ENs via ZF is enabled by the availability of shared contents across the ENs as a result of both caching and fronthaul transmission.
To quantify the availability of the requested files at the ENs, we define the multiplicity m(μ, r) ≤ K T of any requested file as the number of times that the file appears across all the ENs after fronthaul transmission. This number hence accounts for both the pre-stored caching contents and the information received at the ENs from the fronthaul transmission. Given the multiplicity m(μ, r), a number m(μ, r) of ENs can transmit cooperatively in each block, creating up to m(μ, r)n T interference-free channel via ZF. Hence, the number of users that can be served via ZF in each block is given as
A multiplicity m(μ, r) = μK T can be ensured by the ENs' cached contents. The multiplicity can be further increased by sending information on the requested files from the cloud, albeit at the cost of fronthaul transmission latency. Moreover, the multiplicity m(μ, r) can be upper bounded without loss of optimality by
This is because, when the multiplicity equals m max , the ENs can cooperate in each block via ZF beamforming to completely eliminate inter-user interference for the maximum possible number of users, which, by (10) , is given by
To formalize the main result, we first define the function m min (r) as the piece-wise constant non-decreasing function illustrated in Fig. 2 . This is the multiplicity selected by the proposed scheme when there is no caching, i.e., when μ = 0. The function m min (r) in Fig. 2 is defined mathematically as
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Edge-only Cloud + Edge When μ > 0, we can generally support a larger multiplicity m(μ, r) which is given for the proposed scheme as
The upper bound is presented in the following proposition.
Proposition 1:
In an F-RAN with n T antennas at each transmitter, we have the upper bound on the minimum NDT
with the fronthaul NDT and edge NDT as
.
Proof:
The full proof can be found in [15, Appendix A], and a sketch of the proof follows.
According to (13) , as illustrated in Fig. 2 , the multiplicity m(μ, r) of each requested file is obtained by comparing μK T , i.e., the multiplicity allowed by caching only, with the upper and lower bound m max and m min (r). We distinguish two cases: (i) Edge-only transmission: for μK T ≥ m min (r), we have m(μ, r) = min{ μK T , m max } and u(μ, r) = min{m(μ, r)n T , K R }, and hence the edge caches can support the selected multiplicity without the need for fronthaul transmission; and (ii) Cloud and edge-aided transmission: for μK T < m min (r), we have m(μ, r) = m min (r) > μK T , and hence fronthaul transmission is needed in order to support the multiplicity m(μ, r) and serve min{m min (r)n T , K R } users simultaneously.
Remark 1: From the discussion above, whenever μK T ≤ m min (r), the proposed policy uses both cloud and edge. From  Fig. 2 , this implies that, as the fronthaul rate r increases, it is advantageous to use cloud-to-edge communications even when the edge alone would be sufficient to deliver all requested contents, that is, even when we have μK T ≥ 1. This is because, in this regime, the cloud can send information cached at some ENs to other ENs in order to foster cooperation, at the cost of a fronthaul delay that does not offset the cooperation gains. However, when μK T ≥ m min (r), the scheme only uses edge resources. Since m min (r) in Fig. 2 is a decreasing function of the number n T of each EN's antenna, this suggests that, as n T increases, edge processing becomes more effective, making cloud processing unnecessary for smaller values of the cache capacity μ.
Sketch of proof:
We now provide more details on the proposed caching and delivery policy for the case μK T ≥ m min (r). Assume first that μK T is an integer, so that the multiplicity in (13) is m(μ, r) = min{μK T , m max }. Non-integer values can be handled via time-sharing. In the caching phase, each file W n is equally split into
, where l.c.m. (a, b) is the least common multiple of integers a and b. Correspondingly, the ENs are clustered into F C clusters, defined as
where each cluster is defined as (15) where 
k=1 of the requested files by serving each of the B D groups of users in turn. To communicate to all u(μ, r) users in each group, each 
B. Lower Bound on the Minimum NDT
A lower bound on the minimum δ * (μ, r) is presented in the following proposition, where we define the function m * (r) as 
Proposition 2:
In an F-RAN with n T antennas at each transmitter, the minimum NDT δ * (μ, r) is lower bounded as
where the first equality is for μK T < m * (r), and the second one is for μK T ≥ m * (r), Proof: The proof follows from similar steps as [2, Section 5], with important caveats discussed in [15, Appendix B] .
C. Minimum NDT
The following Proposition characterizes the minimum NDT δ * (μ, r) for the regime of low cache and fronthaul capacities, i.e., when μK T ∈ [0, 1] and r ∈ [0, n T /K R ], as well as for any set-up with μK T integer or μK T ≥ m max .
Proposition 3: For an F-RAN system with n T antennas at each EN, the minimum NDT δ * (μ, r) is given as δ * (μ, r) = max
where the first equality is for μK T ∈ [0, 1] and r ∈ [0,
, and the second one is for μK T ∈ {m min (r)+1, · · · , m max }∪ (m max , K T ].
Proof: The result follows by the direct comparison of the bounds in Proposition 1 and Proposition 2.
More generally, the achievable NDT in Proposition 1 is within a factor of 3/2 from the lower bound of Proposition 2 for any fractional caching size μ and fronthaul rate r.
Proposition 4:
In an F-RAN with n T antennas at each transmitter, we have the inequality
Proof: The proof can be found in [15, Appendix D] . A plot of the achievable NDT δ ach (μ, r) and of the lower bound δ lb (μ, r) as a function of μ is shown in Fig. 4 for a given value of r. As discussed, depending on the edge capacity μK T , the achievable scheme uses both cloud and edge resources when μK T is smaller than m min (r), while it uses only edge transmission when μK T is larger than m min (r). By comparison with the lower bound, the figure also highlights the regimes, identified in Proposition 3, in which the scheme is exactly optimal.
IV. CONCLUSIONS In fog-aided cellular systems, fronthaul resources enable a cloud processor with access to the content library to communicate uncached contents to the edge nodes. In this paper, we have studied the resulting optimal trade-off between fronthaul latency overhead and overall delivery latency from an information-theoretic viewpoint under the assumption of multi-antenna edge nodes. The main result is the characterization, within a small multiplicative factor, of the minimum high-SNR latency as a function of system parameters such as fronthaul capacity, edge cache capacity and number of peredge node antennas.
