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Abstract
Constraints that express relationships among objects are used to model and solve various problems arising from ﬁelds such as
artiﬁcial intelligence, software, and computer graphics. Soft constraints are often important for applications that involve complex
relationships among objects. This paper proposes a new method for solving soft constraints. The method treats soft nonlinear con-
straints with hierarchical preferences, and computes solutions that satisfy as many constraints with strong preferences as possible.
It adopts the method of Lagrange multipliers to enable the accurate computation of local solutions. The paper also presents the
result of a preliminary experiment using a simple geometric example.
c© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
Constraint programming is a paradigm that solves problems by using constraints that declaratively specify rela-
tionships among objects. Constraint programming has been widely studied in ﬁelds such as artiﬁcial intelligence,
software, and computer graphics. Particularly in graphical applications such as drawing editors, constraints can natu-
rally express positional relationships among visual objects, and therefore constraint programming has been studied in
the ﬁeld of user interface software since its infancy1 until recently2.
Soft constraints are important for constraint-based graphical user interfaces. It is necessary to provide each visual
object with various constraints that represent, for example, its possible positional range on a screen and the dragging
of it with a mouse as well as its relative positional relationship with other objects. Therefore, it is diﬃcult for pro-
grammers to consistently specify all constraints without using soft constraints. As a theoretical framework for soft
constraints, constraint hierarchies3 are widely used. In a constraint hierarchy, each constraint is associated with a hi-
erarchical preference called a strength, and solutions are determined to satisfy as many strong constraints as possible.
For example, to forbid a user from dragging an object into an inappropriate location, a programmer can use a weak
constraint on mouse dragging as well as strong constraints on its positional relationships with other objects and its
possible positional range on the screen.
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We previously developed a constraint solver called Chorus4. It solves constraint hierarchies that include nonlinear
geometric constraints such as Euclidean geometric constraints, non-overlap constraints, and graph layout constraints.
However, since it is based on an approximate constraint solving method, the accuracy of a solution may become
insuﬃcient due to the inﬂuence of weak constraints that should be ignored in theory, which makes objects out of
position to a degree that is visibly recognizable.
To tackle this problem, we propose a new method for solving constraint hierarchies that include nonlinear con-
straints such as geometric constraints. This treats constraint hierarchies by adopting the method of Lagrange multi-
pliers5, which is a basic method for minimizing a nonlinear function subject to nonlinear constraints. The proposed
method computes more accurate local solutions than approximate methods such as Chorus.
The rest of this paper is organized as follows. Section 2 describes previous work related to the proposed method.
Next, Section 3 brieﬂy explains constraint hierarchies and the method of Lagrange multipliers on which the proposed
method is based. Then Section 4 proposes our new constraint solving method. Section 5 presents the result of
a preliminary experiment using a simple geometric example. Section 6 discusses the proposed method. Finally,
Section 7 provides conclusions and future work.
2. Related work
Most of early work on constraint hierarchies, such as the one on DeltaBlue6 and QuickPlan7 constraint solvers,
treated local propagation (or dataﬂow) constraints by using a graph-theoretic approach. Methods of this kind were
limited in application domains because of their insuﬃcient ability to process simultaneous constraints.
Linear constraint solvers such as Cassowary8, QOCA9, HiRise10, HiRise211, and the extended Kaczmarz method12
appropriately process simultaneous constraints in constraint hierarchies. However, they are unable to treat nonlinear
constraints including geometric constraints.
To solve constraint hierarchies including nonlinear constraints, approximate methods have been proposed4,13,14.
Such a method, Chorus4, approximately processes constraint hierarchies by transforming a constraint hierarchy into
an optimization problem, which is done by converting constraint preferences into real-valued weights. This method
needs to embed all non-strongest constraints in the objective function of an optimization problem, which makes it
impossible to associate suﬃciently separate weights with diﬀerent strengths. Therefore, this method is unable to
achieve suﬃcient accuracy of solutions.
Introducing hierarchical QR decomposition, we previously proposed a numerical method for accurately solving
constraint hierarchies including nonlinear constraints, and presented the result of a preliminary experiment15. The
method is expected to be eﬀective for the same purpose as the method proposed in this present paper. However, the
method proposed in this paper is simpler, and therefore is expected to be easier to implement as a constraint solver.
3. Preliminaries
This section brieﬂy explains constraint hierarchies and the method of Lagrange multipliers.
3.1. Constraint hierarchies
In this paper, we particularly treat the problem of ﬁnding a single solution to a constraint hierarchy including
nonlinear constraints over real-number domains, based on a solution criterion called least-squares-better (LSB)3. In
a constraint hierarchy, each constraint is associated with a hierarchical preference called a strength. A constraint
hierarchy consists of a ﬁnite number of levels, where the top level contains required constraints that must always
be satisﬁed, and lower levels contain preferential constraints that can be relaxed if necessary. Strengths are often
symbolically represented as required, strong, medium, and weak. In theory, the LSB solution set consists of the
solutions obtained by successively minimizing the least-squares sums of the errors of equal-strength constraints from
the strongest to the weakest.
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3.2. Method of Lagrange multipliers
The method of Lagrange multipliers is a basic method for a constrained optimization problem, i.e. a problem of
minimizing a nonlinear function subject to nonlinear constraints5. Consider the following constrained optimization
problem:
minimize f (x) subject to g1(x) = 0, . . . , gm(x) = 0
where x = (x1, x2, . . . , xn) is a vector of n variables, and f (x) and g1(x), . . . , gm(x) are nonlinear functions. The
Lagrange function of this problem is deﬁned as follows:
L(x, λ) = f (x) +
m∑
i=1
λigi(x)
where λ = (λ1, . . . , λm) is a vector of variables called Lagrange multipliers. Then a necessary condition for x to be a
solution to the original constrained optimization problem is the following:
∂L
∂x j
= 0 (1 ≤ j ≤ n), ∂L
∂λi
= 0 (1 ≤ i ≤ m)
4. Proposed method
This section proposes a method for solving constraint hierarchies with LSB.
4.1. Reformulation of constraint hierarchies
We ﬁrst reformulate constraint hierarchies to make them more appropriate for constraint solving in this paper. We
represent variables as x = (x1, x2, . . . , xn) and the i-th constraint in the k-th level of a constraint hierarchy as fk,i(x) = 0
(0 ≤ k ≤ l, 1 ≤ i ≤ mk)1. We assume that each fk,i(x) is a k-times partially diﬀerential function. Intuitively, the level 0
of the constraint hierarchy consists of required constraints, and a level indicated by a larger number contains weaker
constraints.
We deﬁne solutions to the constraint hierarchy as solutions to the following multi-level optimization problems:
minimize
ml∑
i=1
f 2l,i(x)
subject to minimize
ml−1∑
i=1
f 2l−1,i(x)
...
subject to minimize
m1∑
i=1
f 21,i(x)
subject to f0,i(x) = 0 (1 ≤ i ≤ m0)
where “minimize ... subject to ...” means the minimization of the function succeeding to the “minimize” within the
solution set of the problem succeeding to the “subject to,” which is the same as the case that another “minimize”
appears immediately after the “subject to.” This deﬁnition of solutions is formally diﬀerent from the one presented in
the original constraint hierarchy framework3. However, they are equivalent if LSB is used as the solution criterion.
1 An inequality constraint f (x) ≥ 0 can also be represented as an equality g(x, s) = f (x) − s2 by including a slack variable s.
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4.2. Constraint solving
The proposed method treats constraint preferences in constraint hierarchies by adopting the method of Lagrange
multipliers. The proposed method transforms the previously deﬁned multi-level optimization problem into a set of
simultaneous equations. For this transformation, we introduce the following l Lagrange functions Lk(x, λ1, . . . , λk) 2:
L1(x, λ1) =
m1∑
i=1
f 21,i +
m0∑
i=1
λ1,i f0,i
Lk(x, λ1, . . . , λk) =
mk∑
i=1
f 2k,i +
n∑
j=1
λk, j
∂Lk−1
∂x j
+
m0∑
i=1
λk,i+n
∂Lk−1
∂λ1,i
+
k−1∑
k′=2
2k
′−2(n+m0)∑
i′=1
λk,i′+2k′−2(n+m0)
∂Lk−1
∂λk′,i′
(2 ≤ k ≤ l)
where λ1 = (λ1,1, . . . , λ1,m0 ) and λk = (λk,1, . . . , λk,2k−2(n+m0)) (2 ≤ k ≤ l) are Lagrange multipliers.
The method ﬁnds a solution to the original constraint hierarchy by solving the following equations that are obtained
by the partial diﬀerentiation of Ll:
∂Ll
∂x j
= 0 (1 ≤ j ≤ n)
∂Ll
∂λ1,i
= 0 (1 ≤ i ≤ m0)
∂Ll
∂λk,i′
= 0 (2 ≤ k ≤ l, 1 ≤ i′ ≤ 2k−2(n + m0))
These equations are obtained by successively applying the method of Lagrange multipliers to the previously deﬁned
multi-level optimization problem from the strongest to the weakest level. More speciﬁcally, when processing level k
(2 ≤ k ≤ l), it considers the following optimization problem:
minimize
mk∑
i=1
f 2k,i
subject to
∂Lk−1
∂x j
= 0 (1 ≤ j ≤ n)
∂Lk−1
∂λ1,i
= 0 (1 ≤ i ≤ m0)
∂Lk−1
∂λk′,i′
= 0 (2 ≤ k′ ≤ k − 1, 1 ≤ i′ ≤ 2k′−2(n + m0))
By the method of Lagrange multipliers, we can derive the Lagrange function Lk from this optimization problem. It
can be solved by satisfying the equations obtained by the partial diﬀerentiation of Lk with respect to each variable.
For k ≤ l − 1, the proposed method further uses another set of equations to construct the optimization problem for
level k + 1, which enables us to solve the multi-level optimization problem.
5. Experiment
This section presents the result of a preliminary experiment after speciﬁcally showing the constraint solving process
of the method proposed in the previous section. We use, as an example, the following constraint hierarchy consisting
2 For simplicity, we omit the arguments of fk,i(x) and Lk(x, λ1, . . . , λk) unless it is misleading.
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Fig. 1. Constraint hierarchy used as the example.
of three levels3:
required y = x2 + s2
required x = −1 + t2
strong x = −2
weak y = −1
The theoretical LSB solution to this constraint hierarchy is x = −1, y = 1, s = 0, and t = 0. Figure 1 illustrates the
constraints included in the constraint hierarchy with respect to variables x and y.
First, the proposed method obtains the following two Lagrange functions:
L1(x, y, s, t, λ1,1, λ1,2) = (x + 2)2 + λ1,1(y − x2 − s2) + λ1,2(x + 1 − t2)
L2(x, y, s, t, λ1,1, λ1,2, λ2,1, λ2,2, λ2,3, λ2,4) = (y + 1)2 + λ2,1
∂L1
∂x
+ λ2,2
∂L1
∂y
+ λ2,3
∂L1
∂s
+ λ2,4
∂L1
∂t
+ λ2,5
∂L1
∂λ1,1
+ λ2,6
∂L1
∂λ1,2
3 In this example, s and t can be regarded as explicitly supplied slack variables. Without slack variables, the two required constraints are y ≥ x2
and x ≥ −1.
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Next, by the partial diﬀerentiation of L2, the method obtains the following equations:
∂L2
∂x
= (2 − 2λ1,1)λ2,1 + λ2,6 − 2λ2,5x = 0, ∂L2
∂y
= λ2,5 + 2(1 + y) = 0
∂L2
∂s
= −2λ1,1λ2,3 − 2λ2,5s = 0, ∂L2
∂t
= −2λ1,2λ2,4 − 2λ2,6t = 0
∂L2
∂λ1,1
= λ2,2 − 2λ2,1x − 2λ2,3s = 0, ∂L2
∂λ1,2
= λ2,1 − 2λ2,4t = 0
∂L2
∂λ2,1
= λ1,2 − 2λ1,1x + 2(2 + x) = 0, ∂L2
∂λ2,2
= λ1,1 = 0
∂L2
∂λ2,3
= −2λ1,1s = 0, ∂L2
∂λ2,4
= −2λ1,2t = 0
∂L2
∂λ2,5
= y − x2 − s2 = 0, ∂L2
∂λ2,6
= x + 1 − t2 = 0
Note that here we have twelve variables and twelve equations resulting from the partial diﬀerentiation of L2. Also,
note that these equations include the information about L1; for example, ∂L2/∂λ2,1 = ∂L1/∂x.
Solving these twelve equations with the NSolve function of Mathematica, we obtained a numerical solution x = −1,
y = 1, s = 0, t = 0, λ1,1 = 0, λ1,2 = −2, λ2,1 = 0, λ2,2 = 0, λ2,3 = 8.31778, λ2,4 = 0, λ2,5 = −4, and λ2,6 = 8. This
solution realizes high accuracy that the Chorus constraint solver4, which is based on an approximate method, could
never achieve. Thus this result shows that the proposed method is more accurate than a previous method.
6. Discussion
A primary reason for the better accuracy of the proposed method than that of the Chorus constraint solver is
that the proposed method does not require the conversion of hierarchical strengths into real-valued weights. In fact,
Chorus assigns weights 324, 323, 322, 32, and 1 to strengths very strong, strong, medium, weak, and very weak
respectively. If it solves, for example, a constraint hierarchy consisting of strong x = 0 and medium x = 100 (whose
theoretical solution is x = 0), it obtains x = 3.0303 · · · (= 100/33) by minimizing 323(x − 0)2 + 322(x − 100)2 (=
322{33(x − 100/33)2 + 320000/33})4. What motivated the construction of the proposed method was to exclude such
real-valued weights.
The equations obtained by the proposed method form a necessary condition for local solutions to the original
constraint hierarchy to satisfy, as in the ordinary method of Lagrange multipliers. Therefore, it is probable that the
actual solution computed from the equations is not locally optimal, or that, even if the computed solution is a local
solution, it is not globally optimal. It is our future work to construct a method for guaranteeing that the computed
solution is a local solution.
7. Conclusions and future work
In this paper, we proposed a method for solving constraint hierarchies including nonlinear constraints. It treats
constraint hierarchies by adopting the method of Lagrange multiplies, and computes accurate local solutions.
Our future work includes the implementation of a constraint solver based on the proposed method, the development
of applications using geometric constraints, and the conﬁrmation of the practical utility of the proposed method. Also,
it is necessary to enhance the proposed method to guarantee the local optimality of computed solutions.
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