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Abstract
In this paper we show the existence and bifurcation of T -periodic solutions of a special form for an
autonomous Newtonian system with symmetry. If the phase-space R2n is equipped with the structure of an
orthogonal representation (W, ρW) and the potential V :W→R is invariant, then for every such a solution
the set of indices of nonvanishing Fourier coefficients is finite and depends on W only. If the potential V
depends on the squares of complex coordinates, then for every such a solution T is the minimal period.
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In this paper we show that a symmetry with respect to the circle group S1 of a Newtonian sys-
tem given by a potential field provides us with detailed information on the form of its periodic
solutions. This problem is of variational type and it has a natural S1-symmetry given by the sym-
metry of the domain of the functions that give the periodic solutions, namely by the shift of the
arguments. We call this action ‘internal’; the functional of the problem is invariant with respect
to this action. On the other hand, the Euclidean phase-space of the solutions can be equipped
with the structure of an orthogonal representation of S1. We call this action ‘external.’ In order
for the functional to be invariant, we have to impose as additional condition on the potential, the
fact that it is also invariant with respect to the external action. Using a similar idea to what was
done in [5], we introduce in the function space of the problem a new action, which combines the
internal and the external actions. Then the functional is invariant with respect to this action, and
due to the Palais symmetry principle, the critical points of its restriction to the fixed point sub-
space of the action are the solutions to our problem. In the case that we discuss, we notice that the
fixed point subspace is finite-dimensional and has an orthogonal representation structure given
either by the external, or by the internal action. Consequently, the solutions correspond to the
critical points of an invariant function on a finite-dimensional orthogonal representation, whose
structure is determined by the external action. This allows us to prove more refined versions of
previous results on the bifurcation and existence of periodic solutions, for instance, the minimal
periods and the description and finiteness of the set of nonvanishing Fourier coefficients.
In the first part of Section 3, we study the bifurcation of T -periodic solutions of a parame-
terized Newtonian problem in R2n with a potential V :R2n × R → R. We suppose that R2n is
equipped with the structure of an orthogonal representation W of S1, with WS1 = {0}. Assum-
ing the potential V :W × R → R to be S1-invariant, we obtain information about the minimal
periods of bifurcating periodic solutions (Theorem 3.1.1). We do this by adapting a bifurcation
theorem of the third author and col. [10]. Perhaps the most interesting part is the fact that the
isotypical coordinates of bifurcating periodic solutions are of the pure-harmonic form, i.e. they
have a nonvanishing Fourier coefficient for only one index. We also consider the same problem
without the assumption that WS1 = {0} obtaining a similar result (Theorem 3.1.2).
Next we study Newtonian systems given by a potential V :R2n →R looking for their periodic
solutions of any period. The problem can be reformulated as a bifurcation problem of T -periodic
solutions, with fixed T , of systems with a real parameter. This allows us to use our previous re-
sults (3.1.1)–(3.1.2) to get analogous information about the form of bifurcating periodic solutions
in this case (Theorems 3.1.3 and 3.1.4).
In the second part of Section 3 we study the Newtonian problem in R2n (∼=Cn) with a special
potential of a very natural form, which we call toroidal. This means that the potential depends on
the squares of the norms of the complex variables. This guarantees that the potential is invariant
with respect to any orthogonal action of S1 that preserves the complex structure. Consequently,
we can always impose on R2n a structure of a free, or a one-orbit-type representation of S1, and
study the Newtonian problem with a toroidal potential, which is S1-invariant. Our approach based
on [10] provides an unbounded continuum of periodic solutions, consisting of pure-harmonics
of the same period (3.2.1)–(3.2.2).
In Section 4 we discuss an asymptotically linear Newtonian problem in R2n = W with an
invariant potential V : (W, ρW)→R. Adapting the Amann–Zehnder equivariant index and using
our method once more, we get an estimate of the number of periodic solutions of this prob-
lem. Additionally, our method leads to an effective finite-dimensional reduction, namely, to
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method are of a special form, as previously. Each of their isotypical coordinates is a pure-
harmonic. Also, the assumption that the potential V is toroidal yields that the minimal period
of the solutions to this problem is equal to T .
2. Preliminaries
In this section we shall discuss an orthogonal linear action ρ of the circle group S1 =
{eis ∈ C | s ∈ R} in a separable Hilbert space H, where Aut(H) is equipped with the norm-
of-operators topology. This action is defined as the composite of two commuting orthogonal
actions ρI and ρE . This is inspired by the example of the Hilbert periodic-function space
H = H1T (S1,W) = H1T (S1,R) ⊗ W, where (W, ρW) is a representation of S1, with an inter-
nal action given by ρI (eis)u(t)= u(t + T s2π ) (see Section 2.3), and with an external action given
by ρE(eis)u(t)= ρW(eis)u(t).
2.1. Representation structure induced by two commuting representations
Denote by (H, 〈·,·〉) a separable Hilbert space. Assume that ρI ,ρE :S1 → Aut(H) are contin-
uous homomorphisms and that (H, ρI ), (H, ρE) are real orthogonal S1-representations satisfying
the following condition
ρI
(
eis1
) ◦ ρE(eis2)= ρE(eis2) ◦ ρI (eis1) for every eis1, eis2 ∈ S1. (2.1.1)
Define a continuous map ρ :S1 → Aut(H) by the formula ρ(g)= ρI (g) ◦ ρE(g).
Lemma 2.1.1. Under the above assumptions ρ :S1 → Aut(H) is a homomorphism and (H, ρ) is
a real orthogonal S1-representation.
Proof. Notice that for every eis1, eis2 ∈ S1:
ρ
(
eis1eis2
)= ρI (eis1eis2) ◦ ρE(eis1eis2)= ρI (eis1) ◦ ρI (eis2) ◦ ρE(eis1) ◦ ρE(eis2)
= ρI
(
eis1
) ◦ ρE(eis1) ◦ ρI (eis2) ◦ ρE(eis2)= ρ(eis1) ◦ ρ(eis2).
From the above it follows that (H, ρ) is a real orthogonal S1-representation. 
Denote by Ψ (S1) the set of closed subgroups of S1 and fix K ∈ Ψ (S1). Define
H
K,ρL = {u ∈H ∣∣ ρL(g)u= u ∀g ∈K}, for L= I,E,
H
K,ρ = {u ∈H ∣∣ ρ(g)u= u ∀g ∈K}= {u ∈H ∣∣ ρE(g)u= ρI (g)−1u ∀g ∈K}. (2.1.2)
Lemma 2.1.2. Assume that HS1,ρI = {0} and that K ⊂ kerρI . Then
H
S
1,ρ ⊂HK,ρE and HS1,ρ ∩HS1,ρE = {0}.
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S1,ρ = {u ∈H ∣∣ ρ(g)u= u ∀g ∈ S1}= {u ∈H ∣∣ (ρI (g) ◦ ρE(g))u= u ∀g ∈ S1}.
Notice that for every g ∈K and u ∈HS1,ρ we have
u= ρ(g)u= (ρI (g) ◦ ρE(g))u= ρE(g)u.
Therefore we obtain HS1,ρ ⊂ HK,ρE . Suppose, contrary to our second claim, that there is u ∈
HS
1,ρ ∩HS1,ρE \ {0}. Thus for every g ∈ S1 we obtain u= ρ(g)u= (ρI (g) ◦ ρE(g))u= ρI (g)u,
which contradicts the assumption that (H, ρI ) is a fixed point free S1-representation. 
Lemma 2.1.3. Fix K ∈ Ψ (S1). Then HK,ρ is a (S1, ρL)-invariant subspace, and consequently
(HK,ρ, ρL) is a real orthogonal S1-representation for L = I,E. Moreover, if K = S1, then
(HS
1,ρ, ρI ) ∼= (HS1,ρ, ρE). Consequently, for all u ∈ H, the isotropy subgroups of both actions
(S1)ρIu and (S1)ρEu are equal.
Proof. For the first part, it is enough to show that ρL(g)u ∈ HK,ρ for every g ∈ S1, u ∈ HK,ρ ,
and L = I,E. Fix k ∈ K , g ∈ S1, and u ∈ HK,ρ . Taking into account that S1 is a commutative
group and (2.1.1) we obtain the following
ρ(k)
(
ρI (g)u
)= (ρI (k) ◦ ρE(k))(ρI (g)u)= (ρI (k) ◦ ρE(k) ◦ ρI (g))u
= (ρI (g) ◦ ρI (k) ◦ ρE(k))u= ρI (g)(ρ(k)(u))= ρI (g)u.
The other case is similar.
The second part is a consequence of the following fact. For all g ∈ S1 and all u ∈ H,
ρ(g)u= u⇔ ρE(g)ρI (g)u= u⇔ ρE(g)u= ρI (g)−1u. Thus, for all g ∈ S1, ρE(g)= ρI (g)−1.
But ρI (g) is real orthogonal, so that ρI (g)−1 = ρI (g)∗ = ρI (g). 
Fix K ∈ Ψ (S1), u ∈ HK,ρ and define (S1)ρLu = {g ∈ S1 | ρL(g)u = u} the isotropy subgroup
of u ∈HK,ρ , for L= I,E.
2.2. Tensor product representations
In this paragraph we recall some facts concerning the tensor product of S1-representations.
They will play a role in the proofs of the main results of this paper.
Fix m ∈ N and denote by R[1,m] = (R2, ρm) a two-dimensional S1-representation with ho-
momorphism ρm :S1 → Aut(R2) defined as follows ρm(eis) =
[
cosms − sinms
sinms cosms
]
. For k ∈ N we
define R[k,m] =⊕ki=1 R[1,m]. Moreover, by R[1,0] we denote trivial 1-dimensional S1-rep-
resentation with ρ0(eis)= 1. For k ∈N we define R[k,0] =⊕ki=1 R[1,0].
First of all, recall that every finite-dimensional S1-representation W can be written as⊕p
i=0 R[ki,mi], where ki,mi ∈ N, 1  i  p, k0 ∈ N ∪ {0}, 0 = m0 < m1 < m2 < · · · < mp ,
and these numbers are unique.
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((
R[1, n] ⊗R[1,m])S1,ρn⊗ρm,ρn ⊗ IdR[1,m])∼= ((R[1, n] ⊗R[1,m])S1,ρn⊗ρm, IdR[1,n] ⊗ ρm)
and both are isomorphic to R[1, n] if n = m, or to {0} if n = m, where the action is given by
Lemma 2.1.3.
Proof. The fact that if n = m, then the representation above is the zero-representation, is well
known, but we include its proof for the convenience of the reader. Assume n,m ∈ N and notice
that
2∑
i,j=1
xij ei ⊗ fj ∈
(
R[1, n] ⊗R[1,m])S1,ρn⊗ρm
if and only if
2∑
i,j=1
xij ρn
(
eis
)
ei ⊗ fj =
2∑
i,j=1
xij ei ⊗ ρm
(
e−is
)
fj , (2.2.1)
for every s ∈R. Notice that (2.2.1) is equivalent to
(
ρn
(
eis
)⊗ IdR[1,m] − IdR[1,n] ⊗ ρm(e−is))
( 2∑
i,j=1
xij (ei ⊗ fj )
)
= 0,
for every s ∈R. It is easy to check that a linear map
R[1, n] ⊗R[1,m] 
2∑
i,j=1
xij (ei ⊗ fj )
−→ (ρn(eis)⊗ IdR[1,m])− (IdR[1,n] ⊗ ρm(e−is))
( 2∑
i,j=1
xij (ei ⊗ fj )
)
∈R[1, n] ⊗R[1,m]
is given by ⎡⎢⎢⎣
x11
x12
x21
x22
⎤⎥⎥⎦→Anm(s)
⎡⎢⎢⎣
x11
x12
x21
x22
⎤⎥⎥⎦ ,
where
Anm(s)=
⎡⎢⎣
cosns − cosms − sinms − sinns 0
sinms cosns − cosms 0 − sinns
sinns 0 cosns − cosms − sinms
⎤⎥⎦ .
0 sinns sinms cosns − cosms
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detAnm(s)= 4(cosns − cosms)2 = 16 sin
(
(m+ n)s
2
)
sin
(
(m− n)s
2
)
.
Therefore, if n =m, then (R[1, n] ⊗R[1,m])S1,ρn⊗ρm = {0}.
Now, if n=m, then
Ann(s)=
⎡⎢⎣
0 − sinns − sinns 0
sinns 0 0 − sinns
sinns 0 0 − sinns
0 sinns sinns 0
⎤⎥⎦
and detAnn(s)= 0. From the above it is easy to see that
(
R[1, n] ⊗R[1, n])S1,ρn⊗ρn
= {x(e1 ⊗ f1 − e2 ⊗ f2)+ y(e1 ⊗ f2 + e2 ⊗ f1) ∈R[1, n] ⊗R[1, n] ∣∣ x, y ∈R}. (2.2.2)
What is left to show is that one has isomorphisms
((
R[1, n] ⊗R[1, n])S1,ρn⊗ρn, ρn ⊗ IdR[1,n])∼=R[1, n],((
R[1, n] ⊗R[1, n])S1,ρn⊗ρn, IdR[1,n] ⊗ ρn)∼=R[1, n].
It is easy to verify that the map
S
1 × (R[1, n] ⊗R[1, n])S1,ρn⊗ρn → (R[1, n] ⊗R[1, n])S1,ρn⊗ρn
defined by (eis , v) → (IdR[1,n] ⊗ ρn(eis))(v) can be represented as
[ x
y
] → ρn(eis)[ xy ]. We have
just shown that ((R[1, n]⊗R[1, n])S1,ρn⊗ρn, IdR[1,n] ⊗ρn)∼=R[1, n]. To obtain the isomorphism
for ρn ⊗ IdR[1,n], it is enough to apply Lemma 2.1.3 to ρ = (ρn ⊗ Id) ◦ (Id ⊗ ρn). Assume that
n ∈N,m= 0, and notice that
2∑
i=1
xiei ⊗ f ∈
(
R[1, n] ⊗R[1,0])S1,ρn⊗ρ0
if and only if
(
ρn
(
eis
)⊗ IdR[1,0])
( 2∑
i=1
xiei ⊗ f
)
=
2∑
i=1
xiei ⊗ f, (2.2.3)
for every s ∈R. Observe that (2.2.3) is equivalent to
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ρn
(
eis
)− IdR[1,n])⊗ IdR[1,0]
( 2∑
i=1
xiei
)
⊗ f = 0,
for every s ∈R. Therefore (R[1, n] ⊗R[1,0])S1,ρn⊗ρ0 = {0}. 
Remark 2.2.1. Assume that
(W, ρW)=
p⊕
k=1
R[pk,nk], nk,pk ∈N, k = 1, . . . , p,
(U, ρU)=
q⊕
j=1
R[qj ,mj ] ⊕R[t,0], mj , qj ∈N, j = 1, . . . , q.
Define the homomorphism ρ :S1 → Aut(W⊗U) as ρ = ρW ⊗ ρU.
Then, we have
(
(W⊗U)S1,ρ, ρW ⊗ IdU
)= p⊕
k=1
q⊕
j=1
pi⊕
r=1
qj⊕
s=1
((
R[1, nk] ⊗R[1,mj ]
)S1,ρnk⊗ρmj , ρW ⊗ IdU),
(
(W⊗U)S1,ρ, IdW ⊗ ρU
)= p⊕
k=1
q⊕
j=1
pi⊕
r=1
qj⊕
s=1
((
R[1, nk] ⊗R[1,mj ]
)S1,ρnk⊗ρmj , IdW ⊗ ρU).
Corollary 2.2.1. If (W, ρW)=R[p,m], (U, ρU)=R[q,m]⊕⊕rj=1 R[qj ,mj ], 0m1 <m2 <· · ·<mr , m ∈N, mj =m for j = 1, . . . , r , then(
(W⊗U)S1,ρ, ρW ⊗ IdU
)∼=R[pq,m], ((W⊗U)S1,ρ, IdW ⊗ ρU)∼=R[pq,m].
2.3. Functional space
We begin this section with a definition of an appropriate Hilbert space. Fix T > 0 and define
H
1
T =
{
u : [0, T ] →Rn ∣∣ u is abs. cont., u(0)= u(T ), u˙ ∈ L2([0, T ],Rn)}.
It is known that H1T is a separable Hilbert space with a scalar product given by the formula
〈u,v〉
H
1
T
= ∫ T0 (u˙(t), v˙(t))+ (u(t), v(t)) dt , where (·,·) and ‖ · ‖ are the usual scalar product and
norm in Rn, respectively.
A pair (H1T , ρI ) is an orthogonal S
1
-representation with a homomorphism ρI :S1 → Aut(H1T )
given by ρI (eis)(u(t))= u(t + T s2π ).
Consider Rn as an S1-representation
(W, ρW)=
(
R
n, ρW
)=R[k0,m0] ⊕R[k1,m1] ⊕ · · · ⊕R[kp,mp],
where ki,mi ∈N, 1 i  p, k0 ∈N∪ {0}, 0 =m0 <m1 < · · ·<mp .
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1
-representation with a homomorphism ρE :S1 →
Aut(H1T ) given by ρE(eis)(u(t))= ρW(eis)u(t).
Remark 2.3.1. Define a map ρ :S1 → Aut(H1T ) by ρ(eis) = ρI (eis) ◦ ρE(eis). It is easy to
verify that homomorphisms ρI ,ρE :S1 → Aut(H1T ) satisfy (2.1.1). Therefore directly from
Lemma 2.1.1 it follows that (H1T , ρ) is an orthogonal S
1
-representation.
Lemma 2.3.1. Under the above conditions: ((H1T )S
1,ρ, ρI )∼=W∼= ((H1T )S
1,ρ, ρE).
Proof. Notice that H1T =
⊕∞
m=0 R[n,m] =
⊕∞
m=0 W⊗R[1,m], where
R[n,m] = {a · cos(mt)+ b sin(mt) ∣∣ a, b ∈W}, R[1,m] = spanR{cos(mt), sin(mt)}.
Since ρ(eis)(R[n,m])⊂R[n,m] for every s ∈R,
(
H
1
T
)S1,ρ = ∞⊕
m=0
R[n,m]S1,ρ =
∞⊕
m=0
(
W⊗R[1,m])S1,ρW⊗ρm. (2.3.1)
Notice that
(
W⊗R[1,m])S1,ρW⊗ρm = ( p⊕
i=0
(
R[ki,mi] ⊗R[1,m]
))S1,ρW⊗ρm
=
p⊕
i=0
(
R[ki,mi] ⊗R[1,m]
)S1,(⊕kij=1 ρmi )⊗ρm.
Fix any m ∈N such that m>mp . Then, from Lemma 2.2.1, it follows that
(
W⊗R[1,m])S1,ρW⊗ρm = {0}. (2.3.2)
Finally, combining (2.3.1), (2.3.2) with Lemma 2.2.1 we obtain
(
H
1
T
)S1,ρ = ∞⊕
m=0
(
W⊗R[1,m])S1,ρW⊗ρm = mp⊕
m=0
p⊕
i=0
(
R[ki,mi] ⊗R[1,m]
)S1,(⊕kij=1 ρmi )⊗ρm
=
p⊕
i=0
(
R[ki,mi] ⊗R[1,mi]
)S1,(⊕kij=1 ρmi )⊗ρmi . 
As a direct consequence of Corollary 2.2.1 and Lemma 2.3.1 we obtain the following corol-
lary.
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1,ρ ∼= R[n,m]. Moreover, taking
into account (2.2.2) we obtain that (H1T )S
1,ρ consists of elements of the form⎡⎢⎢⎢⎢⎣
x1
y1
...
xn
yn
⎤⎥⎥⎥⎥⎦ cos(2πmt/T )+
⎡⎢⎢⎢⎢⎣
ry1
−x1
...
yn
−xn
⎤⎥⎥⎥⎥⎦ sin(2πmt/T ),
where x1, . . . , xn, y1, . . . , yn ∈R.
Lemma 2.3.2. If u ∈ (H1T )S
1,ρ then(
S
1)ρI
u
= (S1)ρE
u
∈ {Zgcd(mi1,...,mis ) ∣∣ {mi1, . . . ,mis } ⊂ {m1, . . . ,mp}}∪ {S1}.
Moreover, if k0 = 0 and u ≡ 0 then (S1)ρIu = S1.
Proof. By the last part of Theorem 2.1.3, we obtain (S1)ρIu = (S1)ρEu . From Lemma 2.3.1 we
obtain ((H1T )S
1,ρ, ρI )∼=W=R[k0,m0] ⊕R[k1,m1] ⊕ · · · ⊕R[kp,mp]. 
Lemma 2.3.3. If k0 = 0 and there is m ∈N such that Zm ⊂ kerρW, then (H1T )S
1,ρ \ {0} consists
of periodic functions with minimal period belonging to { T
mi
| i ∈N}.
Proof. Since WS1,ρW = {0}, (H1T )S
1,ρE = {0}. That is why (S1)ρEu = S1 for every u ∈ H1T . Fix
u ∈ (H1T )S
1,ρ
. By the last part of Theorem 2.1.3, we obtain (S1)ρIu = S1. Therefore, (H1T )S
1,ρ
consist of nonconstant T -periodic functions. Since Zm ⊂ kerρW, (H1T )S
1,ρ ⊂ (H1T )Zm,ρI . 
2.4. Global bifurcations of critical S1-orbits
In this paragraph, for the convenience of the reader, we recall the degree for S1-equivariant
gradient maps and some of its properties given in [12]. This degree will be denoted by ∇S1 - deg.
Put U(S1)= Z⊕ (⊕∞k=1 Z) and define actions
+,  :U(S1)×U(S1)→U(S1),
· :Z×U(S1)→U(S1)
as follows:
α + β = (α0 + β0, α1 + β1, . . . , αk + βk, . . .),
α  β = (α0 · β0, α0 · β1 + β0 · α1, . . . , α0 · βk + β0 · αk, . . .),
γ · α = (γ · α0, γ · α1, . . . , γ · αk, . . .),
where α = (α0, α1, . . . , αk, . . .), β = (β0, β1, . . . , βk, . . .) ∈U(S1), γ ∈ Z. It is easy to check that
(U(S1),+, ) is a commutative ring with unit I= (1,0, . . .) ∈U(S1).
W. Marzantowicz et al. / J. Differential Equations 244 (2008) 916–944 925Let (W, ρW) be a real, finite-dimensional and orthogonal S1-representation. If w ∈ W then
the subgroup S1w = {g ∈ S1 | g ·w = w} is said to be the isotropy group of w ∈ W. Let Ω ⊂ W
be an open, bounded and S1-invariant subset and let H ⊂ S1 be closed subgroup.
Recall that
• ΩH = {w ∈Ω |H ⊂ S1w} = {w ∈Ω | gw =w ∀g ∈H },
• ΩH = {w ∈Ω |H = S1w}.
Fix k ∈ N and set Ck
S1
((W, ρW),R) = {f ∈ Ck(W,R) | f is S1-invariant}. Take f ∈
C1
S1
((W, ρW),R). Since (W, ρW) is an orthogonal S1-representation, gradient ∇f :W → W
is an S1-equivariant C0-map. If H ⊂ S1 is a closed subgroup then WH is a finite-dimensional
S
1
-representation and (∇f )H = ∇(f |WH ) |WH →WH is well-defined S1-equivariant gradient
map. Choose an open, bounded and S1-invariant subset Ω ⊂W such that (∇f )−1(0)∩ ∂Ω = ∅.
Under this assumption, a degree for S1-equivariant gradient maps ∇S1 - deg(∇f,Ω) ∈ U(S1)
with coordinates
∇S1 - deg(∇f,Ω)=
(∇S1 - degS1(∇f,Ω),∇S1 - degZ1(∇f,Ω), . . . ,∇S1 - degZm(∇f,Ω), . . .)
was defined in [12], where also its general properties are proved.
For γ > 0 and w0 ∈WS1 we put Bγ (W,w0)= {w ∈W | |w −w0|< γ }.
To apply successfully any degree theory we need computational formulas for this invariant.
Below we show how to compute degree for S1-equivariant gradient maps of a linear, self-adjoint,
S
1
-equivariant isomorphism.
Let W∼=R[k0,0] ⊕R[k1,m1] ⊕ · · · ⊕R[kp,mp].
Lemma 2.4.1. (See [12].) If L :W → W is a self-adjoint, S1-equivariant, linear isomorphism
and γ > 0 then
(1) L= diag(L0,L1, . . . ,Lr),
(2) ∇S1- degH
(
L,Bγ (V,0)
)=
⎧⎪⎨⎪⎩
(−1)m−(L0), for H = S1,
(−1)m−(L0) · m−(Li)2 , for H = Zmi ,
0, for H /∈ {S1,Zm1, . . . ,Zmp },
(3) if, in particular, L= −Id, then
∇S1- degH
(−Id,Bγ (V,0))=
⎧⎨⎩
(−1)k0 , for H = S1,
(−1)k0 · ki, for H = Zmi ,
0, for H /∈ {S1,Zm1, . . . ,Zmp }.
Lemma 2.4.2. If V ∈ C2
S1
((W, ρW),R) satisfy the following conditions:
(1) ∇V (0)= 0,
(2) ker∇2V (0)⊂R[k0,0],
(3) 0 ∈W is isolated in (∇V )−1(0),
then for sufficiently small positive α and W=W0 ⊕W1 =R[k0,0] ⊕R[k0,0]⊥ we have
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(∇V,Bα(W))
= degB
(∇V S1,Bα(W0),0) · ∇S1- deg(∇2V (0)|W1 ,Bα(W1)).
In particular, if m /∈ {m1, . . . ,mp} then ∇S1- degZm(∇V,Bα(W))= 0.
Let V ∈ C2
S1
((W, ρW)×R,R) and λ0 ∈R satisfy the following conditions:
(f1) ∇vV (0, λ)= 0, for all λ ∈R,
(f2) (0, λ) is isolated in (∇vV (·, λ))−1(0), for every λ ∈R,
(f3) det(∇2vV (0, λ0 ± ε)|R[k0,0]⊥) = 0, for sufficiently small positive ε,(f4) ∇S1 - deg(∇vV (0, λ0 + ε),Bα(W)) = ∇S1 - deg(∇vV (0, λ0 − ε),Bα(W)).
Denote by C(λ0)⊂W×R connected component of
cl
({
(v,λ) ∈ (W \ {0})×R ∣∣∇vV (v,λ)= 0})
such that (0, λ0) ∈ C(λ0).
Using the degree for S1-equivariant gradient maps one can prove the following global bifur-
cation theorems.
Theorem 2.4.1. Let V ∈ C2
S1
((W, ρW)×R,R) satisfy conditions (f1)–(f4). Then the continuum
C(λ0) is unbounded or
C(λ0)∩
({0} × {λ ∈R \ {λ0} ∣∣ det(∇2vV (0, λ)|R[k0,0]⊥)= 0}) = ∅.
Theorem 2.4.2. Let the assumptions of Theorem 2.4.1 be fulfilled. If moreover {λ ∈ R |
det(∇2vV (0, λ)|R[k0,0]⊥)= 0} does not have finite accumulation points then the continuum C(λ0)
is unbounded or
C(λ0)∩
({0} × {λ ∈R ∣∣ det(∇2vV (0, λ)|R[k0,0]⊥)= 0})= {(0, λ0), . . . , (0, λp)}
and
p∑
i=0
∇S1- deg
(∇vf (0, λi + ε),Bα(W))− ∇S1- deg(∇vf (0, λi − ε),Bα(W))=Θ.
3. Bifurcation of periodic solutions
Let (W, ρW) be an orthogonal S1-representation. In this section we study bifurcations of
nonstationary T -periodic solutions of the following system⎧⎨⎩
u¨(t)= −V ′u
(
u(t), λ
)
,
u(0)= u(T ),
u˙(0)= u˙(T ),
(3.1)
where V ∈ C21((W, ρW)×R,R) is such that V ′x(0, λ)= 0 for every λ ∈R.S
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ρI
(
eis
)(
u(t)
)= u(t + (T s/2π)), ρE(eis)(u(t))= ρW(eis)u(t),
ρ
(
eis
)= ρI (eis) ◦ ρE(eis). (3.2)
It is easy to check that the homomorphisms ρI ,ρE satisfy condition (2.1.1). By Remark 2.3.1
(H1T , ρ) is an orthogonal S
1
-representation. Solutions of (3.1) are in one-to-one correspondence
with critical points of an S1-invariant C2-functional Φ ∈ C2
S1
((H1T , ρ)×R,R) defined as follows
Φ(u,λ)=
T∫
0
1
2
∥∥u˙(t)∥∥2 − V (u(t), λ)dt. (3.3)
Let Φ˜ : (H1T )
S
1,ρ ×R→R be the restriction of Φ to (H1T )S
1,ρ
.
Remark 3.1. Since ∇uΦ : (H1T , ρ)×R→ (H1T , ρ) is S1-equivariant,
(∇uΦ)S1 :
(
H
1
T
)S1,ρ ×R→ (H1T )S1,ρ .
Moreover,
(1) ∇uΦ(u,λ)= (∇u˜Φ˜(u˜, λ),0) for u= (u˜,0) ∈H1T = (H1T )S
1,ρ ⊕ ((H1T )S
1,ρ)⊥,
(2) Φ˜ : ((H1T )S
1,ρ, ρI )×R→R is S1-invariant.
Let u = (u˜,0) ∈ (H1T )S
1,ρ ⊕ ((H1T )S
1,ρ)⊥. By the above, the study of solutions of equation
∇uΦ(u,λ) = 0 is equivalent to the study of solutions of equation ∇u˜Φ˜(u˜, λ) = 0. This is the
so-called Palais symmetry principle.
From now on for simplicity of notations we put A(λ) = V ′′x (0, λ). By assumption we
have V (x) = 12 〈A(λ)x, x〉 + η(x,λ), where η′x(0, λ) = 0, η′′x(0, λ) = 0. Therefore, we obtain
V ′x(x,λ) = A(λ)x + η′x(x,λ). Repeating the reasoning from [10] we obtain functional (3.3) in
the following form
Φ(u,λ)= 1
2
〈
u−LA(λ)(u),u
〉
H
1
T
−N(u,λ), (3.4)
where LA(λ) : (H1T , ρ) → (H1T , ρ) is a linear, self-adjoint, S1-equivariant, and compact operator
defined by the formula 〈LA(λ)(u), v〉H1T =
∫ T
0 (u(t) + A(λ)u(t), v(t)) dt , for every λ ∈ R, and
N : (H1T , ρ)×R→R is an S1-invariant potential defined by N(u,λ)=
∫ T
0 η(u(t), λ) dt .
Finally, notice that ∇uΦ(u,λ) = u − LA(λ)u − ∇uN(u,λ), where ∇uN : (H1T , ρ) × R →
(H1T , ρ) is S
1
-equivariant, compact, and such that ∇uN(0, λ) = 0,∇2uN(0, λ) = 0. Fix λ0 ∈ R
and denote by C(λ0)⊂ (H1 )S1,ρ a connected component ofT
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({
(u,λ) ∈ ((H1T )S1,ρ \ {0})×R: (∇uΦ)S1(u,λ)= 0})
such that (0, λ0) ∈ C(λ0).
3.1. S1-invariant potential
Let (W, ρW) = R[k0,m0] ⊕ R[k1,m1] ⊕ · · · ⊕ R[kp,mp], where ki,mi ∈ N, 1  i  p,
k0 ∈N∪ {0}, 0 =m0 <m1 < · · ·<mp .
Put n= k0 +2(k1 +· · ·+kp) and assume that V ∈ C2
S1
((W, ρW)×R,R) satisfy the following
conditions:
(a1) V ′x(0, λ)= 0, for every λ ∈R,
(a2) 0 ∈Rn is isolated in (V ′x(·, λ))−1(0), for every λ ∈R, and
(a3) degB(V ′x(·,0),Bnα,0) = 0 ∈ Z, for sufficiently small positive α.
Since A(λ) = V ′′x (0, λ) is S1-invariant, A(λ) = diag(A0(λ),A1(λ), . . . ,Ap(λ)). Fix
i0 ∈ {0,1, . . . , p}, λ0 ∈R and define
I(λ0, i0)= 12 limε→0m
−
(
Ai0(λ0 + ε)−
4m2i0π
2
T 2
Id
)
−m−
(
Ai0(λ0 − ε)−
4m2i0π
2
T 2
Id
)
,
where m−(L) is the Morse index of a symmetric matrix L.
Theorem 3.1.1. Suppose that k0 = 0 and that condition (a1) is satisfied. If there are λ0 ∈R and
i0 ∈ {1, . . . , p} such that
(i) det(Ai0(λ0)−
4m2i0π
2
T 2
Id)= 0,
(ii) ∏pi=1 det(Ai(λ0 ± ε)− 4m2i π2T 2 Id) = 0, for every sufficiently small positive ε, and
(iii) I(λ0, i0) = 0,
then the continuum C(λ0)⊂ (H1T )S
1,ρ ×R is unbounded or
C(λ0)∩ {0} ×
({
λ ∈R \ {λ0}:
p∏
i=1
det
(
Ai(λ)− 4m
2
i π
2
T 2
Id
)
= 0
})
= ∅.
Moreover,
(a) for (u1(t), . . . , up(t)) ∈ C(λ0) we have
ui(t)= ai cos(2πmit/T )+ Jai sin(2πmit/T ),
where ai ∈R[ki,mi] and
J = diag
([
0 1
−1 0
]
, . . . ,
[
0 1
−1 0
])
, 1 i  p,
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minimal period of u˜(t) equals Tgcd(mi1 ,...,mir ) ,
(c) if det(Ai(λ0) − 4m
2
i π
2
T 2
Id) = 0, for i = i0, then for every (u(t), λ) ∈ C(λ0) \ ({0} × R) suffi-
ciently close to (0, λ0), the minimal period of u(t) equals Tmi0 , and
(d) if C(λ0) is bounded and card{i ∈ {1, . . . , p} | det(Ai(λ) − 4m
2
i π
2
T 2
Id) = 0}  1, for every
λ ∈R, then C(λ0) contains solutions with at least two different minimal periods.
Proof. Fix λ ∈R. First of all notice that by Corollary 5.1.1 of [10] and Remark 3.2.1 the follow-
ing conditions are equivalent:
(1) operator Id −LA(λ) :H1T →H1T is an isomorphism, and
(2) det(A(λ)− 4m2π2
T 2
Id) = 0, for every m ∈N∪ {0}.
It is known that if (0, λ) ∈ H1T × R is a bifurcation point of solutions of the equation
∇uΦ(u,λ) = 0, then ∇2uΦ(0, λ) = Id − LA(λ) is not an isomorphism. By assumption (i) we
obtain
det
(
A(λ0)−
4m2i0π
2
T 2
Id
)
=
p∏
i=1
det
(
Ai(λ0)−
4m2i0π
2
T 2
Id
)
= 0.
Hence, the necessary condition for the existence of bifurcation of solutions of ∇uΦ(u,λ)= 0 at
(0, λ0) is fulfilled, i.e. ∇2uΦ(0, λ0)= Id −LA(λ0) is not an isomorphism.
By Lemma 2.3.1 we obtain
((
H
1
T
)S1,ρ
, ρI
)= ( p⊕
i=1
(
R[ki,mi] ⊗R[1,mi]
)S1,(⊕kij=1 ρmi )⊗ρmi , ρI
)
∼= (W, ρI ).
From Remark 3.1, it follows that in order to complete the proof, it is enough to study critical
orbits of a functional Φ˜ : ((H1T )S
1,ρ, ρI )×R→R.
By Lemma 5.1.1 of [10],
∇2u˜Φ˜(0, λ)(u1, . . . , up)=
(
Λ(m1, λ)u1, . . . ,Λ(mp,λ)up
)
,
where Λ(mi,λ) = ( 4m
2
i π
2
4m2i π2+T 2
Id − T 24m2i π2+T 2 Ai(λ)). From assumption (i) it follows that
∇2
u˜
Φ˜(0, λ0) is not an isomorphism. By assumption (ii) ∇2u˜Φ˜(0, λ0 ± ε) is an isomorphism for
every sufficiently small positive ε. Taking into account assumption (iii) and Lemma 2.4.1 we
obtain
∇S1 - degZmi0
(∇2u˜Φ˜(0, λ0 + ε),Bα(H1T )S1,ρ)− ∇S1 - degZmi0 (∇2u˜Φ˜(0, λ0 − ε),Bα(H1T )S1,ρ)
= I(λ0, i0) = 0.
Applying Theorem 2.4.1, we obtain the continuum C(λ0) satisfying the conclusion of this theo-
rem.
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1,ρ we have
ui(t)= ai cos(2πmit/T )+ Jai sin(2πmit/T ),
where ai ∈R[ki,mi] and J = diag
([ 0 1
−1 0
]
, . . . ,
[ 0 1
−1 0
])
, 1 i  p.
(b) Since ((H1T )S
1,ρ, ρI )∼= (⊕pi=1 R[ki,mi], ρI ), the conclusion follows from Lemma 2.3.2.
(c) In this situation there is k′i0 ∈N such that (ker∇2u˜Φ˜(0, λ0), ρI )∼= (R[k′i0 ,mi0], ρI ). There-
fore, from (0, λ0) only critical orbits with minimal period Tmi0 (isotropy group Zmi0 ) can bifur-
cate.
(d) Since C(λ0) is bounded there exist λ′0 ∈R \ {λ0} and exactly one i′0 ∈ {1, . . . , p} \ {i0} and
such that
• det(Ai′0(λ′0)− (4m2i′0π
2/T 2)Id)= 0,
• (0, λ′0) ∈ C(λ0).
Since (ker∇2
u˜
Φ˜(0, λ0), ρI ) ∼= (R[k′i0 ,mi0], ρI ), (ker∇2u˜Φ˜(0, λ′0), ρI ) ∼= (R[k′′i0,m′i0], ρI ) and
mi0 =m′i0 , the rest of the proof is a direct consequence of (b). 
For λ0 ∈R define I(λ0)= (I(λ0,1), . . . , I(λ0,p)).
Corollary 3.1.1. Under the assumptions of Theorem 3.1.1, and if moreover{
λ ∈R
∣∣∣ p∏
i=1
det
(
Ai(λ)− 4m
2
i π
2
T 2
Id
)
= 0
}
does not possess finite accumulation points, then the conclusion of Theorem 3.1.1 holds true.
Moreover, if C(λ0) is bounded, then
C(λ0)∩ {0} ×
{
λ ∈R
∣∣∣ p∏
i=1
det
(
Ai(λ)− 4m
2
i π
2
T 2
Id
)
= 0
}
= {(0, λ0), (0, λ1), . . . , (0, λs)}
and
s∑
j=0
I(λj )=Θ. (3.1.1)
Proof. First of all notice that from Lemma 2.4.1 it follows that for every i ∈ {1, . . . , p}
∇S1 - degZmi
(∇2u˜Φ˜(0, λ0 + ε),Bα(H1T )S1,ρ)− ∇S1 - degZmi (∇2u˜Φ˜(0, λ0 − ε),Bα(H1T )S1,ρ)
= I(λ0, i).
Additionally by Lemma 2.4.1 we obtain that for every m˜ /∈ {m1, . . . ,mp}
∇S1 - degZ
(∇2Φ˜(0, λ0 + ε),Bα(H1T )S1,ρ)= ∇S1 - degZ (∇2Φ˜(0, λ0 − ε),Bα(H1T )S1,ρ)= 0.m˜ u˜ m˜ u˜
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we apply Theorem 2.4.2. 
Theorem 3.1.2. Suppose that
(1) k0 > 0,
(2) assumptions (a1)–(a3) are satisfied, and
(3) assumptions (i)–(iii) of Theorem 3.1.1 are satisfied.
Then the continuum C(λ0)⊂ (H1T )S
1,ρ ×R is unbounded or
C(λ0)∩ {0} ×
({
λ ∈R \ {λ0}
∣∣∣ p∏
i=1
det
(
Ai(λ)− 4m
2
i π
2
T 2
Id
)
= 0
})
= ∅.
Moreover,
(a) for (u0(t), u1(t), . . . , up(t)) ∈ C(λ0) we have
u0(t)= a0, ui(t)= ai cos(2πmit/T )+ Jai sin(2πmit/T ),
where a0 ∈R[k0,0], ai ∈R[ki,mi] and J = diag
([ 0 1
−1 0
]
, . . . ,
[ 0 1
−1 0
])
, 1 i  p,
(b) for every (u(t), λ) ∈ C(λ0) \ (R[k0,0] ×R) there are mi1 , . . . ,mir ∈ {m1, . . . ,mp} such that
the minimal period of u(t) equals Tgcd(mi1 ,...,mir ) ,
(c) if det(Ai(λ0) − 4m
2
i π
2
T 2
Id) = 0, for i = i0, then for every (u(t), λ) ∈ C(λ0) \ ({0} × R) suffi-
ciently close to (0, λ0), the minimal period of u(t) equals Tmi0 , and
(d) if C(λ0) is bounded and card{i ∈ {1, . . . , p} | det(Ai(λ) − 4m
2
i π
2
T 2
Id) = 0}  1, for every
λ ∈R, then C(λ0) contains solutions with at least two different minimal periods.
Proof. Repeating the argument of the proof of Theorem 3.1.1 one can show that the necessary
condition for the existence of a bifurcation of the solutions of ∇uΦ(u,λ)= 0 at (0, λ0) is fulfilled
at (0, λ0), i.e. ∇2uΦ(0, λ0)= Id −LA(λ0) is not an isomorphism.
By Lemma 2.3.1, we obtain
((
H
1
T
)S1,ρ
, ρI
)= (R[k0,0] ⊕ p⊕
i=1
(
R[ki,mi] ⊗R[1,mi]
)S1,(⊕kij=1 ρmi )⊗ρmi , ρI
)
∼= (W, ρI ).
From Remark 3.1, it follows that in order to complete the proof it is enough to study the
critical orbits of the functional Φ˜ : ((H1T )S
1,ρ, ρI )×R→R.
From Lemma 5.1.1 of [10],
∇2Φ˜(0, λ)(u0, u1, . . . , up)=
(
Λ(m0, λ)u0,Λ(m1, λ)u1, . . . ,Λ(mp,λ)up
)
,u˜
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2
i π
2
4m2i π2+T 2
Id − T 24m2i π2+T 2 Ai(λ)). From assumption (i) it follows that
∇2
u˜
Φ˜(0, λ0) is not an isomorphism. By assumption (ii), ∇2u˜Φ˜(0, λ0 ± ε)|R[k0,0]⊥ is an isomor-
phism for every sufficiently small positive ε. Since V ′ is S1-equivariant,
degB
(
V ′x(·,0),Bα(V),0
)= degB(V ′x(·,0)S1,Bα(VS1),0).
Combining assumptions (a3) and (iii) with Lemmas 2.4.1 and 2.4.2, we obtain
∇S1 - degZmi0
(∇u˜Φ˜(0, λ0 + ε),Bα(H1T )S1,ρ)− ∇S1 - degZmi0 (∇u˜Φ˜(0, λ0 − ε),Bα(H1T )S1,ρ)
= degB
(
V ′x(·,0),Bnα,0
) · I(λ0, i0) = 0.
Applying Theorem 2.4.1 we obtain that the continuum C(λ0) satisfies the conclusion of this
theorem.
(a) Consequence of Corollary 2.3.1.
(b) Since ((H1T )S
1,ρ, ρI )∼= (⊕pi=0 R[ki,mi], ρI ), the conclusion follows from Lemma 2.3.2.
(c) In this situation there is k′0 ∈N∪{0}, k′i0 ∈N, such that (ker∇2u˜Φ˜(0, λ0), ρI )∼= (R[k′0,0]⊕
R[k′i0,mi0], ρI ). Since there is no bifurcation of stationary solutions from {0} × Rn, the only
minimal period of bifurcating critical orbits is T
mi0
.
(d) The proof is the same as the proof of (d) in Theorem 3.1.1. 
Corollary 3.1.2. Under the assumptions of Theorem 3.1.2, and if moreover{
λ ∈R
∣∣∣ p∏
i=1
det
(
Ai(λ)− 4m
2
i π
2
T 2
Id
)
= 0
}
does not possess finite accumulation points, then the conclusion of Theorem 3.1.2 holds true.
Moreover, if C(λ0) is bounded, then
C(λ0)∩ {0} ×
{
λ ∈R
∣∣∣ p∏
i=1
det
(
Ai(λ)− 4m
2
i π
2
T 2
Id
)
= 0
}
= {(0, λ0), (0, λ1), . . . , (0, λs)}
and
s∑
j=0
I(λj )=Θ. (3.1.2)
Proof. First of all notice that from Lemmas 2.4.1 and 2.4.2 it follows that for every i ∈ {1, . . . , p}
∇S1 - degZmi
(∇u˜Φ˜(0, λ0 + ε),Bα(H1T )S1,ρ)− ∇S1 - degZmi (∇u˜Φ˜(0, λ0 − ε),Bα(H1T )S1,ρ)
= degB
(
V ′x(·,0),Bnα,0
) · I(λ0, i).
W. Marzantowicz et al. / J. Differential Equations 244 (2008) 916–944 933Additionally, by Lemmas 2.4.1 and 2.4.2, we obtain that for every m˜ /∈ {m1, . . . ,mp}
∇S1 - degZm˜
(∇u˜Φ˜(0, λ0 + ε),Bα(H1T )S1,ρ)= ∇S1 - degZm˜(∇u˜Φ˜(0, λ0 − ε),Bα(H1T )S1,ρ)= 0.
Since degB(V ′x(·,0),Bnα,0) = 0, the rest of the proof of this theorem is in fact the same as in the
proof of Theorem 3.1.1, but instead of Theorem 2.4.1 we apply Theorem 2.4.2. 
Remark 3.1.1. Notice that in Theorems 3.1.1 and 3.1.2 it can happen that detV ′′x (0, λ) = 0 for
every λ ∈R.
At the end of this section we study bifurcations of nonstationary periodic solutions of sys-
tem u¨(t) = −V ′(u(t)) with arbitrary period. We assume that V ∈ C2
S1
((W, ρW),R) satisfy the
following conditions:
(a1′) V ′(0)= 0,
(a2′) 0 ∈Rn is isolated in (V ′)−1(0),
(a3′) degB(V ′,Bnα,0) = 0 ∈ Z, for sufficiently small positive α.
From now on we study bifurcations of nonstationary T -periodic solutions of the following
system ⎧⎨⎩ u¨(t)= −λ
2V ′
(
u(t)
)
,
u(0)= u(T ),
u˙(0)= u˙(T ).
(3.1.3)
Since V ′ ∈ C1
S1
((W, ρW), (W, ρW)), A= V ′′(0)= diag(A1, . . . ,Ap).
Define Bi =⋃α∈σ+(Ai){ 2miπT√α } and B=⋃pi=0 Bi .
Theorem 3.1.3. Suppose that k0 = 0 and that condition (a1′) is satisfied. Then for every λ0 ∈B,
the continuum C(λ0)⊂ (H1T )S
1,ρ ×R is unbounded. Moreover,
(a) for (u1(t), . . . , up(t)) ∈ C(λ0) we have
ui(t)= ai cos(2πmit/T )+ Jai sin(2πmit/T ),
where ai ∈R[ki,mi] and J = diag
([ 0 1
−1 0
]
, . . . ,
[ 0 1
−1 0
])
, 1 i  p,
(b) for every (u(t), λ) ∈ C(λ0) \ ({0} ×R) there are mi1, . . . ,mir ∈ {m1, . . . ,mp} such that the
minimal period of u(t) equals Tgcd(mi1 ,...,mir ) , and(c) if λ0 ∈ Bi0 and λ0 /∈ Bi for i = i0, then for every (u(t), λ) ∈ C(λ0) \ ({0} × R) sufficiently
close to (0, λ0), the minimal period of u(t) equals Tmi0 .
Proof. To prove this theorem we shall apply Theorem 3.1.1 and Corollary 3.1.1 with A(λ) re-
placed by λ2A. First of all notice that, if (0, λ0) ∈ (H1T )S
1,ρ is a bifurcation point of solutions
of the equation ∇u˜Φ˜(u,λ) = 0, then λ0 ∈ B. Hence, there is i0 ∈ {1, . . . , p} such that λ0 ∈ Bi0 .
Moreover, it is easy to see that all nontrivial coordinates of I(λ0) have the same sign and that
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the proof is a consequence of Theorem 3.1.1. 
The proof of the following theorem is the same as the proof of Theorem 3.1.3, replacing
Theorem 3.1.1 and Corollary 3.1.1 by Theorem 3.1.2 and Corollary 3.1.2.
Theorem 3.1.4. Suppose that k0 > 0, and that conditions (a1′)–(a3′) are satisfied. Then for every
λ0 ∈B the continuum C(λ0)⊂ (H1T )S
1,ρ ×R is unbounded. Moreover,
(a) for (u0(t), u1(t), . . . , up(t)) ∈ C(λ0), we have
u0(t)= a0, ui(t)= ai cos(2πmit/T )+ Jai sin(2πmit/T ),
where a0 ∈R[k0,0], ai ∈R[ki,mi] and J = diag
([ 0 1
−1 0
]
, . . . ,
[ 0 1
−1 0
])
, 1 i  p,
(b) for every (u(t), λ) ∈ C(λ0)\ (R[k0,0]×R), there are mi1, . . . ,mir ∈ {m1, . . . ,mp} such that
the minimal period of u(t) equals Tgcd(mi1 ,...,mir ) , and(c) if λ0 ∈ Bi0 and λ0 /∈ Bi for i = i0, then for every (u(t), λ) ∈ C(λ0) \ ({0} × R) sufficiently
close to (0, λ0), the minimal period of u(t) equals Tmi0 .
3.2. Toroidal potential
A potential V ∈ C2(R2n ×R,R) is called toroidal, if it satisfies the following condition:
(b1) There is Q ∈ C2(Rn ×R,R) such that
V (x1, x2, . . . , x2n−1, x2n, λ)= 12Q
(
x21 + x22 , . . . , x22n−1 + x22n, λ
)
.
Remark 3.2.1. Notice that by assumption (a1) in Section 3.1, we obtain
V ′x2i−1(x,λ)=Q′yi
(
x21 + x22 , . . . , x22n−1 + x22n, λ
)
x2i−1,
V ′x2i (x, λ)=Q′yi
(
x21 + x22 , . . . , x22n−1 + x22n, λ
)
x2i ,
V ′′x2i−1x2i−1(0, λ)=Q′yi (0, λ),
V ′′x2i x2i (0, λ)=Q′yi (0, λ), i = 1, . . . , n,
V ′′xkxl (0, λ)= 0, for k = l.
Taking Remark 3.2.1 into account we may rewrite system (3.1) in the following form
⎧⎪⎪⎪⎨⎪⎪⎪⎩
u¨2i−1(t)= −Q′yi
(
u21(t)+ u22(t), . . . , u22n−1(t)+ u22n(t), λ
)
u2i−1(t),
u¨2i (t)= −Q′yi
(
u21(t)+ u22(t), . . . , u22n−1(t)+ u22n(t), λ
)
u2i (t), i = 1, . . . , n,
u(0)= u(T ),
(3.2.1)u˙(0)= u˙(T ).
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⎧⎪⎪⎨⎪⎪⎩
u¨2i−1(t)= −Q′yi (0, λ)u2i−1(t),
u¨2i (t)= −Q′yi (0, λ)u2i (t), i = 1, . . . , n,
u(0)= u(T ),
u˙(0)= u˙(T ).
(3.2.2)
Fix λ0 ∈R, m ∈N and define
D(m)=
{
λ ∈R
∣∣∣ n∏
i=1
(
Q′yi (0, λ)−
4m2π2
T 2
)
= 0
}
,
B−(λ0)= card
{
i ∈ {1, . . . , n} ∣∣Q′yi (0, λ0)= 0 and Q′yi (0, λ) is decreasing at λ0},
B+(λ0)= card
{
i ∈ {1, . . . , n} ∣∣Q′yi (0, λ0)= 0 and Q′yi (0, λ) is increasing at λ0}.
Theorem 3.2.1. Let condition (b1) be satisfied. If, besides, there are λ0 ∈R and m ∈N such that
(i) λ0 ∈D(m),
(ii) λ0 is isolated in D(m), and
(iii) B+(λ0) =B−(λ0),
then the continuum C(λ0) ⊂ (H1T )S
1,ρ × R is unbounded or C(λ0) ∩ {0} × (D(m) \ {λ0}) = ∅,
where ρ is given by (3.2) with (W, ρW) = R[n,m]. Moreover, all elements of C(λ0) are of the
form
u(t)= a cos(2πmt/T )+ Ja sin(2πmt/T ), (3.2.3)
where a ∈R[n,m] and J = diag([ 0 1−1 0], . . . , [ 0 1−1 0]).
Proof. Fix λ ∈R. First of all notice that by Corollary 5.1.1 of [10] and Remark 3.2.1 the follow-
ing conditions are equivalent:
(1) operator Id −LA(λ) :H1T →H1T is an isomorphism, and
(2) W ′yi (0, λ) = 4m
2π2
T 2
, for every m ∈N∪ {0} and 1 i  n.
It is known that if (0, λ) ∈ H1T × R is a bifurcation point of the solutions of the equation
∇uΦ(u,λ) = 0, then ∇2uΦ(0, λ) = Id − LA(λ) is not, the necessary condition for the exis-
tence of a bifurcation point of the solutions of the equation ∇uΦ(u,λ) = 0 is fulfilled, i.e.
∇2uΦ(0, λ0)= Id −LA(λ0) is not an isomorphism.
Define (W, ρW)=R[n,m]. By Lemma 2.3.1, we obtain
((
H
1
T
)S1,ρ
, ρI
)= ((W⊗R[1,m])ρW⊗ρm,ρI )∼=R[n,m].
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1,ρ consists of elements of the form
u(t)= a cos(2πmt/T )+ Ja sin(2πmt/T ),
where a ∈R2n and J = diag([ 0 1−1 0], . . . , [ 0 1−1 0]).
From Remark 3.1 it follows that in order to complete the proof it is enough to study the criti-
cal orbits of the potential Φ˜ : ((H1T )S
1,ρ, ρI )×R→R. From Lemma 5.1.1 of [10] it follows that
∇2
u˜
Φ˜(0, λ)(u) = Λ(m,λ)u, where Λ(m,λ) = ( 4m2π24m2π2+T 2 Id − T
2
4m2π2+T 2 A(λ)). From assump-
tion (i) it follows that ∇2
u˜
Φ˜(0, λ0) is not an isomorphism. By assumption (ii), ∇2u˜Φ˜(0, λ0 ± ε) is
an isomorphism for a sufficiently small positive ε. By assumption (iii),
∇S1 - deg
(∇2u˜Φ˜(0, λ0 − ε),Bα(H1T )S1,ρ)) = ∇S1 - deg(∇2u˜Φ˜(0, λ0 + ε),Bα(H1T )S1,ρ).
The rest of the proof is a direct consequence of Theorem 2.4.1. 
Theorem 3.2.2. Under the assumptions of Theorem 3.2.1 and if, moreover, D(m) does not pos-
sess finite accumulation points, then the conclusion of Theorem 3.2.1 holds true. Moreover, if
C(λ0)⊂ (H1T )S
1,ρ ×R is bounded, then
C(λ0)∩ {0} ×D(m)=
{
(0, λ0), . . . , (0, λs)
}
and
s∑
i=0
B+(λi)=
s∑
i=0
B−(λi). (3.2.4)
Proof. The proof of this theorem is the same as the proof of Theorem 3.2.1, but instead of
Theorem 2.4.1, we have to apply Theorem 2.4.2. 
The following corollary is a direct consequence of Theorem 3.1.2. Under the assumptions of
this corollary formula (3.2.4) can never be satisfied.
Corollary 3.2.1. Let the assumptions of Theorem 3.2.2 be fulfilled. If, moreover, B+(λ′0) = 0
(B−(λ′0) = 0) for every λ′0 ∈ D(m), then for every λ0 ∈ D(m) such that B−(λ0) > 0
(B+(λ0) > 0), the continuum C(λ0) ⊂ (H1T )S
1,ρ × R is unbounded. Moreover, all elements of
C(λ0) have the form (3.2.3).
To finish this section we shall discuss a special case of the results proved above. Namely, we
assume additionally
(b2) V (x1, x2, . . . , x2n−1, x2n, λ)= λ22 Q(x21 + x22 , . . . , x22n−1 + x22n).
In other words, we shall discuss bifurcations of nonstationary periodic solutions of the system
u¨(t)= −V ′(u(t)) with an arbitrary period.
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D+(1)=
{
λ ∈ (0,+∞)
∣∣∣ n∏
i=1
(
Q′yi (0, λ)−
4π2
T 2
)
= 0
}
=
{
2π
T
√
Q′yi (0)
∣∣∣ i ∈ I}.
Moreover, it is easy to verify that for every λ0 ∈D+(1), we have B+(λ0) > 0 and B−(λ0)= 0.
Corollary 3.2.2. Let conditions (b1)–(b2) be satisfied. Then, for every λ0 ∈ D+(1), the contin-
uum C(λ0)⊂ (H1T )S
1,ρ ×R is unbounded. Moreover, all elements of C(λ0) have the form (3.2.3)
with m= 1.
4. Existence of periodic solutions
In this section we shall discuss the asymptotically linear Newtonian system (3.1) without
parameter. To derive a least number of its nontrivial (nonstationary) periodic orbits, we shall
use the approach of Amann and Zehnder [1]. We give a slight generalization of their theorem
by allowing degeneracy of the hessians at 0 and ∞. We also assume, as before, that the phase-
space has a structure of an orthogonal representation (W, ρW) of S1 and that the potential is
invariant. Imposing the combined action on the function space once more, and using the Palais
symmetry principle (Remark 3.1), we can restrict the functional of the problem to the fixed
point set of this representation, which is isomorphic to (W, ρW) (Lemma 2.1.3). Due to our
assumption that the potential V is ρW-invariant, the corresponding finite-dimensional reduction
is effective. Consequently, the Amann–Zehnder index of such a problem is computable in terms
of V :W→R and its second derivatives at 0 and at ∞.
Let (W, ρW) be an orthogonal representation of G= S1 of the form
(W, ρW)=
p⊕
i=0
R[ki,mi], mi, ki ∈N, i = 1, . . . , p, m0 = 0, (4.1)
i.e. WG = R[k0,0] ∼= Rk0 . Note that d = dimRW = 2n + k0, where n = ∑p1 ki . Put Wi =
R[ki,mi]. Then the above decomposition into a direct sum of subrepresentations has the form
W=⊕pi=0 Wi , where W0 =WG. Let next ϕ :W→R be a G-invariant function of class C2.
We shall assume that
(i) ϕ(0)= 0, ϕ′(0)= 0 and {0} is an isolated zero of the gradient of ϕ.
The above assumption yields that locally near 0 the function ϕ is of the form
ϕ(z)= 1
2
〈A0z, z〉 + o
(|z|2),
where A0 = ϕ′′0) is a self-adjoint linear operator with respect to a G-invariant scalar product.
Note that A0 is G-equivariant, and consequently 1 〈A0z, z〉 is a G-invariant quadratic form.2
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that
ϕ′(z)=A∞z+ o
(|z|) as |z| → ∞. (4.2)
Since the scalar product and the norm induced by it are G-invariant and the map ϕ′ :W→W
is G-equivariant, we have for every g ∈G
A∞gz− gA∞z= o
(|z|).
Fixing z= z0, g = g0 and then taking z= z0t , t ∈ [1,∞), we show that A∞ is G-equivariant.
For the following we need some notation. Let W+0 , W
−
0 , and W
0
0 be the positive part, the
negative part, and the kernel of A0, respectively. Analogously, let W+∞, W−∞ and W0∞ be the
corresponding parts of A∞. Note that all the above are linear G-invariant subspaces (subrepre-
sentations) of W. Denote by d+0 , d−0 , and d00 , and correspondingly by d+∞, d−∞, and d0∞, their real
dimensions.
We shall also assume the following:
(iii) For the fixed point subspace either WG ⊂W+∞ or WG ⊂W−∞.
To formulate the main theorem of this section we need a notion of index which is a slight
adaptation of the Amann–Zehnder index [1]. First note that d+0 +d−0 +d00 = d = d+∞ +d−∞ +d0∞.
We define a nonnegative integer i(ϕ) of an asymptotically linear G-invariant function ϕ :W→R
of class C2, that satisfies (i) and (ii) by the formula
i(ϕ;0,∞) :=
{
1
2 max{0, d−0 − (d−∞ + d0∞)} if WG ⊂W+∞,
1
2 max{0, d+0 − (d+∞ + d0∞)} if WG ⊂W−∞.
(4.3)
Remark 4.1. Note that if condition (iii) holds, then d+0 , d−0 , and d−0 − (d−∞ + d0∞), d+0 − (d+∞ +
d0∞) are even numbers, since they are either dimensions or differences of dimensions of orthog-
onal representations of S1 with trivial fixed point subspace. Observe that (iii) holds if WG = {0}.
Notice also that if d00 = d0∞ = 0, then
d+0 − d+∞ =
[
d − d−0
]− [d − d−∞]= d−∞ − d−0 = −(d−0 − d−∞).
Thus, if one of these integers is nonzero, then at least one of them is positive. Consequently, if
A0 and A∞ are nondegenerate, then i(ϕ ;0,∞) = 12 |d−0 − d−∞|, provided condition (iii) holds,
e.g. if WG = {0}.
Proposition 4.1. Let ϕ :W→R be a G-invariant function of class C2. Suppose also that 0 is the
only critical point of ϕ in WG, i.e. such that ϕ′(z) = 0 and z ∈ WG implies z = 0. Then, under
the assumptions (i)–(iii), the function ϕ has at least i(ϕ;0,∞) different nonstationary critical
orbits.
Remark 4.2. By the Palais symmetry principle it is enough to check that 0 is the only critical
point of ϕ|WG . In Remark 4.3 below, we shall formulate another condition which can replace the
one discussed.
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sists in estimating the number of nontrivial critical orbits of an S1-invariant function of class C2
[1, Lemma 10].
To state the next lemma we have to recall the notion of an equivariant minimax invariant.
Definition 4.1. Let Z be a G-space and F the family of all invariant subsets of Z. We say that a
function γ :F → N ∪ {∞} is an equivariant minimax invariant relative to the fixed point set, if
it has the following properties:
(γ 0) If X = ∅, then γ (X)= 0, and if X = ∅ then γ (X) 1.
(γ 1) If X,Y ∈F , then γ (X ∪ Y) γ (X)+ γ (Y ).
(γ 2) If X,Y ∈ F and f :X → Y is a continuous equivariant map, then γ (X) γ (Y ). Equality
holds if f is a homeomorphism.
(γ 3) If X ∈ F is compact, then there is a compact neighborhood N(X) ∈ F such that γ (X) =
γ (N(X)).
(γ 4) If X ∩ZG = ∅, then γ (X)= ∞.
(γ 5) If 1 < γ (X) <∞, then the orbit space X/G is an infinite set.
(γ 6) (Normalization) If E ⊂ W is an invariant linear subspace of an orthogonal representation
with dimRE = k that satisfies E ∩ WG = {0}, then γ (E ∩ SR) = 12 k for every R > 0,
where SR is the sphere of radius R in W.
Proposition 4.2. For the group G= S1 there exists an equivariant minimax invariant relative to
the fixed point set.
Proof. As a matter of fact, for compact Lie groups there are many constructions of equivariant
minimax invariants that satisfy (γ 0)–(γ 5). A G-cohomological index was introduced for G= S1
by Fadell and Rabinowitz in [9], and used by Amann and Zehnder. Then it was generalized to
every G by Fadell and Husseini [8]. A G-genus was first considered for G= Z2 by Krasnoselski,
and independently by Yang. It was generalized to any compact Lie group by Bartsch [2] and
Clapp and Puppe [7]. A G-capacity was introduced by Clapp [6]. An S1-equivariant geometrical
index was defined by Benci [4], and a G-index for any orthogonal compact Lie group action by
Marzantowicz [11]. For the group G= S1 all these constructions have the normalization property
(γ 6) due to a version of the Borsuk–Ulam theorem (see [3] for more information). 
To pick up critical orbits by a standard minimax procedure, we define for each n ∈ N the
family of subsets Γn = {X ∈ F | n γ (X) < ∞}. Next we define for a function ϕ :Z → R the
minimax levels cn(ϕ)= infX∈Γn supx∈X(ϕ(x)), provided that Γn = ∅. It is obvious that c1(ϕ)
c2(ϕ) · · · . The basic properties of the critical levels of any equivariant minimax invariant are
given in the following lemma (see [3] for references).
Lemma 4.1. Let Z be a smooth G-manifold and γ :F → [0,∞] an equivariant minimax invari-
ant relative to the fixed point set (that satisfies conditions (γ 0)–(γ 5)). Assume moreover that
ϕ ∈ C2(Z,R) is invariant and satisfies the Palais–Smale condition. Suppose also that for some
integers n and k one has
−∞< c = cn(ϕ)= cn+1(ϕ)= · · · = cn+k(ϕ) < 0.
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ϕ′(z)= 0} is the critical set of ϕ at the level c.
We are now in position to formulate the following lemma [1, Lemma 10].
Lemma 4.2. Let ϕ ∈ C2(W,R) such that ϕ(0) = 0 be invariant under the orthogonal action ρ
of S1 and satisfy the Palais–Smale condition and let γ be an equivariant minimax invariant
relative to the fixed point set. Assume moreover the following:
(1) There is an invariant subspace W′ ⊂ W, with W′ ∩ WG = {0}, such that ϕ(z) < 0 for all
z ∈W′ satisfying |z| = ρ, some fixed ρ > 0.
(2) There is an invariant subspace W′′ ⊂ W with WG ⊂ W′′, such that ϕ is bounded below
on W′′.
(3) d ′ + d ′′ > d = dimRW, where d ′ = dimRW′ and d ′′ = dimRW′′.
Then we have that −∞ < ck(ϕ) < 0 for all k ∈ N such that d−d ′′2 < k  d
′
2 , and ϕ has at least
1
2 (d
′ + d ′′ − d) different nonstationary critical orbits, provided Kck ∩WG = ∅.
Proof. A proof of the above lemma can be found in [1]. For the convenience of the reader, we
include it here.
For a ∈ R let ϕa be the set ϕ−1(∞, a] ∈ W′, and let Sρ(W′) be the sphere of radius ρ
in W′. By assumption (1), there is a positive σ > 0 such that ϕ(ζ )−σ < 0 for ζ ∈ Sρ(W′) =
Sρ(W)∩W′. Hence, Sρ(W′)⊂ ϕ−σ and by (γ 2), γ (Sρ(W′)) γ (ϕ−σ ). Since WG ∩W′ = {0},
we have γ (Sρ(W′)) = d ′/2 by (γ 6) and therefore, cr(ϕ)  −σ < 0 and so ck(ϕ) < 0 and so
ck < 0 for k  d ′/2. In view of assumption (2) we can choose τ < 0 with ϕτ ∩ W′′ = ∅. If
π :W → (W′′)⊥ denotes the orthogonal projection, then π :ϕτ → (W′′)⊥ \ {0} is continuous
and equivariant, hence by (γ 2) and (γ 6) we find γ (ϕτ ) 12 dim(W′′)⊥ = 12 (dimW− dimW′′),
since WG∩ (W′′)⊥ = {0}. Let j > 12 (dimW−dimW′′) and assume that there is X ∈F such that
j  γ (X) < ∞, then supx∈X ϕ(x) > τ . If, in addition, j  d ′/2, then there is indeed such a set
by the assumptions (1), (3), and (γ 6). Consequently, cj (ϕ) τ > −∞ for 12 (d − d ′′) < j  d
′
2
and the statement follows from Lemma 4.1, in the case that the levels ck(ϕ) are different and
Kck ∩ WG = ∅. If, however, two or more of these levels coincide, say they are equal to c, then
by (γ 5) the orbit space Kc/G is an infinite set. This finishes the proof of the lemma. 
Remark 4.3. To avoid problems with the fixed point set, one can pose another condition on ϕ,
besides that ϕ′(z) = 0 and z ∈ WG imply z = 0. It is enough to know that Kck ∩ WG = ∅ for
every k ∈ N. In particular, we can assume that ϕ|WG  0 if WG ⊂ W+∞, respectively ϕ|WG  0
if WG ⊂W−∞. If WG = {0}, then Kc ∩WG = ∅ for every c = 0 and this assumption is satisfied.
Proof of Proposition 4.1. We shall see that the assumptions of Lemma 4.2 hold. Suppose first
that WG ⊂W+∞ and d−0 − (d−∞ + d0∞) > 0 which is equivalent to d−0 + d+∞ > d .
Let us take W′ =W−0 and W′′ =W+∞. We have to check conditions (1)–(3).
(1) Since ϕ(0)= 0, ϕ′(0)= 0 and ϕ is C2, we have
ϕ(z)= ϕ′′(0)(z, z)+ o(|z|2)= 1 〈A0z, z〉 + o(|z|2)2
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module) negative eigenvalue of A0|W−0 . Take ρ > 0 such that o(|z|) <
1
2δ|z|2 if |z| ρ. Then for
|z| = ρ we have ϕ(z) <− 12δ|z|2 = − 12ρ2 for all z ∈ Sρ(W−0 ).
(2) First observe that for every z ∈ W+∞, 12 〈A∞z, z〉  δ2 |z|2, where δ is the smallest eigen-
value of A∞|W+∞ .
On the other hand, equality (4.2) implies that for every δ˜ there exists c > 0 such that |ϕ′(z)−
A∞z| δ˜|z|+ c for each z ∈W. Indeed, let R > 0 be such that |ϕ′(z)−A∞z| δ˜|z| for |z|R.
Then we have |ϕ′(z)−A∞z|max{c = sup|z|r |ϕ′(z)−A∞z|, δ˜|z|}, which gives the required
inequality.
Moreover, by the mean value theorem, we have
∣∣∣∣ϕ(z)− 12 〈A∞z, z〉
∣∣∣∣
T∫
0
∣∣〈ϕ′(tz)−A∞tz, z〉∣∣dt  T∫
0
[
δ˜t |z|2 + c|z|]dt  T 2δ˜|z|2 + T c|z|
for every z ∈W+∞.
Consequently, for z ∈W+∞,
ϕ(z)= 1
2
〈A∞z, z〉 + ϕ(z)− 12 〈A∞z, z〉
 (δ/2)|z|2 − (T 2δ˜|z|2 + T c|z|)= (δ/2 − δ˜T 2)|z|2 − cT |z|.
If δ˜ is such that δ/2 − δ˜T 2 > 0 then the coefficient at |z|2 is positive, which shows that ϕ is
bounded from below on W+∞.
Applying Lemma 4.2 to the function ϕ we get the first case of the statement of Proposition 4.1.
If WG ⊂W−∞ then we can consider the function ϕ˜ = −ϕ. Note that the critical points (orbits)
of ϕ˜ are the same as of ϕ. Moreover, we have d˜00 = d00 , d˜0∞ = d0∞, d˜±0 = d∓0 , and d˜±∞ = d∓∞.
Applying the first part of the proof to ϕ˜ we get the second case of the statement of Proposi-
tion 4.1. 
4.1. Computations in terms of the potential
In this subsection we derive the Amann–Zehnder index (4.3) of the restriction Φ˜ of the func-
tional (3.3) to the space (H1T )G,ρ ∼=W, i.e. the function ϕ :W→R is equal to Φ˜ . To do it we use
formulas for ∇Φ and ∇Φ˜ given in Section 3. Note that here the potential V and consequently Φ
does not depend on the parameter λ.
Let V :W → R be an S1-invariant potential of class C2 asymptotically linear at infinity. Let
A(0)=D2V (0), i.e. near z= 0 the potential is given as V (z)= 〈A(0)z, z〉+η(z), η(z)= o(|z|2).
Analogously, we denote the linear part of V at infinity by A(∞), i.e.
∇V (z)=A(∞)z+ o(|z|) as |z| → ∞.
We can write V as V (z) = 12 〈A(∞), z〉 + ζ(z), where |ζ(z)||z|2 is bounded by the inequality in the
last part of the proof of Proposition 4.1.
By the Palais symmetry principle (cf. Remark 3.1), we have
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1,ρ and
(2) Φ˜ : ((H1T )S
1,ρ, ρI )×R→R is S1-invariant.
Notice that the study of solutions of the equation ∇uΦ(u,λ)= 0 is equivalent to the study of solu-
tions of the equation ∇u˜Φ˜(u˜, λ)= 0. To emphasize that our variable u= (u˜,0) ∈ (H1T )S
1,ρ ∼=W
lies in a finite-dimensional space we shall denote it by z= (z0, . . . , zp) ∈W=⊕pi=0 Wi .
Consequently, we have to check the assumptions of Proposition 4.1 for ϕ(z) = Φ˜(u˜). Let us
recall that the function ϕ has the following properties already listed in Section 3.
• ϕ :W→R is S1-invariant and of class C2,
• ϕ(0)= ϕ′(0)= 0,
• A0 = ϕ′′(0)(z0, . . . , zp)= (Λ(m0)z0, . . . ,Λ(mp)zp), where
Λ0(mi)=
( 4m2i π2
4m2i π2 + T 2
Id − T
2
4m2i π2 + T 2
Ai(0)
)
,
and Ai(0)=A(0)|Wi .
Moreover, since V is asymptotically linear, so is ϕ′ and the self-adjoint operator A∞ of the
derivative of ϕ′ at infinity is equal to
• A∞ = (Λ(m0)z0, . . . ,Λ(mp)zp), where
Λ∞(mi)=
( 4m2i π2
4m2i π2 + T 2
Id − T
2
4m2i π2 + T 2
Ai(∞)
)
,
and Ai(∞)=A(∞)|Wi .
The above formulas allow us to derive the subrepresentations W+0 =
⊕p
i=0 W
i+
0 , W
−
0 =⊕p
i=0 W
i−
0 , W
0
0 =
⊕p
i=0 W
i 0
0 , and the corresponding spaces W
±∞, W0∞.
For every 0 i  p let Wi+0 be the linear subspace corresponding to the eigenvalues of A(0)
which are smaller than 4m
2
i π
2
T 2
, and let di+0 be its dimension; analogously, let W
i−
0 be the linear
subspace corresponding to all eigenvalues of A(0) which are greater than 4m
2
i π
2
T 2
, and let di−0 be
its dimension. Finally, let Wi 00 be the linear subspace corresponding to the eigenvalues of A(0)
which are equal to 4m
2
i π
2
T 2
and let di 00 be its dimension.
Similarly, we define the linear subspaces Wi+∞ , Wi−∞ , and Wi 0∞, and their dimensions di+∞ ,
di−∞ , and di 0∞ , respectively. Note that all the above subspaces are invariant, i.e. they are subrep-
resentations because they are defined as eigenspaces of restrictions of self-adjoint equivariant
operators to invariant subspaces.
Remark 4.1.1. Note that the derivative of ϕ|WG = Φ˜|WG is equal to −∇V (z), z ∈WG.
By the considerations above, we obtain the following.
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infinity, satisfying assumptions (i) and (ii), and let ϕ = Φ˜ :W→R be a C2, invariant function in-
duced by functional (3.3). Then the positive, negative, and zero subspaces of ϕ at 0, respectively,
at ∞, are equal to
W
+
0 =
p⊕
i=0
W
i+
0 , W
−
0 =
p⊕
i=0
W
i−
0 , W
0
0 =
p⊕
i=0
W
i 0
0 ,
respectively,
W
+∞ =
p⊕
i=0
W
i+∞ , W−∞ =
p⊕
i=0
W
i−∞ , W0∞ =
p⊕
i=0
W
i 0∞,
where all the summands are as defined above. Consequently, their dimensions are equal to
d+0 =
p∑
i=0
di+0 , d
−
0 =
p∑
i=0
di−0 , d
0
0 =
p∑
i=0
di 00 ,
respectively,
d+∞ =
p∑
i=0
di+∞ , d−∞ =
p∑
i=0
di−∞ , d0∞ =
p∑
i=0
di 0∞ .
Moreover, assumption (iii) WG ⊂ W+∞, or correspondingly WG ⊂ W−∞, is equivalent to WG =
W
0 ⊂W+∞, i.e. A(∞) is positive definite on WG, respectively, A(∞) is negative definite on WG,
provided that the subspace WG is nonzero.
By the previous proposition and Proposition 4.1, we get the following.
Theorem 4.1.1. Suppose that Eq. (3.1) is given by an S1-invariant potential V of class C2 which
is asymptotically linear at infinity. Assume next that if WG = {0} then its derivative at infin-
ity A(∞) is either positive definite or negative definite on WG. Assume next that either 0 is the
only critical point of V |WG or
(a) V (z) 0 for z ∈WG, respectively,
(b) V (z) 0 for z ∈WG.
Then in case (a) there exist at least i(ϕ;0,∞) = 12 max{0, d−0 − (d−∞ + d0∞)} nonstationary
periodic solutions of (3.1), and in case (b) there exist at least 12 max{0, d+0 − (d+∞ + d0∞)} non-
stationary periodic solutions of (3.1).
If W00 =W0∞ = {0}, then there exist at least i(ϕ;0,∞)= 12 |d−0 −d−∞| nonstationary periodic
solutions of (3.1).
Moreover, in case (a) every such solution has the form u(t) = (u1(t), . . . , up(t)), where
ui(t) ∈ Wi , and ui(t) = 0 if Wi− = {0}. Consequently, for every i such that Wi− = {0} one0 0
944 W. Marzantowicz et al. / J. Differential Equations 244 (2008) 916–944has ui(t)= ai cos( 2πmi tT )+ Jai sin( 2πmi tT ), and thus the minimal period of u is Tgcd(mi) , where i
is as above.
In case (b) we have an analogous statement with Wi−0 replaced by Wi+0 .
Corollary 4.1.1. Assume that in Eq. (3.1) the potential V :R2n →R is toroidal and that all other
analytical assumptions of the previous theorem are satisfied. Then R2n can be equipped with a
free orthogonal action of S1, for which V is invariant. Consequently, each of the solutions given
by the previous theorem has the form
u(t)= a cos
(
2πt
T
)
+ Ja sin
(
2πt
T
)
,
where a ∈R2n.
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