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In ergodic many-body quantum systems, locally encoded quantum information becomes, in the
course of time evolution, inaccessible to local measurements. This concept of “scrambling” is cur-
rently of intense research interest, entailing a deep understanding of many-body dynamics such as the
processes of chaos and thermalization. Here, we present first experimental demonstrations of quan-
tum information scrambling on a 10-qubit trapped-ion quantum simulator representing a tunable
long-range interacting spin system, by estimating out-of-time ordered correlators (OTOCs) through
randomized measurements. We also analyze the role of decoherence in our system by comparing
our measurements to numerical simulations and by measuring Re´nyi entanglement entropies.
Synthetic quantum systems of atoms, ions and super-
conducting qubits provide us with excellent platforms
for studying fundamental aspects of the time evolution
of quantum many-body systems [1]. These systems can
probe in particular essential out-of-equilibrium phenom-
ena of interacting many-body systems, such as quantum
chaos, thermalization and many-body localization [2, 3].
In this context, first experiments with trapped ions and
cold atoms implementing single-site control have been
able to monitor the spreading of time-ordered corre-
lations in quantum lattice systems [4–6]. In particu-
lar, these experiments confirmed the existence of Lieb-
Robinson bounds [7], bounding the speed with which
correlations can travel in non-relativistic quantum lat-
tice systems with local interactions [8, 9].
Recently, a novel concept has been shown to have the
ability to identify a fundamental feature of many-body
quantum dynamics: quantum information scrambling.
Here, “scrambling” describes how quantum information,
initially encoded in terms of local operators, becomes
after time-evolution increasingly non-local and complex
[10]. As a quantum version of the butterfly effect, scram-
bling can be identified with the decay of a new type of
many-point correlation functions, namely, out-of-time or-
dered correlations (OTOCs) [11, 12]. OTOCs have been
first used to quantify the properties of “fast scrambling”
governed by universal Lyapunov exponents in the dy-
namics of black holes [10–17], and to describe chaotic
systems with holographic duals [18, 19]. For quantum
lattice models, which are more relevant to experiments
with current quantum simulators, OTOCs have the form
O(t) = D−1Tr [W (t)VW (t)V ] , (1)
with W (t) = eiHtWe−iHt a time-evolved Heisenberg
operator, W and V local, hermitian operators, H a
many-body Hamiltonian and D the Hilbert space di-
mension [20]. OTOCs have been shown to detect uni-
versal signatures of many-body quantum chaos [21–23],
many-body localization [24–26], and dynamical quantum
phase transitions [27]. In particular, in ergodic systems
with local interactions, the decay of the OTOCs of lo-
cal operators W and V initially separated by a distance
d occurs at a characteristic time tc ∼ d/vB , where vB
is the butterfly velocity [15]. This result can be under-
stood from a hydrodynamical description associated with
a ballistic spatial spreading of the operator W (t), whose
“wavefront” travels with velocity vB and also broadens
diffusively in time [21–23, 28, 29]. While in seminal ex-
perimental work, OTOCs have been measured either for
collective (non-local) operators [30, 31] or in small-scale
3-4 qubit systems [32, 33], scrambling quantified by the
OTOCs of local operators (encoding local quantum in-
formation) has so far eluded observation in a many-body
system.
In this letter, we present first measurements of OTOCs
in a spin-model consisting of N = 10 qubits with local
interactions of tunable range, realized in a trapped-ion
quantum simulator. To this end, we implement a re-
cently proposed protocol, based on measuring statistical
correlations of randomized measurements [34], to access
OTOCs as defined in Eq. (1). This allows us in particular
to monitor the emergence of a traveling operator wave-
front, and observe the crucial role played by the inter-
action range [35–40]. Furthermore, we demonstrate the
robustness of the implemented protocol against certain
types of decoherence mechanisms. Most importantly,
the implemented protocol neither relies on time-reversed
evolution nor auxiliary degrees of freedom required in
previous proposals [41–46]. To verify its robustness, we
compare our measurement results with numerical simula-
tions, and perform additional randomized measurements
of operator spreading [47], and entanglement Re´nyi en-
tropies [48, 49].
Experimental setup and protocol— The experimental
studies are performed on a trapped-ion analog quantum
simulator, realized with a linear chain of N = 10 40Ca+
ions. Quantum information is encoded in two (pseudo-)
spin states |S1/2,m = +1/2〉 ≡ |0〉 and |D5/2,m = +5/2〉
≡ |1〉, respectively. Entangling operations are performed
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FIG. 1. a-b) Experimental procedure to measure two parts
of the OTOCs 〈W (t)〉u,k and 〈VW (t)V 〉u,k0 . c-e) Spread of
operator W (t) = σz5(t) is observed in terms of loss of cor-
relations between two measured quantities (〈W (t)〉u,k0 and〈VW (t)V 〉u,k0) for t = 0, 2 and 5 ms, where V = σz1 . The ex-
perimental study is carried out for α = 1.21, J0 = 2pi × 30.13
Hz and B = 2pi × 1.5 kHz (see SM for the experimental de-
tails).
using a bichromatic laser field, which off-resonantly cou-
ples the electronic and vibrational states of the ions [5].
The resulting interaction Hamiltonian is expressed as
H =
∑
i 6=j
J0
|i− j|ασ
x
i σ
x
j +B
∑
i
σzi , (2)
where i,j are the indices representing the position of ions
in the chain, and σβ , β ∈ {x, z}, denote Pauli spin matri-
ces; J0 and α represent the maximum strength and expo-
nent of the equivalent Ising-type interaction, respectively.
Note that the above interaction Hamiltonian leads to a
spin flip-flop type interaction when the transverse field
B  J0 (i.e. H =
∑
i 6=j Jijσ
+
i σ
−
j + B
∑
i σ
z
i ), which is
routinely used in analog quantum simulators [5, 6]. Co-
herent control of the spin state of an individual qubit
is achieved by a tightly focused, steerable laser beam,
enabling the preparation of any desired product state
|Ψk〉 =
⊗N
i=1 |ψi〉. More details about the experimen-
tal platform can be found in the Supplemental Materials
(SM).
The experimental protocol to measure OTOCs con-
sists of two main parts and is illustrated in Fig. 1 a)
and b). In the first part [Fig. 1 a)], we prepare an ini-
tial product state |k0〉 = |0, 0, . . . , 0〉. Next, we apply
a local random unitary u = u1 ⊗ · · · ⊗ uN where each
ui, implementing a random single spin rotation, is sam-
pled independently from the circular unitary ensemble
(CUE) [50]. As investigated in detail in Refs. [49, 51],
these unitaries are generated with high fidelity in our
apparatus (see SM for single-qubit gate fidelity). Subse-
quently, the system is evolved in the presence of the Ising
Hamiltonian H, for time t and the operator W = σxj ,
for j ∈ {1, . . . , N}, is measured. After NM = 150
(NM = 300 for t = 4, 5 ms) repetitions, one obtains
an estimation of 〈W (t)〉u,k0 = 〈k0|u†W (t)u |k0〉. In the
second part of the experiment, we prepare the initial
product state |k0〉 and repeat the experimental proce-
dure with the same random unitary u. In this part, a
unitary V = σz1 , is applied, in addition, before the time
evolution [see Fig.1 b)]. By repetition (NM = 150 or
NM = 300), we obtain an estimation of 〈VW (t)V 〉u,k0 .
The steps are illustrated in Fig. 1 b). Both parts are fi-
nally repeated for NU = 500 sets of unitaries u to build
statistical correlations. Note that the choice of NM and
NU determines the expected statistical error which is in-
vestigated in detail in Ref. [34].
The basic intuition to understand how statistical
correlations between two randomized measurements
〈W (t)〉u,k0 and 〈VW (t)V 〉u,k0 can be used as probes for
operator spreading, and how they are related to OTOCs
is provided in Fig. 1 c-e). The figure shows experi-
mentally measured expectation values 〈W (t)〉u,k0 and
〈VW (t)V 〉u,k0 for NU = 500 unitaries u, V = σz1 and
W = σx5 . At initial time t = 0 ms [panel c)], the system
has not evolved under H, and so the measurement of W
at j = 5 is not affected by whether V has been applied
at j = 1 or not. Thus, we observe (up to projection
noise) near perfect correlations between 〈W (t)〉u,k0 , and
〈VW (t)V 〉u,k0 . At later times t = 2 ms and t = 5 ms,
as shown in Fig. 1, panels d) and e), the information
that V had been applied at j = 1 has spread over the
system, and hence the measurement of W at j = 5 is af-
fected. As an effect, the correlations between 〈W (t)〉u,k0 ,
and 〈VW (t)V 〉u,k0 decrease with time, as the OTOCs in
ergodic systems.
The formal mapping of correlations between expec-
tation values obtained via forward time-evolution from
randomized initial states and out-of-time-ordered cor-
relation functions has been derived in Ref. [34]. For
the local random unitaries employed here, the first
part of the protocol [Fig. 1 a)] is to this end re-
peated (with the same unitaries u) for a set En =
{k0, . . . ,k2n−1} (n = 2 in the context of this work,
see below) of initial product states k ∈ En to ob-
tain estimations of 〈W (t)〉u,k = 〈k|u†W (t)u |k〉 for all
k ∈ En. Here, ks = (ks,1, . . . , ks,N ) with ks,i ∈ {0, 1}
is given by the reverse N -bit binary representation of
s, e.g. k0 = (0, 0, . . . , 0) , k1 = (1, 0, . . . , 0) , k2 =
(0, 1, 0, . . . , 0) , k3 = (1, 1, 0, . . . , 0) [34]. The summed
correlations 〈W (t)〉u,k〈VW (t)V 〉u,k0 for all k ∈ En map
then to ‘modified’ OTOCs [34]
On(t) =
∑
k∈En(−2)−D[k0,k]〈W (t)〉u,k〈VW (t)V 〉u,k0∑
k∈En(−2)−D[k0,k]〈W (t)〉u,k〈W (t)〉u,k0
,
(3)
for n ∈ {0, . . . , N} and . . . the ensemble average over
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FIG. 2. Out-of-time ordered correlators in a 10-qubit quan-
tum simulator for local operators V = σz1 and W (t) = σ
x
j (t)
for j = 1, 2, . . . , 10 (color coded in the figure). On the left
panel, estimated OTOCs namely O0(t) in a), and O2(t) in
b) are shown for various interaction times and qubits at in-
teraction exponent α = 1.21 and J0 = 2pi × 30.13 Hz and
B = 2pi × 1.5 kHz. On the right panel, measurement of
OTOCs at α = 0.85, J0 = 2pi×40.78 Hz and B = 2pi×1.5 kHz.
Here circles are experimental points and lines are numerical
results for the experimental parameters. c) and f) are the ex-
act OTOCs O(t) = O10(t) simulated for the aforementioned
parameters. Error bars associated with the experimental mea-
surements are of the size of the symbols and they are deduced
by the Jackknife sampling method. Here, red arrows indicate
direction of propagation of the operator wavefront (see main
text for a detailed discussion).
the random unitaries u. Here, D[k0,k] is the Hamming
distance between k0 and k, i.e. the number of spin flips to
transfer |k0〉 into |k〉. As shown in Ref.[34], the modified
OTOCs On(t), with n = 0, 1 . . . N , represent a series with
fast convergence to O(t) with increasing n, in particular
ON (t) = O(t). This allows us to fix n = 2 within the
context of this experiment (see below). Note that the
lowest order modified OTOC, O0(t), has been measured
using this method in a four qubit NMR system [52].
Measurement of OTOCs — We now present measure-
ments of the modified OTOCs On(t) for n = 0, 2 for
two values of the power law exponent α = 1.21 (long-
range interaction), and 0.85 (corresponding to a very
long-range interaction) and demonstrate the fast conver-
gence to O(t) by a comparison to numerical simulations.
For our Hamiltonian evolution with long-range interac-
tions, the operator wavefront is not expected to spread
in a purely ballistic manner and the shape of the spatial-
temporal profile of time ordered [8, 9] and out-of-time
ordered correlations [35–40] is the matter of current the-
oretical investigations. In Fig. 2 a)-b), the measured
OTOCs O0(t), O2(t) (circles) are plotted as a function of
time t after the quantum quench at α = 1.21, which we
compare with numerical simulations (solid lines) assum-
ing unitary time evolution. The error bars are obtained
via the Jackknife method [53]. The exact OTOC O(t)
calculated from Eq. (3) is shown in panel c). All two
measured OTOCs display the same qualitative behavior;
initially near-perfect (anti-) correlations exist for mea-
surements of W = σxj performed at ion j > 1 (j = 1,
respectively) and hence reveal spatio-temporal profiles of
the OTOCs in the long-range interacting system. This is
described as wavefront propagation of local perturbation
from the causal site, i.e. the site at which V (0) operator
is encoded, to the effect site where the operator W (t)
is measured. For the current studies, the propagation
of the wavefront is indicated with an arrow in Fig. 2.
For α = 0.85, Fig. 2 right panel, corresponding to even
longer range interactions than the aforementioned case,
the dynamics of OTOCs look qualitatively different com-
pared to α = 1.21. Particularly, here, the dynamics are
faster than in the former case. A detailed discussion of
the quantitative differences is given below.
At the quantitative level, two observations are appar-
ent: (i) experimentally measured and theoretically sim-
ulated OTOCs are, within error limits of the experi-
ment (see SM), in good agreement, implying consistency
of the protocol while measuring OTOCs in our system.
Furthermore, since the theoretical curves are obtained
by simulating unitary dynamics, this demonstrates that
the measurement protocol is not affected by decoherence,
which appears due to global dephasing in the experiment
(see below and SM for further discussion). (ii) O0(t) de-
scribes the same qualitative behavior as O2(t) but quanti-
tatively differs from the actual OTOC O(t), thus corrob-
orating poor approximations of the OTOCs as predicted
by the theory [34]. On the contrary, the OTOC O2(t)
provides a good approximation to O(t), and captures in
particular the features of the operator spreading [com-
pare panel b), and c), and panel e) and f)]. This means
that the sampling procedure described above to access
the converging series On(t) is adapted to our experi-
mental setup. Furthermore, the OTOC measurements
slightly deviate at the later times of t = 4, 5 ms. This
deviation might be due to uncertainties in the determina-
tion of the Hamiltonian parameters, which are estimated
through measurements of local excitation spread in the
ion chain [5]. For further details, see the SM.
In Fig. 3 a) and b), we study the shape of the spatio-
temporal profile of the OTOCs. To this end, we rescale
the time axis t − (j − 1)/v2, with v2 chosen such that
we observe the best possible collapse of the measured
data for various locations j of W at a threshold value of
O2 = 0.5 (see SM for details of the fitting procedure).
In Fig. 3a), for a power-law exponent α = 1.21, we find
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FIG. 3. Out-of-time-ordered correlators versus rescaled time
for interactions with power-law exponents a) α = 1.21 and b)
α = 0.85 and for W (t) = σxj (t) located at spins j = 2, 3, 4, 5
(red, blue, pink, black). For a) v2 = (1.0 ± 0.2)·103 s−1 and
b) v2 = (0.8± 0.2)·103 s−1 are fitted such that we observe the
best possible collapse of the data at a threshold value 0.5 (see
SM for details).
that the measured data indeed collapses. Our early time
data is thus consistent with a ballistic expansion of the
operator wavefront, with velocity v2 = (1.0±0.2)·103 s−1.
We note that, due to finite time and size effects, a slow
emergence of super-ballistic behavior, predicted for large
systems and α = 1.2 [40], cannot be unambiguously dis-
tinguished with our experimental data. In Fig. 3b), for
a power-law exponent α = 0.85, we do not observe a
collapse of the measured data to a single curve, meaning
that the shape of the operator wavefront is not conserved
over time and space, and therefore that the dynamics is
not ballistic. A broadening of the decay of O2 with time
and distance is instead clearly visible. While we em-
phasize that the spatio-temporal profiles still show some
differences when comparing O2(t) and the exact OTOC
O(t), c.f Fig. 2, this strong broadening is consistent with
the theoretical prediction for α < 1 [40].
Other probes of the scrambling of quantum
information— In generic quantum systems, the
scrambling of quantum information does not only
manifest itself through the decay of the OTOCs but
also through a decrease of statistical moments of the
type 〈W (t)〉2u,k0 [47], and an increase of entanglement
entropies [1]. As we show now, the measurement of these
two quantities, which are both accessible via randomized
measurements, provides us both with evidence of oper-
ator spreading that are complementary to OTOCs, and
allows us to identify and assess the role of decoherence
in our experiment.
The second moment of the expectation value
〈W (t)〉2u,k0 is accessed from statistical auto-correlations
of randomized measurements performed on a single sys-
tem. Its measurement is enabled through the first part of
the OTOC protocol [Fig. 1 a)]. Note that 〈W (t)〉2u,k0 ap-
pears also as normalization in the denominator of Eq. (3).
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FIG. 4. a) Time evolution of 〈W (t)〉2u,k0 = 〈σxj (t)〉
2
u,k0
, aver-
aged over j (all qubits 1 to 10). Squares (red) and triangles
(black) are numerical simulations of unitary dynamics and
including decoherence effects, respectively. Dashed lines are
guides to the eye. b) Additionally, Re´nyi entropy measure-
ments (in circles) are carried out at t = 0 (blue), 2 ms (black)
and 5 ms (red) for partitions of the form A = {1, . . . , Nsub}.
Squares and triangles are theoretical simulations without and
with decoherence, respectively.
As shown in Fig. 4a), 〈W (t)〉2u,k0 decreases with time,
providing, for unitary dynamics, a direct signature of op-
erator spreading and scrambling [47]. We emphasize that
decoherence has a small decreasing effect on the measure-
ment results. This is due to the fact that decoherence
drives the system towards a steady state with reduced
magnetization. Hence, both, decoherence and scrambling
lead to a decay of 〈W (t)〉2u,k0 with time. In contrast,
the OTOC measurement is not affected by decoherence,
because our estimation from Eq. (3) is normalized (see
Figs. 2-3, for the comparison to unitary theory, and SM
for simulations with decoherence).
Re´nyi entanglement entropies quantifying bipartite en-
tanglement are directly related to universal properties of
operator spreading [1, 22, 23], and allow us to observe
direct effects of decoherence. The growth of Re´nyi en-
tanglement entropy was previously measured in Ref. [49]
where the effects of decoherence were suppressed by start-
ing the quantum quench from an initial Ne´el state in a
decoherence-free subspace. In contrast, the effects of de-
coherence can be made visible for an initial condition
as in the OTOC measurements, by choosing a random
initial state
⊗N
j=1 ui |k0〉 (with fixed local random uni-
taries ui). This state is not protected against decoher-
ence in time evolution. We evolve this state under H,
and we measure the second Re´nyi entropy of the final
state, and of reduced density matrices of arbitrary par-
titions A following Ref. [49, 54]. Fig. 4 b) shows an
increase of the entropy of the total system to around
S(2)(ρA) = − log2 Tr[ρ2A] = 0.8 at t = 2 ms and t = 5 ms,
signaling the presence of decoherence, and in quantitative
agreement with our numerical simulations (SM). How-
ever, the entropy of the subsystems acquires even higher
values, which demonstrates the presence of bipartite en-
tanglement [49] associated with operator spreading.
5Conclusion and outlook— We have presented mea-
surements of out-of-time ordered correlators in a sys-
tem of trapped ions with power-law interactions of tun-
able range. We have demonstrated how the “wavefront”
of a local operator propagates in such systems, leading
to spatial delocalization of quantum information, and
scrambling. The key ingredients of the utilized mea-
surement protocol are randomized measurements which
can be implemented with current state-of-the-art tech-
nology in various synthetic quantum systems. Their us-
ability is not only feasible with trapped ions but also
with Rydberg atoms, optical cavity systems, and super-
conducting qubits, hence advocating for a powerful and
generic method to probe quantum dynamics. The abil-
ity to access OTOCs in various setups motivates new ap-
proaches to engineer various types of quantum dynamics,
in particular in the situation of “fast scrambling” relevant
to quantum gravity [55–57] and “out-of-equilibrium” dy-
namics in lattice systems [3].
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7SUPPLEMENTAL MATERIALS
A. Experimental platform and procedures
A chain of 10 40Ca+ ions is trapped in a linear Paul
trap. The ions are Doppler-cooled for 3 ms, followed by
6.5 ms of sideband cooling. After preparing the ions in
the ground state of motion, the ions are optically pumped
into |S1/2,m = +1/2〉. A desired initial product state
|Ψi〉 is then realised with the help of a tightly focused
laser beam in combination with a global beam inducing
the same single-qubit operation on all qubits. This re-
sults in arbitrary single qubit gates with fidelity > 99%.
Further details regarding the single qubit gate infidelity
can be found in the following section. The random uni-
taries are then drawn from a circular unitary ensemble
(CUE) as discussed in [49, 50]. A bichromatic laser beam
is used to create the entangling operations of variable
range. Finally, quantum state readout is performed by
scattering photons on the S1/2 ↔ P1/2 transition, and a
spatially resolved fluorescence detection is implemented
for detecting the state of individual ions in single-shot
measurements. In order to avoid effects of systematic er-
rors and slow variation of the experimental parameters
while taking the measurement of 〈W (t)〉u,ks for s = 0–3
and 〈VW (t)V 〉u,k0 , all the measurements are performed
sequentially for a given set of random unitaries u.
The range of the spin-spin interaction (as expressed
in 2) is varied by changing the detuning of the bichro-
matic laser beam from the transverse center-of-mass side-
band transition and also by changing the axial trap fre-
quency. For achieving an interaction range corresponding
to α = 1.21, the centre of mass (COM) mode frequencies
are chosen to be ωz = 2pi×217 kHz, ωx = 2pi×2.673 MHz
and ωy = 2pi×2.640 MHz. Additionally, the bichromatic
laser frequency components are detuned from the tran-
sition by 40 kHz. A range corresponding to α = 0.85 is
achieved using an axial frequency of ωz = 2pi × 304 kHz,
and by setting the bichromatic detuning to be 30 kHz.
Both experimental measurements are performed with a
transverse field strength of B = 2pi × 1.5 kHz.
B. Error analysis and noise in the experimental
system
Statistical errors – For the analysis of the OTOCs, we
consider two main sources of statistical errors; the first
due to finite numbers of measurements NM per random
unitary (quantum projection noise) and the second due
to finite numbers of random unitaries NU employed to
estimate the ensemble average. A detailed description of
the statistical error analysis can be found in Ref. [34].
Note that the actual statistical uncertainty of the experi-
mental results presented in this work is directly estimated
from the obtained data using Jacknife resampling across
the random unitaries.
Source of decoherence– Beside these statistical errors,
the system suffers from dephasing noise caused by fluctu-
ating magnetic fields in our laboratory. The entire trap-
ping assembly is placed inside a µ−metal shield which
greatly suppresses magnetic field noise. By Ramsey spec-
troscopy, We measure the qubit coherence time in the
presence of the laser fields that create the entangling in-
teractions. These experiments are performed with only a
single ion so that the bichromatic laser field off-resonantly
couples the qubit to the ion’s transverse motion with-
out creating entanglement between multiple qubits. The
experimental parameters are the same as for the 10-ion
experiments except for the reduce number of vibrational
modes.
Fig. 5 shows the experimentally measured Ramsey con-
trast for variable waiting times between two pi/2 pulses.
The bichromatic laser beam is turned on during the Ram-
sey waiting time such that fluctuating light shifts or inco-
herent coupling to the ion motion are taken into account.
Fig. 5 highlights the loss of Ramsey contrast up to 10 ms.
A loss of Ramsey contrast followed by contrast revivals
after around 5 ms and 10 ms waiting time points to a
noise source that is periodically shifting the qubit tran-
sition frequency with a frequency of about 200 Hz. It
was only after having carried out the OTOC measure-
ments that we identified an unexpected magnetic field
noise at 204 Hz, which was subsequently eliminated. For
the experiments presented in this paper, we included this
noise source in the numerical simulation of OTOC mea-
surements. After performing least-squares fitting of the
Ramsey data in Fig. 5, we estimated the amplitude of
the periodic noise component to be 2pi × 90 Hz. Due to
broadband high-frequency magnetic-field and laser phase
noise, the contrast decays to 1/e after τcoh = 0.033 s, i.e.
a time scale considerably longer than the duration of the
probed spin-spin interactions. Nevertheless, the observed
non-negligible dephasing was included in the numerical
simulations (see the main text and the section below).
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FIG. 5. Measurement of coherence time of the qubit via
Ramsey spectroscopy. A periodic magnetic field fluctuation
is measured at 204 Hz, causing a variation in the transition
frequency.
Errors in single qubit operations– Single qubit opera-
tions can suffer from several sources of errors such as mis-
calibration of pulse lengths, and intensity fluctuations,
leading to over/under-rotations. In order to character-
ize these effects, the single qubit operations of the sys-
8tem were analyzed using gate set tomography (GST).
GST is a method to reliably characterize a gate set of
interest, inclusive of state preparation and measurement
(SPAM) errors. It is implemented by applying a specific
sequence of gates to a qubit, and then testing various
models to see how well they fit the corresponding data
set [59]. The set of gates to be analyzed was generated
using the open-source pyGSTi python package developed
by Sandia [60]. In order to detect errors from rotations
around the wrong axis, it is necessary to use gate sets
which include a combination of single qubit rotations [61]
– here, combinations of σxσy and σxσz are used. Each
gate set consists of sequences comprised of combinations
of pi/2 single-qubit rotations, with the sequences varying
in length; these gate sets are applied to a single ion ini-
tialised in the |S1/2,m = +1/2〉 state, followed by state-
readout. The measurements were consequently analyzed
using a hybrid scheme of linear inversion GST and maxi-
mum likelihood estimation available through the pyGSTi
package [60, 61]. The GST analysis found an average gate
infidelity for the σx rotation of 0.06%, for the σy rotation
of 0.06%, and for the σz rotation of 0.8%. The relatively
large error of the σz rotation in comparison to the σx,y
rotations is predominantly due to the differing sizes of
the beams used to implement the rotations. The σx,y
rotations are implemented using a broad, global beam
which can illuminate the entire ion string at the same
time. In contrast, the σz rotation is achieved using a
tightly-focused, single-ion addressing beam, which con-
sequently suffers from additional instabilities due to its
small beam waist (on the order of 2 µm).
Error during entangling operations– Depolarisation
noise during entangling operation, in our case, can be
caused by spin flips through the sideband/carrier excita-
tion and spontaneous decay channels. Spontaneous de-
cay of the metastable qubit state |1〉 occurs with a rate
constant of γ = 1.168(7)/s [62] per qubit and additional
the incoherent spin-flip processes due to unwanted exci-
tation in the laser ion interaction have a similarly small
rate constant (< 0.25% in 5 ms). Besides this we measure
entangling laser field fluctuating in intensity by < 0.3%,
contributing to < 0.15% fluctuations in the Ising inter-
action Hamiltonian. For the current measurements, this
source of error is insignificant in comparison to the other
sources, hence it will be neglected in our numerical sim-
ulations.
C. Numerical simulation to include decoherence
effects
The numerical simulations were realized by propa-
gating the Schro¨dinger equation for the different initial
states ks under the Hamiltonian H. To include the effect
of decoherence induced by shot-to-shot magnetic fluctu-
ations, we considered that, before each projective mea-
surement s = 1, . . . , Nm, a global random magnetic field
Bs was applied for time t. The field Bs has two contribu-
tions: white noise (modeled as a discrete time sequence of
normally distributed random magnetic fields with stan-
dard deviation 2pi × 120 Hz and time step dt=0.0001 s)
and periodic noise (with amplitude 2pi × 90 Hz and fre-
quency 2pi × 204 Hz), whose parameters were measured
independently. Note that our numerical simulations as-
sume that the effect of unitary evolution and decoherence
can be treated sequentially (i.e., the evolution operators),
which is valid at large B  J0.
At the theory level, we can compare the simulations de-
scribed above, with simulations without decoherence of
the protocol, and with a direct calculation of the OTOC
O(t) = D−1Tr(W (t)VW (t)V ). We present an example
showing the three different curves in Fig. 6, showing that
the main source of decoherence in our system has prac-
tically no effect on the measurement protocol.
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FIG. 6. Numerical simulation of the protocol extracting the
OTOC O2(t) with and without decoherence effects as a func-
tion time for α = 1.21, j = 2. For comparison the value of
O(t) is also shown.
Numerical estimations of Re´nyi entanglement en-
tropies are based on the same approach: for each run
of the experiment, we consider time evolution with a
noisy magnetic field, and the projective measurement
takes place after the application of a random unitary.
We access then the Re´nyi entropy from such randomized
measurements data [49]. As in the experiment, we used
500 random unitaries, with 150 projective measurement
per random unitary.
D. Calibration of the spin-spin interaction
Here we show the excitation dynamics and its use in
calibrating the spin-spin interaction. We experimentally
measure the excitation spread in our 10-qubit system in
the presence of the long-range interaction for two cases
as discussed the paper. We start with one of the spins
(j = 5) in the spin-up state (see Ref. [5] for more de-
tails). The magnetization dynamics then recorded for a
variable quench time and least-squares fitting with the
experimental data is performed. The strength of the in-
teraction Hamiltonian is then estimated for our system
with a power-law term as shown in equation 2 and the
parameters are calculated to be J0 = 2pi × 30.13 Hz,
α = 1.21 for Fig. 7, and α = 0.85, J0 = 2pi × 40.78
Hz for Fig. 8. In this case, we now see that a slight
9mismatch with the fitted values, indicating some incon-
sistency between the Hamiltonian that is fitted (model
Hamiltonian) and experimentally realized. The model
Hamiltonian extracted here is then used in our numerical
simulations presented in Fig. 2. A small mismatch in the
simulated and experimental OTOCs is thus attributed to
some inconsistency between the experimentally realized
and model Hamiltonian.
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FIG. 7. Spin dynamics for α = 1.2. Left: Spatial spread
of excitation as a function of quench time. Initially, spin 5
is in the spin-up state and the remaining spins are in spin-
down states. Right: Extracted interaction matrix Jij . In
both panels, different colors represent different spins j.
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FIG. 8. Spin dynamics for α = 0.85. Left: Spatial spread
of excitation as a function of quench time. Initially, spin 5
is in the spin-up state and the remaining spins are in spin-
down states. Right: Extracted interaction matrix Jij . In
both panels, different colors represent different spins j.
E. Collapse dynamics of OTOCs in long range
systems
Here, we discuss scaling of the time axis t → t − (j −
1)/v2 of the OTOC data, where v2 denotes the velocity
at which O2(t) spreads over the entire system. To extract
the velocity v2, we interpolate OTOCs for the interme-
diate time steps for spins 2–5 and extract time tc, such
that O2(tc) = 0.5. The data points are then fitted with
a linear function tc = (j−1)/v2 to obtain v2. Due to the
interpolation step, giving tc from discrete time steps, the
value of v2 slightly depends on the interpolation method
(polynomial, hyperbolic tangent fitting), resulting in an
error ∆v2 of order 200 s
−1. The resulting plots are pre-
sented in Fig. 3 of the main text.
