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ABSTRACT
In this paper we investigate general design considerations and prac-
tical implementation aspects for Internet-based interactive audi-
tory virtual environments (I-AVE) for the post-PC era. An imple-
mentation of such an AVE generator as a web service allows for
platform independent “AVE services” for mobile devices almost
“anywhere on any device” using a standard web browser. We pro-
pose a client-server architecture which computes the acoustic sig-
nals on a high-performance server and provides low-latency audio
streaming from the server to the client.
1. INTRODUCTION
Auditory virtual environments (AVE) are used in a variety of ap-
plications, for example, in architectural acoustics, in entertainment
and ’edutainment’ systems. The purpose of such systems is to gen-
erate sound events which are perceived as being close to the audi-
tory percept in natural environments [1, 2]. The sound can either
be reproduced by loudspeakers or by headphones. For the latter
case or for loudspeaker reproduction with crosstalk cancellation,
head-related signals are required. For headphone reproduction, the
generation of these binaural signals must also include the simula-
tion of sound propagation in enclosed environments to incorporate
reverberation which is present in physical environments.
The generation of an AVE is computationally demanding and
cannot be easily implemented on end-user devices with limited
computational power. On the other hand, it is desirable to make
interactive AVEs accessible for low-end PCs, PDAs, Smart Phones
etc. and thus extend the possible use cases. An interactive guide
through virtual exhibition halls or edutainment software for mobile
devices are examples for such an application. While the purpose
of the conventional World Wide Web was to serve and link doc-
uments, the second generation World Wide Web (“Web 2.0”) is
orientated towards providing services and linking people. An im-
plementation of an AVE generator as web service could allow for
platform independent “AVE services” for these use cases.
For some of the above mentioned applications off-line com-
putation of the binaural signals and subsequent playback suffices.
However, the user’s Quality of Experience, a term introduced in
[3], can greatly be enhanced by interactivity which requires on-
line computations. E.g., if the listener can change the virtual head
orientation, the front-back confusion can be reduced which is a
well known problem when using non-individual head-related im-
pulse responses (HRIRs) [4, 1]. In an interactive AVE the position
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of the sound source, the position of the receiver, or the acoustic
properties of the enclosure may be changed at any time by the user.
For consistent interaction, the acoustic signals which are offered to
the listener must reflect these changes immediately. Thus, the re-
sponsiveness of an interactive AVE has a significant impact on the
user’s Quality of Experience. Any client-server implementation
must therefore be optimized for low latency.
2. CONVENTIONAL AVE GENERATORS
The AVE generators which are considered in this work comprise
one or several sound sources, a single human receiver, and reflec-
tive boundaries. Under the constraints of a geometric propagation
model the reflections may be computed using the mirror image
model or the ray-tracing technique [5, 6]. The simulation of the
early reverberation thus takes the directivity of the source, the re-
flections at the boundaries, and the sound attenuation and propa-
gation delays into account. The directional characteristics of hu-
man hearing are modelled by HRIRs which characterize the sound
transmission from a source in the environment to a reference point
in the ear canals under anechoic conditions [1, 7]. For headphone
reproduction, these impulse responses are necessary for an out-of-
head localization. Off-line and real-time AVEs of this kind have



































Figure 1: Signal processing model of the AVE generator IKA-SIM
for the early reverberation
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Figure 2: Structure of an interactive AVE generator over the Internet
The cited systems share the underlying physical model but
differ in the signal processing structure and the strategy how the
propagation paths are determined. Beam-tracing and binary space
partitioning can be used to reduce the required computational com-
plexity [12]. These precalculation techniques are especially ben-
eficial for distributed AVEs [13, 14]. The reduced computational
complexity for complex geometries is one of the major advantages
of the ray/beam-tracing technique [15]. An advantage of an inter-
active AVE based on a mirror image model is the possibility to eas-
ily take the Doppler shift into account for a moving receiver or for
moving sound sources. Although the Doppler shift may be below
the perception threshold for slow movements, an asynchronous re-
sampling of the mirror image signals is necessary to avoid process-
ing artifacts. This can be implemented quite efficiently due to the
parallel structure of the mirror image signal processing model [16].
Figure 1 details a block diagram of the AVE generator IKA-
SIM [17] for the early reverberation. It exemplifies the signal pro-
cessing for a mirror image model. The source directivity and the
boundary reflections are modeled by filters DFx and RFx, respec-
tively, where x denotes the order of the reflection (only the direct
path and the first order reflections are explicitly shown). Propaga-
tion delays are denoted by τx. In order to allow fractional delays,
these are also realized by means of FIR filters. Note that the num-
ber of simultaneously active sources and the number of parallel
branches, each of which simulates an acoustic path from the source
to the ear canal, is limited by the computational power available for
the AVE generator. For an interactive AVE all parameters such as
delay, directivity, and reflection filters as well as HRIRs must be
adapted when the source or the receiver position is changed by the
user. The parametric reverberator which models the late reverber-
ation does not depend on user interaction and thus does not have
to be adapted if the late reverberation is ideally diffuse.
3. SYSTEM CONCEPTS FOR INTERNET-BASED
INTERACTIVE AVE GENERATORS
To provide AVEs for end user devices with limited computational
power, the computational demanding part could be taken over by
a separate compute server. For the design of such a system several
objectives must be balanced such as
• the computational load on the client (and the server)
• the latency (closely related to usability issues)
• the bit rate on the link between client and server
• the user’s Quality of Experience for the given application.
The client-server approach requires the distribution of all computa-
tions such that the above objectives which are discussed in greater
detail in the following sections are fulfilled. With respect to a low
computational power of the client and a low delay between user
action and auditory perception two concepts seem to be feasible:
A) The binaural signals are completely computed on the server
including direct path, early and late reflections, and HRIRs
and are streamed to the client.
B) The signals corresponding to the direct path including the
HRIRS are computed on the client, the signal components
corresponding to early and late reflections and their HRIRS
are computed on the server and are streamed to the client.
Concept A which is illustrated in Figure 2 provides for a conceptu-
ally clear separation between the generation of the auditory signals
and the user interface of the client. However, the overall latency
and thus the usability of the distributed AVE largely depends on
the latency of the audio streaming which cannot be made arbitrar-
ily small. Furthermore, a general purpose audio coder must be
employed to support different types of audio sources.
Concept B allows for immediate feedback to user interactions.
The acoustic signal on the direct path provides the most prominent
localization cues with almost no delay. Lagging early and late
reflections may be tolerated to some extent. This solution does also
not require extensive computational power on the client. However,
it requires the transfer and storage of the HRIR database on the
client and possibly a higher bit rate on the link between server and
client for more than one sound source.
3.1. Computational Complexity of AVE Generators
Despite several simplifications and powerful computers, the imple-
mentation of an interactive AVE generator is still a computational
demanding task. The operator of an AVE service has to find a
compromise between the computational complexity for each sin-
gle AVE and the number of clients who can concurrently use the
service. The rendering of the mirror image sources is the compu-
tationally most expensive part of a real-time AVE which is imple-
mented as described in section 2. The computation of each mirror
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Figure 3: Geometrical structure which results from all mirror im-
age rooms with an order of less than or equal to two for a rect-
angular room. The computational complexity of the mirror image
model is proportional to the number of mirror image rooms.
image source requires a directivity filter, reflection filters, time in-
terpolation filters, and the HRIR for the left and the right ear. For
a simple rectangular room with six surfaces the number of mirror
sourcesM(o) up to order o can be directly calculated,
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The corresponding mirror image rooms form a double pyramid
structure as shown in Figure 3 for o = 2. We have derived equa-
tion 1 from this geometrical structure by adding the number of
mirror image rooms in each layer. Based on the consideration that
a limited sum over a second order polynomial yields a third order
polynomial, we attained the simplified form 2. The polynomial co-
efficients were determined from 4 values obtained from equation 1
(M(0) = 1,M(1) = 7,M(2) = 25,M(3) = 63).
For an implementation with uniform filter length this yields an


































Figure 4: Estimated number of MAC-operations for the signal pro-
cessing part of a real-time AVE generator (fs = 44.1kHz) for uni-
form and non-uniform HRIR filter lengths as published in [18].
Solid: Implementation with uniform filter lengths. Dashed: Im-
plementation with non-uniform filter lengths.
algorithmic complexity of O(N3) for mirror sources up to order
N . Figure 4 shows an estimation of the computational load for
an implementation with uniform and non-uniform filter lengths as
published in [18]. The author assumes that besides the reflection
filters all filters are implemented as FIR filters and one operation
is defined as a multiply-accumulate operation (MAC). We observe
that a typical mobile device with, e.g., a 300MHz RISC processor
that cannot perform single cycle floating point MAC operations
would hardly be able to render second or higher order reflections.
On the other hand, the signal processing for one propagation path,
i.e. the direct path in concept B, would not increase the computa-
tional load significantly.
For more complex or non-rectangular rooms with ns surfaces
there are a maximum of nso order o mirror sources. In this case a
visibility check has to be performed for each mirror image source
resulting in an exponential algorithmic complexity [19]. For the
simulation of high order reflections in complex geometries this vis-
ibility check thus has a major impact on the computational com-
plexity for a mirror image model [15]. A ray-tracing algorithm
does not require such a visibility check and thus is better suited
for this case. Furthermore, in complex geometries mirror image
sources can suddenly become visible or invisible when the sound
source or the listener moves. If diffraction effects are not taken
into account, this may result in audible artifacts or a degradation
of plausibility. A simulation of diffraction effects is feasible but
also increases the computational complexity [20, 21].
By restricting the geometry to a rectangular room, these prob-
lems are avoided. In addition to the omission of the visibility
check, the determination of the mirror image source positions has
a lower computational complexity. These savings result in a larger
number of clients who can use the discussed AVE service concur-
rently.
We conclude that the computational complexity mainly affects
the server and that a restriction to a rectangular room can enlarge
the number of concurrently served clients if such a restriction is
admissible. The simulation of one single reflection as performed
in concept B for the direct path signal has a relative low computa-
tional complexity. Depending on the computational capability of
the client, this has only a limited impact on the client load. There-
fore, with regard to computational load on the client, both concepts
are similar.
3.2. Network Transmission Delay
For an interactive AVE the responsiveness is an important factor
for the perceived quality [22]. The responsiveness describes the
time delay between an action or an event and the corresponding
change of the output as perceived by the listener. The threshold
for latency perception for a system with head rotation has been
determined to be about 90ms [23]. The latency of a client-server
based system will be clearly above this threshold. It consists of
1. the command transmission to the server,
2. the audio rendering on the server,
3. the audio coding,
4. the transmission over the network,
5. the jitter buffer,
6. the audio decoding, and
7. the playback buffer of the client.
Proceedings of the 14th International Conference on Auditory Display, Paris, France, June 24 - 27, 2008









Figure 5: Cumulative distribution of the network transmission jit-
ter δ for European DSL and cable connections (determined from
43 test series)
In contrast to the coding and decoding delay which can be reduced
by means of a low-delay audio coder [24], the delay caused by
the transmission over the network cannot easily be reduced. We
have measured the delay of packets sent over the Internet and its
variation to investigate the requirements for the playback of the
audio stream. Assuming that the packet delay does not depend
on the transmission direction, the average packet delay t can be
estimated by the measurable average roundtrip time tr, as t ≈ tr2 .
The delay ti of packet i is composed of a constant network latency
T and a variable part δi which depends on the load of the routers
and as such can be modeled as a stochastic process, ti = T + δi.
The buffer time TB which is needed by the receiver to com-
pensate the delay jitter, should be adapted to the stochastic prop-
erties of the variable delay δi. Figure 5 shows the cumulative dis-
tribution of the variable delay δi we have determined for selected
DSL and cable modem lines in Europe. It discloses the percent-
age of packets which are not received on time for a given buffer
time. The result is determined from 43 test series (Germany: 30,
Denmark: 8, United Kingdom: 4, Netherlands: 1) of 200 mea-
sured values each. The roundtrip time was measured by a host at
the Ruhr-Universität Bochum which is connected to the German
national research and education network DFN. As a transparent
encoding of the binaural signals demands a rather high bit rate,
only lines with a channel capacity of at least 192 kbit/s were in-
vestigated.
The stochastic property of the network transmission delay can
be used to tune the jitter buffer of the receiver for latency reduc-
tion. 40 of the 43 test series had a maximum variable packet delay
max(δi) of less than 21ms. Therefore the jitter buffer of the re-
ceiver can be reduced to a value that leads to an acceptable overall
system latency for both concepts. Concept B is less dependent on
transmission latencies. However, both concepts have the same la-
tency with regard to changes to the sound source itself. Only the
position of the 0th order mirror source (direct path) can be changed
immediately in concept B.
3.3. Bit Rate
To support different types of audio sources, a general purpose au-
dio coder must be employed for concept A. Furthermore, a trans-
parent encoding of the binaural signals generally demands a rather
high bit rate. The required bit rate for concept B is higher than the
one for concept A and depends on the number of sound sources
in the AVE as an audio stream is required for each source. Some
of this overhead may be reduced, if the coders for each of these
streams are adapted to the type of source signals. For example a
speech coder might be used if a sound source is known to comprise
clean speech.
3.4. User’s Quality of Experience
Similar to many Internet-based real-time services such as Voice
over IP, the system latency is of critical importance. To allow the
user to perform a specific task in the AVE the responsiveness of the
AVE must be ensured. The admissible latency is highly dependent
on the application and it’s scope. E.g., an Internet-based local-
ization adjustment test which is based on an interactive AVE can
still be conducted at latencies of up to 1500ms without significant
deviations of the test results [25]. However, such high latencies
reduce the user’s Quality of Experience. To avoid user annoy-
ance, the overall delay between user interaction and audio output
should be less than 600ms for the given use case [25, 26]. Most
streaming solutions, which were developed for non-interactive use
like internet-radio, have an overall latency of more than 1s and are
therefore not suitable for such an application.
Figure 6: Example application for an “AVE service” which can be
used to demonstrate issues of ambient acoustics
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4. IMPLEMENTED SYSTEM
We have implemented a platform independent “AVE service” us-
ing concept A. The implemented system can be used to demon-
strate issues of ambient acoustics without high computational re-
quirements or prior software installation on a client. We have de-
veloped two web applications which use our “AVE service” for
different purposes - a self-screening localization test described in
the following section and a generic demonstrator.
The user interface of the interactive demonstrator is shown in
Figure 6. The horizontal projection of the room is displayed in
the upper part of the applet. The listener is symbolized by a circle
and a black dot which denotes the head orientation. Three sound
sources are symbolized by numerated boxes. The position of the
listener as well as the sound sources can be changed by “drag and
drop”. The lower part of the applet contains further control el-
ements. The head orientation can be changed with a horizontal
slider. Each sound source can be activated or deactivated with the
corresponding “Play” and “Stop” buttons. In addition to the three
movable sound sources, ambient noise can be added using prepro-
cessed sound files. The room size which affects the generation of
the early reflections can be changed with the “Size” drop-down
list. It contains presets for a small, a medium, and a large room.
The late reverberation generator can be influenced by the “Reverb”
drop-down list which contains presets for low, medium, and high
reverberation portion.
4.1. Internet-Based Self-Screening Test
An AVE generator can be used to simulate room acoustics and to
demonstrate communication conditions of various difficulties in
daily life situations. As communication in adverse conditions is
especially difficult for hearing impaired persons, an AVE could
also be used for self-screening hearing tests. Such situations occur
when several persons are talking at the same time (e.g., cocktail
party or cafeteria), in the presence of loud background noise (e.g.,
traffic in the street), or in environments with strong reverberation
(like in large rooms, train stations, etc). One of the aims of the
HearCom project [27], for which the described client-server archi-
Figure 7: Overview of the virtual livingroom
Figure 8: Screenshot of the self-screening localization test using
an interactive AVE over the Internet
tecture is developed, is to provide such self-screening tests over
the Internet and to raise awareness on difficult hearing situations.
If in such a self-screening hearing test the answers of a test person
deviate from the answers of a normal hearing reference group, a
hearing impairment is indicated.
Figure 7 shows the livingroom we have chosen as daily life
environment in which ringing telephones are used for a virtual lo-
calization adjustment test. The listener is placed in the middle of
the virtual room and has the possibility to turn his/her head.
Figure 8 shows the graphical user interface (GUI) we devel-
oped to visualize the scene. The user can interact with the envi-
ronment by changing the virtual head orientation with the slider.
The visualization of the scene is updated according to the head
orientation - both, auditory and visual, virtual environments are
synchronized.
We have chosen ringing telephones as stimuli and background
music as interferer for this novel virtual localization test. All sound
sources are simulated by the AVE generator IKA-SIM [17], which
calculates the mirror image sources and the sound propagation.
The late reverberation tail is generated by a parametric reverbera-
tion model. The output of this interactive environment is played
back over headphones.
4.2. Implementation Details
In our implementation the client controls the AVE generator IKA-
SIM on the server via XML structured commands. The binaural
signals computed on the server are presented to the user in a Java
environment. By using Java, system independence on the client
side is achieved, and, as all necessary libraries for the execution
are provided by the web-server, no additional software has to be
installed by the user. This simplifies the use of such a web-service
for a target group that does not have much experience in software
installation.
The audio stream is encoded at 192kbit/s average bitrate us-
ing an open-source MP3 codec, LAME [28]. The MP3 frames
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are transmitted directly to the client using the realtime streaming
protocol (RTP) [29] and the user datagram protocol (UDP). This
combination is with regard to latency superior to systems using the
transport control protocol (TCP), as no packets are retransmitted in
the case of packet loss.
Because the Java 2 standard edition used by the web browser
does not support the real-time streaming protocol (RTSP) [30] and
the RTP control protocol (RTCP) [29], we have developed a simple
replacement for these protocols which are used to initialize the
audio streaming. The support for these protocols as well as the
MP3 decoder are provided by libraries written in pure Java and are
loaded with the Java applet from the web server. For the decoding
of the MP3 frames a modified version of the open-source MP3
decoder JLayer [31] is used.
4.3. System Latency
A measurement of the system latency for a client and server con-
nected to the Internet cannot easily be done if these are not at the
same site. However, the latency can be measured, if the server
and client are close together and directly interconnected by a lo-
cal area network (LAN). We have measured the delay as shown in
Figure 9 using a periodic impulse that is simultaneously streamed
to the client over the network and output over the parallel port of
the server. The delay for output via parallel port can be neglected
as it is around 1µs. A 100BASE-TX Ethernet switch has a net-
work latency of less than 1ms for a light load. By this, the factors
that contribute to the total delay can be narrowed down to the ren-
dering, encoding, buffering, decoding, and playback of the audio
output. The server has to render an audio frame in less than one
frame period, i.e. less than 26ms for MP3 frames. By deactivat-
ing the bit reservoir of the MP3 encoder, the latency caused by
the encoder can be reduced to 26ms which is equivalent to the de-
coder latency. The internal buffers of the Java sound implementa-
tion, the buffer of the underlying system dependent interface (e.g.
DirectSound), and the driver’s buffer cannot be reduced and con-
tribute about 100ms-150ms of additional delay for the Windows
version of Java 1.5.0-06. For Java applications this part can be
further reduced with the Java Native Interface (JNI) and a system
dependent sound API but not for Java applets. The execution of
native code would compromise the security restrictions of the web-
browser, because it is not executed within the Java sandbox. The
jitter buffer, which contains a whole number of audio frames to
deal with the varying delay of the transmitted packets, contributes
at least 52ms. This delay is caused by a minimum of two MP3
frames which are necessary even for a very small variation of the
Figure 9: Setup for measuring the total latency of the implemented
system using a periodic signal that is simultaneously output via the
parallel port of the server
latency contribution in ms
command transmission to the server ∼ 40
audio rendering < 26
audio coding 26
transmission over the Internet ∼ 40
jitter buffer ≥ 52
audio decoding 26
playback (Java Sound) 100-150 (typical)
Table 1: Contribution to the total latency of the implemented sys-
tem using an MP3 codec with a block length of 26ms and a DSL
connection
transmission delay to avoid a buffer underrun if the frames are
played back immediately after reception.
We have measured a latency of 350ms excluding the trans-
mission delay for a client using a Java 1.5.0-06 runtime environ-
ment from Sun Microsystems, Inc., Microsoft WindowsXP SP2,
an AC97 onboard sound card, and a jitter buffer suitable for DSL
lines. Table 1 gives an overview of the contribution to the total
latency of the various elements of the implemented system. For a
typical DSL line the latency requirements with respect to the user’s
Quality of Experience as found in [25] are fulfilled.
5. CONCLUSIONS
The implementation of an AVE generator as web service makes
interactive AVEs accessible for low-end PCs and mobile devices.
Two implementation concepts (the binaural signals are completely
computed on the server (A) vs. the direct path is computed on the
client and the remaining part on the server (B)) for this novel ap-
proach were discussed. Although concept B has great appeal in
terms of a low-latency direct acoustic path, the bit rate overhead,
the necessity to transfer the HRTF database to the client, and prac-
tical implementation aspects (like mixing different audio streams
with different coding latencies) make concept A more viable. For
an application with limited latency requirements we propose a sys-
tem based on concept A which results in a good balance between
latency, quality, and computational complexity.
Two applications based on concept Awere presented to demon-
strate the potential and the benefit of an interactive “AVE service”
which can be used almost “anywhere” on “any device” with a stan-
dard web browser.
We have determined the latency of the implemented system
which is of critical importance for an interactive AVE. We mea-
sured a latency of 350ms in a local area network using a jitter-
buffer suitable for DSL lines. We also measured the network trans-
mission delay for DSL and cable modem lines in Europe. From
both measurements we can conclude that the resulting latency is
admissible for the intended use-cases.
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