Abstract-QSAR (Quantitative Structure-Activity Relationship) modelling is one of the well developed areas in drug development through computational chemistry. This kind of relationship between molecular structure and change in biological activity is center of focus for QSAR modelling. Machine learning algorithms are important tools for QSAR analysis, as a result, they are integrated into the drug production process. In this paper we will try to go through the problem of learning the ComplexValued Neural Networks(CVNNs) using Particle Swarm Optimization(PSO); which is one of the open topics in the machine learning society where the CVNN is a more complicated for complex-valued data processing due to a lot of constraints such as activation function must be bounded and differentiable at the complete complex space. In this paper, a CVNN model for realvalued regression problems s presented. We tested such trained CVNN on two drug sets as a real world benchmark problem. The results show that the prediction and generalization abilities of CVNNs is superior in comparison to the conventional real-valued neural networks (RVNNs). Moreover, convergence of CVNNs is much faster than that of RVNNs in most of the cases.
I. INTRODUCTION
The problem of drug design is to find drug candidates from a large collection of compounds that will bind to a target molecule of interest. The development of a new drug is still a challenging, time-consuming and cost-intensive process and due to the enormous expense of failures of candidate drugs late in their development. Designing 'drug-like' molecules using computational methods can be used to assist and speed up the drug design process [1] , [2] , [3] . The major bottlenecks in drug discovery ware addressed with computer-assisted methods, such as QSAR models [4] , where the molecular activities are critical for drug design. The QSAR models used to predict the drug activity within a large number of chemical compounds using their descriptors that are often generated with highnoise in high-dimensional space. Nowadays, machine learning algorithms have been used in the modelling of QSAR problems [5] , [6] , [7] . They extract information from experimental data by computational and statistical methods and generate a set of rules, functions or procedures that allow them to predict the properties of novel objects that are not included in the learning set. Formally, a learning algorithm is tasked with selecting a hypothesis that best supports the data. Considering the hypothesis to be a function f mapping from the data space X to the response space Y ; i.e., f : X → Y . The learner selects the best hypothesis f * from a space of all possible hypotheses F by minimize errors when predicting value for new data, or if our model includes a cost function over errors, to minimize the total cost of errors. As shown in Fig. 1 , the QSAR modelling is heavily dependent on the selection of molecular descriptors; if the association of the descriptors selected to biological property is strong the QSAR model can identify valid relations between molecular features and biological property/activity. Thus, uninformative or redundant molecular descriptors should be removed using some feature selection methods during (filters) or before (wrappers) the learning process. Subsequently, for tuning and validation of the predictively of learned QSAR model, one of the validation strategy can be applied likes cross-validation, leave-one-out or the full data set is divided into a training set and a testing set prior to learning (See [8] for a survey).
Fig. 1: General steps of developing QSAR models
Actually, the machine learning field [9] , [10] , [11] have versatile methods or algorithms such as decision trees (DT), lazy learning, k-nearest neighbours, Bayesian methods, Gaussian processes, artificial neural networks (ANN), support vector machines (SVM), and kernel algorithms for a variety of tasks in drug design. These methods are alternatives to obtain satisfying models by training on a data set. However, the prediction from most regression models -be it multiple regression, ANN, SVM, DT, etc. is a point estimate of the conditional mean of a response (i.e., quantity being predicted), given a set of predictors. currently, the complex numbers are very actively used in modern engineering and in modern physics, to describe real-life phenomena which allow feasible predictions and efficient control strategies. Operations such as integration and optimization are only feasible when the corresponding functions can be extended to smooth functions in a complex domain and consequently feasible algorithms become possible. Moreover, sometimes, even in the situations when a real-valued feasible algorithm is possible, the use of complex numbers can speed up computations. A typical example of such a situation is the use of Fast Fourier Transform(FFT). In recent years, complex-valued neural networks (CVNNs) have widened the scope of application in telecommunications, imaging, remote sensing, time-series, spatio-temporal analysis of physiological neural systems, and artificial neural information processing. Also, multi-valued neural network is a special type of CVNN, its has a threshold function of multi-valued logic and complexvalued weights is considered [12] , [13] , [14] . The CVNN which has complex number processing structure that made the network have stronger learning ability, better generalization ability [15] , superior reducing power [16] , faster convergence [17] , lower computational complexity and less data is needed for network training. There are many previously successful attempts to implement the PSO in generating QSAR models. One of the attempts, is the using of Binary PSO for feature selection followed by a neural network which is trained using back propagation (BP) for the construction of the QSAR models [18] , [19] . The major disadvantage of BPSO-BP is the difficulty in choosing parameters for the back-propagation that can ensure efficient network training. Recently, [20] uses the PSO for training the RVNN to overcome such drawbacks. The main objective of this work is to exploit the complex-valued characteristic by apply the CVNN model that trained by PSO for real world forecasting problem (e.g. drug design). The key contributions of this paper are concluded as follows:
• We propose a new strategy for training the CVNN using PSO in QSAR modelling for drug design.
• We evaluate the proposed strategy by determine its prediction accuracy and convergence rate for real data through experimental results.
The rest of the paper is organized as follows. Section II presents the related work for training ANN and complexvalued NN. In sections III and IV an introduction to the CVNN and PSO algorithm are presented. Section V briefly introduces the problem formulation. Section VI describes the data set, their descriptions and processing step. Section VII describes an evaluation of QSAR modelling and prediction results using the proposed strategy. Finally Section VIII presents the findings and conclusions.
II. RELATED WORK
The training of neural networks is still one of the main issues in the machine learning researches. There are many different training algorithms (i.e. optimization methods) that are proposed and implemented, from gradient descent optimization to evolutionary algorithm and swarm optimization [21] , [22] , [23] . Several works that use evolutionary and swarm strategies for training ANNs have been reported in the literature. Wang et. al., [24] combine PSO and ANNs for building QSAR models. The ANN structure is constructed using neurons, the functionality and limitations of these single neurons is determined mainly by their activation function [21] . In general, the functionality of single neurons can be significantly increased by using complex-valued activation functions, which must have all the properties of a real-valued neuron (i.e. boundness, differentiability of errors etc.). The problem is that due to a lot of constraints this does not held in complexvalued case [25] . Aizenberg and Moraga [12] , proposed the multi-valued neural network as a special type of CVNN, its has a threshold function of multi-valued logic and complexvalued weights is considered. They have also been successfully applied to associative memory tasks, classification tasks, to signal processing or signal generation [13] and prediction problem [14] . Alexandre [26] presents the adaptation of a single layer CVNN using entropy in the cost function instead of the usual mean squared error (MSE). Nitta [27] , developed the natural gradient descent method for the multilayer stochastic complex-valued neural networks, and derived the natural gradient for a single stochastic complex-valued neuron. Usually, the multilayer CVNN is trained using the gradient descent learning method [28] . These CVNN used for time series forecasting utilizing the speed and direction of the for a wind power generation system [29] . The wind speed and direction were represented as a complex number on the complex co-ordinates for generating an input to the CVNN. The CVNN was trained using a complex back-propagation algorithm during training for predictions. Zimmermann et.al., [30] combining the global (random search algorithm) and local optimization algorithm (gradient descent method) to calculate gradients of the CVNN.
III. COMPLEX-VALUED NEURAL NETWORKS
The CVNNs are simply the generalization of the RVNN in the complex valued domain as shown in Fig. 2 , where all the parameters including weights, biases, inputs, outputs could be complex variables, and the activation function and its derivatives have to be well behaved everywhere in the complex plane. The complex back-propagation (BP) algorithm, which is the complex-valued version of the real valued back propagation algorithm, is widely used to train the CVNNs [28] , [31] . Let us take the CVNN which has n inputs, m neurons in the hidden layer and k outputs. The o networks output could be calculated as follows:
and the output of each hidden neuron m is given like:
Where X n complex valued input and B k , W km , B m , W mn are biases and the weights from the input to hidden and from the hidden to the output layers, respectively. f (.) is a complex valued activation function. According to the Liouvilles theorem, in which the analytic and bounded functions on entire complex plane are constant, the f (.) takes a great attention and several complex activation functions proposed in the literature [31] . In this paper the split sigmoid function is taken and it is given as follows:
Where z = x + jy. It should be noted that the use of the split sigmoid function rather than the non-split function could avoid the problem of functions singularity [31] . The particle swarm optimization algorithm [32] is based on two socio-metric principles. Particles fly through the solution space and are influenced by both the best particle in the particle population and the best solution that a current particle has discovered so far. The best particle in the population is typically denoted by gobal best, while the best position that has been visited by the current particle is donated by local best. The global best individual conceptually connects all members of the population to one another. That is, each particle is influenced by the very best performance of any member in the entire population. The local best individual is conceptually seen as the ability for particles to remember past personal success. The PSO makes use of a velocity vector to update the current position of each particle in the swarm. The position of each particle is updated based on the social behaviour that a population of individuals adapts to its environment by returning to promising regions that were previously discovered. The PSO is one of the methods that can be used to update the weights of a neural network during training. Weight adjustment between processing units in PSO is carried out according to the difference between the target value and the output value of the neural model. At the end of each iteration, the smallest fitness value is remembered by PSO, and the corresponding particle is retained as global best.
V. PROBLEM FORMULATION QSAR models are in essence a mathematical function that relates features and descriptors generated from small molecule structures to some experimental determined activity or property [15] . The structure-activity study can indicate which features of a given molecule correlate with its activity, thus making it possible to synthesize new and more potent compounds with enhanced biological activities. QSAR analysis is based on the assumption that the behaviour of compounds is correlated to the characteristics of their structure. In general, a QSAR model is represented as follows:
where the parameters x i are a set of measured (or computed) properties of the compounds and β 0 through β i are the calculated coefficients of the QSAR model. Using both RVNN and CVNN for QSAR modelling where a network of nodes and connecting weights is used to represent the interaction between input and output parameters in a prediction model. The primary function of a QSAR neural network model is to assign appropriate weights to the input nodes of a network so that a weighted function of the input nodes predicts the outputs. By formulating the QSAR neural network design problem as an optimization and search problem. This objective function Q(S) needs to be optimized. Where Q(S) represents the quality measurement for a solution S i given ∀S i Q(S i ) 0.
The problem is to find the best solution (i.e., QSAR model)Ŝ such that:
The validation of a QSAR relationship is probably the most important step of all. The validation estimates the reliability and accuracy of predictions before the model is put into practice. Poor predictions misguide the direction of drug development and turn downstream efforts meaningless. To verify QSAR model quality in regression tasks, we employ the commonly used mean squared error (MSE) given by,
where,ŷ i , values of the predicted values, and y i , values of the actual values. However, it is necessary to get a large number of testing compounds in order to draw statistically convincing conclusion. The main steps of the QSAR optimization using PSO algorithm listed in Algorithm 1, where there are three main steps 1) Initialize a swarm of particles (position and velocities); 2) Updating velocities; 3) Updating positions.
VI. DATA DESCRIPTION AND PROCESSING
The chemical structure is susceptible of many numerical representations, commonly known as molecular descriptors. These molecular descriptors map the structure of the molecules into a set of numerical or binary values that characterize specific molecular properties which can explain an activity. The datasets used in this study are obtained from the UCI Data Repository [33] . For this study, two data sets including 74 instances of Pyrimidines with 28 features and 186 instances of Triazines with 61 features were collected. Features were arranged according to the positions of possible substitutions and contained molecular descriptors like polarity, size, flexibility, hydrogen-bond donor, hydrogenbond acceptor, π donor, π acceptor, polarizability, effect, branching and biological activity. In the first dataset the aim of a learning algorithm is to predict the inhibition of dihydrofolate reductase by pyrimidines with low probability of error. In the second dataset the aims is to predict the inhibition of dihydrofolate reductase by triazines. In order to reproduce cancer cells triazines inhibit dihydrofolate enzymes. To make data useful to the CVNNs, it 629 | P a g e www.ijacsa.thesai.org Algorithm 1: QSAR optimization using PSO algorithm Input: Particles, a set of QSAR models : Fitness-Fn, a function that calculate the QSAR model error function Output: Predictive QSAR model 1. Initialize swarm P (t), each position X i (t) of each particle P i ∈ P (t) (random) 2. Evaluate performance F (X i (t)) of each particle (using current position X i (t)) 3. Compare performance of each individual to its best performance 4. Compare performance of each particle to the global best while (error ≥ ) do for (i = 1 to Size(Particles) do Change velocity vector of each particle
Move each particle
return Best QSAR should be transformed into the complex valued domain. In this paper, each real-valued input is encoded into a phase between 0 and π of a complex number of unity magnitude [34] . One such mapping for each element of the vector x can be done by the following transformation:
and z = cos θ + i sin θ
This transformation can be regarded as a preprocessing step. The preprocessing is commonly used even in RVNNs in order to map input values into a specified range, such as Min-Max normalization.
VII. EXPERIMENTAL RESULTS
In order to evaluate the fittest neural network model, the training algorithms are conducted through several preexperiments to determine the parameters setting per algorithm that yields the best performance with respect to all data sets. For PSO, all swarm particles start at a random position (i.e., weights). The velocity of each particle is randomized to a small value to provide initial random impetus to the swarm. The swarm size was limited to 60 particles. The most important factor is maximum velocity parameter, which affects the convergence speed of the algorithm, is set to 0.1. For the BP the learning rate is 0.1 and activation function is sigmoid. The two algorithms are runs of 500 objective function evaluations. Both of the CVNN and RVNN models consists of three-layer neural networks with one input layer, one hidden layer containing 3 processing nodes, and one output layer. The must important factor is maximum velocity parameter w which affect the convergence speed of the algorithm is set to 0.2. The η 1 and η 2 are 2.0 and 2.0 respectively. Using 10-fold crossvalidation accuracy to measure prediction quality for each of the QSAR models in the two datasets in order to establish their true learning and generalization capabilities. The results of runs on the two drug data set summarized in Table I in terms of the mean square error(MSE). As shown in Fig. 3 and 5, the actual activity of Pyrimidines data set and predicted activity using both CVNN and RVNN as QSAR models and their learning rate, that CVNN is superior for a complex non-linear prediction in comparison with RVNN. Moreover, CVNN has a faster learning rate. From these results it is concluded that the neural network model that trained by PSO is superior for a complex non-linear prediction in comparison with BP which trapped in local minima. This due to the PSO training algorithm escape from local minimal, explore interesting areas of the search space in parallel and maintain multiple solutions during the search. Also, the CVNN is get better results than RVNN and its learning rate is faster than the RVNN as shown in Fig. 5 . One important problem in modern drug design is to predict the activity of a compound of the drug to a binding target using its descriptors, which can be accomplished using machine learning approaches. Computationally, using efficient algorithms in the implementation, since drug datasets are noisy and has high dimensional space. This research demonstrated that complex-valued multilayer networks based on complex-valued neurons are a powerful prediction model for predicting QSAR data using PSO. The new strategy for training the CVNN based on the using of PSO as an efficient learning and optimization algorithm for real-valued regression problems. The proposed 630 | P a g e www.ijacsa.thesai.org The learning curves of both PSO for both CVNN and RVNN strategy for training CVNN is implemented and tested on two drug datasets as a real world benchmark problems and compared with BP algorithm and RVNN trained by PSO. It was found that the BP has a poor performance in a comparison with CVNN and RVNN. This because the BP uses a predefined way of updating the weights and usually fall in local minima, while the weights in PSO is evolved and influenced by random factors make it escape from local minimal. Moreover, the PSO explores a larger candidate solution space than BP. The RVNN is suffer from this slow rate of learning and gave worst results than CVNN due fact that the complex-valued representation can make the network more flexible in the mapping process from input to output. This idea inspired in kernel-based learning algorithms that use non-linear mappings from input spaces to high dimensional feature spaces should be mentioned.
