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ABSTRACT 
Technology is one of the most dominant factors impinging on our lives. Of critical 
importance is that some citizens have specific knowledge of how to solve selected problems 
and make intelligent and informed decisions about technology. The purpose of this study was 
to determine if university students' perspectives of their technological problem-solving skills 
improve as they progress through their degree programs. The study was designed to look at 
selected student criteria to determine the results. 
A Perceived Technological Problem-solving Ability Instrument (PTPSAI) was 
developed to address the following research questions: 
1. Is there a significant difference in the perceptions of technological problem-solving 
ability between technologically-oriented and nontechnologically-oriented university 
students? 
2. Is there a significant difference in technological problem-solving ability between 
freshmen, sophomores, juniors, and seniors measured by mean scores on the PTPSAI? 
3. Is there a significant difference in technological problem-solving ability between students 
with different work experiences measured by mean PTPSAI scores? 
4. Is there a significant difference in mean PTPSAI scores for different amounts of prior 
work experience? 
5. Is there a significant difference in mean PTPSAI scores for different levels of GPA ? 
The PTPSAI was constructed by initially developing 49 questions as face valid 
indicators extracted from a pool of questions posed to a panel of experts. The items were 
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randomly arranged and given to a group of 23 students as a pilot study. Following a factor 
analysis on the responses, 36 items were retained. Ten demographic questions were added to 
address participants' individual characteristics. The survey was then distributed to humanities 
and technology students at three universities, with a total of430 usable instruments collected. 
Statistical analyses performed include factor analysis, reliability, t-tests of means, and one-way 
analysis of variance. 
Results showed a moderately high reliability of 0.81 of the PTPSAI items. Findings 
revealed a significant difference in the PTPSAI scores of humanities and technology students. 
There was a significant difference in PTPSAI scores among students with different years of 
work experience and for different levels of GPA. Students with higher GPAs were better 
problem solvers. 
The applicability and implementation of technological problem solving in the university 
setting needs to be investigated fiirther. Future studies were recommended to include other 
disciplines to see if students in those areas might require a different level of insight for 
technological problem solving. More detailed studies should be conducted to explore the 
differences in perceptions of students in various disciplines. Additional research is also needed 
to identify the most effective method of teaching the concept of technological problem solving 
for educational settings. Exploratory and qualitative research methods are recommended 
since technological problem solving is still new in education. 
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CHAPTER 1. INTRODUCTION 
Background of the Study 
The importance of problem-solving instruction in Technology Education has become a 
vital issue within the past decade and a half as educators attempt to focus more closely on 
student outcomes. According to the Carl Perkins Act of 1960, technology education is an 
applied discipline designed to promote technological literacy that provides knowledge and 
understanding of the impacts of technology including its organizations, techniques, tools and 
skills to solve practical problems and extend human capabilities in areas such as 
manufacturing, communications, power and energy and construction. 
In 1980, Bame and Miller presented evidence of the importance of problem-solving 
instruction in Technology Education in a nationwide survey. Technology Education 
Departmental Executive OflBcers (DEOs) were asked to rank Technology Education 
objectives by degree of emphasis. Results showed that the development of problem-solving 
skills' objectives was listed within the top three choices. However, when asked to rank the 
actual degree of emphasis on problem solving, the same respondents gave the actual 
promotion of problem-solving skills a lower degree of importance. A major conclusion 
identified in that study was that the Technology Education profession was not adequately 
addressing the importance and substance of problem solving. 
The ability to solve problems is important for all students (Wu, 1994). Many 
organized institutional eflForts exist to train students in problem solving, both in school and in 
extracurricular programs. For example, industrial educators help their students through 
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various technical processes including research, design, and development activities. These 
activities provide students with the possibility to increase problem-solving skills by providing 
experimental learning activities and projects, but are not necessarily designed to teach 
problem-solving methods. 
As new technologies have been introduced into the workplace, the structures of 
businesses and factories have changed to meet the needs of the new technologically enhanced 
environment. Thus, this generation of students will be expected to understand the 
technologies and problems associated with them in this rapidly changing world. With the 
dramatic changes in this technological information society, the ability to sense and solve 
problems will be the foremost determinant of success (Savage & Sterry, 1990). 
Technological problem solving has become a necessary skill for people working in a 
technological environment. Technological problem solving can encounter anything as simply 
as identifying problems stemming from electric-light bulbs that will not light, to trouble 
shooting a complex computer system that fails to operate. It requires students to draw on 
their past knowledge and experience, assimilate this knowledge and experience with new 
knowledge, and use evaluative skills to solve technological problems (Winek & Borchers, 
1993). 
Problem solving is a means by which individuals use previously acquired knowledge, 
skills, and understanding to satisfy the demands of an unfamiliar situation (Krulik & Rudnich, 
1980). It is based on common knowledge and skills one possesses to make decisions. It may 
involve cognitive (thinking) components, motivational (emotional) components, and 
behavioral components (Andre, 1994). Problem solving refers to the entire process from 
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problem deteaion through various attempts to problem solution or abandonment (Gilhooly, 
1989). 
Problem solving involves the use of logical thinking in the form of deductive or 
inductive reasoning. Deduction reasoning is a method by which a conclusion is derived from 
something known or assumed. Skinner (1968) noted that deduction enables the person to 
construct discriminative stimuli to inspire the thinker to formulate a systematic form of 
analysis to reduce problems to the simplest form. On the other hand, inductive reasoning 
(also called the Socratic method) seeks to establish a proposition based on a number of 
particular facts. The inductive reasoning process considers many new facts that are related to 
what is already known to form a new whole (Luchins & Luchins, 1970). Thus, inductive 
thinkers conjure creative solutions by using domain knowledge to develop a new concept or 
attributes beyond those supplied in the input (Michalski, 1983). 
Creativity should not be attributed to only inductive problem solving (Wertheimer, 
1945). It may involve both deductive and inductive thinking in the solution of problems of 
expression. With mastery of problem solving, the technical world becomes exciting, 
challenging, and fiill of opportunity. On the other hand, without mastery of these skills, the 
technical world can be very intimidating (Winek & Borchers, 1993). 
Problem solving is a topic that has been the focus of inquiry for many years in 
Industrial Education (Bame & Miller, 1980; Cote, 1984; Johnson, 1988a; Jones & Wilson, 
1991). Many alternative conceptions of the problem solving process have been proposed by 
professionals outside of the Technology Education field, ranging from various learning 
approaches (Asher, 1963) to traditional cognitive Gestalt approaches (Sheerer, 1963). Five 
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distinct models of problem solving have been given wide recognition: (a) the Gestalt model; 
(b) the behaviorist model; (c) the psychometric model; (d) the information processing model; 
and (e) the creative problem solving (CPS) model. These five models will be discussed in 
detail in the literature review in Chapter 2. 
Within the Technology Education discipline, such procedures as computer simulation, 
mathematical modeling, design, and troubleshooting have been identified as useful tools in 
teaching students how to solve technological problems better (Chen, 1995; Hung, 1995; Wu, 
1994). However, no study was found that focused on technological problem-solving abilities 
in the area of technology. 
Some educators in Technology Education are concerned with whether or not they are 
formulating curricula that are the most beneficial to the students. They are becoming more 
concerned as a result of a study of National Assessment of Educational Progress (1984) that 
indicated that students may be failing to develop effective thinking and problem-solving skills 
(Bransford, Sherwood, Vye, & Rieser, 1986). The current emphasis has been to focus the 
curriculum on the development and advancement of technological problem-solving skills, 
rather them teaching students to minimize problem-solving skills by memorizing theory while 
emphasizing no hands-on applications. 
Many existing programs that are designed to teach these thinking and problem-solving 
skills involve a specialization in general skills and strategies in contrast to domain-specific 
knowledge (Bransford, Sherwood, Vye, & Rieser, 1986). The goal of this research, then, is 
to answer the question: Is university curricula focusing on teaching its students how to think 
and solve technological problems effectively? 
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Statement of the Problem 
National and international reports exhibit trends in business, industry, and 
manufacturing for the need of a work force that has learned a variety of skills in creative 
problem solving (Cameval, Gainer, & Meltzer, 1988). However, the percentage of citizens in 
various countries around the world who have these capabilities and skills is shrinking (Wu, 
1994). The world is experiencing a decrease in technological literacy at a juncture when the 
pace of technological growth is dramatic (Dyrenfurth, 1991a; Johnson, 1989). The result is a 
problem for society because fewer people have the knowledge, skills, and abilities to solve 
new and emerging problems associated with the rapidly changing technology. 
From 1960 through the 1980s, significant attention has been focused on real-life, 
applied problem solving (Folkman & Lazarus, 1980; Heppner, Hibel, Neal, Weinstein, & 
Rabinowitz, 1982). A number of investigators have attached various labels to the applied 
problem-solving process including; interpersonal cognitive problem solving (Spivack, Piatt, & 
Share, 1976), personal problem solving (Heppner & Petersen, 1982), social problem solving 
(D'Zurilla & Nezu, 1982), and coping (Coyne, Aldwin, & Lazarus, 1981). Relatively little 
attention has been paid to technological problem solving as contrasted with more general 
and/or personal non technological applications of problem solving. 
This scarcity of information is especially disturbing given the central role that 
technological problem solving has assumed in the everyday life of all people (Custer, 1993). 
Although there are numerous studies that have been conducted on problem-solving skills and 
strategies, in general, no specific studies have been found which focus on problem-solving 
techniques for technology students. 
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Purpose of the Study 
The purpose of this study was twofold; (1) to identify students' perspectives of their 
technological problem-solving abilities to determine if significant differences exist in their 
problem-solving abilities of technical (industrial technology) versus nontechnical (humanities) 
students; and (2) to ascertain if curriculum has an impact on problem-solving ability. 
Objective of the Study 
Specifically the objective of the study was to gather data to better understand 
technological problem solving of students within departments of technology education and/or 
industrial technology. Do students technological problem-solving abilities improve 
significantly during their four-year tenure as fi^eshmen, sophomores, juniors, and seniors? The 
aim of the study was to find out whether students improve in problem-solving ability based on 
whether they; (a) are in technology programs versus humanities programs; (b) are freshmen, 
sophomores, juniors, or seniors; (c) have varying amounts of work experience; (d) have prior 
work experience related to the major field of study; and (e) have varying ranges of grade-point 
averages. 
Variables of the Study 
Dependent 
The dependent variable in this study was the total score from the perceived 
technological problem-solving ability (FTPS AI) instrument. 
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Independent 
The primary independent variables in this study were the respondents' demographic 
characteristics such as: program aflBliation (technology or humanities), undergraduate 
freshmen through senior levels, prior work experience, and grade point average. 
Research Questions 
The following questions were investigated during the course of this research: 
1. Is there a significant difference in the perceptions of technological problem-solving 
ability between technologically-oriented and nontechnologically-oriented university 
students? 
2. Is there a significant difference in technological problem-solving ability between 
fi-eshmen, sophomores, juniors, and seniors measured by mean scores on the PTPSAI? 
3. Is there a significant difference in technological problem-solving ability between 
students with different work experiences measured by mean PTPSAI scores? 
4 Is there a significant difference in mean PTPSAI scores for different amounts of prior 
work experience? 
5. Is there a significant difference in mean PTPSAI scores for different levels of GPA ? 
Null Hypotheses 
The following nuU hypotheses were formulated to address the research questions of 
the study: 
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1. There is no statistically significant diflFerence between the FTPSAI scores for 
technology and humanities students. 
2. There is no statistically significant difference in the PTPSAI scores among fi^eshmen, 
sophomore, junior, and senior students. 
3. There is no statistically significant difference in the PTPSAI scores among students 
with different years of work experience. 
4. There is no statistically significant difference in PTPSAI scores between levels of prior 
work experience in the major field of study. 
5. There is no statistically significant difference in PTPSAI scores for different levels of 
GPA. 
Procedures of the Study 
The following procedures were used in conducting this research: 
1. Identify the research problem. 
2. Review the literature related to problem solving and specific to technological problem 
solving. 
3. Identify the population and sample for this study. 
4. Identify the dependent and independent variables. 
5. Consult with experts in the industrial technology field. 
6. Develop the survey instrument. 
7. Administer the survey. 
8. Code research data. 
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9. Analyze the data. 
10. Write a final report, summary, and conclusions, and make recommendations based on 
the findings. 
Rationale for the Study 
The personal problem-solving ability of students has received some attention in studies 
related to career decision and indecision (Larson & Heppner, 1985); vocational identity, and 
career service requests, utilization, and subsequent evaluations (Heppner & BCrieshok, 1983); 
awareness and utilization of campus helping resources (Neal & Heppner, 1986); cognitive 
variables associated with personal problem-solving appraisal (Heppner, Reeder, & Larson, 
1983); individual differences in personal problem solving (Heppner, Hibel, Neal, Weinstein, & 
Rabinowitz, 1982); and progress in style of coping to resolve problems (Heppner, Cook, 
Wright, & Johnson Jr., 1995). On the other hand, no studies have been found that address 
personal problem-solving ability of industrial technology students versus students from 
humanities and the arts. 
Of the many factors impinging on our lives, technology is one of the most dominant 
that is making an impact around the world. The growth of technology is affecting travel, food 
production, conmiunication, construction, entertainment, education, and more. It is diflBcult 
to think of an area of daily life which is not somehow affected by technology. However, as 
technology becomes increasingly complex, the average citizen understands less and less about 
it. Nevertheless, to enhance our quality of life, we need to become more involved in the 
technology—it is not enough to know that technology is becoming an increasingly important 
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part of our world. Of critical importance is that some citizens have specific knowledge of 
how to solve selected problems and make intelligent and informed decisions about technology. 
Therefore, this study sought to better understand the relationship between personal problem-
solving ability and the ability to solve technological problems; and whether educational level 
and work experience make a difference. 
Findings of the study would provide technology educators with implications for 
curriculum alignment with the needs of industry. It could also impact the methodology 
instructors use to teach technology-related courses. The advantages could be far-reaching to 
predict the performance of incoming fi-eshmen in technology programs. Instructors could find 
out what method of problem solving drives students to succeed in specific technological fields, 
such as aviation, auto mechanics, electronics, etc. The techniques might vary, and if they do, 
what measures can instructors take to increase problem-solving ability for a particular 
technology? The list of possibilities may be limitless. 
Assumptions of the Study 
This study was based upon the following assumptions; 
1. The errors and the test scores were random, independent, and normally distributed. 
2. The assigned sample size was sufficient for an estimation of the population's parameters. 
3. The survey instrument possessed adequate reliability and validity. 
4. Each factor contributing to the perceived abilities or questionnaire item had an equal 
weighting scale interval. 
5. The groups' attributes were homogeneous within the population's attributes that were 
sampled. 
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6. The selected students were currently enrolled. 
Delimitation 
The following delimitation was established to restrict the study to a manageable scope. 
This study was delimited to selected samples of technology and humanities students from the 
departments of Industrial Education and Technology and English at Iowa State University 
(ISU) in Ames, Iowa; the departments of Industrial Technology and English at the University 
of Missouri-Columbia (MU) in Columbia, Missouri; and the departments of Electronics 
Technology, History, English, and Fine Arts at Central Missouri State University (CMSU) in 
Warrensburg, Missouri. All students were undergraduates enrolled in the Spring semester of 
1997. 
Limitations 
The following limitations were set for this study: 
1. This study used a quasi-experimental design because it was impossible to completely 
randomly choose students for this study (Borg & Gall, 1989). However, the quasi-
experimental design was .. lacking optimal control but worth undertaking where 
better designs are impossible" (Campbell & Stanley, 1969, p.7I). 
2. A group of subjects was selected from multiple classes to establish the equivalent 
groups needed for the study. Some factors, however, could not be controlled, such as 
each student's level of intelligence. 
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3. The sample population consisted of freshmen through senior undergraduate students in 
the aforementioned departments of the three universities who agreed to participate in 
the study. 
4. The measurement of problem-solving style was limited by an individual's perception of 
his/her technological problem-solving behavior and his/her willingness and ability to 
report it honestly. 
Definitions of Terms 
The foUowing definitions were used for the purpose of this study. 
Problem: Ritz, Deal, Hadley, Jacobs, BCildruff^ and Skena (1986) describe a problem as a 
need which must be met. Problems may stem from any aspect of life including those rooted in 
the humanities, sciences, behavioral sciences, technology, etc. A problem is something that 
needs to be solved. 
Problem solving: The term "problem solving" is an important higher-order thinking skill 
"process." Problem solving is a needed higher-order type of thinking skill. It is the pinnacle 
of human thinking skills with no other cognitive skill as complex (Savage & Sterry, 1990; 
Waetjen, 1989). "The ability to solve problems is at the root of technology, for as human 
needs or wants emerge they are satisfied by those cognitive strategies known as 
problem-solving. The process of problem solving provides the parallel in technology to the 
scientific method in science" (Savage & Sterry, 1990, p. 15). 
Technological problem solving: Technological problem solving involves skills or processes 
that contain a set of steps one must go through to create a solution to a technological 
problem. A technological problem is one that involves some difficulty, need, or complex 
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activity that is associated with or involved with technology as a primary focus or component 
(Wu, 1994). 
Problem-solving ability: Problem-solving ability is described in terms of three distinct 
dimensions as measured by the Problem-solving Inventory (PSI), namely; (1) problem-solving 
confidence; (2) approach/avoidance; and (3) personal control (Heppner, 1988). Collectively, 
these dimensions comprise problem-solving style. It should be noted that low scores on each 
dimension and the total problem-solving inventory (PSI) score represent more positive 
problem-solving ability than do higher scores. 
Problem-solving confidence: Problem-solving confidence is described as "... self-assurance 
while engaging in problem-solving activities" (Heppner, 1988, p. 1). Low scores (i.e., a 
positive style) on this scale indicate that individuals believe and trust in their own problem-
solving abilities. An example of high self confidence would be, a student who thinks, "I have 
made my own travel arrangements, so I am certain everything will go smoothly." 
Approach/avoidance style: Approach/avoidance style is described as "... a general tendency 
of individuals to approach or avoid problem-solving activities" (Heppner, 1988, p.2). Low 
approach/avoidance scores (i.e., a positive style) indicate that individuals tend to approach 
rather than avoid problem-solving situations. For example, a student facing expulsion due to 
low, unacceptable grades might think, "I am going to my teacher and he or she can advise me 
of better, more enlightened ways to study and improve my grades" (approach). Alternatively, 
the student might think, "1 cannot improve my grades, I will change my major to one in a 
simpler discipline" (avoidance). 
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Personal control: Personal control is .. the extent to which individuals believe that they 
are in control of their emotions and behavior while solving problems" (Heppner, 1988, p.2). 
Low scores (i.e., a positive style) indicate that students perceive themselves to be in control of 
themselves in the problem-solving situations. For example, a student needing transportation 
might think positively, saying, "Since my funds are limited, I cannot really afford to buy a car 
now, so I will be happy to use public transportation." Or conversely, a student with the same 
problem might think, "My fiinds are low, but I cannot put up with the tight, limited schedules 
of public transportation, so I will somehow manage to get a car and maybe my funds will 
allow it." 
Technology: Technology is humankind's use of tools, machines, materials, processes, and 
energy to satisfy its wants and needs (Dyrenflirth, 1991b; Wu, 1994) to manage the human-
made and natural environment for the purpose of extending human potential and the 
relationship of these to individuals, society, and the civilization process (Custer, 1991). 
Global technology is the term coined for the changes taking place in the environment as a 
result of advancements (such as automation). Specific technology focuses on the industry or 
field working toward advancement. For both the global and specific types, technology is 
defined in terms of the appropriation of certain knowledge and ingenuity toward some 
specified goal or purpose. The term includes the use or development of some process for 
accomplishing the goals which have been identified as well as some criteria for assessing the 
completion and quality of the results (Custer, 1991, p. 132). 
Technology education: Technology education involves a continuum of educational programs, 
many of which are components of general education. The courses in such programs assist 
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students in the development of technological literacy through a study of industry and 
technology, including its organizations, techniques, tools, and skills to solve practical 
problems and extend human capabilities in areas such as construction, manufacturing, 
communications, transportation, power and energy (Carl Perkins Act, 1960). Technology 
education draws its content from the entire range of technological endeavors, not just from 
industry (Dyrenfurth, 1991b). There is considerable congruence in support of the generic 
technology clusters of materials, energy and power, and communication (Dyrenfiirth, 1991c). 
Technology education must bring individuals to understand technology in the context of the 
world in which they live and interact (Savage & Sterry, 1990). 
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CHAPTER 2. LITERATURE REVIEW 
Problem Solving 
Problem solving is "... an operating skill with which intelligence acts upon 
experience" (Edward deBono, 1983, p. 703). It is a major human activity in our 
technologically advanced society. Medical doctors use problem solving to diagnose a 
patient's illness. Automotive technicians use problem solving to identify machinery 
malfunctions. Two-parent families have to arrange their schedules to determine who will take 
off of work when their child becomes ill. Almost all aspects of daily life involve problem 
solving in one way or another. However, the discussion of problem solving, the context 
surrounding its definition needs to be discussed. In order to explain problem solving 
adequately as it relates to this research, the meanings of problem and problem solving will be 
addressed. 
Problem 
A problem can be defined as a need that must be met (Ritz, Deal, Hadley, Jacobs, 
Kildrufif^ & Skena, 1986). This need could include the need to understand the forces of nature 
(science), to alter the environment (technology), to use scientific knowledge to alter the 
environment (engineering), or many other things (Moslehpour, 1995). 
Many definitions of a "problem" exist, fi-om Newell & Simon's (1972) definition 
stating that"... a person is confi-onted with a problem when he wants something and does 
not know immediately what series of actions he can perform to get it" (p.71), to Johnson's 
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(1955) opinion that a problem was created or experienced by the individual when his first 
goal-directed response was unrewarded. 
Problem solving 
Research literature, ranging fi-om experimental psychology to social sciences, is 
concerned with efforts to describe the processes involved in problem solving fiar a variety of 
tasks. Problem solving can be defined as the highest order of thinking skills. It is the pinnacle 
of human thinking skills with no other cognitive skill as complex (Savage & Sterry, 1990; 
Waetjen, 1989). Problem solving is the situation where one has not yet identified the required 
means in order to reach a goal. The goal, to name a few, might be wanting to complete 
income tax forms before the deadline, to save enough money to take a trip, or to get a job. 
Problem solving refers to the overall process of responding to a problem (Gilhooly, 
1989), including; 
1. Detecting a problem, realizing that there is a discrepancy between the current situation 
and a goal, and that a solution caimot be reached without fiirther investigative research. 
2. Formulating the problem more completely, to have a more clear understanding of the 
problem. 
3. Using a more detailed approach which enables the construction of a representation of 
variables and providing optimal approaches to solutions. This would include stating the 
problem, reducing or limiting the scope, and dealing more directly with individual 
variables (Hung, 1995). 
Problem solving occurs through the use of both deductive and inductive reasoning. 
Deductive reasoning is a logical method in which a conclusion necessarily follows fi-om the 
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propositions stated. Useful forms of deduction inspire the problem solver to formulate a 
systematic analysis that will reduce existing problems to the simplest form (Skinner, 1968). 
Inductive reasoning is the process of reasoning in which general principles are derived from 
particular facts or instances. Induction considers many new facts that are related to what is 
already known. Deductive and inductive reasoning will be discussed further in the Problem-
solving Styles section of this chapter. 
Expert and novice problem solvers 
Among the less surprising findings from research on problem solving is the fact that 
experts diflfer from novices in their problem-solving performances (Larkin, et al., 1980). The 
expert-novice research format usually includes a group of experts and a group of novices in a 
particular domain. These two groups, then, get the same set of problems to solve. The study 
participants may think aloud or give retrospective reports of what they were thinking while 
solving problems. For example, Simon (1981) examined the troubleshooting performance of 
26 novice and expert avionics (aerospace electronics) technicians. When the two groups were 
compared, the skilled group performed significantly better than the less-skilled group. 
Experts are not only generally more effective, but their performance is qualitatively 
different. Several investigators have studied differences between expert and novice 
performance in the hope of discovering what might be the cause of the qualitative differences 
between novice and expert problem solvers (Bloom & Broder, 1950; Brown, 1978; Costa, 
1984). Experts, perhaps guided by deeply embedded mental models of problems they face. 
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can work deductively using a few rules, principles, and established concepts to understand the 
whole framework (Gentner & Stevens, 1983). 
On the other hand, novices may not have a well-defined systematic approach to the 
problem, and therefore, may act impulsively, hoping that good luck will chum up enough 
information and ideas to guide them toward the solution of the problem (Larkin, et al., 1980). 
Numerous studies (Bloom & Broder, 1950; Brown, 1978; Costa, 1984; Schoenfeld, 1985; 
Whimbey & Lochhead, 1984) support the observation that ". . . poor problem solvers work 
too hastily, skip steps, lack the motivation to persist in analyzing the problem, reason 
carelessly, and fail to check their solutions (Maxwell, 1981, p. 26)." 
Differences between experts and novices 
Perhaps the most obvious way in which experts differ from novices is in the fact that 
they know more about their areas of expertise. However, there are other important 
differences as well. Experts not only know more; they know that they know more, and they 
know how to use what they know. What experts know is better organized and more readily 
accessible, and they know how to learn more efficiently. 
Johnson (1988a) studied the differences between expert and novice service technicians 
on their technical troubleshooting tasks. Five experts and five novice technicians were asked 
to repair a faulty generator, and a think aloud procedure was used to develop a problem space 
map for each individual. Johnson (1988a) summarized the following differences; 
1. The experts obtamed more information from the initial problem symptoms 
than did the novices. 
2. The experts were better able to select information and hypotheses that were 
within the true problem space. 
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3. The experts selected hypotheses that brought them closer to the fault while 
novices appeared to generate hypotheses on a random basis. 
4. The experts used search techniques that effectively reduced the size of the 
problem space (p. 50). 
Furthermore, in the discussion of his findings, Johnson (1988a) pointed out that: 
although other factors are likely involved, the two major reasons for the experts' superior 
troubleshooting skills are their amount of system knowledge and the organization of that 
knowledge; both are developed through years of experience. Through the organization of 
their knowledge base, the experts were able to eflSciently access their knowledge and match 
the information cues they observed with those in their knowledge base. This ability to 
recognize patterns fi-om past experience allowed the experts to quickly make the right 
decisions regarding the types of information to acquire and the types of hypotheses to 
generate (Johnson). 
The differences between expert and novice problem solvers in Sternberg's (1986) view 
is due to their differences in knowledge-acquisition components and processes. Sternberg 
argued that; 
There can be no doubt that differences in knowledge are critical to differences 
in performance between more and less skilled individuals in a variety of 
domains. But surely the critical question for a theorist of intelligence to ask is 
how these differences in knowledge came to be. Certainly, just sheer 
differences in amounts of experience is not perfectly correlated with levels of 
expertise... What seems to be critical is not sheer amount of experience, but 
rather, what one has been able to learn firom that experience. According to this 
view, then, individual differences in knowledge acquisition components have 
priority over individual differences in knowledge. To understand what makes 
people more expert at certain things, we must understand first how current 
individual differences in knowledge evolve fi-om individual differences in the 
acquisition of that knowledge, (p. 28-29) 
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Problem-solving Styles 
Deduction 
Discrimination is the ability to determine the objects and/or events that have a direct 
impact on the problem. Students can go beyond the simple practice of discrimination and be 
led to solve classification problems and develop logical thinking skills in interesting ways. 
Skinner (1968a) indicated in his research that deduction is a way of constructing 
discriminative stimuli. Useful forms of deduction inspire the thinker to formulate a systematic 
form of analysis which will reduce the problems that exist to the simplest form. For example, 
a deductive inference could be stated as follows: A personal computer has a 286 processor. 
One can deduce that a computer with a 486 processor is faster than the one with a 286 
processor since 286 is less than 486. By arranging a problem into a series of logical steps, one 
applies "deductive" reasoning. 
Induction 
Induction requires increased emphasis when considering its potential for creativity in 
solving new problems. Inductive thinking should expand one's considerations and remove 
barriers of fixed-rule thinking. Developing a knowledge base will improve the chance of 
finding a solution, and having the ability to draw on a broader knowledge base. According to 
Luchins and Luchins (1970), in the inductive reasoning process considers many new facts that 
are related to what is already known and a new whole is formed. Creative solutions are 
demanded of inductive thinkers. Such thinkers will have to organize, retrieve, and use an 
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excess of information to solve their problems. Induction uses experimental reasoning to amve 
at the whole from the particulars. The initial formulation of constructive induction uses 
domain knowledge to develop a new concept or attributes, beyond those supplied in the input 
(Michalski, 1983). Thus, induction employs basic inference strategy used in synthesized 
learning. 
Problem Solving and Learning 
The lack of problem solving in schools was identified in the United States by the 
National Assessment of Educational Progress (NAEP) (1984) following a decline of scores on 
mathematical word problem solving. In recent years, the need for a focus on problem solving 
has been reemphasized by the National Council of Teachers of Mathematics (NCTM) (1992). 
Wirth (1983) and Pratzner (1984) called for appropriate changes in education to 
integrate critical thinking with subject-matter development. Changes are the result of 
challenges and opportunities that require problem solving in the environment, economics, 
technology, education, and in other global and local concerns. Since many facts become 
obsolete or at least assume different values, emerging technologies require the flexible use of 
basic knowledge and the production of new ideas in all roles and levels of employment. 
According to recommendations made by the Association of American Medical College 
(AAMC), the passive present medical education that emphasized rote memorization and recall 
of facts should give way to new strategies and more emphasis on independent learning, critical 
thinking, and problem solving (Fields, 1984). These strategies should include fewer lecture 
hours and more assigrunents based on critical thinking and problem solving. These 
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recommendations coincide with recent requests made by leaders in technology education, 
business, and industry (Waetjen, 1989; Winek & Borchers, 1993). 
Problem solving can be categorized into several different models and can be 
segregated into a series of stages. These models have inspired research designs and have 
given different directions to research in the field of problem solving (Sternberg, 1986). 
Problem Solving and Technology Education 
What is technology? 
Technology is the knowledge and study of human endeavors in creating and using 
tools, techniques, resources, and systems to manage the man-made and natural environment 
for the purpose of extending human potential and the relationship of these to individuals, 
society and the civilization process (Hales & Snyder, 1983). Technology may be interpreted 
by some mdividuals as the development and utilization of farm machinery, whereas others 
might interpret it as the latest breakthroughs in computer technology. Technology is further 
defined by Naughton (1993) as: "... the application of scientific and other knowledge to 
practical tasks by organizations that involve people and machines" (p. 9). 
Technology education 
Technology education is an applied discipline designed to develop and promote 
technological literacy as part of all students' fiindamental education, through the study of past, 
present, and future technological systems, and of their resources, processes, and impacts on 
society (Carl Perkins Act, 1960; NAEP, 1984). According to Tidewater Technology 
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Associates (TTA) (1986), an educational consulting group that specializes in technical 
program development, the aim of technology education is to equip students with a broad 
conceptual conviction of the technological society in which we live. Employers seek 
employees who can, along with other skills, communicate, solve problems, monitor skills, and 
come up with irmovative solutions (Claiborne, 1992; Christensen & Martin, 1992; Dyrenfurth, 
1992; Moslehpour, 1995). 
Traditional academic separation 
Historically, academia has been segregated between two academic groups, as 
illustrated in Figure 2.1. This separation has created a traditional wall between technology-
engineering-sciences and the humanities-arts-cultural studies (Custer, 1992). When 
characterizing these two groups, Custer (1992) stated that.. on one side the focus is on 
practical, real world, tangible objects, and the discovery of the secrets of the natural and 
physical world," and on the other side "by contrast, the humanities have featured the world of 
ideas, including creative expression, the exploration of the substance, and meaning of life" (p. 
391). 
Reasoning and logic are important ingredients of technology education. Teaching 
students about philosophy and their own culture can be the key point in improving the 
teaching of technology education (Flower, 1994). The academic groups selected for this 
study were based on the traditional separation of technology-mathematics-sciences from 
humanities-arts-cultural studies as defined by Custer (1992), and reemphasized by Dugger 
(1994) and Moslehpour (1995) and illustrated m Figure 2.1. 
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The National Science Foundation (1992) visualized the future of the relationship 
between technology, science, engineering, and mathematics as follows; 
We envision a society in which the public regards science, mathematics, and 
technology as relevant to their personal lives. Engineers, mathematicians, and 
scientists are perceived by the public as vital to society, and scientific and 
technological literacy are well defined .. . The public can apply the principles 
of science to the solution of their everyday problems, (p. 5) 
According to Neden (1994), technology education should be integrated with mathematics and 
science. Dugger (1994) also grouped technology, mathematics, science, and engineering 
together, and argued that they should be an inseparable part of the school curriculum. 
Further, Dugger states that: 
TECHNOLOGY 
ENGINEERING 
SCIENCES 
HUMANITIES 
ARTS 
CULTURAL 
^ STUDIES ^ 
ACADEMIC ENVIRONMENT 
Figure 2.1. Separation of academic major areas of study within academic environment as 
described by Custer (1992) 
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Mathematics and science have a long term history as being required core 
subjects in the schools. It is strongly recommended that technology become a 
fundamental core school subject which is equal in importance with science and 
mathematics in schools worldwide. Further, all pupils must be scientifically, 
mathematically, and technologically literate and capable to assist them in 
making wise decisions and choices as the trustees of the future, (p. 22) 
Flower (1994) argued that: "Teaching children to be philosophers may be what 
technology education is all about" (p. 6). He further maintained that technology students 
should learn about processes of designing, forecasting, assessing, producing, transferring, and 
limiting technologies. 
Problem-solving Instruction and Technology Education 
In response to the demand for better problem solvers, technology education has made 
problem-solving instruction an essential element of the technology education curriculum. In 
reviewing the research on problem-solving instruction, Johnson (1994) identified effective and 
ineffective problem-solving instmctional strategies in technology education based on recent 
research results. 
One of the techniques of teaching problem solving is the use of "stage models". Polya 
(1945), one of the pioneers in problem-solving models, suggests that there are four steps to 
problem-solving processes; (a) understand the problem, (b) formulate a plan, (c) execute the 
plan, and (d) look back and evaluate the process (Polya, 1945). Johnson (1994), however, 
argued that relying strictly on "stage models" was ineffective and impractical. He argued that 
when solving a technical problem, the problem solver needs to be flexible. The steps taken 
during the problem-solving activity can vary according to the expertise level of the problem 
solver. A single rigid method based on a sequence of steps is not the best way to teach 
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problem solving. Another impractical method of teaching problem solving is "over­
emphasizing" theoretical knowledge (Johnson, 1994). 
In identifying the eflFective methods of teaching problem solving, Johnson (1994) 
suggested that; 
To become competent problem solvers, students should gain the ability to; 
1. Identify both given and needed information. 
2. Obtain problem information via the senses. 
3. Obtain relevant information via technical manuals and other resources. 
4. Use technical devices to collect problem information. 
5. Create models to simplify the problem by using diagrams, tables, charts, 
and graphs. 
6. Develop a mental image of the problem. 
7. Use analogies/metaphors to look at the problem from different angles. 
8. Plan before taking action. 
9. Recognize patterns. 
10. Reason hypothetically. 
11. Estimate. 
12. Apply rules or formulas. 
13. Utilize various search methods such as trial and error, systematic, 
exhaustive, topographic, and split/half 
14. Solve a simpler problem. 
15. Work backwards. 
16. Utilize metacognitive skills such as plarming, predicting, evaluating, and 
reflecting, (p. 36-37) 
Another effective way of teaching problem solving is the "Think Aloud" method. Since 
problem solving is a mute process, expressing these hidden processes aloud can improve the 
problem-solving performances of technology education students (Johnson, 1994). 
Problem-solving Ability 
Many factors contribute to the success or failure of an individual in solving problems, 
including attitude toward reasoning, confidence in one's ability, and the introduction of 
personal considerations (Greenfield, 1987). A study conducted by Bloom and Broder (1950) 
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was performed to study the problem-solving processes of college students. The findings 
indicated that the successful students (those who had high aptitude test scores and who had 
achieved A and B grades on comprehensive examinations during their first year in college) 
valued reasoning as a means for solving problems while the unsuccessful students (those with 
lower aptitude test scores and less than B grades on comprehensive exams) expressed a view 
that reasoning was of little or no value because one either knew the answer or did not, and if 
not, nothing could be done. The successful students also portrayed positive self-images and 
were more objective. 
The unsuccessful students had little confidence and would often give up before trying 
to solve the problem or would guess at an answer. These students would let their feelings or 
opinions about problem content, course, or test situation distract them from problem solving. 
The unsuccessful students also had difBculty relating their lecture notes, homework problems, 
and reading to the problems if they were asked in a form that differed fi-om the original 
language. In sunmiary, the successful and unsuccessful students' problem-solving abilities 
varied with regard to the extent of thought about the problem, their care and system in 
thinking, and their ability to follow through on a process of reasoning (Greenfield, 1987). 
Gender differences 
Research by Benbow and Stanley (1980) and Ethington and Wolfie (1986) reported 
that gender was found to have a moderate causal effect on problem-solving achievement. 
These studies also found that males typically outscore females in mathematics and 
mathematical problem solving. Gallagher and DeLisi (1994) reported that females were more 
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likely to use conventional problem-solving strategies, and the use of conventional strategies 
was associated with negative mathematical attitudes. 
Problem-solving Models 
Problem solving has not been the central focus of scientific research, and until recent 
years, it has been sporadic. A group of scientists introduced their research in the 1950s, and 
problem-solving research was borne. A variety of theories emerged during this time. For 
example, Newell, Shaw, and Simon's (1958) new theory focused on information processing 
and computer progranmiing in providing uncomplicated theories about human problem-
solving strategies (Green, 1975). 
Although a number of descriptive and predictive models have been developed, only 
few models have stimulated continuous discussion and further research (Carrol! & Maxwell, 
1979; Erickson & Jones, 1978; Newell, 1973a). However, five distinct models of problem 
solving can be identified as having stimulated problem-solving research; I), the Gestalt model, 
2). behavioral model, 3). information processing model, 4). creative problem-solving (CPS) 
model, and 5). the Constructivism model. In the following sections, each of these models will 
be discussed in some detail. 
Gestalt Model 
The Gestalt Model was founded in Germany in the early 1900s by Max Wertheimer. 
He was joined early in his research by Wolfgang Kohler and Kurt KoflOca, who introduced the 
theory to the United States in the 1920s (Swenson, 1953; Wertheimer, 1980). 
30 
Gestalt is a German word meaning an articulated whole, a system within which 
constituent parts are in dynamic interrelation with each other and with the whole. One of the 
basic theories of Gestalt is that the whole does not equal the sum of its parts, nor is a whole 
simply more than a sum of its parts. For the Gestalt theorist, their primary interest focuses on 
how organisms cope with the environment eflFectively (Festinger, 1957; Wertheimer, 1980). 
Learning is a function of how the organism structures the problem situation, not just 
the stimuli present (Swenson, 1953). Gestalt theorists focus on the genuine understanding of 
the problem situation. This theory is a theory of thinking and problem solving. Rote 
memorizing, association, trial and error, and conditioning are strategies Gestalt theorists 
oppose. Instead, they believe true learning can be done through more enriching learning 
approaches (Petermann, 1950). 
A basic assumption of Gestalt theory is that much human maladaptive behavior and 
unhappiness is a result of faulty learning (Swenson, 1953). Therefore, Gestalt theorists try to 
maximize an understanding in problem solving, thinking, and learning. 
Gestalt research with human subjects generally focuses on productive thinking and 
problem solving including the investigations into the basic nature of sensible thought 
(Wertheimer, 1980). One such example of this includes Wertheimer's application of these 
beliefs to childhood education. He educated students to think productively by letting them see 
the entire picture rather than trying to analyze its parts or having to memorize formulas (Hill, 
1971; Swenson, 1953). 
The earliest Gestalt problem-solving studies, however, were conducted by Kohler 
(1927). From this study, Kohler (1927) found that an individual's lack of success in problem 
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solving was a result of three factors; 1). biologically determined, 2). inability to integrate 
previous experience, or 3). lack of reproductive (applying past solutions to a problem) 
thinking. Gestalt theory is the most specific and the most firmly grounded in experimental 
data among the holistic schools, and therefore also the most successful and influential one 
(Wertheimer, 1959). 
Information Processing Model 
Information processing is a general approach to problem solving based upon a set of 
pre-theoretical assumptions accepted by researchers who adopt this viewpoint (Kantowitz & 
Ruediger HI, 1980). The information-processing approach to learning originated from several 
sources including Ellis (1978), Norman (1970), and Estes, Hull, & Spence (1975). Like the 
Gestalt theorists, the information-processing theorists see perception, learning, and memory as 
reflecting a processing continuum unified by common organizational principles operating 
within actively organizing organisms (Forgus, 1976). 
Many important contributions were made to the information processing theory 
including those of Wendell Gamer. He borrowed concepts developed by other information 
theorists previously developed by engineers and applied them successfully to perception and 
memory (Kantowitz & Ruediger, 1980). Other applications of information processing theory 
includes the development of geometry theorem-proving machines and chess games that 
mimicked human information processing and analysis. 
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Behavioral Model 
Behavioral theory attempts to describe and explain reasons for a problem solver's 
response in contrast to Gestalt psychologists, who focus in on the perceptual set. Many 
theorists have contributed to this model, including C. L. Morgan (1894), E. L. Thomdike 
(1898), and B. F. Skimier (1966). Investigators of the behavioral persuasion define problem 
solving in relation to the functioning of previously acquired stimulus-response (S-R) 
associations and sequences of responses. Behaviorists recognize the need for trial-and-error 
activity in probability-learning tasks (Kendler & Kendler, 1962) and maze learning (Erickson, 
1962). Trial-and-error learning occurs when a stimulus situation demands a response, but the 
correct response is not dominant in the response for that situation. 
One of the shortcomings of the behavioral approach is that all interpretations of 
research findings are based on the assumption that complex cognitive processes like problem 
solving follow the same, admittedly powerful, laws of conditioning as do simple examples of 
learned behavior. The carving up of the problem-solving process into small portions of 
conditioned responses has resulted in many specific laws of simplified S-R relationships, but 
has failed to lead to comprehensive models and more complete descriptions (Skinner, 1966). 
Many of the Gestalt psychologists' theories are said to be undefined and unanalyzed concepts 
(such as insight, fixation, and cognitive organization) that are too vague. Alternatively, the S-
R mechanisms postulated by behaviorists are said to be too simple and many times irrelevant 
(Staats, 1968). 
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Creative Problem-solving Model 
Creative problem solving is defined by Torrance (1974) as; 
. . .  a  p r o c e s s  o f  b e c o m i n g  s e n s i t i v e  t o  a  p r o b l e m ;  d e f i c i e n c i e s ,  g a p s  i n  
knowledge, missing elements, disharmony, etc,, identifying the difiBculties, 
searching for solutions, making guesses and formulating hypotheses and 
possibly modifying and retesting them and finally communicating the results. 
(p. 8) 
Vernon (1989) defines creativity as "... a person's capacity to produce new or original ideas, 
insights, restructuring, inventions, or artistic objects, which are accepted by experts as being 
scientific, aesthetic, social, or of technological vdue." (p. 94) 
The scientific study of creative problem solving was investigated by a large number of 
social sciences. Most of the early research focused on the creative personality (Guilford, 
1950, 1959; MacKinnon, 1962, 1965) and creative thinking abilities (Torrance, 1962, 1963). 
From this theory, a Creative Problem-solving (CPS) model was developed and administered 
by Alex F. Osbom (1963). It was later modified by Sidney J. Fames (1967), a psychologist 
influenced by Osbom's work. One major contribution Fames made to the CPS model was the 
recognition of the convergent and divergent activities involved in each stage of the model. 
The CPS model measured the effects of training students to be creative by measuring 
variables of fluency, flexibility, originality, and elaboration. Results indicated that only 22 
percent of the variance in the creative performance of the study participants could be 
accounted for by the creativity training (Covington & Cmtchfield, 1965; Torrance, 1974). 
However, advantages of the CPS might include: (a) a reduction in problem-solving 
uncertainty; (b) an increase in the number of available solution alternatives; (c) an increase in 
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competitive advantage; (d) a decrease in the number of solution revisions; and (e) a more 
eflScient utilization of individual abilities (Summers & White, 1976). 
Constructivism Model 
An area of cognitive psychology that has important implications for computer 
programming instruction is constructivism. From the constructionists view, learning is 
"... a constructive process in which the learner is building an internal representation of 
knowledge, a personal interpretation of experience" (Bendar, Cunningham, Duffy, & Perry, 
1992, p. 21). That is, each individual constructs his or her own knowledge through 
interactions between existing knowledge and personal experience with the outside world 
during the learning process. 
Constructivists claim that meaning or knowledge does not exist in the world 
independently of learners, rather it is imposed on the world of learners (Duffy & Jonassen, 
1992). Each individual has his or her own experiences from which to view the real world. 
"Each experience with an idea—and the environment of which that idea is a part—become 
part of the meaning of that idea" (Duffy & Jonassen, 1992, p. 4). 
Brown, Collins, & Duguid (1989) indicated that"... knowledge is not separable from 
the actions that give rise to it nor from the culture m which those actions occur" (Pressiey & 
McCormick, 1995, p. 80). That is, the acquisition of knowledge cannot be separated from 
content and actions. "It is not possible to isolate units of information or make a priori 
assumption of how the information will be used. Facts are not simply facts to be remembered 
in isolation" (Bendar et. al., 1992, p. 23). 
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Perkins (1992) indicated that an active learner is not just an active processor of 
information, but more importantly, the learner manipulates, interprets, extrapolates, and 
assesses the information. When learning in context, learners can actively interact with their 
environment to develop usable knowledge. That is, when learning in a context environment, 
learners may construct their knowledge in a meaningful situation. 
Summary 
Problem solving promotes cognitive ability. Furthermore, problem solving fosters 
adaptability, critical thinking, and interpersonal skills (Christensen & Martin, 1992; Johnson, 
1994). Problem solving is a higher order thinking that".. . needs to be mastered by all 
students" (Winek & Borchers, 1993, p. 25). If the objective of Technology Education is to 
prepare students for present and future technologically advanced society, technology 
educators should be the pioneers in adapting the most effective teaching approach. 
A summary of a large collection of the literature relating to problem solving was 
presented in this chapter. The focus of the problem-solving literature concentrated on the 
understanding problem solving, problem-solving styles, problem-solving models, and problem 
solving directly associated with technology education. The next chapter will discuss the 
methodology for this study. 
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CHAPTERS. METHODOLOGY 
The purpose of this study was to determine if university students' perspectives of their 
technological problem-solving sidlls improve as they progress through their degree programs. 
The study was designed to look at selected student criteria to determine the results. This 
chapter provides a description of the population and sample of the study, the design of the 
study (including instrument development, data collection, and data analysis), instrumentation, 
and description of degree programs. 
Research Questions 
The following questions were investigated during the course of this research; 
1. Is there a significant difference ui the perceptions of technological problem-solving 
ability between technologically-oriented and nontechnologically-oriented university 
students? 
2. Is there a significant difference in technological problem-solving ability between 
fi-eshmen, sophomores, juniors, and seniors measured by mean scores on the PTPSAI? 
3. Is there a significant difference in technological problem-solving ability between students 
with different work experiences measured by mean PTPSAI scores? 
4 Is there a significant difference in mean PTPSAI scores for different amounts of prior 
work experience? 
5. Is there a significant difference in mean PTPSAI scores for different levels of GPA ? 
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Population, Sample, and Sampling Technique 
Population and sample 
The population of students participating in this study were freshmen, sophomore, 
junior, and senior students enrolled in technology and humanities courses at public 
Midwestern universities. The sample selected from this population were students enrolled in 
one of three universities with which the researcher had contacts. These universities were 
Iowa State University (ISU), Ames, Iowa; Central Missouri State University (CMSU), 
Warrensburg, Missouri; and University of Missouri-Columbia (MU), Columbia, Missouri. 
The study was broken down further to focus on two distinct areas: technical and 
nontechnical. The rationale for selecting this particular sample of two academic groupings 
was based in part upon the curriculum of the academic disciplines. 
Sampling technique 
Stratified sampling was the appropriate sampling technique for this study since the 
sample was from pre-existing and pre-determined groups (Cohen, 1977; Kenney 1975; 
Sprinthall, Schmutte & Sirois, 1991). Stratified sampling assures the researcher that the 
sample will be representative of the population in terms of factors used as a basis for 
stratification (Borg & Gall, 1989). 
Level of Confidence 
In statistical testing, alpha (a) denotes the acceptable error rate for the test being used. 
Therefore, if alpha is set at .05, this means the researcher is willing to accept five false 
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decisions out of 100 (Winer, Brown, & Michels, 1991). Alternatively, beta (P) is the power 
of the test to reject the null hypothesis correctly when it is false (Winer, Brown, & Michels, 
1991). A Type I error can be made by a researcher if the null hypothesis is mistakenly 
rejected (Rosenberg, 1990). Alternatively, a Type n error is made when a null hypothesis that 
is false is not rejected (Rosenberg, 1990). Howell (1987) proposed that, in educational or 
psychological research, a Type I error is much more serious than a Type n error since the 
rejection of the null hypothesis often leads to some action. For example, implementing a 
program for a large institution may result in potential harm. 
Alpha is used by psychologists and educators when there is no opportunity to 
recapture subjects for a second test (Cronbach, 1951). For this study, an alpha of .05 was 
used based on the recommendation by Cohen (1977) indicating that when eflFect size is 
unknown, medium effect size (.05) is generally used. 
Variables of the Study 
Dependent 
The dependent variable in this study was the score from the perceived 
technological problem-solving ability (PTPSAI) instrument constructed by the researcher. 
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Independent 
The primary independent variables in this study were the respondents' 
demographic characteristics such as; program affiliation (technology or humanities), 
undergraduate freshmen through senior levels, prior work experience, and grade point 
average. 
Degree Programs 
Degree programs are programs offered by the universities mcluded in this study that 
offer degrees upon the successful completion of required course work. Technology programs 
included students with majors in aviation technology, automotive technology, construction 
technology, electronic technology, graphic arts, industrial technology, and manufacturing 
technology. Humanities programs mcluded students with majors in one of the following 
areas: history, philosophy, English language, literature, and writing. Participants identifying 
any of the above degree programs as their major were included in the study. 
Other areas related to technology and humanities disciplines not named above were 
also included in the study. They included engineering, mathematics, arts, and cultural studies 
degree programs. For example, aerospace engineering, civil engineering, chemical 
engineering, computer engineering, electrical engineering, industrial engineering, and 
mechanical engineering were also components of this study. Mathematics programs such as 
mathematics, applied math, calculus, geometry, modem mathematics, and statistics were also 
included. In addition, art programs such as drawing, painting, photography, ceramics, 
sculpture, interior design, music, and theater were considered as well as cultural studies 
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including anthropology, foreign languages, American culture, American civilization, foreign 
cultures, and world civilization. Any other programs mentioned on the participants response 
forms that were related to technology, engineering, mathematics, the arts, cultural studies, or 
humanities programs, however, were not included. 
Instrument Development 
PTPSAI 
The PTPSAI is an instrument developed by the researcher that was designed to 
measure the perceived technological problem-solving abilities of college students. It is a 
completely new instrument that is similar to the PSI developed by Heppner (1988) in the 
survey design. 
The PTPSAI was constructed by initially developing 49 questions as face valid 
indicators extracted from a pool of questions posed to a panel of experts (Appendix A). The 
items were randomly arranged and given to 23 students from Iowa State University as a pilot 
study. A principal components factor analysis was performed on the responses using the 
Statistical Package for the Social Sciences (Nie, Hull, Jenkins, Steinbrenner, & Brent, 1970). 
The analysis yielded 7 factors with eigenvalues greater than 1.2, which accounted for 48 
percent of the common variance (Appendix B). Eigenvalues associated with each factor can 
be found in Table 3.1. 
The PTPSAI instrument was modified to contain only the questions that were relevant 
to those 7 factors. Thirteen questions were eliminated from the instrument, and 10 
demographic questions were added. The survey was then distributed and a total of 430 
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Table 3.1. Seven factors that accounted for 48 percent of the common variance in 
preliminary development of FTPS AI 
Factor Eigenvalue PctofVar Cum Pet 
1 5.35692 14.9 14.9 
2 3.60119 10.0 24.9 
3 2.66046 7.4 32.3 
4 1.69210 4.7 37.0 
5 1.46051 4.1 41.0 
6 1.28460 3.6 44.6 
7 1.23753 3.4 48.0 
usable instruments were collected from the participants. A second factor analysis was 
performed on the responses. The analysis yielded one factor with an eigenvalue of 5.36, 
which accounted for 14.9 percent of the common variance. After varimax rotation and 
retention of only those items with factor loadings above .34, the resulting single factor. Factor 
#1, contained 15 items. Items contributing to the factor are shaded in Table 3.2. Factor 
loading and the item-to-part correlations for all 36 questions are also included. 
PSI 
The PSI is a standardized self-reported measure designed to assess individuals' 
perceptions of their problem-solving behavior and attitudes. It is a self-rating questionnaire, 
whose measure should not be considered equivalent with actual problem-solving skills 
(Heppner, 1988). 
The PSI was constructed by initially developing 50 statements as face valid indicators 
of five stages common to most problem-solving models: general orientation, problem 
definition, generation of alternatives, decision making, and evaluation. The items were 
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Table 3.2. Factor loadings after varimax rotation 
Question Var 1 Var 2 Var 3 Var 4 Var 5 Var 6 Var 7 
Qll  .51077 .10358 .36328 .09097 -.09500 -.15027 -.12799 
Q12 -.38621 .35644 .17054 .14290 .16627 .09348 -.10818 
QI3 .23754 .21636 .54996 .18229 .11004 -.15785 .03417 
Q14 .46698 .17108 .14646 -.03517 -.41692 -.14253 .03523 
Q15 -.44206 .31394 .18114 -.13959 .18098 .04036 -.29732 
Q16 .46688 .26049 -.11142 -.18470 -.14971 -.13583 -.09277 
Q17 -.33391 .38047 .16916 .02860 .31503 -.02715 .15824 
Q18 .47454 .01724 .43844 -.21078 .23551 -.00816 .12344 
Q19 -.41828 .40253 .05791 -.07439 -.00638 -.17286 .42203 
Q20 .59990 .12185 .25993 -.07052 .07904 .01570 -.13704 
Q21 -.34841 .38848 .15563 .03553 -.22788 -.23038 .00205 
Q22 .13511 .35197 .18642 -.07532 -.22801 -.45523 -.02907 
Q23 .51111 .19257 .04000 .17610 -.13692 -.07712 .15983 
Q24 .63859 .07834 -.06304 .10258 -.24212 .07711 .23517 
Q25 -.34300 .27222 .09725 -.28717 .24377 .05407 -.07167 
Q26 -.18415 .35307 .16686 .07483 .23687 -.17192 .15843 
Q27 .31759 .24875 -.09047 -.36344 -.15651 .19127 .06495 
Q28 .45826 .31668 .02170 -.37830 -.19141 .07910 -.18125 
Q29 -.36361 .37712 .18991 -.42106 .03974 -.03117 -.10801 
Q30 -.14462 .45798 -.23784 -.30429 -.24388 .04482 -.02186 
Q31 -.09600 .38985 .49837 -.03727 -.14943 .34803 -.01077 
Q32 .30147 .32634 -.40568 -.18097 .14902 .22708 .23715 
Q33 .15006 .35884 -.35430 .06158 .25833 -.33430 -.05953 
Q34 .10739 .45994 -.30925 .12711 .09428 -.10195 -.41538 
Q35 .03721 .41817 -.10784 -.20844 -.06700 .07748 -.16053 
Q36 47854 .30088 .01483 .00847 .15544 -.09823 .16632 
Q37 -.28919 .11705 .54412 .31235 -.15546 -.05738 -.17564 
Q38 :54380 .19064 -.08105 .35382 .06178 -.10438 .25070 
Q39 .26846 .33289 -.37871 .26825 .28418 .22609 -.09303 
Q40 -.35762 .46786 -.36665 .30224 -.35797 .15711 -.02028 
Q41 .62092 .22802 -.00625 -.01962 .38567 .04780 -.00090 
Q42 -.41318 .49953 -.09631 .00496 .07022 -.05011 .38536 
Q43 -.01733 .20073 .31754 .41277 .02853 .12982 -.18277 
Q44 ;6^09 .10745 .03444 .06395 .15447 .16648 -.25846 
Q45 -.13863 .48261 -.33661 .41737 -.17187 .10932 -.10576 
Q46 .05113 .19458 .42930 .07236 -.09573 .58714 .25135 
Shaded values represent factor loadings over 0.30 
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randomly order, rewritten so that scales would contain an equal number of positive and 
negative statements about problem solving, and given to a sample of 150 students from a 
midwestem university. A principal components factor analysis was performed on the 
responses using the Statistical Package for the Social Sciences (Nie, Hull, Jenkins, 
Steinbrenner, & Brent, 1970). The analysis yielded 10 factors with eigenvalues greater than 
1.00, which accounted for 65 percent of the common variance. Three factors were extracted 
after a skree test was used to identify only the major common factors (Cattell, 1965). After 
varimax rotation and retention of only those items with factor loadings above 0.30, the 
resulting factor contained 11, 16, and 5 items. Items contributing to each factor (for 
Heppner's PSI) are presented in Appendbc B. 
Demographics 
To collect necessary information for the current study, the researcher developed a 
form to collect demographic information from selected participants. The following data were 
collected for this study: gender, age, ethnicity, college major, degree program, level of college 
study, current cumulative grade point average, overall number of years of work experience, 
number of years of work experience related to present major area of study, and area of 
concentration in high school. 
Design of the Study 
The study was designed to determine if university students' perspectives of their 
technological problem-solving skills improve as they progress through their degree program. 
Three attributes were analyzed to determine whether these factors contribute to the changes in 
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perspectives, if changes are found. The attributes studied were work experience differences, 
prior work experience, and grade point average. The design was a quasi-experimental 
nonequivalent design (Campbell & Stanley, 1969; Kenney, 1975; Sprinthall, Schmutte, & 
Sirois, 1969) that utilized a cross-sectional approach (Borg & Gall, 1983; Sprinthall, 
Schmutte, & Sirois, 1991). By using a cross-sectional study, the researcher was able to 
identify differences in the perspectives of students in the freshman and senior classes of both 
disciplines. This contrast was used to determine if the curriculum, and thus the classroom 
instruction, contributed to an increase in the students' belief that they increased their ability to 
solve problems throughout their educational program of study at the three universities. 
Significant differences between these distinctly different sample blocks will provide 
insight into the unique nature of technological problem-solving. This information will 
contribute to empirically-based research in technological problem-solving. This foundation is 
essential to the subsequent development, alignment, and delivery of a curriculum to develop 
problem-solving competencies. 
Quasi-experimental research 
This study used a quasi-experimental design because purely random assignments of 
subjects to the experimental and control groups were not possible with this study. Different 
treatment groups were identified and separated by academic major. These two groups were 
nonequivalent groups because they were pre-selected and not randomly assigned by the 
researcher. Since the data of freshmen, sophomore, junior, and senior samples for this study 
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were collected at the same time, the circumstances lead themselves to the use of a quasi-
experimental design (Campbell & Stanley, 1969). 
Instrument development 
To develop a survey instrument, prior literature on problem solving was collected from 
Iowa State University's Parks Library and University of Missouri-Columbia's Ellis Library. A 
prior instrument, developed by P. Paul Heppner (1988), who developed the PSI (Problem-
solving Inventory) discussed in detail in the literature review in Chapter 2, was analogous to 
this study. A list of relevant questions was then devised by the current researcher and sent via 
e-mail to "experts" in the technology field (Appendix C). Knowledgeable experts identified 
relevant questions for the survey instrument and suggested changes where needed. Once the 
information was collected from the knowledgeable experts, appropriate changes were made to 
the instrument. 
The researcher then conducted a pilot study of 23 students to determine the usability 
of the instrument and procedures. A factor analysis was performed to determine whether the 
set of variables could be reduced to a smaller number of factors (Borg & Gall, 1989). 
Following the revisions of the instrument based on the analysis, a total number of 950 surveys 
were distributed in Humanity and Technology courses at ISU, CMSU, and MU. 
A six-point Likert scale was implemented for this study, ranging from choices a 
through f (a = not at all like me, b = very little like me, c = a little like me, d = somewhat like 
me, e = a lot like me, and f = extremely like me). Each participant was asked to respond to 
46 
each question and use the scale to indicate how he or she would solve technological problems 
in given situations. 
Data collection 
A Human Subjects Approval form was submitted to the University Human Subjects 
Review Committee at Iowa State University to obtain permission to use human subjects for 
data collection purposes (see Appendix D). The survey consisted of a letter of introduction 
with a telephone number to call the researcher regarding questions relevant to the survey 
packet, a demographic survey, the survey instrument, and a corresponding bubble sheet for 
responses. Participants were assured that all of the information provided to the researcher 
would be treated confidentially and would be analyzed by groups of data collected. 
Surveying Procedures 
Nine hundred and fifty survey packets were distributed to professors who administered 
them to students attending Humanities or Technology courses at Iowa State University, 
University of Missouri-Columbia, or Central Missouri State University. Each packet included 
a letter of introduction (Appendbc E), a demographic questionnaire (Appendix F), and the final 
version of the PTPSAI (Appendix G). The letter of introduction provided the participant with 
a phone number where the researcher could be contacted and instructions for the instrument 
(Appendix H). All information provided by participants was treated confidentially and 
reported in groups. Participation in this study was voluntary. 
The demographic questionnaire requested information on the participants' gender, age, 
ethnicity, college major, degree program, level of study, cumulative grade point average. 
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overall work experience, work experience related to the major area of study, and the area of 
concentration in high school. Finally, the perceived technological problem-solving instrument 
requested responses from students regarding their personal problem-solving techniques. 
Null Hypotheses 
The following null hypotheses were tested: 
1. There is no statistically significant difference between the means of the Perceived 
Technological Problem-solving Abilities Instrument (PTPSAI) scores for technically-
oriented and nontechnically-oriented college students. 
2. There is no statistically significant difference of means in technological problem-solving 
ability scores on PTPSAI for freshmen, sophomores, juniors, and seniors students. 
3. There is no statistically significant difference in technological problem-solving ability 
scores on the PTPSAI between students with different work experiences. 
4. There is no statistically significant difference in PTPSAI scores between levels of prior 
work experience in the major field of study. 
5. There is no statistically significant difference in PTPSAI scores for different levels of 
GPA. 
Data Analysis 
The Statistical Package for the Social Sciences (SPSS), version 6.01, was used to 
analyze the data. Calculations such as factor analysis, reliability, and t-tests of means or one­
way analysis of variance (ANOVA) were performed. The resuhs of the differences in sample 
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means helped determine whether population means were significantly different fi-om each 
other. 
Factor analysis 
A factor analysis was performed to determine whether a set of variables could be 
reduced to a smaller number of factors in this study (Borg & Gall, 1989). A pilot study of 46 
questions was distributed to 23 participants. Once the study was conducted, results were 
computed and analyzed. Ten questions were eliminated fi"om the actual study based on the 
factor analysis. Ten demographic questions were also added to the beginning of the 
instrument for the primary study. A second factor analysis was performed after the data from 
the primary study were collected to narrow the study to only one factor measuring students' 
perception of problem-solving ability. 
Reliability 
The reliability of a measure refers to its capacity to yield similar scores on the same 
individual when tested under diflferent conditions or at diflferent times. The level of reliability 
required for tests is determined largely by the nature of the research in which you plan to use 
these measures (Borg & Gall, 1989). The reliability of the test designed in this study was 
0.81, which, according to Cronbach (1957a), is moderately high for a quasi-experimental 
design. 
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ANOVA (one-way) 
A one-way ANOVA was completed to compare the mean test scores extracted from 
the reliability tests. The F values indicate whether sample means of the various factors 
represented in the experiment differ significantly from one another, and whether various 
factors interact significantly with one another (Borg & Gall, 1989). 
Summary 
This chapter focused on the research methodology of the study. The chapter began 
with an explanation of the research questions, population and sample size, variables, and 
instrumentation. Following the introductory framework, the design of the primary study, data 
collection, and procedures were presented. This section explained the basis for the 
researcher's structure of the study. The chapter concluded with an examination of the null 
hypotheses and the statistical methods used to analyze the data. The next chapter reports the 
data collection and analysis. 
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CHAPTER 4. RESULTS AND FINDINGS 
The results, techniques of data analysis, and findings of the study are presented in this 
chapter. The organization is subdivided into the following sections: (a) Restatement of the 
Purpose; (b) Internal Reliability of the Instrument; (b) Data Analysis; and (c) Findings of the 
Study. 
Restatement of the Purpose 
The purpose of the study was to explore the concept of technological problem-solving 
abilities of students. Specifically, the purpose of the study was (1) to identify students' 
perspectives of their technological problem-solving abilities to determine if significant 
differences existed in the problem-solving abilities of technical (industrial technology) versus 
nontechnical (humanities) students; and (2) to ascertain if curriculum has an impact on 
problem-solving ability. 
Internal Reliability Estimate of the Instrument 
The instrument developed and used in this study was the Perceived Technological 
Problem-Solving Abilities Instrument (PTPSAI). The major areas of study assessed were 
Technology-Engineering-Mathematics (TEM), and Humanities-Arts-Cultural Studies (HAC). 
Undergraduate students fi-om three universities participated in this study: (a) University of 
Missouri-Columbia (MU); (b) Central Missouri State University (CMSU); and (c) Iowa State 
University (ISU). 
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The internal reliability of the PTPSAI was computed using Cronbach's alpha for each 
factor. Table 4.1 presents the calculated estimates of the internal reliability of technological 
problem-solving ability. The standardized item alpha (reliability) equaled .816, which 
indicates an acceptable value for the results collected from this particular type of study (i.e., 
using human subjects). The item mean of 4.125 with a variance of .0826 also indicates the 
instrument has high internal reliability. 
Figure 4.1 graphically depicts the reliability testing results. The total size of the 
sample is N = 430, with mean of 61.9, and standard deviation of 9.73. As shown, the 
resulting distribution falls under a normal curve. Therefore, the results from statistical analysis 
of the data are not affected by departures from normality. 
Table 4.1. Internal reliability of the Problem-Solving Abilities Instrument (PTPSAI) 
Mean Minimum Maximum Range Min/Max Variance 
Item means 4.125 3.593 4.644 1.051 1.293 .0826 
Item variances 1.510 1.260 2.043 0.782 1.621 .0336 
Inter-item 0.343 -0.010 0.737 0.747 -77.052 .0233 
covariances 
Inter-item 0.228 -0.006 0.480 0.486 -80.635 .0101 
correlations 
Reliability coeflBcients for 15 items 
Alpha = .815 
Standardized item alpha = .816 
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Figure 4.1. Total scores of final 15 questions for the PTPSAI. 
Data Analysis 
Data collection and sampling 
One dependent variable was sought in the study: total scores from the final 15 
questions from each respondent. The independent variables were freshmen, sophomores, 
juniors, and seniors. The discipline variables were divided into two levels: (a) Technology-
Engineering-Mathematics (TEM); and (b) Humanities-Arts-Cultural Studies (HAC). The 
academic level of college study of the students referred to their university ranking (freshman, 
sophomore, junior, or senior students). The Statistical Package for the Social Sciences 
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(SPSS) on PC (version 6.01) was used to analyze the data. The statistical level of significance 
for the rejection of the null hypotheses for this study on an a priori basis was set to a = .05. 
Descriptive statistics 
A total of430 usable instruments were analyzed in this study. Demographic 
information of the students participating in the study represented N=430, although smaller 
numbers of observations were available for subsequent statistical analysis owing to missing 
data on certain variables. 
During the spring semester of 1997, data were collected from the participants who 
were comprised of freshmen through graduating senior students from three universities: 
University of Missouri-Columbia (MU), Central Missouri State University (CMSU), and Iowa 
State University (ISU). These three universities were selected to reduce the risk of potential 
bias due to institutional differences. The students were from departments representing two 
different categories Technology-Engineering-Mathematics (TEM), and Humanities-Arts-
Cultural Studies (HAC). 
As described in previously, 430 students were selected from the population at the 
three target universities. To ensure that the maximum possible amount of usable data were 
collected from approximately 430 students, the population was over-sampled. Figure 4.2 
illustrates the distribution of the number of participants from each university. As shown in the 
figure, the highest number of student surveys collected were gathered from CMSU, with a 
total of 211, or 51% of all the tests returned. The second highest number was from ISU, 
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MU 
CMSU / 
51% 
Figure 4.2. Percentage distribution of the number of participants from each university 
where 137 surveys were collected, or a rate of 38% of the total numbertests returned. The 
lowest number was from MU, with a total number of 37 surveys collected, or 11% of all the 
tests returned. Descriptive information about the number of students, their degree program, 
and their college level of study are reported in Table 4.2, and illustrated in Figure 4.3a and 
4.3b. As the statistics reveal, the highest percentage of students were sophomores (26.3%). 
There were nearly the same percentage of seniors (22.3) and freshmen (22.1), closely 
followed by juniors (20.2). 
Table 4.2. Class status level of students taking the PSTSAI 
Class status level Frequency Percent 
Freshman 96 22.3 
Sophomore 113 26.3 
Junior 87 20.2 
Senior 95 22.1 
Other 39 9.1 
Senior 
Junior 
Sophomore 
Freshman 
Freshman Sophomore Junior Senior 
pMU 17 9 6 5 
isisu 2S 27 32 53 
jOCMSU 51 76 47 37 
S Freshman 
• Sophomore 
• Junior 
S Senior 
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Figure 4.3 a). Descriptive information and b). cumulative description about the number of 
students, their degree program, and their college level of study 
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Demographic characteristics 
As a part of this study, demographic information on the students who participated in 
the study were gathered for the following variables: (a) gender; (b) age; (c) ethnic/cultural 
background; (d) college major, (e) degree program; (f) level of college study; (g). GPA; (h) 
overall work experience; (i) work experience in major area of study; and (j) high school area 
of concentration. The demographic information of the 430 stratified randomly selected 
students is shown in Table 4.3. 
The findings for the category of gender indicated that most of the students were male 
(Figure 4.4). Of the total population, 299 were males (69.5%) and 131 were females 
(31.5%). For the category of ethnicity, the largest percentage (80.2%) were white (non-
Hispanic) Figure 4.5. For the category of college major, the largest percentage of students 
(60.7%) were fi-om the area of Technology, Engineering, and Mathematics. Of the remainder, 
Humanities, Arts, and Cultural Studies students comprised 11.2% of the total sample and 
28.1% were fi-om other disciplines (non-technical, non-humanities courses). Therefore, 
overall 39.3% of the sample were in non-technical disciplines. For the category of degree 
program, the majority of the participants (87.2%) were in Bachelor's degree programs, 6.3% 
in Master's, and 4.4% in Ph.D. programs. The remaining 2.1% did not indicate being in a 
degree program. 
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Table 4.3. Demographic information of the students who participated in the study (N=430) 
Variable Category Number Percent 
Gender Male 299 69.5 
Fenude 131 30.5 
Age 17-20 188 43.7 
21-26 176 41.0 
27 & Above 66 15.3 
Ethnicity White 345 80.2 
Black 18 4.2 
Other 67 15.6 
College Major T. E.M 261 60.7 
H.A.C 48 11.2 
Other 121 28.1 
Degree Program Bachelor 375 87.2 
Master 27 6.3 
Ph.D 19 4.4 
No degree 9 2.1 
College Level Freshmen 96 22.3 
Sophomore 113 26.3 
Junior 87 20.2 
Senior 95 22.1 
Other 39 9.1 
GPA First Semester 6 1.4 
0.0-2.0 25 5.8 
2.1-2.5 109 25.3 
2.6-3.0 125 29.1 
3.1-3.5 97 22.6 
3.6-4.0 68 15.8 
Work Experience 1-3 years 128 29.8 
4-6 years 167 38.8 
7-9 years 69 16.0 
10 & above 66 15.3 
Work Related to Major 0 years 107 24.9 
1-3 years 256 59.5 
4-40 years 67 15.6 
Major in High School Mathematics 43 lO.O 
Business 30 7.0 
English 29 6.7 
Science 61 14.2 
General Studies 174 40.5 
Industrial Technology 62 14.4 
None 31 7.2 
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31% 
Figure 4.4. Gender distribution of participants in the study 
White 
80% 
other 
16% Black 
4% 
Figure 4.5. Ethnic distribution of participants in the study 
Hypotheses Testing 
This section presents the results of the statistical analysis employed to test each 
hypothesis. The order in which each hypothesis is discussed follows the original order of 
hypotheses presented in Chapter 3. The one-way analysis of variance (ANOVA) technique 
was used to test each hypothesis. The hypotheses were tested for the main effect of the 
independent variable. Using ANOVA permits a comparison of the means of the independent 
variables (Borg & Gall, 1983). First, each of the five hypotheses is explained and then the 
results and the statistical procedures to obtain those results are presented. 
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Hypothesis 1: There is no statistically significant difference between the PTPSAI scores for 
technology and humanities students. 
The results of ANOVA revealed that there is a significant difference between the two 
academic disciplines (F prob. value = .0062) (see Table 4.4). Based on the results of the 
statistical analysis. Hypothesis 1 was rejected. As a result, there are significant differences in 
the PTPSAI scores of humanities and technology students. 
Table 4.4. Summary of one-way ANOVA between the PTPSAI scores for technology and 
humanities students 
Source df Sum of Squares Mean Squares F Ratio F Prob. 
Between groups 1 644.51 644.51 7.59 .0062 
Within groups 307 26086.80 84.97 
Total 308 26730.80 
Mean; technology = 62.86; humanities = 58.88 
Hypothesis 2: There is no statistically significant difference in the PTPSAI scores among 
freshman, sophomore, junior, and senior students. 
The results of ANOVA revealed that there is a significant difference in the PTPSAI 
scores among fi-eshman, sophomore, junior, and senior students (F prob., value = .0006) (see 
Table 4.5). A post hoc multiple comparison utilizing the Scheffe method with a significance 
level of .05 revealed a significant difference in the PTPSAI scores between fi-eshmen and 
sophomores compared to seniors. Based on the results of the statistical analysis. Hypothesis 2 
was rejected. As a result, there are significant differences in the PTPSAI scores among 
fi-eshmen, sophomores, juniors, and seniors. 
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Table 4.5. Summary of one-way ANOVA for the PTPSAI scores among freshmen, 
sophomore, junior, and senior students 
Source df Sum of Squares Mean Squares F Ratio F Prob. 
Between groups 3 1641.55 547.18 5.96 .0006 
Within groups 387 35556.18 91.88 
Total 390 37197.73 
Mean: freshmen =59.15 
sophomore =60.37 
junior = 63.00 
senior = 64.36 
Hypothesis 3: There is no statistically significant difference in the PTPSAI scores among 
students with different years of work experience. 
The results of ANOVA revealed that there is a significant difference in PTPSAI scores 
among students with different years of work experience (F prob., value = .0287) (see Table 
4.6). 
Table 4.6. Summary of one-way ANOVA for the PTPSAI scores among students with 
different years of work experience 
Source df Sum of Squares Mean Squares F Ratio F Prob. 
Between groups 3 853.44 284.48 3.04 .0287 
Within groups 426 39801.51 93.43 
Total 429 40654.95 
Mean: 0-3 years = 60.72 
4-6 years = 61.17 
7-9 years = 64.54 
10 & above = 63.17 
Based on the results of the statistical analysis. Hypothesis 3 was rejected. As a result, there 
are significant differences in the perceived differences in the FTPS AI scores of students with 
different years of work experience. By utilizing a contrast statement in the ANOVA, 
significant differences were observed among the different years of work experience. A 
significant difference existed between students with work experience ranges fi-om 0-3 years 
and the combined group of 4-6 years, 7-9 years, and 10 years and above. A significant 
difference was also found between students with work experience ranges from 7-9 years and 
the combined group of 0-3 years, 4-6 years, and 10 years and above. The comparison of 
students with 0-3 years and 4-6 years with those having 7-9 years and 10 years and above of 
work experience also yielded a significant difference (see Table 4.7). 
Table 4.7. Pooled Variance Estimate of combined groups of students with different years of 
work experience 
Group Comparisons Value S. Error T Value D.F. T Prob. 
G3 vs. Gl,2,4 8.5556 3.8590 2.217 426.0 .027 
Gl,2 vs. G3,4 5.8165 2.0147 2.887 426.0 .004 
G1 vs. G2,3,4 6.7143 3.1462 2.134 426.0 .033 
G1 = 0-3 years G2 = 4-6 years G3 = 7-9 years G4 = 10 years and above 
Hypothesis 4: There is no statistically significant difference in PTPSAI scores between levels 
ofprior work experience in the major field of study. 
The results of ANOVA revealed that there is no significant difference in PTPSAI 
scores between levels of prior work experience in the major field of study (F prob., value = 
.0591) (see Table 4.8). Based on the results of the statistical analysis. Hypothesis 4 was not 
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Table 4.8. Summary of one-way ANOVA for PTPSAI scores and work experience in the 
major field of study 
Source df Sum of Squares Mean Squares F Ratio F Prob. 
Between groups 2 535.04 267.52 2.85 .0591 
Within groups 427 40119.91 93.96 
Total 429 40654.95 
Mean: prior work experience in the major field of study 0 year = 59.99 
prior work experience in the major field of study 1-3 years = 62.65 
prior work experience in the major field of study 4 & above = 61.96 
rejected. As a result, there were no significant differences in PTPSAI scores between levels 
of prior work experience in the major field of study. 
Combined interactions of the two main effects (work in the major field of study and 
work experience) were analyzed using ANOVA. The results indicated a significant 
difference in students' scores with different years of work experience. However, a significant 
difference was not found in prior work experience in the major field of study. In addition, a 
significant difference was found in the combination of the two main effects (see Table 4.9). 
Table 4.9. Summary of one-way ANOVA for combined interactions of work experience 
and work experience in the major field of study 
Source of Variation Sum of Squares DF Mean Square F Sig of F 
Main Effects 1290.823 5 258.165 2.781 .017 
NEW WMJ 437.378 2 218.689 2.356 .096 
NEW_WRK 755.786 3 251.929 2.714 .045 
Explained 1290.823 5 258.165 2.781 .017 
Residual 39364.129 424 92.840 
Total 40654.951 429 94.767 
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Hypothesis 5: There is no statistically significant difference in PTPSAl scores for different 
levels of GPA. 
The results of ANOVA revealed that there is a significant difference in PTPSAl 
scores for different levels of GPA (F prob., value ^ .0001) (see Table 4.10). 
A post hoc comparison utiliidng the Scheflfe test with a significance level of .05 revealed 
significant differences in the PTPSAl scores of students with different ranges of GPA. The 
PTPSAl scores of students with GPAs in the range of 0.0-2.0 were significantly lower than 
those of students who had GPAs m the range of 2.6-3.0, 3.1-3.5, and 3.6-4.0. 
In addition, the PTPSA instrument scores of students with GPAs of 2.1-2.5 were significantly 
lower than those of students with GPAs of 3.1-3.5 and 3.6-4.0. Based on the results of the 
statistical analysis. Hypothesis 5 was rejected. As a result, there are significant differences in 
PTPSAl scores for different levels of GPA. 
Table 4.10. Summary of one-way ANOVA for the means of the PTPSAl scores and GPA 
Source df Sum of Squares Mean Squares F Ratio F Prob. 
Between groups 4 3378.89 844.72 9.57 .0001 
Within groups 419 36984.45 88.27 
Total 423 40363.34 
Mean: GPA 0.0-2.0 = 54.08 
GPA 2.1-2.5 = 59.49 
GPA 2.6-3.0 = 62.07 
GPA 3.1-3.5 = 63.90 
GPA 3.6-4.0 = 65.38 
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Findings of the Study 
From an analysis of the data collected from 430 students, the following results were 
revealed. 
5. There was a significant difference in the PTPSAI scores of humanities and technology 
students (Figure 4.6). 
2. There was a significant difference in the PTPSAI scores among freshmen, 
sophomores, juniors, and seniors. A post hoc comparison utilizing the Scheffe test 
with a significance level of .05 revealed a significant difference in the PTPSAI scores 
between freshmen and sophomores compared to seniors (Figure 4.7). 
Technok)©  ^ Humanities 
Figure 4.6. Mean for the PTPSAI scores for Humanity and technology 
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Figure 4.7. Mean for the PTPSAI scores for freshman, sophomore, and senior students 
3. There was a significant difference in PTPSAI scores among students with different 
years of work experience. A contrast statement in the ANOVA with a significance 
level of .05 revealed significant differences among the different years of work 
experience. 
4. Significant differences existed between students with work experience ranges from 0-3 
years and the combined group of 4-6 years, 7-9 years, and 10 years and above. 
Significant differences were also found between students with work experience ranges 
from 7-9 years and the combined group of 0-3 years, 4-6 years, and 10 years and 
above. The combined groups of 0-3 years with 4-6 years and 7-9 years v^th 10 years 
and above also yielded a significant difference. 
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5. There was no significant difference in PTPSAI scores between levels of prior work 
experience in the major field of study. The findings revealed a significant difference in 
the combination of the two main effects. Further findings reveal that students with 7-9 
years of work experience with no work experience in his/her major field of study had 
the highest PTPSAI mean score. A majority of students who participated in this study 
had fi'equencies falling between 4-6 years and 7-9 years of work experience (see 
Figure 4.8). 
1 Years of Work 
1 Experience 
0-3 Y 4-6 Y 7-9 Y 10 Y& 
Above 
60.26 
(46) 
58.38 
(47) 
65.56 
(9) 
62.60 
(5) 
61.40 
(77) 
62.73 
(104) 
63.62 
(39) 
64.06 
(36) 
54.40 
-12 
59.19 
(16) 
65.81 
(^ 
62.00 
(25) 
Figure 4.8. Cross tabulation of the Means and (Frequencies) of work experience and work 
experience in the major field of study 
6. There was a significant difference in PTPSAI scores for different levels of GPA. A 
post hoc comparison utilizing the Scheffe test with a significance level of .05 revealed 
significant differences in the PTPSAI scores of students with different ranges of GPA. 
The PTPSA instrument scores of students with GPAs in the range of 0.0-2.0 and 2.1-
2.5 were significantly lower than those of students who had GPAs in the range of 3.1-
3.5 and 3.6-4.0 (Figure 4.9). 
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Figure 4.9. Comparison of means for the PTPSAI scores by GPA 
In addition, the PTPSAI scores of students with GPAs of 0.0-2.0 differed from those with 
GPAs of 2.6-3.0, 3.1-3.5, and 3.6-4.0. Likewise, the PTPSAI scores of students with GPAs 
of 2.1-2.5 differed from those with GPAs Figure 4.8. Comparison of means for the PTPSAI 
scores by GPA of 3.1-3.5 and 3.6 to 4.0. Based on the results of the statistical analysis. 
Hypothesis 5 was rejected. As a resuh, there are signijBcant differences in PTPSAI scores for 
different levels of GPA. 
The findings from the statistical analysis were presented in this chapter. The results 
indicated that technology students were able to solve technological problems easier than 
students with a liberal arts background. In addition, the findings indicated that senior students 
were better problem solvers compared to freshman and sophomore students. 
The study also showed that having work experience has a positive effect on solving 
problems. More specifically, students with work experience between 7-9 years are better 
Summary 
problem solvers compared to the other three groups combined. In addition, the combination 
of students with work experience from 4-6 years, 7-9 years, and 10 years and above were also 
found to be better problem solvers than students with 0-3 years of work experience. Also, the 
grouping of 0-3 years with the 4-6 years of work experience compared to the grouping of 7-9 
years and 10 years of work experience and above, indicated that the latter groups were better 
problem solvers. However, work experience in the field of study does not enable students to 
solve technological problems more easily. 
Further evidence supports the conclusion that students with higher GPAs were better 
problem solvers, and more specifically that students with GPA scores between 2.6-3.0, 3.1-
3.5, and 3.6-4.0 solved technological problems better than did students with GPA scores of 
0.0-2.0 and 2.1-2.5. 
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CHAPTER 5. SUMMARY, FINDINGS, CONCLUSIONS, AND 
RECOMMENDATIONS 
Within the preceduig chapters the problem of the study, purpose, literature review, 
methodology, data analysis, and findings were presented. The purpose of this chapter is to 
present a summary of the previous chapters and of the findings, draw conclusions, and make 
recommendations based on the findings of the study. 
Summary 
The purpose of this study was to determine the perception of university students in 
two different and distinct disciplines, technology and humanities, and their perceptions of 
technological problem-solving ability. Specifically, this study attempted to answer the 
following research questions: 
1. Is there a significant difference m the perceptions of technological problem-solving 
ability between technologically-oriented and nontechnologically-oriented university 
students? 
2. Is there a significant difference in technological problem-solving ability between 
freshmen, sophomores, juniors, and seniors measured by mean scores on the FTPS AI? 
3. Is there a significant difference in technological problem-solving ability between students 
with different work experiences measured by mean PTPSAI scores? 
4 Is there a significant difference in mean PTPSAI scores for different amounts of prior 
work experience? 
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5. Is there a significant difference in mean PTPSAI scores for different levels of GPA ? 
Findings of the Study 
The findings and results of the study were presented in Chapter 4. The findings are 
sunmiarized by hypotheses. 
Findings by hypothesis 
Five hypotheses were tested and this section summarizes the results of the tests. 
Hypotheses 1 through 5 were tested using the one-way ANOVA procedure. In addition, the 
Scheffe post-hoc procedure was utilized in testing hypotheses 2 and 5. All hypotheses were 
tested at the .05 level of significance. 
Hypothesis 1 The purpose of this hypothesis was to determine if significant 
differences existed in the PTPSAI scores for technology and humanities students. Based on 
the findings (F = 7.59; p = 0.0062), and comparing the means of the above two groups (TEM 
= 62.86 , HAC = 58.88) the following deductions could be made: 
Considering the existence of a significant difference in the technological problem-solving 
ability between students fi'om technology and humanity disciplines, and comparing the means 
of the above two groups, it is safe to state that; Students fi'om the Technology discipline are 
more confident in solving technological problems than students fi'om the Humanities 
discipline. 
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Hypothesis 2 The purpose of this hypothesis was to determine if significant 
differences existed in the PTPSAI scores among fi-eshmen, sophomore, junior, and senior 
students. Based on the findings (F = 5.96; p = 0.0006), and comparing the means of the 
above four groups of fi-eshmen = 59.15, sophomore = 60.3 7, junior = 63.00, and senior = 
64.36, the following deductions could be made. There are significant differences in the 
PTPSAI scores of fi-eshman, sophomore, junior, and senior students. In addition comparing 
the means for the above four group indicates that as students progress in their academic level 
their perception of problem solving increases as well. 
Hypothesis 3 The purpose of this hypothesis was to determine if significant 
differences existed in the PTPSAI scores among students with different years of work 
experience. Based on the findings (F =3.04; p =.0287), and comparing the means of the 
above four groups; (0-3 years = 60.72, 4-6 years = 61.17, 7-9 years = 64.54, and 
10 & above = 63.17), the assumption of work experience having no effect on the perception 
of students on their problem-solving ability was denied. Furthermore, there is no linear 
increase in the means of the above 4 groups in the years of work experience. It was observed 
that the students with 7-9 years of work experience had the highest confidence in problem 
solving followed by students with 10 years and above. 
Hypothesis 4 The purpose of this hypothesis was to determine if significant 
differences existed in PTPSAI scores between levels of prior work experience in the major 
field of study. Based on the findings (F =2.85; p =.0591), and comparing the means of the 
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above three groups; (0 years = 59.99, 1-3 years = 62.65, 4 years & above = 61.96), it was 
concluded that prior work experience in the field of study did not have a significant effect on 
students perception of technological problem solving. 
Hypothesis 5 The purpose of this hypothesis was to determine if significant 
difierences existed in PTPSAI scores for different levels of GPA. Based on the findings (F 
=.0001; p =9.57), and comparing the means of the above four groups: (GPA 0.0-2.0 = 54.08, 
2.1-2.5 = 59.49, 2.6-3.0 = 62.07, 3.1-3.5 = 63.90 AND 3.6-4.0 = 65.38), the assumption of 
GPA having no effect on the perception of students on their problem-solving ability was 
denied. Furthermore, there is a linear increase in the means of the above 4 groups in the 
results of PTPSAI. It was observed that the students with higher GPA exhibit higher 
confidence in their problem-solving ability. 
Conclusions 
This study was designed in an attempt to identify students' perspectives of their 
technological problem-solving abilities to determine if significant differences existed. The 
ability to solve technological problems is a significant element of industrial technology as the 
need to solve these types of problems increases substantially within the next decade. Job 
growth and career opportunities are projected to be greatest in emerging and/or high-
technology occupations as the twenty-first century nears, and a diverse, competitive 
workforce will then be necessary to revitalize America's competitive edge (Chowdhury, 
1996). 
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Considering the fact that many educational researchers, including Johnson (1988b), 
Beyer (1984), and Glaser (1984), stress the lack of emphasis on problem solving in college 
curriculum, and accentuate the need for this important attribute, more emphasis must be 
concentrated on the development of problem-solving abilities in our society. However, often 
school curricula bombard students with one-shot exposures to literally dozens of skills at each 
grade level, assuming that scholars can master these skills on the first introduction. To 
remedy perceived deficiencies in skills, many authors of instructional materials and curriculum 
developers have emphasized the quantity of skills to be taught, not the quality of the teaching. 
Course texts provide students with "exposures" or one-time encounters with skills the authors 
believe are necessary for student development. However, learning a skill to any significant 
level of competence requires much more than a single, vague encounter (Beyer, 1984). 
Many educators do not understand the problem-solving process and mistake simple 
recall for higher-order thinking (Beyer, 1984). The nature of human thinking and problem 
solving is a significant part of current investigation in cognitive psychology. Evidence fi"om 
this research shows that educators and administrators are developing curriculum that teaches 
knowledge of the "basics" without encouraging thinking and mindfialness (a higher-order 
skill). Studies by Browning dating back to 1928 suggest that drill made children faster and 
better at "immature" and cumbersome procedures, but fail to develop the kinds of competence 
that could evolve fi-om an understanding of number concepts. In an effort to improve 
students' problem-solving abilities, a multitude of problem-solving instructional materials and 
supplements have been published that attempt to overcome this barrier (Glaser, 1984). 
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Another area of concern in technological problem solving is the way industrial 
technology instructors teach their students. Typically, these instructors solve laboratory 
learning problems where all of the "hands-on" activities are demonstrated by the educator to 
the students and all of the technological problem-solving activities have been performed by the 
instructor. The instructor also structures the problem to insure success, eliminating the need 
for student interaction and problem solving (Simon, 1973; Johnson, 1988b). 
The lack of emphasis on technological problem solving is evidenced by the limited 
literature pertaining to the field. The limited amount of research helps explain why industrial 
education classes do not focus on the development of problem-solving skills as effectively as 
they could (Johnson, 1988b). In an effort to remedy the current dilemma facing the American 
educational system, educators, administrators, and government oflBcials must look more 
closely to identiiy how to reach the skills necessary to meet the demands of the 21" century. 
They must identify those traits necessary to put the United States in a competitive position. 
Recommendations 
This study used a quasi-experimental design with nonequivalent groups and a cross-
sectional approach to investigate the differences among university students in their perception 
of their own technological problem-solving ability. To advance the knowledge base, the 
following further studies are recommended. 
1. This study was based on the limitation that students were aware of this study, and an 
assumption was made that responses were reported honestly when answering the 
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questions in PTPSAI. Actual technological problem-solving ability should be studied 
and compared to ensure the accuracy of the results. 
2. This study mcluded disciplines that were identified as being as far apart fi-om each other 
as possible. Other disciplines such as medicine, law, or graphics should be studied as 
they might require different level of insight for technological problem solving. 
3. This study used a cross-sectional approach. A longitudinal study should replicate this 
study to investigate the differences among university students in their perception of 
technological problem-solving ability. 
4. The design of this study was quasi-experimental. A true experimental study 
investigating differences in technological problem solving of university students should 
be conducted with the following groups: (a) the first group of students receives courses 
in technological problem solving, (b) the second group receives courses in problem 
solving, (c) the third group receives neither training. Each group should be measured on 
their actual technological problem-solving ability before and after the treatment. A 
comparison of these three groups will us help understand the effects of technological 
problem solving ability. 
5. This study revealed differences in the perceptions of students in technological problem 
solving. More detailed studies should be conducted to explore the differences in 
perceptions of students in various disciplines. Exploratory and qualitative research 
methods are recommended since Technological Problem Solving is still new in 
education. 
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6. It was found that senior students perceived themselves as better technological problem 
solvers compared to freshman and sophomore students. Further investigation into the 
nature and scope of various concepts and utilization of techniques in problem solving 
would provide valuable insights. An evaluation of the effectiveness of the training 
students in technological problem solving would also prove worthwhile. In addition, the 
training needs of instructors would also be necessary if the concept of technological 
problem solving is to be deployed throughout the organization. 
7. The applicability and implementation of technological problem solving in the university 
setting needs to be investigated further. Additional research is needed to identify the 
most effective method of teaching the concept of technological problem solving for 
educational settings. 
8. As the number of universities implementing technological problem solving increases, 
there will be a need for measuring quality improvement efforts. Thus, various methods 
and techniques need to be examined. 
9. The results of the factor analysis suggested that further revision of the instrument is 
necessary. The revised instrument could be tested on a larger sample selected from 
departments of technology to produce a more valid instrument. 
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APPENDIX A. PRIMARY INSTRUMENT 
Technological Problem Solving Inventory 
Directions: The way in wiiich people respond to technological problems differs. The statements on this 
inventory deal with how people react to technological problems and difGculties with technology in their 
day-to-day lives. Technological problem-solving involves skills or processes that contain a series of 
steps one must go through to create a solution to a technological problem. A technological problem is 
one that involves some difBculty, need, or complex activity that is associated with or involved with 
technology as a primary focus or component (Heppner, 1988; Wu, 1994). 
Please respond to the items as honestly as possible in an effort to most accurately portray how you 
handle such technological problems. Your responses should reflect what you actually do to solve 
technological problems, not how you think you should solve them. 
Please answer every item. 
Read each statement and indicate the extent to which you agree or disagree with that statement, using 
the scale provided. Please record your responses in the attached bubble sheet. 
Very little A little 1 SomeHlat A rot i Eslr i^teiy 
Ukeme like me 1 like me Skeaie 1 Ukejttfe 
a b c 1 d e 1 f 
1. When confix)nted with a problem, I am able to visualize the final solution (outcome) before solving. 
2. When solving a problem I take extreme precautions. 
3. When solving a problem I follow safety procedures. 
4. When solving a problem, I tend to choose the most thorough way to arrive at a solution. 
5. After solving a problem, I examine the outcome under different variables (test/retest). 
6. When solving a problem, I tend to choose the shortest way to arrive at a solution. 
7. When solving a problem, I do not follow safety procedures. 
8. When solving a problem, I tend to use my own approach rather than the expected method. 
9. After solving the problem, 1 evaluate my procedure to find an easier method to solve similar problems. 
10. Before solving a problem, I take into account the possibility of harm/danger to my surroundings or me. 
11. When solving a problem, if a new problem arises 1 stop and re-evaluate my procedure. 
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12. When conironting a problem, I start implementing steps until I solve the problem. 
13. Before solving a problem, I do not take into account the possibility of harm/danger to my surroundings or 
me. 
14. I do not always have a systematic procedure to solve eveiy problem. 
15. Each problem is a new problem in itself and I do not relate it to other problems. 
16. I do not see a need to predict the final result when I am solving a problem. 
17. When solving a problem, I do not take extreme precautions. 
18. Once I have solved a problem, I do not feel it is necessary to test the solution. 
19. When solving a problem if a new problem arises. I do not stop and re-evaluate my procedure. I continue 
solving the current problem. Once I have found a solution, I solve the new problem. 
20. I am confident that I can solve any problems if given enough time. 
21. Once I come up with a solution for a problem I cannot think of any other reasonable or appropriate 
solution. 
22. When I am confironted with a problem I sometimes find myself solving similar problems irrelevant to my 
current situation. 
23. I take into account factors that could indirectly affect the problem 1 am dealing with. 
24. When I am confirmed with a problem, I consider all solutions and analyze one against the other. 
25. When I am confit)nted with a problem, I do not consider all solutions and analyze one against the other. 
26. When woddng on a solution for a problem, I can easily identify and explain the specifics of the problem. 
27. When solving a problem, I find myself rushing to complete the task at hand. 
28. When confi'onting a problem, I use manuals, books, etc. to help me solve the problem. 
29. When solving a problem, I have a systematic procedure to approach the problem. 
30. If I am not initially successfiil at solving a problem, I become uneasy and lack confidence in future 
attempts at solutions. 
31. When solving a problem, I choose the expected method rather than an unconventional method to solve a 
problem. 
32. When confix)nting a problem, I rely solely on myself for the solution. 
33. When solving a problem, I rather work alone. 
34. When confionting a problem, I tend to get help fi-om an expert, instead of relying solely on myself for the 
solution. 
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35. When solving a problem, I rather work in a group. 
36. When working with a partner on a problem. I have complete trust in his/her judgment. 
37. When woridng with a partner on a problem, I rather use my own ideas than his/hers. 
38. When working with a partner on a problem, I will implement the first solution that we have in common. 
39. When woiidng with a partner on a problem, I tend to take the lead. 
40. When woridng with a partner on a problem, I tend to give ideas without getting involved. 
41. When woridng with a partner on a problem, I will discuss the solution prior to implementation. 
42. When woridng with a partner on a problem, I will use his/her ideas. 
43. When working with a partner, I let my partner take the lead. 
44. When working with a partner on a problem, I tend to give ideas and get involved in the solution. 
45. When working with a partner on a problem, I do not discuss the solution prior to implementadon. 
46. When working with a partner on a problem, if my soludon for the problem fails, I find it very difBcult to 
offer suggestions for future trouble-shooting of the problem. 
47. When working with a partner on a problem, if my soludon for the problem fails. I condnue to offer ideas 
in hopes of unveiling the soludon. 
48. When solving a problem with a partner. I like to implement his/her soludon first 
49. When solving a problem with a partner. I tend to put less effort in the soludon of the problem than if I 
woric alone. 
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APPENDIX B. FACTOR ANALYSIS 
OF THE PRIMARY INSTRUMENT 
Variable Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 Factor 7 Factor 8 
VAR001 -.11289 .17145 .18001 .40083 -.05992 .66959 .08786 . .03836 
VAR002 -.61674 .25559 .44991 .20218 -.05183 -.13893 -.16249 -.04240 
VAR003 -.40254 .36445 .14453 .06064 .12611 .25182 .05950 -.33699 
VAR004 -.51631 .61909 -.15302 .18278 .17024 -.12006 .00423 .23536 
VAR005 -.35210 .49109 -.35757 .20239 -.10882 .23027 .16697 -.01698 
VAR006 -.08252 -.26367 .04691 .00795 .01014 -.02793 .14277 -.72824 
VAR007 .12054 -.15380 -.00378 -.17416 -.38019 -.63500 .24003 -.01022 
VAR008 .28609 .31523 -.03661 .58181 -.13766 .31535 -.02878 .25187 
VAR009 -.10327 .12061 -.31185 .75066 .04021 .04706 -.12051 -.19599 
VAR010 -.55750 -.14737 -.00968 .61389 .07094 .27598 -.04177 -.16106 
VAR011 -.54709 .14912 -.07560 .43042 .12667 .06116 -.00313 -.21987 
VAR012 -.13718 .32160 .81314 .06426 .05927 -.03351 -.03043 .00190 
VAR013 .08046 .44824 -.09377 -.19273 .19700 -.41162 .16472 -.25418 
VAR014 .39133 -.02785 .11370 .39076 -.39456 -.13362 .09013 .04677 
VAR015 .04223 -.73309 .06114 -.01789 -.06522 -.26765 .18084 -.12418 
VAR016 .14433 -.50685 -.18720 -.39185 .31144 -.07308 .25249 .45635 
VAR017 .65204 .30284 -.31074 -.05065 .19540 -.27319 .04948 .15817 
VAR018 .53470 -.47074 .33904 -.14540 .34606 -.00714 .01341 .12686 
VAR019 .23904 -.11994 .55147 -.09692 .10004 -.34695 .52209 .03540 
VAR020 .16933 .11691 -.21658 -.11225 -.18687 .79475 -.08934 .06228 
VAR021 .16576 -.14239 .28223 -.11703 .71342 -.03918 .06763 .34999 
VAR022 .08518 .82253 .32009 -.01412 .19534 -.04216 .15006 -.04476 
VAR023 -.23550 .29818 .20478 .75137 -.02080 .08562 -.01083 .20381 
VAR024 -.23410 .72493 -.24979 .25475 -.11705 .30056 .01746 .02976 
VAR025 .35606 -.46842 .37830 -.36787 .13818 -.23854 .00966 -.00752 
VAR026 -.14591 .30068 -.40231 .41180 .40501 .37645 .03352 .03849 
VAR027 .12761 -.22247 .55465 -.28079 .29293 .47173 -.13658 .18630 
VAR028 -.19103 .60860 -.29555 .03323 .50203 .09306 -.03871 .29327 
VAR029 -.25355 .55027 .23039 .24850 .48983 .25715 .07505 -.26729 
VAR030 .05714 -.04985 .25595 -.15045 .19667 -.61053 .10588 .40680 
VAR031 -.03387 .21995 -.02920 -.21111 .74637 -.18279 -.12258 -.21942 
VAR032 .66028 -.13908 .18831 -.06290 -.01864 -.23547 -.00258 .02158 
VAR033 .88241 -.12711 .06813 -.04463 -.02423 .17511 -.13846 -.03249 
VAR034 -.57698 .32335 -.24778 .20141 .36157 .12103 .11990 .26309 
VAR035 -.63068 .31978 -.25804 -.06884 -.14896 -.14564 .42794 -.01223 
VAR036 -.24688 .11933 -.27435 -.18233 .13518 -.00203 .75320 .07039 
VAR037 .48625 -.38117 -.11268 .37571 .26517 -.03227 -.30674 .22566 
VAR038 .12516 -.04691 -.14406 .20661 .76110 -.10336 .13468 .04856 
VAR039 -.14797 .03324 -.76825 .09526 .27938 .18634 -.14554 .09117 
VAR040 .74318 -.01294 .44051 .06403 .07953 .05585 .15058 .07641 
VAR041 -.00844 .59917 -.33849 .38751 .14588 -.03845 .26159 -.03227 
VAR042 -.29089 .00123 .02349 .11525 .00276 -.08566 .77008 .07761 
VAR043 .25024 -.05357 .49470 -.09598 -.15347 -.17447 .53873 -.45141 
VAR044 -.37116 .16055 -.75435 -.05035 -.00487 -.21927 .00197 .00660 
VAR045 .20759 -.73023 -.04861 -.16378 .35434 .13092 .34582 -.06148 
VAR046 .11477 -.16820 .16576 .09048 .06327 .03037 .47393 .57732 
VAR047 .01044 .28567 -.67754 .02815 .06547 .13749 .01093 -.03833 
VAR048 .24476 -.04034 .18917 -.03350 -.04247 -.08065 .83703 -.14222 
VAR049 .54010 .10728 .59761 -.07345 .11241 .16004 .09661 -.02131 
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APPENDIX D. HUMAN SUBJECTS APPROVAL FORM 
APPENDIX E. WRITTEN INSTRUCTIONS 
Last name of Piindpal Invesugator TaHaT-t 
Checklist for Attachinents an<i Time Schedule 
The fallowing are attached (please check): 
12. C Leuer or wriuen statement to subjects indicaang clearly: 
a) the purpose of the rseatch 
b) the use of any identifier codes (names. •"$). how they will be used, and when they will be removed (see item 17) 
c) an estimate of time needed for panicipaiion in the feseaich 
d) if applicable, the location of the research activity 
e) how you will ensure confidentiality 
f) in a longitudinal study, when and how you will contaa subjects later 
g) that panidpadon is voluntary: nonpanicipadon will not affect evaluadons of the subject 
13. • Signed consent form (if applicable) 
14. • Letter of ^roval for tcseaich from cixipetating organizadons or insntudons (if applicable) 
15. SDaa-gathering instruments 
16. Anddpated dates for contact with subjects: 
First contact Last contact 
17. If applicable: andcipated date that idendfiets will be removed fnnn completed survey instruments amUor audio or visual 
tapes will be erased: 
04/01/97 05/01/97 
Month/Day/Year Moiuh/Day/Year 
OS/02/97 
Monih/Day/Year 
18. Signature of Depanmental Execudve Ofiicer Date Department or Administradve Unit 
19. Decision of (he University Human Subjects Review Commiuee: 
[j Pniect not approved LJ No action required 
Pamcia M. Keiih 
Name of Comminee Chairperson Date Signature or Committee Chairperson 
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APPEIVDIX E. WRITTEN INSTRUCTIONS 
FOR PTPSAI ADMINISTRATION 
IOWA STATE IJMVERSriY 
OP SCIENCE AND TECHNOLOGY 
Tedfmofogy 
CoOegeofEducsti^ 
De|>aetmattofBKlitstri3l 
£(focatiosaiid 
50011-3130 
FAX (515)294-1123 
Dear Participants: 
I am a doctoral student woridng on my dissertation. My dissertation topic is on problem solving which 
involves undergraduate freshman and senior students. I am trying to find out the differences between 
freshman and senior students of distinct academic disciplines in their approach to technological 
problem solving. To do this, I need 15-20 minutes of your time. 
I would like you to answer the questions presented in this questionnaire. Although your participation is 
voluntary, your help would be greatiy appreciated because it could provide a great contribution to the 
understanding of problem solving processes among college students. If you have any questions 
regarding this questionnaire, please contact me at 573-446-1537. 
Instructions: 
1. Please DO NOT write your name on any part of the questionnaire or bubble sheet. This 
questionnaire is anonymous and the information you provide will in NO WAY affect you. 
2. Please answer the following questions as carefully as possible. 
3. Please answer your responses by filling in the bubble sheet with a No. 2 pencil. 
4. Please choose only one of the selections under each question. If you change your response, please 
erase the previous response completely. 
5. Please read the questions carefiiUy and remember that all information is for research purposes and 
will remain confidential. 
Thank you very much for your assistance. 
Farhad Jadali 
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APPENDIX F. DEMOGRAPHIC INFORMATION QUESTIONNAIRE 
DEMOGRAPHIC INFORMATION 
Please answer the following questions as caiefiilly as possible. Please be reminded that all information is 
for nwiarch purposes only and will remain confidential. Please DO NOT write your name anywhere on this 
instrument It is anonymous and the information you provide will in NO WAY afifect you. 
Please choose only one of the selections under each question. Whenever unsure, please specify your 
response by selecting NONE in your bubble sheet and SPECIFYING (writing) your answer in this 
questionnaire. 
Please marie your responses by filling the bubble sheet with a No 2 pencil. 
1. Gender a) Male b) Female 
2. Age a) 17-18 b) 19-20 c) 21-23 d) 24-26 
e) 27-30 0 31-35 g) 36-40 h) 41-46 
i) 47-55 j) None (Please specify ) 
3. Ethnicity/Cultural Background 
a) White (non-Hispanic) b) Black (non-Hispanic) c) Hispanic 
d) Asian/Pacific Islander e) American Indian /Alaskan Native 
f) None (Please specify ) 
4. Please indicate your current college major or probable major 
a) Technology such as: Aviation Technologf, Automotive Technology, 
Construction Technology, Electronic Technology, Graphic Arts, Industrial Technology, 
and Manufacturing Technology. 
b) Engineering such as: Aerospace Engineering, Civil Engineering, Chemical Engineering, 
Computer Engineering, Electrical Engineering, Industrial Engineering, and Mechanical 
Engineering. 
c) Mathematics such as: Mathematics, Applied Mathematics, Calculus, Geometry, Modem 
Mathematics, and Statistics. 
d) Humanities such as: History, Philosophy, English Language, Literature, and Writing. 
e) Arts such as: Drawing, Painting, Photography, Ceramics, Sculpture. Interior Design, 
Music, and Theater. 
f) Cultural studies such as: Anthropology, Foreign languages, American Culnire, 
American Civilization, Foreign Cultures, and World Civilization. 
g) None (Please specify ) 
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5. Please indicate your current degree program 
a) Bachelor's degree 
b) Master's degree 
c) Ph.D. 
d) None (Please specify) 
6. Please indicate your level of college study 
a) Freshman b) Sophomore c) Junior 
d) Senior e) 1" year graduate f) year graduate 
g) 3"^ year graduate h) 4"* year graduate Q None 
7. Please provide an estimate of your current cumulative (overall) grade point average 
a) 0.0-0.5 b) 0.6-1.0 c) 1.1-1.5 
d) 1.6-2.0 e) 2.1-2.5 f) 2.6-3.0 
g) 3.1-3.5 h) 3.6-4.0 i) None (Please Specify 
8. Please indicate your overall work experience (in years) 
a) 1 -  3 b) 4-6 c )  7 - 9  
d) 10 -  12 e) 13-15 f) 16 -  20 
g)21-25 h)26-30 i)30-40 
j) None (Please Specify ) 
9. Out of those years indicated in the previous question, please indicate your work experience related 
to your present major area of study (in years) 
a) 1-3 b) 4-6 c) 7-9 
d) 10 -  12 e) 13-15 f) 16 -  20 
g)21-25 h)26-30 i)30-40 
j) None (Please Specify ) 
10. Please indicate what was your area of concentration in high school 
a) Mathematics b) Business c) English and Fine Arts 
d) Science e) General Studies 0 Industrial Arts/Technology 
g) None (Please Specify ) 
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APPENDIX G. PERCEIVED TECHNOLOGICAL PROBLEM-
SOLVING ABILITY INSTRUMENT (PTPSAI) 
Technological Problem Solving Inventory 
Directions; The way in which people respond to technological problems differs. The statements on this 
inventory deal with how people react to technological problems and difficulties with technology in their 
day-to-day lives. Technological problem-solving involves skills or processes that contain a series of 
steps one must go through to create a solution to a technological problem. A technological problem is 
one that involves some difficulty, need, or complex activity that is associated with or involved with 
technology as a primary focus or component (Heppner, 1988; Wu, 1994). 
Please respond to each item below as honestly as possible in an effort to most accurately portray how 
you handle such technological problems. Your responses should reflect what you actually do to solve 
technological problems, not how you think you should solve them. Please answer every item. Read 
each statement and indicate the extent to which you agree or disagree with that statement, using the 
scale provided. Please record your responses in the attached bubble sheet. 
Not at all Vary little A little Somew^a^  ^ AM Eslmiielj 
ISceme like me like me l&erae like me like me 
a b c d e f 
11. When confronted with a problem, 1 am able to visualize the iSnal solution (outcome) before solving. 
12. Once I come up with a solution for a problem I cannot think of any other reasonable or appropriate 
solution. 
13. When solving a problem, I tend to use my own approach rather than the expected method. 
14. After solving the problem, I evaluate my procedure to find an easier method to solve similar 
problems. 
15. When I am confronted with a problem, I do not consider all solutions and analyze one against the 
other. 
16. When confronting a problem, I start implementing steps until I solve the problem. 
17. Each problem is a new problem in itself and I do not relate it to other problems. 
18. When woridng with a partner on a problem, I tend to take the lead. 
19. When working with a partner on a problem, if my solution for the problem fails, I find it very 
difBcuIt to offer suggestions for future trouble-shooting of the problem. 
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20.1 am confident that I can solve any problems if given enough time. 
21. When woridng with a partner on a problem, I tend to give ideas without getting involved. 
22. When I am confronted with a problem I sometimes find myself solving similar problems irrelevant 
to my current situation. 
23. I take into account factors that could indirectly affect the problem I am dealing with. 
24. When I am confronted with a problem, I consider all solutions and analyze one against the other. 
25. I do not see a need to predict the final result when I am solving a problem. 
26. When solving a problem, I find myself rushing to complete the task at hand. 
27. When confronting a problem, I use manuals, books, etc. to help me solve the problem. 
28. When solving a problem, I have a systematic procedure to approach the problem. 
29. When working with a partner on a problem, I do not discuss the solution prior to implementation. 
30. When solving a problem, I choose the expected method rather than an unconventional method to 
solve a problem. 
31. When confronting a problem, I rely solely on myself for the solution. 
32. When solving a problem I follow safety procedures. 
33. When confronting a problem, I tend to get help from an expert, instead of relying solely on myself 
for the solution. 
34. When woridng with a partner on a problem, I have complete trust in his/her judgment. 
35. When working with a partoer on a problem, I will implement the first solution that we have in 
common. 
36. When solving a problem, if a new problem arises I stop and re-evaluate my procedure. 
37. When solving a problem, I do not follow safety procedures. 
38. When working with a partaer on a problem, I will discuss the solution prior to implementation. 
39. When working with a partner on a problem, I will use his/her ideas. 
40. When working with a partner, I let my partner take the lead. 
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41. When woridng with a partner on a problem, I tend to give ideas and get involved in the solution. 
42. If I am not initially successful at solving a problem, I become uneasy and lack confidence in future 
attempts at solutions. 
43. When solving a problem, I do not take extreme precautions. 
44. When woridng with a partner on a problem, if my solution for the problem fails, I continue to offer 
ideas in hopes of unveiling the solution. 
45. When solving a problem with a partner, I like to implement his/her solution first. 
46. When solving a problem, I rather woric alone. 
The pattern for this instrument is derived fi-om the Problem Solving Inventory developed by P. Heppner 
(1988). 
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APPENDIX H. INTRODUCTION LETTER TO PARTICIPANTS 
April 1, 1997 
Dear Professor; 
I am a doctoral student at Iowa State University and am working on my dissertation. My 
dissertation focuses on technological problem-solving abilities of college students in various 
disciplines. For the successful completion of my dissertation, I need your assistance. 
To perform my study I need your help in the collection of the data. Could you please 
distribute the enclosed questionnaires and corresponding bubble sheets to your students? If 
possible, please send me an E-mail so I could send a packet of questionnaires to you for 
distribution in your classes. I also need to let you know that the questionnaire will only take 
less than 15 minutes of your class time. I will also enclose an envelope so you could 
return them to me via campus mail. 
Thank you very much for your participation in the data collection for my research. 
IOWA STATE UNIVERSITY College of Education 
OF SCIENCE AND TECHNOLOGY Department of Industrial 
Education and Technology 
209 A I. Ed. n 
Ames, Iowa 50011-3130 
Tel. (515)294-2195 
FAX (515)294-2195 
Sincerely, 
Farhad Jadali 
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