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Abstract
In this work, using the Gaussian Process, we explore the potentiality of future gravitational
wave (GW) measurement to probe cosmic opacity through comparing its opacity-free luminosity
distance (LD) with the opacity-dependent one from type Ia supernovae (SNIa). GW data points
are simulated from the third generation Einstein Telescope, and SNIa data are taken from the
Joint Light Analysis (JLA) or Pantheon compilation. The advantages of using Gaussian Process
are that one may match SNIa data with GW data at the same redshift and use all available data
to probe cosmic opacity. We obtain that the error bar of the constraint on cosmic opacity can be
reduced to σǫ ∼ 0.011 and 0.006 at 1σ confidence level (CL) for JLA and Pantheon respectively in
a cosmological-independent way. Thus, the future GW measurements can give competitive results
on the cosmic opacity test. Furthermore, we propose a method to probe the spatial homogeneity
of the cosmic transparency through comparing the reconstructed LD from the mock GW with the
reconstructed one from SNIa data in a flat ΛCDM with the Gaussian Process. The result shows
that a transparent universe is favored at 1σ CL, although the best-fit value of cosmic opacity is
redshift-dependent.
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I. INTRODUCTION
The unexpected dimming of the type Ia supernovae (SNIa) was first attributed to the
evidence of accelerating expansion of the universe [1, 2]. The usual explanation for this
phenomena, in the frame of the General Relativity, is the existence of an exotic component
with negative pressure, named as dark energy. Of course, there are also some other plau-
sible mechanisms dimming the SNIa, such as the non-conservation of the total number of
photon, which may be resulted by the presence of scattering and absorption of some opacity
sources [3], or by the non-standard mechanisms, such as scalar fields coupled non-minimally
with the electromagnetic Lagrangian [4–7] or oscillation of photons propagating in extra-
galactic magnetic fields into light axion [8–11]. Any changes in the photon flux during prop-
agation towards the Earth will affect the supernovae luminosity distance (LD) measures.
Although the cosmic accelerating expansion has been verified by many other astronomic
observations, such as large-scale structure [12], baryon acoustic oscillation (BAO) [13] and
cosmic microwave background [14], cosmic opacity still needs to be taken into consideration
since the cosmic acceleration rate and the cosmological parameters determined by the SNIa
measurements are highly dependent on the dimming effect. Thus, in the era of precision
cosmology, it is necessary to accurately probe the cosmic opacity with different observational
data sets and methods.
Over the past years, some tests on the cosmic opacity have been performed by using the
cosmic distance-duality relation (CDDR) which relates the LD DL with the angular diameter
distance (ADD) DA through the following identity
DL
DA
(1 + z)−2 = 1. (1)
Here, z is the redshift. This reciprocal relation was firstly proved by Etherington in
1933 [15] based on two fundamental hypotheses, namely, that light travels always along
null geodesics in a Riemannian geometry, and the number of photons is conserved in cosmic
evolution [16, 17]. Many works have been performed to test the CDDR through parame-
terizing DL(1 + z)
−2/DA = η(z) with different astronomical observations [9, 18–32]. Given
that the Riemannian geometry is used as the mathematical tool to describe the space time
of universe and photon traveling along null geodesic is more fundamental than the conser-
vation of photon number [33, 34], any violations of the CDDR most possibly indicate the
opaque of our universe. For an opaque universe, the photon flux received by the observers
is reduced by a factor e−τ(z), and the observed LD can be expressed to be [35],
DL,obs(z) = DL,true(z)e
τ(z)/2, (2)
where τ(z) denotes the optical depth related to the cosmic absorption, which is related with
the parametrization η(z) for the CDDR through eτ(z)/2 = η(z) [36]. Different observational
data, involving the the SNIa, the BAO, the galaxy cluster samples, the H(z) data, the
old passive galaxies and the gas mass fraction of galaxy clusters, have been used to probe
the cosmic opacity [8, 9, 37–44]. But, no significant opacity is obtained in these studies.
Because the presence of some opaque sources cannot be ruled out, it remains to be necessary
to employ additional tests on the cosmic opacity with various astronomical observations.
Recently, the joint detection of the gravitational wave (GW) event GW170817 with elec-
tromagnetic (EM) counterpart (GRB 170817A) from the merger of binary neutron stars
(NSs) [45–48] is the first time that a cosmic event can be investigated in both EM waves
and GWs, which opens a new era of multi-messenger cosmology. The application of GW
information in cosmology was first proposed by Schuts [49], who suggested that the Hubble
constant can be determined from GW observations using the fact that the waveform signals
of GWs from inspiraling and merging compact binaries encode distance information. So,
GW sources can be considered as standard sirens in astronomy, analogous to SNIa stan-
dard candles. Unlike the distance estimation from SNIa observations, one can, from the
GW observations, obtain the luminosity distances directly without the need of cosmic dis-
tance ladder since stand sirens are self-calibrating. This advantage of GW measurements
is that the LDs are opacity-free. If compact binaries are NS-NS or black hole (BH)-NS
binaries, the source redshift may be observed from EM counterparts that occur coinciden-
tally with the GW events [50–53]. Thus, the LD-redshift relation can be constructed by a
cosmological-model-independent way, which provides us an opportunity to make constraint
on the parameters of cosmology. Up to now, the simulated GW data have been used to
measure the cosmological parameters [50, 54–58], determine the total mass of neutrino [59],
investigate the anisotropy of the universe [60, 61], constrain the evolving Newton’s constant
G [62], and test the CDDR [32, 63].
More recently, Wei [64] proposed that an unbiased cosmic opacity test can be performed
by combining the opacity-dependent LD from SNIa Pantheon compilation with the opacity-
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free LD from future observational GW data with a choice criteria (∆z = zGW−zSN < 0.005)
while matching the SNIa data with GW data. Then, with this choice criteria, Qi et al. [65]
obtained similar investigation of cosmic opacity by combining SNIa JLA and Pantheon
compilations with future GW data. Both of them found that future GW measurements will
be at least competitive with current tests on cosmic opacity. However, it should be noted
that one has to take care of the errors due to the mismatch between SNIa and GW data
by using the choice criteria. Meanwhile, some available data points are discarded, since the
distribution of the number density of SNIa data is different from that of the GW data in
some redshift region. Thus, if one has new method to avoid these problems, more reliable
results can be obtained, which is the motivation for our present paper.
In this work, we employ the Gaussian Process [66, 67] to reconstruct the continuous LD
function from the GW standard sirens mocked with the future Einstein Telescope (ET).
So, every SNIa LD has the corresponding GW one with the same redshift obtained from
the reconstructed GW LD function, and then all the available data points can be used to
explore the potentiality of future gravitational wave (GW) measurement on probing the
cosmic opacity. The advantages of the Gaussian process method are non-parametric and
cosmological-model-independent, and this method has been widely employed to reconstruct
the equation of state of dark energy [53, 67] and test cosmography [68]. It was also used
to test the CDDR [63]. In our analysis, two parameterizations: τ(z) = 2ǫz (P1) and
τ(z) = (1 + z)2ǫ − 1 (P2) are adopted to describe the cosmic optical depth. In addition,
we obtain the continuous function of cosmic optical depth τ(z) through comparing the
reconstructed LD from GW with the reconstructed one from the JLA SNIa data. Our
results show that, compared with the current analyses, measurements of future GW events
are very powerful to probe the cosmic opacity.
II. SNIA SAMPLES AND SIMULATED GW DATA
In order to explore the potentialities of future GW measurements on testing the cosmic
opacity, we compare the observed LD obtained from the JLA [69] or Pantheon [70] SNIa
compilation with the opacity-free one from the mocked measurements of future GW events.
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A. JLA and Pantheon SNIa data
JLA SNIa compilation contains a set of 740 spectroscopically confirmed data points com-
piled by the Sloan Digital Sky Survey(SDSS)-II supernova survey [71], the Supernova Legacy
Survey (SNLS) survey [72] and a few from Hubble Space Telescope SNIa measurements [73]
in the redshift range 0.01 < z < 1.3. With the light-curve parameters, the distance modulus
of a SNIa has the form
µ = mB − (MB − α× x+ β × c), (3)
where mB is the rest-frame peak magnitude in the B band, x is the time stretching de-
termined by the shape of the SNIa light curve and c is the supernova color measurement
at maximum brightness. These parameters are all derived from the observed light-curve,
and thus are independent of any cosmological model. α and β characterize the shape and
color corrections of the light-curve, and MB is absolute magnitude of the SNIa. These three
nuisance parameters are assumed to be constants for all the SNIa. It has been found that
(α, β,MB) = (0.141±0.006, 3.101±0.075, 19.05±0.02) at 1σ CL [69] by fitting the JLA data
with the flat ΛCDM model, and (α, β,MB) = (0.141± 0.006, 3.102± 0.075, 19.10± 0.03) by
fitting the Plank+WP+JLA+BAO data with a model which has a constant equation of state
parameter (wCDM). In this paper, we firstly adopt these fitted values of (α, β,MB) from a flat
ΛCDM model to obtain the LD (DL) of SNIa through the relation µ(z) = 5 log10(DL(z))+25
with the uncertainty of DL being
σDL =
log10
5
DLσµ. (4)
The obtained LD of SNIa is shown in the left panel of Fig. (1). It is obvious that the
method used to probe cosmic opacity is cosmological-model-dependent (Named Method A).
In addition, in order to obtain the LD of SNIa with a model-independent way, we directly
take the observational quantities (mB, x, c) and their errors, and treat the nuisance parame-
ters (α, β,MB) as additional parameters. Then we assume them distributing uniformly over
appropriate prior ranges 0.120 < α < 0.160, 2.850 < β < 3.330 and 18.90 < MB < 19.20
which is a little larger than the ranges obtained from the ΛCDM model and wCDM model
at 3σ CL (named Method B).
Furthermore, we also take into consideration the Pantheon SNIa compilation released by
the Pan-STARRS1 Medium Deep Survey, which consists of 1048 data points up to redshift
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z ∼ 2.26. The LD distances of the Pantheon compilation are calibrated from the SALT2
light-curve fitter through applying the BEAMS with Bias Corrections method to determine
the nuisance parameters and taking account of the distance bias corrections [70]. Thus, we
obtain the distance modulus from µ = mB −MB by considering the nuisance parameters
MB to distribute uniformly over prior range 18.90 < MB < 19.20.
B. simulated GW data
We simulate the GW data based on the ET. The ET is the third generation of ground
based GW detector which will be able to detect GW signals to be ten times more sensitive in
amplitude than the advanced ground-based detectors. It can cover a wide range of frequency
1 ∼ 104 Hz up to redshift z ∼ 2 for the NS-NS and z ∼ 5 for the BH-NS mergers systems.
The strategy implemented with the future GW detectors has been discussed in Refs. [74–79].
The important question in data analysis is whether overlapping signals can be discriminated
by the future detectors in a GW signal-rich environment. It has been shown that algorithms
currently used to analyze LIGO and Virgo data are already powerful enough to detect the
sources expected in the future GW detectors [74, 75, 78, 79]. In the following, we will
summarize the process of simulating the GW samples.
The interferometers of ET GW detector is sensitive to the relative difference between two
distances, named strain h(t). The strain (h(t)), in the transverse-traceless gauge, is written
as
h(t) = F+(θ, φ, ψ)h+ + F×(θ, φ, ψ)h× , (5)
where F+,× is the beam pattern functions, ψ denotes the polarization angle, and θ, φ are
the angles which present the location of the source relative to the detector. Following the
analysis of Refs. [50, 74], the antenna beam pattern functions of the ET can be written as
F
(1)
+ (θ, φ, ψ) =
√
3
2
[
1
2
(1 + cos2(θ)) cos(2φ) cos(2ψ)− cos(θ) sin(2φ) sin(2ψ)] ,
F
(1)
× (θ, φ, ψ) =
√
3
2
[
1
2
(1 + cos2(θ)) cos(2φ) cos(2ψ) + cos(θ) sin(2φ) sin(2ψ)] . (6)
Considering the fact that the three interferometers have 60◦ with each other, fitted in an
equilateral triangle, the other two antenna pattern functions can also be derived from above
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equation, such as F
(2)
+,×(θ, φ, ψ) = F
(1)
+,×(θ, φ + 2π/3, ψ) and F
(3)
+,×(θ, φ, ψ) = F
(1)
+,×(θ, φ +
4π/3, ψ).
Following Refs. [50, 53, 60, 63, 74], the GW signals are from the merger of binary systems
with component masses m1 and m2. M = m1 + m2 is the total mass. The chirp mass is
defined as Mc = Mη
3/5, where η = m1m2/M
2 represents the symmetric mass ratio, while
the observed chirp mass can be written as Mc, obs = (1 + z)Mc, phys. Assuming that the
change of orbital frequency over a single period is negligible, for the waveform of GW, the
stationary phase approximation is applied to compute the Fourier transform H(f) of the
time domain waveform h(t)
H(f) = Af−7/6 exp[i(2πft0 − π/4 + 2ψ(f/2)− ϕ(2.0))], (7)
where the Fourier amplitude A is given by
A = 1
DL
√
F 2+(1 + cos
2(ι))2 + 4F 2× cos
2(ι)
×
√
5π/96π−7/6M5/6c , (8)
DL is the LD which can be derived from GW signals. t0 presents the epoch of the merger, ι
is the angle of inclination and ϕ(2.0) is the phase parameter. For the simulations, we adopt
the flat ΛCDM as the fiducial cosmological model with the model parameters being
h0 = 0.70, Ωm = 0.295, (9)
which are from the constraints of the SNIa JLA compilation [69]. Here, Ωm denotes the
present dark matter density parameter.
Given the waveforms of the GWs, the signal-to-noise ratio (SNR) for the network of three
independent ET interferometers has the form
ρ =
√√√√ 3∑
i=1
〈H(i),H(i)〉 , (10)
where the inner product is defined as the following equation
〈a, b〉 = 4
∫ fupper
flower
a˜(f )˜b∗(f) + a˜∗(f )˜b(f)
2
df
Sh(f)
, (11)
and here Sh(f) is the one-side noise power spectral density characterizing the performance
of a GW detector. flower represents the lower cutoff frequency which is fixed at 1 Hz, and
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fupper does the upper cutoff one decided by the last stable orbit (LSO), and fupper = 2fLSO,
where fLSO = 1/(6
3/22πMobs) is the orbit frequency at the last stable orbit. In this paper,
the catalogues of NS-NS systems and NS-BH systems are simulated with the masses of NS
and BH sampled by uniform distribution in the intervals [1, 2]M⊙ and [3, 10]M⊙ respectfully.
The ratio between NS-NS and BH-NS binaries is taken to be 0.03, and the signal is identified
as a GW events, only if the ET interferometers have a network SNR of ρ > 8.0 , as being
presented in the Advanced LIGO-Virgo network [50, 80].
The instrumental uncertainty of the LD from GW can be obtained by using the Fisher
information matrix. It is supposed that the LD DL is independent of the remaining GW
parameters (the inclination angle ι = 0), H ∝ D−1L , and the corresponding instrumental
uncertainty has the form
σinstDL ≃
2DL
ρ
. (12)
The lensing uncertainty from the weak lensing can be modeled as σlensDL = 0.05zDL [50, 53, 58].
Therefore, the uncertainty budget of DL for GW measurements can be obtained from the
following expression
σDL =
√
(σinstDL )
2 + (σlensDL )
2
=
√(
2DL
ρ
)2
+ (0.05zDL)2 . (13)
The redshift distribution of GW source observed on Earth can be expressed as [81]
P (z) ∝ 4πd
2
C(z)R(z)
H(z)(1 + z)
, (14)
where H(z) represents the Hubble parameter from the fiducial ΛCDM, dC is co-moving
distance, and R(z) is the redshift-dependent merger rate of binary systems, which is taken
as [50, 53]
R(z) =

1 + 2z, (z ≤ 1)
3
4
(5− z), (1 < z < 5)
0, (z ≥ 5).
(15)
A key question is that how many GW events with EM counterparts can be detected per
year for the future ET. The expected rates of NS-NS and binary BH-NS binary detections per
year for the ET are about the order 103−107 [51]. As predicted by Cai and Yang [50, 53, 63]
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with assumption of the middle detection rate around 105, about 102 GW measurements with
EM counterparts (duty cycle of 100% and the efficiency ∼ 10−3 of the total number of binary
coalescence) will be observed per year. More recently, with a more realistic scenario for the
detection of EM counterpart, Belgacem et al. also estimated that the number of GW BNS
events with EM counterparts will be about 39 ∼ 51 per year [58], if the GW events are
detected by third generation networks data (assuming a 80% duty cycle and the network
SNR threshold ρthresh = 12 for the GW detector) [76, 79] and the corresponding GW-GRB
coincidences are obtained by assuming a GRB detector with the characteristics of the X-
Gamma ray Imaging Spectrometer (XGIS).
In this paper, following the process from Ref. [50, 53, 63], we simulate 500 data points in
the redshift range 0 < z < 2.3, and show the results in Fig. (1). One can easily find that the
number density of JLA SNIa data is much larger than that of the GW in the redshift range
z < 0.3, and vice versa in the redshift range z > 1.0. So, if matching the GW data with the
SNIa data by using the choice criteria (∆z = zGW − zSN < 0.005), many SNIa data points
should be discarded. In order to employ all data to probe the cosmic opacity, we reconstruct
the continuous LD function from the mock GW data with the Gaussian Process.
III. GAUSSIAN PROCESS
Gaussian Process is a non-parametric smoothing technique used to reconstruct a continu-
ous function from the observed data. At each redshift point z, the reconstructed function is
also a Gaussian distribution with a mean value and Gaussian error bands. The outcome of
observational data points at any two redshifts zi and zj are correlated through a covariance
function κ(zi, zj) due to their nearness to each other. This covariance function depends on
a set of hyperparameters, and there is a wide range of possible candidates for it. As the
LD function versus redshift z is expected to be infinitely differentiable, we use the squared
exponential covariance function:
κ(zi, zj) = σ
2
f exp
[
− (zi − zj)
2
2l2
]
, (16)
where σf and l are two hyperparameters. σf gives the output variance and fixes the overall
amplitude of the correction in the y-direction, and l denotes the measure of the coherence
length scale of the correlation in the x-direction. This square exponential kernel is the
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simplest default kernel for Gaussian Process. One can calculate the values of the hyperpa-
rameters by maximizing the corresponding marginal log-likelihood probability function of
the distribution. The detailed description and analysis of the Gaussian Process can be found
in refs. [67, 82]. With the Gaussian method, we obtain the continuous function of the LD
from the simulated GW data, which is shown in the right panel of Fig. (1).
IV. METHOD
The most straightforward method to probe the cosmic opacity is to compare the observed
LDs with the opacity-free ones at the same redshifts. The relation between the observed
LD from SNIa and the true one from GW can be presented by DL,SN(z) = DL,GW(z)e
τ(z)/2.
Thus, the distance modulus of SNIa can be expressed as
µSN(z) = 5 log10DL,GW(z) + 25 + 2.5(log10 e)τ(z). (17)
The universe is transparent while τ = 0. All deviations from a transparent universe, which
occur possibly at some redshifts, will be encoded in the function τ(z). In our analysis, we
consider two different parameterizations for the τ(z): τ(z) = 2ǫz and τ(z) = (1 + z)2ǫ − 1.
By comparing the distance modulus given in Eq. (17) with the observed ones from
JLA or Pantheon, one can obtain the probability density of ǫ and ξ through P (ǫ, ξ) =
A exp[−χ2(ξ, ǫ)/2], where ξ denotes the nuisance parameters α, β, MB for JLA (MB for
Pantheon compilation), and A is a normalized coefficient, which makes
∫ ∫
P (ξ, ǫ)dξdǫ = 1.
The χ2(ξ, ǫ) has the form
χ2(ξ, ǫ) =
∑ [τ(z, ǫ) − τobs(ξ)]2
σ2τobs
. (18)
Here
σ2τobs = 2
[(
σDSN(z)
DSN(z)
)2
+
(
σDGW(z)
DGW(z)
)2]
, (19)
which is the error of τobs. When obtaining the probability distribution function of ǫ, we treat
(α, β,MB) as the nuisance parameters, which are marginalized with the uniform distributions
0.120 < α < 0.160, 2.850 < β < 3.330 and 18.90 < MB < 19.20 shown as in Section II.
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FIG. 1: The sample catalogues of the observed JLA SNIa from ΛCDM model (left panel) and
500 mock GW events of redshifts (right panel). The corresponding smoothed LD with Gaussian
Process method is also listed.
Data ǫ (P1) ǫ (P2)
ET × JLA (A∗) 0.004±0.008 0.002±0.010
ET × JLA (B∗) 0.009±0.011 0.008±0.0140.012
ET × Pantheon (B∗) 0.005±0.006 0.006±0.008
H(z) × Union (A) [8] −0.01±0.080.09 
H(z)× Union (A) [9] −0.04±0.080.07 
H(z)× Union2.1(A) [39] 0.06±0.180.18 
Clusters × Union2.1 (B) [44] 0.009±0.0590.055 0.014±
0.071
0.069
H(z) × Union2.1(B) [42] −0.01± 0.10 −0.01± 0.12
H(z)× JLA (B) [43] 0.07±0.1070.121 
ages of old objects × Union2.1 (B) [40] 0.016±0.0780.075 
ET × JLA (B) [65] 0.002± 0.035 −0.006± 0.053
ET × Panthoen (B) [65] 0.009± 0.016 0.015± 0.025
ET × Panthoen (B) [64] 0.006± 0.029 
TABLE I: The summary of maximum likelihood estimation results of ǫ for two parameterizations
respectively obtained from different observations. The ǫ is represented by the best fit value at 1
σ CL for each data set. The superscripts ∗ represent the results obtained from Gaussian Process
method in this work.
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V. RESULTS
Our results are shown in Fig.(2) and Tab.(I). One can see that the results from the
cosmological-dependent method (A) and the cosmological-independent one (B) are consis-
tent with a transparent universe at 1σ CL. The error bar from method B is about 20% larger
than that from method A, as there are more free variables in method B. Furthermore, the
results are almost independent on the parameterizations for τ(z), although P1 may offer a
stricter constraint on cosmic opacity than P2.
In Table I, we also give a comparison between our forecast results and the previous tests.
It is easy to see that all data support a transparent universe. However, our results are the
tightest constraints on the cosmic opacity. The error bars of our results are at least 80%
smaller than that from the combination of the Union (Union2.1) SNIa data and the Hubble
parameters [8, 9, 39, 42, 43], the Union2.1 SNIa compilation and the galaxy cluster data [44],
and the Union2.1 SNIa data and the ages of old objects [40]. In addition, the error bars are
nearly 60% smaller than the ones of Refs. [64, 65] from the simulated ET GW data and the
SNIa data under the choice criteria zGW − zSN < 0.005. It indicates that both the errors
from the mismatch between two kinds of observational data compilations and the available
data points discarded by using the choice criteria cannot be neglected.
In addition, we reconstruct the LD (DL(z)) as a smooth function of redshift z from the
JLA SNIa data points with the Gaussian Process, while the distance modulus are determined
with the fitted nuisances parameters (used in section II) from a flat ΛCDM model [69], and
the reconstructed results are shown in the left panel of Fig. (1). Then, following the Eq. (17),
the cosmic optical depth can be presented as
τ(z) = [µSN(z)− 5 log10DL,GW(z)− 25]/(2.5 log10 e). (20)
With the reconstructed results from the mock GW and SNIa data, we can obtain the con-
tinuous function of cosmic optical depth τ(z) with redshift z, and the results are shown in
Fig. (3). The divergence of τ(z) in the redshift range z < 0.1 may be resulted from the
absence of the mock GW data. From this figure, one can find that the best-fit value of
cosmic optical depth τ(z) monotonically increases in the redshift range 0.15 < z < 0.95,
and decreases in the range 0.95 < z < 1.40. Therefore, it suggests that the cosmic opacity
might be redshift-dependent, however no deviation from a transparent universe is found at
12
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FIG. 2: The likelihood distribution functions obtained from JLA with the cosmological-model-
dependent method (top), from JLA compilation with the model-independent method (middle),
and from Pantheon compilation with the model-independent way (bottom) respectively.
1σ CL. Our result is similar to the one from Ref. [83], in which the best-fit cosmic opacity
oscillates between zero and some nonzero values as the redshift varies.
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FIG. 3: The distribution of cosmic optical depth paramter τ(z) obtained with a cosmological-
dependent way.
VI. CONCLUSION
In General relativity, gravitational wave (GW) propagates freely in a perfect fluid without
any absorption and dissipation, thus the luminosity distance (LD) measurement of GW
provides us with an opportunity to probe cosmic opacity. More recently, cosmic opacity
is successively tested by combining the opacity-dependent LD from SNIa data with the
opacity-free LD from future observational GW data with a choice criteria (∆z = zGW−zSN <
0.005) in Refs. [64, 65], and the results show that future GW measurements will be at least
competitive with current tests on cosmic opacity. However, it should be noted that some
bias may be resulted by the mismatch of redshift between SNIa and GW data, and some
available data points should be discarded, while the choice criteria is used to match the GW
data with the SNIa data. Thus, in order to obtain more reliable results, in this work, we
employ Gaussian Process to probe the cosmic opacity through comparing LD from GW with
the one from type Ia supernovae (SNIa). 500 GW data points are simulated, and the SNIa
data are taken from the Joint Light Analysis (JLA) and Pantheon compilation. The purpose
of using Gaussian Process is to reconstruct the continuous function of LD from mock GW
measurements. Then, every SNIa data point has the corresponding GW one with the same
redshift obtained from the reconstructed result, and then all the available data points can
be used to probe the cosmic opacity. Furthermore, we discuss and obtain the continuous
redshift-dependent cosmic optical depth τ(z) by comparing the reconstructed LD from GW
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with the reconstructed one from SNIa data.
The results show that the best value of the continuous cosmic optical depth τ(z) varies
from a small negative value to a small positive one in the redshift region 0.1 < z < 1.4 as the
redshift varies, although no deviation from a transparent universe is found at 1σ CL. We also
obtain that the error bar of cosmic opacity σǫ ∼ 0.011 and σǫ ∼ 0.006 for JLA and Pantheon
respectively in a cosmological-independent way. Compared with the previous actual tests,
our result is nearly 80% smaller than that obtained by using the angular distances from
various astronomic observations, and it is nearly 60% smaller than that obtained by using
LD from future GWmeasurements in Refs. [64, 65] with a cosmological-independent method.
It can be concluded that, given the GW detectors are expected as the program of ET, future
measurements of GW may offer competitive constraints on the cosmic opacity. Therefore,
future GW measurement may provide us with an opportunity to investigate the spatial
homogeneity of the cosmic transparency, and it can be considered as a powerful tool to
probe cosmic opacity.
Acknowledgments
We very much appreciate helpful comments and suggestions from anonymous referees,
and helpful discussion from Mr. Puxun Wu. We also like to thank for helpful discussion
about the improvements of simulation process of GW data with Mr. Xuewen Liu and
the improvements of Gaussian Process in Python with Mr. Zhengxiang Li. This work
was supported by the National Natural Science Foundation of China under Grant Nos.
11147011, 11405052,11465011,and 11865011, the Hunan Provincial Natural Science Foun-
dation of China under Grant No. 12JJA001, the Foundation of Department of science and
technology of Guizhou Province of China under Grants No. J [2014] 2150 and the Foun-
dation of the Guizhou Provincial Education Department of China under Grants No. KY
[2016]104.
[1] A. G. Riess et al., Astron. J. 116, 1009 (1998).
[2] S. Perlmutter et al., Astrophys. J. 517, 565 (1999).
[3] J. A. S. Lima, J. V. Cunha and V. T. Zanchin, Astrophys. J. 742, L26 (2011).
15
[4] A. Hees, O. Minazzoli and J. Larena, Phys. Rev. D 90, 124064 (2014).
[5] R. F. L. Holanda and S. H. Pereira, Phys. Rev. D 94, 104037 (2016).
[6] R. F. L. Holanda, S. H. Pereira and S. Santos da Costa, Phys. Rev. D 95, 084006 (2017).
[7] A. Aguirre, Astrophys. J. 525, 583 (1999).
[8] A. Avgoustidis, L. Verde and R. Jimenez, J. Cosmol. Astropart. Phys. 06, 012 (2009).
[9] A. Avgoustidis, C. Burrage, J. Redondo, L. Verde and R. Jimenez, J. Cosmol. Astropart.
Phys. 10, 024 (2010).
[10] J. Jaeckel and A. Ringwald, Annu. Rev. Nucl. Part. Sci. 60, 405 (2010).
[11] C. Csaki, N. Kaloper and J. Terning, Phys. Rev. L 88, 161302 (2002).
[12] M. Tegmark, M. Strauss, M. Blanton, et al., Physical Review D 69, 103501 (2004).
[13] D. J. Eisenstein, I. Zehavi, D. W. Hogg, R. Scoccimarro, M. R. Blanton, R. C. Nichol, R.
Scranton, H. J. Seo, M. Tegmark, Z. Zheng, et al., Astrophys. J. 633, 560 (2005).
[14] D. Spergel et al., Astrophys. J. Suppl. 148, 170 (2003).
[15] I. M. H. Etherington, Phil. Mag. 15, 761 (1933); reprinted in Gen. Relativ. Gravit. 39, 1055
(2007).
[16] G. F. R. Ellis, Proc. Int. School of Physics Enrico Fermi (Varenna), Course XLVII, edited
by R. K. Sachs (Academic Press, New York, 1971), pp. 104C182; reprinted in Gen. Relativ.
Gravit. 41, 581 (2009).
[17] G. F. R. Ellis, Gen. Relativ. Gravit. 39, 1047 (2007).
[18] F. DeBernardis , E. Giusarma and A. Melchiorri, Int. J. Mod. Phys. D 15, 759 (2006).
[19] R. Lazkoz, S. Nesseris and L. Perivolaropoulos, J. Cosmol. Astropart. Phys. 07 012 (2008).
[20] M. Bonamenteet et al., Astrophys. J. 647, 25 (2006).
[21] E. De Filippis, M. Sereno, M. W. Bautz and G. Longo, Astrophys. J. 625, 108 (2005).
[22] R. F. L. Holanda, J. A. S. Lima and M. B. Ribeiro, Astron. Astrophys. 528, L14 (2011).
[23] R. F. L. Holanda, J. A. S. Lima and M. B. Ribeiro, Astrophys. J. 722, L233 (2010).
[24] M. Hickenet al., Astrophys. J. 700, 1097 (2009).
[25] Z. Li, P. Wu and H. Yu, Astrophys. J. 729, L14 (2011).
[26] X. L. Meng, T. J. Zhang and H. Zhan, Astrophys. J. 745, 98 (2012).
[27] P. Wu, Z. Li, X. Liu and H. Yu, Phys. Rev. D 92, 023520 (2015).
[28] G. F. R. Ellis, R. Poltis, J. P.Uzan and A. Weltman, Phys. Rev. D 87, 103530 (2013).
[29] R. S. Gonc¸alves, R. F. L. Holanda and J. S. Alcaniz, Mon. Not. R. Astron. Soc. 420, L43
16
(2012).
[30] R. F. L. Holanda, V. C. Busti F. S. Lima and J. S. Alcaniz, J. Cosmol. Astropart. Phys. 09,
039 (2017).
[31] X. Fu et al., Research in Astron. Astrophys., 8, 895 (2011).
[32] X. Fu, L. Zhou and J. Chen, Phys. Rev. D 99, 083523 (2019).
[33] J. P. Uzan, N. Aghanim and Y. Mellier, Phys. Rev. D 70, 083533 (2004).
[34] L. T. Santana, M. O. Calvao, R. R. R. Reis and B. B. Sif fert, Phys. Rev. D 95, 061501(R)
(2017).
[35] B. Chen and R. Kantowski, Phys. Rev. D 79 (2009) 104007; B. Chen and R. Kantowski, Phys.
Rev. D 80 044019 (2009).
[36] J. A. S. Lima, J. V. Cunha and V. T. Zanchin, Astrophys. J. 741, L26 (2011).
[37] S. More, J. Bovy and D. W. Hogg, Astrophys. J. 696, 1727 (2009).
[38] K. Liao, et al., Astrophys. J. 822, 74 (2016).
[39] R. F. L. Holanda and V. C. Busti, Phys. Rev. D 89, 103517 (2014).
[40] J. F. Jesus, R. F. L. Holanda, Gen. Rela. and Grav. 49,150 (2017).
[41] R. F. L. Holanda, K. V. R. A. Silva, V. C. Busti, J. Cosmol. Astropart. Phys. 03, 031(2018).
[42] K. Liao, Z. Li, J. Ming and Z. Zhu, Phys. Lett. B 718, 1166 (2013).
[43] K. Liao, A. Avgoustidis, and Z. Li, Phys. Rev. D 92, 123539 (2015).
[44] Z. Li, P. Wu, H. Yu and Z. H. Zhu, Phys. Rev. D 87, 103013 (2013).
[45] B. P. Abbott et al. (LIGO Scientific and Virgo Collab- orations), Phys. Rev. Lett. 119, 161101
(2017).
[46] B. P. Abbott et al. (LIGO Scientific and Virgo and Fermi- GBM and INTEGRAL Collabora-
tions), Astrophys. J. 848, L13 (2017).
[47] M. C. Daz, et al. (TOROS Collaboration), Astrophys. J. 848, L29 (2017).
[48] P. S. Cowperthwaite et al., Astrophys. J. 848, L17 (2017).
[49] B. F. Schutz, Nature 323, 310 (1986).
[50] W. Zhao, C. VanDenBroeck, D. Baskaran and T. G. F. Li, Phys. Rev. D 83, 023005 ( 2011).
[51] The Einstein Telescope Project, https://www.et.gw.eu/et/.
[52] S. Nissanke, D. E. Holz, S. A. Hughes, N. Dalal and J. L. Sievers, Astrophys. J. 725, 496
(2010).
[53] R. G. Cai and T. Yang, Phys. Rev. D 95, 044024 (2017).
17
[54] W. Del Pozzo, Phys. Rev. D 86, 043011 (2012); W. Del Pozzo, T. G. F. Li and C. Messenger,
Phys. Rev. D 95, 043502 (2017).
[55] R. G. Cai, Z. K. Guo and T. Yang, Phys. Rev. D 93, 043517 (2016).
[56] K. Liao, X. Fan, X. Ding, M. Biesiada and Z. Zhu, Nature Communications 8, 1148 (2017).
[57] J. Wei and X. Wu, Mon. Not. R. Astron. Soc. 472, 2906 (2017); J. Wei and X. Wu, and H.
Gao, Astrophys. J. 860, L7 (2018).
[58] E. Belgacem et al., J. Cosm. Astropart. Phys. 1908, 015 (2019).
[59] L. Wang, X. Zhang, J. Zhang and X. Zhang, Phys. Lett. B 782, 87 (2018).
[60] J. Wei, Astrophys. J. 868, 29 (2018).
[61] R. G. Cai, T. B. Liu, X. W. Liu, S. J. Wang and T. Yang, Phys. Rev. D 97, 103005 (2018).
[62] W. Zhao, B. S. Wright and B. Li, J. Cosmol. Astropart. Phys., 10, 052 (2018).
[63] T. Yang, R. F. L. Holanda and B. Hu, Astropart. Phys. 108, 57 (2019).
[64] J. Wei, Astrophys. J. 876, 66 (2019).
[65] J. Qi, S. Cao, Y. Pan and J. Li, Physics of the Dark Universe, 26, 100338(2019).
[66] C. E. Rasmussen and C. K. I. Williams, Gaussian Processes for Machine Learning the MIT
Press, 2006, ISBN 026218253X.c.
[67] M. Seikel, C. Clarkson and M. Smith, J. Cosmol. Astropart. Phys. 06, 036(2012).
[68] A. Shafieloo, A. G. Kim and E. V. Linder, Phys. Rev. D 85, 123530 (2012); A. Shafieloo, A.
G. Kim and E. V. Linder, Phys. Rev. D 87, 023520 (2013).
[69] SDSS collaboration, M. Betoule et al., Astron. Astrophys. 568, A22 (2014).
[70] D. Scolnic, D. Jones, A. Rest, Y. Pan, R. Chornock, R. Foley, M. Huber, R. Kessler, G.
Narayan, A. Riess, et al., Astrophys. J. 859, 101 (2018).
[71] M. Sako, et al. PASP, 130, 064002 (2018).
[72] SNLS collaboration, J. Guy et al., Astron. Astrophys. 523 A7 (2010).
[73] A. G. Riess et al., Astrophys. J. 659 98 (2007).
[74] T. Regimbau, et al., Phys. Rev. D 86, 122001 (2012).
[75] T. Regimbau, D. Meacher, and M. Coughlin, Phys. Rev. D 89 084046 (2014).
[76] T. Regimbau, K. Siellez, D. Meacher, B. Gendre, and M. Boer, Astrophys. J. 799, 69 (2015).
[77] D. Meacher, M. Coughlin, S. Morris, T. Regimbau, N. Christensen, S. Kandhasamy, V.
Mandic, J. D. Romano, and E. Thrane, Phys. Rev. D 92 063002 (2015).
[78] D. Meacher, K. Cannon, C. Hanna, T. Regimbau, and B. S. Sathyaprakash, Phys. Rev. D 93,
18
024018 (2016).
[79] T. Regimbau, M. Evans, N. Christensen, E. Katsavounidis, B. Sathyaprakash, and S. Vitale,
Phys. Rev. Lett. 118, 151105 (2017).
[80] J. Abadie et al. [LIGO Scientific Collabora-tion], Nucl. Instrum. Meth. A 624, 223 (2010).
[81] B. Sathyaprakash, B. Schutz, and C. Van Den Broeck, Class. Quant. Grav. 27, 215006 (2010).
[82] M. Seikel, S. Yahya, R. Maartens and C. Clarkson, Phys. Rev. D, 86, 083001 (2012); S. Yahya,
M. Seikel, C. Clarkson, R. Maartens and M. Smith, Phys. Rev. D 89, 023503 (2014); V. C.
Busti, C. Clarkson, and M. Seikel, Mon. Not. R. Astron. Soc., 441, L11 (2014).
[83] J. Chen, P. Wu, H. Yu and Z. Li, J. Cosmol. Astropart. Phys. 10, 029 (2012).
19
