Introduction and main result {#Sec1}
============================

In 1988, Brosamler \[[@CR1]\] and Schatte \[[@CR2]\] proposed the almost sure central limit theorem (ASCLT) for the sequence of i.i.d. random variables. On the basis of i.i.d., Khurelbaatar and Grzegorz \[[@CR3]\] got the ASCLT for the products of the some partial sums of random variables. In 2008, Miao \[[@CR4]\] gave a new form of ASCLT for products of some partial sums.
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Definition {#FPar2}
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Our main theorem is as follows.
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Some lemmas {#Sec2}
===========

We will need the following lemmas.
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Lemma 2.2 {#FPar7}
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Lemma 2.3 {#FPar8}
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---------

*Let* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{\xi, \xi_{n}\}_{n\in N}$\end{document}$ *be a sequence of uniformly bounded random variables*. *If* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\exists\delta>1$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\rho ^{-}(n)=O(\log^{-\delta}n)$\end{document}$, *there exist constants* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$C>0$\end{document}$ *and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\varepsilon>0$\end{document}$, *such that* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \vert \mathrm{E}\xi_{k}\xi_{l} \vert \leq C\biggl( \rho^{-}(k)+\biggl(\frac{k}{l}\biggr)^{\varepsilon }\biggr), \quad 1\leq2k< l, $$\end{document}$$ *then* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\lim_{n\rightarrow\infty}\frac{1}{D_{n}}\sum_{k=1}^{n}d_{k} \xi_{k}=0, \quad \textit{a.s.} $$\end{document}$$

Proof {#FPar10}
-----

See the proof of Theorem 1 in \[[@CR7]\]. □

Lemma 2.5 {#FPar11}
---------
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\rho^{-}$\end{document}$-mixing sequence, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathrm{E}Y^{2}<\infty $\end{document}$, and Lemma [2.3](#FPar8){ref-type="sec"}, we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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Proof of Theorem [1](#FPar3){ref-type="sec"} {#Sec3}
============================================
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