Abstract. An important inequality due to Wolff on plate decompositions of cone multipliers is known to have consequences for sharp L p results on cone multipliers, local smoothing for the wave equation, convolutions with radial kernels, Bergman projections in tubes over cones, averages over finite type curves in R 3 and associated maximal functions. We observe that the range of p in Wolff's inequality, for the conic and the spherical versions, can be improved by using bilinear restriction results. We also use this inequality to give some improved estimates on square functions associated to decompositions of cone multipliers in low dimensions. This gives a new L 4 bound for the cone multiplier operator in R 3 .
Introduction
Let Γ = {(τ, ξ) ∈ R × R d : τ = |ξ| } denote the forward light-cone in R d+1 , d ≥ 2. For fixed c > 0 and small δ > 0, we consider δ-neighborhoods of the truncated cone Γ δ (c) = {(τ, ξ) ∈ R d+1 : 1 ≤ τ ≤ 2 and τ − |ξ| ≤ cδ}, with the usual decomposition into plates subordinated to a √ δ-separated sequence in the sphere {ω k } ⊂ S d−1 :
(1.1) Π (δ) k = (τ, ξ) ∈ Γ δ (c) :
the standard Bochner-Riesz critical index in d dimensions. Then Wolff's inequality is the assertion that for all ε > 0 The power α(p) is optimal for each p (except perhaps for ε > 0), and the inequality is conjectured to hold for all p > 2 + 4 d−1 . In his fundamental work [22] , Wolff developed a method to prove such inequalities for large values of p, and obtained a positive answer for d = 2 and p > 74. Subsequently the method has been extended in the paper by Laba and Wolff [11] Table 1 below). The improvement relies on certain square function bounds which follow from Wolff's bilinear Fourier extension theorem, [23] .
Dimension [22] , [11] Improvements Conjecture Table 1 . Range of exponents for the validity of (1.3) for light-cones. A similar result can be proved for decompositions of spheres in R d . We now let
and consider the decomposition into plates subordinated to a √ δ-separated sequence in the sphere
The analogue of Wolff 's inequality for the sphere,
Again (1.5) is conjectured to hold for the optimal range p > 2 + 4/(d − 1). It has been known to hold for p > 2 + 8/(d − 1); this follows from a modification of the argument in [11] , see also [10] .
Note that in two dimensions the range is improved from previously p > 10 to p > 8.
Remark: Theorem 1.2 may be extended to convex surfaces with nonvanishing Gaussian curvature and similarly Theorem 1.1 may be extended to cones with d − 1 positive principal curvatures. This can be achieved by using scaling and induction on scales arguments such as in §2 of [16] , see also the article by Laba and Pramanik [10] for related results.
We proceed to list some of the known implications of Theorem 1.1. Table 1 . Then
) so that ϕ is radial and not identically zero,
Then for all Schwartz functions f and 1 < r <
every unit vector θ and every s ∈ supp χ. For t > 0 define the convolution operator A t by
Suppose that max{n, 32
Parts (i), (ii), (iii) are standard consequences of Theorem 1.1; see [22] for (i) and the local version of (ii). The global version follows by results on dyadic decompositions of multipliers and L p Calderón-Zygmund theory (see [6] or [17] ). The proof of Theorem 1.6 in [15] together with these arguments can be used to deduce (iii) from Theorem 1.1. For (iv) see [16] .
Besides the connection to cone multipliers a major motivation for this paper is the relevance of inequalities for plate decompositions for the boundedness properties of the Bergman projection in tube domains over full light cones, see [1] , [2] . Denote by ∆(Y ) = y 
Let w γ (Y ) = ∆(Y ) γ and consider the weighted space L p (T d+1 , w γ ) with norm
Let P γ be the orthogonal projection mapping the weighted space L 2 (T d+1 , w γ ) to its subspace A p γ consisting of the holomorphic functions. Only the case γ > −1 is interesting since A p γ = {0} for γ ≤ −1. We are interested in the L p boundedness properties of P γ . For γ > −1 the operator P γ can only be bounded on L p (T d+1 , w γ ) in the range Table 1 . Then for all γ ≥ d−1 Our approach to Theorem 1.1 is based on bilinear methods, for which we consider a closely related inequality:
One can conjecture the validity of (1.9) for all α > 0 and all 2 < p < 2 + 4 d−1 , but for the moment no positive result for any such p seems to be known. The limiting point p = 2(d+1) d−1 should be the hardest case, since by interpolation and Hölder's inequality it implies both (1.9) and (1.3) in all the conjectured ranges. This kind of inequality arises naturally in the study of weighted mixed norm inequalities for the Bergman projection operator P γ , see [2] .
We shall deduce Theorem 1.1 by using a stronger version of (1.9) for p = 2(d + 3)/(d + 1), but with a power of 1/δ which is (probably) not optimal. Namely under the assumption (1.4) we have
, for all ε > 0. We prove this inequality in §2 using the bilinear approach of Tao and Vargas [20, §5] and the optimal bilinear cone extension inequality of T. Wolff [23] , see Proposition 2.3 below. By Minkowski's inequality and interpolation (1.10) trivially implies non optimal estimates for the inequality (1.9) for all p ∈ (2, ∞) (see Corollary 2.4 below). In §3 we use these to refine a part of Wolff's proof of (1.3) and obtain the new sharp estimates for large p announced in Table 1 . In §4
we improve on some of the square function results in low dimensions; these yield in particular the following estimate for the cone multiplier in R 2+1 . This is a small improvement over the known range α > 5/44 which follows from a combination of [20] and [23] .
Notation. We shall use the notation A B if there is a constant (which may depend on d) so that
The bilinear estimate
Following the approach by Tao and Vargas, we first establish an equivalence between linear and bilinear versions of (1.10), which is a higher-dimensional analogue of Lemma 5.2 in [20] .
We remark that the restriction on α for p > 4 is never severe. To see this we note that the For simplicity, we assume (by splitting the sphere into finitely many pieces) that all ω k ∈ Φ(Q) and
To establish (2.2) we take L p/2 -norms in the above expression and use Minkowski's inequality in j, so that we reduce the problem to show, for each j
Inequality (2.3) is trivial when 2 −j ≈ √ δ since by assumption the number of y k 's in each I is approximately constant. We consider the general case √ δ < 2 −j ≤ 1. By construction we must have
Indeed, if c I denotes the center of I, then
Since for each I there are at most O(1) cubes J with J ∼ I, and since the centers c I are 2 −j separated, (2.4) follows easily.
From (2.4) it follows that the functions
We may conclude by orthogonality and standard interpolation arguments (2.5)
(the case p/2 = 2 follows by orthogonality and the cases p/2 = 1 and p/2 = ∞ are trivial; see e.g. 
where we choose σ = 2 2j δ (so that δ < σ < 1). The functions f k • L have now spectrum in (perhaps a multiple) of the plates Π (σ) k corresponding to the √ σ-separated centers {L(1, ω k )}. Moreover, by the choice of σ, the plates corresponding to y k ∈ I and y k ′ ∈ J are c-separated, and therefore after a change of variables we can apply (2.1) at scale σ to obtain
and then also
where in the second inequality we have used 2ab ≤ a 2 + b 2 followed by the imbedding ℓ 1 ֒→ ℓ p 2 . Combining this with (2.5) we obtain (2.6)
This proves (2.3). By our assumption on α we may sum in j and the lemma follows.
We turn to the proof of (a generalization of) the square function estimate (1.10). We shall use the following statement of Wolff's Fourier extension theorem. 
Wolff
Denote by Q ≡ Q(δ −1/2 ) a tiling of R d+1 with cubes Q of disjoint interior and sidelength δ −1/2 , with centers c Q in δ
Then, for all ε > 0 (2.9)
Proof. Let ψ ∈ S(R d+1 ) be so that supp ψ ⊂ B 1/10 and ψ(x) > 1 if |x i | ≤ 2, i = 1, . . . , d + 1; then
We write
so that the supports of F Q and G Q are 1-separated sets in Γ √ δ . Thus, we can use Wolff's estimate (2.7) with N = δ −1/2 to obtain (2.10)
Now, by almost orthogonality we can write
, and similarly for G Q . We write
1/2 , raise (2.10) to the power p/2 and sum in Q. Thus
and by the Cauchy-Schwarz and Hölder inequalities the right hand side is
which yields the assertion.
We combine Proposition 2.2 for q = p and Lemma 2.1 to obtain
We may apply Minkowski's inequality on the right hand side of (2.11) and obtain (1. 
An improvement of Wolff's estimate
We turn to Theorem 1.1. The proof in [22, 11] for inequality (1.3) is based on a subtle localization procedure, induction on scales and certain combinatorial arguments. Here we only discuss the modifications leading to the claimed improvements based on Proposition 2.3. A more self-contained exposition with further improvements can be found in [9] .
For simplicity, when δ is fixed (and small) we use the notation A B to indicate the inequality
Recall that the number of plates Π
2 . Also, throughout this section we fix q(d) = 2(d + 3)/(d + 1). Due to various reductions (see [11, §3] ), it is enough to show that, for all f k with suppf k ⊂ Π (δ) k and f k ∞ ≤ 1, and for all λ > 0 we have
where f = k f k . In [22, 11] it is observed that, by Chebyshev's inequality, this property trivially holds for small enough λ; namely for all λ ≤ δ
We use (1.9) to enlarge this range of λ.
Lemma 3.1. Let q = q(d) = 2(d + 3)/(d + 1). Then, inequality (3.1) holds for all
. By Chebyshev's inequality and (1.9), we have
and estimate
Since by assumption f k ∞ ≤ 1 and by almost orthogonality k f k
, it suffices to show that in the desired range of λ we have δ
At this point one can proceed exactly as in the proof of Proposition 3.2 of [11] (or p. 1277 in [22] , when d = 2). The desired gain comes from using λ ≥ δ [11] (or (68) of [22] ).
For completeness, we shall briefly sketch this procedure here, referring always to the notation in [11] . Localizing with √ N -cubes ∆ as in Lemma 6.1 of [11] , one can find a collection of functions {f ∆ } with spectrum in Γ √ δ and a number
.
Here P(f ∆ ) refers to the set of plates in the wave-packet decomposition of f ∆ . When the cardinality of this set is "small", a further localization argument and induction on scales allows to conclude the theorem (see Lemmas 6.2 and 6.3 in [11] ). In [11, 22] , the size of card(P(f ∆ )) which ensures the validity of these arguments is controlled in three different ways, each depending on a different combinatorial estimate This is straightforward. By (3.4) and (3.8) we have
which gives in the case d ≥ 4 the assertion (3.
. This is the asserted range if d ≥ 5. Next we examine the validity of the inequality (3.6) under condition (3.8). We now have
This quantity is δ ε δ (2) 4(p−q (2)) . Taking the minimal λ this is achieved if 35/8 − 10ε < 9/2 − 9q/(4p − 4q) with q = q(2) = 10/3.
Solving in p and letting ε → 0 yields the range p > 19q(2) = 63 + 1/3.
On the proof of Theorem 1.2. The proof is similar to the proof of Theorem 1.1. Instead of (1.10) we use a square function inequality for the sphere
with α(q) = d(1/2−1/q)−1/2, and q = 2(d+2)/d. In two dimensions this is an old observation by C. Fefferman ([8] ), and holds for q = 4 with ε = 0. In higher dimensions the inequality (3.9) was proved by Bourgain [4] for the range of the Stein-Tomas restriction theorem (i.e. q ≥ 2(d + 1)/(d − 1)). For the larger range q > 2(d + 2)/d the proof of (3.9) is rather analogous to the proof of Proposition 2.3; one now uses Tao's bilinear Fourier extension inequality [19] (see also [12] for related results). Unlike (2.11) in the conic case the inequality (3.9) is essentially optimal for the given range q ≥ 2(d + 2)/d.
We omit further details.
More on square functions
We shall now discuss some improvements of the square function estimate in Proposition 2.3 in low dimensions; thus we seek estimates of the form
. We shall assume throughout this section the following Wolff hypothesis, labeled hypothesis W(w; d), and aim to prove estimates of the form (4.1) conditional on this hypothesis.
Hypothesis W(w; d). For all δ ∈ (0, 1) and all families {h k } of functions satisfying supp Table 1 .
We note that in view of the embedding
with β = α(p), for w ≤ p < ∞. Another trivial observation is that (4.1) holds with β
in view of the Cauchy-Schwarz inequality, as
The method for our improvement over the exponent min{µ(p),
4 } will be limited to the case where
4 } which holds if and only if p < min{ 
We emphasize that square function estimates such as (4.1) cannot a priori be interpolated when subject to the Fourier support condition (1.4). We shall however start with a preliminary result which is proved using an interpolation.
We let ϕ k be a bump function adapted to the plate Π (δ) k satisfying the natural estimates, so that ϕ k equals 1 on the plate, and is supported on the "double plate". Define the operator P k by (4.5) 
Then, for 10/3 ≤ p ≤ w,
Proof. By W(w; 2) and the embedding
We also observe that for 2 ≤ p ≤ 4 (4.9)
Indeed the left hand side is estimated by (4.10) sup
where M δ is a Besicovitch-type maximal operator associated to the light cone which is bounded on L 2 with norm O( log(2 + δ −1 )) if δ < 1/2, see [7] , [14] . Thus Hölder's inequality implies (4.9).
Now we can combine Proposition 2.3 with respect to the double plates, and f k = P k g k , and (4.9) to obtain
After a little arithmetic the claimed bound follows by interpolation between (4.8) and (4.11).
Since r(p, w) ≥ 2 in Lemma 4.1 we immediately get In particular note that β * (4, w) = 3w−12 24w−80 so that β * (4, 6) = 3/32. If we use the exponent obtained in Theorem 1.1, i.e. w = p 2 = 190/3 we get only β * (4, p 2 ) = 89/720 which is worse than 5/44 exponent that is already known from [20] , [23] .
For large values of w one can improve on the result of Corollary 4.2. Our approach will be similar to the one by Tao and Vargas [20] in 2 + 1 dimensions. By using W(w; 2) in that approach one can slightly improve on the previously known exponents. 
The proof (of a slightly more general result) will be given in §5. We obtain the following corollary which yields Theorem 1.5. We also observe that by interpolation we obtain the analogous boundedness results for the range 4 ≤ p ≤ w under the assumption that α > k to the ξ 1 − ξ 2 plane. Now define an operator S k by S k g(τ, ξ) = η k (ξ) g(τ, ξ) where ξ = (ξ 1 , ξ 2 ) and η k is a function adapted to the double of S k , with the property that P k S k = P k . We then obtain (4.15)
and by Córdoba's estimate for a sectorial square function ( [7] ) one dominates the latter L p norm by C(log δ) C g p . For part (i) one argues similarly, except that now one has to use a result for a Besicovitch maximal function which sends functions on R 3 to functions on R 2 ; this variant and its application is discussed in [14] .
Proof of Theorem 4.3
We work with the operators P k in (4.5) which localize in Fourier space to the doubles of the plates Π We use the hypothesis W(r, p; d) to prove the following proposition, which amounts to an improved version of Proposition 5.4 in [20] (where the case r = ∞ was considered in the 2 + 1 dimensional situation). As in §2 we work with a covering Q(δ −1/2 ) of 1/δ cubes. 
Proof. We group the indices k (and therefore the corresponding plates Π (δ) k ) into O(δ −(d−1)/4 ) disjoint families S l so that dist(ω k , ω k ′ ) δ 1/4 for k, k ′ ∈ S l . Define 
The fixed point is contained in the interval (α(p), µ(p)) and one observes that Γ(p, γ) < γ for γ * < γ ≤ µ(p). Thus, if we define a sequence γ n by setting γ 0 = µ(p) and γ n+1 = Γ(p, γ n ) for n ≥ 0, then γ n is decreasing and bounded below and converges to γ * . We compute that ϑ/(2 − ϑ) = (1/q − 1/p) (1/q + 1/p − 2/r) and α(p) − µ(p) = (d − 2)/4 − (d − 1)/2p and see that γ * is equal to the right hand side of (5.2). Thus (5.9) and an iteration yield the assertion of the theorem.
