Detection performance of additive spread-spectrum watermarks depends on the statistical host signal model employed to derive the detection statistic. When transform coefficients are heavily quantized, the assumption of a Cauchy or Generalized Gaussian Distribution (GGD) is hard to justify and the estimation of model parameters becomes inaccurate. In this paper we derive a Likelihood-Ratio Test (LRT) based on the product of Bernoulli distributions. The watermark detector is designed to operate on quantized (integer) transform coefficients and therefore permits straightforward integration of the watermarking scheme in popular image and video codecs. Detection performance surpasses the linear correlation detector and is competitive with the computationally more demanding LRT based on a GGD.
INTRODUCTION
Watermarking has been proposed as a technology to ensure copyright protection by embedding an imperceptible, yet detectable signal in digital multimedia content such as images or video [5] . For blind watermarking, i.e. when detection is performed without reference to the unwatermarked host signal, the host interferes with the watermark signal.
Transform domains -such as the Discrete Cosine Transformation (DCT) or the Discrete Wavelet Transformation Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. (DWT) domain -facilitate modeling human perception and permit selection of significant signal components for multimedia coding and watermark embedding. The perceptual characteristics and distributions of transform domain coefficients has been extensively studied for image compression [2, 1] . If we assume a Gaussian host signal, it is known that the optimal detector is the straightforward linear-correlation (LC) detector [8] .
Unfortunately, DCT and DWT coefficients do not obey a Gaussian law in general, which renders the LC detector suboptimal in these situations. A first approach, exploiting the fact that DCT or DWT coefficients are not Gaussian, is proposed in [7] where the authors derive an optimal detector for an additive bipolar watermark sequence in DCT transform coefficients following a Generalized Gaussian Distribution (GGD). Many approaches for optimal detection of additive watermarks embedded in transform coefficients have been proposed in literature so far [7, 13, 3] .
In this work we propose we novel watermark detector derived from on a simple model for quantized (integer) DWT or DCT coefficient values based on the bit-plane probability signatures recently introduced for texture retrieval applications [16, 4] . The advantages of the proposed watermark detector include the reliable estimation of the model parameters even on heavily quantized data, straightforward integration of the method in multimedia codecs as the computation of the detection statistic can be implemented using integer arithmetic only, thus permitting efficient implementation. We show that detection performance surpasses the LC detector, and -in certain embedding scenarios relevant for integrated coding and watermarking -also the LRT-GGD approach [7] .
The remainder of the paper is structured as follows: In Section 2 we discuss the statistical model of our approach, followed by the derivation of the detection statistic in Section 3. In Section 4, we present experimental detection results and evaluate the performance of our detector under JPEG compression attacks. Section 5 concludes the paper with a discussion on open problems and an outlook on further research.
MODELING QUANTIZED TRANSFORM COEFFICIENTS
It is commonly accepted that the marginal distributions of the DWT detail subband coefficients or DCT coefficients of natural images are highly non-Gaussian but can be well modeled by the GGD [11, 2] or Cauchy distribution [1, 3] . Employing the parametrization of [12] , the PDF of the GGD with scale parameter a > 0 and shape parameter c > 0 is
with −∞ < x < ∞. In contrast to the Gaussian distribution (which arises as a special case of the GGD for c = 2), the GGD is a leptokurtic distribution which allows heavy-tails. The distribution of the transform coefficients is symmetric around zero [11] , hence it can be characterized by the histogram of absolute values of the subband coefficients [16] . In case the coefficients have been quantized to integer values, an absolute coefficient |x| of a particular signal can be represented by
where B is the number of bit planes and Xi ∈ {0, 1} is a random variables representing the binary value in plane i. The joint probability distribution of an absolute quantized transform coefficient is
for |x| = 0, 1, . . . , 2 B − 1. Assuming statistical independence and denoting the model parameters by pi = P (Xi = 1), the joint distribution of Eq. (3) can be written as a product of Bernoulli distributions (PBD) [16, 4] 
characterized by the bit plane probabilities pi.
Model Parameter Estimation
Following Choy and Tong [4] , the maximum likelihood (ML) estimator of the model parameter θ = (p1, ..., pB) for a signal x = x[k], 1 ≤ k ≤ N of independent, absolute quantized coefficients is obtained by solvinĝ
where
is the log-likelihood function of signal x. The probability of the occurrence of a 1 bit in bit plane i is equivalent to the ML estimator, hencep
In Fig. 1 we plot histograms of quantized DWT HL3 subband coefficients as well as DCT AC(1,1) coefficients obtained from the luminance band of the first image of the UCID collection [17] for different quantization step sizes ∆. Both, the Generalized Gaussian and the Product Bernoulli model approximate the data very well, yet parameter estimation for the PBD is less involved compared to the computational effort to obtain the GGD ML parameter estimates which requires an iterative Newton-Raphson algorithm [6] . In case of the PBD, positive and negative coefficients were modeled separately. Different measures for the Goodness-ofFit of the PBD relative to the GGD are provided in [16] and demonstrate satisfactory approximation of the data. In [4] , the authors point out two weaknesses of the GGD model: first, the GGD estimators may not exist for heavily quantized signals of small length, and second, the GGD model can only represent histogram bin counts that are monotonically decreasing towards the tails.
The straightforward Product Bernoulli model for quantized transform coefficients prompts for the derivation of an efficient LRT following the steps outlined in [7] which we undertake in the next section.
EMBEDDING AND DETECTION
We consider watermark embedding and detection in quantized transform coefficients. Let f denote a vector of transform coefficients f [k] of length N , k = 1, . . . , N , obtained e.g. from a DWT subband or a DCT domain AC coefficient sub-signal, then the quantized, integer coefficients are given by
Additive spread-spectrum watermark embedding can be written
where w denotes a pseudo-random, bipolar watermark vector with equiprobable components w[k] ∈ {−1, 1} generated using a secret key K identifying the copyright owner. Control over the watermark embedding strength is limited in the quantized domain because a minimum of +1/ − 1 has to be added and might lead to a perceptually noticeable difference. As a countermeasure, only certain embedding location might be selected by the embedder. The quantization step size ∆ also controls the strength of the watermark signal. We state the watermark detection problem as a hypothesis test
where H0 is termed the null hypothesis (no w = 0, or other watermark w' = w) and H1 denotes the alternative hypothesis (watermarked with w). Considering the NeymanPearson (NP) approach to signal detection, the detector which maximizes the probability of detection for a given probability of false-alarm (i.e. deciding H1 though H0 is true) is the (log) Likelihood-Ratio Test (LRT), given by
where p(y|H0) denotes the PDF under H0, p(y|H1) denotes the PDF under H1 and T is the detection threshold. Conditioned on the host signal noise models from Section 2, the LRT statistic for the Generalized Gaussian model [7] is
and, inserting the Product Bernoulli model, we obtain as
Remember that |z[k]|i and |y[k]|i denote the bit value in the ith bit plane of the respective coefficient. Hence, the LRT-PBD detection statistic is computed by simply summing up the N bit values for each of the B bit planes of the received signal, the logarithms have to be computed only once for each bit plane. The detection statistics of Eqs. (11) and (12) 
denote the mean and variance under the alternative hypothesis, the probability of false alarm (denoted by P f ) can be formulated as
which allows to set T according to the NP criterion
The probability of missing the watermark (denoted Pm) is defined as the probability that L(y) is smaller than T although H1 is true,
For the performance evaluation of the LRT-GGD, LRT-PBD and the LC watermark detector, we resort to experimental estimation of the detection statistics' parameters µ, σ 2 under both hypothesis using a large number of pseudo-randomly generated watermarks and detection experiments, assuming that L(y) follows a Gaussian law.
Application Considerations
The proposed watermark embedding and detection method operates on quantized (integer) transform coefficients and therefore can be easily integrated in image and video codecs such as JPEG, JPEG2000 or H.264; for example, it can be plugged into the framework for robust H.264 video watermarking put forward by Noorkami et al. [14] . From a coding efficiency point-of-view, embedding in coefficients quantized to zero should be avoided as runs of consecutive zero coefficients can be coded most efficiently. This forces the watermark embedder to adaptively select transform coefficients. In a later work, Noorkami et al. [15] have coined the term Location Unaware Detection (LUD) for the scenario where the embedder decides upon the embedding location and the detector has only partial information (e.g. via a perceptual model) where the watermark is hidden.
Noorkami et al. [14, 15] recognize that the GGD is an adequate model for quantized 4 × 4 DCT residual coefficients, nevertheless a sub-optimal LC detector is used. Similarly, Wang et al. [18] find that the Cauchy distribution is a good match for quantized H.264 DCT coefficients, yet an ad-hoc sign detector is used. Our own experiments showed that GGD and Cauchy model parameters are hard to reliably estimate on heavily quantized data (e.g. H.264 4 × 4 DCT residuals) and that the corresponding LRT detectors do not achieve optimal performance even employing ML estimates [10] .
The next section provides detection performance comparisons, also considering the LUD scenario where the watermark is embedded in non-zero quantized coefficients only.
EXPERIMENTAL RESULTS
Experimental detection results in this paper are obtained on the 1338 color images (512 × 384 pixels) of the UCID image database [17] . For each image, 1000 randomly generated, bipolar watermarks are embedded to allow estimation of the detection statistics' parameters. Using Eqs. (15) and (16), the detection threshold and experimental probability of miss can be determined. The watermark is embedded in the 3072 wavelet coefficients of the quantized HL3 subband of the luminance component obtained by DWT decomposition using the biorthogonal CDF 7/9 filter, ∆ indicates the quantization step size, no perceptual shaping is performed. Source code and scripts to reproduce results will become available at http://www.wavelab.at/sources. Table 1 lists the average PSNR (dB) and its standard deviation for the watermarked luminance component of the UCID images obtained for two different embedding scenarios.
In Fig. 2 the experimental probability of miss Pm given a false-alarm rate of P f = 10 −3 is shown for the linear correlation (LC), the LRT-GGD and the proposed LRT-PBD detector for the case that the watermark is embedded in all quantized subband coefficients. We have arranged the experimental Pm determined for each image in ascending order for each detector with the intention to allow a visual comparison over a large set of images. Figures 2(a) and 2(b) distinguish between quantization step size ∆ = 5 and ∆ = 10. As expected, the probability of miss is lower for a larger quantization step size as the power of the watermark becomes stronger relative to the host signal. LRT-PBD and LRT-GGD clearly outperform the linear correlation detector, the LRT-GGD achieves the best detection performance. Figure 3 considers the case where the watermark is embedded only in non-zero quantized subband coefficients. This is the scenario of a bit-rate aware watermark embedder which might be integrated in an image or video codec. The idea is to preserve zero-quantized coefficients as modifying these coefficients has a negative impact on coding bit rate as well as perceptual fidelity. This embedding strategy poses a challenge for the detector as the precise set of watermarked coefficients is unknown, cf. Location-Unaware Detection (LUD) [15] . Detection performance decreases relative to the previous embedding scenario as fewer coefficients are watermarked. LRT-PBD and LRT-GGD still perform better than the linear correlation detector, but now the LRT-PBD obtains better results than the LRT-GGD detector. The LRT- PBD detection statistic permits to analyze the contribution of each bit plane towards detection performance: we observe only a marginal impact of the first and highest bit planes on the detector. Detection performance under JPEG compression attack (Q = 70) is plotted in Fig. 4 when embedding in all and in non-zero quantized coefficients only. In the first case, the LC detector is clearly outperformed while in the LUD detection scenario, the advantage of the LRT-GGD and LRT-PBD detector diminishes. The LRT-PBD detector achieves slightly better performance than the LRT-GGD detector when embedding in non-zero coefficients only.
As an improvement for the LRT-PBD detector, positive and negative quantized coefficients can be modeled separately employing two sets of model parameters, p 
Computational Analysis
Computation of the LRT-PBD detection statistic is carried out by counting the occurrence of 1 bits for each bitplane i (1 ≤ i ≤ B, B ≤ 8 typically) which can be implemented by summing up the result of a binary and (masking) and a bit shift operation for each coefficient. On the other hand, the LRT-GGD detection statistic requires two floating-point exponentiations per coefficient and accumula- Table 2 : Average runtime (Intel Core2 2.6 GHz CPU) in milliseconds for a signal of length N = 1000000.
tion of the result. On contemporary CPUs, bit operations execute within one clock cycle while floating-point exponentiation requires several hundred cycles. Likewise, for model parameter estimation simple counting of 1 bits is necessary to establish the parameters pi of the Product Bernoulli distribution. For the Generalized Gaussian distribution, maximum likelihood estimation of the parameters requires to carry out an iterative Newton-Raphson algorithm [6] , even though fast, approximative methods [9] are available.
The average runtime in milliseconds on an Intel Core2 2.6 GHz CPU for the computation of the detection statistics over a signal of length N = 1000000 in shown in Table 2; B = 8 for the LRT-PBD detector. The C++ code was compiled with GCC 4.2 using -O2 -march=native. The LC detector is clearly the fastest, followed by the proposed LRT-PBD scheme. Runtime of LRT-GGD detector is dominated by the floating-point exponentiation operation, improvements can be expected using SIMD instructions (e.g. SSE2 on the Intel platform) and an approximative implementation of the pow() function. The runtime of the LRT-PBD detector could be improved by skipping processing of bit planes i = 1 and i > 5 as they only marginally contribute to the detection performance.
CONCLUSION
We have proposed a LRT watermark detector based on the Product Bernoulli model for quantized, integer transform coefficients which provides a good trade-off between computational efficiency and detection performance. The watermarking method fits in a framework for robust watermarking integrated in H.264 [14] and should improve the detection performance over the LC detector, especially in the LUD scenario where the encoder adaptively selects the embedding locations. Additional work is required to confirm the applicability for video coding and watermark detection on 4 × 4 DCT residual coefficients.
