Abstract. This paper present definition and basic concepts of random structure spaces, therefore, study relations of random metric spaces, random normed spaces, random inner product spaces and probabilistic metric spaces, probabilistic normed spaces, probabilistic inner product spaces. Finally, pose some questions for study or discussion.
Introduction and Preliminaries
The probabilistic metric spaces was first introduced by K.Menger [1−3] in 1942, over past 60 years, mathematicians have done large amount of work in the theory of probabilistic metric spaces [4−6] . Throughout this paper, R denote real numbers set and R + the nonnegative real numbers set. A mapping F : R → R + is called a distribution function if it is nondecreasing and left continuous with lim t→−∞ F (t) = 0, lim t→+∞ F (t) = 1. Throughout this paper, D denote the all distribution functions set, H(t) denote the specific distribution function which satisfying H(0) = 0 and, for all t > 0, H(t) = 1.
Definition1.1 [1, 4, 5] A Menger probabilistic metric space is a triple (X, F, Δ), where X is an abstract set and F is a mapping of X × X −→ D, i.e, F associates a distribution function F (x, y) with every pair (x, y) of points in X. We shall denote the distribution function F (x, y) by F x,y , whence the symbol F x,y (t) will denote the value of F x,y for the real argument t. The distribution functions are assumed to satisfy the following conditions:
] is said to be triangle norm which satisfying the following conditions: 
Definition 1.3 [4, 6] A triple (X, F, * ) is called a probabilistic inner product space if, X is a real linear apace, F is a mapping from X ×X into D satisfying the following conditions , where we denote F (x, y) by F x,y (t) will present the value of F x,y at t ∈ R:
In this paper, now, we give the following definition of random structure space.
Definition 1.4. Let E be a nonempty set, (S, ) be a measurable space, where S consist of elements which have connections with set E, (Ω, , P ) be a completely probabilistic measure space and f : Ω → S be a measurable mapping with respect to and . Then the quadruplet (E, S, Ω, f) is called a random structure space on E.
Therefore, we give the following definitions of random topological space, random metric space, random normed space and random inner product space.
(
ii) If S is a family of metric on E, then (E, S, Ω, f) is called a random metric space (shortly, RM-space); (iii) If E is a vector space and S is a family of norms on E, then (E, S, Ω, f) is called a random normed space (shortly, RN-space); (iv) If E is a vector space and S is a family of inner products on E, then (E, S, Ω, f) is called a random inner product space (shortly, RI-space).

Main Results
Definition 2.1. Let (E, S, Ω, f) be a RM-space. If, for every x, y ∈ E and all real number
Proof. It is easily to see that F x,y (t) is a distribution function which satisfies the following conditions:
Next we shall prove that the Menger triangle inequality (PM-4) holds. Indeed, for every x, y, z ∈ E and real numbers t 1 , t 2 ≥ 0, we have
which implies that
and hence ,(E, F x,y (t), Δ) is a Menger probabilistic metric space. This completes the proof of Theorem 2.1.1.
Definition 2.2.
Let (E, S, Ω, f) be a normal RM-space, and for x, y ∈ E and all real number t ∈ R, let 
Then there exists a normal RM-space (E, S, Ω, f) such that (E, F x,y (t), min) is an orbit space of (E, S, Ω, f).
Proof. For every p ∈ [0, 1) and x, y ∈ E, we define a mapping
are obvious. It follows from condition of (E, F x,y , min) that, d p (x, y) = 0 if and only if x = y. If the triangle inequality does not holds, then there exists x, y, z ∈ E and > 0 such that
It follows that
this is a contradiction.
Let S = {d p : p ∈ [0, 1)} and Ω = [0, 1) be a Lebesgue probabilistic measure space. Let f : Ω → S be a mapping such that f (p) = d p for every p ∈ Ω. Since f is a one to one, then f induces a measure on S, thus (E, S, Ω, f) is a RM-space. For every x, y ∈ E and t ∈ R, we have
which implies that {d p ∈ S : d p (x, y) < t} is a measureable set and so (E, S, Ω, f) is a normal RM-space. Finally , we prove that (E, F x,y (t), min) is an orbit space of (E, S, Ω, f), indeed,
where P is a Lebesgue measure on Ω = [0, 1). This completes the proof. 
Theorem 2.3. Let (E, S, Ω, f) be a normal RN-space. For every x ∈ E and real number t ∈ R, define
F x (t) = P {f −1 {d ∈ S : d(x) < t}}. Then (E, F x (t),
Then there exists a normal RN-space
The proof of theorem2.4 is similar to theorem 2.2.
Definition 2.3. Let (E, S, Ω, f) be a RI-space. If, for every x, y ∈ E and all real numbers t ∈ R, {I ∈ S : I(x, y) < t} is measurable subset in S, then (E, S, Ω, f) is called a normal RI-space.
Lemma Let (E, S, Ω, f) be a RI-space. For every x, y, z ∈ E and real number t ∈ R, we denote A, B n , B
n by
where Z denote the integral numbers set.
then A ⊆ B n , this complete the proof of lemma.
Theorem 2.5. Let (E, S, Ω, f) be a normal RI-space. For every x, y ∈ E and real number t ∈ R, define
Then (E, F x,y (t) is a probabilistic inner product space. Proof The conditions (P I − 1), (P I − 2)(P I − 3) of probabilistic inner product space are easily to prove, we will prove the condition (P I − 4) in following When α > 0, then
When α = 0, then
When α < 0, then
This complete the proof of condition (P I − 4). Finally, we will prove the condition (P I − 5) of Random inner product spaces. Since the (E, S, Ω, f) is normal RI-space, so that A, B n , B n are measurable subset of S. It follows from lemma that
where P is probabilistic measure on the Ω. On the other hand, we have
By a same way, we can obtain
Combining (1), (2) and (3) we obtain
Thus we obtain This complete the proof of theorem2.5.
Remark
The random variables and random elements are important and basic concepts of probabilistic theory and random functional analysis. However, random structures or random systems are even more important which have a widespread and profound influence for the applications. In the natural world, there exists many backgrounds and problems of application of random structure spaces. Therefore, the research and establish of theory of random structure spaces is very important and necessary.
Finally, we pose the following questions for study or discussion:
(1) The probabilistic distribution of random structure; (2) The expectation and variance of random structure; (3) The stability of random structure; (4) The limit theory of random structure; (5) The process of random structure; (6) The study of random topological spaces; (7) The theory of random structure spaces and science of systems.
