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The ﬁrst author and D. Kunszenti-Kovács (2010) [1] proved that if the volume of the
intersection of three geodesic balls of a complete connected Riemannian manifold depends
only on the center–center distances and the radii of the balls, then the manifold is one of
the simply connected spaces of constant curvature. In this paper, we study the geometrical
consequences of the analogous condition for pairs of geodesic balls. We show that in
a complete, connected and simply connected Riemannian manifold, the volume of the
intersection of two small geodesic balls depends only on the distance between the centers
and the radii if and only if the space is harmonic. It is also shown that if in a Riemannian
manifold the volume of the intersection of two small geodesic balls of equal radii depends
only on the distance between the centers and the common value of the radii, then the
space is Einstein, and if we assume in addition that the space is symmetric, then it must
be Osserman and hence two-point homogeneous.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The problems investigated in the present paper were motivated originally by the question of extendability of the Kneser–
Poulsen conjecture to Riemannian manifolds. In 1954–1955 E.T. Poulsen [2] and M. Kneser [3] formulated the conjecture that
if a ﬁnite collection of congruent balls in the Euclidean space is rearranged in such a way that the distances between the
centers decrease, then the volume of the union of the balls does not increase. Though the conjecture is proved completely
only in the plane by K. Bezdek and R. Connelly [4], many results are known, where under some stronger assumptions on
the rearrangement of the balls the Kneser–Poulsen conjecture is proved in a more general form. Based on these results, the
Kneser–Poulsen conjecture seems to be true also for non-congruent balls, and also in the spherical and hyperbolic spaces.
As some key formulae used in the proof of some versions of the conjecture are valid also in Einstein manifolds (see e.g. [5]),
it is natural to ask whether the Kneser–Poulsen conjecture can be true in Riemannian manifolds more general than the
constant curvature spaces.
If the Kneser–Poulsen conjecture holds for geodesic balls of arbitrary radii in a Riemannian manifold, then the man-
ifold must have the property, that the volume of the intersection of k geodesic balls can depend only on the distances
between the centers and the radii of the balls. For brevity, call the latter property the KPk property. The ﬁrst author and
D. Kunszenti-Kovács [1] proved that if a complete connected Riemannian manifold has the KP3 property, then it is one of
the simply connected spaces of constant curvature. Thus, the Kneser–Poulsen conjecture for balls with different radii cannot
be generalized for spaces of non-constant curvature.
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main results of the paper is that such a manifold must be locally harmonic. Combining this with a result of Z.I. Szabó [6],
we obtain that a complete, connected and simply connected Riemannian manifold is KP2 if and only if it is harmonic.
KP1 property is quite closely related to the notion of ball-homogeneity, introduced in [7]. Recall that a Riemannian
manifold is called ball-homogeneous if the volume of small geodesic balls depends only on the radius. Ball-homogeneous
spaces have been studied extensively, see e.g. the papers [8–10] and the references therein. KP1 manifolds are obviously
ball-homogeneous and ball-homogeneous spaces are known to be of constant scalar curvature.
We remark that M. Meyer, S. Reisner and M. Schmuckenschläger [11] studied the analogue of the KP2 property in normed
spaces. Their main result says that the analogous property characterizes Euclidean spaces among normed spaces.
The structure of the paper is the following. In Section 2, we ﬁnd an asymptotical formula for the volume of two slightly
intersecting regular domains. Applying this formula to a pair of slightly intersecting geodesic balls we obtain an analytical
restriction on the Weingarten maps of geodesic balls in a Riemannian manifold with the KP2 property. In Section 3, we
present some formulae for the Weingarten maps of geodesic balls. Section 4 is devoted to the proof of the above men-
tioned relations between the KP2 property and harmonicity. We conjecture that harmonicity follows also from the weaker
assumption that the volume of the intersection of two geodesic balls of the same radius depends only on the distance
between the centers and the common value of the radii. In the last section, we prove some statements supporting this
conjecture.
Throughout this paper, every manifold, submanifold and all tensor ﬁelds on them are supposed to be of class C∞ .
2. Asymptotics for the volume of slightly intersecting domains
Let D1 and D2 be two regular domains (see [12]) in an n-dimensional Riemannian manifold M , which are tangent to
one another at their unique common point p. Suppose that D1 is compact and denote the boundary of D1 and D2 by Σ1
and Σ2 respectively. Consider an isotopy H : Σ1 × (−τ , τ ) → M , for which H(q,0) = q for all q ∈ Σ1. For t ∈ (−τ , τ ), denote
by Ht : Σ1 → M the map Ht : q → H(q, t), set Σ t1 = Ht(Σ1), and let {Dt1 | |t| < τ } be the one-parameter family of regular
domains in M deﬁned uniquely by the following conditions:
(i) D01 = D1;
(ii) Dt1 is bounded by Σ
t
1;
(iii) for any point q ∈ M , the set {t ∈ (−τ , τ ) | q ∈ int Dt1} is open in R.
Assume that the initial speed Xp = ∂2H(p,0) is not zero and points toward the interior of D2. Then H has non-singular
derivative at (p,0), thus, there exist an open neighborhood W¯ of p in Σ1 and a positive τ0 < τ such that the restriction of
H onto W = W¯ × (−τ0, τ0) is a diffeomorphism between W and the open neighborhood H(W ) ⊂ M of p. The derivative
of this diffeomorphism maps the vector ﬁeld ∂t |W to a vector ﬁeld X on H(W ). If q ∈ H(W ) is equal to H(q¯, t0), then
X(q) = ∂2H(q¯, t0). It is clear that X(p) = Xp and W ⊂ Σ1 is deformed by the isotopy along the ﬂow of X .
The main goal of this section is to ﬁnd an asymptotical formula for the volume of the intersection Dt1 ∩ D2 for small
positive values of t < τ .
By compactness of D1, for any open neighborhood U of p, there exists a positive τ ′ < τ such that Dt1 ∩ D2 ⊂ U for
each |t| < τ ′ . This means that choosing an arbitrary chart around p, the intersection will be inside the domain of the chart
for suﬃciently small values of t , so we can compute its volume using local coordinates. It is practical to choose a chart,
which makes the computation simple. We can choose a chart φ = (φ1, . . . , φn) : U → V = φ(U ) ⊂ Rn with the following
properties:
(i) φ(p) = 0 ∈ Rn;
(ii) U ⊂ H(W ), and φ straightens X so that X |U = −∂φn , where ∂φ1 , . . . , ∂φn are the basis vector ﬁelds on U induced by φ;
(iii) T pΣ1 = T pΣ2 is spanned by ∂φ1 (p), . . . , ∂φn−1(p);
(iv) V = Bn−1r × (−c, c), where Bn−1r is the ball of radius r in Rn−1, centered at the origin, c > 0;
(v) there exist smooth functions f1, f2 : Bn−1r → (−c, c) such that
q ∈ D1 ∩ U ⇔ φn(q) f1
(
φ1(q), . . . , φn−1(q)
)
and
q ∈ D2 ∩ U ⇔ φn(q) f2
(
φ1(q), . . . , φn−1(q)
)
.
Conditions D1 ∩ D2 = {p}, (i), (iii) and (v) imply that f1(0) = f2(0) = 0, d f1(0) = d f2(0) = 0, f1 − f2  0 and that f1 − f2
attains 0 only at the origin. Let A = (aij)n−1i, j=1 and B = (bij)n−1i, j=1 be the Hessian matrices of f1 and f2 at the origin, i.e. the
(n − 1) × (n − 1) matrices with entries aij = ∂i∂ j f1(0) and bij = ∂i∂ j f2(0).
Let h : U → R+ be the volume density function of the Riemannian manifold with respect to the chart φ. It can be
expressed as h = √detG , where G = (gij)ni, j=1 is the matrix of the components gij = 〈∂φi , ∂φj 〉 of the Riemannian metric
with respect to the chart φ.
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μ
(
Dt1 ∩ D2
)= ωn−2h(p)
(n2 − 1)√det(A − B) (2t)
n+1
2 + O (t n+22 ), (1)
where μ is the volume measure of the Riemannian manifold, ωn−2 denotes the (n− 2)-dimensional Lebesgue measure of the (n− 2)-
dimensional Euclidean unit sphere.
Proof. For a vector x ∈ Rn , we shall denote by x1, x2, . . . , xn the coordinates of x and by x¯ the vector (x1, . . . , xn−1). As it
was observed above, if t > 0 is suﬃciently small, then Dt1 ∩ D2 ⊂ U and
μ
(
Dt1 ∩ D2
)= ∫
φ(Dt1∩D2)
h
(
φ−1(x)
)
dx. (2)
For a ﬁxed r0 < r, compactness of the closed ball B¯n−1r0 ⊂ Bn−1r implies the existence of constants c1, c2 such that for
x¯ ∈ Bn−1r0∣∣∣∣∣ f1(x¯) − 12
n−1∑
i, j=1
aijx
ix j
∣∣∣∣∣ c1‖x¯‖3,∣∣∣∣∣ f2(x¯) − 12
n−1∑
i, j=1
bijx
ix j
∣∣∣∣∣ c2‖x¯‖3. (3)
As A − B is a positive deﬁnite matrix, there exists a constant c3 > 0 such that for x¯ ∈ Rn−1
n−1∑
i, j=1
(aij − bij)xix j  c3‖x¯‖2.
Obviously, inequalities (3) are valid also on balls Bn−1ρ with radius ρ  r0, so we may suppose without loss of generality,
that r0 is reduced after the choice of c1, c2 and c3 so that inequality 4(c1 + c2)r0 < c3 is fulﬁlled.
The ﬂow {Φt} generated by the vector ﬁeld −∂φn can be described easily within U . For q ∈ U , Φt(q) is deﬁned and
belongs to U if and only if φn(q) − c < t < φn(q) + c, and in that case
φ
(
Φt(q)
)= (φ1(q), . . . , φn−1(q),φn(q) − t). (4)
From this point on we assume that t > 0 is small enough to guarantee that φ(Dt1 ∩ D2) is contained in V0 = Bn−1r0 ×
(−c, c). Then the integral in (2) is taken over the domain
	t = φ(Dt1 ∩ D2)= {x ∈ V0 ∣∣ f1(x1, . . . , xn−1)− t  xn  f2(x1, . . . , xn−1)}.
We shall approximate this domain by the domains 	t− ⊂ 	t∗ ⊂ 	t+ deﬁned by
	t− =
{
x ∈ V0
∣∣∣ 1
2
n−1∑
i, j=1
aijx
ix j + c1‖x¯‖3 − t  xn  1
2
n−1∑
i, j=1
bijx
ix j − c2‖x¯‖3
}
,
	t∗ =
{
x ∈ V0
∣∣∣ 1
2
n−1∑
i, j=1
aijx
ix j − t  xn  1
2
n−1∑
i, j=1
bijx
ix j
}
,
	t+ =
{
x ∈ V0
∣∣∣ 1
2
n−1∑
i, j=1
aijx
ix j − c1‖x¯‖3 − t  xn  1
2
n−1∑
i, j=1
bijx
ix j + c2‖x¯‖3
}
.
It is clear that we also have 	t− ⊂ 	t ⊂ 	t+ .
We can compute the Euclidean volume of 	t∗ explicitly for small values of t > 0 as follows. Since A − B is positive
deﬁnite, there exists an invertible (n − 1) × (n − 1) matrix M , such that MT(A − B)M = 2I , so if x¯ = My¯, then y¯Ty¯ =
1
2 x¯
T(A − B)x¯. Thus, substitution x¯= My¯ gives
vol
(
	t∗
)= ∫
¯T ¯
(
t − 1
2
x¯T(A − B)x¯
)
dx¯=
∫
¯T ¯
(
t − y¯Ty¯)|detM|dy¯.x (A−B)x2t y yt
570 B. Csikós, M. Horváth / Differential Geometry and its Applications 29 (2011) 567–576The last integral can be computed with the help of spherical coordinates
∫
y¯Ty¯t
(
t − y¯Ty¯)dy¯=
√
t∫
0
∫
Sn−2
(
t − r2)rn−2 dudr = ωn−2
√
t∫
0
(
trn−2 − rn)dr = ωn−2
(
t
t
n−1
2
n − 1 −
t
n+1
2
n + 1
)
= 2ωn−2
n2 − 1 t
n+1
2 .
Since detM = 2(n−1)/2(det(A − B))−1/2, the volume of 	t∗ is
vol
(
	t∗
)= ωn−2
(n2 − 1)√det(A − B) (2t)
n+1
2 .
Consider the orthogonal projection 	¯t+ of 	t+ to the hyperplane Rn−1 × {0}. It is clear that
	¯t+ ⊂
{
x¯ ∈ Bn−1r0
∣∣∣ 1
2
n−1∑
i, j=1
(aij − bij)xix j  (c1 + c2)‖x¯‖3 + t
}
.
Thus, if x¯ ∈ 	¯t+ , then using that x¯ ∈ Bn−1r0 implies ‖x¯‖(c1 + c2) < c3/4 we get
c3
2
‖x¯‖2  1
2
n−1∑
i, j=1
(aij − bij)xix j  (c1 + c2)‖x¯‖3 + t < c34 ‖x¯‖
2 + t.
So we have c3‖x¯‖2/4 < t , that is ‖x¯‖ < √4t/c3 = O (t1/2).
We give an upper bound on the difference between the volumes of 	t− and 	t+ . The projection 	¯t+ is in a ball of radius
O (t1/2). On the other hand, the intersection of 	t+ \ 	t− with a straight line parallel to the nth coordinate axis can be
covered by two intervals of total length 2(c1 + c2)‖x‖3 = O (t3/2). Thus, the difference between the volumes is∣∣vol(	t+)− vol(	t−)∣∣= O (t n−12 ) · O (t 32 )= O (t n+22 ).
Consequently, the volume of 	t is
vol
(
	t
)= vol(	t∗)+ O (t n+22 )
= ωn−2
(n2 − 1)√det(A − B) (2t)
n+1
2 + O (t n+22 ). (5)
If x ∈ 	t+ , then x¯ ∈ 	¯t+ has length at most O (t1/2), while |xn| is O (‖x¯‖2) = O (t), therefore, ‖x‖ is at most O (t1/2).
We can write the density function h ◦φ−1 in the following form: h(φ−1(x)) = h(p)+ O (‖x‖). The integral of h ◦φ−1 over
the domain 	t can be approximated by the integral of the constant h(p) over the same domain with small error. Indeed,
for some constant c4 > 0, we have∣∣∣∣
∫
	t
h
(
φ−1(x)
)
dx−
∫
	t
h(p)dx
∣∣∣∣ c4
∫
	t
‖x‖dx= O (t 12 ) · vol(	t)= O (t n+22 ). (6)
Formula (1) follows from (5) and (6) at once. 
Now we want to give a natural expression for the coeﬃcient of t(n+1)/2, not depending on the choice of the chart φ.
Let N be one of the unit normal vectors of T pΣ1 = T pΣ2, and consider the second fundamental forms and Weingarten
maps of these hypersurfaces with respect to N at p. For 
 ∈ {1,2}, Σ
 can be parameterized in a neighborhood of p by
the map r
 : Bn−1r0 → M , r
(x1, . . . , xn−1) = φ−1(x1, . . . , xn−1, f
(x1, . . . , xn−1)). The partial derivatives ∂ jr
(u) = ∂φj (r
(u)) +
∂ j f
(u)∂
φ
n (r
(u)) ( j = 1, . . . ,n− 1) form a basis of Tr
 (u)Σ
 for all u ∈ Bn−1r0 . We shall compute the matrices of the ﬁrst and
second fundamental forms of Σ
 with respect to this basis at u= 0.
Let G = (gij)ni, j=1 be the matrix of the Riemannian metric with respect to φ. Then the matrix G
 of the ﬁrst fundamental
form of Σ
 at 0 has entries〈
∂ir
(0), ∂ jr
(0)
〉= 〈∂φi (p), ∂φj (p)〉= gij(p),
thus, G1 = G2 is equal to the upper left (n − 1) × (n − 1) submatrix G of G(p). Geometrically, h(p) =
√
detG(p) is the
volume of the parallelepiped spanned by ∂φ1 (p), . . . , ∂
φ
n (p), while
√
detG is the volume of its facet spanned by the ﬁrst
n − 1 of these vectors. The ratio between these two volumes is the width |〈∂φn (p),N〉| = |〈X(p),N〉| of the parallelepiped in
the direction orthogonal to the facet, therefore,
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Denote by ∇ the Levi-Civita connection of M , and let Γ ki j be the Christoffel symbols of ∇ with respect to φ. We can
compute the second fundamental form of Σ
 at p as follows:
II

(
∂ir
(0), ∂ jr
(0)
)= 〈∇∂ir
 (0)(∂ jr
),N〉
= 〈∇
∂
φ
i (p)
(
∂
φ
j +
(
(∂ j f
) ◦ φ
)
∂
φ
n
)
,N
〉
= 〈(∇
∂
φ
i
∂
φ
j
)
(p) + (∂i∂ j f
)(0) · ∂φn (p) + (∂ j f
)(0) ·
(∇
∂
φ
i
∂
φ
n
)
(p),N
〉
=
〈
n∑
k=1
Γ ki j (p) · ∂φk (p) + (∂i∂ j f )(0) · ∂φn (p),N
〉
= (Γ ni j (p) + (∂i∂ j f
)(0)) · 〈∂φn (p),N〉.
Denote by B
 the matrix of the second fundamental form of Σ
 at p, and by C the matrix (Γ ni j (p))n−1i, j=1. With this notation,
B1 = −〈X(p),N〉 · (C + A), B2 = −〈X(p),N〉 · (C + B). We can compute the matrix L
 of the Weingarten map L
 of Σ
 at
the point p as L
 = G−1
 B
 . From this, we get
det(L1 − L2) = det(L1 − L2) = det(B1 − B2)
detG
= det(〈X(p),N〉 · (B − A))
detG =
〈X(p),N〉n+1 · det(B − A)
h2(p)
. (7)
These formulae allow us to reformulate Theorem 1 in a coordinate free way.
Theorem 2. With the notation introduced above, A − B is positive deﬁnite if and only if the eigenvalues of the self-adjoint operator
±(L1 − L2) are positive, where ± is the sign of −〈X(p),N〉. If this condition is fulﬁlled, then, for small positive values of t, we have
μ
(
Dt1 ∩ D2
)= ωn−2
(n2 − 1)√|det(L1 − L2)|
(
2
∣∣〈X(p),N〉∣∣t) n+12 + O (t n+22 ).  (8)
3. Laurent series of the Weingarten maps of geodesic spheres
We are going to apply Theorem 2 to obtain asymptotics for the volume of the intersection of almost tangent geodesic
balls. For this purpose, we summarize how one can compute the Weingarten maps of geodesic spheres. There are several
papers dealing with this problem, see e.g. [13], and most of the results in this section are already known.
First we express the Weingarten map of a geodesic ball with the help of Jacobi ﬁelds.
Let γ : (a,b) → M be a unit speed geodesic curve in M deﬁned around 0 ∈ (a,b). For 0 = r ∈ (a,b), denote by Bγ (r) the
geodesic ball of radius |r| centered at γ (r), and by Σγ (r) its boundary sphere. If |r| is suﬃciently small, then Σγ (r) is a
smooth hypersurface in M passing through γ (0). In that case, denote by Lγ (r) the Weingarten map of Σγ (r) at γ (0) with
respect to the normal vector γ ′(0).
Proposition 1. Let 0 = r ∈ (a,b) be a ﬁxed number. Suppose that the restriction of the exponential map at γ (r) onto the closed ball
of radius |r| centered at the origin of Tγ (r)M is a diffeomorphism onto its image. Let v be a tangent vector to Σγ (r) at the point γ (0).
Denote by Jγ (r, .) : (a,b) → TM the Jacobi ﬁeld along γ such that Jγ (r, r) = 0 and Jγ (r,0) = v. Then Lγ (r)(v) = − ∇dt Jγ (r, t)|t=0 .
Proof. Choose a positive number ε such that the interval (a + ε,b − ε) contains both 0 and r. Then there exists a geodesic
variation Γ : (−ε, ε) × (a + ε,b − ε) → M such that γs : (a + ε,b − ε) → M , γs : t → Γ (s, t) is a unit speed geodesic, and
γs(r) = γ (r) for all s ∈ (−ε, ε), furthermore, γ0 = γ and ∂1Γ (0,0) = v. The corresponding Jacobi ﬁeld ∂1Γ (0, t) satisﬁes the
conditions for Jγ (r, .), so Jγ (r, t) = ∂1Γ (0, t). As ∂1Γ is a vector ﬁeld along Γ , we can take its covariant derivative with
respect to ∂2Γ , denote it by ∇2∂1Γ . We deﬁne ∇1∂2Γ similarly. Extend γ ′(0) to a unit normal vector ﬁeld N along Σγ (r).
By the Gauss lemma, we have N(Γ (s,0)) = ∂2Γ (s,0). Using this fact and the symmetry of ∇ , we obtain
Lγ (r)(v) = −∇vN = −∇1∂2Γ (0,0) = −∇2∂1Γ (0,0) = − ∇
dt
Jγ (r, t)|t=0,
as we wanted to prove. 
Now we turn our attention to the computation of the Jacobi ﬁeld Jγ (r, .). In this computation, γ will be ﬁxed, and
although all the vector ﬁelds and matrix valued functions in this computation depend on the curve γ , this dependence will
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determined by the vectors J (0), J ′(0) ∈ γ ′(0)⊥ , where γ ′(0)⊥ = {x ∈ Tγ (0)M | x ⊥ γ ′(0)} and J ′ denotes the covariant
derivative of J . Thus, there is a “universal normal Jacobi ﬁeld” J˜ : (a,b)×γ ′(0)⊥ ×γ ′(0)⊥ → TM deﬁned by the requirement
that for any v,w ∈ γ ′(0)⊥ ,
(i) Jv,w : t → J˜ (t,v,w) is a Jacobi ﬁeld along γ ,
(ii) Jv,w(0) = v,
(iii) J ′v,w(0) =w.
Fix a parallel orthonormal frame E1, . . . , En along γ such that En = γ ′ . If v ∈ γ ′(t)⊥ is a tangent vector at a given point, then
we shall denote by [v] the column vector of its coordinates with respect to the basis E1(t), . . . , En−1(t). Using coordinates we
can associate a map Jˆ : (a,b)×Rn−1×Rn−1 → Rn−1 to J˜ deﬁned uniquely by the equality Jˆ (t, [v], [w]) = [ J˜ (t,v,w)]. As Jˆ is
linear in the second and third variables, there exist matrix valued functions A and B such that Jˆ (t,v,w) = A(t)[v]+ B(t)[w].
Recall that the Jacobi operator for a given tangent vector x ∈ T pM is the self-adjoint linear map Rx : T pM → T pM
deﬁned by Rx(y) = R(y,x)x, where R is the curvature tensor of M . Rx maps x⊥ into itself. Let Rˆ : (a,b) → R(n−1)×(n−1)
be the matrix valued function, for which Rˆ(t) is the matrix of Rγ ′(t)|γ ′(t)⊥ with respect to the basis E1(t), . . . , En−1(t). The
element of Rˆ(t) in the ith row and jth column is
Rˆ(t)i j =
〈
R
(
E j(t), γ
′(t)
)
γ ′(t), Ei(t)
〉
.
We can write the Jacobi equation for J˜ as
A′′(t)[v] + B ′′(t)[w] + Rˆ(t)(A(t)[v] + B(t)[w])= 0.
As this equality holds for every v and w in γ ′(0)⊥ , we can split it into the equations
A′′ + Rˆ A = 0 and B ′′ + Rˆ B = 0. (9)
We also have the following initial conditions from the deﬁnition of the universal normal Jacobi ﬁeld: A(0) = I , A′(0) = 0,
B(0) = 0 and B ′(0) = I . Differentiating (9) k times we get
A(k+2) = −
k∑
s=0
(
k
s
)
Rˆ(s)A(k−s) and B(k+2) = −
k∑
s=0
(
k
s
)
Rˆ(s)B(k−s).
From these equations, we can compute the Taylor series of A and B at 0 recursively as far as we want. For example,
computing the Taylor polynomials of degree 3 we obtain
A(r) = I − Rˆ(0) r
2
2! − Rˆ
′(0) r
3
3! + O
(
r4
)
,
B(r) = Ir − Rˆ(0) r
3
3! + O
(
r4
)
.
The Taylor series of B shows that B(r) can be written as B(r) = rB0(r), where B0 is a smooth matrix valued function
with Taylor series
B0(r) = I − Rˆ(0) r
2
3! + O
(
r3
)
.
Since B0(0) = I , B0(r) is invertible if |r| is suﬃciently small, in particular, B(r) is also invertible for r = 0 and |r| is small.
The Jacobi ﬁeld Jγ (r, .) appearing in Proposition 1 can be expressed with the help of the universal normal Jacobi ﬁeld J˜
as Jγ (r, .) = J˜ (.,v0,w0), where the vectors v0 and w0 can be computed from the initial conditions
0= [ Jγ (r, r)]= A(r)[v0] + B(r)[w0] and [v] = [ Jγ (r,0)]= A(0)[v0] + B(0)[w0] = [v0].
From this we get[
Jγ (r, t)
]= A(t)[v] − B(t)B−1(r)A(r)[v].
Thus, according to Proposition 1,[
Lγ (r)(v)
]= −A′(0)[v] + B ′(0)B−1(r)A(r)[v] = B−1(r)A(r)[v],
so the matrix Lˆγ (r) of the Weingarten map Lγ (r) with respect to the basis E1(0), . . . , En−1(0) is
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r
B−10 (r)A(r).
Since we are able to compute the Taylor series of A(r) and B(r) up to any degree, we can also compute the Taylor series
of the smooth function Lˆ0γ = B−10 A. The initial terms are
Lˆ0γ (r) = B−10 (r)A(r) = I +
Rˆ(0)
3
r2 + O (r3).
This formula shows that Lˆγ has a simple pole at the origin and its Laurent series around the origin starts as follows:
Lˆγ (r) = I 1
r
+ Rˆ(0)
3
r + O (r2). (10)
Of course, the above formulae allow us to compute all the members of the Laurent series of Lˆγ (r) recursively.
4. Harmonicity and the volume of the intersection of two geodesic balls
Let γ : (a,b) → M be a unit speed geodesic curve. Using the notations introduced in the previous section, the operator
Lγ (r1) − Lγ (r2) is deﬁned for small non-zero values of r1 and r2, and so is its determinant
Dγ (r1, r2) = det
(
Lγ (r1) − Lγ (r2)
)
.
Proposition 2.
(i) If M is a Riemannian manifold with the KP2 property, then the germ of the function Dγ (r1, r2) at the origin (0,0) ∈ R2 does not
depend on γ .
(ii) If in a Riemannianmanifold M, the volume of the intersection of two geodesic balls of the same radius depends only on the common
value of the radii and the distance between the centers, then the germ of the function Dγ (r,−r) at 0 ∈ R does not depend on γ .
Proof. Let γi : (ai,bi) → M , i = 1,2 be two geodesic curves deﬁned around 0 ∈ (ai,bi). Choose ρ > 0 so that the geodesic
balls of radius ρ around γ1(0) and γ2(0) are geodesically convex. Recall that a subset C of a Riemannian manifold is said to
be geodesically convex, if for any two points in C there exists exactly one minimizing geodesic in M connecting them, and
that geodesic arc lies completely in C .
We want to show that if r1 and r2 are small non-zero numbers, then Dγ1 (r1, r2) = Dγ2 (r1, r2). Since Dγ (r, r) = 0 and
Dγ (r1, r2) = (−1)n−1Dγ (r2, r1) = (−1)n−1D γ¯ (−r1,−r2), where γ¯ (t) = γ (−t) is the reversed geodesic, we may suppose
without loss of generality that −ρ/2 < r1 < r2 < ρ/2 and 0 < r2. Denote by Di, j the geodesic ball of radius |r j | centered
at γi(r j), and let Dti,1 denote the geodesic ball of radius |r1| centered at γi(r1 + t), and by Σ ti,1 its boundary sphere. If
Πi,t : Tγi(r1)M → Tγi (r1+t)M is the parallel transport along γi , then Hi,t = expγi(r1+t) ◦Πi,t ◦ (expγi(r1))−1 : Σ0i,1 → Σti,1 is an
isotopy of Σ0i,1, under which the initial speed of γi(0) ∈ Σ0i,1 is ddt Hi,t(γi(0))|t=0 = γ ′i (0).
We distinguish two cases depending on the sign of r1.
If r1 < 0, then the geodesic balls Di,1 and Di,2 have a unique point in common, γ (0). The difference of the Weingarten
maps of their boundary spheres with respect to the unit normal N= −γ ′i (0) at γi(0) is Lγi (r2) − Lγi (r1). The Laurent series
(10) shows that for suﬃciently small |r1| and r2, Lγi (r2) is positive deﬁnite, Lγi (r1) is negative deﬁnite, so their difference
is positive deﬁnite. Thus, Theorem 2 is applicable and yields that for small positive values of t
μ
(
Dti,1 ∩ Di,2
)= ωn−2
(n2 − 1)√Dγi (r2, r1) (2t)
n+1
2 + O (t n+22 ). (11)
Since μ(Dt1,1 ∩ D1,2) = μ(Dt2,1 ∩ D2,2) by the KP2 property, the expression on the right hand side of (11) must be the same
for i = 1 and i = 2. Comparing the coeﬃcients of t(n+1)/2 we get Dγ1 (r1, r2) = (−1)n−1Dγ1 (r2, r1) = (−1)n−1Dγ2 (r2, r1) =
Dγ2 (r1, r2). In the special case when r = r2 = −r1, the above arguments prove also part (ii) of the proposition.
Consider now the case when 0 < r1 < r2. Then Di,1 is contained in Di,2. Denoting by Dci,2 the closure of M \Di,2, Di,1 and
Dci,2 have a unique point in common, γ (0). The difference of the Weingarten maps of their boundary spheres with respect
to the unit normal −N = γ ′i (0) at γi(0) is Lγi (r1) − Lγi (r2). Introducing the matrix valued function Lˆγi as in the previous
section and applying the Lagrange mean value theorem to each matrix element we see that (Lγi (r1) − Lγi (r2))/(r2 − r1)
differs from a diagonal matrix with diagonal elements from the interval (1/r22,1/r
2
1) only in O (1) terms, showing that
Lγi (r1) − Lγi (r2) is positive deﬁnite if r1 and r2 are suﬃciently small. By Theorem 2, for small negative values of t we have
μ
(
Dti,1 ∩ Di,2
)= μ(Dti,1)− μ(Dti,1 ∩ Dci,2)= μ(Dti,1)− ωn−2
(n2 − 1)√D (r , r )
(
2|t|) n+12 + O (|t| n+22 ). (12)γi 1 2
574 B. Csikós, M. Horváth / Differential Geometry and its Applications 29 (2011) 567–576The KP2 property implies the KP1 property, so μ(Dti,1) depends only on r1. Formula (12) completes the proof similarly to
the previous case. 
Theorem 3. A connected, simply connected and complete Riemannianmanifold is harmonic if and only if the volume of the intersection
of two geodesic balls depends only on the distance between the centers and the radii of the balls.
Proof. First we prove that if the KP2 condition holds for small balls, then the space is harmonic. This direction does not
require the topological assumptions on M . Let γ be an arbitrary unit speed geodesic around 0 and write Lγ as Lγ (r) =
L0γ (r)/r. We proved in Section 3 that L
0
γ is a smooth operator valued function and L
0
γ (0) = I , L0γ ′(0) = 0. By Proposition 2,
the germ of the function Dγ (r1, r2) at (0,0) does not depend on γ , so we may denote it simply as D(r1, r2). Observe that
det
(
r2L0γ (r1) − r1L0γ (r2)
r2 − r1
)
=
(
r1r2
r2 − r1
)n−1
D(r1, r2),
therefore the germ of the left hand side at (0,0) is also independent of γ . Note that although D(r1, r2) is not deﬁned
along the coordinate axes, the left hand side of the equation deﬁnes a smooth extension of the right hand side to points
(r1, r2) = (0,0) lying close to the origin. Differentiating the left hand side with respect to r2 at (r,0) we obtain
∂
∂r2
(
det
(
r2L0γ (r1) − r1L0γ (r2)
r2 − r1
))∣∣∣∣
(r1,r2)=(r,0)
= tr
(
− L
0
γ (r)
r
− L0γ ′(0) +
L0γ (0)
r
)
= − tr(Lγ (r))+ n − 1
r
.
So we have that the mean curvature of small geodesic balls is a constant depending only on the radius, which is one of
the deﬁnitions of harmonicity. (See [14] for equivalent characterizations of harmonic spaces.)
The fact that complete, connected and simply connected harmonic spaces are KP2 was proved by Z.I. Szabó [6, Corol-
lary 2.1.]. 
We can give an alternative proof of the “if” part of Theorem 3 using some ideas of [6]. For this purpose, we recall some
deﬁnitions and a statement (Proposition 2.1.) from it. If H : M × M → R and G : M × M → R are two kernel functions on
a Riemannian manifold M such that for any x ∈ M the functions Hx(·) = H(x, ·), Gx(·) = G(·, x) are L2-functions, then their
convolution H ∗ G : M × M → R is deﬁned by
H ∗ G(x, y) =
∫
M
H(x, z)G(z, y)dz.
A kernel function H is called radial if H(x, y) depends only on the geodesic distance between x and y, that is, if H = h ◦ d,
where d : M × M → R+ is the distance function, h : R+ → R is an arbitrary function.
Proposition 3. (See [6].) A connected, simply connected and complete Riemannian manifold is harmonic if and only if the convolution
of the radial kernel functions H = h ◦ d and G = g ◦ d is a radial kernel function whenever h and g are smooth functions on R+ with
compact support.
Let χr : R+ → R be the characteristic function of the interval [0, r], i.e.,
χr(x) =
{
1 0 x r,
0 r < x.
The KP2 condition for a Riemannian manifold is equivalent to the condition that the convolution of χr1 ◦ d and χr2 ◦ d is
a radial kernel function for any r1, r2 > 0. As the convolution is bilinear, the KP2 property implies that the convolution of
h ◦ d and g ◦ d is radial for any pair of step functions h and g . As smooth functions on R+ with compact support can be
approximated with step functions of the same support arbitrarily in the supremum norm, the condition of Proposition 3 is
satisﬁed by a KP2 space, so KP2 spaces are harmonic.
5. Consequences of the volume condition for balls of equal radii
In this section, we prove some facts supporting the following conjecture strengthening the “if” part of Theorem 3:
Conjecture 1. A connected, simply connected and complete Riemannian manifold is harmonic if and only if the volume of the intersec-
tion of two geodesic balls of the same radius depends only on the distance between the centers and the radius of the balls.
Theorem 4. If in a Riemannian manifold M, the volume of the intersection of two geodesics balls of equal radii depends only on the
distance between the centers and the radius of the balls, then M is Einstein.
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unit speed geodesic γ . Using (10) we obtain
det
(
Lγ (r) − Lγ (−r)
)= det(I 2
r
+ 2Rγ ′(0)
3
r + O (r2))= (2
r
)n−1
det
(
I + Rγ ′(0)
3
r2 + O (r3)).
This shows that
det
(
I + Rγ ′(0)
3
r2 + O (r3))= 1+ tr( Rγ ′(0)
3
)
r2 + O (r3)
depends only on r, but not on γ . Therefore, tr(Rγ ′(0)) cannot depend on the unit tangent vector γ ′(0), which means that
M is Einstein. 
Theorem 5. If M is a connected, simply connected and complete Riemannian symmetric space and the volume of the intersection of
two geodesic balls of equal radii depends only on the distance between the centers, and the radius of the balls, then M is two-point
homogeneous.
Proof. Let γ : I → M be a unit speed geodesic deﬁned on an open interval I around 0, and let r ∈ I . The Jacobi
operator Rγ ′(0) is self-adjoint, so we can choose an orthonormal basis E1(0), . . . , En(0) in Tγ (0)M consisting of eigen-
vectors of Rγ ′(0) . Denote by λi the eigenvalue of Rγ ′(0) corresponding to Ei(0). Since Rγ ′(0)(γ ′(0)) = 0, we may as-
sume En(0) = γ ′(0) and λn = 0. Let Ei : I → TM be the extension of Ei(0) to a parallel vector ﬁeld along γ . The
composition of the central reﬂections in γ (0) and γ (t/2) is an isometry of M for all t ∈ I , and its derivative takes
Ei(0) to Ei(t), so we have Rγ ′(t)(Ei(t)) = λi Ei(t) for all t ∈ I . Thus, using this orthonormal frame, the matrix Rˆ(t)
of Rγ ′(t) is the constant diagonal matrix with diagonal elements (λ1, . . . , λn−1). With this constant matrix we can
solve the differential equation (9) for A and B explicitly. A(t) and B(t) are diagonal matrices with diagonal elements
(cos(
√−λ1t), . . . , cos(√−λn−1t)) and (sin(√−λ1t)/√−λ1, . . . , sin(√−λn−1t)/√−λn−1) respectively. When λi is positive,√−λi denotes the complex root with positive imaginary part. We deﬁne the function “sin(at)/a” as the sum of the power se-
ries
∑∞
k=0(−1)ka2kt2k+1/(2k + 1)!, in particular, sin(0t)/0 = t . As a consequence, we obtain that Lˆγ (r) is the diagonal matrix
with diagonal elements (
√−λ1 cot(√−λ1r), . . . ,√−λn−1 cot(√−λn−1r)), thus, Lγ (r) = −Lγ (−r) and det(Lγ (r)− Lγ (−r)) =
2n−1
∏n−1
k=1
√−λk cot(√−λkr).
Lemma 1. Suppose that for the real numbers λ1, . . . , λm and μ1, . . . ,μm the functions
F (r) =
m∏
k=1
√−λk cot(√−λkr) and G(r) = m∏
k=1
√−μk cot(√−μkr)
are equal for small positive values of r. Then there is a permutation σ of the set {1, . . . ,m} such that λk = μσ(k) for all 1 km.
Proof. We prove by induction on m. There is nothing to prove in the base case m = 0. Suppose the statement is true for
m−1. By the unicity theorem, F and G extend to the same meromorphic function on C. In particular, the two functions have
the same set of poles. The sets of poles of F and G are {0} ∪ { jπ/√−λk | j ∈ Z, λk = 0} = {0} ∪ { jπ/√−μk | j ∈ Z,μk = 0}.
This means, that if the only pole of F = G is 0, then we have λk = μk = 0 for all 1 k m and we are done. If F = G has
non-zero poles, then if a is one of the shortest of them, then −(π/a)2 must be equal to one of the longest non-zero λk ’s
and also to one of the longest non-zero μk ’s. Permuting the indices if necessary, we may assume without loss of generality,
that −(π/a)2 = λm = μm . But then we have ∏m−1k=1 √−λk cot(√−λkr) =∏m−1k=1 √−μk cot(√−μkr) for small positive values
of r and the induction hypothesis completes the proof. 
If the volume of the intersection of two geodesic balls of radius r depends only on the distance of the centers and r,
then the germ of the function det(Lγ (r) − Lγ (−r)) at r = 0 depends only on r, but not on γ . By the lemma, this function
determines the spectrum of the Jacobi operator Rγ ′(0) , including the multiplicities of the eigenvalues. Recall that a Rieman-
nian manifold is called an Osserman manifold if the characteristic polynomial of the Jacobi operator of unit tangent vectors
is constant on the unit tangent bundle. As for any tangent vector X of unit length, there exists a unit speed geodesic γ with
initial speed γ ′(0) = X , we obtain that if a locally symmetric space has the property that the volume of the intersection
of two geodesic balls of the same radius depends only on the distance of the centers and the radius, then the manifold is
Osserman. Recall that a Riemannian manifold is a k-stein manifold, if tr(RlX ) is constant on the unit tangent bundle of M
for 1 l  k. A space is Osserman if and only if it is k-stein for all k. P. Carpenter, A. Gray and T.J. Willmore [15] classiﬁed
symmetric spaces which have the k-stein property for a given k. Their results imply that a symmetric space is Osserman if
and only if it is locally 2-point homogeneous. Under our additional assumptions on M , 2-point homogeneity follows from
local 2-point homogeneity, which completes the proof. 
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