Using the generalized method of moments, we estimate structural parame ters related to relative-risk aversion, the discount rate of future utility, and the intertemporal elasticity of substitution in consumption for the Brazilian economy. Estimates are provided for three types of utility fun ction based on the consump tion capital asset pricing model: constant relative risk aversion utility, utility with external habit, and Kreps-Porteus utility. These results are analyzed and then compared to previous results using Brazilian and U.S. data. Moreover, we per form over-identifying restrictions tests of all estimated models to investigate the possible existence of the equity premium puzzle in Brazil.
Introduction.
The purpose of this paper is to analyze the behavior of Brazil ian consumers regarding risk and inter-temporal substitution in con sumption. We investigate these issues through GMM estimates based on the CCAPM (consumption capital asset pricing model). The basic idea of the CCAPM (e.g., Lucas, 1978) is that, in order to imple ment their fu ture consumption plans, agents store wealth in the form of assets. Hence, the properties of the asset return series must be related to the properties of the consumption series and the agent's degree of risk aversion, discount factor, and intertemporal elasticity of substitution in consumption.
For U.S. data, the basic CCAPM with time-additive CRRA (con stant relative risk aversion) utility function did not perform well vis a-vis the data, resulting in an important macroeconomic puzzle -the equity premium puzzle, originally presented by Mehra and Prescott (1985) . For data from 1889 to 1978 the average equity premium vis-a vis government bonds was 6.18% per year. Simulating the model for parameter values considered reasonable (a relative risk aversion co efficient between zero and ten), Mehra and Prescott concluded that the observed equity premium was inconsistent with the model, unless a risk aversion coefficient between 30 and 40 was considered.
Formal econometric tests for the CCAPM were conducted by Hansen and Singleton (1982,1984) with CRRA utility and by Ep stein and Zin (1991) with Kreps-Porteus utility, inter-alia. These tests exploited the over-identifying restrictions of the respective mod els (Hansen (1982) ), and can be interpreted as formal econometric tests for the equity premium puzzle. This happens because the tests evaluate simultaneously the implied restrictions of the Euler Equa tions on government bonds (risk-free assets) and on stock returns (risky asset). For the U.S. economy, these restrictions were consis tently rejected either by Hansen and Singleton or by Epstein and Zin, confirming the puzzle indicated by Mehra and Prescott. As a response to the equity-premium puzzle, the basic CCAPM with time-additive CRRA utility was re-formulated in two direc tions. The first tried to explain the puzzle from the existence of market imperfections -incomplete markets (Mankiw, 1986) , liquid ity constraints (Scheinkman and Weiss, 1986) and transaction costs (Grossman and Laroque, 1989 ) -which implied the non-validity of a representative consumer model due to the agent's restricted access to the asset markets. In this case, the model was re-formulated to incor porate heterogeneous agents. The second fo cused on incorporating a more general class of preferences for the representative consumer, allowing for non-separability over time, for alternative ways of for mulating preferences over risk, and by the use of non-expected utility models.
Fo r Brazilian data, estimates of the relative risk aversion co efficient for the basic linearized model (under log-normality) have already been performed by Reis et alli (1998) . Their results, in some cases, showed significant estimates of risk aversion between 3 and 5. However, for the log-linearized model to be valid, returns on assets and consumption must obey a series of strong parametric restric tions. Also, Reis et alli only consider the accumulation of assets in the form of government bonds, which does limit the scope of the empirical results.
In this paper, the issue of risk aversion and inter-temporal sub stitution for Brazilian consumption is studied in a broader way. Fol lowing the second strand of the international literature described above, structural parameters of the Brazilian economy are estimated using the consumption smoothing model with three different utility function parameterizations. These are the time-additive CRRA util ity (e.g. Hansen and Singleton (1982,1983) ), the external habit util ity (e.g. Abel (1990) ), and Kreps-Porteus utility (e.g. Zin (1989, 1991) ). Moreover, in the empirical implementation, the representative consumer can allocate its wealth in two different as sets: government bonds and a stock portfolio.
The econometric technique used in estimation is the generalized method of moments (GMM) , which, besides allowing the estimation of structural parameters in the models, also allows testing the re strictions implied by the Euler Equations for each model, resulting in an equity premium puzzle test for Brazil. Data for two different time frequencies (annual and quarterly) and a large range of instru ment sets are used. The great variety of possible data frequencies, utility functions, and instrument sets, allows verifying the robustness of the empirical results for Brazil. This constitutes an original and necessary effort to bridge the gap between the Brazilian and Inter national literature. Even regarding the latter, we are unaware of any empirical effort similar to ours contained in a single article.
In section 2 the three macroeconomic theoretical models to be tested are described. In section 3 we present a description of the data and the estimation method. The empirical results are presented in section 4 and the conclusions in section 5.
Theoretical Models.
Consider a single-good general equilibrium model with infinite horizon and identical agents. The representative agent's general problem is: max UtO, [{ C'+3 }�O'{ 0'+3+1} �oJ subject to the sequence of constraints (2) below:
There are N assets in the economy, where Bt+j(Nxl) ,qt+j(NXl ) is a vector with their respective quantities and prices and q; +j(NXl ) are vectors with their respective dividends. In each period, the agent receives an exogenous income Yt+j , which is a state variable in the consumer problem. 
where Ct is real aggregate consumption per capita, Et (.) is the condi tional expectation on the information available to the agent at period t and (3 is the intertemporal discount rate, 0 < (3 < 1. The max imization of (3) subject to sequence (2) results in the following N first-order conditions (Euler Equations):
where the real rate of return for asset i at period t + 1 is defined
-, w ere qi HI an q i t+1 are respec 1ve y , q't,t "
the price and return of asset i, i = 1,2, . .. N, in period t + 1, with a similar notation applying to qi,t.
Dividing both sides of (4) by u ' [Cd we have:
where MH1 is pricing kernel (or stochastic discount factor).
In this fi rst model, the instantaneous utility function is param eterized as CRRA: (6) where I is the relative risk aversion coefficient. The main objection to this utility function specifi cation is that only one parameter ( I ) gov erns both the relative risk aversion coefficient and the inter-temporal elasticity of substitution in consumption 'IjJ, since:
For example, a risk averse agent b high) will not alter his consump tion pattern significantly in response to interest rate variations (1/; low), given that risk aversion is the reciprocal of the inter-temporal elasticity of substitution.
Applying the utility fu nction parameterization to (4), we obtain:
and, in this case, the pricing kernel is a function of consumption growth:
(10) 2.2 External Habit Model ("Catching up with the Jone ses") .
The way that habit fo rmation is introduced in this general equi librium setting is based on the assumption of a positive effect from past consumption -viewed as consumer's "habit"-on the agent's instantaneous utility function, allowing for non-separability of the utility function over time. The intertemporal utility fu nction will also depend on v, a time-preference parameter:
Differences in the functional form of u(.) and v(.) result in dif ferent habit formation models. For alternative specifications see, for example, Abel (1990) or Constantinides (1990) . Following Abel, we specify the function v (.) here as follows:
where C t-1 is the agent's own consumption at t -1, C t-1 is aggre gate consumption at t -1 and /£ is the parameter controlling the time separability of the utility fu nction. In order to have external habit, we set D = 0 and /£ > 0 (therefore, the agent's habit level is a state variable) , whereas in the internal habit model D = 1 and /£ > 0 (therefore, the agent's choice of consumption level today af fects the habit level for the next period). In Abel's (1990) external habit model, also known as "Catching u p with th e Jo neses'" , the instantaneous utility function is parametrized as:
Using the external habit hypothesis (D = 0 and k > 0), plugging (12) into (13), and substituting the result in (11), the representative agent's problem becomes:
l In the external habit model, the agent's relevant habit level is the one observed in his "neigh borhood" (Joneses) on the previous period, resulting on the term 'tCatching up with the Joneses".
subject to sequence (2), where C t+ j represents individual consump tion and C t +j -l represents aggregate consumption, which is taken parametrically by the agent in the optimization problem. Solving the representative agent's problem and imposing the equilibrium condi tion that individual and aggregate consumption are identical, we obtain the following N Euler equations:
so that the pricing kernel in this model includes an extra term related to lagged consumption growth:
The parameter," controls the degree of time separability in consump tion. Note that, when," = 0, we are back to time-additive CRRA utility, i.e., equation (9).
Because the representative consumer takes aggregate consump tion parametrically, the inter-temporal elasticity of substitution in consumption is 7jJ = 1/,), for the external habit model. Notice that the same is not true for the internal habit model, where computation of 7jJ is more involved. The third model discussed here follows Zin (1989, 1991) , being a generalization of the expected utility case, as pro posed by Kreps and Porteus (1978) . This specification allows the separation between risk aversion and inter-temporal substitution in consumption -one of the main criticisms directed towards the CRRA utility model'. The basic idea is that the representative agent forms a certainty equivalent for her fu ture utility using her preferences over risk. This certainty equivalent is combined with current consump tion in t ( deterministic) via an aggregating function (W (.)), in order to obtain the intertemporal utility function.
The agent's future utility is defined as UH 1 and fL [UH1Ilt] is her certainty equivalent, we arrive at the following inter-temporal utility function specification:
Notice that risk aversion is synthetized in fL ( . ) while the inter temporal part is in (W (.)). The way the certainty equivalent (the preference over risk) is modeled is denoted as a-mean, or constant relative risk aversion expec ted utility:
2 The main criticism on the non-identification of both parameters within the CRRA model, according to Hall (1988) , is based On the following argument: the intertemporal elasticity of substitution refers to the investors' propensity for altering their consumption between time periods (which is also defined when there is no uncertainty), whereas the risk aversion coefficient refers to the investors' propensity for altering their consumption between different states of the world (which is also defined in a one-period model).
The aggregating function is parameterized as a constant elastic ity of substitution (CES) function:
where the intertemporal elasticity of substitution in consumption (7/J) is given by
The a parameter reflects the agent's behavior towards risk. In the above specification the relative risk aversion coefficient, is con stant, , = I-a. Note, that when a = 0, we are back to the expected utility model with logarithmic preference. When a = p, once again we have an additively separable utility fu nction. .
The maximization of (19) subject to sequence (2) results in the following N Euler Equations - Epstein and Zin (1991) : (21) where 'f/ := � and Bt+1 is the optimum portfolio's gross return'.
This specification allows, therefore, the inclusion of a pricing kernel te Tl� related to the aggregate uncertainty in the economy, cap tured by BH1: the pricing kernel is a geometrical average between the additively separable (CRRA) model -that reflects consumption growth -and the term that reflects aggregate uncertainty: 
In order to test the separability hypothesis, the authors use a system of Euler Equations that includes (21) and the model's non separable logarithmic specifi cation as in the case of preference over risk (a = 0; p of-0): (23) 3. Data and Estimation Method.
3.1 Database.
The systems of equations formed by (9), (15), and (21) and (23), were respectively estimated for Brazilian data at different time fre quencies. Previous empirical work in the international literature (Hansen and Singleton, 1982, 1983; Epstein and Zin, 1991) used monthly data, arguing that they are more likely to capture the agent's timing decision. Moreover, these models are adequate for aggregate consumption of non-durable goods data4• We used con sumption and asset return series in two different frequencies: annual, because it is the officially published series for national consumption (although it might not fully capture the agent's timing decision and does not distinguish between durable and non-durable goods), and quarterly, which was constructed from the annual series, but, does not distinguish durable fr om non-durable goods.
We also considered using a monthly production series, of do mestic non-durable goods for the city of Sao Paulo as a proxy for monthly non-durable goods consumption. Unfortunately, this series, besides only having regional coverage, also has a structural break for 1990:1, when its level changed 50% relative to the previous month, which represents an outlier behavior for a consumption proxy s .
The annual nominal aggregate consumption data, from 1975 to 1994, were obtained from FIBGE's6 national accounts. To obtain real aggregate consumption, this series was deflated by a general price index -IGP-DI. As the model requires real aggregate consumption per capita, real consumption was divided by population, also pub lished by FIBGE. For quarterly frequency, aggregate consumption data is not directly calculated in national accounts, although we do have GDP series and gross fixed investment series for that time fre quency. For the 1975:1 to 1994:4 we used the same series as in Reis et alli (1998) , where the quarterly gross fixed investment and current account balance series were subtracted from the quarterly nominal GDP series, in order to obtain a quarterly nominal consumption se ries. The nominal aggregate consumption series was then deflated by IGP-DI and, subsequently, real consumption per capita was obtained by dividing it by the population series7• The real per capita con-5 We thank an anonymous referee for pointing this out. A previous version of this article contains the analysis of that monthly series.
6 The aggregate consumption series from national accounts, is calculated as a residual, and is subject to measurement error. GMM estimation (and the over-identification test) allows inferring if those errors affect the estimates. For a more detailed description of the problem, see Reis et alli (1998) .
7 As there is no available quarterly data for poupulation, a linear interpolation on the annual
Brazilian Review of Econometrics 20 (2) November 2000 sumption series, was then seasonally adjusted, given that it showed a strong seasonal component, which may be due to the fact that the consumption series was obtained from GDP and gross fixed in vestment . We should point out that the series used in international studies are also seasonally adjusted, which makes our results directly comparable to them8•
The interest rate series -return on government (federal) debt (published by Andima, the National Association of Open Market In stitutions) -has as its source the Central Bank and were accumulated to obtain the annual and quarterly series from monthly observations. The asset return series used for the risky asset was the return rate of BOVESPA. The monthly BOVESPA index for the 1975:1 to 1998:12 period was obtained from BOVESPA, and the monthly observations were accumulated to obtain the quarterly series, which was then deflated in the same way as the interest series.
Figures 1 and 2 show the data used here in annual and quarterly frequencies respectively. It is worthwhile noticing the wide variation of returns observed for the BOVESPA index.
series was done, once the population series is very smooth.
8 The equations were also estimated for the quarterly series model without correcting the sea sonal adjustability but including seasonal dummies in the Euler Equations and the instru ments, in an identical procedure to Reis et alli's(1998) , making the results in that case directly comparable. 
1.12 1.08 1.04 1.00 0.96 The basic idea of estimation by the generalized method of mo ments is to implement a parameter estimation procedure, derived from some model (or not), that minimizes the sample analogue of the population orthogonality conditions (also known as moment re strictions). Estimation by instrumental variables might be viewed as an application of GMM, since it exploits the orthogonality between the residual and the instrument set.
Since GMM-estimate properties have been exhaustively dis cussed in the literature on applied econometrics and macroeco nomics, it is not discussed here in any depth. As a reference for an introduction to the method, see Hamilton (1994) , and Davidson and Mackinnon(1993) . For a detailed explanation of GMM properties, see Hansen (1982) , and for an explanation on the method's imple mentation and its representative consumer's (eRRA) basic macro economic model application see Hansen and Singleton (1982) . For a fairly complete recent summary, see Matyas (1999) .
To implement this technique we first select a set of instruments. To achieve robust results, different instrument sets are employed, following the previous literature. In order to identify the parameters of interest, there must be at least the same number of orthogonality conditions as the number of parameters. In general, models are over identified (more orthogonality conditions than parameters) , meaning that not all orthogonality conditions can be simultaneously satisfied at the optimum. Hence, a weighting matrix is used to construct a quadratic form which is then minimized. This weighting matrix can also be optimally estimated. To check the robustness of the results, different ways of estimating the optimum weighting matrix were used: the Newey and We st (1987) method with a fixed window (denoted as F), the Newey and West (1994) method with a variable window (denoted as NWV) and the Andrews' (1991) method with a variable window (denoted as ADW) .
The correct specifi cation of each model estimated by GMM is tested using the over-identifying restrictions test (see Hansen, 1982) , the (T x J) statistics, which has a X 2 asymptotic distribution, with (r -k) degrees of freedom, where r is the number of orthogonality conditions and k the number of parameters in the structural model.
Empirical Results.
In order to summarize the empirical results in the best possible way, we proceed here as follows: fi rst, the results for the structural parameter estimates for each individual model are presented, with comparisons of the intra-model estimates performed in the next three sections. Second, all the empirical results are summarized and then inter-model estimates are compared, in order to have a clear picture of risk aversion, the inter-temporal discount rate, and inter-temporal substitution of consumption for Brazilian consumers. This is done in the fourth section, which also presents a comparison between the empirical results for Brazil with those for the U.S. economy. For the latter, we use as references Hansen and Singleton's (1982, 1984) re sults for CRRA utility with monthly data, Epstein and Zin(1991) re sults for Kreps-Porteus utility with monthly data, and Runkle (1991) results for CRRA utility with annual data.
CRRA utility function model.
The GMM estimate results for equation (9) are summarized in Tables 1a through Ie. Following Hansen and Singleton (1982) we es timated a system with two types of assets: a risk-free asset (govern ment bonds) and a risky one (Bovespa index). Each Table presents the estimates obtained using different instrument sets and different ways of estimating the weightning matrix, as described in the pre vious section. It is important to notice that the convergence of the non-linear algorithm for the estimates was not achieved in all cases and our results list only results where convergence was achieved.
Brazilian Review of Econometrics 20 (2) November 2000 Notes: (1) Inst. refers to the employed list of instruments . All of them contain a constant. In addition II uses Rl,t+l and Ct+l/Ct lagged two periods, 12 uses RZ,t+l and Ct+1/Ct lagged two periods, 13 uses Rl,t and Ct/Ct_1 lagged two periods, 14 uses Rl,t, RZ,t and Ct/Ct-l lagged two periods, 15 uses RZ,t and Ct/Ct-1 lagged two periods, 16 uses Rl,t+l,Rz,t+l and Ct+1/Ct lagged two periods, 17 uses Rl,t+l and RZ,t+1 lagged three periods, 18 uses Rl,t-l,Rz,t-l and Ct_1/Ct_2 lagged two periods, 19 uses Ct+1/Ct lagged two periods, no uses Rl,t+l and Ct+l/Ct lagged one period, III uses RI,t and Ct/Ct-1 lagged one period.
(continued) In the estimates with seasonal dummies, these were also included as instruments in the previous lists, though we ke pt the previous notation. (2) Mtx. refers to how the moment's restrictions variance co-variance matrix was estimated, where F denotes the use of the Newey and We st (1994) Hansen's (1982) over-identifying restrictions test statistic Tx J and its p-value are respectively presented in the last column of each system estimate set. (5) The last line On the ta ble represents the median estimate for each group of estimates. (6) * and ** denote, respectively, significance of parameters in a one sided t-test at the 5% and 1% levels.
The results in tables la through lc show that the system of Euler equations was not rejected by the T x J over-identifying restrictions test in any case, at the usual significance levels. The estimates for {3 are, in general, very close to one (with a median of 0.99) for quarterly data, although close to 0.9 for annual data. Note that estimates for different time frequencies are only comparable if these were normal ized to a common time frequency, which corresponds to a quarterly estimate of 0.96 in an annual basis.
The estimates fo r 1 are less robust, especially if we compare the results between tables lb and lc. For the former, we have positive estimates between zero and one, but (with a few exceptions) not sig nificantly different from zero. For the latter, we have estimates above one and signifi cant in all cases. If we only consider results from table lc we would have a risk aversion coefficient of approximately 1.70, which seems reasonable a priori. The existence of no risk neutrality b > 0) obtained in table lc is consistent with results of table lao However, the result for annual data reveals a risk aversion almost three times bigger than the average estimate for quarterly data with seasonal dummies (4.89).
Given that, for both annual and quarterly estimates (with sea sonally adjusted dummies) relatively high values for 1 were obtained with CRRA utility function, we conclude that relative risk aversion is high for Brazilian consumers. In that sense, the seasonally adjusted quarterly results, which reveal a median risk aversion estimate of 0.62, would be an exception. It should be emphasized that Hansen and Singleton used similar seasonally adjusted data, a reason for which we should not dismiss this last result here9• 9In light of the results with annual data, and considering that the only difference between the quarterly data results is the way of modeling seasonality, we may conclude that the use of seasonally adjusted series captures part of the cyclical growth variation of asset consumption and return. If this were the case, it would be preferable to use seasonal dummies to isolate the seasonal aspect of the data. If we compare table Ic with Reis et alii (1998) , who also use seasonal dummies,
External Habit Model.
Tables 2a and 2b summarize the main results of the estimation of the system of Euler equations (for both the risk-free and risky assets) given by (15) -in annual and quarterly frequency (seasonally adjusted data) 10 . The notation followed is the same as in previous tables, with small variations regarding the instrument set.
Results in table 2 are ambiguous, even thought the external habit model is not rej ected in any case by the over-identifying restriction tests". The reason for this ambiguity is the fact that we found strong evidence that K, = ° for quarterly data and that K, of ° for annual data. Moreover, in most of the cases, we found two types of counter intuitive results that violate at least one of the external-habit model basic assumptions. The first is that K, < 0, and, at the same time '1 > 0, and the second is that K, > 0, and, at the same time '1 > O. Notice that there is no such case in which the estimates for both are positive and individually significant. Anyway, the median estimate for '1 is 1.10, which seems reasonable. The annual results for fJ indicate a median estimate of 0.88, which seems reasonable, but rather low. The inter-temporal elasticity of substitution in consumption 'Ij; (still equal to 1/'1) has a median of 0.91 for annual data.
fairly similar results are obtained, with a non-trivial estimate for the inter-temporal substitution in consumption. Even so, the estimates for (3 in Reis et alli are considerably lower than ours.
lO This model was not estimated using seasonal dummies, only with seasonally adjusted data, which would be interesting for the purpose of comparison with Reis et alli's results llIt is worth noting that, with annual data, achieving convergence for the GMM estimation code was extremely difficult. In some cases, we used these same generic instrument sets (IJ) with an additional lag for the consumption growth rate, denoted as IJ". (2) Mtx. refers to how the momments restrictions variance co-variance matrix was estimated, where the symbol F denotes the use of the Newey and West (1994) technique with fixed window, ADW denotes the use of the Andrews (1991) technique with variable window, and NWV denotes the use of the Newey and West (1994) technique with variable window.
Brazilian Review of Econometrics 20 (2) November 2000 For quarterly data, sensible estimates for {3 are found in most cases. However, for'Y and r;, we find evidence that these are individu ally zero, with rare exceptions. Recall that, when r;, = 0, the external habit model degenerates into the CRRA utility model. Notice that there are some exceptions where we find evidence of non-separability over time; see table 2b. In these cases, given the respective 'Y esti mates, we would conclude that agents are risk neutral. However, the majority of the quarterly results on table 2b show a strong sign of separability (i.e. r;, = 0). In this case, 'Y estimates in table 1 would be more efficient than those in table 2, because in the CRRA utility model has one less parameter than the external habit model.
Kreps-Porteus utility type model.
In Epstein and Zin's original work (1991), estimation of th e sys tem of Euler equations given by (21) and (23) was conducted using five assets: the risk-free asset (government bonds) and four groups of sectoral portfolio shares. However, a series on IBOVESPA returns disaggregated by sector is not available. Hence, we only estimate the parameters for the risk-free asset. The instrument sets are the same of those of the previous models (noting that in most of the cases the convergence of estimates was not achieved) .
The choice of parameters to be directly estimated for the com bined system (21) and (23), was ({3, Ti and p), given that, this choice better suited the numerical methods employed here. Since the pa rameters of interest are {3, 1jJ and 'Y '2 , the estimates for 1jJ and 'Y were obtained from if and p using the Delta Method (see Greene (1997) ).
12
The 7] parameter interpretation was done in the original work, reflecting the agent's preference for a "late" or "recent" resolution of uncertainty.
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For quarterly data (table 3b) , the over-identifying restrictions tests did not rej ect the model for instrument sets: 13, 14, 17, 19, and no. In the cases where the model was not rejected, the estimates of f3 were significant and high, varying between 0.94 and 0.98 -with a median estimate of 0.96. In most of these cases, the estimates for 1/J were significantly different from 0, between [0.2, 0.3] (median 0.29). These estimates show that agents have some disposition in altering their consumption patterns when facing variations of the interest rate, i.e. some inter-temporal substitution in consumption. In most of the cases where the model was not rejected, we found that 'Y was statistically significant, which would lead us to a model with expected utility and logarithmic preference. The median estimate for 'Y was 0.68.
The convergence of estimates, for annual data (table 3a) , was obtained in fewer cases and for fewer instrument sets. A median es timate of 0.93 was obtained for ( 3, although some estimates reached values above one (I6-F). In most of the cases the parameter 1/J was significantly different from 0, with a median estimate of 0.24, a value close to that for quarterly data. The parameter 1/J was statistically different from zero in four cases, from a total of 9. This is more ev idence favoring a model with expected utility and logarithmic pref erences, the median estimate of'Y being 0.75. 
J oao Victor Issler and Natalia Scotto Piqueira
where N=l, and Bt+l=Ibovespa Returns and R1,t+l=Returns on Government Bonds, 1J=sg., 'I/J= l ":' P ' ,=1-0:. Hansen's (1982) over-identifying restrictions test statistic T X J and its p-value are showed in the last column of each system estimate set. (5) The last line on the table represents the median estimate for each group estimates. (6)" and .... denote, respectively, significance of parameters in a one sided t-test at the 5% and 1% levels.
The idea behind using the Kreps-Porteus utility function to solve the U.S. equity premium puzzle is that of adding more noise to the pricing kernel (via the inclusion of the aggregate uncertainty term) to generate a higher co-variance (in absolute terms) with the as sets return rate, given that, the aggregate consumption series is very smooth. The above results show that, for Brazilian data, the Kreps Porteus utility type model is not capable of altering the basic model's results. First, because it is not applicable to some instrument sets (over-identifying restrictions tests). Second, because it shows evi dence of non-rejection of risk neutrality. The major benefit of using this type of specification refers to the dissociation between the inter temporal elasticity of substitution estimate and the risk aversion coefficient. Here, the estimates for the first were relatively low -a median elasticity of 0.24 for annual data and 0.29 fo r quarterly data. Also notice that these values are in line with similar results using power utility (CRRA) -median of 0.21. A summary of median Brazilian results using three types of util ity function is presented in Table 4 . The results for f3 the discount rate are reported in terms of annual equivalent rate, in order to al low inter-model comparisons. The results can be summarized in the following way:
1. The estimates fo r the discount rate f3 vary between 0.85 and 0.96 in an annual basis. Hence, fo r the Brazilian economy, a value of around 0.90 in annual basis would be reasonable.
2. The relative risk aversion coefficient estimates I were not robust, because there is strong evidence of risk neutrality, as well as of high risk aversion -estimates between 0.5 and 1 for neutrality and in the other case an extremely high median of 4.89. Therefore, it is difficcult to choose a representative value for the risk aversion coefficient of the Brazilian economy. Given the potential problem of using seasonally adjusted data (instead of seasonal dummies for the regressions) as discussed above, it may be preferable to use annual data results. These would point to a moderately high average relative risk aversion, coefficient between 'Y = 1.10, for the external habit model and 'Y = 4.89, for the CRRA utility model.
3. With the exception of the external habit models, the inter temporal substitution in consumption results point to an inter temporal elasticity 'ljJ that is low, predominately around 0.25. Also, as in the case of relative risk aversion coefficient, there are some inconsistentencies between estimates.
The comparison between Brazilian and U.S. estimates are per formed using tables 4 and 5. It is preferable to compare results from equivalent models and identical time frequencies (or as close as pos sible, such as quarterly and monthly). After comparing results we conClude the following:
1. The Brazilian consumer is more impatient than the U.S. con sumer, since the discount rate is higher for Brazil (close to 0.9) than for the U.S. (close to 1.0).
2. Brazilians are more risk averse than U.S. consumers, with risk aversion levels up to two to three times higher: 4.89 versus 0.62 and 0.62 versus 0.14, depending on the time frequency of the data. An exception is accounted for in the results where Kreps-Porteus utility was used, where U.S. inhabitants have a higher risk aversion: 1.02 versus 0.64. It is worth reporting that a was not significant in most of the estimates for Brazil and in Epstein and Zin(1991) for the U.S. Therefore, there might be no differences between Brazilian and U.S. consumers for the Kreps-Porteus specification.
3. Brazilians have an inter-temporal elasticity of substitution in consumption 1jJ lower than that of U.S. consumers, with median values at least half of theirs: 0.21 versus 0.45, 1.61 versus 7.14, and 0.29 versus 0.72. This result is not surprising given the incipient Brazilian capital market in comparison to the international pattern (see liquidity-constraint in Reis et alli (1998) ). Finally, it is worth discussing the existence or not of the equity premium puzzle, in the context of the Brazilian economy. The first formal econometric tests with Euler Equation systems were imple mented by Hansen and Singleton (1982) on the CRRA utility model using Hansen's (1982) T x J test. Hansen and Singleton (1984, table 3, column 2)13 reported that, at the 5% significance level, system (9) is rejected for all possible instruments list (a total of six) . These results were maintained even when varying the utility function, be cause Epstein and Zin (1991, table 4) , using Kreps-Porteus utility, rej ected the model in four occasions (out of six possible ones). Hence, there is weak empirical evidence for the validity of the restrictions implied by CCAPM for the U.S. economy.
For Brazil the opposite is true. In Hansen's T x J tests, virtu ally all models had a strong empirical support. The only exception was the Kreps-Porteus utility model, which was rejected in a small number of cases (4/22). Therefore, a conclusion emerging from our empirical results is that there is no equity premium puzzle for Brazil.
Notice that this occurs regardless of utility function, the time fre quency of the data, and the instrument list used, which makes this result relatively wide and robust.
Obviously, a detailed investigation of a Brazilian equity premium puzzle is beyond the scope of this article, nonetheless a preliminary investigation into the matter is appropriate. Let's suppose that for equation (9) is 0.257 for annual data, which seems to be a high value. How ever, the estimated standard-deviation is also high (0.748), resulting in a t-statistic of 1.496. Thus, E [(3 (OC:' ) -, (R2, t+I -RI , HI)] is not significantly different from zero at the usual levels of 5% and 10%. What seems to happen in that case, is that the variance of (3 (OC:' ) -, (R2,t+1 -R1 ,HI) is too high, although the sample aver age is also high. Using Figure 1 , it is clear that the high variance of (3 (OC:' ) -, (R2,t+l -R1,Hl) is a result of the high variance of (R2,Hl -RI,HI)'4. Therefore, there is no equity premium puzzle for Brazil due to the great variation observed for the equity premium.
It is worthwhile investigating the non-existence of the equity pre mium puzzle for Brazil from a different perspective. If we use annual data to compute the Brazilian equity premium, we obtain an average of 29.06% per year for the 1975-1994 period. Compared to the U.S. long-term value (1889-1978) of 6.18% per year, the risk premium here is almost five times that of the U.S. Even taking into account that that the 20-year performance may not be maintained in the very long run, the Brazilian equity premium is impressive. However, equally impressive is its estimated 94.22% standard deviation. Hence, if we test the null hypothesis that E (R2,t+1 -Rl,t+l) = 0, we arrive at a t-statistic of 1.379, which does not rej ect the hypothesis that the Brazilian equity premium is zero at the usual significance levels. Seen from this perspective, there is no equity premium puzzle for Brazil because there is no equity premium either.
If the same type of test is carried out for the U.S. economy, using the returns from the Dow-Jones index and the interest rate from one-year U.S. Treasury Bills", we get opposite results. The null hypothesis of E (R2,t+1 -RI,tH) = 0 is rejected at the 5% level, with a t-statistic of 1.99. Hence, in the U.S., there is both equity premium and equity premium puzzle.
Conclusions.
The purpose of this article was to present estimates for the risk aversion coefficient , the discount rate of the future utility, and the inter-temporal elasticity of substitution in consumption for Brazil. We used three different utility function specifications in the CCAPM. In each case, starting from Euler Equations, we estimated these structural parameters using the generalized method of moments (GMM) and tested the model's over-identifying restrictions using Hansen's (1982) T x J test.
The results allow us to make some inference about each model's performance in the Brazilian case and about the Brazilian consumer's behavior when facing risk, inter-temporal substitution in consump tion, and future utility discount. These can be summarized in the following way:
1. A reasonable estimate for the discount factor fJ in Brazil is 0.90. When comparing Brazilian and U.S. consumers it is obvious that the Brazilian consumer is more impatient than its U.S. coun terpart, who has a discount factor close to one. low risk aversion were obtained for Kreps-Porteus utility, the only model that showed signs of not being consistent with the data in test ing, and (ii) we have, for annual data, strong evidence of high relative risk aversion; see the discussion above on seasonal adjustment . In Hansen's over-identifying restriction tests, the estimated mod els were rarely rejected, which lead us to conclude that, contrary to the U.S. case, there is no equity premium puzzle for Brazil. Accord ing to our preliminary investigation, the non-existence of the equity premium puzzle is due to the fact that the Brazilian equity premium is very volatile. As a consequence, we cannot reject that the hypoth esis that the Brazilian equity premium is statically zero. Thus, we concluded that there is no equity premium puzzle fo r Brazil because there is no equity premium.
Finally, the three models estimated here could be evaluated in an alternative way. In the over-identifying restrictions tests, the only specification that was rej ected by the data was the model with Kreps-Porteus utility. However, it is well known that the T x J test has low power (see Newey (1985) ). We could find alternative ways of choosing models using a different specification test. Diebold, Oha nian and Berkowitz (1998) , among others, propose an interesting way of evaluating models, that compares data and models in all frequen cies, weighting the differences between them using different weights depending on the frequency. This "weighted distance" between data and models can be used to evaluate the latter. 
