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Abstract
Thermal comfort is very important in any work or operation environment. But “thermal comfort” is a very vague
and not easily defined term, and it is influenced by both the physical environment and the individual’s physiology or
psychology. To at least partially overcome these problems, this work proposes the use of a fuzzy adaptive network
(FAN) to model the thermal comfort system. To illustrate the approach, actual experimental data were used to train
the network and to give results. Although only very simple examples were used, the results show the usefulness of
the proposed approach.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
Thermal comfort plays an important role in any working environment. But it is a very vague term and
very difficult to represent on modern computers. For example, the British Standard Institute [1] defined
thermal comfort as “that condition of mind which expresses satisfaction with the thermal environment”.
Thus, the feel of thermal comfortable for an individual not only depends on the physical environment
but also depends on the condition of the mind. In other words, the individual’s physiology and
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psychology both influence thermal comfort. These feelings are almost impossible to express numerically.
To overcome this problem, ASHRAE (American Society of Heating, Refrigerating and Air-Condition
Engineers) developed the thermal comfort index by using the linguistic expressions hot, warm, slightly
warm, neutral, slightly cool, cool and cold to correspond to the scales +3, +2, +1, 0, −1, −2 and
−3, respectively. Because of the vagueness and linguistic nature of the problem, traditional approaches
are not suited for modeling this problem. The fuzzy adaptive network, which possesses the abilities of
linguistic representation and aggregation of fuzzy logic and the learning ability of a neural network,
appears ideally suited to model this vague system. The learning ability of the network can not only
improve the initially assumed approximate model but also follow the dynamics of the system.
Various researchers have investigated the relationships between room conditions and thermal comfort.
In general, statistical approaches were used. Recently, fuzzy and neural approaches have been proposed.
But, most of these works are from the standpoint of fuzzy and neural control. For example, Hayden and
Entchev [2] argued that intelligent control based on fuzzy logic and neural networks not only performs
better than conventional controls but also enhances comfort. Dounis [3,4], in a series of papers, proposed
the application of fuzzy logic to control thermal comfort levels.
Thermal sensation has also been investigated by the use of a fuzzy approach. Shimizu and Jindo [5]
employed fuzzy regression to analyze the sensitivity data for a vehicle interior. They studied the influence
of physical characteristics such as airflow velocity, temperature and sun load on the thermal sensation and
obtained fuzzy membership functions. Wen and Zhao [6] tried to predict human psychological response
in a dynamic thermal environment based on fuzzy set theory. Chen [7] and Chen et al. [8] used fuzzy
regression to model thermal comfort in air-conditioned rooms.
In this work, fuzzy adaptive networks are used to model thermal comfort. After a short discussion on
thermal comfort in the next section, the fuzzy adaptive network is introduced in Section 3. In Section 4
actual experiment results are used to model thermal comfort with a fuzzy adaptive network.
2. Thermal comfort
Both environmental factors and individual aspects influence thermal comfort. According to Konz [9],
the environment factors are: dry bulb temperature, water vapor pressure, air velocity, and radiant
temperature. And the other factors due to individual differences or physiological aspects are: metabolic
rate, clothing, length of time exposure and even the mood or feeling of the individual. The environmental
factors can be represented numerically, but linguistic expressions are needed for the other factors.
Ideal ambient temperature and conditions for thermal comfort vary from person to person due to
physiological and psychological factors. The scale or index for thermal comfort is not easy to define. The
better-known indices are the ASHRAE and the Bedford scales. The ASHRAE scale has been mentioned
before and the Bedford index is expressed as much too warm, too warm, comfortably warm, comfort,
comfortably cool, much too cool corresponding to the scales 7, 6, 5, 4, 3, 2, 1, respectively. Notice that
these scales are really intervals. For example, a scale of 3, meaning comfort, really implies a certain
range within which it is comfortable. Fuzzy numbers are ideally suited for this kind of representation.
Besides the direct use of thermal comfort scales, various other methods for assessing thermal comfort
have also been proposed. Based on the seven-point ASHRAE thermal comfort scale, a “predicted mean
vote” (PMV) [1] approach was proposed. The approach predicts the number of comfortable votes among
a large group of people. On the opposite side, “predicted percentage of dissatisfied” (PPD), where the
number of people feel too cold or too hot will vote, was also proposed [1].
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Fanger [10,11] developed a thermal comfort equation based on heat energy balance in the human body.
The balance was obtained by including both the physiological and physical environmental factors such
as heat production by metabolism and by external work and heat loss due to evaporation, respiration,
radiation, conduction and convection from the surface of the clothing and skin.
3. Fuzzy adaptive network
Cheng and Lee [12,13] proposed the architecture of the fuzzy adaptive network (FAN), which is
essentially a fuzzy inference system employing the neural network learning technique. In this section,
the FAN is briefly summarized. More detailed discussions can be found in the literature [12].
A fuzzy inference system basically consists of three conceptual components: a rule base, which
contains a set of fuzzy if–then rules; a database, which defines the membership functions used in the
fuzzy rules; and a reasoning mechanism, which performs the inference procedure based on the rules and
a given condition for deriving a reasonable output [12,14].
Various fuzzy inference systems can be constructed depending on the fuzzy if–then rules and the
aggregation procedure. The FAN is a network representation of the Takagi and Sugeno fuzzy inference
model [15]. The network provides a comprehensive visualization and adaptability system, retaining both
the representation ability of fuzzy systems and the learning ability of neural networks.
The FAN is a five-layered feed-forward network. Each node in the FAN performs a particular mode
function on the incoming signals, which is characterized by a set of parameters. The main difference
from a pure neural network is that some of the nodes contain parameters to be adjusted. The following
Gaussian membership functions are used in these nodes:




x j − v j,h j
σ j,h j
)2
where x j is the input to this node; Fj,h j is the hth fuzzy set associated with the input x j ; µFj,h j is the
membership function defined for Fj,h j , and (v j,h j , σ j,h j ) are the Gaussian parameters.
The FAN is a powerful approximation tool for fuzzy systems, whose objective is to infer an association
between specific input–output pairs. These input–output pairs are usually referred to as training data that
characterizes the system to be identified. The training procedure is actually a sequence of adjustments of
the parameters in the network, including both consequence and premise parameters.







[(yi − yˆi)2 + (ei − eˆi )2]
}
where Yi is the desired output and Yˆi is the FAN estimated output, both outputs are assumed to be
symmetric triangular fuzzy numbers, Yi = (yi, ei ), where yi and ei are the mode or center and spread,
respectively.
Learning algorithms. The FAN uses two sets of adaptive parameters: the premise parameters and
the consequence parameters. Consequently, the learning process includes the learning of both sets of
parameters. The usual back-propagation is used for the training of the premise parameters and the
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consequence parameters are trained by solving a fuzzy linear programming problem based on Tanaka’s
fuzzy regression approach [16].
4. Fuzzy adaptive network in the modeling of thermal comfort
To obtain the data needed, experiments were carried out to assess an individual’s thermal comfort.
These experiments were conducted in laboratory rooms at Kansas State University during winter [7].
Sixteen subjects were used in the experiments and all the subjects were between 18 and 26 years
old. During each of a total of six 30 minute periods, thermal comfort votes, skin temperatures and
environmental conditions were collected.
The experiments were carried out in three air-conditioned rooms. Thirty-two experiments were carried
out in each room. For a detailed description of the experiments, the reader can consult reference [7].
Thermal comfort votes were collected based on the ASHRAE seven-scales index and converted to
numerical values with a comfort range from 0 (least comfortable) to 100 (most comfortable).
For the purpose of variable reduction and also to avoid possible misinterpretation caused by highly
correlated variables, principal component analysis was carried out. We shall not give the detail of the
analysis; the reader can consult Refs. [7,8]. The results show that thermal comfort votes were highly
correlated with the two environmental conditions, namely, temperature and humidity. Thus, to simplify
the computation and also to illustrate the FAN approach, a problem with one independent or output
variable, thermal comfort, and two input variables, temperature and humidity, is considered.
Suppose the grain sizes for both of the input variables can be represented by three levels, that is,
hot, moderate, cold, representing the three levels of temperature and humid, average, dry representing
the three levels of humidity (H). Then nine fuzzy inference rules can be formulated, which can be
represented by
R j : If (Temperature is Ts and Humidity is Hr), Then (Y = Y j = c j0 + c j1 x1 + c j2 x2)
where Y represents the thermal comfort, superscript j , j = 1, 2, . . . , 9, represents the nine rules,
subscripts s and r represent the three levels of temperature and humidity, respectively.
Using the above inference rules, a FAN network can be constructed and the model for thermal comfort
can be obtained by first training the network using the experimental data.
Example 1 (Averaged Data). After the averaging and discarding of points with extreme conditions,
only twenty-three points or experimental data are left. Using these 23 data pairs, the FAN network can
be trained following the approach outlined in the previous section. To start the training, the initial values
for the Gaussian parameters are arbitrarily set as
Temperature: (25, 2), (30, 2), (35, 2)
Humidity: (20, 2), (50, 2), (80, 2)
and the value of α is set to 0.1.
The first four columns in Table 1 list the training data and the last two columns list the values predicted
by the FAN after training. The convergent behavior is shown in Fig. 1.
The premise parameters are obtained by back-propagation and there is a possibility of convergence to
a local minimum. To make sure a global minimum was obtained, the training was again carried out with
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Table 1
Training data and FAN output; Example 1
Input variables Desired output FAN output
Temp. Hum. Comfort Spread Comfort′ Spread′
24.4 16.7 0.1 0.1 12 1.9532
24.4 16.7 16.667 0.83335 12 1.9532
26 16.7 0.1 0.1 12.4 1.9388
26 16.7 9.206 0.4603 12.4 1.9388
24.4 19.7 19.653 0.98265 15 1.9716
26 23.0 0.1 0.1 17.246 1.9763
23.4 30.0 39.237 1.96185 22 2.0333
26 36.3 25.873 1.29365 26.943 2.0557
26 39.6 26.283 1.31415 29.875 2.074
23.4 40.1 28.859 1.44295 30.034 2.0954
23.4 40.1 37.15 1.8575 30.034 2.0954
35.2 42.2 50.725 2.53625 34.529 1.9969
33.3 43.6 22.571 1.12855 33.061 1.8744
24.4 44.3 16.667 0.83335 33.31 2.1055
33.3 45.8 19.968 0.9984 34.857 1.8256
33.3 52.3 66.666 3.3333 58.26 1.1893
25 52.9 33.333 1.66665 47.337 1.7877
25 59.7 66.666 3.3333 62.152 1.4102
26.2 60.1 53.985 2.69925 63.052 1.3509
26 60.8 73.47 3.6735 64.263 1.3449
26.3 83.3 83.333 4.16665 89.287 1.2388
26.2 89.2 9.548 0.4774 9.498 0.0477
28 100 100 5 102.191 0.7934
Fig. 1. Convergent rate for initial parameter Set 1; Example 1.
the following different set of parameters:
Temperature: (15, 2), (30, 2), (50, 2)
Humidity: (20, 2), (70, 2), (90, 2).
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The final membership functions obtained after training for both initial conditions are
Temperature: Cold (13.775, 5.438), Moderate (30.802, 0.755), Hot (53.15, 9.323)
Humidity: Dry (19.237, 26.248), Average (67.826, 10.771), Humid (89.237, 0.001).
For the purposes of comparison, this problem was also modeled by the traditional regression approach.
The prediction equation for regression is
Mode of Comfort = −17.8001 + 0.552162 ∗ Temperature + 0.844826 ∗ Humidity.
The resulted adjusted R-squared is 0.4751. Thus, the regression equations can only explain 47% of
the data. The LSE for regression is 8173.907 with a 95% confidence interval. The results predicted by
the FAN are closer to the target or desired output than the regression results.
Example 2 (Without Averaging). Using the original 95 pairs of data obtained from experiments, the
FAN network was trained with the following initial parameters:
Temperature: (10, 2), (20, 2), (30, 2)
Humidity: (20, 20), (50, 20), (70, 20).
The value of α was again set to 0.1.
The convergent behavior is similar to that of Example 1 and convergence was obtained after about 200
epochs. The LSE of the mode or center converges fast after 100 epochs of training. The LSE converged
to 45 228 after 2000 epochs.
Statistical regression analysis was also carried out for this example and the equation obtained is
Mode of Comfort = 135.9551 − 2.70857 ∗ x1 − 0.24346 ∗ x2.
The resulting multiple R-squared is 0.609968, with 95% confidence interval.
5. Discussion
Although regression is used and the results are compared with a fuzzy adaptive network, the proposed
fuzzy–neural approach is much more powerful than regression. The FAN can perform nonlinear
regression and also can improve the existing model by learning if more data are available. Thus it can
be used on-line to follow the dynamics of a process. A second aspect is that the FAN is very suited for
linguistic representation and for the handling of vague and not well-defined problems. Thus, all kinds of
data can be used, not like in statistical regression where the data must obey some given characteristics.
In this work only very simple examples are used to illustrate the approach and thus the examples
cannot show the advantages clearly. In order to show the advantages of the approach, a fairly large
amount of actual operating data would be needed.
Obviously, the approach can be used in the modeling of many other aspects in ergonomics, which
is a system intimately connected with and heavily influenced by human judgments, perceptions and
emotions.
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