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This paper deals with an BMAP/G/1 G-queues with second optional service and multiple
vacations. Arrivals of positive customers and negative customers follow a batch Markovian
arrival process (BMAP) and Markovian arrival process (MAP), respectively. After comple-
tion of the essential service of a customer, it may go for a second phase of service. The arri-
val of a negative customer removes the customer being in service. The server leaves for a
vacation as soon as the system empties and is allowed to take repeated (multiple) vaca-
tions. By using the supplementary variables method and the censoring technique, we
obtain the queue length distributions. We obtain the mean of the busy period based on
the renewal theory.
 2009 Elsevier Inc. All rights reserved.1. Introduction
During the last decade there has been an increasing interest in queueing systems and networks with negative customers.
Queues with negative arrivals, called G-queues, were ﬁrst introduced by Gelenbe [1]. When a negative customer arrives at
the queue, it immediately remove s one or more positive customers if present. Negative arrivals have been interpreted as
viruses, orders of demand, inhibiter. Queueing systems with negative arrivals have many applications in computer, neural
networks, manufacturing systems, communication networks, etc. A review of the main results on this topic can be found
in Gelenbe [1,2].
Boucherie and Boxma [3] considered an M/G/1 queue with negative arrivals where a negative arrival removes a
random amount of work. Li and Zhao [4] discussed a MAP/G/1 queue with negative arrivals. They analyzed two classes
of removal rules: (i) arrival of a negative customer which removes all the customers in the system (RCA) and (ii) arrival
of a negative customer which removes only a customer from the head of the system (RCH), including the customer
being in service. For the M/G/1 queue with negative arrivals, Harrison and Pitel [5] explicitly expressed the stability
conditions.
Recently, Madan [6] investigated an M=G=1 queueing system with a second optional service in which some of arrivals
may require a second optional service immediately after completion of the ﬁrst essential service. Medhi [7] considered an
M=G=1 queueing system with a second optional service channel where a customer may depart from the system either after
ﬁrst essential service (FES) with probability ð1 hÞ or at the end of the FES may immediately go for a second phase of service. All rights reserved.
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and J additional options for service. Choudhury and Paul [9] studied a batch arrival queue with an additional service channel
under N-policy.
At present, however most of the studies are devoted to batch arrival vacation models under different vacation policies
because of its interdisciplinary character. Numerous researchers including Baba [10], Choudhury [11], Lee et al. [12] and
many other have studied batch arrival queue under different vacation policies. Kasahara et al. [13] investigated the MAP/
G/1 queues under N-policy with and without vacations. For a detailed survey on queueing systems with server vacations
one can refer to Doshi [14], Takagi [15] and Tian and Zhang [16].
Most of the previous work on queues assumes that customers arrive at the system in accordance with a stationary pois-
son process. However, in recent years there has been a growing interest to analyze queues by considering input process as
Markovian arrival process (MAP). The MAP is a useful mathematical model for describing bursty trafﬁc in modern commu-
nication networks, and is a rich class of point processes containing many familiar arrival processes such as Poission process,
PH-renewal process, Markov modulated Poission process, etc. Readers may refer to chapter 8 in Bocharov et al. [17]. MAP
was extended to the batch arrival case, called the batch Markovian arrival process (BMAP). BMAP was introduced to cap-
ture the bursty nature of trafﬁc source behavior in modern communication networks and others. There have been exten-
sive studies on queueing systems with BMAP input. For detailed bibliographies on BMAP, readers may refer to [18–22]. In
particular, Lee and Jeon [23] used the supplementary variable method, which combined with the embedded Markov chain,
to analyze the BMAP/G/1 queues with ﬁnite or inﬁnite waiting room. Li et al. [24] use the supplementary variable method,
which combines with the matrix-analytic method and the censoring technique to study the BMAP/G/1 retrial queue with a
server subject to breakdowns and repairs. Banik et al. [25] studied the BMAP/G/1/N queue with vacations and limited ser-
vice discipline. Gupta and Sikdar [26] computed the queue length distributions in MAP/G/1/N queue under single and mul-
tiple vacation.
In this paper, we consider the BMAP/G/1 G-queues with second optional service and multiple vacations. Arrivals of po-
sitive customers and negative customers follow a batch Markovian arrival process (BMAP) and Markovian arrival process
(MAP), respectively. The arrival of a negative customer removes the customer being in service. A customer may depart from
the system either after ﬁrst essential service (FES) with probability ð1 hÞ or at the end of the FES may immediately go for a
second phase of service (SPS) in an additional service channel with probability hð0 6 h 6 1Þ. The server leaves for a vacation
as soon as the system empties and is allowed to take repeated (multiple) vacations. We obtain the distributions of stationary
queue length, the mean of the busy period by using the supplementary variable method, the matrix-analytic method, the
censoring technique, and the renewal theory. This paper is an extension of the earlier work carried out by Li and Zhao [4]
on MAP/G/1 queue. Methodologies (supplementary variable method, matrix-analytic method, censoring technique) used
to analyze this model are similar to the one used by Li and Zhao. However, this model has several additional features such
as Batch Markovian arrival process (BMAP) for positive customers as opposed to Markovian arrival process (MAP). Further in
this paper we also considered second optional service, and server is allowed to take multiple vacations if on completion of
service no customers are found waiting in the queue.
The rest of this paper is organized as follows. The model description is given in Section 2. The stationary differential equa-
tions of the model and their solutions are obtained in Section 3. The expressions for the distributions of the stationary queue
length and the mean of the busy period are derived in Section 4. Some special cases are discussed in Section 5. The conclusion
is given in Section 6.2. Model description
In this section, we consider a single server queue with two types of independent arrivals, positive and negative. Positive
arrivals correspond to customers who upon arrival, join the queue with the intention of being served and then leaving the
system. At a negative arrival epoch, the system is affected if and only if the server is busy.
2.1. The arrival process
We assume that the arrival of positive customers is BMAP with m1 phases described by coefﬁcient matrix sequence
ðDk; kP 0Þ. The matrix D0 has strictly negative diagonal entries and nonnegative off-diagonal entries, and is invertible.
For kP 1;Dk P 0, we assume that
P1
k¼1kDk is ﬁnite, and D ¼
P1
k¼0Dk is an irreducible inﬁnitesimal generator with
De ¼ 0, where e is a column vector of ones of a suitable size. Let h1 be the stationary probability vector of D. Then
k1 ¼ h1
P1
k¼1kDke is the stationary arrival rate of positive customers. We assume that the arrival of negative customers is
MAP with matrix descriptor ðC0;C1Þ, where the inﬁnitesimal generator C0 þ C1 of sizes m2 m2, is irreducible and positive
recurrent. Let h2 be the stationary probability vectors of C0 þ C1. Then k2 ¼ h2C1e is the stationary arrival rate of negative
customers.
2.2. The removal rule
The arrival of a negative customer removes the customer being in service to go out of the system.
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A customer may depart from the system either after ﬁrst essential service (FES) with probability ð1 hÞ or at the end of
the FES may immediately go for a second phase of service (SPS) in an additional service channel with probability
hð0 6 h 6 1Þ. Assuming that the service times of FES and SPS are independent of each other. It is also assumed that the same
server serves both the channels or if there are two different servers only one customer can be taken for service in either chan-
nel at any time and that no other customer can be taken for service until the customer being served leaves the system after
ﬁnal service completion.
2.4. The vacations
When the server ﬁnishes serving a positive customer and ﬁnds the system empty, the server leaves for a vacation of ran-
dom length V . On return from a vacation if he ﬁnds more than one customer waiting, he takes the customer from the head of
the queue for FES and continues to serve in this manner until the system is empty. Otherwise, he immediately goes for an-
other vacation.
2.5. The service time
All positive customers have i.i.d. FES time distribution given byBFðxÞ ¼ 1 exp 
Z x
0
lFðmÞdm
 
with mean 1=lF 2 ð0;þ1Þ, and SPS time distribution given byBSðxÞ ¼ 1 exp 
Z x
0
lSðmÞdm
 
with mean 1=lS 2 ð0;þ1Þ.
2.6. The vacation time
The vacation time distribution is given byBV ðxÞ ¼ 1 exp 
Z x
0
lV ðmÞdm
 
with mean 1=lV 2 ð0;þ1Þ.
2.7. The independence
We assume that all the random variables deﬁned above are independent.
Throughout the rest of the paper, we denote by FðxÞ ¼ 1 FðxÞ the tail of distribution function FðxÞ.3. The differential equations and the solution
In this section, we ﬁrst introduce several supplementary variables (Readers may refer to Ref. [27]) to construct the dif-
ferential equations for the model. We then use the censoring technique (Readers may refer to Refs. [28,29]) to solve these
equations. The solution to the differential equations will be used to obtain interesting performance measures of the system
in later sections.
3.1. The supplementary variables and the differential equations
Let NðtÞ be the number of customers in the system at time t, and let J1ðtÞ and J2ðtÞ be the phases of the arrivals of positive
and negative customers at time t, respectively. We deﬁne the states of the server asIðtÞ ¼
F; if the server is busy with FES at time t;
S; if the server is busy with SPS at time t;
V ; if the server is on vacation at time t:
8><>:
For t > 0, we deﬁne the random variable SðtÞ as follows: (i) if IðtÞ ¼ F, SðtÞ represents the elapsed FES time up to time t; (ii) if
IðtÞ ¼ S, SðtÞ represents the elapsed SPS time up to time t; (iii) if IðtÞ ¼ V , SðtÞ represents the elapsed vacation time up to time
t. Then, fIðtÞ;NðtÞ; J1ðtÞ; J2ðtÞ; SðtÞ : t P 0g is a Markov process. The state space of the process is expressed as
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xP 0g [ fðV ; k; j1; j2; xÞ : kP 0;1 6 j1 6 m1;1 6 j2 6 m2; xP 0gWe writepF;k;i;jðt; xÞdx ¼ pfIðtÞ ¼ F;NðtÞ ¼ k; J1ðtÞ ¼ i; J2ðtÞ ¼ j; x 6 SðtÞ < xþ dxg;
pS;k;i;jðt; xÞdx ¼ pfIðtÞ ¼ S;NðtÞ ¼ k; J1ðtÞ ¼ i; J2ðtÞ ¼ j; x 6 SðtÞ < xþ dxg;
pV ;k;i;jðt; xÞdx ¼ pfIðtÞ ¼ V ;NðtÞ ¼ k; J1ðtÞ ¼ i; J2ðtÞ ¼ j; x 6 SðtÞ < xþ dxg;
pF;k;i;jðxÞ ¼ limt!þ1pF;k;i;jðt; xÞ;
pS;k;i;jðxÞ ¼ limt!þ1pS;k;i;jðt; xÞ;
pV ;k;i;jðxÞ ¼ limt!þ1pV ;k;i;jðt; xÞ;
PFkðxÞ ¼ ðpF;k;1;1ðxÞ; . . . ;pF;k;1;m2 ðxÞ; . . . ;pF;k;m1 ;1ðxÞ; . . . ;pF;k;m1 ;m2 ðxÞÞ;
PSkðxÞ ¼ ðpS;k;1;1ðxÞ; . . . ;pS;k;1;m2 ðxÞ; . . . ;pS;k;m1 ;1ðxÞ; . . . ;pS;k;m1 ;m2 ðxÞÞ;
PVk ðxÞ ¼ ðpV ;k;1;1ðxÞ; . . . ;pV ;k;1;m2 ðxÞ; . . . ;pV ;k;m1 ;1ðxÞ; . . . ; pV ;k;m1 ;m2 ðxÞÞ;where PFkðxÞ; PSkðxÞ; PVk ðxÞ have a common size 1m1m2.
If the system is stable, then the system of stationary differential equations of the joint probability density
fPV0 ðxÞ; PFkðxÞ; PVk ðxÞ; PSkðxÞ; kP 1g can be written as
d
dx
PV0 ðxÞ ¼ PV0 ðxÞ½D0  C0 þ I  C1  lV ðxÞI; ð1Þ
d
dx
PVk ðxÞ ¼ PVk ðxÞ½D0  C0 þ I  C1  lV ðxÞI þ
Xk1
i¼0
PVi ðxÞðDki  IÞ; kP 1; ð2Þ
d
dx
PF1ðxÞ ¼ PF1ðxÞ½D0  C0  lFðxÞI; ð3Þ
d
dx
PFkðxÞ ¼ PFkðxÞ½D0  C0  lFðxÞI þ
Xk1
i¼1
PFi ðxÞðDki  IÞ; kP 2; ð4Þ
d
dx
PS1ðxÞ ¼ PS1ðxÞ½D0  C0  lSðxÞI; ð5Þ
d
dx
PSkðxÞ ¼ PSkðxÞ½D0  C0  lSðxÞI þ
Xk1
i¼1
PSi ðxÞðDki  IÞ; kP 2: ð6ÞThe joint probability density fPV0 ðxÞ; PVk ðxÞ; PFkðxÞ; PSkðxÞ; kP 1g should satisfy the boundary conditions:PV0 ð0Þ ¼
Z þ1
0
PV0 ðxÞlV ðxÞdxþ
Z þ1
0
PF1ðxÞlFðxÞð1 hÞdxþ
Z þ1
0
PF1ðxÞdxðI  C1Þ
þ
Z þ1
0
PS1ðxÞlSðxÞdxþ
Z þ1
0
PS1ðxÞdxðI  C1Þ; ð7Þ
PVk ð0Þ ¼ 0; kP 1; ð8Þ
PFkð0Þ ¼
Z þ1
0
PVk ðxÞlV ðxÞdxþ
Z þ1
0
PFkþ1ðxÞlFðxÞð1 hÞdxþ
Z þ1
0
PSkþ1ðxÞlSðxÞdxþ
Z þ1
0
PFkþ1ðxÞdxðI  C1Þ
þ
Z þ1
0
PSkþ1ðxÞdxðI  C1Þ; kP 1; ð9Þ
PSkð0Þ ¼
Z þ1
0
PFkðxÞlFðxÞhdx; kP 1; ð10Þand the normalization condition:X1
k¼0
Z þ1
0
PVk ðxÞdxþ
X1
k¼1
Z þ1
0
PFkðxÞdxþ
X1
k¼1
Z þ1
0
PSkðxÞdx
( )
e ¼ 1: ð11ÞIn the remainder of this section, we solve Eqs. (1)–(11).
3.2. The probability generating functions
To solve Eqs. (1)–(6), we deﬁneQ Fðz; xÞ ¼
X1
k¼1
zkPFkðxÞ; Q Sðz; xÞ ¼
X1
k¼1
zkPSkðxÞ; Q V ðz; xÞ ¼
X1
k¼0
zkPVk ðxÞ:
4318 J. Wu et al. / Applied Mathematical Modelling 33 (2009) 4314–4325We letDðzÞ ¼
X1
k¼0
zkDk:It follows from (1) and (2) that@
@x
Q V ðz; xÞ ¼ Q V ðz; xÞ½DðzÞ  ðC0 þ C1Þ  lV ðxÞI;which leads toQ V ðz; xÞ ¼ Q V ðz;0Þ½expfDðzÞxg  expfðC0 þ C1ÞxgBV ðxÞ: ð12Þ
It follows from (3) and (4) that@
@x
Q Fðz; xÞ ¼ Q Fðz; xÞ½DðzÞ  C0  lFðxÞI;which leads toQ Fðz; xÞ ¼ Q Fðz;0Þ½expfDðzÞxg  expfC0xgBFðxÞ: ð13Þ
It follows from (5) and (6) that@
@x
Q Sðz; xÞ ¼ Q Sðz; xÞ½DðzÞ  C0  lSðxÞI;which leads toQ Sðz; xÞ ¼ Q Sðz;0Þ½expfDðzÞxg  expfC0xgBSðxÞ: ð14Þ
For the BMAP having coefﬁcient matrix sequences fDkg, let KðtÞ denotes the numbers of arrivals in the time interval [0, t],
and J1ðtÞ the phase at time t. We introduce the conditional probability for the BMAP by
Pi;jðn; tÞ ¼ PfKðtÞ ¼ n; J1ðtÞ ¼ jjKð0Þ ¼ 0; J1ð0Þ ¼ ig:Let Pðn; tÞ be the matrix with entries Pi;jðn; tÞ for 1 6 i; j 6 m1. Then these matrices satisfy the following system of differential
equations:Pð0; tÞ ¼ eD0t;
Pðn; tÞ ¼
Xn1
k¼0
Z t
0
Pðk;uÞDnkeD0ðtuÞdu; nP 1:We deﬁnePðz; tÞ ¼
X1
n¼0
znPðn; tÞ; jzj 6 1:Solving the above matrix differential equation, we getPðz; tÞ ¼ expfDðzÞtg; jzj 6 1; t P 0: ð15Þ
Substituting (15) into (12)–(14), respectively, givesPVk ðxÞ ¼
Xk
j¼0
PVj ð0Þ½Pðk j; xÞ  expfðC0 þ C1ÞxgBV ðxÞ
¼ PV0 ð0Þ½Pðk; xÞ  expfðC0 þ C1ÞxgBV ðxÞ; kP 0; ð16Þ
PFkðxÞ ¼
Xk
j¼1
PFj ð0Þ½Pðk j; xÞ  expfC0xgBFðxÞ; kP 1; ð17Þ
PSkðxÞ ¼
Xk
j¼1
PSj ð0Þ½Pðk j; xÞ  expfC0xgBSðxÞ; kP 1: ð18Þ3.3. The solution for the model
Eqs. (16)–(18) provide a solution for the system of differential equations (1)–(6). Furthermore, boundary equations (7)–
(10) will be used to determine the vectors PFkð0Þ; PSkð0Þ for kP 1 and PVk ð0Þ for kP 0.
We deﬁne
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Z þ1
0
½Pðk; xÞ  expfC0xgdBFðxÞ; kP 0;
A0k ¼
Z þ1
0
½Pðk; xÞ  expfC0xgBFðxÞdxðI  C1Þ; kP 0;
Bk ¼
Z þ1
0
½Pðk; xÞ  expfC0xgdBSðxÞ; kP 0;
B0k ¼
Z þ1
0
½Pðk; xÞ  expfC0xgBSðxÞdxðI  C1Þ; kP 0;
Wk ¼
Z þ1
0
½Pðk; xÞ  expfðC0 þ C1ÞxgdBV ðxÞ; kP 0;where the matrices Ak;A
0
k;Bk;B
0
k and Wk are of dimension m1m2 m1m2.
Then it follows from (7)–(10), (16)–(18) thatPV0 ð0Þ ¼ PV0 ð0ÞW0 þ PF1ð0Þfð1 hÞA0 þ A00g þ PS1ð0ÞðB0 þ B00Þ;
PFkð0Þ ¼ PV0 ð0ÞWk þ
Xkþ1
j¼1
PFj ð0Þfð1 hÞAkþ1j þ A0kþ1jg
þ
Xkþ1
j¼1
PSj ð0ÞðBkþ1j þ B0kþ1jÞ; kP 1;
PSkð0Þ ¼
Xk
j¼1
PFj ð0ÞAkjh; kP 1:We write P ¼ PP, whereP ¼ PV0 ð0Þ; PF1ð0Þ; PS1ð0Þ; PF2ð0Þ; PS2ð0Þ; . . .
 
ð19Þ
andP ¼
W0 gW1 gW2 gW3 . . .
H0 E1 E2 E3 . . .
E0 E1 E2 . . .
E0 E1 . . .
E0 . . .
. .
.
0BBBBBBBBBB@
1CCCCCCCCCCA
withfWk ¼ ðWk;0Þ; kP 1; H0 ¼ ð1 hÞA0 þ A00
B0 þ B00
 !
;
Ek ¼
ð1 hÞAk þ A0k Ak1h
Bk þ B0k 0
 !
; A1 ¼ 0; kP 0;where the matricesgWk are of dimensionm1m2  2m1m2, the matrix H0 is of dimension 2m1m2 m1m2, the matrices Ek are of
dimension 2m1m2  2m1m2.
Theorem 1. The matrix P is irreducible and stochastic.
Proof. According to the deﬁnition ofW0, and Ek, for kP 0,gWk , for kP 1, it is easy to see that P is irreducible. Readers may
refer to Neuts [30].
To prove that P is stochastic, we only need to check that
P1
k¼0Wke ¼ e;
P1
k¼0ðAk þ A0kÞe ¼ e;
P1
k¼0ðBk þ B0kÞe ¼ e. Clearly,
We haveX1
k¼0
Wke ¼
Z þ1
0
½expfDxg  expfðC0 þ C1ÞxgdBV ðxÞe ¼ e;
X1
k¼0
ðAk þ A0kÞe ¼
Z þ1
0
½expfDxg  expfC0xgdBFðxÞe
þ
Z þ1
0
½expfDxg  expfC0xgBFðxÞdxðI  C1Þe ¼ e;
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k¼0
ðBk þ B0kÞe ¼
Z þ1
0
½expfDxg  expfC0xgdBSðxÞe
þ
Z þ1
0
½expfDxg  expfC0xgBSðxÞdxðI  C1Þe ¼ e:This completes the proof. h
Let X ¼ ðx0; x1; x2; x3; . . .Þ be the stationary probability vector of the matrix P.
And let xk ¼ ðxFk; xSkÞ for kP 1. Then we writeP ¼ bX ¼ bðx0; x1; x2; x3; . . .Þ; ð20Þ
where x0; xFk; x
S
k have a common size 1m1m2.
Then it follows from (11) thatbx0
X1
k¼0
Z þ1
0
½Pðk; xÞ  expfðC0 þ C1ÞxgBV ðxÞdxeþ
X1
k¼1
Z þ1
0
Xk
j¼1
bxFj ½Pðk j; xÞ  expfC0xgBFðxÞdxe
þ
X1
k¼1
Z þ1
0
Xk
j¼1
bxSj ½Pðk j; xÞ  expfC0xgBSðxÞdxe ¼ 1;which leads tob ¼ 1
x0LVeþ
P1
k¼1x
F
kLFeþ
P1
k¼1x
S
kLSewithLV ¼
Z þ1
0
½expfDxg  expfðC0 þ C1ÞxgBV ðxÞdx;
LF ¼
Z þ1
0
½expfDxg  expfC0xgBFðxÞdx;
LS ¼
Z þ1
0
½expfDxg  expfC0xgBSðxÞdx;where the matrices LV ; LF ; LS are of dimension m1m2 m1m2.
Now we use the censoring technique and the RG-factorization to solve the equation X ¼ XP for X ¼ ðx0; x1; x2; x3; . . .Þ.
Readers may refer to Zhao [28,31,29] and Grassmann and Heyman [32] for details.
Note that the matrix P is M=G=1 type, then it follows from Zhao [29] that we writeQ ¼
E1 E2 E3 . . .
E0 E1 E2 . . .
E0 E1 . . .
E0 . . .
. .
.
0BBBBBBB@
1CCCCCCCA;
bQ ¼X1
n¼0
Qn;U0 ¼ E1 þ ðE2; E3; . . .ÞbQ ðET0;0; . . . ÞT ¼ I  ½bQ ð1;1Þ1; ð21Þ
G1 ¼ bQ ð1; ÞðET0;0; . . . ÞT ¼ bQ ð1;1ÞE0; ð22Þ
Gi ¼ bQ ð1; Þð0; 0; . . . ÞT ¼ 0; iP 2; ð23Þ
G1;0 ¼ bQ ð1; ÞðHT0;0; . . . ÞT ¼ bQ ð1;1ÞH0; ð24Þ
Gi;0 ¼ bQ ð1; Þð0;0; . . . ÞT ¼ 0; iP 2; ð25Þ
Rj ¼ ðEjþ1; Ejþ2; . . .ÞbQ ð;1Þ ¼X1
i¼1
EiþjG
i1
1 ½I U01; jP 1; ð26Þ
R0;j ¼ ðfWj;fWjþ1; . . .ÞbQ ð;1Þ ¼X1
i¼0
fWiþjGi1½I U01; jP 1; ð27Þ
where bQ ð1;1Þ; bQ ð1; Þ and bQ ð;1Þ denote the (1,1)th block, the ﬁrst block-row and the ﬁrst block-column of bQ ,
respectively.
J. Wu et al. / Applied Mathematical Modelling 33 (2009) 4314–4325 4321Then it follows from above expressions thatU0 ¼ E1 þ ðE2; E3; . . .ÞbQ ðET0; 0; . . . ÞT ¼ E1 þ ðE2; E3; . . .ÞbQ ð;1ÞE0 ¼ E1 þ R1E0 ¼ E1 þ R1½I U0G1 ¼X1
i¼1
EiG
i1
1 :Remark 1. From Neuts [33], we know that the matrix G1 is the minimal nonnegative solution to the matrix equation
G1 ¼
P1
i¼0EiG
i
1, which can be numerically computed. Since the matrix U0 and the R-measure Rj and R0;j for jP 1 can be
expressed in terms of G1, this illustrates that all the matrices U0;Rj and R0;j for jP 1 can be numerically computed in
principle.
Let RðzÞ ¼P1k¼1zkRk;R0ðzÞ ¼P1k¼1zkR0;k and XðzÞ ¼P1k¼1zkxk. Then it follows from (28) in Grassmann and Heyman [32]
thatXðzÞ ¼ 1 x0e
x0R

0ð1Þ½I  Rð1Þ1e
x0R

0ðzÞ½I  RðzÞ1; ð28Þorxk ¼ 1 x0e
x0R

0ð1Þ½I  Rð1Þ1e
x0R0;k 
X1
n¼0
Rnk ; kP 1; ð29Þwhere Tk  Sk denotes the convolution of two matrix sequences fTkg and fSkg,and Tnk ¼ Tk  T ðn1Þk ;nP 2. We set T0k ¼ I.
Lemma 1. The transition probability matrix W0 of the censored Markov chain of P to level 0 is given byW0 ¼ W0 þ
X1
i¼0
fWiþ1Gi1 I X1
i¼1
EiG
i1
1
" #1
H0: ð30ÞProof. It follows from (20) in Zhao [28] thatW0 ¼ W0 þ
X1
j¼1
R0;jðI U0ÞGj;0;which leads toW0 ¼ W0 þ
X1
i¼1
fWiþ1Gi1G1;0
 !by using (24)–(27). It follows from (19) of Zhao [28] thatðI U0ÞG1;0 ¼ H0 þ
X1
j¼1
RjðI U0ÞG2;0 ¼ H0HenceG1;0 ¼ ðI U0Þ1H0 ¼ I 
X1
i¼1
EiG
i1
1
" #1
H0This completes the proof. h
We now summarize the above discussion into the following theorem.
Theorem 2. For the stable system, let p0 be the stationary probability vector of the censored Markov chainW0 given in (30). Then,PVk ðxÞ ¼ PV0 ð0Þ½Pðk; xÞ  expfðC0 þ C1ÞxgBV ðxÞ; kP 0;
PFkðxÞ ¼
Xk
j¼1
PFj ð0Þ½Pðk j; xÞ  expfC0xgBFðxÞ; kP 1;
PSkðxÞ ¼
Xk
j¼1
PSj ð0Þ½Pðk j; xÞ  expfC0xgBSðxÞ; kP 1;wherePV0 ð0Þ ¼ bx0 ¼
x0
x0LVeþ Xð1ÞðLF þ LSÞe ;
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withx0 ¼ p0
1þ p0R0ð1Þ½I  Rð1Þ1e
;
p0 ¼ p0W0; p0e ¼ 1:
ð31ÞRemark 2. For the BMAP/G/1 G-queues with second optional service and multiple vacations, performance measures such as
the queue length, the busy period (see the next section) can be numerically computed in a standard manner, once the vector
sequence fxk; kP 0g has been numerically obtained. We illustrate the steps for computing fxk; kP 0g as follows.
Step 1. Compute the two matrix sequences ffWk; kP 1g, fEk; kP 0g and the two matrixes W0;H0 of the matrix P.
Step 2. Compute the minimal nonnegative solution G1 to the nonlinear matrix equationG1 ¼
X1
k¼0
EkG
k
1
using one of the available algorithms in the literature. Readers may refer to Neuts [33] for details.
Step 3. Compute the R-measure fR0;kg and fRkg according to (27) and (26), respectively.
Step 4. Compute the censored transition probability matrix W0 according to (30), and compute the stationary probability
vector p0 by solving the system of equations p0W0 ¼ p0 and p0e ¼ 1.
Step 5. Compute the vector x0 according to (31).
Step 6. Compute the vector xk for kP 1 according to (29). This step may not be easy and straightforward as it involves the
convolution of two matrix sequences.4. Performance measures of the model
In this section, we consider two performance measures for the model: the stationary queue length, the busy period.
4.1. The stationary queue length
We let pk be the steady-state probability that there are k customers in the system; pFk be the steady-state probability that
there are k customers in the system, and the server is busy with FES; pSk be the steady-state probability that there are k cus-
tomers in the system, and the server is busy with SPS; pVk be the steady-state probability that there are k customers in the
system, and the server is on vacation.
We writepk ¼ limt!1PfNðtÞ ¼ kg; kP 0;
pVk ¼ limt!1PfNðtÞ ¼ k; IðtÞ ¼ Vg; kP 0;
pFk ¼ limt!1PfNðtÞ ¼ k; IðtÞ ¼ Fg; kP 1;
pSk ¼ limt!1PfNðtÞ ¼ k; IðtÞ ¼ Sg; kP 1:Obviously,p0 ¼ pV0 ; pk ¼ pVk þ pFk þ pSk; kP 1:Theorem 3. If the model is stable, thenp0 ¼ bx0HV0e;
pk ¼ bx0HVk eþ b
Pk
j¼1
xSj H
S
kjeþ b
Pk
j¼1
xFj H
F
kje; kP 1;
8><>:
whereHVk ¼
Z þ1
0
½Pðk; xÞ  expfðC0 þ C1ÞxgBV ðxÞdx; kP 0;
HFk ¼
Z þ1
0
½Pðk; xÞ  expfC0xgBFðxÞdx; kP 0;
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Z þ1
0
½Pðk; xÞ  expfC0xgBSðxÞdx; kP 0:Proof. It follows from (17) and (18) thatp0 ¼
Z þ1
0
PV0 ðxÞdxe ¼ bx0HV0eand from (16)–(18) thatpVk ¼
Z þ1
0
PVk ðxÞdxe ¼ bx0HVk e;
pFk ¼
Z þ1
0
PFkðxÞdxe ¼ b
Xk
j¼1
xFj H
F
kje;
pSk ¼
Z þ1
0
PSkðxÞdxe ¼ b
Xk
j¼1
xSj H
S
kje:This completes the proof. h4.2. The busy period
We now provide an analysis of the busy period of the model.
Let V be the random variable of the vacation time, orBV ðxÞ ¼ PfV 6 xg:
We denote by T be the random variable of the inter-arrival time between two batches of positive customers, and T ðEÞ the
random variable for the equilibrium excess distributions with respect to T. Then we haveAðxÞ ¼ PfT 6 xg ¼ h1
Z x
0
expfD0tgdt
X1
k¼1
DkeandAðEÞðxÞ ¼ PfTðEÞ 6 xg ¼ 1
h1ðD0Þ1e
Z x
0
AðtÞdt:Let Vi be the random variable of the ith vacation, and bV be the random variable of the number of vacations during the vaca-
tion time. ThenPfbV ¼ ng ¼ P Xn1
i¼1
Vi < T
ðEÞ 6
Xn
i¼1
Vi
( )
¼
Z þ1
0
Bðn1ÞV ðtÞ  BnV ðtÞ
h i
dAðEÞðtÞ:We denote by FðxÞ  GðxÞ the convolution of two functions FðxÞ and GðxÞ given by FðxÞ  GðxÞ ¼ R x0 Fðx uÞdGðuÞ. We write
FnðxÞ ¼ FðxÞ  Fðn1ÞðxÞ for nP 2 and deﬁne F0ðxÞ ¼ 1.
Lemma 2. Let V be the random variable of the multiple vacations time, thenEV ¼
X1
n¼1
n
1
lV
Z þ1
0
Bðn1ÞV ðtÞ  BnV ðtÞ
h i
dAðEÞðtÞ:Theorem 4. Let n be the random variable of the busy period of the system, thenEn ¼ ð1 bx0LVeÞEV
bx0LVe
:Proof. According to the renewal theory, we can obtainX1
k¼0
pVk ¼
EV
Enþ EV
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P1
k¼0p
V
k
 
EVP1
k¼0p
V
k
¼ ð1 bx0LVeÞEV
bx0LVe
:This completes the proof. h5. Special cases
Case 1. When no negative arrival takes place
In this case, we put C0 ¼ C1 ¼ 0 in the main results and obtainAk ¼
Z þ1
0
Pðk; xÞdBFðxÞ; kP 0;
Bk ¼
Z þ1
0
Pðk; xÞdBSðxÞ; kP 0;
A0k ¼ B0k ¼ 0; kP 0;
Wk ¼
Z þ1
0
Pðk; xÞdBV ðxÞ; kP 0;
H0 ¼
ð1 hÞA0
B0
 !
; Ek ¼
ð1 hÞAk Ak1h
Bk 0
 !
; kP 0;
LV ¼
Z þ1
0
expfDxgBV ðxÞdx;
LF ¼
Z þ1
0
expfDxgBFðxÞdx;
LS ¼
Z þ1
0
expfDxgBSðxÞdx;
HVk ¼
Z þ1
0
Pðk; xÞBV ðxÞdx; kP 0;
HFk ¼
Z þ1
0
Pðk; xÞBFðxÞdx; kP 0;
HSk ¼
Z þ1
0
Pðk; xÞBSðxÞdx; kP 0:Case 2. No second service is required
In this case, we assume that h ¼ 0 in the main results and obtainH0 ¼ A0 þ A
0
0
B0 þ B00
 !
; Ek ¼
Ak þ A0k 0
Bk þ B0k 0
 !
; kP 0:Case 3. No vacation is allowed
In this case, we assume that BV ðxÞ ¼ 0 in the main results and obtainWk ¼gWk ¼ 0; kP 0;
LV ¼
Z þ1
0
expfDxgdx;
HVk ¼
Z þ1
0
Pðk; xÞdx; kP 0;
EV ¼ ETðEÞ ¼ 1
h1ðD0Þ1e
Z þ1
0
Z x
0
AðtÞdt dx:6. Conclusion
In the foregoing analysis, the BMAP/G/1 G-queues with second optional service and multiple vacations is considered to
obtain analytical expressions for various performance measures of interest. It is observed that for h ¼ 0, the model leads to
J. Wu et al. / Applied Mathematical Modelling 33 (2009) 4314–4325 4325the BMAP/G/1 G-queues with multiple vacations, while for h ¼ 1, the model leads to the BMAP/G/1 G-queues with two
essential services and multiple vacations. In principle, the performance measures obtained in this paper can be numerically
computed based on the matrix-analytic method.
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