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Abstract
In this paper, we consider the solution to Wente’s problem with the modified Helmholtz operator −+αI , where α is a positive
constant. We study the best constant in the so-called Wente’s inequality. At first, we consider the best constant associated to the
L∞ norm. Next, We study the case of the L2 norm.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the results
Given a vector field u ∈ H 1(R2,R2), it is clear that det(∇u) belongs to L1(R2,R). However, due to its algebraic
structure, this quantity has some higher regularity properties. In [10], Coifman et al. proved that det(∇u) lies in the
generalized Hardy space H1(R2), a strict subspace of L1(R2). Fore more details about the generalized Hardy space,
we refer to [15].
The quantity det(∇u) appears in a large number of partial differential equations from geometry and physics. In
particular, it appears in the classical Wente problem which arises in the study of constant mean curvature immersions
[17]. Let Ω be a smooth and bounded domain in R2. Given u = (a, b) ∈ H 1(Ω,R2), we consider Φ0 ∈ L1(Ω,R),
a weak solution of the classical Wente problem{−Φ0 = det(∇u) = ax1bx2 − ax2bx1 in Ω,
Φ0 = 0 on ∂Ω, (1)
where x = (x1, x2) ∈ Ω and axi denotes the partial derivative of a with respect to the variable xi , for i = 1,2. If
Ω = R2, we replace the boundary condition in (1) by the limit condition limr→+∞ Φ0(x) = 0, where r = ‖x‖ =√
x21 + x22 . It is proved in [8,18] that Φ0 is in H 1(Ω)∩ C0(Ω) and there exists a positive constant C(Ω) such that
‖Φ0‖∞ + ‖∇Φ0‖2  C(Ω)‖∇a‖2‖∇b‖2, ∀(a, b) ∈ H 1
(
Ω,R2
)
, (2)
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M. Jleli, B. Samet / J. Math. Anal. Appl. 339 (2008) 332–343 333where ‖ · ‖p denotes the standard Lp norm. Note that this estimate is completely nontrivial since the right-hand side
of (1) lies a priori in L1(Ω,R2), so standard elliptic theory implies only Φ0 ∈ Lp(Ω) with p < 1. But det(∇u) is
indeed in the Hardy space, which enable us to get better estimate.
Denoted by
C0∞(Ω) := sup∇a,∇b 
=0
‖Φ0‖∞
‖∇a‖2‖∇b‖2 (3)
and
C02(Ω) := sup∇a,∇b 
=0
‖∇Φ0‖2
‖∇a‖2‖∇b‖2 . (4)
It is proved in [3,16] that C0∞(Ω) = 1/2π and in [12] that C02(Ω) =
√
(3/16π).
In [4], a generalization of problem (1) in higher dimensions is given. The author supposed that u ∈ W 1,n(Rn,Rn)
and he replaced the operator − in (1) by (−)n/2. He proved that Φ0 belongs to L∞(Rn), for 1 k  n, ∇kΦ0 is
in Ln/k(Rn) and he also showed that
‖Φ0‖∞ +
∥∥∇kΦ0∥∥n/k  C‖∇u‖nn.
Moreover, he gave the best constant involving the L∞ norm. In [1,6], the authors studied the best constant involving
the L∞ norm of evolutionary Wente’s problem associated to the wave and the heat operators.
In this paper, we consider the Wente’s problem associated to the modified Helmholtz operator. More precisely, we
deal with the following problem:{−Φα + αΦα = ax1bx2 − ax2bx1 in Ω,
Φα = 0 on ∂Ω, (5)
where Ω is a smooth and bounded domain in R2 and α is a positive constant. Note that this problem has one and only
one solution in H 10 (Ω)∩ C0(Ω). To show this, it is sufficient to remark that
Φα = Φ0 +Ψα,
where Φ0 ∈ H 10 (Ω)∩ C0(Ω) is the solution to (1) and Ψα ∈ H 10 (Ω) is the solution to
−Ψα + αΨα = −αΦ0 in Ω.
Now, let us denote
Cα∞(Ω) := sup∇a,∇b 
=0
‖Φα‖∞
‖∇a‖2‖∇b‖2 , C
α
2 (Ω) := sup
det(∇a,∇b) 
=0
‖∇Φα‖22 + α‖Φα‖22
‖∇a‖2‖∇b‖2‖∇Φα‖2 . (6)
Our results are the following theorems.
Theorem 1. For all α > 0, the solution Φα to{−Φα + αΦα = ax1bx2 − ax2bx1 in R2,
limr→+∞ Φα(x) = 0, (7)
exists and satisfies the following inequality:
‖Φα‖∞  12π ‖∇a‖2‖∇b‖2, ∀(a, b) ∈ H
1(
R
2,R2
)
.
Moreover, we have
Cα∞
(
R
2)= C0∞(R2)= 12π , ∀α > 0.
Theorem 2. Let Ω be a smooth and bounded domain in R2. Then, we have
1
2π
 Cα∞(Ω)
1
π
, ∀α > 0.
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Cα2
(
R
2)√3/32π  Cα2 (Ω)√3/16π, ∀α > 0.
2. Proof of Theorem 1
2.1. Preliminary lemmas
In order to prove Theorem 1, we need some preliminary lemmas.
Lemma 1. (See [8].) For all a, b ∈ H 1(R2), we have the following estimate:∣∣∣∣∣
2π∫
0
abθ dθ
∣∣∣∣∣ ‖aθ‖L2(0,2π)‖bθ‖L2(0,2π),
where the subscript denote the partial differentiation with respect to the polar coordinate θ .
Proof. We can write that
2π∫
0
abθ dθ =
2π∫
0
(a − a)bθ dθ,
where a is the zero order Fourier coefficient of a:
a = 1
2π
2π∫
0
a(r, θ) dθ.
Using the Cauchy–Schwartz and Poincaré inequalities, we obtain that
∣∣∣∣∣
2π∫
0
abθ dθ
∣∣∣∣∣ ‖a − a‖L2(0,2π)‖bθ‖L2(0,2π)  ‖aθ‖L2(0,2π)‖bθ‖L2(0,2π). 
Lemma 2. We have that
(1) limx→0+ xK0(x) = 0,
(2) |xK1(x)| 1,∀x  0,
where K0 and K1 are respectively the modified Bessel function of the second kind with zero order and the modified
Bessel function of the second kind with first order.
For more details about the Bessel functions, we refer the reader to [2,7,9,13,14].
Proof of Lemma 2. We have the following asymptotic expansion (see [2]):
K0(x) = (ln 2 − lnx − γ )+O
(
x2
)
, x → 0+,
where γ is the Euler constant. Then, limx→0+ xK0(x) = 0 and (1) is proved. We have
K1(x) = 1
x
+∞∫
cos(xt)
(t2 + 1)3/2 dt, ∀x > 0,
0
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∣∣xK1(x)∣∣
+∞∫
0
1
(t2 + 1)3/2 dt, ∀x  0
and (2) follows since
+∞∫
0
1
(t2 + 1)3/2 dt = 1. 
Using the residue theorem [11], we obtain the following result.
Lemma 3. We have that
+∞∫
0
σ 2ε−1e−(1−i
√
αt)σ dσ = (2ε)
(1 − i√αt)2ε , ∀t  0, ∀ε > 0, ∀α  0,
where  denotes the Gamma function.
By adapting the strategy used in [3], we obtain the following result.
Lemma 4. Let g : ]0,+∞[ → R be a function that satisfies the following properties:
(a) g ∈ C∞(R∗+)\{0}.
(b) σ → σg2(σ ) belongs to L1(R∗+).
(c) σ → σ 3g′2(σ ) belongs to L1(R∗+).
Let us denote
Lα(g) :=
∫ +∞
0
√
αK1(
√
ασ)σ 2g2(σ ) dσ∫ +∞
0 σ
3g′2(σ ) dσ
.
Then, we have that
2πCα∞
(
R
2) Lα(g).
Proof. Let g be a function which satisfies properties (a)–(c). Define ζ ∈D(R2) by
ζ(σ ) :=
{
1 if |σ | 1,
0 if |σ | 2 and 0 ζ  1.
We let
an(x1, x2) := x1gn(r) and bn(x1, x2) := x2gn(r),
where the function gn is given by
gn(σ ) := ζ(σ/n)g(σ ), ∀n ∈ N∗.
It is clear that an, bn ∈D(R2) for all n ∈ N∗. We consider now Φnα the solution to
−Φnα + αΦnα = anx1bnx2 − anx2bnx1 in R2,
with the limit condition:
lim Φnα(x) = 0.|x|→+∞
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Φnα = E ∗
(
anx1b
n
x2 − anx2bnx1
)
, (8)
where E is the fundamental solution of the modified Helmholtz operator −+ αI , for all α > 0. In [11], it is shown
that
E(x1, x2) = 12π K0(
√
αr).
In polar coordinates, we have
anx1b
n
x2 − anx2bnx1 =
1
2r
(
r2g2n(r)
)′
. (9)
Using (8) and (9), we obtain
ϕnα(0) =
1
2
+∞∫
0
K0(
√
αr)
(
r2g2n(r)
)′
dr.
Using that K ′0(r) = −K1(r) and an integration by parts, we obtain
ϕnα(0) =
1
2
+∞∫
0
√
αrK1(
√
αr)rg2n(r) dr. (10)
By simple calculus, we obtain
‖∇an‖2L2 = ‖∇bn‖2L2 = π
+∞∫
0
r3g′2n (r) dr. (11)
It follows from (10) and (11) that
Cα∞
(
R
2) 1
2π
Lα(gn). (12)
To obtain the desired result, it will be sufficient to prove that
Lα(gn) → Lα(g), when n → +∞.
Let us denote
I(g) :=
+∞∫
0
√
αrK1(
√
αr)rg2(r) dr and J (g) :=
+∞∫
0
r3g′2(r) dr.
• We have that
I(g)− I(gn) =
+∞∫
0
Fn(r) dr,
where
Fn(r) := √αrK1(√αr)
[
1 − ζ 2(r/n)]rg2(r).
It is easy to show that
Fn(r) → 0 when n → +∞, ∀r > 0.
Using Lemma 2, we obtain∣∣Fn(r)∣∣ rg2(r), ∀n ∈ N∗.
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+∞∫
0
Fn(r) dr → 0, when n → +∞,
which gives
I(g)− I(gn) → 0, when n → +∞.
• We have that
J (g)−J (gn) = An +Bn +Cn.
Where An, Bn and Cn are defined as follows:
An :=
+∞∫
0
r3
n2
ζ ′2(r/n)g2(r) dr,
Bn := 2
+∞∫
0
r3
n
ζ ′(r/n)ζ(r/n)g(r)g′(r) dr,
Cn := −
+∞∫
0
r3
[
1 − ζ 2(r/n)]g′2(r) dr.
Using the property (b) in Lemma 4, we obtain
|An| C
2n∫
n
rg2(r) dr → 0, when n → +∞.
We have
|Bn| C
2n∫
n
r2
∣∣g′(r)∣∣∣∣g(r)∣∣dr → 0, when n → +∞.
Using the property (c) in Lemma 4, we obtain
|Cn|
+∞∫
n
r3g′2(r) dr → 0, when n → +∞.
Hence,
J (g)−J (gn) → 0, when n → +∞.
This achieves the proof. 
It is easy to show that for all ε > 0, the function
gε(σ ) := σε−1e−σ/2, σ > 0 (13)
satisfies properties (a)–(c) of Lemma 4.
Now, we are able to prove the given results in Theorem 1.
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We will adapt the strategy used in [8]. We can assume that a, b ∈D(R2). Then, We have that:
Φα = E ∗ (ax1bx2 − ax2bx1).
In polar coordinates we have:
ax1bx2 − ax2bx1 =
1
r
(arbθ − aθbr).
Thus
Φα(0) = 12π
2π∫
0
+∞∫
0
K0(
√
αr)(arbθ − aθbr) dr dθ
= 1
2π
2π∫
0
+∞∫
0
K0(
√
αr)
[
(abθ )r − (abr)θ
]
dr dθ
= 1
2π
2π∫
0
+∞∫
0
K0(
√
αr)(abθ )r dr dθ.
Using an integration by parts and the limit expansion given by Lemma 2, we obtain
+∞∫
0
K0(
√
αr)(abθ )r dr = −√α
+∞∫
0
K ′0(
√
αr)abθ dr.
Recall that K ′0(r) = −K1(r). Then, we obtain
Φα(0) = 12π
2π∫
0
+∞∫
0
√
αrK1(
√
αr)
1
r
abθ dr dθ = 12π
+∞∫
0
√
αrK1(
√
αr)
1
r
2π∫
0
abθ dθ dr.
Using Lemma 1, we obtain
2π
∣∣Φα(0)∣∣
+∞∫
0
∣∣√αrK1(√αr)∣∣‖aθ‖L2(0,2π)‖bθ‖L2(0,2π)
r
dr.
Using the estimate given by Lemma 2 and the Cauchy–Schwartz inequality, we obtain
2π
∣∣Φα(0)∣∣
+∞∫
0
1
r
‖aθ‖L2(0,2π)‖bθ‖L2(0,2π) dr

( +∞∫
0
1
r
‖aθ‖2L2(0,2π) dr
)1/2( +∞∫
0
1
r
‖bθ‖2L2(0,2π) dr
)1/2
 ‖∇a‖2‖∇b‖2. (14)
Remark that the problem is invariant by translation, considering Φα(x + x0) for any x0 ∈ R2, we get easily that (14)
holds if we replace 0 by any x0 ∈ R2, so the first result of Theorem 1 is achieved, and we have that
Cα∞
(
R
2) 1 .
2π
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Cα∞
(
R
2) 1
2π
.
We will adapt the strategy used in [3]. Using Lemma 4, we obtain that
2πCα∞
(
R
2) Lα(gε),
where gε is given by (13) and
Lα(gε) =
∫ +∞
0
√
αrK1(
√
αr)r2ε−1e−r dr
(ε − 1)2(2ε)− (ε − 1)(2ε + 1)+ (2ε+2)4
.
We have that
xK1(x) =
+∞∫
0
cos(xt)
(t2 + 1)3/2 dt, ∀x  0.
Then,
+∞∫
0
√
αrK1(
√
αr)r2ε−1e−r dr =
+∞∫
0
+∞∫
0
cos(
√
αrt)
(t2 + 1)3/2 dt r
2ε−1e−r dr =
+∞∫
0
1
(t2 + 1)3/2 F(ε, t) dt,
where
F(ε, t) :=
+∞∫
0
cos(
√
αrt)r2ε−1e−r dr.
We use that cosx =R(eix), where R denotes the real part of a complex number. Then,
F(ε, t) =R
( +∞∫
0
r2ε−1e−(1−i
√
αt)r dr
)
.
It follows from Lemma 3 that
F(ε, t) =R
(
1
(1 − i√αt)2ε
)
(2ε)
and
+∞∫
0
√
αrK1(
√
αr)r2ε−1e−r dr = (2ε)
+∞∫
0
1
(t2 + 1)3/2R
(
1
(1 − i√αt)2ε
)
dt.
We conclude that
2πCα∞
(
R
2) (2ε)
∫ +∞
0
1
(t2+1)3/2R( 1(1−i√αt)2ε ) dt
(ε − 1)2(2ε)− (ε − 1)(2ε + 1)+ (2ε+2)4

∫ +∞
0
1
(t2+1)3/2R( 1(1−i√αt)2ε ) dt
(ε − 1)2 − 2ε(ε − 1)+ (ε/2)(2ε + 1) .
Using that
∣∣∣∣ 1(1 − i√αt)2ε
∣∣∣∣ 1,
+∞∫
0
1
(t2 + 1)3/2 dt = 1,
and the dominated convergence theorem, we obtain that∫ +∞
0
1
(t2+1)3/2R( 1(1−i√αt)2ε ) dt
2 → 1(ε − 1) − 2ε(ε − 1)+ (ε/2)(2ε + 1)
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Cα∞
(
R
2) 1
2π
.
This achieves the proof of Theorem 1.
3. Proof of Theorem 2
We can write that
Φα = Φ0 +Ψα, (15)
where Φ0 is the solution to (1) associated to u = (a, b) ∈ H 1(Ω,R2), and Ψα is the solution to{−Ψα + αΨα = −αΦ0 in Ω,
Ψα = 0 on ∂Ω. (16)
By the maximum principle, we have that
‖Ψα‖∞  ‖Φ0‖∞. (17)
By P. Topping’s result [16], we have that
‖Φ0‖∞  12π ‖∇a‖2‖∇b‖2, ∀(a, b) ∈ H
1(Ω,R2). (18)
Using (15), the triangular inequality, (17) and (18), we obtain that
‖Φα‖∞  ‖Φ0‖∞ + ‖Ψα‖∞  2‖Φ0‖∞  1
π
‖∇a‖2‖∇b‖2, ∀(a, b) ∈ H 1
(
Ω,R2
)
.
We conclude that
Cα∞(Ω)
1
π
.
In this step, we will prove that Cα∞(Ω)  12π . In [3], it is proved that for all ε > 0, there exists u = (a, b) =
(x1g(r), x2g(r)) ∈D(R2,R2), such that
|Φ0(0)|
‖∇a‖L2(R2)‖∇b‖L2(R2)
>
1
2π
− ε, (19)
where Φ0 is the solution to (1) in R2, associated to u. For λ > 0, we define for all x ∈ R2:
uλ(x) := u(λx),
aλ(x) := a(λx),
bλ(x) := b(λx),
Φ0,λ(x) := Φ0(λx).
We can assume that Ω contains 0 and suppuλ ⊂ Ω (for λ large enough). It is easy to show that Φ0,λ satisfies:
−Φ0,λ = det(∇uλ) in R2. (20)
Let Φα,λ be the solution to{−Φα,λ + αΦα,λ = det(∇uλ) in Ω,
Φα,λ = 0 on ∂Ω. (21)
Then,
ξλ := Φα,λ −Φ0,λ (22)
satisfies:
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ξλ = −Φ0,λ on ∂Ω. (23)
We know that
det
(∇u(x))= 1
2r
(
r2g2(r)
)′
, ∀x ∈ R2.
Then, Φ0 is given by:
Φ0(r) = 12
+∞∫
r
σg2(σ ) dσ.
Since g is a function with a compact support, it is the same for Φ0. Then, if λ is large enough, we obtain that
ξλ(x) = 0 on ∂Ω. (24)
By a change of variable, we obtain for λ large enough that
‖Φ0,λ‖L2(Ω) =
‖Φ0‖L2(R2)
λ
. (25)
It follows from (23)–(25) that
‖ξλ‖H 2(Ω) = O
(
1
λ
)
, λ → +∞. (26)
We know that in the two dimensional case, the imbedding H 2(Ω) → C0(Ω) is continuous. Then, by (26), we obtain
‖ξλ‖∞ → 0 when λ → +∞. (27)
Using that supp uλ ⊂ Ω and by a change of variable, we obtain that
‖∇a‖L2(R2) = ‖∇aλ‖L2(Ω) and ‖∇b‖L2(R2) = ‖∇bλ‖L2(Ω). (28)
Using that Φ0(0) = Φ0,λ(0), and combining (19), (22) and (28), we obtain
1
2π
− ε < |ξλ(0)−Φα,λ(0)|‖∇a‖L2(R2)‖∇b‖L2(R2)
 ‖ξλ‖∞‖∇a‖L2(R2)‖∇b‖L2(R2)
+ |Φα,λ(0)|‖∇aλ‖L2(Ω)‖∇bλ‖L2(Ω)
 ‖ξλ‖∞‖∇a‖L2(R2)‖∇b‖L2(R2)
+Cα∞(Ω).
By tending λ to +∞, we obtain from (27) that
1
2π
− ε Cα∞(Ω).
This inequality is true for all ε > 0. By tending ε to 0, we obtain
1
2π
 Cα∞(Ω).
Then, the proof of Theorem 2 is achieved.
4. Proof of Theorem 3
Let us denote Eα the energy functional, defined by
Eα := ‖∇Φα‖22 + α‖Φα‖22,
where Φα is the solution to (5), associated to u = (a, b) ∈ H 1(Ω,R2). We have that
−Φα + αΦα = −Φ0, (29)
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Eα =
∫
Ω
∇Φ0 ∇Φα.
Then,
Eα  ‖∇Φ0‖2‖∇Φα‖2.
On the other hand, we know that C02(Ω) =
√
3/16π (see [12]). Then, we obtain
Eα
‖∇Φα‖2  ‖∇Φ0‖2 
√
3/16π‖∇a‖2‖∇b‖2, ∀(a, b) ∈ H 1
(
Ω,R2
)
.
We conclude that
Cα2 (Ω)
√
3/16π.
By the same arguments, replacing Ω by R2, and using that C02(R
2) = √3/32π (see [5,12]), we obtain that
Cα2
(
R
2)√3/32π.
In [12], it is proved that C02(R2) is achieved by
a(x1, x2) = x11 + r2 and b(x1, x2) =
x2
1 + r2 .
The corresponding solution Φ0 is given by
Φ0 = c1 + r2 ,
where c is a positive constant. It is easy to show that Φ0 belongs to L2(R2). Let us recall some notations used in the
proof of Theorem 2. For λ > 0, we let aλ(x) = a(λx), bλ(x) = b(λx), uλ(x) = u(λx) and Φ0,λ(x) = Φ0(λx). Let
Φα,λ be the solution to (21). We can write that
Φα,λ = Φ0,λ + ξλ,
where ξλ is the solution to (23). We have that
ξλ = ξλ,1 + ξλ,2, (30)
where ξλ,1 is the solution to{−ξλ,1 + αξλ,1 = −αΦ0,λ in Ω,
ξλ,1 = 0 on ∂Ω (31)
and ξλ,2 is the solution to{−ξλ,2 + αξλ,2 = 0 in Ω,
ξλ,2 = −Φ0,λ on ∂Ω. (32)
We have that
‖ξλ,1‖H 2(Ω) = O
(
1
λ
)
, λ → +∞. (33)
Using that ‖Φ0,λ‖C1(∂Ω) → 0 when λ → +∞, and by the trace theorem, we obtain that
‖ξλ,2‖H 1(Ω) → 0 when λ → +∞. (34)
By (30), (33) and (34), we conclude that
‖ξλ‖H 1(Ω) → 0 when λ → +∞
which implies that
‖∇ξλ‖L2(Ω) → 0 when λ → +∞. (35)
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‖∇Φ0,λ‖L2(Ω) → ‖∇Φ0‖L2(R2), (36)
‖∇aλ‖L2(Ω) → ‖∇a‖L2(R2), (37)
‖∇bλ‖L2(Ω) → ‖∇b‖L2(R2), (38)
when λ → +∞. On the other hand, we have
Cα2 (Ω)
‖∇Φα,λ‖L2(Ω)
‖∇aλ‖L2(Ω)‖∇bλ‖L2(Ω)

‖∇Φ0,λ‖L2(Ω)
‖∇aλ‖L2(Ω)‖∇bλ‖L2(Ω)
− ‖∇ξλ‖L2(Ω)‖∇aλ‖L2(Ω)‖∇bλ‖L2(Ω)
. (39)
Finally, from (35)–(39), and by passing to the limit as λ → +∞, we obtain that
Cα2 (Ω)
‖∇Φ0‖L2(R2)
‖∇a‖L2(R2)‖∇b‖L2(R2)
=√3/32π.
Then, the proof of Theorem 3 is achieved.
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