Objective: Multi-trial memory tests are widely used in research and clinical practice because they allow for assessing different aspects of memory and learning in a single comprehensive test procedure. However, the use of multi-trial memory tests also raises some key data analysis issues. Indeed, the different trial scores are typically all correlated, and this correlation has to be properly accounted for in the statistical analyses. In the present paper, the focus is on the setting where normative data have to be established for multi-trial memory tests. At present, normative data for such tests are typically based on a series of univariate analyses, i.e. a statistical model is fitted for each of the test scores separately. This approach is suboptimal because (1) the correlated nature of the data is not accounted for, (2) multiple testing issues may arise, and (3) the analysis is not parsimonious. Method and results: Here, a normative approach that is not hampered by these issues is proposed (the so-called multivariate regression-based approach). The methodology is exemplified in a sample of N = 221 Dutch-speaking children (aged between 5.82 and 15.49 years) who were administered Rey's Auditory Verbal Learning Test. An online Appendix that details how the analyses can be conducted in practice (using the R software) is also provided. Conclusion: The multivariate normative regression-based approach has some substantial methodological advantages over univariate regressionbased methods. In addition, the method allows for testing substantive hypotheses that cannot be addressed in a univariate framework (e.g. trial by covariate interactions can be modeled).
The Clinical Neuropsychologist 
Introduction
The declarative aspect of memory (i.e. the memory for specific facts or experiences; Squire, 1987 ) is of particular interest in cognitive assessment (Lezak, 1995) . Consequently, a large number of declarative memory tests have been developed, e.g. Rey's Auditory Verbal Learning Test (RAVLT; Rey, 1958) and the California Verbal Learning Test (Delis, Kramer, Kaplan, & Ober, 1987) .
Declarative memory tests typically involve multiple trials. For example, RAVLT uses a procedure in which a list of 15 words is presented in five subsequent trials. A free recall procedure immediately follows each presentation. After a delay of about 20 min (and unexpectedly for the participants), there is an additional free recall trial. The use of multi-trial memory tests has the advantage that different relevant aspects of memory and learning can be distinguished in a single test procedure (Schmidt, 1996; Van der Elst, Van Boxtel, Van Breukelen, & Jolles, 2005) . This is useful from a diagnostic perspective (Meijs, Hurks, Rozendaal, & Jolles, 2013) , but it also creates some data analysis issues. Indeed, all test scores will typically be (highly) correlated, and this correlation should be properly accounted for in the statistical analyses. In the current paper, the focus will be on the setting where normative data need to be established for correlated (approximately Gaussian distributed) test scores.
At present, normative analyses for multi-trial memory tests are typically based on a series of univariate analyses. This means that each trial score is analyzed and normed separately, as if the different trial scores were independent from each other. For example, an often-used procedure is the regression-based univariate normative approach (Testa, Winicki, Pearlson, Gordon, & Schretlen, 2009; Van Breukelen & Vlaeyen, 2005; Van der Elst et al., 2005 ; Van der Elst, Van Boxtel, Van Breukelen, & Jolles, 2006a , 2006b , 2006c , 2006d . In this method, a series of univariate multiple linear regression models are fitted for each of the trial scores (based on the data of a large normative sample). The univariate multiple linear regression model assumes that Y i = X i + i , where Y i is the vector of the test scores, X i is the design matrix (which typically includes independent variables such as age, gender, and level of education in normative studies), is the vector of the (fixed) regression parameters for the independent variables, and i is the vector of the error components. The established regression model and the positive square root of the residual mean squares are subsequently used to norm the score of a tested person. This requires three steps. First, the expected test score of a tested person i = 0 is computed based on the fixed effect parameter estimates of the established univariate regression model (i.e. Ŷ 0 = X 0̂ ). Second, the difference between the observed and the expected test scores of the tested person is computed (i.e. ̂ 0 = Y 0 −Ŷ 0 ) and standardized (i.e. ẑ 0 =̂ 0 ∕ √ MSE, where √ MSE is the estimated positive square root of the residual mean square of the univariate regression model). Third, the standardized residual of the test score is converted into a percentile value (based on the distribution of the standardized residuals of the test score in the normative sample, which is often Gaussian). A percentile value below 5 is typically considered as being indicative of a cognitive problem (because 95% of the 'cognitively healthy' people in the normative sample obtained a test score that was higher than this score). This entire normative procedure is repeated for each test score separately. For example, when there are six main test scores (as is the case in the RAVLT), this normative procedure is repeated six times, and thus six different univariate multiple regression models are fitted (completely independent from each other).
The univariate regression-based normative approach is straightforward, but it is not optimal when correlated test outcomes (such as the trial scores on a multi-trial learning test) are considered. The reasons for this are threefold. First, the correlated nature of the individual trial scores is not used in the univariate analyses, whilst this information may be useful to increase the precision of the fixed effect parameter estimates of the model (Bagiella, Sloan, & Heitjan, 2000; Van der Elst, Molenberghs, Van Boxtel, & Jolles, 2013; Verbeke & Molenberghs, 2000) . Indeed, when the correct covariance model is used (i.e. when the association between the outcomes of interest is appropriately modeled), the efficiency of the fixed effect estimators is maximized (Wang, Carroll, & Lin, 2005) . This is important in a normative context because the use of a more efficient estimator typically leads to a smaller sample size to achieve the same level of precision for the estimates (compared to what would have been the case if a less efficient estimator was used). Second, fitting a statistical model for each trial score separately may result in multiple testing issues, i.e. inflated Type I errors. Making a type I error in a normative study means that the true null hypothesis that an independent variable like age or gender has no effect on the test score of interest is erroneously rejected. In other words, the normative data/tables will be stratified according to an irrelevant demographic variable. The problem of inflated type I errors can be dealt with by, for example, conducting a Bonferroni correction (in which the alpha level that is used in each of the univariate normative analyses is divided by the total number of models that are considered in the normative study), but this procedure is often overly conservative because it assumes that the different outcomes are uncorrelated. As a result, the power of the statistical analyses is adversely affected. In the context of normative analyses, a reduced power could lead to a situation where not all relevant demographic covariates are taken into account in the construction of the normative data/tables. Third, it is not parsimonious to use univariate statistical procedures. For example, establishing normative data for the six main RAVLT trial scores using univariate regression procedures would result in six different regression equations.
An optimal normative method for multi-trial learning tests should not be hampered by these problems. In essence, the methodology should allow for fitting a single parsimonious model in which the correlation between the trial/test scores is properly taken into account. A statistical model that meets these requirements is the multivariate multiple regression model (for details, see the Method section). Notice that the term multivariate indicates that more than one outcome (dependent variable) is considered, whereas the term multiple indicates that more than one predictor (independent variable) is considered. Thus, the multivariate multiple regression model allows for fitting a regression model that includes multiple predictors (e.g. age and gender) and multiple outcomes (e.g. the six RAVLT trial score).
In the present study, the multivariate regression-based normative approach will be used to establish normative data for the RAVLT in a sample of N = 221 Dutch-speaking school-aged children and adolescents aged between 5.82 and 15.49 years. Age, gender, and mean level of parental education will be used as covariates in the analysis, such that they can be appropriately accounted for in the normative data/tables.
Method

Participants
The data were derived from the COOS, a large-scale study into 'normal' cognitive development (Cognitief Ontwikkelings Onderzoek bij Schoolgaande kinderen, in English: cognitive developmental study in school-aged children). The children were recruited from regular primary and secondary schools in the city of Maastricht (the Netherlands). The parents (or caregivers) of the children who attended these schools received an information package via the school. This package included a brief description of the purpose of the COOS study and a form to give consent for the child to participate. Of the N = 1,086 parents (or caregivers) who replied, N = 892 parents (82.14%) gave consent for their child to participate. None of these children had repeated or skipped a grade. Medication use and health status were assessed by means of a parental report questionnaire. Children who used medication that is known to affect cognitive performance (such as Ritalin), or children who had clinical conditions that are known to affect cognition (such as epilepsy and ADHD) were excluded from the sample. The Vocabulary subtest of the Dutch Wechsler Intelligence Scales Revised (De Bruin, Van der Steenen, & Van Haasen, 1986 ) was used as a proxy for Verbal IQ. The distribution of verbal IQ in the COOS sample was similar as what is observed in the Dutch population of cognitively 'normal' children (Meijs, 2008) .
The RAVLT was administered to a sample of N = 221 children who were randomly selected from the eligible sample. Basic demographic data for the children are provided in Table 1 . The children were aged between 5.82 and 15.49 years. Age was used as a continuous variable in the normative analyses, but it was categorized in Table 1 for descriptive purposes. The educational level of the children's parents (or caregivers) was measured with a commonly used Dutch educational eight-point rating scale that ranges from primary school to university degree (De Bie, 1987) . In line with previous normative studies based on the COOS study (Van der Elst, Dekker, Hurks, & Jolles, 2012; Van der Elst, Hurks, Wassenberg, Meijs, & Jolles, 2011; Van der Elst, Reed, & Jolles, 2013) , Mean Level of Parental Education (MLPE) was dichotomized into low and high groups (after a median split) for parents who had MLPE values that were <5 and ≥5 on the eight-point scale, respectively (with 5 = at most junior vocational education). These two levels of education correspond with a mean (SD) of 9.88 (2.59) and 14.68 (3.30) years of full-time education, respectively. Three parallel versions of the RAVLT (Meijs et al., 2013) were administered. Each RAVLT test version was randomly administered to about one-third of the sample (i.e. versions 1, 2, and 3 were administered to N = 70, N = 76, and N = 75 of the children, respectively).
All children were native Dutch speakers. The Ethics Committee of the Faculty of Psychology and Neuroscience of Maastricht University (the Netherlands) approved the study protocol.
Procedure and instruments
Each child was tested individually at school. The children were instructed to listen to a list of 15 words that were presented by means of a computer (at a rate of one word per two seconds). As soon as the presentation stopped, the children were asked to repeat as many words as possible. There was no restriction in the output order. The first RAVLT trial was followed by four subsequent trials in which the 15 words were presented in an identical order. After each presentation, the children were asked to repeat as many words as possible (including the words that were already given in the previous trial(s)). When the fifth RAVLT trial was completed, a fixed battery of cognitive tests was administered (which took about 20 min). These tests did not involve the learning of verbal material (to avoid interference with the previously learned RAVLT words). After this delay -and unexpectedly for the children -the instruction was given to recall the learned words. Additional details on the test administration can be found elsewhere (Meijs et al., 2013) . The number of correctly recalled (non-repeated) words in each of the six subsequent RAVLT trials served as the outcome variables. These variables will be referred to as the Trial 1, 2, 3, 4, 5, and 6 scores in the remainder of this paper. In clinical practice, the Trial 1 RAVLT score is often used as a measure of working memory, whereas the evolution in the Trials 1-5 scores reflects learning ability. Trial 6 is typically used as a measure of delayed recall (Van der Elst et al., 2005) .
Statistical analyses
Pearson zero-order correlations between the RAVLT trial scores and age, gender, and MLPE were computed to explore the association structure between the outcomes and the covariates. Next, a multivariate regression model was fitted to the data. The multivariate regression model assumes that Y i = X i + i , with Y i : the vector of the measurements for child i, X i : the design matrix for the fixed effects, : the vector of the regression coefficients (fixed effects), and i : the vector of the residual components. It is assumed that i ∼ N(0, ), where 0 is a zero matrix and is a variance-covariance matrix (for details, see Johnson & Wichern, 2007; Verbeke & Molenberghs, 2000) . Thus, in contrast to the univariate linear regression model, the multivariate regression model allows for modeling multiple correlated outcomes (i.e. the trials 1-6 scores are considered jointly in the same model).
The preliminary mean structure of the multivariate regression model included age, age 2 , gender, MLPE, trial, and the trial × age, trial × MLPE, MLPE × age, and trial × gender interaction terms. Age was centered (i.e. age = calendar age − 11; note that 11 is the rounded average age of the children in the data-set, see Table 1 ) prior to the computation of the quadratic effects to avoid multicollinearity (Kutner, Nachtsheim, Neter, & Li, 2004) . Trial was dummy coded with five dummies and Trial 1 as the reference category. As noted earlier, three different RAVLT versions that were assumed to be parallel were used. The dummy-coded RAVLT version indicator was included in the mean effect structure of the model to examine whether the null hypothesis of no version differences could be rejected (which would argue against the claim they the test versions are parallel).
In the model building phase, it was evaluated whether the mean structure could be simplified (1) by removing interaction and main effect terms from the model (one fixed effect after the other was removed, in a hierarchical way), and (2) by evaluating whether the effect of trial on the test scores could be modeled using linear and quadratic trial effects (instead of dummies). Once an adequate mean structure was identified, it was further evaluated whether the correlation structure of the model could be simplified using a (homogeneous or heterogeneous) compound symmetry (CS) or first-order autoregressive (i.e. AR(1)) covariance structure (instead of an unstructured covariance matrix). A homogeneous CS structure assumes equal variances σ 2 for the different trials and equal covariances between the trials.
A homogeneous AR(1) structure assumes equal variances σ 2 for the different trials and covariances between trials that equal σ 2 ρ w , with w = the 'distance' between trials (e.g. w = 1 when trials 1-2, trials 2-3, trials 3-4, trials 4-5, and trials 5-6 are considered, and w = 2 when trials 1-3, trials 2-4, are considered, and so on) and ρ = the estimated correlation. The heterogeneous CS and AR(1) structure version are similar but they allow for unequal variances for each trial. A nominal level of α = .01 (p-value) was used in all analyses. Maximum likelihood (ML) estimation (rather than REstricted Maximum likelihood; REML) was used to obtain the parameter estimates in the model building phase because valid classical likelihood ratio tests for the mean structure of nested models (see below) can only be achieved using ML (Verbeke & Molenberghs, 2000) . Once the final model was obtained, it was refitted using REML because the latter approach tends to yield better estimates of the variance components, in the sense of having smaller small sample bias (Verbeke & Molenberghs, 2000) .
The final multivariate regression model is used to establish the normative data. Analogously to what is the case when a univariate regression-based normative approach is used (see Introduction), three steps are required to norm a tested child's RAVLT trial scores. In the first step, the expected RAVLT trial scores for the tested child are computed. These computations are based on the parameter estimates of the fixed effects of the final multivariate model. In the second step, the differences between the actually observed trial scores and the corresponding expected test scores are computed and standardized (using the model-based SD(ɛ) estimates, which are computed as the square roots of the diagonal elements of the matrix). In the third step, the standardized residuals are converted into percentile values (to allow for a straightforward interpretation of the results).
Notice that an online Appendix that details how the analyses can be conducted in practice (using the R software package) is provided on the journal's website.
Results
Exploratory analyses
As expected, all RAVLT trial scores were significantly positively correlated, i.e. all r ≥ .51 (all p < .01; see Table 2 ). The correlated nature of the RAVLT trial scores justifies the use of the multivariate regression-based approach. Further, there was a highly significant positive correlation between age and all the RAVLT trial scores (all r ≥ .51, all p < .01). Gender and MLPE were not significantly correlated with any of the RAVLT trial scores (all |r| ≤ .15, all p > .01). 
The multivariate regression model
The initial multivariate regression model included age, age 2 , gender, MLPE, trial, and the trial × age, trial × MLPE, age × MLPE, and trial × gender interaction terms as covariates. The initial model had a −2 log likelihood value that equaled 5,149.6 (see model 1 in Table 3 ). As shown in Table 3 , a series of likelihood ratio tests suggested that the model fit did not significantly deteriorate when the trial × MLPE interaction (model 2), trial × gender interaction (model 3), test version (model 5), MLPE (model 6), and gender (model 7) fixed effect terms were removed from the model. The trial × age interaction could not be removed from the model (see model 4 in Table 3 ). It was subsequently evaluated whether the trial effect (which was initially captured by five dummies) could be modeled in a more parsimonious way using a combination of linear and quadratic trial terms, but this was not the case (see model 8 in Table 3 ).
Finally, it was evaluated whether the variance-covariance structure of the residuals could be simplified using homogeneous and heterogeneous AR (1) and CS variance-covariance structures, but this was not the case (see models 9-12 in Table 3 ).
The fixed effect estimates for the parameters in the final model are presented in Table 4 . The significant trial × age interaction term suggests that the increase in the RAVLT scores over subsequent trials was more pronounced for older children than for younger children (see also Figure 1 ). MLPE and gender had no significant effects on the RAVLT trial scores (in line with the exploratory correlation analyses shown above).
The model-based residual standard deviation estimates for the RAVLT trial scores (i.e. the square roots of the diagonal elements of the matrix of the final multivariate regression model) equaled 1.57, 2.01, 2.15, 2.33, 2.27, and 2.42, respectively. The distributions of the standardized residuals of the different RAVLT trial scores in the normative sample did not deviate significantly from normality (as evaluated by histograms and QQ-plots; figures not shown), and this conclusion was supported by Kolmogorov-Smirnov tests (all p-values > .34). Table 3 . Likelihood ratio tests to evaluate the fit of a series of nested multivariate regression models.
Notes: −2l = −2 log likelihood value, G 2 = −2l difference value, MLPE = Mean Level of Parental Education, UN = Unstructured covariance structure, AR(1) = Autoregressive (1) Normative data: example
Suppose that a 12-year-old child obtained RAVLT trials 1-6 scores that equaled 5, 7, 8, 8, 9 , and 6. In the first step, the expected RAVLT trial scores for the tested child are computed based on the parameter estimates of the fixed effects in the final multivariate model Table 4 ). (see Table 4 ). For example, the expected scores for the first two trials equal 6.58 (=6.29 + (12-11) × .32 + (12-11) 2 × −.038) and 8.81 (=6.29 + (12-11) × .32 + (12-11) 2 × −.038 + 1 × 2.12 + (1 × (12 − 11) × .12)), respectively. In the second step, the differences between the actually observed trial scores and the corresponding expected test scores are computed and standardized. The residual for the Trial 1 score of the tested child equals −1.58 (=5 − 6.58), and the standardized value is −1.01 (=−1.58/1.57; the value 1.57 is the square root of the first diagonal element of the matrix, see above). The residual for the Trial 2 score of the tested child equals −1.81 (=7 − 8.81), and the standardized value is −.90 (=−1.81/2.01; the value 2.01 is the square root of the second diagonal element of the matrix, see above). In the third step, the standardized residuals are converted into percentile values (to allow for an easy interpretation of the test scores). As the standardized residuals for all RAVLT trial scores were approximately normally distributed in the normative sample (see above), this conversion procedure is straightforward (i.e. a standard normal distribution table can be used). The standardized residuals of the Trial 1 and 2 scores of the tested child equaled −1.01 and −.90, which correspond to percentile values equal to 16 and 18, respectively. Thus, about 16 and 18% of the 12-year-old cognitively healthy children obtain RAVLT Trial 1 and 2 scores that are equal to or lower than the test scores that were observed in this child. Using the same procedure, the RAVLT Trial 3, 4, 5, and 6 scores were found to correspond to percentile values 15, 13, 17, and 4, respectively. It can thus be concluded that the RAVLT Trial 1 to 5 scores (which assess working memory and learning ability) were within 'normal' limits, i.e. the Trial 1 to 5 test scores of the child do not deviate significantly from what is typically observed in the population of 12-year-old cognitively intact children. However, the Trial 6 score (which assesses delayed recall) is not within 'normal' limits, i.e. only about 4% of the population of 12-year-old cognitively intact children obtain a Trial 6 score equal to or below this child's Trial 6 score.
A user-friendly scoring program
A clinician can norm the test scores of a tested child by performing the computations that were outlined in the previous paragraph, but this procedure is laborious and error prone. To increase the user-friendliness of the normative procedure for clinical use, the normative conversion procedure can be implemented in a straightforward way in an Excel worksheet. A screenshot of such an Excel worksheet is shown in Figure 2 (the worksheet can be obtained by contacting the corresponding author, or it can be downloaded at http://home.deds. nl/~wimvde/scoring-programs.html under the heading 'Rey's Verbal Learning Test (for children)'). The use of the worksheet is straightforward: the clinician simply enters the age of the tested child together with his or her obtained RAVLT trial scores, and the worksheet automatically computes the corresponding percentile values. The example that is shown in Figure 2 illustrates this using the data of the 12-year-old child from the example that was detailed in the previous paragraph.
Discussion
A key data analysis issue with multiple trial learning tests (such as the RAVLT) is that the different trial scores are all highly inter-correlated (see also Table 2 ). At present, this correlation is typically ignored when normative data are established, i.e. the normative data are based on a series of univariate analyses. This approach is not optimal because (1) the correlated nature of the data is not accounted for, (2) multiple testing issues may arise, and (3) the analysis is not parsimonious.
In the present paper, an alternative method was proposed that is not hampered by these problems, i.e. the multivariate regression-based approach. The method was exemplified using RAVLT data that were collected in a large sample of cognitively intact Dutch-speaking children. The results of the normative analyses showed that gender and MLPE had no significant effects on the RAVLT trial scores. There was a significant age × trial interaction, which indicated that the increase in the RAVLT scores over subsequent trials was larger for older children than for younger children. The difference between younger and older children in the increase in test performance over subsequent trials was especially pronounced between RAVLT trials 1 and 3 (see Figure 1 ). For example, the average 14-year-old child learned 4.34 words during the first three RAVLT trials, whereas the average 8-year-old child learned only 2.42 words during these trials. Note that this result also illustrates that the multivariate regression-based approach is not only statistically more sound than conducting a series of univariate analyses, but it also allows for testing substantive hypotheses that cannot be evaluated when a univariate approach is used. Indeed, the presence of trial by covariate interactions may be of substantive interest to a researcher (e.g. the question whether the age or gender of a child affects his or her learning over trial ability may be of substantive interest), but such hypotheses cannot be formally evaluated in a univariate setting -whilst this is straightforward when multivariate regression models are used (as shown above).
Instead of using the multivariate regression-based approach, one could also use a repeated measures AN(C)OVA or a MAN(C)OVA modeling approach. However, there are some drawbacks that are associated with the use of these methods. For example, the repeated measures ANOVA F-statistics have standard F-distributions under the null hypothesis when for the assumption of sphericity is fulfilled. This means that the variance of all the contrasts between the repeated measures should be constant, and the covariance between the contrasts should be zero. A sufficient condition for sphericity is CS, but this assumption may not hold in many practical situations. For example, in the present study, it was observed that correlations between trial scores that are closer in time were higher compared to correlations between observations that are further apart in time (see the Results' section). When the sphericity assumption does not hold, the Type I error rate of the F-tests is typically inflated (i.e. the probability of falsely rejecting the null is higher than the chosen alpha level). The F-tests can be made more conservative when the sphericity assumption does not hold by adjusting the degrees of freedom (Greenhouse & Geisser, 1959; Huynh & Feldt, 1976) , but it arguably is preferable to avoid these problems in the first place using a statistical method that does not make restrictive assumptions like sphericity (e.g. a statistical model such as multivariate regression analysis). Similarly, a disadvantage of using the MANOVA model is that an unstructured variance-covariance matrix is automatically assumed, but in some settings, it may be the case that the structure of the covariance matrix can be described in a more parsimonious way (e.g. using an AR(1) or Toeplitz structure). The MANOVA and the multivariate regression models only use the same degrees of freedom when the unstructured model provides the best fit with the data, but in other cases, the multivariate regression model with a more parsimonious variance-covariance structure will use less degrees of freedom (and thus more degrees of freedom are left for testing the fixed effects). In the present study, the unstructured variance-covariance matrix could not be simplified (see Table 3 ) and thus the MANOVA approach would yield the same results as the multivariate regression-based approach, but in general, it is advisable to use the multivariate regression approach because it allows for more flexibility in fitting the variance-covariance structure.
Some critical remarks and limitations of the present study can be given. First, the multivariate regression-based normative method was applied to the specific case of a multi-trial memory test in the present study, but the same method can of course equally well be applied in other settings where correlated test scores arise. For example, the method can also be applied to establish normative data for a questionnaire which assesses multiple latent personality characteristics, or for a test battery which assesses a variety of cognitive constructs (verbal memory, visual memory, attention, speed of information processing, and so on). The use of a model with an unstructured variance-covariance structure allows for a highly flexible modeling of the correlation structure in the data, e.g. some of the test scores to-be-normed may be highly correlated with each other whilst others are only moderately correlated or zero-correlated.
In general, the multivariate regression-based approach is mainly suitable for balanced, complete data structures in which a relatively small number of correlated measurements are considered (Verbeke & Molenberghs, 2000) . In situations where normative data have to be established for unbalanced data structures, the multivariate regression model can be extended by including random effects. This results in the so-called linear mixed-effects model (LMM). For example, suppose that normative data for serial testing situations (i.e. situations where the same test is repeatedly administered over time to the same person) have to be established. Then, in this setting, an unbalanced data structure may arise due to (i) dropout or (ii) because variable (rather than fixed) test-retest intervals are used. In these situations, a LMM approach is to be preferred over the use of the multivariate regression approach because it allows for a more adequate modeling of the covariance structure using random effects. Details on how LMMs can be used to establish normative data in such settings are provided elsewhere (Van der Elst, Molenberghs et al., 2013) .
Second, the multivariate regression-based method has some advantages over the univariate regression-based method (see above), but it also requires some additional considerations that are not needed when univariate methods are used. For example, the appropriateness of the normative data that are established using the multivariate regression approach depends on the assumption that the evolution of the test scores over trials is correctly modeled. It is thus important to evaluate whether the assumed relation between trial and test outcome corresponds to the actual empirically observed evolution. When only a relatively small number of repeated measurements are collected (as was the case in the present study), a straightforward approach is to compare the fit of a model in which time is dummy-coded (thus, a model in which no particular assumptions regarding the time evolution of the outcome are made) with the fit of a model in which a more specific time trend is assumed (e.g. a linear or a quadratic time effect). As these models are nested, their relative fit can be easily compared in a formal way by means of likelihood ratio tests (as we also did in the present study, see Table 3 ). When a larger number of repeated measurements is considered (which are possibly taken at different measurement occasions), it is often no longer feasible (or sensible) to dummy-code time. In this situation, the relative fit of a model in which the effect of trial is captured by means of a high-degree polynomial can be compared to the fit of simpler model in which a lower degree polynomial is used. Alternatively, a more general family of parametric models known as fractional polynomials (Royston & Altman, 1994) can be used. Such models allow for a highly flexible parametrization in which a large number of shapes (i.e. relations between trial and test scores) can be captured by even a relatively small number of model parameters (for an illustration, see Van der Elst, Molenberghs, Hilgers, Verbeke, & Heussen, in press ). In some settings, it may also be useful to transform the outcomes of interest. , and an interaction between trial and age as the predictors), the model fitted the data less adequately compared to the final model that was shown in Table 4 (data not shown). Note also that a disadvantage of using transformed outcomes is that the interpretation of the model parameters becomes less straightforward. Further, the combined use of models with transformed and untransformed outcomes complicates the formal comparison of model fit because such models are not nested.
Another consideration that is needed when multivariate regression is used pertains to the covariance structure of the residuals. In the present study, the model-based SD(ɛ) estimates corresponded very well to the empirically observed estimates (i.e. the diagonal elements of the covariance structure of the residuals equaled 1.55, 1.57, 2.01, 2.15, 2.33, 2.27, and 2.42 for trials 1-6, and the SDs of the residuals for the different trial scores equaled 1.56, 2.00, 2.15, 2.32, 2.26, and 2.42, respectively). This indicates that the model adequately captured the variance structure in the data (as expected because an unstructured covariance matrix was used).
Third, there has been some debate in the literature regarding the stability of regression-based norms. Berrigan et al. (2014) examined this issue using multiple sets of regression-based normative data that were based on independent samples. Overall, these authors concluded that the stability of regression-based norms is adequate (i) when the normative sample is representative for the intended test population, (ii) when the distribution of the covariates in the normative sample is roughly uniform over the entire range for the intended test population (e.g. when a test is intended to be used in the age range [20, 80 years], the age range in the normative sample should adequately span the entire interval and not e.g. undersample people ≥ 70 years), and (iii) when the sample size is sufficiently large. These conditions were fulfilled in the current study, but it would nonetheless be useful to examine the stability of the present norms in an independent sample.
Finally, the data that were used to exemplify the multivariate normative regression-based method were obtained in a sample of Dutch-speaking children. It remains to be determined whether these normative data are also applicable to children who have a different native language. Research has shown that words that are selected using the same criteria (comparable with regard to semantic and phonemic features, words that seem equally concrete, words that seem as difficult or easy to cluster by association, etc. 
Abstract
In this Web Appendix, it will be illustrated how the multivariate regression-based normative approach (for details, see Van der Elst et al., 2016) can be carried-out in practice using the R software 1 . The remainder of this appendix is organised as follows. In Section 1, the dataset is described. In Section 2, an exploratory analysis is conducted. In Section 3, the multivariate regression-based approach is exemplified.
Note that even though step-by-step instructions on how the analyses can be conducted will be provided below, some familiarity with the R language is expected (for example, it will not be explained in detail how basic functions like plot() or the subsetting of datasets works). To this end, it may be useful to first consult a general tutorial on the R language before proceeding with this appendix. Many of such tutorials can be found on the internet, and many books are available as well (see e.g., Fox, 2002).
The dataset
In Van der Elst et al. (2016) , the COOS data were analyzed. These data are not in the public domain, so they cannot be distributed. As an alternative, the data of a hypothetical study that has the same formal characteristics as the COOS study (i.e., the same number of participants, similar correlation structures between the outcomes, etc.) will be analyzed here. Obviously, since we are using data that are similar but different from the data analyzed in Van der Elst et al. (2016) , the results that are detailled here will also differ from those presented in Van der Elst et al. (2016) .
The data of the fictitious study can be downloaded in .txt format here: https://dl.dropboxusercontent.com/u/8416806/Example_dataset_Multivar_norms.txt.
The dataset contains 221 observations on 6 variables:
• Id: the child identifier.
• Age: the age of the child (in years).
• Gender: the gender of the child, coded as 1 = boy, 0 = girl.
• Edu: the mean level of parental education, coded as 1 = high, 0 = low.
• Trial: the trial in which the outcome was measured. Similarly to what was the case in Van der Elst et al. (2016) , data are available for 6 trials.
• Score: the score that was obtained in a particular trial.
The data are in the 'long' format, which means that there are multiple rows for each child. In particular, 6 trials were administered to a child so each child will have 6 datarows. For example, the first 6 rows in the dataset look like this:
Id Age Gender Edu Trial Score 1 8. In the remainder of the appendix, it is assumed that the dataset Example_dataset_Multivar_norms.txt is downloaded and saved locally on the user's computer. The data of the (fictitious) study can now be loaded into the R software using the command (in the R console, so after R is loaded on the user's computer; notice the R is case-sensitive): The user obviously has to change this location to the specific folder where the file Example_dataset_Multivar_norms.txt is stored on his or her computer. Here, the dataset was located in the folder /Users/WimVDE/Desktop/ (using an OS X operating system). On a Windows computer, this will typically be somewhere on the C: drive. For example, suppose that the user had saved the datafile Example_dataset_Multivar_norms.txt in the root of the C: drive, then the following command can be used to load the dataset into R:
> Dataset <-read.table("C:/Example_dataset_Multivar_norms.txt", header=TRUE, sep="\t")
Notice that in R folders have to be referred to using the '/'-symbol (instead of the '\'-symbol that is typically used on Windows operating systems).
The function head() can be applied to the Dataset object (which stores the Example_dataset_Multivar_norms.txt file), to have a look at the thirst 6 rows of the data: In R, a large number of packages are available. A package is essentially a collection of functions that contain R code to conduct a specific statistical analysis. Here, we need the package nlme, which allows allows for fitting non-linear mixed-effects models. The function gls() of the nlme package will be used to fit the multivariate regression models (as is illustrated below). Before this package can be used, it first has to be installed on the user's computer (if the nlme package has already been installed, this step can be skipped). This can be done using the following command (note that an active internet connection is required):
> install.packages("nlme") # download and install the nlme package # Generated output: trying URL 'https://cran.rstudio.com/bin/macosx/mavericks/contrib/3.3/nlme_3.1-128.tgz' Content type 'application/x-gzip' length 2152577 bytes (2.1 MB) ================================================== downloaded 2.1 MB Now the package has been installed on the user's computer. Subsequently, the package is loaded into memory for the current R session, using the command: > packages("nlme") # load the nlme package for use in the current R session 2 Exploratory data analysis
Some data mangement
The Example_dataset_Multivar_norms.txt dataset is organised in the 'long' format (i.e., there are multiple datarows per child, see above). For exploratory analysis purposes, it is more convenient to reshape the data in the 'wide' format (i.e., one datarow per child). In R, the reshape() function can be used to do this. The function requires the following arguments:
• timevar=: the name of the variable that contains the time indicator for the outcome. Here: timevar="Trial".
• data=: the name of the dataset. Here: data=Dataset.
• direction=: the direction into which the dataset should be reshaped, i.e., "wide" to reshape a long dataset into the wide format, or "long" to reshape a wide dataset into the long format. Here: direction="wide".
• idvar=: the name of the variable that contains the subject IDs. Here idvar="Id".
• v.names=: the name of the variables in the long format that correspond to multiple variables in the wide format. Here: v.names=Score.
The Example_dataset_Multivar_norms.txt dataset can thus be reshaped into the wide format using the command:
> Dataset_wide <-reshape(timevar = "Trial", data = Dataset, direction = "wide", idvar = "Id", v.names = "Score")
The fitted object Dataset_wide now contains the reshaped dataset in wide format. For example, applying the head() function to the Dataset_wide object shows the first 6 datalines:
> head(Dataset_wide) # Generated output:
Id Age Gender Edu Score.1 Score.2 Score.3 Score.4 Score.5 Score.
It can indeed be observed that the Example_dataset_Multivar_norms.txt dataset has now been successfully transposed into the wide format. Note that the variable names Score.1-Score.6 refers to the Trial 1-6 scores.
Examining the correlation structure
To examine the correlation structure in the data, the cor() function can be used. Note that in the first column of the Dataset_wide fitted object, the Id is stored. It is not informative to compute correlation between the Id and the other variables stored in the Dataset_wide object. Indeed, interest is only in computing the correlation between the variables that are stored in columns 2-10 of the Dataset_wide object. In addition, the round() function can be applied to restrict the number of decimals. The correlations between the variables stored in columns 2-10 of the fitted object Dataset_wide, rounded up to 3 decimals, can be obtained using the command:
> round(cor(Dataset_wide[,2:10]), digits=3) # The [,2:10]-indicator subsets the # Dataset_wide object to columns 2--10. # The function round(..., digits=3) is used # to restrict the number of decimals to 3. # Generated output:
Age Gender Edu Score. For example, the output shows that the correlation between Age and Score.1 equals 0.518. Overall, it can be observed that all correlations between the different trial scores Score.1-Score.6 are substantial (i.e., all r ≥ 0.466). Further, there were substantial correlations between age and the different trial scores. Gender and mean level of parental education did not appear to be associated with the trial scores. The exploratory correlation analysis thus suggests that age will be an important independent variable in the normative analyses, whilst gender and level of parental education are probably not. The correlation matrix can also be visualised in a straightforward way in R. For example, a scatterplot matrix of the Score.1-Score.6 variables can be obtained by applying the pairs() function to the desired subset of the data: 
Examining individual profiles
To further explore the data, so-called spaghetti plots are useful. A spaghetti plot shows the score profiles for each individual child separately. The Spaghetti.Plot() function of the CorrMixed package allows for making such plots in a straightforward way. This function requires the following arguments:
• Dataset= : the name of the dataset.
• Outcome=, Id=, Time= : the names of the outcome, subject indicator (Id) and time variable.
Here, we request a spaghetti plot for a random subsample of 25 children (rather than for the full dataset, to depict the individual lines more clearly): (1, 6) , xlab="Trial", ylab="Score") # Generated output:
The plot shows the individual profiles of the 25 randomly selected children (grey lines) and their mean evolution as a function of trial (black line). As can be seen, the mean score seems to increase substantially as a function of trial. This indicates that Trial will likely be a significant main effect in the multivariate regression model (see below). Further, both the between-and the within-child variability is substantial.
To explore whether a fixed-effect like e.g., gender has an important effect on the outcome, separate spaghetti plots can be made for boys and girls (now a random sample of 50 boys and 50 girls is drawn): # Take random sample of 50 observations set.seed (1234) # Seed for reproducibility sampled_IDs_Boys <-sample(Subset_Data_Boys$Id, size = 50, replace = FALSE) sampled_IDs_Girls <-sample(Subset_Data_Girls$Id, size = 50, replace = FALSE) # Make the spaghetti plots Spaghetti.Plot(Outcome = "Score", Time = "Trial", Id = "Id", xlim=c (1, 6) , Dataset = Subset_Data_Boys[which (Subset_Data_Boys$Id %in% sampled_IDs_Boys),], xlab="Trial", ylab="Score", main="Boys")
Spaghetti.Plot(Outcome = "Score", Time = "Trial", Id = "Id", xlim=c (1, 6) , Dataset = Subset_Data_Girls[which (Subset_Data_Girls$Id %in% sampled_IDs_Girls),], xlab="Trial", ylab="Score", main="Girls") # Generated output:
As can be seen, the mean trial scores for boys (black line in the left figure) and girls (black line in the right plot) for are roughly similar (in particular when the substantial variability in the data is taken into account). This indicates that the Gender and Trial x Gender fixed-effects in the multivariate regression model (see next section) will likely not be significant. To gain further insight in the data, similar plots can be made for e.g., children with higher versus lower educated parents, or for older versus younger children. Here, we now continue with fitting the multivariate regression models.
3 Normative analysis: the multivariate regression-based approach
The gls() function
The multivariate regression model will be fitted using the gls() function from the nlme library. This function requires the following arguments:
• model=: a linear formula that specifies the fixed-effects (mean) structure of the model (see below for examples).
• correlation=: a formula that specifies the residual correlation structure. The arguments correlation = corSymm(...), correlation = corAR1(...), and correlation = corCompSymm(...) specify that an unstructured, an AR (1), and a compound symmetry residual covariance structure should be fitted, respectively. Here, (form = Trial | Id) will be filled-in in (...), i.e., it is specified that Trial is nested within Id (i.e., several trial scores are available for a child).
• weights=: specifies whether a model with unequal (heterogeneous) or equal (homogeneous) variances for the residuals should be fitted. In case unequal variances are needed, the argument weights = varIdent(...) can be used. Here, (form = 1 | Trial) will be filled-in in (...), i.e., it is specified that a variance estimate should be provided for each level of Trial. In case equal variances are needed, the weight= argument can simply be dropped from the gls() function call.
• method=: a character string that specifies whether the model should be fitted by maximizing the restricted log-likelihood (i.e., method=REML) or by maximizing the log-likelihood (i.e., method=ML).
• data=: the name of the dataset. The dataset should be in the long format.
Some additional data management
Recall that in Van der Elst et al. (2016) , a 'full' model was fitted that included age, age 2 , gender, MLPE (mean level of parental education), trial, and the trial x age, trial x MLPE, and trial x gender interaction terms as covariates in the fixed-effects part of the model. In this model, age was centred (= calendar age -11) prior to the computation of age 2 to avoid collinearity problems. The centred age and age 2 variables are not yet available in the dataset. In R, new variables can be added by specifying a command in the form:
[name_dataset]$[name_new_variable] <- [operation_to_be_conducted] . For example, the variables age_cent (i.e., age centred) and age_cent2 (i.e., age centred squared) can be added to the Dataset object by using the following commands:
When the head() function is applied to the Dataset object, it can indeed be seen that the age_cent and age_cent2 variables have now been added to the dataset (see last two columns): 
Conducting the analyses
Let us now fit a multivariate regression model that includes Age_cent, Age_cent2, Gender, Edu, Trial, Trial x Age, Trial x Edu, and Trial x Gender as fixed-effects, and a heterogeneous unstructured variancecovariance matrix for the residuals. This model can be fitted using the following command (note that the as.factor() function is used to define a variable as factor): The object Fit_M1 contains the fitted model (M1 refers to Model 1). To examine the results, the summary() function can be applied to the fitted object (note: restricted output is marked by (...)):
> summary(Fit_M1) # Generated output:
Generalized least squares fit by maximum likelihood Model: Score~Age_cent + Age_cent2 + Edu + Gender + as.factor (Trial The first part of the output shows some model fit indices, like the AIC, BIC and the log-likelihood. Under the heading 'Correlation structure: general', the model-based residual correlation estimates are provided. For example, the output shows that the estimated residual correlations between Trials 2 and 3 equal 0.419, between Trials 2 and 4 equal 0.395, and so on.
Under the heading 'Coefficients', the fixed-effect estimates (i.e., regression weights) and their standard errors are provided for the main effects and interactions in the model. Recall that in a normative context, these fixed-effect estimates are used to predict the expected trial scores of a tested child. In addition, the SDs of the residuals are needed (to standardize a tested child's raw residual scores; for details, see Van der Elst et al., 2016 and Section 3.4 below) . The SDs of the residuals can be obtained using the command:
> unique(attr(Fit_M1$residuals, "std")) # Generated output:
1.762 2.010 2.178 2.376 2.335 2.366
The output shows that, e.g., the SDs of the residuals for Trials 1 and 2 equal 1.762 and 2.010, respectively.
Model reduction: fixed-effects structure The above model (i.e., Model 1, which is contained in the fitted object Fit_M1) is the 'full' model. Next, it will be evaluated whether the fixed-effects (mean) structure of the model can be reduced by removing non-significant interactions and/or main effects. For example, to examine whether the Trial x Gender interaction term can be removed from the model, a second model is fitted that includes Age_cent, Age_cent2, Gender, Edu, Trial, Trial x Age and Trial x Edu as fixed-effects and a heterogeneous unstructured variance-covariance matrix for the residuals. Thus, the only difference between Models 1 and 2 is that Model 2 is a 'reduced' version of Model 1 that does not contain the Trial x Gender interaction term. Model 2 can be fitted using the following command: The fitted object Fit_M2 can again be explored by using the summary() function (output not shown here). Here, we are mainly interested in the question whether the Trial x Gender is significant. To this end, a likelihood-ratio test can be conducted to compare the fit of models 1 and 2. In R, the anova() function allows for conducting such an analysis: The output shows the degrees of freedom for both models (under the df column heading). For example, the total df for Model 1 equals 46 (i.e., df = 25 for the estimated fixed-effect parameters and df = 21 for the estimated covariance parameters, see the output above). Further, the columns headed L.Ratio and p-value shows the difference of the −2 log-likelihood values for both models and the p-value of the test. Here, the p-value is not significant, which signifies that the Trial x Gender interaction term is not significant (i.e., the fit of the model that does not include the Trial x Gender interaction term is not significantly worse than the fit of the model that does include the Trial x Gender interaction term). Consequently, the Trial x Gender interaction term will be removed from the model, and we will continue the model building exercise with Model 2 as the 'reference model'. In the same way, the mean structure of the multivariate regression model was reduced by removing all the non-significant fixed-effect terms in a hierarchical way. The main results of this procedure (details not shown) are summarized in Table 1 . As can be seen, the model with the most parsimonious fixed-effect structure was Model 6. This model can be fitted using the command: E x c l u d ea g e _ c e n t 2 3 3 8 . 5 7 2 0 . 0 0 3 4 7 K e e pa g e _ c e n t 2i nm o d e l Table 1 : Summary of the fixed-effects model building procedure using likelihood ratio tests.
Model reduction: residual correlation structure Next, it will be evaluated whether the variance-covariance structure of Model6 can be simplified. To this end, a model with the same fixed-effects structure as Model 6 and a heterogeneous AR(1) residual structure is fitted: As can be seen, when the heterogeneous unstructured residual matrix (used in Model 6) is replaced by a heterogeneous AR(1) structure (used in Model 8), the model fit significantly deteriorated. Recall that an AR(1) structure assumes that the correlation between the outcomes decreases as ρ w , with w = the 'distance' between two outcomes. For example, the estimated correlation matrix for Model 8 can be obtained using the command: As can be seen, all likelihood-ratio tests were significant, which indicates that Model 6 had a significantly better fit than Models 9-11. Thus, model 6 is retained as the 'final' model. The model is refitted using REML, which is preferred over ML to obtain better estimates of the variance parameters (Verbeke and Molenberghs, 2000) : 
Normative data: example
Model 6 is retained as the 'final model' that will be used to establish normative data. The part of the output headed 'Coefficients' (see previous section) shows the fixed-effects estimates. These are needed to compute the expected trial scores of a child of a particular age. For example, suppose that a tested child aged 13 years scored 5 on Trial 1. Thus, age_cent = (13 − 11) = 2 and age_cent2 = (13 − 11) 2 = 4. The predicted Trial 1 score for this child equals 6.820 (= 6.366 + (2 * 0.315) + (4 * −0.044)). The residual equals −1.820 (= 5 − 6.820), which yields a standardized residual of −1.02 (= −1.820/1.784). This standardized residual corresponds to a percentile value equal to 0.154, i.e., about 15% of the cognitively intact 13-year-old children obtain a score below or equal to the score that was observed for this child. These computations can be done in R using the following commands:
# compute predicted score > pred <-6.366 + (2 * 0.315) + (4 * -0.044) # compute residual > resid <-5 -pred # compute standardized residual > Z <-resid/1.784 # Convert standardized residual to percentile > pnorm(Z, mean=0, sd=1, lower.tail=TRUE) # Generated output: 0.1538 # This is the age-corrected percentile value for the tested child's # Trial 1 score
