The main objective of this paper is to develop an adaptive finite element method for computation of the values, and different sensitivity measures, of the Asian option with both fixed and floating strike.
Introduction
Background: The Asian option was invented by Phelim P. Boyle and David Emanuel in 1979, but The Journal of Finance rejected their paper since the asset was not traded at that time (private communication). Asian options are securities with payoffs which depend on the average of the underlying stock price over some time interval. They are commonly traded and are often relatively inexpensive compared to European calls. Asian options were introduced partly to avoid a problem common for European options, where the speculators could drive up the gains from the option by manipulating the price of the underlying asset near to the maturity date (see Bergman, [2] , or Wall Street Journal, Jan. 21, 1982, p. 4). The name Asian option probably originates from the Tokyo office of Bankers Trust, where it first was offered (see Nelken, [10] ). Previous work: No general analytical price formula is known for the average rate option, on the other hand several approximations that produce closed form expressions have appeared, most recently in Thompson, [13] , who provides tight analytical bounds the price of the Asian option. Geman and Yor computed the Laplace transform of the Asian option price, but numerical inversion remains problematic for low volatility and short maturity cases (see Fu Madan and Wang, [6] ). Recently, Linetski, [9] , derived a new integral formula for the continuous sampled Asian option, which also is slowly convergent for low volatility cases. Monte Carlo simulation works well, but sometimes it is computationally expensive.
In general, the price of an Asian option can be found by solving a PDE in two space dimension as noted by Ingersoll, [8] . However this PDE often gives oscillatory solutions. Ingersoll also notes that a change of variable gives a one-dimensional PDE for the floating strike Asian option. Rogers and Shi, [11] , presented a one-dimensional PDE that can model both fixed and floating strike Asian options. They also computed lower and upper bounds for the price of the Asian option, where the lower bound is very accurate. Their PDE is also difficult to solve numerically, since the diffusion term is very small. Zvan, Forsyth and Vetzal, [16] , suggest a method based on computational fluid dynamics techniques to overcome this difficulty. In [1] , Andreasen applied the Rogers-Shi reduction to the discrete Asian option with very good results.
Shreve and Večeř, [12] , shows that the arithmetic Asian option (both with fixed and floating strike) is a special case of an option on a traded account. Options on a traded account generalize the concept of many options (passport, European, American and vacation) and the same pricing techniques can be used to price the Asian option. The resulting PDE:s for the price of Asian options are of parabolic type with one space-dimension and they are easy to solve and give fast and accurate results. Their method also incorporates continuous or discrete dividends in a simple way. Recently Večeř, [15] , presented an even simpler two-term one-dimensional PDE for the arithmetic Asian option with general dividends.
This paper: The Asian option is priced using the Black-Scholes PDEmodel. The resulting PDE:s are of parabolic type in one spatial dimension. The numerical computation is made using an adaptive finite element method allowing variable resolution in space and time.
In practice one is only interested in the price, and it's derivatives, in one or a few points. Using this criteria, the choice of computational mesh is based on a posteriori estimates of the error in desired quantities, which we derive using duality techniques. These dual techniques are shown to be very useful and simple. The suggested adaptive finite element method is stable and gives fast and accurate results.
Outline: In Section 2 we give a brief presentation of the theory of options on a traded account. Then in Section 3 we define different kinds of Asian options and present a pricing PDE for arithmetic Asian options. In Section 4 we formulate the adaptive finite element method and derive an a posteriori error estimation. Finally, in Section 5 we give some numerical results.
Mathematical background
We consider a continuous time trading economy on a bounded time horizon [0, T ]. Probability is represented by the probability space (Ω T , F T , P ), where Ω T = C[0, T ], P is the corresponding Wiener measure, and F T = σ(W (t); t ≤ T )). For simplicity we consider the standard Black-Scholes setting with a risk free asset and a non-dividend paying stock. Let B(t) denote the price of a risk free asset at time t governed by the equation B(t) = B(0)e rt , where r is the constant interest rate. Further we denote by S(t) the value of an asset at time t. We assume the existence of a equivalent martingale measure Q under which the discounted stock price e −r(T −t) S t is an F t martingale. The existence of the risk neutral measure Q assures that the market is free of arbitrage possibilities. Under Q the stock price follows the stochastic differential equation
where r is the constant interest rate, σ is the volatility, and W (t) is a Q Brownian motion process. Here σ is assumed to be a positive real number. The solution of (1.1) is
Options on a traded account
This article mainly focuses on a method developed by Večeř, [14] . Večeř notes that the Asian option is a special case of the option on a traded account. An option on a traded account is a contract which allows the holder of the option to switch among various positions in the underlying stock. The holder accumulates gains and losses resulting from this trading, and at maturity he keeps any gain and is forgiven any loss. Denote the option holder's trading strategy, the number of shares held at time t, by q t ∈ [α t , β t ], where α t ≤ β t . Večeř uses a model were X t the value of the option holder's account at time t satisfies
where X 0 the initial wealth is given. Equation (2.1) contains a deterministic and a random term. The first term describes the growth in the cash position X t − q t S t , due to the the addition of interest at rate ν, and the second term is due to the change in value of the stock holding. If ν = r then the trading strategy is self financing. In the case of Asian options q t is a given deterministic function and α t = β t . At maturity T the holder of the option will receive the payoff max(X T , 0). The seller of the option must be prepared to hedge against all possible strategies of the holder of the option. Therefore the price of the contract at time t should be the maximum over all possible strategies q t of the discounted expected value of the payoff of the option, i.e.,
By choosing α t = β t = 1 we obtain the European call in several ways. For example, if ν = r and X 0 = S 0 − Ke −rT , then X T = S T − K. If ν = 0 and X 0 = S 0 − K, we also have X T = S T − K. In a similar way, if α t = β t = −1, we obtain the European put.
It is possible to view a variety of contingent claims as options on traded accounts, as for example the so called passport option and vacation option. Below we will stress on the Asian option. By slightly extending the definition of the option on a traded account it is also possible to incorporate certain American styled options, as for example the American put. For more information see Shreve and Večeř, [12] , and Večeř, [14] .
The Asian option

Classification
Different kinds of averages are used, resulting in different types of Asian options, with different values. The method of sampling is also important. A continuous sampling may give easier calculations, but in reality the prices are mostly discretely sampled, and therefore discrete sampling is the most interesting case. The geometric Asian option with time of maturity T and strike price K has the payoff
where 0 < t 1 < t 2 < · · · < t N = T . For this option one can use the BlackScholes framework to determine a closed-form pricing formula. Note that if N = 1 the option is reduced to a European call.
The average rate call with strike price K and time of maturity T has the payoff
while the discrete average rate call with strike price K and time of maturity T has the payoff
where 0 < t 1 < t 2 < · · · < t N = T . There are no known closed-form pricing formulas for average rate options, but a variety of numerical techniques have been developed to find the corresponding prices. The average rate call is cheaper than the European call at the writing date, see Table 1 and Theorem 3.1 in Section 3.3.
There are also variants of the Asian options mentioned above. For a floating strike Asian option the strike K in (3.2) and (3.3) is replaced by the spot price S(T ) at maturity. The corresponding options are often called average strike put and discrete average strike put respectively. Table 1 : The European call compared to the average rate call for various strikes Kand volatilities σ when r = 0.05, T = 1 and t = 0.
Pricing arithmetic Asian options
Asian options can be considered a special case of options on a traded account. When we study Asian options no interest is added or charged from the traded account, i.e., ν = 0. The equation for the traded account (2.1) then reduces to
Now suppose
for an appropriate piecewise continuous function ρ and a set µ(dt) = ρ(t)dt.
We then have
which gives
For the average rate call and the average strike call we let 8) and for the average rate put and the average strike put we let
Thus for the call options equation (3.7) reduces to 10) and for the put options we have
T in (3.10) the average rate call is achieved. In this case we have q t = 1 − t T , thus the average of the stock price could be achieved be selling off one share of stock at the constant rate 1 T shares per unit time. If we let ρ = − 1 T in (3.11), we get the average rate put
For the average strike call with payoff (S T − S T ) + , by a limit argument we conclude that µ(dt) = δ T (dt) − dt T and K = 0, and for the average strike put with payoff (
The discrete average rate call option is achieved by taking
Similarly we get the discrete average rate put by choosing
The discrete average strike call is achieved in the same manner by choosing K = 0 in (3.10) and 
Comparison of European and Asian options
At the writing date, the average rate call is cheaper than the European call (cf. the Geman and Yor paper [7] ),
so we omit the σ-algebra F 0 in the following. Note also that
since an American call price is the same as the price of the corresponding European call when the underlying stock does not pay dividends. Now
and the Theorem follows at once.
A pricing partial differential equation
The price of the Asian option, V (t, S t , X t ), can be represented as
which is the usual expression for the value of a derivate. It can be shown (see Appendix A.1) that (3.17) is the solution to the following partial differential equation
We can use the change of variable
to reduce the dimensionality of (3.18) (see Appendix A.2)
where q t = µ([t, T ]). The price of the Asian option is then given in terms of u by the equation
4 An adaptive finite element method for the Asian option
Since there probably does not exist a closed form solution to the PDE (3.20), the price of the Asian option must be obtained numerically. The method used in this article is the finite element method as presented below.
Variational formulation
So far we have studied the pricing PDE for Asian options valid for z ∈ R, but in order to construct a computational mesh we introduce a bounded interval Ω = [z 0 , z J ] ⊂ R + with boundary ∂Ω = {z 0 , z J }. We define the usual Hilbert space
and let W be the space of functions that are square integrable in time and
We also use the notation (u, v) = Ω uvdz, and (u,
Using integration by parts we get
Introducing the artificial boundary condition u zz = 0 on ∂Ω (which is also used by Andreasen, [1] , and similar to the one used by Večeř, [14] ), or equivalently by equation (3.20)
we get
We thus want to solve the following problem: find u ∈ W such that
for every v ∈ W, where
and
Finite element approximation
The finite element method is based on solution of the variational problem (4.8) with W replaced by a finite dimensional function space of piecewise polynomials in space and time. For background on the finite element method see for instance [4] .
We now partition [0, T ] as 0 = t 0 < t 1 < t 2 < · · · < t N = T , denoting each time interval by I n = (t n−1 , t n ] and each time step by k n = t n − t n−1 . Similarly we partition Ω as z 0 < z 1 < z 2 < · · · < z J , denoting each spatial interval by κ j = [z j−1 , z j ) and the length of each interval by h j = z j − z j−1 .
In space, we let V p ⊂ H 1 (Ω) denote the space of piecewise continuous functions of order p. On each space-time slab S n = I n × Ω, we define
For simplicity, we only give details for the continuous Galerkin method cG(p)-cG(q), (see e.g. [4] or [5] ) which is defined by the following discrete version of equation (4.8) 
where U ± (t n ) = lim →0, >0 U (t n ± ). In the cG(1) method the approximation U of u is continuous piecewise linear in time and space, while the test functions v are continuous linear in space and piecewise constant in time.
It is also possible to use a discontinuous method in time, we refer to [4] , for details on the resulting discontinuous Galerkin method, cG(p)-dG(q).
Matrix equations
We now derive the matrix equations for the case p = q = 1. Using the notation U n = U (t n ) and computing the time integral in equation (4.12) yields the scheme: 13) which in fact is the classical Crank-Nicolson method. Let {ϕ j } J j=0 be the standard nodal basis of P 1 (see Figure 2) . Then U n ∈ P 1 can be written as 14) and the test function v can be written as
for reals ξ n0 , . . . , ξ nJ , γ n0 , . . . , γ nJ .
PSfrag replacements
The hat-functions ϕ.
Let now ξ n be the vector of all ξ n,j , j = 0, 1, ..., J. If the expressions above for U and v are inserted into equation (4.13) we receive the matrix equation
where
A 3 = (zϕ j,z , ϕ i,z ), and
Rearranging the terms in equation (4.16) we get the matrix equation we need to solve successively backwards in time in order to obtain 
Error representation formula
Since we are only interested in the solution, and it's derivatives, in one or a few points of Ω at time t = 0, we wish to find a mesh tailored for efficient and accurate solution at the points of interest. In order to find such a mesh we derive a posteriori error estimates of the error in the points of interest using duality techniques (see [4] or [5] ).
To represent the error in a linear functional, (u − U, ψ), we introduce the continuous dual problem for equation (3.20) . Find φ ∈ W such that
For simplicity we consider this equation over the whole space interval neglecting boundary conditions. Multiplying with the error e = u − U ∈ W and integrating in space and time we get T 0 − (φ t , e) + (r + σ 2 )(φ, e) (4.22)
The functions φ and φ z are in principle zero close to z = z 0 and z = z J if the domain is large enough (see Figures (3) and 5). Using integration by parts and neglecting the boundary terms we get − (φ(T, z), e(T, z)) + (φ(0, z), e(0, z)) (4.23)
(φ, e t ) + (r + σ 2 )(φ, e) + (r + 2σ 2 ) (q − z)φ, e z dt
Note that integration by parts gives
using this identity, φ(0) = ψ, and e(T ) = 0 we get (ψ, e(0, z)) = (4.25)
Recalling the earlier defined bilinear forms (4.9) and (4.10), and that we can neglect the boundary terms we can also write If one instead is interested in derivatives of the solution, then a different ψ is chosen, as shown later on.
Estimating the error
Let π : W → W q−1 be the L 2 projection in time, and let P be a suitable interpolation operator into V p in space. Thus πP is an interpolation operator such that πP φ ∈ W q−1 . Then using Galerkin orthogonality (4.12), we can replace φ by φ − πP φ = φ − P φ + P φ − πP φ. Equation (4.27) can then be written as
is the space residual, and
is the time residual. Here we used the notation [U z ] to denote the jump in U z over element interfaces.
Finally, we present an algorithm for calculating the error.
Error estimation algorithm:
• Compute an approximation Φ of φ using an enriched finite element space, for instance higher order approximation.
• Compute P Φ.
• Compute In R s κ j (U ), φ − P φ dt using quadrature in space and time for each element κ j and time step.
• Compute πP Φ.
• Compute In R t (U ), P φ − πP φ dt using quadrature in space and time for each time step.
Examples
If we solve the dual problem numerically for φ with some different values of the parameters, we can identify regions where a fine mesh is necessary.
Example 1. To estimate the error at z = z α we let ψ = δ zα (z) in (4.21). In order to implement this condition we use the approximation
where is a parameter that controls how well the delta function is approximated. In this example we have used = 0.0129. As seen from Figure 3 , the solution to the dual problem differs from zero only within a short interval of Ω. We denote this interval by ω ∈ Ω, and note that ω depends on the value of the volatility σ. This means that we may use a more sparse mesh outside ω and thus save computation time. The solution is larger near time t = 0, implying that one perhaps should use a finer time step there. The sampling rate does not seem to affect the dual solution dramatically, as can be seen by studying the monthly sampled average rate call option in Figure 4 .
Example 2. In order to make a good estimation of the derivative of the solution, which is interesting when calculating the greek delta, we need to study a different dual problem. We approximate the derivative using the central difference formula
To estimate the error of the derivative of the solution at z = z α , u z (z α ), we thus choose
in (4.21), for an appropriate choice of µ. The error in our estimation of the derivative can be split into two parts
The first term corresponds to the error in (4.33), while the second can be estimated using the a posteriori estimate. Figure 5 shows the dual solution for this choice of ψ when µ = 0.02 and = 0.0129. We see that this solution is also centrally oriented, implying that the derivative has a local dependence. 
Results
The implementation was done in C++ on a Dell Inspiron PC (700MHz). Many different meshes were used, with both constant space step and varying. We begin by validating our method against the known exact solution for the European call option. Table 3 compares values of the European call calculated using the cG(1)-cG(1) finite element method mentioned above, with the analytical value derived by Black-Scholes formula. We see that the FE method is very stable and has a maximum relative error of 0.06 percent when 400 time points are used. As noted in the previous section we only need to use a fine mesh at the center of Ω. We will later see how this fact dramatically improves the speed of the numerical computation. In the following we will use z 0 = −1 and z J = 1, the accuracy is not improved Table 3 : The European call calculated using the FE method with 200 and 400 time points compared to Black-Scholes analytical value when r = 0.05, T = 1 and t = 0. The relative error is between the FE(400) solution and the analytical solution.
if a larger interval is used. The first point, z 0 = −1, represents the Asian option with strike equal to zero, while the other represents the Asian option with strike equal to double the stock price, which can be seen by examining equation (3.19) and Table 2 .
In Figure 6 we see the average rate call option value calculated using a uniform mesh. Table 4 compares the results of the method developed in this paper with the results of Večeř, [14] , Zvan, Forsyth, and Vetzal, [16] , and Rogers, and Shi, [11] . To be consistent with their results a uniform mesh with same number of time and space points (200 space points and 400 time points) was used in the computation of the finite element results in Table 4 . The Monte Carlo results were obtained from Večeř, [14] , and the lower and upper bounds are from Rogers and Shi, [11] . As seen from the table all methods are accurate and always give answers within analytical bounds. The most important difference between them is the computation time required to receive the results. Table 4 : Comparison of results of different methods for the average rate call with r = 0.15, S 0 = 100, T = 1 and t = 0. The Monte Carlo results are from Večeř [14] and the lower and upper bounds are from Rogers and Shi [11] .
If we instead use a mesh that is finer at the center of Ω we will improve the execution time. As mentioned in the previous section we only need to use a fine mesh in the space interval ω = [−z b , z b ] ∈ Ω, where z b depends on the value of the volatility σ. Here we use a mesh were z b = 0.2 for σ = 0.05 − 0.1, z b = 0.3 for σ = 0.2, and z b = 0.4 for σ = 0.3. Inside ω we use a uniform mesh were the length of each space interval h j is half the length of the time step and outside ω we use a mesh were the length of the space intervals doubles each step towards the boundary ∂Ω (see Figure 7) . We then improve the execution time without affecting the accuracy. Table 5 gives the value of the discrete average rate call for various strikes. The results of the finite element method given in this paper are compared with results of the finite difference method and Monte Carlo results given in Andreasen, [1] . As can be seen they are in excellent agreement. We also see that the finite element method is very fast and gives acceptable accuracy already for a small number of time steps. With the adapted mesh we get a solution with acceptable error in less than 0.01 seconds. Reported CPU times are for all 9 strikes. For the FE solution, the execution time with the uniform mesh with the same number of time and space points is given in parenthesis. The computation that uses the adapted mesh is approximately three times faster than the one with the uniform mesh, with the same accuracy. Table 5 : A discrete average rate call with S 0 = 100, σ = 0.2, r = 0.05, T = 1, t = 0, N = 10 and t k = 0.1k. FE refers to the cG(1)-cG(1) computed with a nonuniform mesh with the number of time steps given inside the parenthesis. FD refers to the finite difference solution and MC refers to the Monte Carlo solution based on 10 5 simulations with a control variate technique, both given in Andreasen [1] . The standard deviation of the Monte Carlo estimated prices is estimated as 3 × 10 3 . Reported CPU times are for all 9 strikes.
where F t 0 = σ(W (λ), λ ≤ t 0 ). We therefore have
which is the usual expression for the value of a derivate. We therefore conclude that (A.1) is the correct pricing PDE for Asian options. If V (T, s, x) = x + , it especially follows that
A.2 Reduction of dimensionality
We can use the change of variable 8) to reduce the dimensionality of (A.1). To see this, we first note that Itô's lemma gives that
We can thus rewrite (A.9) as
From here on we suppose that Q is the Wiener-measure in C[0, T ] and that
We next define the process
Let now h(t) = σ, 0 ≤ t ≤ T , and
Then according to Cameron-Martin's theorem
where 16) and that
It follows that W is a Brownian motion relative to the measure Q a . Let Q = Q a and D t = e σWt− σ 2 2 t , so that
Then according to Itô's lemma, equation (A.13) and the assumption (A.19) we have du(t, Z(t)) = σ(q t − Z t ) ∂u ∂z (t, Z(t))dW (t), (A.20) which after integration yields
Taking expectations conditional on F t and assuming that the integral on the right belongs to L 2 (dt × dQ) we get
We now want to show that V (t, S t , X t ) = S t u t, X t S t , (A Suppose that f ≥ 0 is F t measurable, where
Then it is sufficient to show that
But (D t ) 0≤t≤T is a Q-martingale so the member in the right hand side of (A.26) becomes
(A.27) Notice that S T = S 0 e (r− Thus we have 2 )τ σ √ τ , which is known as the Black-Scholes formula.
