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ABSTRACT
In this thesis, we design, analyze and implement efficient discontinuous Galerkin (DG) methods
for a class of fourth order time-dependent partial differential equations (PDEs). The main ad-
vantages of such schemes are their provable unconditional stability, high order accuracy, and their
easiness for generalization to multi-dimensions for arbitrarily high order schemes on structured and
unstructured meshes. These schemes have been applied to two fourth order gradient flows such as
the Swift-Hohenberg (SH) equation and the Cahn-Hilliard (CH) equation, which are well known
nonlinear models in modern physics.
For fourth order PDEs of the form ∂tu = −L2u+ f , where L is an adjoint elliptic operator, the
fully discrete DG schemes are constructed in several steps: (a) rewriting the equation as a system
of second order PDEs so that ut = Lq + f, q = −Lu; (b) applying the DG discretization to this
mixed formulation with central numerical fluxes on interior interfaces and weakly enforcing the
specified boundary conditions; and (c) combining a special class of time discretizations, that allows
the method to be unconditionally stable regardless of its accuracy.
Main contributions of this thesis are as follows:
Firstly, we introduce mixed discontinuous Galerkin methods without interior penalty for the
spatial DG discretization, and the semi-discrete schemes are shown L2 stable for linear problems,
and unconditionally energy stable for nonlinear gradient flows. For the mixed DG method applied
to linear problems with periodic boundary conditions, we establish the optimal L2 error estimate
of order O(hk+1 + ∆t2) for polynomials of degree k with the Crank-Nicolson time discretization.
In addition, the resulting DG methods can easily handle different boundary conditions.
Secondly, for a class of fourth order gradient flow problems, including the SH equation, we com-
bine the so-called Invariant Energy Quadratization (IEQ) approach [X. Yang, J. Comput. Phys.,
327:294316, 2016] as time discretization. Coupled with a projection step for the auxiliary variable,
ix
both first and second order EQ-DG schemes are shown unconditionally energy stable. In addition,
they are linear and can be efficiently solved without resorting to any iteration method. We present
extensive numerical examples that support our theoretical results and illustrate the efficiency, ac-
curacy, and stability of our new algorithms. Benchmark problems are also presented to examine
the long time behavior of the numerical solutions.
Both the theoretical and algorithmic aspects of these methods have potentially wide applica-
tions. Progress is made with the IEQ-DG framework to solve the Cahn-Hilliard equation. With
the usual penalty in the DG discretization, the resulting EQ-DG schemes are shown to be able to
produce free-energy-decaying, and mass conservative solutions, irrespective of the time step and
the mesh size. In addition, the schemes are easy to implement, and test cases for the Cahn-Hilliard
equation will be reported.
1
CHAPTER 1. INTRODUCTION
Fourth order PDEs appear often in physical and engineering applications, such as the modeling
of the thin beams and plates, strain gradient elasticity, thermal convection, and phase separa-
tion in binary mixtures. These PDEs generally cannot be solved analytically, such as the Swift–
Hohenberg (SH) equation (Swift and Hohenberg (1977)), the Cahn–Hilliard (CH) equation (Cahn
and Hilliard (1958)). Therefore, computer simulations play an essential role in understanding of
the non-equilibrium processing and how it leads to pattern formation. The goal of this thesis is to
design efficient DG methods for solving several significant fourth order PDEs.
Various numerical methods have been developed to discretize fourth order partial differential
equations, such as mixed finite element methods (see e.g. Ciarlet and Raviart (1974); Brezzi and
Raviart (1978); Falk (1978); Glowinski and Pironneau (1979); Babuska et al. (1980); Monk (1987)),
and finite difference methods (see e.g. Gustafsson et al. (1995)). In this thesis we will discuss
discontinuous Galerkin methods, using a discontinuous Galerkin finite element approximation in
the spatial variables coupled with a proper time discretization. It is well known that for equations
containing higher order spatial derivatives, discontinuous Galerkin discretization cannot be directly
applied. This is because the solution space, which consists of piecewise polynomials discontinuous
at the element interfaces, is not regular enough to handle higher derivatives. This is a typical
non-conforming case in finite elements.
One approach to resolve such difficulty is the local discontinuous Galerkin (LDG) method (see
e.g., Yan and Shu (2002); Dong and Shu (2009); Meng et al. (2012); Wang et al. (2015) for fourth
order problems). The idea is to suitably rewrite the higher order equation as a first order system and
then discretize it by the DG method (Cockburn and Shu (1998)). The local numerical fluxes without
interior penalty can be designed to guarantee stability. The LDG method has been successful in
handling equations with high-order derivatives, since it was first developed by Cockburn and Shu
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(Cockburn and Shu (1998)) for the second order convection diffusion equation. However, these
schemes increase the number of unknowns in numerical solutions.
Another approach is to weakly impose the inter-element continuity conditions using interior
penalties. In the context of finite element framework, C1 conforming finite element method for
the biharmonic equation is known to be computationally intensive due to the imposition of C1-
continuity across the element interfaces, several non-conforming approaches such as C0-interior
penalty methods (Brenner and Sung (2005); Engel et al. (2002)) and interior penalty methods
(Baker (1977); Mozolevski and Süli (2003); Mozolevski et al. (2007); Süli and Mozolevski (2007);
Georgoulis and Virtanen (2015)) have been proposed. These approaches use either continuous
or discontinuous finite element solution spaces in which continuity conditions are weakly enforced
through interior penalties. A related strategy is the ultra weak DG discretization based on numerical
fluxes which penalize jumps of derivatives when crossing element interfaces (Cheng and Shu (2008)).
For DG schemes with interior penalties, the practical choice of penalty parameters is often a subtle
matter.
In this thesis, we propose a DG method without interior penalty for fourth order PDEs that
can be reformulated as a second order symmetrized system. Take the simplest case ut = −∆2u as
an example, such a reformulation  ut = ∆q,q = −∆u, (1.0.1)
is the usual mixed formulation Ciarlet (1978), which has been used to design the mixed DG methods
with interior penalties in (Gudi et al. (2008); Xiong et al. (2017)) for solving the biharmonic
equation. Our DG method derives from a direct DG discretization of the mixed formulation (1.0.1).
Instead of the standard DG ansatz analogous to the discretization of diffusion, the simplest form
for numerical fluxes is used: the arithmetic mean of the solution gradient and the arithmetic mean
of the solution. The resulting scheme is the most simple variant to date for the discretization of
second order terms, i.e., without any interior penalty. This is in sharp contrast to the DDG methods
introduced in (Liu and Yan (2009, 2010)) for diffusion, where interface corrections are included to
penalize jumps of both the numerical solution and its second order derivatives. With formulation
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(1.0.1), stability of the resulting DG scheme is naturally ensured due to the symmetric nature of
the underlying bilinear operator. It is also parameter free, i.e. no particular choice of any penalty
constant is necessary. This makes the scheme simple to implement for generic linear and non-linear
problems. The optimal L2 error estimates for both semi-discrete and fully-discrete schemes with
periodic boundary conditions are established in both one and multi-dimensions.
Some nonlinear fourth order PDEs, such as the SH equation and the CH equation, are endowed
with gradient flow structures, and the solutions require very long time simulations to reach steady
states. From the numerical perspective, an ideal scheme to solve a gradient flow would (i) preserve
certain properties of the original PDEs, (ii) be more accurate, (iii) be efficient, and, (iv) perhaps
above all, be simple to implement. Among these the first aspect is particularly important, and
is crucial to eliminating numerical results that are not physical (see e.g. Christov et al. (1997);
Christov and Pontes (2002) ). For example, an explicit time discretization is known to require a
time step extremely small to preserve the energy dissipation for the SH equation (see e.g. Xi et al.
(1991)).
Several numerical methods have been developed to alleviate the time step restriction while
still keeping the properties of the continuous PDEs, related contributions include the fully implicit
operator splitting finite difference method (Christov et al. (1997); Christov and Pontes (2002)), the
semi-analytical Fourier spectral method (Lee (2017)), the unconditionally energy stable method
(Gomez and Nogueira (2012)) derived from an integration quadrature formula, the large time-
stepping method (Zhang and Ma (2016)) based on the use of an extra artificial stabilized term,
and the energy stable generalized-α method (Sarmiento et al. (2018)). However, these methods
generally require the use of an iteration in solving the fully discrete nonlinear systems.
Recently, the authors in (Guillén-González and Tierra (2013)) proposed two types of linear
schemes based on Lagrange multipliers so that the schemes are unconditionally energy stable. These
methods were generalized to the Invariant Energy Quadratization (IEQ) approach (Yang (2016)),
which was further applied to variable mobility Cahn-Hilliard type equation with logarithmic Flory-
Huggins potential (Yang and Zhao (2019)), and the error estimate of a first order time discretization
4
scheme was given in (Yang and Zhang (2017)). The solution to these numerical methods preserve
the same properties as the continuous equation and these methods are linear without resorting to
any iteration method. Recently, the LDG spatial discretization with IEQ technique was explored
in (Guo and Xu (2019)) for phase field problems with the new auxiliary variable Un+1 computed
implicitly.
Here, we applied the IEQ approach to the semi-discrete DG formulations for these gradient
flow problems, it requires only replacing the nonlinear function Φ′(un+1h ) (or F
′(un+1h ) for the CH
equation in this thesis) by H(unh)U
n+1, where unh is the approximation of uh in the previous time
step and H(v) := Φ′(v)/
√
Φ(v) +B. In this thesis, we report an explicit technique to compute
Un+1, which is updated from Un in two steps: the piecewise L2 projection with Unh = ΠU
n, and












For these two steps, the first step is crucial, with which the resulting DG schemes show two
obvious advantages: (a) Un+1 can be updated from Un explicitly in the algorithm, so the auxiliary
variable Un+1 does not increase the computation cost of the discrete systems; (b) the DG schemes
preserve the properties of continuous equations. We prove that the schemes for the SH equation are
unconditionally energy stable, and the scheme for the CH equation is unconditionally energy stable
and mass conservative. In addition, the resulting discrete systems are linear with scale comparable
to that generated by the same DG discretization to linear fourth order problem. As a result, the
methods are simple to implement and computationally efficient to achieve high-order of accuracy
in space.
These methods will be described in the forthcoming chapters in more detail. We restrict our-
selves to a short overview of each of the techniques for some significant fourth order PDEs in the
remainder of this section.
5
1.1 Time-dependent bi-harmonic type equations
We are interested in discontinuous Galerkin approximations to solutions of fourth order partial
differential equations (PDEs) of the form
ut = Lu x ∈ Ω ⊂ Rd, t > 0, (1.1.1a)




m is a linear differential operator of fourth order and am(m = 0, 1, 2) are
constants with a2 < 0, Ω is a bounded rectangular domain in Rd and u0(x) is a given function.
The model could include a lower order term such as f(u, x, t), without additional difficulty. Here,
we assume equation (1.1.1a) is subject to appropriate boundary conditions, more discussions can
be found in Chapter 2.
The special cases of (1.1.1) include the linear time-dependent biharmonic equation with
L = −∆2,
and the linearized Cahn-Hilliard equation
L = −∆2 −∆.
1.1.1 DG method without interior penalty
For (1.1.1), we propose a mixed DG method without interior penalty, which includes two steps:
(i) Symmetrization of (1.1.1). We let L = −L2 +M , so that the model admits the following form
ut = −L2u+Mu,









is a second order operator. Further set q = −Lu,
so that we have the following reformulation ut = Lq +Mu,q = −Lu. (1.1.2)
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(ii) Apply the DG discretization to (1.1.2). If Vh denotes the discontinuous Galerkin finite element
space, then the DG method for (1.1.2) is to find (uh(·, t), qh(·, t)) ∈ Vh × Vh such that
(uht, φ) = −A(qh, φ) + (Muh, φ), (1.1.3a)
(qh, ψ) = A(uh, ψ), (1.1.3b)
for ∀φ, ψ ∈ Vh. Here, A(qh, φ) is the DG discretization of (Lq, φ) and A(uh, ψ) is the DG discretiza-
tion of (Lu, ψ). The bilinear functional A(·, ·) is symmetric in the sense that A(w, v) = A(v, w).
With formulation (1.1.2), stability of the resulting DG scheme is naturally ensured due to the sym-
metric nature of the underlying bilinear operator. It is also parameter free, i.e. no particular choice
of any penalty constant is necessary. This makes the scheme simple to implement for generic linear
and non-linear problems.
For time discretization, we consider a class of time stepping methods in terms of a parameter







=−A(qn+θh , φ) + (Mu
n+θ
h , φ), (1.1.4a)
(qnh , ψ) =A(u
n
h, ψ), (1.1.4b)
where the notation vn+θ := (1− θ)vn + θvn+1 is used.
With formulation (1.1.2), stability of the resulting DG scheme is naturally ensured due to the
symmetric nature of the underlying bilinear operator. The main quest for this method is whether
optimal convergence can still be achieved without interior penalty.
1.1.2 Projection
In order to estimate the L2 error, we introduce a global projection: for a given piecewise smooth
function w ∈ L2([a, b]), w|Ij ∈ Hs+1(Ij), s ≥ k ≥ 1, we define Pw ∈ V kh by∫
Ij
(Pw(x)− w(x)) v(x)dx = 0, ∀v ∈ P k−2(Ij), (1.1.5a)
{(Pw)x}j+1/2 = {wx}j+1/2, (1.1.5b)
{Pw}j+1/2 := {w}j+1/2, (1.1.5c)
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N+1/2). Note that for k = 1, (1.1.5a)
is redundant.
Lemma 1.1.1. (See in Chapter 2) For k = 1 with N odd, or any k ≥ 2, there exists a unique
projection P defined by (1.1.5). Moreover,
A(Pw − w, v) = 0 ∀v ∈ Vh. (1.1.6)
Lemma 1.1.2. (See in Chapter 2) Assume that w ∈ Hm with m ≥ k+1. Then we have the following
projection error
‖w − Pw‖ ≤ C|w|k+1hk+1, (1.1.7)
where C is independent of h. Moreover,
Pv = v, ∀v ∈ V kh .
In order to obtain the error estimate for the DG scheme on rectangular meshes, we follow (Liu
(2015)) extending the one-dimensional projection to multi-dimension by taking a tensor product of
2 one-dimensional projections, that is
Πw = P (x) ⊗ P (y)w,
where the superscripts indicate the application of one-dimensional projection operator.
We recall the following result established in (Liu et al. (2018)).
Lemma 1.1.3. For k ≥ 1 and η ∈ Qh, the linear functional w → A(Πw − w, η) is continuous on
Hk+2(Ω) and
|A(Πw − w, η)| ≤ Chk+2|w|k+2‖η‖,
‖Πw − w‖ ≤ Chk+1|w|k+1,
where C is a constant independent of h.
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1.1.3 Optimal L2 error estimates
Based on the constructed global projection (1.1.5) and the approximation result, we obtain the
optimal L2 error estimate O(hk+1) for polynomials of degree k for semi-discrete DG schemes, and
the L2 error O(hk+1 + (∆t)2) for fully discrete DG schemes (1.1.4) with θ = 1/2.
Theorem 1.1.1. (See in Chapter 2) Let unh be the numerical solution to the fully-discrete DG scheme
(1.1.4) with 12 ≤ θ ≤ 1, and u be the smooth solution to problem (1.1.1), then
‖u(x, tn)− unh‖ ≤ C
(
hk+1 + (θ − 1/2) ∆t+ (∆t)2
)
,
where C is independent of h,∆t.
1.1.4 Contributions
For time-dependent biharmonic type equations involving fourth derivatives, discontinuous Galerkin
discretization cannot be directly applied. One approach to resolve such difficulty is the LDG meth-
ods (see e.g., Yan and Shu (2002)), and another one is penalty type methods (see e.g., Cheng
and Shu (2008)). Here, we propose a DG method without interior penalty for fourth order PDEs
that can be reformulated as a second order symmetrized system. Our method uses less auxiliary
variables compared with the LDG method and is free of interior penalty.
We prove the L2 stability of the semi-discrete DG schemes even without interior penalty and
present optimal L2 error estimate for polynomials of degree k for semi-discrete DG schemes. For
time discretization, we use Crank-Nicolson and the fully discrete DG schemes are unconditionally
L2 stable, and we present optimal L2 error estimates of order O(hk+1 + ∆t2) for polynomials of
degree k for fully discrete DG schemes. Numerical examples are provided to verify the stability
and accuracy of the DG schemes.
1.2 The Swift-Hohenberg equation
We consider the following nonlinear equation
ut = −∆2u− a∆u−Ψ′(u), x ∈ Ω ⊂ Rd, t > 0, (1.2.1)
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where u(x, t) is a scalar time-dependent unknown defined in Ω, and Ψ is a given nonlinear function.
Here the model parameter a is a constant. This falls into the large class of relaxation models
forming stable patterns studied in (Fife and Kowalczyk (1999)). For this equation we assume that
Φ(w) := Ψ(w)− a
2
8
w2 is bounded from below, (1.2.2)





where δEδu is the L
2 variational derivative with respect to variations δu that verify δu = ∇(δu) ·ν = 0













We consider the initial/boundary value problem for (1.2.1) with initial data u(x, 0) = u0(x), subject
to either periodic boundary conditions, or homogenous boundary conditions, such as
(i) u = ∂νu = 0; (ii) u = ∆u = 0; (iii) ∂νu = ∂ν∆u = 0, x ∈ ∂Ω, t > 0, (1.2.3)







The obtained scheme can easily modified to the case with non-homogenous boundary conditions.
1.2.1 EQ-DG formulation
1.2.1.1 Symmetrization




so that the model admits the following
form
ut = −L2u− Φ′(u).




1.2.1.2 Semi-discrete DG formulation
A unified semi-discrete DG formulation
(uht, φ) + αh





(qh, ψ) =A(uh, ψ), (1.2.4b)
for periodic and homogeneous boundary conditions. Here Γ∂ represents the set of all boundary
faces and the bilinear functional

















({∂νw}[v] + [w]{∂νv}) ds. (1.2.5)
Both the method parameter α and Ab(·, ·) are given below for each respective type of boundary
conditions:





({∂νw}[v] + [w]{∂νv}) ds, (1.2.6a)
for (i) α = β1, A









wv − w∂νv − ∂νwvds, (1.2.6c)
for (iii) α = 0, Ab(w, v) = 0. (1.2.6d)
Note that for periodic case in (1.2.6a) the left boundary and the right boundary are considered to
have same conditions, for which we use the factor 1/2 to avoid the recounting.
1.2.1.3 EQ-DG method
For the temporal discretization, instead of using the method studied in (Liu and Yin (2018))
which requires iteratively solving a nonlinear system, we explore the method of Invariant Energy
Quadratization (IEQ), which was proposed recently in (Yang (2016); Zhao et al. (2017)). This
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method is a generalization of the method of Lagrange multipliers or of auxiliary variables originally
proposed in (Badia et al. (2011); Guillén-González and Tierra (2013)). With this method, we
introduce an auxiliary variable U =
√
Φ(u) +B, where Φ(u) +B > 0 for some constant B > 0, so
that




where H(u) := Φ′(u)/
√
Φ(u) +B. Such a method when applied to the semi-discrete DG for-
mulation requires only replacing the nonlinear function Φ′(un+1h ) by H(u
n
h)U
n+1, where unh is the
approximation of uh in the previous time step. U
n+1 is updated from Un in two steps: the piecewise
L2 projection with Unh = ΠU

























(qnh , ψ) =A(u
n
h, ψ), (1.2.7b)
for φ, ψ in the space of piecewise polynomials, and A(·, ·) is a bilinear operator corresponding to





In summary, the first order fully discrete DG scheme is to find (unh, q
n





























(qnh , ψ) =A(u
n
h, ψ), (1.2.8d)
for φ, ψ ∈ Vh, with initial data
u0h = uh(x, 0), U
0 = U(x, 0).
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Note that Un is not necessarily in Vh, but U
n






in scheme (1.2.8), while un+1h , q
n+1
h are computed implicitly, and U
n+1 is computed explicitly.
1.2.2 Energy stability
For the fully discrete DG scheme (1.2.8), we have the following.
Theorem 1.2.1. The fully discrete DG scheme (1.2.8) admits a unique solution (unh, q
n
h) for any
∆t > 0. Moreover,















independent of the size of ∆t.
Here, (1.2.1) with either periodic boundary conditions or each boundary conditions in (1.2.3)
satisfy the inequality (1.2.9) with modified energy En. For more detail about the second order fully
discrete DG scheme, we refer to Chapter 3.
1.2.3 Contributions
In this part, we propose fully discrete DG methods which are unconditionally energy stable
for solving some fourth order gradient flow problems, including the SH equation. The spatial
discretization is based on the mixed DG method without interior penalty, so the schemes are
free of interior penalty. For time discretization, we apply the IEQ approach (Yang (2016); Zhao
et al. (2017)), for which one need to introduce an auxiliary variable. Recently, the LDG spatial
discretization with IEQ technique was explored in (Guo and Xu (2019)) for phase field problems,
but the new auxiliary variable was computed implicitly. Here, we propose a novel technique by
using a projection to couple the spatial DG discretization with IEQ approach, and the new auxiliary
variable in our algorithm can be updated explicitly.
No iteration for solving the nonlinear problem is needed in our new algorithm. We show the
existence, uniqueness of the numerical solution and prove the energy stability of the proposed DG
schemes. The numerical results on two dimensional pattern formation problems indicate that the
method is able to deliver comparable patterns of high accuracy.
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1.3 The Cahn-Hilliard equation
The goal of this part is to present energy stable and mass conservative high order discontinuous
Galerkin (DG) schemes to solve the following problem
ut = ∇ · (M(u)∇w), (x, t) ∈ Ω× (0, T ],
w = −ε2∆u+ F ′(u), (x, t) ∈ Ω× (0, T ],
u(x, 0) = u0(x), x ∈ Ω,
(1.3.1)
where Ω ⊆ Rd(d = 1, 2) is a bounded domain, ε is a positive parameter, M(u) is the mobility
function, F (u) is the nonlinear bulk potential, the initial function u0(x) is a given, and the problem
(1.3.1) is subject to the following boundary conditions
(i) u is periodic; or (ii) ∂nu = M(u)∂nw = 0, x ∈ ∂Ω. (1.3.2)
Here n stands for the outward normal direction to the boundary ∂Ω. Here, we make some basic
assumptions:
(i) the mobility function M(u) satisfies
0 < Mmin ≤M(u) ≤Mmax.
(ii) There exist a constant B > 0, such that
F (v) > −B,
for any v under consideration.
Two typical examples for F (u) are:




(v2 − 1)2. (1.3.3)
(ii) Logarithmic Flory-Huggins potential (Blowey and Elliott (1991); Cahn and Hilliard (1958);




(v ln v + (1− v) ln(1− v)) + θc
2
v(1− v), v ∈ [0, 1], (1.3.4)
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where θ, θc > 0 are physical parameters. It is noticed in (Wells et al. (2006)) that for θc > 2θ the
potential (4.2.4) is non-convex with two wells which derives phase segregation into the two binodal
points and for θc ≤ 2θ it only has a single well and admits only a single phase.
With boundary condition (1.3.2), the CH equation (1.3.1) is endowed with an H−1 gradient
flow structure


















|∇u|2 + F (u)
)
dx. (1.3.5)






Naturally, (1.3.5) and (1.3.6) as fundamental properties of (4.2.1) are desired in numerical approx-
imations.
1.3.1 EQ-DG method
The basic idea of the IEQ methodology (Yang et al. (2017); Yang and Zhao (2019)) is to rewrite
















is well-defined when B is chosen so that F (uh) +B > 0. With the IEQ approach, the semi-discrete





(uht, φ) =A(M(uh);wh, φ), (1.3.8b)
(wh, ψ) =A(ε
2;uh, ψ) + (H(uh)U,ψ) , (1.3.8c)
for ∀φ, ψ ∈ Vh. The initial data for the above scheme is chosen as
uh(x, 0) = Πu0(x), U(x, 0) =
√
F (u0(x)) +B.
Note that with the modified discrete energy we still have the following
d
dt
E(uh, U) = −A(M(uh);wh, wh) ≤ 0.
We are now ready to discretize (1.3.8) in time.
Find (unh, w
n




















=−A(M(unh);wn+1h , φ), (1.3.9c)
(wn+1h , ψ) =A(ε






for ∀φ, ψ ∈ Vh.
1.3.2 Energy stability and mass conservation
Theorem 1.3.1. There exists β∗0 > 0 such that if β0 > β
∗
0 , the scheme (1.3.9) admits a unique
solution (unh, w
n
h) for any ∆t > 0, and the solution u
n







for any n ≤ [T/∆t]. Moreover, for En := E(unh, Unh ) we have the following energy dissipation law
En+1 ≤ E(un+1h , U











h)− ‖Un+1 − Unh ‖2,
(1.3.11)
independent of the size of ∆t.
Its proof can be found in Chapter 4.
1.3.3 Contributions
In this part, we propose a fully discrete DG method which is unconditionally energy stable and
mass conservative for solving the CH equation. We apply an appropriate projection to couple the
spatial DG discretization with the IEQ approach for time discretization. No iteration for solving
the nonlinear problem is needed in our new algorithm. We show the existence, uniqueness of
the numerical solution and prove the energy stability and mass conservation of the proposed DG
scheme. The numerical results are provided to support our theoretical results and illustrate the
efficiency, accuracy, energy stability and mass conservation of our new algorithm.
1.4 Thesis organization
The thesis is organized as follows. In chapter 2, we propose a mixed DG method without
interior penalty for time-dependent bi-harmonic type equations and show the stability and optimal
error estimate of the method. A series of numerical tests is given to illustrate the accuracy and
capability to apply to nonlinear problems. In Chapter 3, unconditionally energy stable DG schemes
for the Swift-Hohenberg equation are proposed, the mixed DG method without interior penalty is
used for spatial discretization and IEQ approach is used for time discretization. Several numerical
examples are presented to support our theoretical results and illustrate the efficiency, accuracy
and energy stability of our new algorithms. Two dimensional pattern formation problems are also
studied numerically. In Chapter 4, we further apply the idea of the EQ-DG approach to the Cahn-
Hilliard equation. Numerical examples are presented to demonstrate the accuracy and some typical
patterns. Finally, concluding remarks are given in Chapter 5.
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CHAPTER 2. A MIXED DISCONTINUOUS GALERKIN METHOD
WITHOUT INTERIOR PENALTY FOR TIME-DEPENDENT FOURTH
ORDER PROBLEMS
A paper published in Journal of Scientific Computing
Hailiang Liu and Peimeng Yin
Abstract
A novel discontinuous Galerkin (DG) method is developed to solve time-dependent bi-harmonic
type equations involving fourth derivatives in one and multiple space dimensions. We present the
spatial DG discretization based on a mixed formulation and central interface numerical fluxes so
that the resulting semi-discrete schemes are L2 stable even without interior penalty. For time
discretization, we use Crank-Nicolson so that the resulting scheme is unconditionally stable and
second order in time. We present the optimal L2 error estimate of O(hk+1) for polynomials of
degree k for semi-discrete DG schemes, and the L2 error of O(hk+1 + (∆t)2) for fully discrete DG
schemes. Extensions to more general fourth order partial differential equations and cases with
non-homogeneous boundary conditions are provided. Numerical results are presented to verify
the stability and accuracy of the schemes. Finally, an application to the one-dimensional Swift-
Hohenberg equation endowed with a decay free energy is presented.
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2.1 Introduction
In this paper, we are interested in discontinuous Galerkin approximations to the fourth order
partial differential equations (PDEs) of the form
ut = Lu x ∈ Ω ⊂ Rd, t > 0, (2.1.1a)




m is a linear differential operator of fourth order and am(m = 0, 1, 2) are
constants with a2 < 0, Ω is a bounded rectangular domain in Rd, u0(x) is a given function. Our
analysis is presented mostly for periodic boundary conditions, extensions to other non-homogeneous
boundary conditions will then follow. The model could include a lower order term such as f(u, x, t),
without additional difficulty.
The fourth order PDEs appear often in physical and engineering applications, such as the
modeling of the thin beams and plates, strain gradient elasticity, thermal convection, and phase
separation in binary mixtures. The special cases of (2.1.1) include the linear time-dependent bi-
harmonic equation with
L = −∆2,
and the linearized Cahn-Hilliard equation
L = −∆2 −∆.
In the literature, various numerical methods have been developed to discretize fourth order partial
differential equations, such as mixed finite element methods (see e.g. Ciarlet and Raviart (1974);
Brezzi and Raviart (1978); Falk (1978); Glowinski and Pironneau (1979); Babuska et al. (1980);
Monk (1987)), and finite difference methods (see e.g. Gustafsson et al. (1995)). In this paper we
will discuss discontinuous Galerkin methods, using a discontinuous Galerkin finite element approx-
imation in the spatial variables coupled with a proper time discretization. It is well known that for
equations containing higher order spatial derivatives, discontinuous Galerkin discretization cannot
be directly applied. This is because the solution space, which consists of piecewise polynomials
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discontinuous at the element interfaces, is not regular enough to handle higher derivatives. This is
a typical non-conforming case in finite elements.
One approach to resolve such difficulty is the local discontinuous Galerkin (LDG) method
(see e.g., Yan and Shu (2002); Dong and Shu (2009); Meng et al. (2012); Wang et al. (2015) for
fourth order problems). The idea is to suitably rewrite the higher order equation into a first order
system and then discretize it by the DG method (Cockburn and Shu (1998)). The local numerical
fluxes without interior penalty can be designed to guarantee stability. The LDG method has
been successful in handling equations with high-order derivatives, since it was first developed by
Cockburn and Shu (Cockburn and Shu (1998)) for the second order convection diffusion equation.
However, these schemes increase the number of unknowns in numerical solutions.
Another approach is to weakly impose the inter-element continuity conditions using interior
penalties. In the context of finite element framework, C1 conforming finite element methods for
the biharmonic equation is known computationally intensive due to the imposition of C1-continuity
across the element interfaces, several non-conforming approaches such as C0-interior penalty meth-
ods (Brenner and Sung (2005); Engel et al. (2002)) and interior penalty methods (Baker (1977);
Mozolevski and Süli (2003); Mozolevski et al. (2007); Süli and Mozolevski (2007); Georgoulis and
Virtanen (2015)) have been proposed. These approaches use either continuous or discontinuous
finite element solution spaces in which continuity conditions are weakly enforced through interi-
or penalties. A related strategy is the direct DG discretization based on numerical fluxes which
penalize jumps of derivatives when crossing element interfaces (Cheng and Shu (2008)). For DG
schemes with interior penalties, the practical choice of penalty parameters is often a subtle matter.
In this work we reformulate the fourth order PDEs into a second order coupled system and
discretize the system by a DG method without interior penalty. In the case L = −∆2, such
reformulation  ut = ∆q,q = −∆u, (2.1.2)
is the usual mixed formulation (Ciarlet (1978)), which has been used to design the mixed DG
methods with interior penalties in (Gudi et al. (2008); Xiong et al. (2017)) for solving the biharmonic
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equation. Our DG method derives from a direct DG discretization of the mixed formulation (2.1.2).
Instead of the standard DG ansatz analogous to the discretization of diffusion, the simplest form
for numerical fluxes is used: the arithmetic mean of the solution gradient and the arithmetic mean
of the solution. The resulting scheme is the most simple variant to date for the discretization of
second order terms, i.e., without any interior penalty. This is in sharp contrast to the DDG methods
introduced in (Liu and Yan (2009, 2010)) for diffusion, where interface corrections are included to
penalize jumps of both the numerical solution and its second order derivatives. With formulation
(2.1.2), stability of the resulting DG scheme is naturally ensured due to the symmetric nature of
the underlying bilinear operator. It is also parameter free, i.e. no particular choice of any penalty
constant is necessary. This makes the scheme simple to implement for generic linear and non-linear
problems.
It is known that for DG methods stability itself does not necessarily imply the optimal conver-
gence. Obtaining optimal error estimates for DG methods has been a major subject of research.
The a priori error estimate results for DG methods with interior penalties have been reported in
(Mozolevski and Süli (2003); Mozolevski et al. (2007); Süli and Mozolevski (2007); Gudi et al.
(2008); Cheng and Shu (2008); Xiong et al. (2017)) for biharmonic type equations, in these works
penalty parameters play a special role in both the stability analysis and the error estimates.
The main quest in this article is whether optimal convergence can still be achieved without
interior penalty. We carry out the optimal L2 error estimates for both semi-discrete and fully-
discrete schemes with periodic boundary conditions, in both one and multi-dimensions. The crucial
ingredient in the one-dimensional error analysis is a global projection P defined by A(v−Pv, φ) = 0
for any test function φ in the finite element space, and the corresponding projection error. Here
A(·, ·) is the bilinear operator obtained by the penalty-free DG discretization of the operator −∂2x.
In multi-dimensional case, we use the tensor product polynomials of degree at most k, and make
use of the projection error obtained in (Liu (2015)) and the bilinear form estimate |A(v−Pv, φ)| ≤
Chk+2|v|k+2‖φ‖ obtained in (Liu et al. (2018)). A related work is (Burman et al. (2007)), in which
the authors use the inf-sup strategy to prove the optimal L2 convergence rates for the symmetric
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DG method without interior penalty using P k(k ≥ 2) polynomials for one dimensional second order
elliptic problems.
Extension to more general equations of form (2.1.1) is carried out by rewriting L as L =









is a second order operator, and the
optimal L2 error estimate can also be obtained. For three typical non-homogeneous boundary
conditions we present DG schemes with boundary corrections. Boundary penalty is needed in some
cases to weakly enforce the given boundary data, as usually done for the weak formulation of elliptic
problems (Lions (1968)). In fact, imposing boundary conditions only weakly is one of the main
advantages of the DG methods to boundary-value problems for higher order PDEs such as (2.1.1a).
The rest of the paper is organized as follows: in section 2, we describe the mixed DG methods
in one dimension and present the optimal error estimates for both semi-discrete and fully discrete
schemes to time-dependent biharmonic problems. In section 3, we formulate the DG scheme in
multi-dimensions along with its stability and optimal error estimates using tensor product polyno-
mials. In section 4, we extend the DG schemes to more general fourth order time-dependent PDEs,
cases with non-periodic boundary conditions, and the one-dimensional Swift-Hohenberg equation
– a nonlinear problem with a decay free energy (Swift and Hohenberg (1977)). Several numerical
results are presented in section 5 to verify the stability and accuracy of the schemes. Finally, we
give concluding remarks in section 6 to summarize results in this paper and indicating future work.
2.2 The DG scheme in one dimension
In this section we consider the one dimensional time-dependent fourth order equation (2.1.1),
i.e.,
ut = −uxxxx x ∈ [a, b], t > 0, (2.2.1)
subject to initial data u(x, 0) = u0(x), and periodic boundary conditions.
We partition the interval [a, b] into computational cells Ij = [xj−1/2, xj+1/2], with x1/2 = a and
xN+1/2 = b, and mesh size hj = xj+1/2 − xj−1/2, with h = max1≤j≤N hj . And we define the finite
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element space
V kh = {v ∈ L2([a, b]) : v|Ij ∈ P k(Ij), j = 1, 2, · · · , N},
where P k(Ij) denotes the set of all polynomials of degree at most k on Ij . At cell interfaces
x = xj+1/2 we use the notation
v± = lim
ε→0
v(x± ε), {v} = v
− + v+
2
, [v] = v+ − v−.
Based on its mixed formulation,
ut = qxx, q = −uxx, (2.2.2)
the DG scheme for (2.2.1) is to find (uh, qh) ∈ V kh × V kh such that for all φ, ψ ∈ V kh and j =










uhxψxdx− (̂uhx)ψ|∂Ij − (uh − ûh)ψx|∂Ij , (2.2.3b)




j−1/2 is used, and on each cell interface xj+1/2, j = 0, 1, 2, · · ·N ,
the numerical fluxes are given by
q̂hx = {qhx}, q̂h = {qh},
ûhx = {uhx}, ûh = {uh},
(2.2.4)




N+1/2) for v = uh, qh, uhx and qhx. The initial
data for uh is taken as the piecewise L
2 projection of u0(x), that is, uh(x, 0) ∈ V kh such that∫
Ij
(u0(x)− uh(x, 0))φ(x)dx = 0, ∀φ ∈ P k(Ij), j = 1, · · · , N. (2.2.5)
Note that qh(x, 0) ∈ V kh can be obtained from uh(x, 0) by solving (2.2.3b).
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2.2.1 Stability and L2 error estimate
We proceed to verify the L2 stability of the above semi-discrete DG scheme and further obtain
the optimal L2 error estimate. To this end, we sum (2.2.3) over j = 1, · · · , N to obtain
(uht, φ) =−A(qh, φ), (2.2.6a)
(qh, ψ) =A(uh, ψ), (2.2.6b)









({wx}[v] + [w]{vx})j+1/2 , (2.2.7)
where by (·)j+1/2 we mean evaluation of involved quantities at xj+1/2. Note that A(·, ·) is symmetric,
that is,
A(w, v) = A(v, w). (2.2.8)
For scheme (2.2.6) with (2.2.7) the following stability result holds.










q2hdx ≤ 0. (2.2.9)







u2hdx = −A(qh, uh), ‖qh‖2 = A(uh, qh),
which when using (2.2.8) implies (2.2.9).
In order to estimate the L2 error, we introduce a global projection: for a given piecewise smooth
function w ∈ L2([a, b]), w|Ij ∈ Hs+1(Ij), s ≥ k ≥ 1, we define Pw ∈ V kh by∫
Ij
(Pw(x)− w(x)) v(x)dx = 0, ∀v ∈ P k−2(Ij), (2.2.10a)
{(Pw)x}j+1/2 = {wx}j+1/2, (2.2.10b)
{Pw}j+1/2 := {w}j+1/2, (2.2.10c)




N+1/2). Note that for k = 1, (2.2.10a)
is redundant.
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Lemma 2.2.1. For k = 1 with N odd, or any k ≥ 2, there exists a unique projection P defined by
(2.2.10). Moreover,
A(Pw − w, v) = 0 ∀v ∈ V kh . (2.2.11)
Proof. (i) From the more general result in ((Liu et al., 2018, Lemma 2.1)) it follows that such P is
uniquely defined.
(ii) Relation (2.2.11) can be derived from (2.2.7) using (2.2.10) and integration by parts once.
Before going further we recall the following approximation result for projection P .
Lemma 2.2.2. (Liu (2015)) (Projection error). Assume that w ∈ Hm with m ≥ k + 1. Then we
have the following projection error
‖w − Pw‖ ≤ C|w|k+1hk+1, (2.2.12)
where C is independent of h. Moreover,
Pv = v, ∀v ∈ V kh .
Theorem 2.2.2. Let uh be the numerical solution to (2.2.3) with (2.2.4), and u be the smooth
solution to problem (2.2.1), then
‖uh(·, t)− u(·, t)‖ ≤ Chk+1, 0 ≤ t ≤ T, (2.2.13)
where C depends on supt∈[0,T ] |ut(·, t)|k+1, supt∈[0,T ] |u(·, t)|k+3 and linearly on T , but independent
of h.
Proof. The consistency of the DG method (2.2.6) ensures that the exact solution u and q of (2.2.2)
also satisfy
(ut, φ) =−A(q, φ),
(q, ψ) =A(u, ψ)
(2.2.14)
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for all φ ∈ V kh , ψ ∈ V kh . Subtracting (2.2.6) from (2.2.14), we obtain the error system
((u− uh)t, φ) =−A(q − qh, φ),
(q − qh, ψ) =A(u− uh, ψ).
(2.2.15)
Denote
e1 =Pu− uh, ε1 = Pu− u,
e2 =Pq − qh, ε2 = Pq − q,
and take φ = e1, ψ = e2 in (2.2.15) respectively, we obtain
(e1t, e1) =(ε1t, e1) +A(ε2, e1)−A(e2, e1), (2.2.16a)
(e2, e2) =(ε2, e2)−A(ε1, e2) +A(e1, e2). (2.2.16b)





‖e1‖2 + ‖e2‖2 =(ε1t, e1) + (ε2, e2) +A(ε2, e1)−A(ε1, e2)
=(ε1t, e1) + (ε2, e2),

















where C1 = max{C supt∈[0,T ] |ut|k+1, C
2
4 supt∈[0,T ] |u|
2







≤ C1(B + 1),
which upon integration over [0, t] gives
G(B(t)) ≤ G(B(0)) + C1t, (2.2.17)
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where G(s) = s − ln(s + 1) is an increasing and convex function on [0,∞). Note that B(0) ≤ C2
for
‖e1(·, 0)‖ ≤ ‖Pu0 − u0‖+ ‖u0 − uh(·, 0)‖ ≤ C2hk+1. (2.2.18)





This with δ = G(C2) when inserted into (2.2.17) gives
B(t) ≤ G−1 (C1T +G(C2)) ≤ C2 + CT,
with C = C1C2G(C2) . Thus,
‖e1(·, t)‖ = B(t)hk+1 ≤ (C2 + CT )hk+1,
which combined with the approximation result in Lemma 2.2.2 leads to (2.2.13) as desired.
2.2.2 Fully-discrete DG schemes
Let (unh, q
n
h) denote the approximation to (uh, qh)(·, tn), where tn = n∆t with ∆t being the
time step. We consider a class of time stepping methods indexed by a parameter θ ∈ [0, 1]: find
(unh, q
n







=−A(qn+θh , φ), (2.2.19a)
(qnh , ψ) =A(u
n
h, ψ), (2.2.19b)
where vn+θ = (1−θ)vn+θvn+1. Note that when θ = 0, it is the forward Euler, θ = 1, it is backward
Euler; and θ = 1/2, Crank-Nicolson.
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To study the stability of the DG scheme (2.2.19), we first recall the following estimate.
Lemma 2.2.3. ((Liu and Wang, 2016, Lemma 3.2)) The following inverse inequalities hold for all



















k3(k + 1)2(k + 2)
h3
‖v‖2.
Then, we have the following stability results.
Theorem 2.2.3. (L2-Stability). For 12 ≤ θ ≤ 1, the fully discrete DG scheme (2.2.19) is uncondi-
tionally L2 stable. Moreover,
‖un+1h ‖
2 ≤ ‖unh‖2 − 2∆t‖(1− θ)qnh + θqn+1h ‖
2 (2.2.20)
holds for any ∆t > 0. For 0 ≤ θ < 12 , (2.2.19) is L








γ(k) = (k + 1)2k(k + 2) + 4(k + 1)2k
√
k(k + 2). (2.2.22)
Proof. From (2.2.19b) it follows ∫ b
a
qn+θh ψdx = A(u
n+θ
h , ψ).
































we rewrite (2.2.23) as
‖un+1h ‖
2 − ‖unh‖2 + 2∆t‖qn+θh ‖
2 = (1− 2θ)‖un+1h − u
n
h‖2. (2.2.24)
This implies (2.2.20) if 12 ≤ θ ≤ 1. If 0 ≤ θ <
1
2 , we need to estimate the right hand side of (2.2.24).
By taking φ = un+1h − u
n























































































By (2.2.21) we therefore obtain the desired stability, i.e., ‖un+1h ‖ ≤ ‖u
n
h‖.
The above results suggest that the semi-implicit time discretization with θ ∈ [1/2, 1] should be
considered. To assist the error estimate for the fully-discrete DG scheme (2.2.19) with θ ∈ [1/2, 1],
we prepare the following lemma.
Lemma 2.2.4. Let {an} with a0 > 0 be a non-negative sequence satisfying
a2n+1 − a2n
τ
≤ α(an+1 + an + 1), (2.2.25)
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where τ > 0 and α > 0, then there exists C = C(a0, α) such that
an ≤ a0 + Cnτ, ∀n ≥ 1.
Proof. Define An = max0≤i≤n ai, then (2.2.25) remains valid for An, i.e.,
A2n+1 −A2n
τ
≤ α(An+1 +An + 1). (2.2.26)
In fact, we have an ≤ An, ∀n ≥ 0, and
An+1 = max{an+1, An}.










An+1 +An + 1
≤ ατ,




ds ≥ An+1 −An




where H(s) = s− ln
√
2s+ 1, and therefore
H(An) ≤ H(A0) + αnτ.
Note that H is increasing and convex over [0,∞), hence we have
An ≤ H−1 (H(A0) + αnτ) = H−1 (H(a0) + αnτ) .








Going back to an ≤ An we prove the claimed estimate.
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Theorem 2.2.4. Let unh be the numerical solution to the fully-discrete DG scheme (2.2.19) with
1
2 ≤ θ ≤ 1, and u be the smooth solution to problem (2.2.1), then
‖u(·, tn)− unh(·)‖ ≤ C
(
hk+1 + (θ − 1/2)∆t+ (∆t)2
)
, (2.2.27)
where C depends on supt∈[0,T ] |ut(·, t)|k+1, supt∈[0,T ] |u(·, t)|k+3, supt∈[0,T ] ‖utt(·, t)‖, supt∈[0,T ] ‖uttt(·, t)‖
and linearly on T , but independent of h,∆t.
Proof. Denote un = u(x, tn) and qn = q(x, tn), then the consistency of the DG scheme, as given in
(2.2.14), when evaluated at t = tn+θ is
(un+θt , φ) =−A(qn+θ, φ),
(qn, ψ) =A(un, ψ),
(2.2.28)
for all φ ∈ V kh , ψ ∈ V kh , where vn+θ = θvn+1 + (1− θ)vn for v = u, q. To proceed, we first evaluate



























t + (1− θ)unt =
un+1 − un
∆t
+ F (n, x, t, θ),
where

























(tn − s)2uttt(x, s)ds
)
.





=−A(qn+θ, φ)− (F (n, x, t, θ), φ),
(qn, ψ) =A(un, ψ),
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which together with (2.2.19) gives(





=−A(qn+θ − qn+θh , φ)− (F (n, x, t, θ), φ),
(qn+θ − qn+θh , ψ) =A(u




n − unh, εn1 = Pun − un,
en2 =Pq
n − qnh , εn2 = Pqn − qn,
and take φ = en+θ1 , ψ = e
n+θ













+ (εn+θ2 , e
n+θ























and the Cauchy-Schwarz inequality to (2.2.30), it follows that




∥∥∥∥+ ‖F (n, ·, t, θ)‖) (‖en+11 ‖+ ‖en1‖) + 12 (‖εn+12 ‖2 + ‖εn2‖2) .
(2.2.31)
Recall the projection error estimate (2.2.12), we have
‖εn+i2 ‖ ≤Ch
k+1|q(·, tn+i)|k+1 = C1hk+1|u(·, tn+i)|k+3, (2.2.32)
for i = 0, 1, and along with the mean value theorem, we also have∥∥∥∥εn+11 − εn1∆t





∥∥∥∥ ≤ C2hk+1|ut(·, t∗)|k+1, (2.2.33)
where t∗ ∈ (tn, tn+1). As for the term involving F , we have

















































‖utt(·, t)‖+ (∆t)2 sup
t∈[0,T ]
‖uttt(·, t)‖. (2.2.34)
Plugging (2.2.34), (2.2.33) and (2.2.32) into (2.2.31) leads to













, τ = 2∆t, then an satisfies (2.2.25) with
α = Ch−(k+1)
(
hk+1 + (θ − 1/2) ∆t+ (∆t)2
)
.
Note that e01 = Pu0 − u0h and ‖e01‖ ≤ ‖Pu0 − u0‖+ ‖u0 − u0h‖ ≤ C0hk+1, we thus take a0 = C0. By








≤ C(1 + T )
(
hk+1 + (θ − 1/2) ∆t+ (∆t)2
)
,
which combined with the projection error (2.2.12) leads to (2.2.27) as desired.
2.2.3 Algorithm
The details related to the implementation of scheme (2.2.19) with θ ∈ [1/2, 1] is summarized in
the following algorithm.
• Step 1 (Initialization) from the given initial data u0(x),
1. generate u0h := uh(x, 0) ∈ V kh from the piecewise L2 projection (2.2.5), and
2. further obtain q0h from solving (2.2.19b).
• Step 2 (Evolution) obtain un+1h , q
n+1
h by solving (2.2.19) through the following form:
1
∆t
(un+1h , φ) + θA(q
n+1
h , φ) =
1
∆t
(unh, φ)− (1− θ)A(qnh , φ), (2.2.35a)
θA(un+1h , ψ)− θ(q
n+1
h , ψ) = 0. (2.2.35b)
Remark 2.2.1. The advantage of using (2.2.35) is that its coefficient matrix is symmetric, hence
more efficient linear system solvers, such as the ILU preconditioner + FGMRES (see e.g., Saad
(1993)), ILU preconditioner + Bicgstab (see e.g., Chen et al. (2016)). can be used.
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2.3 The DG scheme in multi-dimensions
In this section we present DG schemes in multi-dimensional setting. Without loss of generality,
we describe our DG scheme and prove the optimal error estimates in two dimension (d = 2);
The analysis depending on the tensor product of polynomials can be easily extended to higher
dimensions. Hence, from now on we shall restrict ourselves mainly to the following two-dimensional
problem
ut = −(∂2x + ∂2y)2u, (x, y) ∈ Ω, t > 0, (2.3.1a)
u(x, y, 0) = u0(x, y), (x, y) ∈ Ω (2.3.1b)
again with periodic boundary conditions.













For simplicity we assume we have a uniform rectangular mesh with ∆x = xi+1/2 − xi−1/2,∆y =
yj+1/2 − yj−1/2. Let
Qh = {v ∈ L2(Ω) : v|Ii,j ∈ Qk(Ii,j)},
where Qk(K) denotes the space of tensor-product polynomials of degree at most k in each variable
defined on K. No continuity is assumed across cell boundaries.
The semi-discrete DG approximations (uh, qh) ∈ Qh × Qh of (2.3.1) are defined through the





∇qh · ∇φdxdy +
∫ yj+1/2
yj−1/2















∇uh · ∇ψdxdy −
∫ yj+1/2
yj−1/2


















































The initial data for uh is also taken as the piecewise L
2 projection of u0, that is uh(x, y, 0) ∈ Qh
such that ∫∫
Ω
(u0(x, y)− uh(x, y, 0))φ(x, y)dxdy = 0, ∀φ ∈ Qh.
2.3.1 Stability and a priori error estimates
In order to check the stability of the above scheme, we sum (2.3.2) over all computaitonal cells
to obtain
(uht, φ) =−A(qh, φ), (2.3.3a)
(qh, ψ) =A(uh, ψ), (2.3.3b)

















({wy}[v] + {vy}[w])yj+1/2 dx.
(2.3.4)
For scheme (2.3.2) the following stability result holds.











In order to obtain the error estimate for DG scheme (2.3.3) on rectangular meshes, we follow (Liu
(2015)) extending the one-dimensional projection to multi-dimension by taking a tensor product of
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2 one-dimensional projections as
Πw = P (x) ⊗ P (y)w,
where the superscripts indicate the application of one-dimensional projection operator.
We recall the following result established in (Liu et al. (2018)).
Lemma 2.3.1. For k ≥ 1 and η ∈ Qh, the linear functional w → A(Πw − w, η) is continuous on
Hk+2(Ω) and
|A(Πw − w, η)| ≤ Chk+2|w|k+2‖η‖,
‖Πw − w‖ ≤ Chk+1|w|k+1,
where C is a constant independent of h.
We are now ready to state the a priori error estimate result for the two-dimensional case.
Theorem 2.3.2. Let uh be the numerical solution to the DG scheme (2.3.2) and u be the smooth
solution to problem (2.3.1), then
‖u(·, t)− uh(·, t)‖ ≤ Chk+1, (2.3.5)
for 0 ≤ t ≤ T , where C depends on supt∈[0,T ] ‖ut(·, t)‖k+1, and linearly on T , but independent of h.
Proof. By consistency of the DG scheme (2.3.3), we have
(ut, φ) =−A(q, φ), ∀φ ∈ Qh,
(q, ψ) =A(u, ψ), ∀ψ ∈ Qh,
where u is the exact solution to (2.3.1) with q = −∆u. Upon subtraction of this from (2.3.3), we
have
((u− uh)t, φ) =−A(q − qh, φ),
(q − qh, ψ) =A(u− uh, ψ).
(2.3.6)
Denote
e1 =Πu− uh, ε1 = Πu− u,
e2 =Πq − qh, ε2 = Πq − q,
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‖e1‖2 + ‖e2‖2 = (ε1t, e1) + (ε2, e2) +A(ε2, e1)−A(ε1, e2).





‖e1‖2 + ‖e2‖2 ≤ ‖ε1t‖‖e1‖+ ‖ε2‖‖e2‖+ Chk+2 (|q|k+2‖e1‖+ |u|k+2‖e2‖)
≤ C (|ut|k+1 + |q|k+2h)hk+1‖e1‖+ C (|q|k+1 + |u|k+2h)hk+1‖e2‖
≤ C1hk+1(‖e1‖+ hk+1) + ‖e2‖2,
where C1 = max{C supt∈[0,T ] (|ut|k+1 + |q|k+2h) , C
2
4 supt∈[0,T ] (|q|k+1 + |u|k+2h)
2}. Following the




h) denote the approximation to (uh, qh)(·, tn), where tn = n∆t with ∆t being the time
step. We consider a class of time stepping methods in terms of a parameter θ ∈ [1/2, 1]: find
(unh, q
n







=−A(qn+θh , φ), (2.3.7a)
(qnh , ψ) =A(u
n
h, ψ), (2.3.7b)
where the notation vn+θ := (1− θ)vn+ θvn+1 is used. Similar to the one-dimensional case, we have
the following stability result.
Theorem 2.3.3. (L2-Stability). For 12 ≤ θ ≤ 1, the fully discrete DG scheme (2.3.7) is uncondition-
ally L2 stable. Moreover,
‖un+1h ‖
2 ≤ ‖unh‖2 − 2∆t‖(1− θ)qnh + θqn+1h ‖
2
holds for any ∆t > 0.
In virtue of Lemma 2.3.1 and the techniques in Theorem 2.2.4, we can obtain the error estimates
for the full DG scheme (2.3.7) on rectangular meshes without additional difficulty.
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Theorem 2.3.4. Let unh be the numerical solution to the fully-discrete DG scheme (2.3.7) with
1
2 ≤ θ ≤ 1, and u be the smooth solution to problem (2.3.1), then
‖u(x, tn)− unh‖ ≤ C
(
hk+1 + (θ − 1/2) ∆t+ (∆t)2
)
,
where C depends on supt∈[0,T ] ‖ut‖k+1, supt∈[0,T ] ‖utt(·, t)‖, supt∈[0,T ] ‖uttt(·, t)‖ and linearly on T ,
but independent of h,∆t.
2.4 Extensions
In this section, we discuss several extensions regarding the more general equation, non-homogeneous
boundary conditions, and an application to a nonlinear problem.
2.4.1 General 4th order linear operaor







It is known that the initial boundary value problem with periodic boundary conditions is well-posed
(Gustafsson et al. (1995)) if and only if there exists a constant K such that
a0 − a1ξ2 + a2ξ4 ≤M
holds for any real number ξ. Hence, the problem is well-posed if a2 < 0, accordingly we have
M = a0 −
a21
4a2
for a1 ≤ 0 and M = a0 for a1 > 0. The case of more interest is a1 ≤ 0, and will be
kept in mind in the following discussion, though the scheme can also be used for a1 > 0.




























The corresponding DG scheme may be given by
(uht, φ) =− Ã(qh, φ) +M(uh, φ), (2.4.3a)










with A(·, ·) defined in (2.2.7). Such semi-discrete DG scheme can be shown L2 stable, and optimally
convergent. The result is summarized in the following.
Theorem 2.4.1. Let uh be the numerical solution to (2.4.3), then




Assume that the exact solution u to problem (2.1.1) with operator L defined in (2.4.1) is smooth,
then
‖uh(·, t)− u(·, t)‖ ≤ Chk+1, 0 ≤ t ≤ T, (2.4.4)
where C depends on supt∈[0,T ] |ut(·, t)|k+1, supt∈[0,T ] |u(·, t)|k+3, supt∈[0,T ] |u(·, t)|k+1 and T , but
independent of h.





‖uh‖2 + ‖qh‖2 = M‖uh‖2,
which is obtained by adding two equations in (2.4.3) with φ = uh and ψ = qh. Here the terms
involving A(·, ·) cancel out due to the symmetry property.
We proceed to carry out the error estimate. The consistency of the DG method (2.4.3) ensures
that the exact solution u and q of (2.4.2) also satisfy
(ut, φ) =− Ã(q, φ) +M(u, φ),
(q, ψ) =Ã(u, ψ),
(2.4.5)
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for all φ ∈ V kh , ψ ∈ V kh . Subtracting (2.4.3) from (2.4.5), we obtain the error system
((u− uh)t, φ) =− Ã(q − qh, φ) +M(u− uh, φ),
(q − qh, ψ) =Ã(u− uh, ψ).
(2.4.6)
Denote
e1 =Pu− uh, ε1 = Pu− u,
e2 =Pq − qh, ε2 = Pq − q,





‖e1‖2 + ‖e2‖2 =M‖e1‖2 −M(ε1, e1) + (ε1t, e1) + (ε2, e2) + Ã(ε2, e1)− Ã(ε1, e2). (2.4.7)





















































where property (2.2.12) has been used, and C depends on M , supt∈[0,T ] |ut|k+1, sup0≤t≤T |u|k+3,
supt∈[0,T ] |u|k+1, independent of h. By Grownwall’s inequality we have
‖e1(·, t)‖2 ≤ e2CT (‖e1(·, 0)‖2 + h2k+2), 0 ≤ t ≤ T,
which together with the initial error ‖e1(·, 0)‖ ≤ Chk+1 yields
‖e1(·, t)‖ ≤
√
C2 + 1eCThk+1, 0 ≤ t ≤ T.
This when combined with the approximation result in Lemma 2.2.2 leads to (2.4.4) as desired.





















The corresponding DG scheme becomes
(uht, φ) =− Ã(qh, φ) + (f(uh), φ), (2.4.9a)
(qh, ψ) =Ã(uh, ψ), (2.4.9b)









with A(·, ·) defined in (2.3.4). For DG scheme (2.4.9), we have the following result.
Theorem 2.4.2. Let uh be the numerical solution to (2.4.9), then
‖uh(·, t)‖ ≤ ‖uh(·, 0)‖eMt.
Assume that the exact solution u to problem (2.1.1) with operator L defined in (2.4.8) is smooth,
then
‖uh(·, t)− u(·, t)‖ ≤ Chk+1, 0 ≤ t ≤ T,
where C depends on supt∈[0,T ] ‖ut(·, t)‖k+1, supt∈[0,T ] |u(·, t)|k+3, supt∈[0,T ] |u(·, t)|k+1 and T , but
independent of h.
2.4.2 Non-periodic boundary conditions
As is known if one of the following homogeneous boundary conditions is imposed,
u = ∂νu = 0; u = ∆u = 0; ∂νu = ∂ν∆u = 0, x ∈ ∂Ω,
where ν stands for the outward normal direction to the boundary ∂Ω, then the problem
ut = −∆2u, u(x, 0) = u0(x), x ∈ Ω, t > 0
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is also well-posed, and ‖u(·, t)‖ ≤ ‖u0(·)‖ holds for t > 0. In practice, the boundary conditions are
often non-homogeneous, for example, the above three types of boundary conditions can have the
form
(i) u = g1, ∂νu = g2; (ii) u = g1,∆u = g3; (iii) ∂νu = g2, ∂ν∆u = g4, x ∈ ∂Ω,
where gi are given, and can be different in these three cases. The first two may be called “generalized
Dirichlet conditions” of the first and second kind, respectively, and the third one may be called
“generalized Neumann condition”. There is no restriction to the use of mixed types of boundary
conditions.
Let K be a computation cell such that ∂Ω ∩K is not empty, with ν still denoting the outward
normal direction of ∂Ω ∩K. We also denote the set of all boundary edges of ∂Ω ∩K by Γ, which
is a union of all boundary edges in 2D case, and {x1/2 = a, b = xN+1/2} in one-dimensional case.
We can then define the boundary fluxes for all edges e ∈ Γ for case (i), (ii) and (iii), respectively:
ûh = g1, ∂̂νuh = g2, (2.4.10a)
q̂h = qh, ∂̂νq =
β1
h
(g1 − uh) + ∂νqh; (2.4.10b)
ûh = g1, ∂̂νuh =
β0
h
(g1 − uh) + ∂νuh, (2.4.11a)
q̂h = −g3, ∂̂νq =
β0
h
(−g3 − qh) + ∂νqh; (2.4.11b)
ûh = uh, ∂̂νuh = g2, (2.4.12a)
q̂h = qh, ∂̂νq = −g4, (2.4.12b)
where the mesh size h = diam{K}. The flux parameters β0, β1 are used to ensure the numerical
convergence. For these three types of boundary fluxes, the following stability results hold true.
Theorem 2.4.3. The DG scheme (2.2.6) or (2.3.3) subject to one of three types of boundary fluxes
(2.4.10)-(2.4.12) is stable in the sense that
‖uh − ũh‖ ≤ ‖u0 − ũ0‖, (2.4.13)
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provided (i) β1 ≥ 0, (ii) ∀β0, and (iii) no flux parameter is needed. Here uh and ũh in (2.4.13)
denote the corresponding numerical solutions that satisfy the same boundary conditions associated
with the initial conditions u0 and ũ0, respectively.
Proof. Let A0(·, ·) be the bilinear operator defined in (2.2.6) or (2.3.3), yet without boundary terms.
Then the sum of two global formulations yields the following






∂̂νqhφ− ∂̂νuhψ + (qh − q̂h)∂νφ− (uh − ûh)∂νψ
)
ds.













































‖uh‖2 + ‖qh‖2 = B(uh, qh;uh, qh),
where such B reduces to

















Both the equation and the boundary conditions are linear, it suffices to show ‖uh(·, t)‖ ≤ ‖uh(·, 0)‖
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when boundary conditions are homogeneous, i.e., gi = 0, i = 1, · · · , 4. Indeed, in such cases we




hds, (ii) B = 0 ∀β0, and (iii) B = 0. Thus, the conclusion follows.
Remark 2.4.1. If ũh is an approximation to the steady solution of the corresponding time-independent
problem, then (2.4.13) leads to
‖uh‖ ≤ ‖u0 − ũ0‖+ ‖ũh‖,
which can be regarded as the priori bound in terms of both initial data and the boundary data.
The necessity of using β1 in (2.4.10) and β0 in (2.4.11) is illustrated numerically in Example
2.5.4 and 2.5.5, respectively, by checking whether the optimal order of accuracy can be obtained.
Extensive numerical tests including Example 2.5.4 and 2.5.5 indicate that the choice of β0, β1 as
shown in Table 2.1 is sufficient for achieving optimal convergence.
Table 2.1 The choice of β0, β1 in boundary fluxes (2.4.10) and (2.4.11).
fluxes k = 1 k ≥ 2
(2.4.10) β1 = 0 β1 ≥ δ
(2.4.11) |β0| ≥ C β0 = 0
In Table 1, δ > 0 can be a quite small number (see Figure 2.1), and C > 0 is a constant, say
C = 3 is a valid choice in our numerical examples on uniform meshes. It would be interesting to
justify these sufficient conditions by establishing some optimal error estimates.
2.4.3 Application to a nonlinear problem
We consider the initial-boundary value problem for the one-dimensional Swift-Hohenberg equa-
tion of the form,
ut = −Dκ4u− 2Dκ2uxx −Duxxxx + f(u) x ∈ [a, b], t > 0,
u = 0 and uxx = 0 at x = a, b,
u(x, 0) = u0(x),
(2.4.15)
where D > 0, κ are constants and f(u) = εu+gu2−u3 with non-negative constants ε, g. The Swift-
Hohenberg equation introduced in (Swift and Hohenberg (1977)) is noted for its pattern-forming
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behavior, and endowed with a gradient flow structure, ut = − δEδu , for zero-flux boundary conditions.
This equation relates the temporal evolution of the pattern to the spatial structure of the pattern,
with ε measuring how far the temperature is above the minimum temperature difference required
for convection, and g is the parameter controlling the strength of the quadratic nonlinearity.
































This is the fundamental stability property of the Swift–Hohenberg equation. The objective of
this section is to illustrate that our DG discretization with proper time discretization inherits this
property irrespectively of time step sizes.
The semi-discrete DG method for (2.4.15) may be given by
(uht, φ) =−A(qh, φ) + (f(uh), φ),











































with parameter β0 chosen as listed in Table 2.1. The DG scheme can be shown to preserve the














Time discretization should be taken with care, here we want to preserve the energy dissipation
law at each time step. A simple choice is to obtain (un+1h , q
n+1
h ) ∈ V
k















(qnh , ψ) =A(u
n
h, ψ) (2.4.16b)








h). This fully discrete DG scheme does have the
following property.

















Proof. By taking the difference of (2.4.16b) at time level n+ 1 and n, we obtain
(qn+1h − q
n





Taking φ = un+1h −u
n
h in (2.4.16a), ψ = q
n+1/2


































We next propose an iteration scheme to solve the nonlinear equation (2.4.16). Rewriting the





















(w + v) +
1
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h ‖ < δ for certain






In this section we numerically validate our theoretical results, as well as the stated extension
















ωα|uh(x̂jα, t)− u(x̂jα, t)|2
 12 ,
where ωα > 0 are the weights, x̂
j
α are the corresponding Gauss points in each cell Ij , and for the
L∞ error,




|uh(x̂jα, t)− u(x̂jα, t)|.
Example 2.5.1. (1D accuracy test) We consider the biharmonic equation ut = −uxxxx (x, t) ∈ [0, 2π]× (0, T ],u(x, 0) = sin(x),
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with periodic boundary conditions. And the exact solution is given by
u(x, t) = e−t sin(x).
We test this example using DG scheme (2.2.3) with the Crank-Nicolson time discretization, based
on polynomials of degree k with k = 1, · · · , 4. Both errors and orders of accuracy at T = 1 are
reported in Table 2.2. These results show that (k + 1)th order of accuracy in both L2 and L∞ are
obtained.
Table 2.2 1D L2, L∞ errors for biharmonic equation at T = 1.
k ∆t
N=10 N=20 N=40 N=80
error error order error order error order
1 0.01
‖u− uh‖L2 0.0507931 0.0113953 2.16 0.00278271 2.03 0.000694474 2.00
‖u− uh‖L∞ 0.0341444 0.00769913 2.15 0.00189324 2.03 0.000475639 1.99
2 0.0005
‖u− uh‖L2 0.00395192 0.000559636 2.82 7.24864e-05 2.95 8.7753e-06 3.05
‖u− uh‖L∞ 0.00296885 0.000444451 2.74 5.84061e-05 2.93 7.0346e-06 3.05
k ∆t
N=5 N=10 N=20 N=40
error error order error order error order
3 0.0005
‖u− uh‖L2 0.000716136 3.6469e-05 4.30 2.14439e-06 4.09 1.18333e-07 4.18
‖u− uh‖L∞ 0.000580818 3.17668e-05 4.19 1.87677e-06 4.08 1.1109e-07 4.08
4 0.0001
‖u− uh‖L2 5.25422e-05 1.95246e-06 4.75 6.42678e-08 4.93 2.07446e-09 4.95
‖u− uh‖L∞ 3.98997e-05 1.60107e-06 4.64 5.42808e-08 4.88 1.69245e-09 5.00
Example 2.5.2. (2D accuracy test) We consider the 2D linear biharmonic equation ut + ∆
2u = 0 (x, y, t) ∈ [0, 4π]× [0, 4π]× (0, T ],
u(x, y, 0) = sin(0.5x) sin(0.5y),
with periodic boundary conditions. And the exact solution is given by
u(x, t) = e−0.25t sin(0.5x) sin(0.5y).
We test this example by DG scheme (2.3.7) with θ = 1/2, based on tensor product of polynomials
of degree k with k = 1, 2, 3 on rectangular meshes. Both errors and orders of accuracy at T = 0.1
are reported in Table 2.3. These results show that (k + 1)th order of accuracy in both L2 and L∞
are obtained.
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Table 2.3 2D L2, L∞ errors for biharmonic equation at T = 0.1.
k ∆t
N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 0.294331 0.0617401 2.25 0.0132547 2.22 0.00316944 2.06
‖u− uh‖L∞ 0.113491 0.0259853 2.13 0.00620769 2.07 0.0015334 2.02
2 1e-4
‖u− uh‖L2 0.0857554 0.0138187 2.63 0.00185713 2.90 0.000232547 3.00
‖u− uh‖L∞ 0.015608 0.00239088 2.71 0.000311659 2.94 3.86222e-05 3.01
k ∆t
N=4 N=8 N=16 N=32
error error order error order error order
3 1e-5
‖u− uh‖L2 0.0241859 0.00123277 4.29 7.05843e-05 4.13 4.31039e-06 4.03
‖u− uh‖L∞ 0.00353992 0.000355156 3.32 2.00749e-05 4.14 1.50258e-06 3.74
Example 2.5.3. (2D linearized Cahn-Hillard equation) We consider the 2D linearized Cahn-Hillard
equation
ut + ∆
2u+ ∆u = 0 (x, y, t) ∈ [0, 2π/a]× [0, 2π/a]× (0, T ],
u(x, y, 0) = sin(ax) sin(ay),
with periodic boundary conditions, where a > 0 is a constant.
The exact solution is given by
u(x, t) = e−bt sin(ax) sin(ay),
where b = 4a4 − 2a2.
We test this example using DG scheme (2.4.9) on rectangular meshes with the Crank-Nicolson
time discretization, based on polynomials of degree k with k = 1, 2, 3, by varying the interval
length through a in three cases: (i) a = 1/2; (ii) a =
√
2/2; and (iii) a =
√
3/2. They correspond
to b = −1/4, 0, 3/4, while the solution in each case shows different growth/decay behavior in time.
Both errors and orders of accuracy at T = 0.1 are reported in Table 2.4-2.6, respectively. These
results show that (k + 1)th order of accuracy in both L2 and L∞ norms are obtained.
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Table 2.4 2D L2, L∞ errors for linearized Cahn-Hillard equation at T = 0.1, a=1/2.
k ∆t
N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 0.334674 0.0647558 2.37 0.0138946 2.22 0.00332186 2.06
‖u− uh‖L∞ 0.126283 0.0280333 2.17 0.00669205 2.07 0.00165341 2.02
2 1e-4
‖u− uh‖L2 0.090608 0.0145271 2.64 0.00195239 2.90 0.000248728 2.97
‖u− uh‖L∞ 0.0165817 0.00251807 2.72 0.00032726 2.94 4.12504e-05 2.99
k ∆t
N=4 N=8 N=16 N=32
error error order error order error order
3 1e-5
‖u− uh‖L2 0.0250808 0.00129598 4.27 7.42033e-05 4.13 4.53139e-06 4.03
‖u− uh‖L∞ 0.00365516 0.000373252 3.29 2.48922e-05 3.91 1.57959e-06 3.98




N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 0.271457 0.0450757 2.59 0.00969181 2.22 0.00229956 2.08
‖u− uh‖L∞ 0.122082 0.0259627 2.23 0.00620589 2.06 0.00152936 2.02
2 1e-4
‖u− uh‖L2 0.0627901 0.0100189 2.65 0.00134647 2.90 0.000171541 2.97
‖u− uh‖L∞ 0.0161613 0.0024469 2.72 0.000318576 2.94 3.99023e-05 3.00
k ∆t
N=4 N=8 N=16 N=32
error error order error order error order
3 1e-5
‖u− uh‖L2 00.018709 0.00089377 4.39 5.11742e-05 4.13 3.12506e-06 4.03
‖u− uh‖L∞ 0.00407847 0.000364257 3.48 2.42812e-05 3.91 1.54065e-06 3.98




N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 0.215662 0.0365488 2.56 0.00797165 2.20 0.0018959 2.07
‖u− uh‖L∞ 0.100838 0.0217418 2.21 0.00517092 2.07 0.00126682 2.03
2 1e-4
‖u− uh‖L2 0.0476107 0.00759121 2.65 0.00102002 2.90 0.000129942 2.97
‖u− uh‖L∞ 0.0147802 0.00225339 2.71 0.000294436 2.94 3.70339e-05 2.99
k ∆t
N=4 N=8 N=16 N=32
error error order error order error order
3 1e-5
‖u− uh‖L2 0.0144092 0.000677035 4.41 3.87644e-05 4.13 2.36723e-06 4.03
‖u− uh‖L∞ 0.00388857 0.000338347 3.52 2.25334e-05 3.91 1.42943e-06 3.98
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Example 2.5.4. (Dirichlet boundary condition of the first kind) We consider the following initial-
boundary value problem 
ut = −uxxxx, (x, t) ∈ [0, 2π]× (0, T ],
u(x, 0) = sinx,
u(0, t) = u(2π, t) = 0,
ux(0, t) = ux(2π, t) = e
−t,
which admits the exact solution u(x, t) = e−t sin(x).
We test this example using DG scheme (2.2.3) with boundary fluxes (2.4.10). We pay special
attention on the effects of the boundary flux parameter β1. The comparison results in Figure 2.1
show that the DG scheme with β1 > 0 is optimally convergent, yet the scheme with β1 = 0 only
gives suboptimal orders of convergence for polynomials of degree k with k ≥ 2. This test suggests
that β1 is necessary for k ≥ 2 to weakly enforce the Dirichlet boundary data as formulated in
(2.4.10), and β1 = 0 is admissible for k = 1. Here, the convergence orders shown in Figure 2.1 are
obtained based on total cell numbers N = 40, 80 for k ≤ 2 and N = 20, 40 for k ≥ 3.
Example 2.5.5. (Dirichlet boundary condition of the second kind) We consider the following initial-
boundary value problem
ut = −uxxxx, (x, t) ∈ [0, 3π]× (0, T ],
u(x, 0) = sinx,
u(0, t) = u(3π, t) = 0,
uxx(0, t) = uxx(3π, t) = 0.
We test this example using DG scheme (2.2.3) with boundary fluxes (2.4.11), with emphasis on the
effects of the boundary flux parameters β0. The numerical results are reported in Table 2.7-2.8 and
Figure 2.2. In Table 2.7 we test the DG scheme based on P 1 polynomials, and we observe that the
DG scheme with β0 = 0 only gives suboptimal order of accuracy, while the DG scheme with other
values of β0 give optimal order of convergence in both L
2 and L∞ norms. The comparison results
in Table 2.7 show that β0 is necessary for k = 1 to weakly enforce the Dirichlet boundary data as
formulated in (2.4.11). Convergence orders in Figure 2.2, obtained based on P 1 polynomials and
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Figure 2.1 The convergence orders with P k polynomials at T = 0.1, Example 5.4.
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Figure 2.2 The convergence order with P 1 polynomials at T = 0.1, Example 5.5.
total cell numbers N = 40, 80, indicate that |β0| ≥ C for some constants C (e.g. C = 3) is sufficient
for the DG scheme to be optimally convergent. However, extensive numerical tests indicate that
β0 = 0 is sufficient for the DG scheme with k ≥ 2 to be optimally convergent, see Table 2.8.
Table 2.7 1D L2, L∞ errors at T = 1 based on P 1 polynomials.
β0 ∆t
N=10 N=20 N=40 N=80
error error order error order error order
0.0 1e-3
‖u− uh‖L2 0.0657588 0.0254149 1.37 0.0117346 1.11 0.00574456 1.03
‖u− uh‖L∞ 0.0599114 0.0319409 0.91 0.0162757 0.97 0.00818006 0.99
0.4 1e-3
‖u− uh‖L2 0.0766309 0.0587613 0.38 0.020537 1.52 0.0039176 2.39
‖u− uh‖L∞ 0.0693423 0.0522882 0.41 0.0252481 1.05 0.00507969 2.31
1.0 1e-3
‖u− uh‖L2 0.125475 0.0291785 2.10 0.00598832 2.28 0.00136537 2.13
‖u− uh‖L∞ 0.133107 0.0370655 1.84 0.00778254 2.25 0.00196423 1.99
4.0 1e-3
‖u− uh‖L2 0.0319942 0.00763239 2.07 0.00192231 1.99 0.000485668 1.98
‖u− uh‖L∞ 0.0312461 0.00972619 1.68 0.00284823 1.77 0.000763535 1.90
-1.0 1e-3
‖u− uh‖L2 0.0556805 0.0154405 1.85 0.00431204 1.84 0.00115667 1.90
‖u− uh‖L∞ 0.0605392 0.0215281 1.49 0.00658334 1.71 0.00182776 1.85
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Table 2.8 1D L2, L∞ errors at T = 1 with k ≥ 2 and β0 = 0.
k ∆t
N=10 N=20 N=40 N=80
error error order error order error order
2 1e-3
‖u− uh‖L2 0.00552409 0.00074947 2.88 9.59851e-05 2.96 1.20144e-05 3.00
‖u− uh‖L∞ 0.00354416 0.000492849 2.85 6.34389e-05 2.96 7.93492e-06 3.00
k ∆t
N=5 N=10 N=20 N=40
error error order error order error order
3 1e-4
‖u− uh‖L2 0.000793078 4.06207e-05 4.29 2.29901e-06 4.14 1.36679e-07 4.07
‖u− uh‖L∞ 0.000711528 4.52923e-05 3.97 2.84052e-06 4.00 1.75755e-07 4.01
4 1e-4
‖u− uh‖L2 4.44683e-05 1.5007e-06 4.89 4.8107e-08 4.96 1.51427e-09 4.99
‖u− uh‖L∞ 2.76165e-05 1.01708e-06 4.76 3.33058e-08 4.93 1.05342e-09 4.98
Example 2.5.6. (Pattern selection) For one-dimensional Swift-Hohenberg equation, we consider
the following problem
ut = −u− 2uxx − uxxxx + f(u) (x, t) ∈ [0, L]× (0, T ],
u = 0 and uxx = 0 at x = 0, L, t > 0,






where f(u) = εu − u3. The asymptotic solution behavior of this problem was studied in (Peletier
and Rottschäfer (2004)) with particular focus on the role of the parameter ε and the length L of
the domain on the selection of the limiting profile. We test the case of ε = 0.5 with L = 4, 14,
respectively, and compare the results with those obtained in (Peletier and Rottschäfer (2004)). This
problem is solved by DG scheme (2.4.19) based on polynomial P 2 with δ = 10−12. The numerical
solutions shown in Figure 2.3 display the pattern dynamics, which is consistent with the analysis
and numerical tests in (Peletier and Rottschäfer (2004)). The corresponding free energy dissipation
is shown in Figure 2.4.
2.6 Concluding remarks
A novel discontinuous Galerkin (DG) method without interior penalty has been proposed to
solve the time-dependent fourth order partial differential equations. For the biharmonic equation,
the DG scheme is based on the mixed formulation of the original model. Both stability and optimal
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, N=20, L=4,  t=0.01, T=10
(a)















, N=80, L=14,  t=0.001, T=64
(b)
Figure 2.3 Evolution of patterns with (a) L = 4.0, (b) L = 14.0. The dashed curve is the
initial pattern and the thick curve the final pattern. The other curves represent
patterns at the intermediate times.



















, N=20, L=4,  t=0.01, T=10
(a)




















, N=80, L=14,  t=0.001, T=64
(b)
Figure 2.4 Energy evolution with (a) L=4.0, (b) L = 14.0.
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L2−error estimates of the DG method are proved in both one-dimensional and multi-dimensional
settings subject to periodic boundary conditions. Extensions to general fourth order equations
and cases with three typical non-homogeneous boundary conditions are discussed, following by an
application to solving the one-dimensional Swift-Hohenberg equation, which admits a decay free
energy. Several numerical results are presented to verify the stability and accuracy of the schemes.
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CHAPTER 3. UNCONDITIONALLY ENERGY STABLE DG SCHEMES
FOR THE SWIFT-HOHENBERG EQUATION
A paper accepted by Journal of Scientific Computing
Hailiang Liu and Peimeng Yin
Abstract
The Swift–Hohenberg equation as a central nonlinear model in modern physics has a gradient
flow structure. Here we introduce fully discrete discontinuous Galerkin (DG) schemes for a class of
fourth order gradient flow problems, including the nonlinear Swift–Hohenberg equation, to produce
free-energy-decaying discrete solutions, irrespective of the time step and the mesh size. We exploit
and extend the mixed DG method introduced in [H. Liu and P. Yin, J. Sci. Comput., 77: 467–501,
2018] for the spatial discretization, and the “Invariant Energy Quadratization” method for the
time discretization. The resulting EQ-DG algorithms are linear, thus they can be efficiently solved
without resorting to any iteration method. We actually prove that these schemes are uncondi-
tionally energy stable. We present several numerical examples that support our theoretical results
and illustrate the efficiency, accuracy and energy stability of our new algorithm. The numerical
results on two dimensional pattern formation problems indicate that the method is able to deliver
comparable patterns of high accuracy.
3.1 Introduction
Motivated by fluid mechanics, reaction-diffusion chemistry, and biological systems, pattern
forming nonequilibrium systems continue to attract significant research interest (see e.g. Hoyle
and Hoyle (2006); Cross and Greenside (2009)). They form a broad class of dissipative nonlinear
partial differential equations (PDEs) that describe important processes in nature. These PDEs,
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such as the Swift–Hohenberg (SH) equation (Swift and Hohenberg (1977)) and extended Fisher–
Kolmogorov equations (Dee and van Saarloos (1988); Peletier and Troy (1995)), generally cannot
be solved analytically. Therefore, computer simulations play an essential role in understanding of
the non-equalibrium processing and how it leads to pattern formation.
We consider the following model equation
ut = −∆2u− a∆u−Ψ′(u), x ∈ Ω ⊂ Rd, t > 0, (3.1.1)
where u(x, t) is a scalar time-dependent unknown defined in Ω, a spatial domain of d dimension,
and Ψ is a given nonlinear function. Here the model parameter a is a constant. This falls into the
large class of relaxation models forming stable patterns studied in (Fife and Kowalczyk (1999)).
Throughout this work we assume that
Φ(w) := Ψ(w)− a
2
8
w2 is bounded from below. (3.1.2)





where δEδu is the L
2 variational derivative with respect to variations δu, and E is the free energy













We consider the initial/boundary value problem for (3.1.1) with initial data u(x, 0) = u0(x), subject
to either periodic boundary conditions, or homogenous boundary conditions such as
(i) u = ∂νu = 0; (ii) u = ∆u = 0; (iii) ∂νu = ∂ν∆u = 0, x ∈ ∂Ω, t > 0, (3.1.3)
where ν stands for the unit outward normal to the boundary ∂Ω, with (3.1.3) one can verify the






|ut|2dx ≤ 0. (3.1.4)
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With assumption (3.1.2), the free energy E is bounded from below, hence convergence to steady
states is expected as t→ +∞. The expression (3.1.4) as a fundamental property of (3.1.1) is natu-
rally desired for high order numerical approximations. The objective of this paper is to develop high
order discontinuous Galerkin (DG) schemes which inherit this property for arbitrary meshes and
time step sizes. We note that assumption (3.1.2) will be essentially used in our time discretization.
This study is motivated by the nonlinear Swift–Hohenberg equation in the theory of pattern
formation,
ut = εu− (∆ + 1)2u+ gu2 − u3, (3.1.5)
where ε and g are physical parameters. Such model was derived by J. Swift and P. C. Hohenberg
(Swift and Hohenberg (1977)) to describe Rayleigh-Bénard convection (Evstigneev et al. (2010);
Wen et al. (2012)). Related applications can be found in complex pattern formation (?)), complex
fluids and biological tissues (Hutt and Atay (2005)). The Swift–Hohenberg equation is also known
to have many qualitatively different equilibrium solutions such as two-dimensional quasipatterns
(Braaksma et al. (2017)), and the pattern selection can depend on parameters ε, g and the size of
the domain; (see e.g. Van den Berg et al. (2001); Peletier and Rottschäfer (2004)).
The Swift–Hohenberg equation is a gradient flow and requires very long time simulations to
reach steady states. From the numerical perspective, an ideal scheme to solve a gradient flow
would (i) preserve the energy dissipation, (ii) be more accurate, (iii) be efficient, and, (iv) perhaps
above all, be simple to implement. Among these the first aspect is particularly important, and
is crucial to eliminating numerical results that are not physical (see e.g. Christov et al. (1997);
Christov and Pontes (2002) ). For the Swift–Hohenberg equation, an explicit time discretization
is known to require a time step extremely small to preserve the energy dissipation (see e.g. Xi
et al. (1991)). Several numerical methods have been developed to alleviate the time step restriction
while still keeping the energy dissipation, related contributions include the fully implicit operator
splitting finite difference method (Christov et al. (1997); Christov and Pontes (2002)), the semi-
analytical Fourier spectral method (Lee (2017)), the unconditionally energy stable method (Gomez
and Nogueira (2012)) derived from an integration quadrature formula, the large time-stepping
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method (Zhang and Ma (2016)) based on the use of an extra artificial stabilized term, and the
energy stable generalized-α method (Sarmiento et al. (2018)). However, these methods generally
require the use of an iteration in solving the fully discrete nonlinear systems. We report here on a
new method which seems to be promising. Our numerical results will be on one and two-dimensional
cases. The relevant application is indeed mostly in two dimensional space, although some three
dimensional versions of the model also describe interesting patterns, (see e.g. Thiele et al. (2013)).
For the spatial discretization, we exploit and further extend the mixed discontinuous Galerkin
method introduced in (Liu and Yin (2018)). The method involves three ingredients: (a) rewrit-
ing the scalar equation into a symmetric system called mixed formulation; (b) applying the DG
discretization to the mixed formulation using only central fluxes on interior cell interfaces; and
(c) weakly enforcement of boundary conditions of types as listed in (3.1.3) through both u and




u. For periodic boundary conditions and quadratic Ψ, both
L2 stability and optimal L2 error estimates of the resulting semi-discrete DG method have been
established in (Liu and Yin (2018)) for both one dimensional and two dimensional cases using
tensor-product polynomials on rectangular meshes.
In this work, we show that the mixed DG discretization can be refined into a unified form that
works for all homogeneous boundary conditions, and further show it satisfies the energy dissipation





2 + Φ(uh))dx. Note that due to the
weakly enforcement of boundary condition (i) in (3.1.3), the corresponding discrete energy requires
a correction term (vanishing when mesh is refined) so that a discrete energy dissipation law is
ensured.
Our mixed DG method has the usual advantages of a DG method (see e.g. Hesthaven and
Warburton (2007); Riviere (2008); Shu (2009)) over the continuous Galerkin methods, such as high
order accuracy, flexibility in hp-adaptation, capacity to handle domains with complex geometry,
its distinctive feature lies in numerical flux choices without using any interior penalty. For more
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references to earlier results on DG numerical approximations of some fourth order PDEs, we refer
to (Liu and Yin (2018)).
For the temporal discretization, instead of using the method studied in (Liu and Yin (2018))
which requires iteratively solving a nonlinear system, we explore the method of Invariant Energy
Quadratization (IEQ), which was proposed very recently in (Yang (2016); Zhao et al. (2017)). This
method is a generalization of the method of Lagrange multipliers or of auxiliary variables originally
proposed in (Badia et al. (2011); Guillén-González and Tierra (2013)). With this method, we
introduce an auxiliary variable U =
√
Φ +B, where Φ(u)+B > 0 for some constant B > 0, so that




where H(u) := Φ′(u)/
√
Φ(u) +B. Such method when applied to the semi-discrete DG formulation
requires only replacing the nonlinear function Φ′(un+1h ) by H(u
n
h)U
n+1, where unh is the approxi-
mation of uh in the previous time step. U
n+1 is updated from Un in two steps: the piecewise L2
projection with Unh = ΠU

























(qnh , ψ) =A(u
n
h, ψ), (3.1.6b)
for ∀φ, ψ in the space of piecewise polynomials, A(·, ·) is a bilinear operator corresponding to the




. To obtain a second order in time discretization, we replace qn+1h and
Un+1 in (3.1.6a) by (qn+1h + q
n
h)/2 and (U













h . We prove that these schemes are unconditionally energy stable. In
addition, the resulting discrete systems are linear with scale comparable to that generated by the
same DG discretization to the linear problem. As a result, the methods are simple to implement
and computationally efficient to achieve high-order of accuracy in space.
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This paper is organized as follows: in Section 2, we formulate a unified semi-discrete DG method
for (3.1.1) subject to different boundary conditions. In Section 3, we present first order and second
order fully discrete DG schemes and show their energy dissipation properties. In Section 4, we first
present numerical results to demonstrate the high order of accuracy of the proposed schemes, and
their energy dissipating property, and we further simulate some two dimensional pattern formation
problems, including two particular patterns, rolls and hexagons, arising during the Rayleigh-Bénard
convection as simulated in (Pérez-Moreno et al. (2014); Dehghan and Abbaszadeh (2017)). Finally
in Section 5 some concluding remarks are given.
3.2 Symmetrization and spatial discretization
In this section we recall the mixed DG spatial discretization introduced in (Liu and Yin (2018))
and show it also satisfies the energy dissipation law for the nonlinear problem (3.1.1) when subjected
to homogeneous boundary conditions.
3.2.1 Symmetrization
The idea in (Liu and Yin (2018)) is to apply the mixed DG discretization without interior penalty





that the model admits the following form
ut = −L2u− Φ′(u).




Let Vh denote the discontinuous Galerkin finite element space, then the DG method for (3.2.1) is
to find (uh(·, t), qh(·, t)) ∈ Vh × Vh such that
(uht, φ) = −A(qh, φ)− (Φ′(uh), φ), (3.2.2a)
(qh, ψ) = A(uh, ψ), (3.2.2b)
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for all φ, ψ ∈ Vh. Here A(qh, φ) is the DG discretization of (Lq, φ) and A(uh, ψ) is the DG
discretization of (Lu, ψ). The precise form of A(·, ·) will be given in the next subsection depending
on the types of boundary conditions. The initial data for uh is taken as uh(x, 0) = Πu0(x), here Π
is the piecewise L2 projection, more precisely uh(x, 0) ∈ Vh satisfying∫
Ω
(u0(x)− uh(x, 0))φdx = 0, ∀φ ∈ Vh.
We should point out that the advantages of symmetry in the scheme formulation lie at least in two
aspects: (i) unconditional energy stability of the semi-discrete scheme, and (ii) easy computation
since the resulting discrete system has a symmetric coefficient matrix.
3.2.2 DG discretization
The mixed semi-discrete DG scheme (3.2.2) was presented in (Liu and Yin (2018)) for one and
two dimensional rectangular meshes. Here we extend it to a unified form valid for more general
meshes and different boundary conditions, and further study its energy dissipation property.
To extend the results in (Liu and Yin (2018)) to general meshes we need to recall some con-
ventions. Let the domain Ω be a union of shape regular meshes Th = {K}, with the mesh size
hK = diam{K} and h = maxK hK . We denote the set of the interior interfaces by Γ0, and the set of
all boundary faces by Γ∂ . Then the discontinuous Galerkin finite element space can be formulated
as
Vh = {v ∈ L2(Ω) : v|K ∈ P k(K), ∀K ∈ Th},
where P k(K) denotes the set of polynomials of degree no more than k on element K. If the normal
vector on the element interface e ∈ ∂K1 ∩ ∂K2 is oriented from K1 to K2, then the average {·} and
the jump [·] operator are defined by
{v} = 1
2
(v|∂K1 + v|∂K2), [v] = v|∂K2 − v|∂K1 ,
for any function v ∈ Vh, where v|∂Ki (i = 1, 2) is the trace of v on e evaluated from element Ki.
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for uh, qh ∈ Vh with test functions φ, ψ ∈ Vh. Here with a slight abuse of notation, we use ν to




∂̂νqh = {∂νqh}, q̂h = {qh}, ∂̂νuh = {∂νuh}, ûh = {uh} (3.2.4)
are adopted in (Liu and Yin (2018)). Boundary fluxes on e ∈ ∂K
⋂
Γ∂ depend on boundary
conditions pre-specified. For periodic boundary conditions, the numerical fluxes can take the same
formula as those in (3.2.4). For non-homogeneous boundary conditions
(i) u = g1, ∂νu = g2; (ii) u = g1,∆u = g3; (iii) ∂νu = g2, ∂ν∆u = g4 on ∂Ω, t > 0, (3.2.5)
the boundary fluxes introduced in (Liu and Yin (2018)) are respectively defined by
ûh = g1, ∂̂νuh = g2, q̂h = qh, ∂̂νqh =
β1
h
(g1 − uh) + ∂νqh; (3.2.6)
ûh = g1, ∂̂νuh =
β0
h









g1 − qh) + ∂νqh;
(3.2.7)




where the flux parameters β0, β1 are used to weakly enforce the specified boundary conditions.
Note that h in β0h or
β1
h needs to be carefully chosen when using unstructured meshes. In practice,
it has been selected as the distance from cell center to the domain boundary.
Summation of (3.2.3) over all elements K ∈ Th leads to a unified DG formulation
(uht, φ) + αh





(qh, ψ) =A(uh, ψ), (3.2.9b)
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for periodic and homogeneous boundary conditions, i.e. gi = 0. Here the bilinear functional

















({∂νw}[v] + [w]{∂νv}) ds. (3.2.10)
Both the method parameter α and Ab(·, ·) are given below for each respective type of boundary
conditions:





({∂νw}[v] + [w]{∂νv}) ds, (3.2.11a)
for (i) α = β1, A









wv − w∂νv − ∂νwvds, (3.2.11c)
for (iii) α = 0, Ab(w, v) = 0. (3.2.11d)
Note that for periodic case in (3.2.11a) the left boundary and the right boundary are considered
as same boundaries, for which we use the factor 1/2 to avoid the recounting.
Remark 3.2.1. For case (i), α 6= 0 and Ab(·, ·) is non-symmetric; our numerical results indicate
that, the optimal order of accuracy may not be obtained if α = 0 in such case. For other types of
boundary conditions, α = 0 and Ab(·, ·) is symmetric, hence (3.2.9) reduces to (3.2.2).
3.2.3 Energy stability of the DG scheme
For the semi-discrete DG scheme (3.2.9), we have the following energy dissipation property.





















Proof. Taking φ = uht in (3.2.9a), and ψ = qh in
(qht, ψ) = A(uht, ψ),
which is a resulting equation from differentiation of (3.2.9b) in t, upon summation, we obtain the
desired result.
Remark 3.2.2. For case (i) with α 6= 0, the discrete energy E(uh, qh) is still consistent with the
free energy at the continuous level. To see this, we can informally argue by assuming that ‖uh −
g‖L∞(∂Ω) ∼ hk+1, which is the order of accuracy when using polynomials of degree k, then with







which tends to vanish as h→ 0.
3.2.4 Non-homogeneous boundary conditions
For non-homogeneous boundary conditions (i)-(iii) in (3.2.5), the unified DG scheme (3.2.9)
becomes
(uht, φ) + αh





(qh, ψ) =A(uh, ψ) + L2(t;ψ), (3.2.13b)
where Li(t; ·), i = 1, 2 are given below for each respective type of boundary conditions:









(g1∂νv − g2v) ds; (3.2.14b)




















for (iii) L1(t; v) = −
∫
Γ∂
(g4 + ag2/2)vds, (3.2.14e)





The dependence of Li(t; ·) on t comes from the fact that gi(i = 1, · · · , 4) are functions of x and t.
The choices for parameters β0 and β1 have been discussed by L
2 stability analysis in (Liu and Yin
(2018)): the scheme is L2 stable for β1 ≥ 0 and any β0 ∈ R. Furthermore, numerical convergence
tests in (Liu and Yin (2018)) for linear problems indicate that the following choices are sufficient
for achieving optimal convergence,
for (i) β1 = δ(k ≥ 1); (3.2.15a)
for (ii) |β0| ≥ C (k = 1), β0 = 0 (k ≥ 2), (3.2.15b)
where k is the degree of underlying tensor polynomials, δ > 0 in (3.2.15a) can be a quite small
number. For P 1 polynomials in one dimension, the optimal order of convergence is ensured even
when β1 = 0, as shown in (Liu and Yin (2018)). The choice of C in (3.2.15b) is some constant.
For example, C = 3 was used in one-dimensional tests in ((Liu and Yin, 2018, Example 5.5)). For
(iii), optimal order of convergence has been observed in all related numerical tests in (Liu and Yin
(2018)) and the present work.
3.3 Time discretization
An appropriate time discretization should be adopted in order to preserve the energy dissipation
law at each time step. One such discretization of (3.2.2) studied in (Liu and Yin (2018)) is to obtain
(unh, q
n















(qnh , ψ) =A(u
n
h, ψ), (3.3.1b)
for all φ, ψ ∈ Vh, to approximate uh(·, tn), qh(·, tn), where tn = n∆t with ∆t being the time step.



















However, implementation of (3.3.1) must involve some iteration, see a particular iteration for sim-
ulating the Swift–Hohenberg equation in (Liu and Yin (2018)).
Here following the idea of the IEQ method (cf. Yang (2016)), we propose both first and second
order time discretization to the semi-discrete DG scheme (3.2.9) so that the schemes obtained are
energy stable independent of time steps, and without resorting to any iteration method. Because
of (3.1.2), we can choose a constant B so that Φ(w) + B > 0, ∀w ∈ R, and U =
√
Φ(uh) +B is
well-defined. The corresponding energy now reads as













u2hds = E(uh, qh) +B|Ω|. (3.3.3)





Instead of using the formula U =
√
Φ(uh) +B, we update U by following its differentiation Ut =
1






(uht, φ) + αh
−1(uh, φ)Γ∂ =−A(φ, qh)− (H(uh)U, φ) , (3.3.5b)
(qh, ψ) =A(uh, ψ), (3.3.5c)
for all φ, ψ ∈ Vh. The initial data for the above scheme is chosen as
uh(x, 0) = Πu0(x), U(x, 0) =
√
Φ(u0(x)) +B,
where Π denotes the piecewise L2 projection into Vh.
By taking φ = uht in (3.3.5b) and ψ = qh in (3.3.5c)t, which is a resulting equation from
differentiation of (3.3.5c) in t, upon further summation one can verify that
d
dt





where E(uh, qh, U) is the discrete energy for the enlarged system (3.3.5). We are now ready to
discretize (3.3.5) in time.
3.3.1 First order fully discrete DG scheme
Find (unh, q
n




























(qnh , ψ) =A(u
n
h, ψ), (3.3.6d)
for ∀φ, ψ ∈ Vh, with initial data
u0h = uh(x, 0), U
0 = U(x, 0).









For fully discrete DG scheme (3.3.6), we have the following.
Theorem 3.3.1. The fully discrete DG scheme (3.3.6) admits a unique solution (unh, q
n
h) for any
∆t > 0. Moreover,















independent of the size of ∆t.
Proof. We first show the existence and uniqueness of (3.3.6) at each time step. Substitution of










+ αh−1(un+1h , φ)Γ∂ +A(φ, q
n+1
h ) = (f
n, φ) , (3.3.8a)
A(un+1h , ψ)− (q
n+1
h , ψ) =0, (3.3.8b)
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where fn = unh/∆t + 1/2H(u
n
h)
2unh −H(unh)Unh depends on solutions at t = tn. Taking φ = u
n+1
h
and ψ = qn+1h in (3.3.8), upon subtraction and using (f
n, φ) ≤ 12∆t‖φ‖
2 + ∆t2 ‖f
n‖2 we obtain
‖un+1h ‖
2 + 2∆t‖qn+1h ‖
2 + 2∆tαh−1‖uh‖2L2(Γ∂) ≤ ‖∆tf
n‖2.
This stability estimate implies the uniqueness of the linear system (3.3.8), hence its existence since
for a linear system in finite dimensional space, existence is equivalent to its uniqueness.












h , ψ) = A(Dtu
n
h, ψ). (3.3.9)
Taking ψ = qn+1h and φ = Dtu
n
h in (3.3.6c), when combined and using (3.3.6b) we have




















































‖Un+1‖2 − ‖Unh ‖2 + ‖Un+1 − Unh ‖2
)
.






















h‖2 − ‖Un+1 − Unh ‖2.
(3.3.10)











hence (3.3.7) as desired.
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3.3.2 Second order fully discrete DG scheme
Here the time-discretization is done in a symmetric fashion around the point tn+1/2 = (n +
1/2)∆t, which will produce a second order accurate method in time. Denote by vn+1/2 = (vn +

































n+1 + Unh ), φ
)
, (3.3.12c)
(qnh , ψ) =A(u
n
h, ψ), (3.3.12d)












Here instead of u
n+1/2
h we use u
n,∗
h to avoid the use of iteration steps in updating the numerical
solution, while still maintaining second order accuracy in time. When n = 0 in (3.3.13), we simply
take u−1h = u
0
h.
For the obtained discrete DG scheme (3.3.12), we have
Theorem 3.3.2. The fully discrete DG scheme (3.3.12) admits a unique solution for any ∆t > 0.
Moreover, such scheme satisfies the following discrete energy dissipation law,
En+1 ≤ E(un+1h , q
n+1
h , U






independent of the size of ∆t.
Proof. We first prove (3.3.14). We continue to use the notation Dtv
n = v
n+1−vn








Taking ψ = q
n+1/2
h and φ = Dtu
n


























‖Un+1‖2 − ‖Unh ‖2
)
.














which combining with (3.3.11) leads to (3.3.14).
For the uniqueness, we let (ũ, q̃, Ũ) be the difference of two possible solutions at t = tn+1, then
a similar analysis to the above yields




hence we must have (ũ, q̃, Ũ) = (0, 0, 0), leading to the uniqueness of the full system (3.3.12).
3.3.3 Algorithm
The detail related to the scheme implementation is summarized in the following algorithm (for
second order scheme (3.3.12) only, that for first order scheme (3.3.6) is simpler).
• Step 1 (Initialization), from the given initial data u0(x)





2. solve for q0h from (3.3.12d) based on u
0
h, and
3. generate U0 =
√
Φ(u0(x)) +B, where B is a priori chosen so that inf Φ(w) +B > 0.
• Step 2 (Evolution)

















A(φ, qn+1h ) +
α
2h































3. Update Un+1 using (3.3.12), then return to (1) in Step 2.
Note that (3.3.17) is a linear system with sparse coefficient matrix which is changing at each time
step, we solve it by the open source deal.II finite element library as documented in (Bangerth
et al. (2007)), using an incomplete LU factorization as a preconditioner and preconditioned flexible
GMRES as a solver.
Remark 3.3.1. Recently the SAV method has been introduced in (Shen et al. (2018)) with certain
advantages over the IEQ. The basic idea when applied to the present setting is to introduce a scalar
auxiliary variable r =
√∫






of (Φ′(un+1h ), φ) by (Φ
′(unh), φ)
rn+1
rn yields a linearized scheme which can be shown unconditional
energy stable. It appears more involved to solve the resulting system efficiently within the DG
framework.
3.3.4 Fully discrete DG scheme for non-homogeneous boundary conditions
For non-homogeneous boundary conditions (i)-(iii) given in (3.2.5), the fully discrete DG schemes
for (3.2.9) need to be modified.

















(qnh , ψ) =A(u
n
h, ψ) + L2(t
n;ψ).
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For the second order fully discrete DG scheme (3.3.12), equations (3.3.12c) and (3.3.12d) need



























(qnh , ψ) =A(u
n
h, ψ) + L2(t
n;ψ).
It is known that for non-homogeneous boundary conditions given in (3.2.5), the energy dissipation







where the boundary contribution J =
∫
∂Ω(ut∂νq − ∂νutq)ds with q = −(∆ + a/2) depends on
the available boundary data and the involved solution traces. For the above two schemes, energy
variation in time can be derived in entirely similar manner to that leading to (3.3.7) and (3.3.14),
respectively, with attention necessary only on boundary contributions.
3.4 Numerical examples
In this section we numerically test the orders of convergence in both spatial and temporal
discretization, and the unconditional energy stability; further apply scheme (3.3.12) to recover
some known patterns governed by the 2D Swift–Hohenberg equation. The errors between the
numerical solution unh(x, y) and the exact solution or a reference solution u(t
n, x, y) are evaluated







|unh(x̂il, ŷis)− u(tn, x̂il, ŷis)|,












ωl,s|unh(x̂il, ŷis)− u(tn, x̂il, ŷis)|2
)1/2
,




s) are the corresponding quadrature points for G ≥ k+ 1.
The experimental orders of convergence (EOC) at T = n∆t = 2n(∆t/2) in terms of h and ∆t are
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Different choices for B, as numerically verified in most cases, can work equally well, so we take B = 1









h ) to better observe the evolution of the original free energy Enh .
Note that our numerical scheme is established for the model equation (3.1.1), which includes










modulo an additive constant. For any g, such Ψ satisfies (3.1.2), which is necessary for the use of
the IEQ approach. In the following numerical examples we focus mainly on the Swift–Hohenberg
equation with different choices of ε and/or g.
Example 3.4.1. (Spatial Accuracy Test)
Consider the Swift–Hohenberg equation (3.1.5) by adding a source term f(x, y, t) = −εv−gv2 +
v3 with v = e−t/4 sin(x/2) sin(y/2) for some parameters ε, g, and the initial data
u0(x, y) = sin(x/2) sin(y/2), (x, y) ∈ Ω. (3.4.1)
Its exact solution is given by
u(x, y, t) = e−t/4 sin(x/2) sin(y/2), (x, y) ∈ Ω. (3.4.2)
This example is to test the spatial accuracy on 2D rectangular meshes, subject to different types




f(·, tn+1, φ) + f(·, tn, φ)
)
,
added to the right hand side of (3.3.12c) using polynomials of degree k with k = 1, 2, 3.
Test case 1. (Periodic boundary conditions) For parameters ε = 0.025, g = 0 and domain Ω =
[−2π, 2π]2 with periodic boundary conditions. Both errors and orders of convergence at T = 0.1
are reported in Table 3.1. These results confirm the (k+ 1)th orders of accuracy in L2, L∞ norms.
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Table 3.1 L2, L∞ errors and EOC at T = 0.1 with mesh N ×N .
k ∆t
N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 3.96917e-01 9.53330e-02 2.06 2.34412e-02 2.02 5.86903e-03 2.00
‖u− uh‖L∞ 1.46432e-01 3.75773e-02 1.96 9.40110e-03 2.00 2.35038e-03 2.00
2 1e-4
‖u− uh‖L2 1.00063e-01 1.48191e-02 2.76 1.98345e-03 2.90 2.60819e-04 2.93
‖u− uh‖L∞ 2.57951e-02 3.16978e-03 3.02 4.30633e-04 2.88 5.61561e-05 2.94
3 1e-5
‖u− uh‖L2 1.34590e-02 1.10668e-03 3.60 7.55223e-05 3.87 4.83308e-06 3.97
‖u− uh‖L∞ 4.07154e-03 3.60524e-04 3.50 2.38081e-05 3.92 1.51432e-06 3.97
Test case 2. For parameters ε = 0.025, g = 0 and domain Ω = [0, 2π]2 with boundary condition
u = ∆u = 0, (x, y) ∈ ∂Ω, we use scheme (3.3.12) with α = 0 and β0 = 0 in (3.2.14c). Both
errors and orders of convergence at T = 0.1 are reported in Table 3.2. These results also show that
(k + 1)th orders of accuracy in L2, L∞ norms are obtained.
Table 3.2 L2, L∞ errors and EOC at T = 0.1 with mesh N ×N .
k ∆t
N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 4.76650e-02 1.17160e-02 2.02 2.91618e-03 2.01 7.28242e-04 2.00
‖u− uh‖L∞ 3.75725e-02 9.39988e-03 2.00 2.35007e-03 2.00 5.87520e-04 2.00
2 1e-4
‖u− uh‖L2 7.40928e-03 9.91089e-04 2.90 1.26183e-04 2.97 1.58469e-05 2.99
‖u− uh‖L∞ 3.22366e-03 4.35251e-04 2.89 5.55145e-05 2.97 6.97483e-06 2.99
3 5e-5
‖u− uh‖L2 5.53341e-04 3.77612e-05 3.87 2.41654e-06 3.97 1.51952e-07 3.99
‖u− uh‖L∞ 3.60523e-04 2.38081e-05 3.92 1.51433e-06 3.97 9.51458e-08 3.99
Test case 3. For parameters ε = 0.025, g = 0.05 and domain Ω = [−π, π]2 with boundary condition
∂νu = ∂ν∆u = 0, (x, y) ∈ ∂Ω. Both errors and orders of convergence at T = 0.1 are reported in
Table 3.3. These results also show that (k+ 1)th orders of accuracy in both L2 and L∞ norms are
obtained.
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Table 3.3 L2, L∞ errors and EOC at T = 0.1 with mesh N ×N .
k ∆t
N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 4.76652e-02 1.17160e-02 2.02 2.91618e-03 2.01 7.28242e-04 2.00
‖u− uh‖L∞ 3.75721e-02 9.39988e-03 2.00 2.35007e-03 2.00 5.87520e-04 2.00
2 1e-4
‖u− uh‖L2 7.40926e-03 9.91089e-04 2.90 1.26183e-04 2.97 1.58469e-05 2.99
‖u− uh‖L∞ 3.22365e-03 4.35251e-04 2.89 5.55145e-05 2.97 6.97483e-06 2.99
3 5e-5
‖u− uh‖L2 5.53341e-04 3.77611e-05 3.87 2.41654e-06 3.97 1.51951e-07 3.99
‖u− uh‖L∞ 3.60523e-04 2.38081e-05 3.92 1.51405e-06 3.97 9.53835e-08 3.99
Example 3.4.2. In this example, we consider the problem with both a source and non-homogeneous
boundary conditions of type (i) in (3.2.5):
ut = −(∆ + 1)2u+ 0.025u− u3 + f(x, y, t) (x, y, t) ∈ [0, 2π]× [0, 2π]× (0, T ],
u(x, y, 0) = sin(x/2) sin(y/2),
u(0, y, t) = u(2π, y, t) = u(x, 0, t) = u(x, 2π, t) = 0,
∂xu(0, y, t) = 1/2e
−t/4 sin(y/2), ∂xu(2π, y, t) = −1/2e−t/4 sin(y/2),
∂yu(x, 0, t) = 1/2e
−t/4 sin(x/2), ∂yu(x, 2π, t) = −1/2e−t/4 sin(x/2),
where f(x, y, t) = −0.025v + v3 with v = e−t/4 sin(x/2) sin(y/2). Its exact solution is given by








(f(·, tn+1, φ) + f(·, tn, φ))
added to (3.3.12c) and L2(t
n;ψ) added to (3.3.12d), based on P k polynomials with k = 1, 2, 3. The
flux parameter β1 = 1. Both the errors and orders of convergence at T = 0.1 are reported in Table
3.4. These results show that (k + 1)th orders of accuracy in both L2 and L∞ are obtained.
Example 3.4.3. (Temporal Accuracy Test) Consider the Swift–Hohenberg equation (3.1.5) on the
domain Ω = [−2π, 2π]2 with the parameters ε = 0.025 and g = 0, the initial data
u0(x, y) = sin(x/4) sin(y/4). (3.4.3)
and generalized Neumann boundary conditions ∂νu = ∂ν∆u = 0, (x, y) ∈ ∂Ω.
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Table 3.4 L2, L∞ errors and EOC at T = 0.1 with mesh N ×N .
k ∆t
N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 5.12416e-02 1.26151e-02 2.02 3.33581e-03 1.92 9.37490e-04 1.83
‖u− uh‖L∞ 4.53223e-02 1.29022e-02 1.81 3.56895e-03 1.85 1.07682e-03 1.73
2 1e-4
‖u− uh‖L2 6.90060e-03 1.10206e-03 2.65 1.34465e-04 3.03 1.63762e-05 3.04
‖u− uh‖L∞ 2.82321e-03 5.84377e-04 2.27 7.6956e-05 2.92 9.66781e-06 2.99
3 1e-5
‖u− uh‖L2 5.98414e-04 4.09284e-05 3.87 2.52723e-06 4.02 1.59071e-07 3.99
‖u− uh‖L∞ 5.14633e-04 5.04236e-05 3.35 3.18953e-06 3.98 1.91613e-07 4.06
We compute a reference solution at T = 2 using DG schemes (3.3.6) and (3.3.12) based on P 2
polynomials with time step ∆t = 2−8 and appropriate meshes. Numerical solutions are produced
using larger time steps ∆t = 2−m with 3 ≤ m ≤ 6. The L2, L∞ errors and orders of convergence
are shown in Table 3.5, and these results confirm that DG schemes (3.3.6) and (3.3.12) are first
order and second order in time, respectively.
Table 3.5 L2, L∞ errors and EOC at T = 2 with time step ∆t.
Scheme Mesh
∆t = 2−3 ∆t = 2−4 ∆t = 2−5 ∆t = 2−6
error error order error order error order
(3.3.6) 32× 32 ‖u− uh‖L2 8.19277e-02 4.11370e-02 0.99 1.96177e-02 1.07 8.50327e-03 1.21‖u− uh‖L∞ 1.07659e-02 5.43477e-03 0.99 2.59422e-03 1.07 1.12483e-03 1.21
(3.3.12) 64× 64 ‖u− uh‖L2 7.31631e-03 1.40500e-03 2.38 3.09235e-04 2.18 6.97759e-05 2.15‖u− uh‖L∞ 1.74374e-03 2.64806e-04 2.72 5.34755e-05 2.31 1.17938e-05 2.18
Example 3.4.4. (2D energy evolution) Consider the Swift–Hohenberg equation (3.1.5) on rectan-
gular domain Ω = [0, 40]2 with parameters ε = 2, g = 0, initial data
u(x, y, 0) =
 1, x1 < x < x2,−1, otherwise, (3.4.4)










+ 25 form a curvy vertical strip, and the boundary
conditions ∂νu = ∂ν∆u = 0, (x, y) ∈ ∂Ω. This example is taken from (Gomez and Nogueira
(2012)), using the equations of the curvy vertical strip described therein. We solve this problem by
scheme (3.3.12) based on P 2 polynomials on 64 × 64 meshes. The energy evolution in time with
84
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104 P2, N=64  64, T=10
 t = 0.1
 t = 0.1*2-1
 t = 0.1*2-2
 t = 0.1*2-3
 t = 0.1*2-4
(b)














P2, N=64  64, T=10
 t = 0.1*2-3
 t = 0.1*2-4
 t = 0.1*2-5
 t = 0.1*2-6
 t = 0.1*2-7
(c)
Figure 3.1 Energy evolution for several time steps using the DG scheme (3.3.12), (a) nor-
mal view, (b) normal view, (c) zoomed view.
t ∈ [0, 10] for varying time steps are shown in Figure 3.1, from which we see that scheme (3.3.12) is
always energy dissipating for any ∆t as tested, however the size of ∆t appears to affect the decay
rate of the energy. These numerical results suggest that time step should be chosen with case. One
possibility is to set up an energy threshold in such a way that if the energy is about such threshold,
∆t should be small, and after energy falls below the threshold, one can simply adjust to a larger
time step.
Furthermore, the numerical solutions with ∆t = 0.001 are shown in Figure 3.2, which reveals a
series of evolved patterns in time. The energy evolution over a larger time interval is also given in
Figure 3.3, which again shows the energy dissipation property of numerical solutions.
Example 3.4.5. (Rolls and Hexagons) In this example, we test the formation and evolution of
patterns that arise in the Rayleigh-Bénard convection by simulating with the Swift–Hohenberg
equation (3.1.5) on rectangular domain Ω = [0, 100]2, subject to random initial data and periodic
boundary conditions. We apply scheme (3.3.12) based on P 2 polynomials using mesh 128×128 and
time step size ∆t = 0.01. Model parameters will be specified below for different cases, and these
choices of parameters have been used in (Pérez-Moreno et al. (2014); Dehghan and Abbaszadeh
(2017)).
Test case 1. (Rolls) The numerical solutions with parameters ε = 0.3, g = 0 are shown in Figure
















































Figure 3.2 Evolution of patterns.
















P2, N=64  64,  t = 0.001, T=60
Figure 3.3 Energy evolution dissipation.
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Figure 3.4 Evolution of periodic rolls.
approaching the steady-state after t > 60, as also evidenced by the energy evolution plot in Figure
3.5.
Test case 2. (Hexagons) The numerical solutions with ε = 0.1, g = 1.0 are reported in Figure
3.6, while the snapshots from t = 0 to t = 198 reveal vividly the formation and evolution of the
hexagonal pattern. The pattern evolution looks slow in the beginning, similar to that of rolls as
shown in Figure 3.4. However, we observe that at a certain point, before t = 20 in this case, lines
break up giving way to single droplets that take hexagonal symmetry, as also observed in (Pérez-
Moreno et al. (2014); Dehghan and Abbaszadeh (2017)). A stable hexagonal pattern is taking its
shape after t ≥ 40, and the steady state is approached. The energy evolution in Figure 3.7 clearly
confirms this.
Example 3.4.6. This example is to compare the numerical performance of three different time
discretization techniques when applied to our mixed DG method (see also (Liu and Yin (2018)) for
details in its semi-discrete formulation), including
(i) the second order EQ-DG scheme (3.3.12);
87















P2, N=128  128,  t = 0.01, T=198
Figure 3.5 Energy evolution dissipation.
Figure 3.6 Evolution of hexagonal patterns.
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P2, N=128  128,  t = 0.01, T=198
Figure 3.7 Energy evolution dissipation.
(ii) the DG scheme (3.3.1), which was introduced in (Liu and Yin (2018)); and
(iii) the second order time discretization in (Gomez and Nogueira (2012)), for which one finds
(unh, q
n
























(qnh , ψ) =A(u
n
h, ψ), (3.4.5b)
for all φ, ψ ∈ Vh.
Though all three satisfy certain energy dissipation law, (ii) and (iii) have to be solved by
appropriate iterative techniques. We recall that for the SH equation (3.1.5),
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(−ε− gw − 3w2)− 1
12






v2(6v − 2g)− w3,
(3.4.8)
Test case 1. We consider the SH equation (3.1.5) with a source
f(x, y, t) = −εv − gv2 + v3,
where v = e−49t/64 sin(x/2) sin(y/2), and parameters ε = 0.025, g = 0.05. For initial data (3.4.3),
and boundary condition ∂νu = ∂ν∆u = 0, (x, y) ∈ ∂Ω, where domain is Ω = [−2π, 2π]2, we have
an exact solution given by
u(x, y, t) = e−49t/64 sin(x/4) sin(y/4), (x, y) ∈ Ω.




f(·, tn+1, φ) + f(·, tn, φ)
)
,
added to the right hand side of (3.3.12c), (3.3.1a) and (3.4.5a), respectively. For (ii) and (iii), we
take the tolerance η = 10−12.
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We compute the numerical solution at T = 2 with mesh size 32× 32 and time steps ∆t = 2−m
for 2 ≤ m ≤ 5, the L2, L∞ errors and orders of convergence in time are shown in Table 3.6, and
these results show that schemes (i)-(iii) are all of second order accuracy in time.
Table 3.6 L2, L∞ errors and EOC at T = 2 with time step ∆t.
Method
∆t = 2−2 ∆t = 2−3 ∆t = 2−4 ∆t = 2−5
error error order error order error order
(i)
‖u− uh‖L2 1.58904e-02 3.28568e-03 2.27 7.79139e-04 2.08 1.88606e-04 2.05
‖u− uh‖L∞ 2.86144e-03 6.04098e-04 2.24 1.59953e-04 1.92 4.25000e-05 1.91
(ii)
‖u− uh‖L2 1.21293e-02 3.01853e-03 2.01 7.62040e-04 1.99 1.89204e-04 2.01
‖u− uh‖L∞ 2.75613e-03 6.82343e-04 2.01 1.72912e-04 1.98 4.27627e-05 2.02
(iii)
‖u− uh‖L2 1.15070e-02 2.94199e-03 1.97 7.52614e-04 1.97 1.88020e-04 2.00
‖u− uh‖L∞ 2.57787e-03 6.60569e-04 1.96 1.70270e-04 1.96 4.24274e-05 2.00
Test case 2. We attempt to recover the pattern observed in Example 3.4.4 at T = 10 by using
schemes (i)-(iii) with meshes 64 × 64 and time steps ∆t = 2−m for 2 ≤ m ≤ 7. For scheme (i),
we take B = 104 since we observe that larger B can give better approximation, such effect seems
visible only for larger ∆t. For both (ii) and (iii), we take the tolerance η = 10−10, and use the same
preconditioner and solver as for (i).
For schemes (i)-(iii) both the maximum number of iterations at each time step and the total
CPU time from t = 0 to t = T are presented in Table 3.7; the CPU time is highlighted when the
expected pattern is observed. The results show that scheme (i) uses the least number of iterations
and the least CPU time to obtain the expected pattern, and hence the most efficient one among
three schemes.
3.5 Concluding remarks
The Swift–Hohenberg equation is a higher-order nonlinear partial differential equation endowed
with a gradient flow structure. We proposed fully discrete discontinuous Galerkin (DG) schemes
that inherit the nonlinear stability relationship of the continuous equation irrespectively of the mesh
and time step sizes. The spatial discretization is based on the mixed DG method introduced by us in
91
Table 3.7 Iterations and CPU time in seconds at T = 10 with meshes 64× 64.
Method ∆t 2−2 2−3 2−4 2−5 2−6 2−7
(i)
Iterations 1 1 1 1 1 1
CPU time 842 1128 1557 2320 3717 6042
(ii)
Iterations 20 13 10 8 7 6
CPU time 7874 7024 7774 9818 13652 20542
(iii)-(3.4.7)
Iterations 18 12 9 8 7 6
CPU time 6478 6229 7296 9587 13497 20383
(iii)-(3.4.8)
Iterations 13 11 9 7 7 6
CPU time 5748 6223 7595 9673 13526 20483
(Liu and Yin (2018)), and the temporal discretization is based on Invariant Energy Quadratization
(IEQ) approach introduced in (Yang (2016)) for the nonlinear potential. Coupled with a proper
projection, the resulting EQ-DG algorithm is explicit without resorting to any iteration method,
and proven to be unconditionally energy stable. We present several numerical examples to assess
the performance of the schemes in terms of accuracy and energy stability. The numerical results on
two dimensional pattern formation problems indicate that the method is able to deliver comparable
patterns of high accuracy.
Pattern formation is the result of self-organization systems and there are many examples of
this phenomenon, in spite of the different mechanisms that trigger and amplify the instability.
The present method should be applicable to a wide variety of processes and can be variationally
improved if necessary.
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Peletier, L. A. and Rottschäfer, V. (2004). Pattern selection of solutions of the Swift–Hohenberg
equation. Physica D: Nonlinear Phenomena, 194(1):95–126.
Peletier, L. A. and Troy, W. C. (1995). Spatial patterns described by the extended Fisher-
Kolmogorov (EFK) equation: kinks. Differential Integral Equations, 8(6):1279–1304.
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CHAPTER 4. AN UNCONDITIONALLY ENERGY STABLE AND MASS
CONSERVATIVE DISCONTINUOUS GALERKIN METHOD FOR THE
CAHN-HILLIARD EQUATION
4.1 Abstract
In this paper, we introduce a novel discontinuous Galerkin (DG) scheme for the Cahn-Hilliard
equation to produce free-energy-decaying and mass conservative discrete solutions, irrespecitve of
the time step and the mesh size. We exploit the mixed interior penalty DG method for the spatial
discretization and the Invariant Energy Quadratization method for time discretization. Coupled
with a proper projection, the resulting EQ-DG algorithm can be efficient solved without resorting
to any iterative method. The scheme is shown to be unconditionally energy stable and mass
conservative. We present several numerical examples that support our theoretical results and
illustrate the efficiency, accuracy, energy stability and mass conservation of our new algorithm.
4.2 Introduction
The Cahn-Hilliard (CH) equation, originally introduced in (Cahn and Hilliard (1958)) as a
phenomenological model of phase separation in binary alloy, describes important qualitative features
of two-phase systems related with phase separation processes. The goal of this work is to present
energy stable and mass conservative high order discontinuous Galerkin (DG) schemes to solve the
following problem
ut = ∇ · (M(u)∇w), (x, t) ∈ Ω× (0, T ],
w = −ε2∆u+ F ′(u), (x, t) ∈ Ω× (0, T ],
u(x, 0) = u0(x), x ∈ Ω,
(4.2.1)
where Ω ⊆ Rd(d = 1, 2) is a bounded domain, ε is a positive parameter, M(u) is the mobility
function, F (u) is the nonlinear bulk potential, the initial function u0(x) is a given, and the problem
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(4.2.1) is subject to the following boundary conditions
(i) u is periodic; or (ii) ∂nu = M(u)∂nw = 0, x ∈ ∂Ω. (4.2.2)
Here n stands for the unit outward normal to the boundary ∂Ω. Here, we make some basic
assumptions:
(i) the mobility function M(u) satisfies
0 < Mmin ≤M(u) ≤Mmax.
(ii) There exist a constant B > 0, such that
F (v) > −B,
for any v under consideration.
Two typical examples for F (u) are:




(v2 − 1)2. (4.2.3)
(ii) Logarithmic Flory-Huggins potential (Blowey and Elliott (1991); Cahn and Hilliard (1958);




(v ln v + (1− v) ln(1− v)) + θc
2
v(1− v), v ∈ [0, 1], (4.2.4)
where θ, θc > 0 are physical parameters. It is noticed in (Wells et al. (2006)) that for θc > 2θ
the potential (4.2.4) is non-convex with two wells which derives phase segregation into the two
binodal points and for θc ≤ 2θ it only has a single well and admits only a single phase. The well-
posedness of the CH problem (4.2.1)-(4.2.2) has been investigated extensively (see e.g. Elliott and
Songmu (1986); Nicolaenko and Scheurer (1985); Nicolaenko et al. (1989); Jingxue (1992); Elliott
and Garcke (1996)). With boundary condition (4.2.2), the CH equation (4.2.1) is endowed with an
H−1 gradient flow structure





















|∇u|2 + F (u)
)
dx. (4.2.5)






Naturally, (4.2.5) and (4.2.6) as fundamental properties of (4.2.1) are desired in numerical approx-
imations.
The CH equation is a gradient flow and requires very long time simulations to reach steady
states. From the numerical perspective, an ideal scheme to solve such a gradient flow would (i)
preserve the energy dissipation and conserve the total mass, (ii) be more accurate, (iii) be efficient,
(iv) be simple to implement. It is known that explicit discretization often leads to a severe time
step constraint. Thus, semi-implicit or implicit time discretizations are of more attention.
Recently, the authors in (Guillén-González and Tierra (2013)) proposed two types of linear
schemes based on Lagrange multipliers so that the schemes are unconditionally energy stable. These
methods were generalized to the Invariant Energy Quadratization (IEQ) approach (Yang (2016)),
which was further applied to variable mobility Cahn-Hilliard type equation with logarithmic Flory-
Huggins potential (Yang and Zhao (2019)), and the error estimate of a first order time discretization
scheme was given in (Yang and Zhang (2017)). These methods are unconditionally energy stable
and are linear without resorting to any iteration method.
To obtain high resolution numerical solutions, spatial discretization is critical. Various spatial
discretizations have been developed to discretize the CH equation (4.2.1), such as conforming C1
finite element methods (Elliott and Songmu (1986)), C0 interior penalty methods (Wells et al.
(2006)), mixed finite element methods (Elliott and French (1989); Elliott et al. (1989); Blowey and
Elliott (1992); Copetti and Elliott (1992); Barrett and Blowey (1995); Blowey et al. (1996); Barrett
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and Blowey (1997, 1999); Barrett et al. (1999); Feng and Prohl (2004); Wells et al. (2006)), finite
difference methods (Eyre (1993); Furihata (2001); Sun (1995); Chen et al. (2019)), and spectal-
Galerkin methods (Shen and Yang (2010)). In the past few years, DG methods have also been
developed, such as the LDG methods (Xia et al. (2007); Guo and Xu (2014); Song and Shu (2017)),
mixed symmetric interior penalty DG (SIPG) methods (Feng and Karakashian (2007); Feng et al.
(2016); Sarıaydın-Filibelioğlu et al. (2017)). In (Feng and Karakashian (2007)), a fully discrete
mixed SIPG method with backward Euler was proposed. Later on, two fully discrete SIPG methods
were developed in (Feng et al. (2016)), both methods used the backward Euler method for time
discretization but different in treating with the nonlinear term. A second order mixed SIPG method
was further developed in (Sarıaydın-Filibelioğlu et al. (2017)) with an unconditionally energy stable
average vector field (AVF) method for time marching, and the generated nonlinear system is solved
by the Newton’s method, but the mobility function is first order approximated and the time step
needs to be sufficient small for convergence. These methods generally require the use of an iteration
method in solving the fully discrete nonlinear systems.
IEQ approach combining with the mixed DG method without interior penalty was proposed
to solve the Swift–Hohenberg equation in (Liu and Yin (2019)) and showed many advantages in
numerical performance, such as high order of accuracy, easy to implement and efficient without
resorting to any iteration method. To present energy stable and mass conservative high order
discontinuous Galerkin (DG) schemes for solving the CH equation (4.2.1), we use the IEQ approach
for temporal discretization and the mixed SIPG method coupled with a proper projection for spatial
discretization. Additionally, we introduce an auxiliary variable U =
√
F (u) +B, so that




where H(u) := F ′(u)/
√
F (u) +B. Such method when applied to the semi-discrete DG formulation
requires only replacing the nonlinear function F ′(un+1h ) by H(u
n
h)U
n+1, where unh is the approxi-
mation of uh in the previous time step. U
n+1 is updated from Un in two steps: the piecewise L2
projection with Unh = ΠU




















=−A(M(unh);wn+1h , φ), (4.2.7a)
(wn+1h , ψ) =A(ε











h , ψ) , (4.2.7b)
for ∀φ, ψ in the space of piecewise polynomials, A(a(x); ·, ·) with a(x) = M(uh) or a(x) = ε2
is a bilinear operator. We prove that the scheme is unconditionally energy stable. In addition,
the resulting discrete systems are linear with scale comparable to that generated by the same
DG discretization to the linear problem. As a result, the methods are simple to implement and
computationally efficient to achieve high order of accuracy in space.
This paper is organized as follows: in Section 2, we introduce the regularization of the mobility
and Logarithmic Flory-Huggins potential. In Section 3, we formulate a unified semi-discrete DG
method for the CH equation (4.2.1) subject to different boundary conditions. In Section 4, we
present first order fully discrete DG schemes and show the energy dissipation and mass conservation
properties. In Section 5, we first present numerical results to demonstrate the high order of accuracy
of the proposed scheme, the energy dissipating and mass conservative property, and we further
simulate some two dimensional pattern formation problems. Finally in Section 6 some concluding
remarks are given.
4.3 Model reduction
For the mobility M(u), a thermodynamically reasonable choice is the degenerate mobility
M(u) = u(1 − u) (see e.g., Elliott and Garcke (1996)). The existence result for the CH equa-
tion with degenerate mobility was first given in (Jingxue (1992)) for one dimension and then in
(Elliott and Garcke (1996)) for multi-dimension, but no uniqueness result was given. This choice
of mobility leads to a lot of mathematical and numerical difficulties due to its degeneracy.
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1− (1− ξ)(2u− 1)2
)






for given ξ ∈ [0, 1]. Here, ξ = 1 yields a constant mobility M(u) = 14 , ξ = 0 yields the degenerate
mobility M(u) = u(1−u), and ξ ∈ (0, 1) yields a non-degenerate concentration dependent mobility.
It is obvious that for 0 < ξ ≤ 1
M̃(u) ≥Mmin > 0,
and M̃(u) is not degenerate any more and is well-defined for u ∈ (−∞,∞).
Note that the logarithmic energy (4.2.4) is defined in (0, 1), which means the numerical solution
must be guaranteed strictly inside (0, 1). Hence, the positivity property of the solution has been
established in (Debussche and Dettori (1995); Elliott and Garcke (1996); Miranville and Zelik
(2004)) for some schemes. A backward Euler method for time discretization and the finite element
method for spatial discretization was proposed in (Copetti and Elliott (1992)), but this method
requires a severe time constraint to be energy stable. In (Chen et al. (2019)), the authors improved
the time constraint by following the idea of convexity splitting and proposed an unconditional
energy stable positive preserving numerical scheme which deals with the convex part implicitly and
concave part explicitly. However, these two numerical schemes are nonlinear.
Another numerical technique is to regularize the logarithmic Flory-Huggins potential (4.2.4)
by extending its domain from (0, 1) to (−∞,∞) (see e.g., Copetti and Elliott (1992); Barrett and
Blowey (1995, 1999); Yang and Zhao (2019)). Such regularization technique is commonly used to
remove the numerical overflow. More specifically, the logarithmic Flory-Huggins potential F (u) is












+ θc2 v(1− v), u > 1− σ,
θ
2 (v ln v + (1− v) ln(1− v)) +
θc








+ θc2 v(1− v), u < σ,
and thus F̃ (u) is well defined for u ∈ (−∞,∞).
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The authors in (Barrett and Blowey (1995, 1999)) proved that for both constant mobility
and concentration dependent mobility, namely for the mobility (4.3.1) with fixed ξ ∈ (0, 1], the
error bound between the solution of the CH equation corresponding to F (u) and regularized F̃ (u),
respectively, is controlled by Cσ, where C is a constant. For the degenerate mobility, name for the
mobility (4.3.1) with ξ = 0, it was shown in (Elliott and Garcke (1996)) that the solution of the CH
equation with regularized F̃ (u) converges to the solution of the CH equaiton with F (u) strongly in
L2(Ω × [0, T ]) and a.e. in Ω × [0, T ]. We will consider the problem formulated with the modified
mobility and the regularized free energy. For convenience, we still use the notation M(u) and F (u)
to represent M̃(u) and F̃ (u).
4.4 Spatial DG discretization
Let the domain Ω be a union of rectangular meshes Th = {K} :=
⋃N
α=1Kα, with α =
(α1, · · · , αd), N = (N1, · · · ,Nd) and Kα = I1α1 × · · · × I
d
αd






αi = 1, · · · ,Ni. Denote by hi = max1≤αi≤Ni |Iiαi |, with h = max1≤i≤d h
i. We denote the set of the
interior interfaces by Γ0, the set of all boundary faces by Γ∂ , and Γh = Γ
0 ∪ Γ∂ .
The discontinuous Galerkin finite element space can be formulated as
Vh = {v ∈ L2(Ω) : v|K ∈ P k(K), ∀K ∈ Th},
where P k(K) denotes the set of polynomials of degree no more than k on element K. Let K1 and
K2 be two neighboring cells. If the unit normal vector ν on element interfaces e ∈ ∂K1 ∩ ∂K2 is
oriented from K1 to K2, then the average {·} and the jump [·] operator are defined by
{v} = 1
2
(v|∂K1 + v|∂K2), [v] = v|∂K2 − v|∂K1 ,
for any function v ∈ Vh, where v|∂Ki (i = 1, 2) is the trace of v on e evaluated from element Ki.
We denote the characteristic length he for edge e ∈ Γ0 by
he = |C1C2|,
where Ci is the centroid of the element Ki. For e ∈ K1
⋂
Γ∂ , if the boundary conditions are
non-periodic boundary conditions, we define he = 2|C1D1|; and if the boundary conditions are
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periodic boundary conditions, the left boundary and the right boundary are considered as the same
boundary, we identify e ∈ K2
⋂
Γ∂ and define he = |C1D1|+ |D2C2|, here Di ∈ Ki is the center of
edge e and satisfies |D1D2 · n| = |D1D2|. In case of the uniform meshes, we have he = hi at each
interface xiαi+1/2 for αi = 0, 1, · · · ,Ni.





≥ r > 0,
where r is a constant.
The direct DG discretization of (4.2.1) is to find (uh, wh) ∈ Vh × Vh such that for all φ, ψ ∈ Vh



























where ν stands for the outward normal direction to ∂K. On cell interfaces e ∈ ∂K
⋂
Γ0, the




+ {∂νv}, v̂ = {v}, (4.4.2)
for v = wh, uh, where β0 > 0 is a parameter to be determined. The numerical fluxes on e ∈ ∂K
⋂
Γ∂
depend on the boundary condition. For periodic boundary conditions, the numerical fluxes can
take the same formula as those in (4.4.2). For homogeneous Neumann boundary conditions, the
numerical fluxes on the boundary e ∈ ∂K
⋂
Γ∂ are defined as
∂̂νwh = 0, ŵh = wh, ∂̂νuh = 0, ûh = uh. (4.4.3)
Summation of (4.4.1) over all elements K ∈ Th leads to a global DG formulation








where the bilinear functional is given by
A(a(x); q, v) = A0(a(x); q, v) +Ab(a(x); q, v)
with




























for (ii) Ab(a(x); q, v) = 0. (4.4.6b)
Note that the factor 12 in (4.4.6a) is used to indicate that for periodic boundary conditions only
one end in each direction should be counted.
In (4.4.4a),
a(x) =
 M(uh), x ∈ K,M(ûh), x ∈ e.
Here each respective type of boundary conditions specified in (4.2.2) has been taken into account.
The initial data for uh is taken from Vh so that∫
Ω
(u0(x)− uh(x, 0))φdx = 0, ∀φ ∈ Vh.
As usual we denote uh(x, 0) = Πu0(x), where Π is the piecewise L
2 projection.


























[v]2ds, ∀v ∈ Vh, (4.4.8)













[v]2ds, ∀v ∈ Vh, (4.4.9)
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for Neumann boundary case, we can show that if β0 is suitably large, the semi-discrete DG scheme
(4.4.4) features a discrete energy dissipation law.




A(a(x); v, v) ≥ γ‖v‖2DG, ∀v ∈ Vh, (4.4.10)
and infx∈Ω a(x) > γ > 0. As a result, we have
d
dt
E(uh) = −A(M(uh);wh, wh) ≤ 0, ∀t > 0. (4.4.11)
Proof. (i) We only prove the periodic boundary case, the proof for the Neumann boundary case is
similar. By the Young’s inequality, we have


















































































































































infx∈Ω a(x), we obtain (4.4.10) iff β0 > β
∗
0 .
(ii) Taking φ = wh, ψ = uht in (4.4.4), then (4.4.11) follows immediately.
105
Remark 4.4.1. If M(u) = M0 and using rectangular uniform meshes, β
∗
0 can be more precisely
estimated as β∗0 = k
2, see ((Liu, 2015, Lemma 3.1)) with the parameter β1 = 0.
4.5 Time discretization
For the time discretization of (4.4.4), we follow (Liu and Yin (2019)) where an EQ-DG method
was developed for solving the Swift-Hohenberg equation. The basic idea of the IEQ methodology
























Thus the semi-discrete DG scheme (4.4.4) can be expanded as the following system: find (uh, wh) ∈





(uht, φ) =A(M(uh);wh, φ), (4.5.3b)
(wh, ψ) =A(ε
2;uh, ψ) + (H(uh)U,ψ) , (4.5.3c)
for all φ, ψ ∈ Vh. The initial data for the above scheme is chosen as




Note that with the modified discrete energy we still have the following
d
dt
E(uh, U) = −A(M(uh);wh, wh) ≤ 0.
We are now ready to discretize (4.5.3) in time.
4.5.1 Fully discrete EQ-DG scheme
Find (unh, w
n




















=−A(M(unh);wn+1h , φ), (4.5.4c)
(wn+1h , ψ) =A(ε






for φ, ψ ∈ Vh.
We conclude:
Theorem 4.5.1. There exists β∗0 > 0 such that if β0 > β
∗
0 , the scheme (4.5.4) admits a unique
solution (unh, w
n
h) for any ∆t > 0, and the solution u
n






for any n ≤ [T/∆t]. Moreover, for En := E(unh, Unh ) we have the following energy dissipation law
En+1 ≤ E(un+1h , U











h)− ‖Un+1 − Unh ‖2,
(4.5.6)
independent of the size of ∆t.
Proof. We first show the existence and uniqueness of (4.5.4) at each time step. Substitution of
(4.5.4b) into (4.5.4c) with (4.5.4d) gives the following linear system




h , φ) =(u
n
h/∆t, φ), (4.5.7a)










− (H(unh)Unh , ψ). (4.5.7b)
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The uniqueness of this linear system (4.5.7) implies its existence, and hence the existence and
uniqueness of (4.5.4). Denoting by (ũ, w̃) the difference of two possible solutions of (4.5.7), so that
(ũ/∆t, φ) +A(M(unh); w̃, φ) =0, (4.5.8a)





− (w̃, ψ) =0. (4.5.8b)
Setting φ = w̃, ψ = ũ and combining the two equations, we have
∆tA(M(unh); w̃, w̃) +A(ε






By (4.4.10), it follows that for 0 < γ1 < Mmin and 0 < γ2 < ε
2







which ensures that ũ = const and w̃ = const. Then it follows A(M(unh); w̃, φ) = A(ε
2; ũ, ψ) = 0.
Thus, (4.5.8a) is equivalent to
(ũ, φ) = 0, ∀φ ∈ Vh.
Taking φ = 1, we have
∫
Ω ũdx = ũ|Ω| = 0, then it follows ũ = 0, here ũ = const has been used. In
a similar fashion, w̃ = 0 follows from (4.5.8b). Hence the uniqueness of (4.5.7) also follows.
Taking φ = 1 in (4.5.4c) implies (4.5.5).




∆t in (4.5.4d) gives
−A(M(unh);wn+1h , w
n+1

























































h)− ‖Un+1 − Unh ‖2.
(4.5.9)
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Implied by the fact that Π is a contraction mapping in L2, we have
E(un+1h , U
n+1




hence (4.5.6) as desired.
4.5.2 Algorithm
The details related to the scheme implementation is summarized in the following algorithm
• Step 1 (Initialization), from the given initial data u0(x)
1. generate u0h = Πu0(x) ∈ Vh;
2. generate U0 =
√
F (u0(x)) +B, where B is a priori chosen so that inf(F (v) + B) > 0;
and
3. solve for w0h from (4.4.4b) based on u
0
h.
• Step 2 (Evolution)
1. Project Un into the DG space, Unh = ΠU
n;
2. Solve the linear system (4.5.7);
3. Update Un+1 using (4.5.4b), then return to (1) in Step 2.
4.6 Numerical examples
In this section, we will carry out several numerical test in both 1D and 2D to demonstrate the
mass conservation, energy stability, temporal and spatial accuracy of the numerical scheme (4.5.4).
In the following numerical examples, the parameter β0 = k
2 +k for problems with constant mobility
and β0 = 3k
2 + k for other cases. The parameter B = 1 as default unless specified.
Example 4.6.1. (1D spatial and temporal accuracy tests) Consider the Cahn-Hilliard equation
(4.2.1) with M = 1 and double-well potential F (u) = 14(u
2 − 1)2 in Ω = [0, 2π] with periodic
boundary conditions.
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Test case 1. (Spatial accuracy). For this test case, we follow Example 5.2 in (Song and Shu
(2017)) by adding a source term
s(x, t) = −e−t sinx
(
3e−2t cos 2x+ 3e−2t cos2 x+ 1
)
(4.6.1)
to the Cahn-Hilliard equation (4.2.1), so that the exact solution is
u(x, t) = e−t sinx. (4.6.2)




added to the right hand
side of (4.5.4c), and we test the DG scheme based on P k polynomials, with k = 1, 2, 3. Both errors
and orders of accuracy at T = 1 are reported in Table 4.1. These results show that (k+ 1)th order
of accuracy in both L2 and L∞ norms are obtained.
Table 4.1 1D L2, L∞ errors and orders of accuracy at T = 1.
k ∆t
N=10 N=20 N=40 N=80
error error order error order error order
1 1e-3
‖u− uh‖L2 3.09646e-02 8.07876e-03 1.94 2.03575e-03 1.99 5.10124e-04 2.00
‖u− uh‖L∞ 1.68270e-02 4.58886e-03 1.87 1.16103e-03 1.98 2.91198e-04 2.00
2 5e-5
‖u− uh‖L2 3.56585e-04 4.17179e-05 3.10 5.12149e-06 3.03 6.35139e-07 3.01
‖u− uh‖L∞ 4.34261e-04 5.50274e-05 2.98 6.89646e-06 3.00 8.63616e-07 3.00
k ∆t
N=5 N=10 N=20 N=40
error error order error order error order
3 5e-6
‖u− uh‖L2 3.95098e-04 2.63710e-05 3.91 1.67970e-06 3.97 1.05540e-07 3.99
‖u− uh‖L∞ 3.08214e-04 2.04705e-05 3.91 1.29411e-06 3.98 8.23617e-08 3.97
Test case 2. (Temporal accuracy) We further test the temporal accuracy of the DG schemes





the right hand side of (4.5.4c). The errors and orders of accuracy are reported in Table 4.2. These
results show that the DG scheme (4.5.4) is first order in time.
Example 4.6.2. (2D spatial accuracy test with constant mobility and double-well potential) For
the Cahn-Hilliard equation (4.2.1) with M(u) = 1 and double-well potential F (u) = 14(u
2 − 1)2 in
Ω with appropriate boundary conditions, we add a source term










− w(x, y, t)
2
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Table 4.2 Temporal accuracy test for the 1st order fully discrete DG scheme (4.5.4).
k N ∆t ‖u− uh‖L2 order |u− uh|H1 order ‖u− uh‖L∞ order
P 2 40
1/24 5.28185e-02 – 5.29048e-02 – 2.96767e-02 –
1/25 2.73507e-02 0.95 2.74276e-02 0.95 1.53774e-02 0.95
1/26 1.39022e-02 0.98 1.39761e-02 0.97 7.81920e-03 0.98
1/27 6.99519e-03 0.99 7.06914e-03 0.98 3.93390e-03 0.99
1/28 3.49603e-03 1.00 3.57229e-03 0.98 1.96578e-03 1.00
to the right hand side of (4.2.1), where
w(x, y, t) =0.1e−t/4 sin(x/2) sin(y/2),









so that the exact solution is
u(x, y, t) = w(x, y, t).
Here the parameter ε = 0.1. We test this example by DG scheme (4.5.4) with a term
(
s(x, y, tn+1), φ
)
added to the right hand side of (4.5.4c), and the DG scheme is based on polynomials of degree k
with k = 1, 2, 3 on rectangular meshes.
Test case 1. (Periodic BC) In this test case, we take Ω = [0, 4π]2 and consider periodic boundary
conditions. Both errors and orders of accuracy at T = 0.01 are reported in Table 4.3. These results
show that (k + 1)th order of accuracy in both L2 and L∞ are obtained.
Table 4.3 2D L2, L∞ errors at T = 0.01 with mesh N ×N .
k ∆t
N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 3.16822e-02 8.03463e-03 1.98 2.02336e-03 1.99 5.04024e-04 2.01
‖u− uh‖L∞ 1.38669e-02 3.74776e-03 1.89 9.59555e-04 1.97 2.40239e-04 2.00
2 1e-4
‖u− uh‖L2 4.52729e-03 5.75115e-04 2.98 7.33589e-05 2.97 9.21578e-06 2.99
‖u− uh‖L∞ 2.32640e-03 2.95229e-04 2.98 4.06866e-05 2.86 5.26926e-06 2.95
3 1e-5
‖u− uh‖L2 4.46670e-04 2.97916e-05 3.91 1.89117e-06 3.98 1.18585e-07 4.00
‖u− uh‖L∞ 3.20555e-04 1.80104e-05 4.15 1.02204e-06 4.14 6.16224e-08 4.05
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Test case 2. (Neumann BC) Considering Ω = [−π, 3π]2 with homogenous Neumann boundary
conditions (4.2.2(ii)), both errors and orders of accuracy at T = 0.01 are reported in Table 4.4.
These results also show (k + 1)th order of accuracy in both L2 and L∞.
Table 4.4 2D L2, L∞ errors at T = 0.01 with mesh N ×N .
k ∆t
N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 3.16822e-02 8.03463e-03 1.98 2.02336e-03 1.99 5.04024e-04 2.01
‖u− uh‖L∞ 1.38669e-02 3.74776e-03 1.89 9.59555e-04 1.97 2.40239e-04 2.00
2 1e-4
‖u− uh‖L2 4.52729e-03 5.75115e-04 2.98 7.33591e-05 2.97 9.18427e-06 3.00
‖u− uh‖L∞ 2.32640e-03 2.95229e-04 2.98 4.06885e-05 2.86 5.08342e-06 3.00
3 1e-5
‖u− uh‖L2 4.46670e-04 2.97916e-05 3.91 1.89102e-06 3.98 1.18133e-07 4.00
‖u− uh‖L∞ 3.20555e-04 1.80104e-05 4.15 1.02406e-06 4.14 6.40520e-08 4.00
Example 4.6.3. (2D spatial accuracy test with constant mobility and logarithmic potential) We
consider the Cahn-Hilliard equation (4.2.1) with constant mobility M(u) = 1, the logarithmic
Flory-Huggins potential (4.2.4) with θ = θc = 2, the parameters ε = 1 and B = 10. We add an
appropriate source term s(x, y, t) to the right hand side of (4.2.1) such that the exact solution is
u(x, y, t) =
2
5




We test this example by DG scheme (4.5.4) with a term
(
s(x, y, tn+1), φ
)
added to the right
hand side of (4.5.4c), and the DG scheme is also based on polynomials of degree k with k = 1, 2, 3
on rectangular meshes.
Test case 1. (Periodic BC) In this test case, we take Ω = [0, 4π]2 and consider periodic boundary
conditions. Both errors and orders of accuracy at T = 0.01 are reported in Table 4.5. These results
show that (k + 1)th order of accuracy in both L2 and L∞ are obtained.
Test case 2. (Neumann BC) In this test case, we take Ω = [−π, 3π]2 and consider Neumann
boundary conditions. Both errors and orders of accuracy at T = 0.01 are reported in Table 4.6.
These results show that (k + 1)th order of accuracy in both L2 and L∞ are obtained.
Example 4.6.4. (2D spatial accuracy test with degenerate mobility and logarithmic potential)
We consider the Cahn-Hilliard equation (4.2.1) with degenerate mobility M(u) = u(1 − u), the
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Table 4.5 2D L2, L∞ errors at T = 0.01 with mesh N ×N .
k ∆t
N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 1.27997e-01 3.55296e-02 1.85 9.55174e-03 1.90 2.13203e-03 2.16
‖u− uh‖L∞ 5.54685e-02 1.49970e-02 1.89 3.92808e-03 1.93 9.67492e-04 2.02
2 1e-4
‖u− uh‖L2 1.87014e-02 2.35480e-03 2.99 2.94393e-04 3.00 3.69614e-05 2.99
‖u− uh‖L∞ 1.05130e-02 1.30587e-03 3.01 1.62919e-04 3.00 2.04032e-05 3.00
3 5e-6
‖u− uh‖L2 2.23974e-03 1.24902e-04 4.16 7.57940e-06 4.04 4.99484e-07 3.92
‖u− uh‖L∞ 1.47731e-03 8.22720e-05 4.17 4.36204e-06 4.24 3.29895e-07 3.72
Table 4.6 2D L2, L∞ errors at T = 0.01 with mesh N ×N .
k ∆t
N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 1.27997e-01 3.55296e-02 1.85 9.55174e-03 1.90 2.13203e-03 2.16
‖u− uh‖L∞ 5.54685e-02 1.49970e-02 1.89 3.92808e-03 1.93 9.67492e-04 2.02
2 1e-4
‖u− uh‖L2 1.87014e-02 2.35480e-03 2.99 2.94393e-04 3.00 3.69614e-05 2.99
‖u− uh‖L∞ 1.05130e-02 1.30587e-03 3.01 1.62919e-04 3.00 2.04032e-05 3.00
3 5e-6
‖u− uh‖L2 2.23974e-03 1.24902e-04 4.16 7.57937e-06 4.04 4.99051e-07 3.92
‖u− uh‖L∞ 1.47731e-03 8.22721e-05 4.17 4.36207e-06 4.24 3.29965e-07 3.72
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logarithmic Flory-Huggins potential (4.2.4) with θ = θc = 2, the parameters ε = 1 and B = 10.
We add an appropriate source term s(x, y, t) to the right hand side of (4.2.1) such that the exact
solution is
u(x, y, t) =
2
5




We test this example by DG scheme (4.5.4) with a term
(
s(x, y, tn+1), φ
)
added to the right
hand side of (4.5.4c), and the DG scheme is also based on polynomials of degree k with k = 1, 2, 3
on rectangular meshes.
Test case 1. (Periodic BC) In this test case, we take Ω = [0, 4π]2 and consider periodic boundary
conditions. Both errors and orders of accuracy at T = 0.01 are reported in Table 4.7. These results
show that (k + 1)th order of accuracy in both L2 and L∞ are obtained.
Table 4.7 2D L2, L∞ errors at T = 0.01 with mesh N ×N .
k ∆t
N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 1.31235e-01 3.29574e-02 1.99 8.27934e-03 1.99 2.08160e-03 1.99
‖u− uh‖L∞ 5.56010e-02 1.49372e-02 1.90 3.81584e-03 1.97 9.59510e-04 1.99
2 1e-4
‖u− uh‖L2 2.05688e-02 2.51806e-03 3.03 3.05650e-04 3.04 3.79714e-05 3.01
‖u− uh‖L∞ 1.13806e-02 1.32194e-03 3.11 1.48147e-04 3.16 1.77820e-05 3.06
3 5e-6
‖u− uh‖L2 2.82305e-03 1.48385e-04 4.25 8.56909e-06 4.11 5.53886e-07 3.95
‖u− uh‖L∞ 1.58906e-03 9.24779e-05 4.10 4.63277e-06 4.32 3.35743e-07 3.79
Test case 2. (Neumann BC) In this test case, we take Ω = [−π, 3π]2 and consider Neumann
boundary conditions. Both errors and orders of accuracy at T = 0.01 are reported in Table 4.8.
These results show that (k + 1)th order of accuracy in both L2 and L∞ are obtained.
Example 4.6.5. Following (Wells et al. (2006)), we consider the Cahn-Hilliard equation (4.2.1)
with constant mobility M(u) = 1, the Logarithmic Flory-Huggins potential
F (u) = 600 (u lnu+ (1− u) ln(1− u)) + 1800u(1− u),
and the parameters ε = 1 and B = 102. The equation is subject to the initial condition
u0(x, y) =
 0.71, (x, y) ∈ Ω1,0.69, (x, y) ∈ Ω2,
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Table 4.8 2D L2, L∞ errors at T = 0.01 with mesh N ×N .
k ∆t
N=8 N=16 N=32 N=64
error error order error order error order
1 1e-3
‖u− uh‖L2 1.31235e-01 3.29574e-02 1.99 8.27934e-03 1.99 2.08160e-03 1.99
‖u− uh‖L∞ 5.56010e-02 1.49372e-02 1.90 3.81584e-03 1.97 9.59510e-04 1.99
2 1e-4
‖u− uh‖L2 2.05688e-02 2.51806e-03 3.03 3.05650e-04 3.04 3.79715e-05 3.01
‖u− uh‖L∞ 1.13806e-02 1.32194e-03 3.11 1.48147e-04 3.16 1.77820e-05 3.06
3 5e-6
‖u− uh‖L2 2.82305e-03 1.48385e-04 4.25 8.56909e-06 4.11 5.59243e-07 3.94
‖u− uh‖L∞ 1.58906e-03 9.24779e-05 4.10 4.63278e-06 4.32 3.42344e-07 3.76
where the square domain
Ω = [−0.5, 0.5]× [−0.5, 0.5], Ω1 = [−0.2, 0.2]× [−0.2, 0.2], Ω2 = Ω− Ω1.
The boundary conditions are the Neumann BCs (4.2.2(ii)).
We solve this problem by the scheme (4.5.4) based on P 1 and P 2 polynomials with meshes
40 × 40 and 80 × 80, respectively. The time step is taken as ∆t = 10−7 and the contours at
T = 8 × 10−5 are shown in Figure 4.1. The corresponding energy and mass evolutions are shown
in Figure 4.2. From Figure 4.1, we find that the solution structure is well resolved even on coarser
mesh and lower order P 1 polynomials, and the scheme (4.5.4) using P 2 polynomials gives a better
resolution compared with that using P 1 polynomials on coarser meshes 40 × 40, but there is no
noticeable difference with solution on refined meshes 80 × 80 or higher order polynomial P 2 as
shown in Figure 4.1(b)-(d). The pattern structure compares very well with that obtained in (Wells
et al. (2006)). Figure 4.2(a) shows that the numerical solution of the scheme (4.5.4) satisfies the
energy dissipation law and Figure 4.2(b) shows that mass conservation of the numerical solution
with total mass
∫∫
Ω udxdy = 0.6932.
Example 4.6.6. Following (Wells et al. (2006)), we further consider the Cahn-Hilliard equation
(4.2.1) with degenerate mobility M(u) = u(1− u), the Logarithmic Flory-Huggins potential




Figure 4.1 The contours of numerical solution for the scheme (4.5.4).
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Figure 4.2 The energy and mass evolution of numerical solution for the scheme (4.5.4).
and the parameters ε = 1 and B = 103. The initial condition is
u0(x, y) = 0.63 + 0.05rand(x, y),
where rand(x, y) is the random perturbation function in [−1, 1] and has zero mean. For the bound-
ary conditions, we still consider the Neumann BCs (4.2.2(ii)).
We solve this problem by the scheme (4.5.4) based on P 2 polynomials with meshes 64 × 64.
The time step is taken as
∆t =
 10
−8, t ≤ 8× 10−6,
10−7, t > 8× 10−6,
the evolution of the concentration field is shown in Figure 4.3. The corresponding energy and mass
evolutions are shown in Figure 4.4. Figure 4.3 clearly shows the two phases of the concentration
evolution. The first phase is governed by spinodal decomposition and phase separation, which is
roughly corresponding to the first three figures of Figure 4.3, this period is basically terminated as
soon as the local concentration is driven to either value of the two binodal points. The second phase
is governed by grain coarsening, approximately from t = 8× 10−6 onwards the generated patterns
cluster and grains tend to coarsen, which is a very slow process. Figure 4.3 shows statistically similar
patterns in the numerical solution as those in (Wells et al. (2006)). Figure 4.4 further confirms the
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Figure 4.3 The contours evolution of the numerical solution for the scheme (4.5.4).
numerical solution of the scheme (4.5.4) satisfies the energy dissipation law and conserves the total
mass
∫∫
Ω udxdy = 0.63.
4.7 Conclusion
The CH equation is a a high order nonlinear partial differential equation endowed with a gradient
flow structure and conserving the total mass. We proposed a first order fully discrete DG scheme
that inherits the nonlinear stability and mass conservation of the continuous equation irrespectively
of the mesh and time step. The spatial discretization is based on the mixed interior penalty DG
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Figure 4.4 The energy and mass evolution of numerical solution for the scheme (4.5.4).
method, and the temporal discretization is based on the IEQ approach developed in (Yang (2016))
for nonlinear potential. Coupled with a proper projection, the resulting EQ-DG algorithm is explicit
without resorting to any iteration method, and proven to be unconditionally energy stable and mass
conservative. We presents several numerical examples to assess the performance of the scheme in
terms of the accuracy, energy stability and mass conservation.
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CHAPTER 5. SUMMARY AND DISCUSSION
5.1 General conclusion
In this thesis, we developed several efficient DG methods for time-dependent fourth order PDEs.
For equation that can be rewritten as a second order symmetric system, we proposed mixed DG
method without interior penalty. The DG scheme is based on the symmetric mixed formulation
and central interface numerical fluxes, so it is the most simple variant to date for the discretization
of second order terms, i.e., without any interior penalty. For linear fourth order equations, we
presented L2 stability of the semi-discrete DG schemes and fully discrete DG schemes, for which
optimal L2-error estimates were also proved in both one-dimensional and multi-dimensional settings
subject to periodic boundary conditions.
One of the advantages of our DG schemes for the nonlinear problems is that the schemes are
linear without resorting to any iteration, this is achieved by using the Invariant Energy Quadra-
tization (IEQ) approach as temporal discretization, which was introduced in (Yang (2016)) for
the nonlinear potential. Coupled with a proper projection, the auxiliary variable introduced by
using IEQ approach is updated explicitly and the resulting EQ-DG schemes are linear with the
scale of the discrete systems comparable to that generated by the same DG discretization to linear
problems.
Another advantage of our schemes for nonlinear problems is its capacity of capturing the long
time behavior. This is ensured by designing the schemes to satisfy the properties of the continuous
equations. For the SH equation, we proposed EQ-DG schemes producing free-energy-decaying
discrete solutions, irrespective of the time step and the mesh sizes. The DG discretization is based
on the mixed DG method without interior penalty. For the CH equation, we proposed a fully
discrete EQ-DG scheme with spatial discretization based on mixed interior penalty DG method,
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which gives free-energy-decaying and mass conservative discrete solutions irrespectively of the mesh
and time step sizes.
We present several numerical examples to assess the performance of the schemes in terms of
accuracy, stability and properties preserving. The numerical results on two dimensional pattern
formation problems indicate that the DG methods are able to deliver comparable patterns of high
accuracy.
5.2 Future work
We showed the optimal L2-error estimates of the DG methods without interior penalty for linear
time-dependent fourth order equations with periodic boundary conditions, it would be interesting
if we can extend such estimates to the equations with non-periodic boundary conditions. We
also carried out some numerical tests on mixed DG methods without interior penalty for elliptic
fourth order equations that can be rewritten as symmetric systems and optimal convergence was
numerically observed, so it is worth investigating the extension of the methods to elliptic fourth
order PDEs.
While the IEQ approach has proven to be a very powerful way to construct energy stable
schemes, it involves in solving variable coefficient linear system in each step. Recently the SAV
method introduced in (Shen et al. (2018)) has overcame such difficulty and showed certain advan-
tages over the IEQ approach. Using SAV approach to discrete the semi-discrete DG scheme yields
a linearized scheme which can be shown to be unconditional energy stable, but it appears more
involved to solve the resulting system efficiently within the DG framework. To obtain efficient DG
methods for these fourth order nonlinear problems, it is meaningful to exploit the SAV-DG method.
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