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Abstract 
 
Studying the Density of States of Buried Interfaces in Organic 
Semiconductor Thin Films Using Electronic Sum Frequency Generation 
 
Aaron Patrick Moon, PhD 
The University of Texas at Austin, 2019 
 
Supervisor:  Sean T. Roberts 
 
Abstract: New nanostructured semiconductor materials such as nanocrystals and 
organic semiconductors constitute an attractive platform for optoelectronics design due to 
the ease of their processability and highly tunable properties. Incorporating these new 
nanostructured materials into electrical circuits requires forming junctions between them 
and other layers in a device, yet the change in dielectric properties about these junctions 
can strongly perturb the electronic structure of the two layers. Specifically, the morphology 
of the interface between two materials greatly affect their ability to transfer charge and 
energy through the system, and the method through which this energy travels across a 
junction is poorly understood. To study these processes, an interfacial technique is required 
that measures the Density of States (Dos) at buried interfaces in working devices. In this 
thesis, we adapt an interface-selective optical technique, electronic sum frequency 
generation (ESFG), to study the dynamics of energy transfer across interfaces in these 
materials. We begin by developing “direct” detected ESFG to study the electronic states 
and morphology at the interface of thin films made from known organic semiconductor 
materials. Using direct ESFG, we examine the differences in the DoS at an interface in an 
 viii 
organic thin film relative to its bulk. Through polarization optics, we study morphological 
changes in the film caused at the junction of the OSC and substrate. To account for 
interference from multiple ESFG active interfaces present in a thin film, we use a modeling 
system to separate contributions to the measured ESFG signal from the air exposed and 
buried interface of interest. We then adapt the direct detected ESFG to “heterodyne” 
detected ESFG (HD-ESFG), which significantly increases the detection ability of the 
ESFG spectrometer.  Additionally, HD-ESFG allows us to measure the phase of the 
materials response, which direct ESFG cannot. This phase information can give a better 
understanding of the morphology at the interface and additional inputs for thin film 
interference modeling to better deconvolute the signal from the buried interface. 
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Chapter 1: Introduction 
1.1: The growth of new photovoltaic technology 
Single crystal inorganic semiconductors (ISCs) are ubiquitous as the base for 
technology. Their high Earth abundance coupled with excellent device performance across 
a broad range of applications through careful control of production give ISCs the ability to 
provide for many technological needs. However, despite their wide range of application, 
new systems are needed to provide for advancement within the device market. Recently, 
nanostructured materials are being developed to either improve, surpass, or fill niche rolls 
in the device market relative to these ISC systems1–7. Nanocrystal technology, especially 
semi-conductor nanocrystals called quantum dots (QDs), allow for careful control of the 
absorption and fluorescence of a device by precise modification of nanocrystal size.5 This 
shows promise for the display market with quantum dot TV’s already being sold and 
potential use in the development of new detectors. Meanwhile, organic semiconductors 
(OSCs) are being developed for use as flexible electronics.8,9 OSCs are also competing 
with quantum dots for the next display technology, having already been implemented in 
phones and TV’s on the market.10 Organics are also being considered as a method for 
improvement of silicon solar cells through processes such as photon up- and down-
conversion.11–13 These processes would increase silicon’s efficiency in both the red and 
blue parts of the solar spectrum in a cheap and easily processible way. Dual quantum dot, 
OSC systems are additionally being studied to improve quantum dots’ functionality.7,14  
With the possible capabilities of the materials described above, you might expect 
them to be more fully developed and prevalent within the market, yet these are still an 
emerging technology. One of the major factors limiting widespread use of these devices is 
small, yet critical: energetic transfer across the junctions within these systems is poorly 
 2 
understood, despite the intrinsic interfacial nature of nanostructured materials.15–20 It is 
necessary to have a solid understanding of charge and energy transfer across many 
interfaces at many length scales, between multiple materials for the creation of high-
performance devices. For example, quantum dots are inherently separated individual units 
trying to move excitations or charge across the relatively large gaps between dots. Organic 
dyes used to improve silicon solar cells must transfer energy into silicon, but this motion 
of carriers across that junction is poorly understood.11,21,22 This lack of understanding limits 
the use of these new, inherently interfacial systems and must be solved to fully incorporate 
them into new, exciting technologies.  
 
Figure 1-1: Cartoon of the interfacial length scales for organic thin films 
There is a critically important yet poorly understood influence on the function of 
developing nanostructured technologies described above: the movement of charge and 
energy at an interface. In traditional ISCs, the generated exciton is a loosely bound 
Wannier-Mott exciton (with binding energies between the separated electron and hole of 
only a few tens of meV) that quickly separates and passes charge between layers for 
extraction. This picture is overly simplistic, or even wrong, when describing OSC or 
nanocrystal technology. Unlike their single crystal counterparts, inorganic nanocrystals are 
separated into individual units that must move any generated charge or excitons across tens 
of nanometers gaps due to the oily carbon alkyl chains used to stop growth in their 
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creation.23 This picture only gets more complicated as we move to the discussion of larger 
crystal units of correlated particles that interface with each other, and further still when 
polycrystalline films must meet other similar films or single crystal ISC systems. For the 
mostly molecular OSC perspective, we lose the large separation gaps that plague transport 
in nanocrystal systems and instead must now transfer our excitations either between 
organic films or into an ISC to generate free carriers. The need for exciton transfer 
accompanies a much higher binding energy for the excitons (approximately 1 eV) in OSC 
films.9,24,25 The excited carriers for OSC systems are Frenkel excitons which, due to their 
high binding energies in a low dielectric environment, will often undergo charge 
recombination across an interface instead of charge separation.9,26,27 Both of these systems 
must also deal with the complication of moving energy within highly structured 
polycrystalline films.28–30 At this greater length scale, the morphology between crystals 
within different films now controls how energy moves between two different materials. 
The picture that emerges from this description is inherently one where systems have a large 
number of interfaces—not just between individual layers but within many parts of the 
system and at many different length scales (Figure 1-1). Given the inherently interfacial 
nature of devices made with these materials, it comes as no surprise then that understanding 
how charge and energy moves across these junctions is incredibly important to 
understanding how these devices function. Unfortunately, the physical picture for how 
energy moves across these boundaries remains poorly understood. For the purposes of this 
dissertation, we will focus on the discussion of OSC materials.  
1.2: A need for a new spectroscopy 
Let’s begin by thinking about molecular films as a whole and the differences we 
need to consider from those of individual molecules. When a molecule is taken from 
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solution (where molecules tend to act as monomers except at high concentration), the 
energetic landscape can shift drastically. The electronic transitions of the monomer go from 
lone dipoles to a system with a large amount of molecular interactions in the form of 
coupling between molecule’s electronic states.31,32 The individual molecular states are 
further perturbed by possible distortions to their molecular shape, no longer being free 
floating and capable of rotation, instead being forced to one orientation. These effects taken 
together greatly change what is measured if an electronic absorption spectrum is taken of 
the system. The sharp, individual peaks seen in solution are replaced with broad peaks that 
have multiple contributions from both the shifts caused to individual molecule’s accessible 
states and the appearance of peaks from coupled transitions. These couplings are highly 
sensitive to molecular orientation and can lead to shifts in the location of absorption to 
higher or lower energies (and sometimes both) via H- and J- aggregation, and these can be 
convoluted with other effects such as the appearance of charge transfer states within the 
molecular system.30–33 In addition, we begin to see peaks that aren’t just from molecular 
interactions but also due to sets of molecules influencing one another such as non-
equivalent sites within unit cells like Davydov splitting.34,35 Thus, by moving from solution 
to a thin film, the picture becomes much more complicated, and this is before the addition 
of the many molecular layers needed for an OSC device (Figure 1-2). 
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Figure 1-2: Cartoon of solution and solid-state molecular organization with 
representative absorption spectra for both using methyl substituted 
perylenediimide 
Moving from the bulk to the interface leads to a similar increase in complexity. Not 
only are the previous interactions still present, but the system is perturbed further by a 
breakage in the symmetry that exists in the bulk.28,36,37 Bringing together two disparate 
systems, each with their own complicated morphology and energetic states, leads to drastic 
changes for both at the interface. Interaction with each other at their junction leads to 
changes in the morphology of both species, and in turn the energetic Density of States 
(DoS) available for excitations at this interface. That said, these effects can be separated, 
studied, and understood (to a more or lesser degree depending on how complicated an 
individual system is) when described for a bulk system, and we can follow and understand 
energy movement and transitions within a film, so in principle this should be possible for 
an interface. This is because while these processes are complicated, we have tools well 
suited to their study in the bulk, but lack this ability for interfaces.    
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If we want to understand the new energetic transitions present within a bulk film 
from those of a monomer, the first and easiest experiments to perform are usually electronic 
absorption and emission spectroscopy. While these experiments perform their job 
excellently, they have a limitation for the study of interfacial states as they measure these 
properties for the whole film. The interfacial molecules that dominate the movement of 
charge within a system are typically within a few monolayers of the junction. This means 
that for a real, optically thick organic thin film of 50 - 100 nm, the signal from the very few 
interfacial molecules are overshadowed by that from the bulk of the film. If the morphology 
of the film is important, we might instead think to use x-ray diffraction (XRD) or atomic 
force microscopy (AFM). Both of these experiments report on the morphology of systems, 
however they aren’t well suited for the study of buried interfaces. XRD is a bulk technique 
and therefore suffers the same limitations as absorption and emission spectroscopies. 
Conversely, though AFM is interface specific, it’s important to note that it is only sensitive 
to the outermost interface within a system. The charge and energy transfer that controls 
device performance occurs at junctions buried beneath the layers that form the 
device.7,24,38,39 This leaves only two options to study the buried junctions: make a device 
and rip it apart to study the interface we made (hoping we don’t change the system in the 
process) or make the devices thin enough that we can see the desired interface while still 
only hoping the system is representative of the working device. Instead of AFM, which 
requires deliberately non-functioning devices, we need one that can study a device in situ 
to truly understand the transfer processes that dominate the function of a device. 
Additionally, if we can study the morphology and DoS for the interface simultaneously, 
the number of measurements we would need to do would not only be reduced, but we could 
also correlate the effect morphology has on the energetics of transfer. To achieve this goal, 
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we will use electronic sum frequency generation (ESFG) to probe both the DoS of a buried 
interface and simultaneously gain information about its morphology.36,40–43  
1.3: Electronic sum frequency generation 
Electronic absorption is a fantastic way to measure the electronic transitions 
available to a system of interest, especially for molecular solid-state systems, where the 
peak location and structure of the measured absorption are indicative of system 
morphology. However, absorption spectroscopy measures the energetic states of the entire 
film, hiding the interfacial signal we wish to measure under that of the much stronger signal 
from the bulk. By using electronic sum frequency generation (ESFG), the sensitivity to the 
intermingling of both morphology and energetics can be maintained but specified to the 
measurement of the interface.41,44–47 As in an absorption measurement, an ESFG 
experiment begins by first generating a spectrally broad white light (WL) beam. This beam, 
which stretches from ~ 450 to 750 nm across the visible region, will serve as a resonant 
probe of the DoS in the same way that it does in a absorption experiment, with the exception 
that instead of directly measuring its attenuation as it passes through the material, we will 
simultaneously bring in a second beam (called the upconversion beam) that overlaps 
spatially and temporally with the WL field. The upconversion field is not electronically 
resonant with the film and is therefore not attenuated by it. Instead, it acts to scatter the 
resonant coherences created by the WL off of higher virtual states, similar to a Raman 
experiment.48 The photons produced by this process have energy equal to the sum of our 
two input beams and constitute the ESFG signal measured. As such, by measuring the 
generated ESFG field with a known frequency for the upconversion field, we can back-
calculate the resonant energies within the WL beam that lead to the generation of the ESFG 
signal (Figure 1-3).  
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Figure 1-3: Simple cartoon of ESFG. 𝜔WL, 𝜔UP, and 𝜔ESFG represent the white light, 
upconversion, and ESFG fields respectively. P and S show polarization 
control of fields. 
The obvious question is one of complexity: why move from a one beam electronic 
absorption experiment to a more complicated system in which we use two beams to 
generate a third? Thanks to the use of two fields for signal generation instead of one, we 
measure a non-linear, second-order interaction instead of a linear, first-order one. Due to 
the symmetry of this new generation scheme, no signal is generated within the bulk if it is 
centrosymmetric. However, at an interface between two materials, this symmetry is 
necessarily broken, and as such the interface is ESFG-active.44,45 In this way, we have 
created an experiment that is effectively an interface specific absorption measurement, 
exactly as we needed. In addition to our new interfacial electronic absorption, we can 
independently control the polarization of our three fields. By comparing different 
polarization combinations, we can now map the measured signal onto the orientation of the 
molecular transition dipoles within our sample film and gain even greater insight into the 
morphology at the buried interfaces we wish to study.41,49,50 ESFG is also a purely optical 
technique and can therefore probe any interface of a centrosymmetric medium that is 
accessible by light, including functioning photovoltaic devices in situ.  
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1.4: Thesis Outline 
This thesis will serve as a description and vetting of ESFG and will show its 
development for use within thin film systems of interest to the OSC community. In Chapter 
2, I will begin with a brief description of the theory that drives generation of ESFG signals 
and the assumptions made when measuring ESFG that are typical within the field. Chapter 
3 will be a discussion of a complication that lurks within ESFG on thin films in the form 
of interference between multiple ESFG signals generated within a sample. This chapter 
will also include the description of a transfer matrix model that I use to separate the 
contributions of these two signals to the total measured field. Chapter 4 will detail the 
experimental layout used for the ESFG spectrometer that I built. Chapter 5 will feature 
ESFG data measured from a thin film of copper phthalocyanine on glass substrates, which 
served as the initial vetting system for the ESFG spectrometer. In Chapter 6 we shift to 
ESFG measurement of three selected perylenediimides (from the rylene class of dye 
molecules) deposited on fused quartz substrates. Perylenediimide films are studied within 
other projects of our group for their potential use as singlet fission sensitizers for 
photocurrent generation, and these experiments serve as the first step to a study of these 
molecules on silicon. Finally, Chapter 7 will show the further development of the ESFG 
spectrometer by changing from directly detecting the generated signal to a heterodyne 
detection scheme. This serves to improve the signal-to-noise ratio of the experiment while 
also giving additional insight into the measured ESFG spectra. 
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 Chapter 2: Theory of Electronic Sum Frequency Generation 
2.1: Introduction 
 Understanding the interfacial electronic structure of a system presents a unique 
challenge. While we are familiar with many techniques that allow the study of electronic 
properties of bulk systems, interfacial tools that can investigate in situ properties for a 
desired material system are lacking. Due to its inherent sensitivity to sample regions that 
lack inversion symmetry, such as interfaces, sum frequency generation (SFG) can serve 
this purpose nicely, yet interpreting signals generated in this manner can be tricky.1–13 
Largely, this is due to a lack of understanding of its relation to more familiar processes, 
such as absorption experiments. For electronic SFG (ESFG), electronic absorption presents 
a nice starting place to begin our description. Both measure light-matter interactions, with 
absorption serving as the linear description (meaning the material responds linearly to the 
impinging electromagnetic field), while ESFG seeks to obtain similar information by using 
a pair of short electric fields. The advantage of the latter is it gains interface specificity 
within certain symmetry constraints.1,3,14 A potentially confusing point, however, is that 
for an absorption experiment we typically picture the attenuation of an electric field by a 
system and relate this attenuation to absorption by a sample at specific energies to produce 
specific excited electronic states within the sample. Alternatively, we can reach an 
equivalent description by describing how incident light polarizes a sample, producing a 
field by the sample that partially cancels the incident light via destructive interference. This 
physical picture is particularly powerful for describing ESFG. Therefore, we will slightly 
alter our understanding of the bulk spectroscopy first, and use this as a stepping stone for 
describing ESFG. The discussion for ESFG will begin with a basic theoretical description 
for linear absorption spectroscopy. Instead of describing the way the material alters the 
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electric field, the response of the material to an arbitrary number of applied electric fields 
will be considered as a polarization generated within the system (Figure 2-1). 
  
 
Figure 2-1: (A) Cartoon of electric field generated from linear polarization in a material 
(B) Cartoon of electric field generated form nonlinear polarization in a 
material 
This change to the system will be described by a material response term, here the 
material susceptibility, 𝛘. The polarization generated in a system by an arbitrary number 
of fields can then be expanded as the sum of a power series to give a polarization generated 
by interaction with a number of fields at once. We can first use this method for interpreting 
absorption to develop a physical understanding, and then describe the higher order, 
nonlinear response. Chapter 2 will also provide a physical picture for the nature of interface 
specificity and the interpretation of the nonlinear response of materials through the use of 
symmetry rules for media that is centrosymmetric in its bulk.  
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2.2: Linear Light/Matter Interactions 
We start with a description for linear light-matter interactions and use this as a basis 
to expand into nonlinear cases. As our goal is to use ESFG and describe it through a 
generated polarization within a system, we can define how an electric field will interact 
with a material to generate a polarization within the system. When an electric field 
impinges on a material, the sample will generate a polarization in response through a 
dipolar interaction that drives it from the ground state to an excited state. The polarization 
generated in the material can be described as the convolution of the electric field used to 
generate the polarization by a term that relates how the material interacts with the field, 
known as the response function 𝐑(𝟏): 
𝑷(1)(t)  = ∫ 𝑹(1)(𝑡 − 𝑡′) ∙ 𝑬(𝑡′)𝑑𝑡′
∞
−∞
                            (2.1) 
Equation 2.1 represents the linear polarization (P(1)) generated within a material 
when interacting with a given electric field; the collection of induced dipole moments 
created in the material in response to the applied electric field can be thought to produce a 
net transient polarization. 𝐑(1) relates to the susceptibility, 𝛘(1) , of the system through 
a Fourier transform from the time domain to the frequency domain. 𝛘(1) describes 
how the sample responds to the electric field, with its imaginary portion physically 
manifesting as the absorption spectrum of the material. If E can be described as a mono-
chromatic plane wave such that  
𝑬(𝑡) = 𝑬(𝜔 ) = Ɛ𝑒−𝑖𝜔𝑡,                                          (2.2) 
then a Fourier transformation of Equation 2.2 provides a much simpler description of the 
linear polarization of the system:15,16 
𝑷(1)(t) = 𝑷(1)(ω) = 𝝌(1)(𝜔) ∙ 𝑬(𝜔)                                 (2.3) 
And 𝛘(1)is  
𝝌(1)(𝜔)  = ∫ 𝝌(1)(𝑡)𝑒𝑖𝜔𝑡𝑑𝑡
∞
−∞
                                       (2.4) 
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Taken together, Equations 2.1-2.4 give a description of the linear optical effect that 
occurs within the material upon interaction with a photon. The photon enters the material, 
which polarizes in response. This induced polarization will ring out as a function of time 
as a generated electric field as (see Figure 2-1) 
𝑬𝑖𝑛𝑑𝑢𝑐𝑒𝑑(𝜔) =
𝑑
𝑑𝑡
 𝑷(𝜔).                                        (2.5) 
Due to conservation of momentum, the direction of this radiation is matched to that 
of the incident field, leading to destructive interference as it leaves the material. If the 
incident field is energetically resonant with transitions within the material, this polarization 
is enhanced, and is the source of electronic absorption experiments through 𝝌 as  
𝝌 =  𝛂𝛍,                                                        (2.6) 
where α is the polarizability and μ is the induced dipole moment of the material. 
2.3: Expansion to Nonlinear Light/Matter Interactions 
When describing linear light matter interactions, this is generally where 
consideration stops. However, we can continue to expand these interactions to incorporate 
nonlinear interactions between light and matter as well, as the total polarization of the 
system a sum of the linear polarization with an expansion of nonlinear ones. Assuming that 
the applied electric field is weak and can thus be described as a perturbation on the system, 
we can expand the polarization term as a function of E as a power series such that15,16 
𝑷(t) = ∫ 𝑹(1)(𝑡 − 𝑡′) ∙ 𝑬(𝑡′)𝑑𝑡′
∞
−∞
 
+∫ 𝑹(2)(𝑡 − 𝑡1; 𝑡1 − 𝑡2): 𝑬(𝑡1)𝑬(𝑡2)𝑑𝑡1
∞
−∞
𝑑𝑡2                            (2.7) 
+⋯ 
The terms following P(1) represent the nonlinear polarizations that occur within the system. 
It is easy to see then that equation 2.3 can be expanded to include high order polarizations 
which follow a similar pattern of complexity (here we stop at the second-order polarization 
 19 
and focus exclusively on the terms needed for ESFG as they are the most relevant for our 
discussion): 
𝑷(1)(ω) = 𝝌(1)(𝜔) ∙ 𝑬(𝜔) 
𝑷(2)(ω) = 𝝌(2)(𝜔 = 𝜔𝑖 + 𝜔𝑗): 𝑬(𝜔𝑖)𝑬(𝜔𝑗)                            (2.8) 
In Equation 2.8 we have once again taken the Fourier transform of 2.5. Here we 
can directly begin to draw parallels between the linear polarization that we think of for 
absorption with that of a higher order term. If P(1) is the polarization generated in a medium 
due to an electric field as described by the materials response, 𝛘(1), we can say something 
similar for the next higher term. In this case, the second-order polarization term, P(2), 
generated in a material through interaction with two electric fields is given through the 
materials nonlinear susceptibility, 𝛘(2). This is the basis for how we begin to think about 
ESFG spectroscopy. An ESFG experiment measures the materials 𝛘(2) through the use of 
two fields, in our case the upconversion (a nonresonant field that we use to scatter from a 
higher energy virtual state as in Figure 2-2) and a white light field (a broadband field that 
stretches across a region of the electromagnetic spectrum that is resonant with our sample, 
in the case of ESFG the visible range), and measures the generated electric field it emits 
from this polarization.  
To this point, the discussion for nonlinear interaction is a general description and 
can be used to describe not only SFG but also other second-order nonlinear interactions 
such as optical rectification (where one of the fields is zero) and difference frequency 
generation (where instead of the sum of E1 and E2, we instead take the difference). Here, 
we follow the rotating wave approximation, which states that for a field of sufficiently 
weak intensity that is near resonance with a material, the quickly oscillating terms within 
the interaction will average to zero as a function of time. Additionally, the phase matching 
condition k = k1+k2 allows us to select SFG from other second-order interactions. By 
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placing our detector along the path of the generation beams and measuring the field 
generated between the two input fields (due to momentum conservation ESFG comes 
between these two fields while DFG appears outside of these fields) we can selectively 
measure ESFG. With this basic model of the physical picture for what we are measuring 
within an ESFG experiment that we have developed, we can now begin to discuss the 
nature of this 𝛘(2) for the system that we measure as well as the source of ESFG’s interface 
selectivity in the section below.  
 
Figure 2-2: Cartoon for ESFG generation condition 
2.4: Establishing χ(2) and ESFG 
Now that we have a description of the physical representation of 𝛘(2)  (as well as its 
link to the better-known technique of absorption) we can begin to discuss the nature of the 
nonlinear susceptibility itself. First, the susceptibility of a system is a tensor of rank n+1, 
where n is the order of interaction, meaning that in the case of absorption the first-order 
susceptibility is a second-rank tensor (a 3x3 matrix), and for ESFG our second order 
nonlinear susceptibility is a third-rank tensor ( a 3x3x3 matrix) with elements 𝛘i,j,k
 (2)
. This 
can be somewhat intuitively determined, as E(2) and P(2) are vector quantities, which 
therefore require a the nonlinear susceptibility term to be a 3D matrix that describes how 
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each x̂, ŷ, and ẑ component of E1 (ĵ) and E2 (k̂) impact the x̂, ŷ, and ẑ component of the 
generation polarization (î). Given that î, ĵ, and k̂ represent the direction of our produced 
polarization relative to the orientation of our incoming fields, the experimental orientation 
we choose is important to our interpretation of our measured ESFG. Below is a cartoon 
that represents the experimental frame of reference that we choose for our system (Figure 
2-3). 
 
Figure 2-3: Frame of reference used for ESFG experiments 
In Figure 2-3, we see that we have not just one frame of reference we need to 
consider, but two. The first is the “lab” frame of reference where we have control over the 
polarization of our generation fields. These polarizations can be either “Ŝ” or “P̂”, where 
for Ŝ the electric field lies perpendicular to the plain of reflection from the sample, while 
for P̂ the electric field lies within the plain reflection. For the sample frame, which contains 
the relevant parameters for our nonlinear susceptibility, we have x̂, ŷ, and ẑ such that ẑ is 
normal to the surface with x̂ along the beam path of incidence/reflection, and x̂ and ŷ lie 
along the surface of the sample. This then provides a frame of reference for 𝛘i,j,k
 (2)
, and allows 
us to write instead, for example, 𝛘x,y,z
 (2)
. We can now say that  𝛘x,y,z
 (2)
 is a third rank tensor, 
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with individual elements that determine, from Equation 2.8, the polarization generated 
within a material along the sample axis frame of x̂, ŷ, and ẑ. We can also see clearly from 
Figure 2-3 that we can relate the lab frame polarizations to particular indices of the sample 
frame, namely that Ŝ polarization exclusively probes the ŷ-axis of the sample frame, and P̂ 
probes both x̂ and ẑ. How then, do we determine the elements of 𝛘(2) we want to measure, 
and how does the surface specificity of ESFG occur?  
For the material systems we wish to study with ESFG, we are limiting ourselves to 
those that are centrosymmetric (the material has a symmetric center of inversion). This 
single idea allows for a large reduction in the number of independent elements of 𝛘(2). If 
our system of interest is centrosymmetric, inversion of Equation 2.8 will cause our vector 
components to gain negative signs, while our tensor element inherently remains the same 
as the system has no preference for orientation:1,3,5,15,16 
−𝑷(2)(ω) = 𝝌(2)(𝜔): (−𝑬(𝜔𝑖) (−𝑬(𝜔𝑗)))                          (2.9) 
−𝑷(2)(ω) = 𝝌(2)(𝜔): 𝑬(𝜔𝑖)𝑬(𝜔𝑗) 
As the negative signs applied to the electric fields cancel, the right side of Equation 2.9 is 
equal to that of 2.8, and by substitution: 
−𝑷(2)(ω) =  𝑷(2)(ω)                                           (2.10) 
For this equality to be true, the only valid conclusion is that 𝛘(2) must be zero within the 
bulk of the sample. What then happens if we consider an interface between two isotropic 
materials, such as at the air:organic interface presented in Figure 2-3? In this scenario we 
have a necessary breakage of symmetry along the ẑ-axis. Thus, with a reduction in the 
symmetry of the system when considering an interface, Equations 2.8 and 2.9 aren’t 
required to be equal, and our nonlinear susceptibility becomes non-zero. We can also use 
the symmetry of the interface to reduce the elements within 𝛘(2) we need to measure. 
Assuming the interface is isotropic within the plane of the sample, we are invariant to both 
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x̂ and ŷ, meaning that x̂ = -x̂ = ŷ = -ŷ. We can make use of von Neumann’s principle, (which 
states that any physical property of a system must have the same symmetry of the point 
group it describes, in our case a C∞ rotation along the ẑ-axis) such that:5,15 
𝛘i,j,k
 (2)
= 𝛘i′,j′,k′
 (2)
                                                 (2.11) 
𝛘i,j,k
 (2)
= 𝑠𝑖𝑔𝑛(𝑖′̂)𝑠𝑖𝑔𝑛(𝑗′̂)𝑠𝑖𝑔𝑛(𝑘 ′̂)𝛘i′,j′,k′
 (2)
                             (2.12) 
Here, sign is the sign function and gives ± 1. Taking Equations 2.11 and 2.12, we can 
reduce the number of unique elements within 𝛘(2). For both to remain true, the sign of 𝛘(2) 
must remain the same after rotation. As our interface is isotropic within the plane of the 
sample, sign changes of x̂ and ŷ won’t affect our sign, but this isn’t true for the ẑ-axis. As 
we have a breakage of symmetry along the ẑ-axis, we need an odd number of ẑ elements 
for valid rotations, and therefore all elements within 𝛘(2) that probe an even number of ẑ-
axis components must be zero. Thus, for an element within the 𝛘(2) tensor to be non-zero, 
either all indices must be ẑ, or at least one of î, ĵ, or k̂ must lie along ẑ. This narrows the 27 
elements of 𝛘(2) to just seven elements, which can then be further narrowed as x̂ and ŷ are 
equivalent assuming C∞ symmetry within the x̂ŷ plane, leaving only four unique elements 
for 𝛘(2):5,15,17 
𝛘yyz
 (2)
= 𝛘xxz
 (2)
 ; 𝛘yzy
 (2)
= 𝛘xzx
 (2)
 ; 𝛘zyy
 (2)
= 𝛘zxx
 (2)
 ; 𝛘zzz
 (2)
                         (2.13) 
Now that we have identified the non-zero elements of our non-linear susceptibility 
and an understanding of the source of ESFG’s interface specificity for the systems we are 
studying, we can probe these four elements in the sample frame from our lab by 
characterizing how the polarization of the emitted ESFG depends on that of each of the 
generating fields. As mentioned earlier, our lab frame, P̂ and Ŝ, probe independently x̂ and 
ẑ for P̂ and ŷ for Ŝ. With control of the polarization of our generating beams and polarized 
detection optics, we can probe all four of the non-zero elements within our 𝛘(2) through 
four unique polarization mapping conditions:14 
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𝛘SSP
 (2)
= 𝛘yyz
 (2)
 ; 
𝛘SPS
 (2)
= 𝛘yzy
 (2)
 ;                                                    (2.14) 
𝛘PSS
 (2)
= 𝛘zyy
 (2)
 ; 
𝛘PPP
 (2)
= 𝛘xxz
 (2)
+ 𝛘xzx
 (2)
+ 𝛘zxx
 (2)
+ 𝛘zzz
 (2)
 
Above, we have listed the polarization for a given experiment in order of ESFG, 
upconversion, and white light. At first it may seem that our ability to probe 𝛘zzz
 (2)
 is hindered, 
as 𝛘PPP
 (2)  probes four additional elements of our nonlinear susceptibility tensor (this is a 
result of P̂ lying in the x̂-ẑ plane for our sample). However, it is important to remember 
Equation 2.10, such that if we measure 𝛘SSP
 (2)
, 𝛘SPS
 (2)
, and 𝛘PSS
 (2)
 first, we can determine the 
first four elements of 𝛘PPP
 (2)
 individually, and determine 𝛘zzz
 (2)
 using these. Finally, we can 
relate the nonlinear susceptibility of 𝛘(2) to the polarizability in the same way as we did 
above for absorption as in Equation 2.6. The generated dipole moment will be enhanced 
where the material has electronic states energetically resonant with the white light field, 
and as such the generated ESFG at the sum of these with the upconversion field will be 
enhanced and appear as a significant increase in signal at the detector. In this manner, we 
can calculate the energies for electronic states at the interface by subtracting the energy of 
the upconversion field, and thus have the effect of an interface specific electronic 
absorption experiment. 
This Chapter has shown a basic background of the theory behind physical picture 
of ESFG and specifically how it relates to an absorption experiment. We can now begin to 
discuss the measured nonlinear susceptibilities from our experiments with an 
understanding for the physical picture they represent below.  
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2.5: Conclusion 
For Chapter 2, we started with a basic description for light matter interactions in 
terms of the polarization generated in a material and how it relates to electronic absorption 
spectroscopy. The polarization generated in the material through interaction with a given 
electric field is determined by its susceptibility, 𝛘. We then expanded the polarization to 
account for higher order, nonlinear effects that describe how matter simultaneously 
interacts with pairs of electric fields. Through symmetry arguments, we find that this is an 
interface-specific process for centrosymmetric media, and we can fully characterize its 
non-zero nonlinear susceptibility by measuring how the polarization of the emitted ESFG 
signal depends on that of its driving fields. We can measure the nonlinear susceptibility 
𝛘(2) and relate it to energetic states present in the material as an experiment akin to an 
interface specific electronic absorption experiment. This description will form the basis for 
our understanding of the measured ESFG spectra in later Chapters and inform how we 
describe the interfacial states of the material relative to that of its bulk. 
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Chapter 3: Modeling Thin Film Optical Interference  
Contributions to ESFG Spectra1 
3.1: Introduction 
To fully understand the processes by which energy transfer proceeds at buried 
interfaces in semi-conductor devices, it is necessary to know both their morphology and 
energetic Density of States (DoS) in situ. However, this is a difficult task to achieve, as 
most spectroscopic or probing tip methods that give information of this nature are 
inherently either most sensitive to the bulk (such as electronic absorption and x-ray 
diffraction), or are sensitive only to the top most interface (such as atomic force 
microscopy). Determining morphology and the energetics of an interface are further 
complicated when the medium we wish to study is molecular in nature (organic semi-
conductors) as long- and short-range intermolecular interactions are strongly affected by 
the way these molecules pack together. 
 Electronic sum frequency generation (ESFG) serves as a powerful tool to solve 
these problems as it is not only an interface selective energetic probe for centrosymmetric 
media, it can also provide morphological information through the control of polarization 
of the generation and measurement beams.1–4 Also, as ESFG is a light-based technique, it 
is well suited to studying buried interfaces in situ provided consideration is taken for 
absorption within the layers as the fields (both pump and ESFG) move through the device. 
Despite these many advantages, ESFG suffers from a particular flaw as while it is interface 
                                                 
1 Previously published as Pandey, R.; Moon, A. P.; Bender, J. A.; Roberts, S. T. Extracting the Density of 
States of Copper Phthalocyanine at the SiO2 Interface with Electronic Sum Frequency Generation. J. Phys. 
Chem. Lett. 2016, 7(6), 1060-1066 Supplementary Information. My contributions to this paper include 
helping make samples, helping collect ESFG spectra, building the ESFG spectrometer, creation of thin film 
modeling software, modeling and fitting ESFG spectra, and interpreting the spectra and writing the paper 
with my colleagues.  
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specific, it is not specific to a particular interface. Taking a thin film of approximately 100 
nm of organic semi-conductor (OSC) deposited on glass (SiO2) as an example, this means 
that we will generate signal not only from the OSC:SiO2 interface, but also from the 
air:OSC junction above. The presence of two ESFG active interfaces within a thin film 
system will lead to interference of signals from each interface that can convolute extraction 
of the DoS from the interface of interest. To mitigate the potential difficulty presented by 
this interference, we have developed a thin film interference modeling program. This 
program gives us not only the ability to model these effects, but also to leverage this 
interference to our advantage by growing films of different thicknesses to determine the 
contribution from both air-exposed and buried interfaces through changes in the measured 
interference pattern. In this Chapter, we will briefly present the method used to achieve 
this goal as well as describe an example system that will be discussed in more detail in later 
chapters.   
3.2: Theory 
The model used to predict the influence of interference between ESFG fields 
emitted by two interfaces within a thin film system is based on an approach developed by 
O’Brien and Massari for the treatment of vibrational SFG spectra.5–9 This model accounts 
for attenuation of the excitation and ESFG fields due to a sample’s absorption as well as 
the interference between fields by taking an infinite sum over the Fresnel coefficients for 
transmission and reflection associated with each sample boundary. As an example, we will 
use a thin film of copper phthalocyanine on a glass substrate to illustrate this thin film 
modeling system. Figure 3-1A defines the frame of reference used for our model. To 
calculate the electric field about a specific sample interface, we break the sample into two 
subsystems, one above and one below the interface of interest (Figure 3-1B). An input 
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transfer matrix is then defined that takes fields from the lab frame (S or P polarized light) 
and transfers them through the appropriate subsystem into an electric polarization at this 
interface within the frame of the sample (x, y, and z) under the electric dipole and plane 
wave approximations:  
𝑷𝑣
𝑁𝐿 = 𝝌𝑣
(2)
: (𝑻𝐴𝑖𝑟,𝑣
𝑊𝐿 𝑬𝑊𝐿)(𝑻𝐴𝑖𝑟,𝑣
𝑈𝑝 𝑬𝑈𝑝).                  (3.1) 
 
 
Figure 3-1: (A)Frame of reference used for our thin film interference model (B) Example 
showing how the system is broken into subsystems about an interface. S, W, 
and Φ are discussed below (Equations 3.6-3.12). Adapted from reference.6 
Here, 𝑷𝑣
𝑁𝐿 is the nonlinear polarization generated at the interface of interest, v, as 
represented by the electric fields in the sample (x, y, and z) frame. 𝑻𝐴𝑖𝑟,𝑣
𝑊𝐿/𝑈𝑝
 is the input 
transfer matrix that transforms the incoming electric field 𝑬𝑊𝐿/𝑈𝑝 from air in the lab frame 
(S or P) into an electric field at interface v with contributions along x, y, and z. This is 
achieved through the creation of a total system transfer matrix, S, that accounts for the 
phase of the field as it passes through a layer, 𝚽, and the matrix of refraction, W, which 
generates the electric field on either side of an interface. These will be defined below (see 
Equations 3.6 – 3.12). Once the polarization at interface v is calculated, the electric field 
generated at this interface is then transferred out of the system via either reflection or 
transmission back to the lab frame:  
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𝑬𝑣,𝐴𝑖𝑟
𝐸𝑆𝐹𝐺 = 𝑻𝑣,𝐴𝑖𝑟
𝐸𝑆𝐹𝐺𝑷𝑣
𝑁𝐿.                                           (3.2) 
𝑬𝑣,𝐴𝑖𝑟
𝐸𝑆𝐹𝐺  is the outgoing electric field generated by the nonlinear polarization at interface v 
and transformed into the lab frame of reference via the output transfer matrix, 𝑻𝑣,𝐴𝑖𝑟
𝐸𝑆𝐹𝐺 . Using 
this method, thin film interference may be considered separately from the molecular 
response of the sample. This allows us to calculate the outgoing transfer coefficient for 
each interface individually and then modify each interfacial transfer coefficient by 
multiplication with a molecular response that is potentially unique to each interface (see 
Equations 3.3 and 3.4). The sum of each interfacial contribution to the nonlinear 
polarization of the sample is calculated and the absolute value taken and squared to 
generate the calculated ESFG signal for the total system for SSP and PPP measurements 
(where SSP or PPP are the polarizations for the ESFG, upconversion, and whitelight fields, 
respectively): 
 
𝐼𝑆𝑆𝑃 ∝ |(𝑇𝑌𝑌𝑍,𝐴𝑖𝑟𝜒𝑌𝑌𝑍,𝐴𝑖𝑟 + 𝑇𝑌𝑌𝑍,𝑆𝑖𝑂2𝜒𝑌𝑌𝑍,𝑆𝑖𝑂2 + 𝑇𝑌𝑌𝑍,𝑆𝑖𝑂2:𝐴𝑖𝑟𝜒𝑌𝑌𝑍,𝑆𝑖𝑂2:𝐴𝑖𝑟)𝐸𝑈𝑝,𝑆𝐸𝑊𝐿,𝑃|
2
 
(3.3) 
 
𝐼𝑃𝑃𝑃 ∝ |([𝑇𝑋𝑋𝑍,𝐴𝑖𝑟𝜒𝑌𝑌𝑍,𝐴𝑖𝑟 + 𝑇𝑋𝑋𝑍,𝑆𝑖𝑂2𝜒𝑌𝑌𝑍,𝑆𝑖𝑂2 + 𝑇𝑋𝑋𝑍,𝑆𝑖𝑂2:𝐴𝑖𝑟𝜒𝑌𝑌𝑍,𝑆𝑖𝑂2:𝐴𝑖𝑟] 
+[𝑇𝑋𝑍𝑋,𝐴𝑖𝑟𝜒𝑌𝑍𝑌,𝐴𝑖𝑟 + 𝑇𝑋𝑍𝑋,𝑆𝑖𝑂2𝜒𝑌𝑍𝑌,𝑆𝑖𝑂2 + 𝑇𝑋𝑍𝑋,𝑆𝑖𝑂2:𝐴𝑖𝑟𝜒𝑌𝑍𝑌,𝑆𝑖𝑂2:𝐴𝑖𝑟]                (3.4) 
+[𝑇𝑍𝑋𝑋,𝐴𝑖𝑟𝜒𝑍𝑌𝑌,𝐴𝑖𝑟 + 𝑇𝑍𝑋𝑋,𝑆𝑖𝑂2𝜒𝑍𝑌𝑌,𝑆𝑖𝑂2 + 𝑇𝑍𝑋𝑋,𝑆𝑖𝑂2:𝐴𝑖𝑟𝜒𝑍𝑌𝑌,𝑆𝑖𝑂2:𝐴𝑖𝑟] 
+[𝑇𝑍𝑍𝑍,𝐴𝑖𝑟𝜒𝑍𝑍𝑍,𝐴𝑖𝑟 + 𝑇𝑍𝑍𝑍,𝑆𝑖𝑂2𝜒𝑍𝑍𝑍,𝑆𝑖𝑂2 + 𝑇𝑍𝑍𝑍,𝑆𝑖𝑂2:𝐴𝑖𝑟𝜒𝑍𝑍𝑍,𝑆𝑖𝑂2:𝐴𝑖𝑟]𝐸𝑈𝑝,𝑃𝐸𝑊𝐿,𝑃|
2      
 
𝑻𝑣 = 𝑻𝑣,𝐴𝑖𝑟
𝑜𝑢𝑡,𝑆𝐹𝐺𝑻𝐴𝑖𝑟,𝑣
𝑖𝑛,𝑈𝑝𝑻𝐴𝑖𝑟,𝑣
𝑖𝑛,𝑊𝐿
                         (3.5) 
In Equations 3.3 and 3.4, we explicitly write the contributions to the signal from 
the nonlinear susceptibility elements associated with each interface within our sample films 
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for two polarizations, SSP and PPP (the equivalent equations for SPS and PSS can be 
written by permutation of the indices). Here, the subscript “Air” represents the OSC:Air 
interface while “SiO2” the OSC:SiO2 interface. We also include a new label “SiO2:Air,” to 
denote the SiO2:Air interface at the bottom of our sample films. We explicitly assume that 
its associated values of 𝜒𝑌𝑌𝑍, 𝜒𝑌𝑍𝑌, 𝜒𝑍𝑌𝑌, and 𝜒𝑍𝑍𝑍 are zero due to the lack of electronic 
resonance between our excitation fields and our SiO2 substrates as well as the absence of 
ESFG signal from a bare SiO2 substrate. While this removes contributions from the 
SiO2:Air interface to the SFG signal itself, this interface is still considered when calculating 
the transfer matrix elements that account for reflections within each sample. Also of note, 
as our ESFG signals display no dependence on the film orientation within the plane of 
reflection, our sample films possess apparent azimuthal symmetry. Thus, the x and y 
directions are equivalent when calculating the sample’s nonlinear susceptibility (i.e. 
𝜒𝑌𝑌𝑍 = 𝜒𝑋𝑋𝑍). We have taken advantage of this symmetry to write Equations 3.3 purely 
in terms of y-dependent susceptibility elements. However, as the transfer matrices that 
appear in Equation 3.4 are comprised of Fresnel coefficients that differ for x and y field 
components (see Equation 3.9 below), these terms are not symmetric about these directions 
(i.e. 𝑇𝑌𝑌𝑍 ≠ 𝑇𝑋𝑋𝑍) and we explicitly account for the directional dependence of these terms 
in our model. 
To construct the input and output transfer coefficients for the system, we must 
account for the infinite number of reflections of each excitation beam and emitted ESFG 
field within our thin film samples. To do this we construct a total system transfer matrix, 
𝑺, that accounts for reflection and refraction at each interface, changes in the relative phase 
of each field as they pass through a layer, and the attenuation of each field due to absorption 
by each sample layer (Figure 3-1B):  
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𝑺 = (∏ 𝑾𝑣,𝑣+1
𝑣𝑓𝑖𝑛𝑎𝑙−1
𝑣=0 𝜱𝑣+1)𝑾𝑣𝑓𝑖𝑛𝑎𝑙−1,𝑣𝑓𝑖𝑛𝑎𝑙                      (3.6) 
Here, 𝑺 is constructed from the multiplication of a phase matrix 𝛷 that accounts for 
propagation through layer v + 1 and a matrix of refraction 𝑾 across the interface from layer 
v to v + 1, and represents a sum over the infinite series of reflection and transmission events 
within the sample. The relationship between 𝑺 and each of the input and output transfer 
coefficients described above has been discussed at length by O’Brien and Massari.6 
Equations 3.7 and 3.8 show the construction of the matrix of refraction, which relates fields 
on either side of an interface to those traveling either to or from that interface:  
 
𝑾𝑣−1,𝑣 =
1
𝑡𝑣−1,𝑣
[
1 𝑟𝑣−1,𝑣
𝑟𝑣−1,𝑣 1
]                                      (3.7) 
 
[
𝐸𝒗
−
𝐸𝒗
+] = 𝑾𝑣−1,𝑣 [
𝐸𝒗
−′
𝐸𝒗
+′
]                                             (3.8) 
The subscript “v-1,v” indicates a property associated with moving from layer v-1 to 
layer v while the subscript “v” denotes the vth interface within a sample. The superscripts 
“+” and “-“ denote fields moving in the + or – directions along the z-axis in the sample 
frame and the inclusion of a prime indicates that the field exists below interface v along the 
z-axis. Therefore, 𝐸𝒗
+ and 𝐸𝒗
−′ both indicate travel away from interface v, with the former 
showing travel along the positive z-direction above the interface and the latter travel along 
the negative z-direction.  Within the matrix of refraction, 𝑟𝑣−1,𝑣 and 𝑡𝑣−1,𝑣 represent the 
linear Fresnel coefficients for reflection and transmission at the boundary between layer v-
1 and v and vary for S and P polarized light: 
 
𝑟𝑣−1,𝑣
𝑃 =
𝑛𝑣−1 cos(𝜃𝑣)−𝑛𝑣 cos(𝜃𝑣−1)
𝑛𝑣−1 cos(𝜃𝑣)+𝑛𝑣 cos(𝜃𝑣−1)
                                         (3.9a) 
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𝑟𝑣−1,𝑣
𝑆 =
𝑛𝑣−1 cos(𝜃𝑣−1)−𝑛𝑣 cos(𝜃𝑣)
𝑛𝑣−1 cos(𝜃𝑣−1)+𝑛𝑣 cos(𝜃𝑣)
                                         (3.9b) 
𝑡𝑣−1,𝑣
𝑃 =
2𝑛𝑣−1 cos(𝜃𝑣−1)
𝑛𝑣−1 cos(𝜃𝑣)+𝑛𝑣 cos(𝜃𝑣−1)
                                         (3.9c) 
𝑡𝑣−1,𝑣
𝑆 =
2𝑛𝑣−1 cos(𝜃𝑣−1)
𝑛𝑣−1 cos(𝜃𝑣−1)+𝑛𝑣 cos(𝜃𝑣)
                                        (3.9d) 
In Equations 3.9a - 3.9d,   is the angle of the beam in either layer v or v-1 and nv 
is the complex refractive index of layer v. The phase matrix is used to calculate the spatial 
phase offset for a field as it travels through a layer (Equations 3.10 - 3.12). 
 
𝜱𝑣 = [
𝑒−𝑖𝜙𝑣 0
0 𝑒𝑖𝜙𝑣
]                                (3.10) 
𝐸𝑣+1
−′
𝐸𝑣+1
+′
= 𝜱𝑣
𝐸𝑣+1
−
𝐸𝑣+1
+                                        (3.11) 
𝜙𝑣 =
2𝜋𝑛𝑣
𝜆
𝑑𝑣 cos(𝜃𝑣)                     (3.12) 
For equation 3.12, 𝜆 is the vacuum wavelength of the beam in question and 𝑑𝑣  is the length 
of layer v. To construct sublayers, this process is the same except the system is divided into 
two separate systems around the interface of interest. As an example, we will discuss the 
modeling of the ESFG field generated using optical constants for a thin film of octyl 
perylene diimide derivative on top of an SiO2 substrate, discussed in more detail in 
Chapters 6 and 7.  
3.3: Results 
Now that we have a method for modeling interference from two active ESFG 
interfaces in a sample we can predict measured ESFG spectra as a function of the thickness 
of our OSC thin films and the wavelength of the generated ESFG. In Figure 3-2, we show 
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model calculations for a PPP polarization experiment. Looking only at Figure 3-2 A to 
start, we see that the calculated ESFG spectra have an oscillatory signal intensity that 
“beats” in strength as a function of the thickness of the OSC film. This is consistent with 
the presence of interference due to multiple ESFG active interface for signal generation 
that are separated by a small distance (~10’s to 100’s of nanometers). The location of the 
peaks in the ESFG signal intensity at ~50 nm and ~150 nm is set by the polarization 
combination and complex refractive index for the particular molecular system and substrate 
used. We also see oscillations in the ESFG intensity as a function of the ESFG energy, with 
peaks at λESFG = ~325 nm and λESFG = ~355 nm. For this calculation, these oscillations are 
also a function of the polarization and complex refractive index, as our molecular response 
is set such that it doesn’t vary as a function of energy.  
 
Figure 3-2: Model calculation of PPP polarization combination for ESFG spectra as a 
function of thickness (A) Calculation for 𝛘Air
 (2)
 = 1 and 𝛘Sub.
 (2)
 = -1 (B) 
Calculation for 𝛘Air
 (2)
 = 1 and 𝛘Sub.
 (2)
 = 0 (C) (B Calculation for 𝛘Air
 (2)
 = 0 and 
𝛘Sub.
 (2)
 = -1 
As the model separates the interference effects from the molecular response when 
calculating the ESFG spectra, we can vary our materials response (the nonlinear 
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susceptibility term 𝛘(2) as discussed in Chapter 2) for each interface individually to 
determine if we can detect differences within our spectra. As 𝛘(2) is a complex value for 
the response of the material, this is done by setting a value for the imaginary portion of the 
𝛘(2) and then calculating a Kramers-Kronig consistent real portion. In Figure 3-2A, we 
calculate the spectra with our molecular response terms set such that the air exposed 
interface (𝛘Air
 (2)
) is set to one and the molecular interface next to our substrate (𝛘Sub.
 (2)
) is 
oppositely signed as negative one (still modeling the response of the molecule). Here we 
are making two approximations: first, that the imaginary portion of the molecular response 
is flat as a function of energy, and second that the buried interface should be oppositely 
signed relative to the air exposed interface. The first approximation is done to simplify the 
model calculation for the discussion in this Chapter, and in later Chapters the 𝛘(2) is treated 
as a fitting parameter for the collected ESFG data. The second approximation is used as an 
initial guess for orientation of the dipolar response for molecules that are on opposite sides 
of the same film, essentially modeling assuming their response is equal, but in the opposite 
direction.  
Figure 3-2B changes the molecular response such that 𝛘Air
 (2)
 is set to one and 𝛘Sub.
 (2)
 
is set to zero. By constructing our molecular response in this fashion, we can separate the 
response to our total spectra in 3-2A that comes only from the air exposed interface, as this 
effectively turns “off” the interface next to the substrate but allows the air exposed interface 
to be calculated as a function of the internal reflections and transmission within the sample. 
We see that the generated ESFG signal for the air exposed interface is initially strong at 
thin film thicknesses, then decreases as we approach a film thickness of ~75 nm, and seems 
to recover as the thickness gets close to ~200 nm. This initially seems counterintuitive but 
is likely due to interference from ESFG generated at the top interface propagating into the 
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sample, reflecting off of the substrate, and exiting through the air exposed surface again to 
destructively interfere with the initial ESFG signal.    
Looking at Figure 3-2C, we have done the opposite of 3-2B and instead set  𝛘Air
 (2)
 is 
set to zero and 𝛘Sub.
 (2)
 back to negative one. In this scenario, we see strong ESFG at thin film 
thicknesses that only decreases as the film is grown. This can be understood be recognizing 
that using the complex refractive index for the material also account for the absorption of 
the generation beams as they pass through the sample (in the imaginary portion of the 
refractive index). Given that the broadband, white light field is resonant with electronic 
transitions for the molecule, its field strength is depleted as it passes through the sample to 
the buried interface. Thus, the generated ESFG signal from the buried interface should 
decrease as a function of film thickness due to the absorption of the white light field. Figure 
3-2 also shows the models sensitivity to the differences in the molecular response. Changes 
to 𝛘Air
 (2)
  and 𝛘Sub.
 (2)
 lead to large changes for the calculated ESFG spectra, and due to the 
separation of the interference effects of the sample from the molecular response, we can 
use a sample’s optical constants to calculate the interference of the ESFG signal as a 
function of thickness and turn the molecular response into a fitting parameter used to match 
the model to the experiment. In this way, we can separate the contributions to the ESFG 
signal from each interface.  
In addition to changing the molecular response for our material for each interface, 
we can perform the same calculations for different polarization combinations. Figure 3-3 
shows the same molecular response for A, B, and C as in Figure 3-2, but for the SSP 
polarization combination instead. By comparing Figure 3-3 and Figure 3-2 we see clear 
differences in the calculated spectra caused by changing the polarization combination 
calculated. This is due to changes in the Fresnel coefficients (Equations 3.9a – 3.9d) that 
depend on the polarization of the electric field. Changing the Fresnel coefficients in this 
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manner leads to changes in peaks and troughs of the oscillations of the ESFG signal as a 
function of film thickness as well as the strength of the ESFG signal measured.  
 
Figure 3-3: Model calculation of SSP polarization combination for ESFG spectra as a 
function of thickness (A) Calculation for 𝛘Air
 (2)
 = 1 and 𝛘Sub.
 (2)
 = -1 (B) 
Calculation for 𝛘Air
 (2)
 = 1 and 𝛘Sub.
 (2)
 = 0 (C) (B Calculation for 𝛘Air
 (2)
 = 0 and 
𝛘Sub.
 (2)
 = -1 
Looking at Figure 3-3A compared to Figure 3-2A, we see subtle shifts in the energy 
at which peaks occur at a film thickness of ~50 nm as well as altering the peak structure, 
especially around λESFG = 325 nm. Additionally, looking at a film thickness of 150 nm, we 
see that in Figure 3-3A we have a large reduction of signal strength as a function of energy, 
losing most of the ESFG signal intensity at λESFG = 325 nm and the shifting the low energy 
peak to λESFG = ~375 nm. These differences continue as we look at Figure 3-3B, where the 
valley in our ESFG intensity is much lower in SSP than in PPP, and in Figure 3-3C where 
the signal falls much more rapidly than it did for PPP. 
As a final example of the capabilities of the interference modeling, we can also 
examine differences in the calculated ESFG spectra as a function collection method. In 
Figure 3-4A, we are showing the calculation of the PPP polarization combination for a 
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reflection method for collecting the ESFG signal (meaning that our detector is placed at a 
90° angel relative to the incoming generation fields) versus the generated ESFG signal as 
a function of transmitting through the sample (Figure 3-4B). For this comparison, the 
molecular response is set such that 𝛘Air
 (2)
 is one and 𝛘Sub.
 (2)
 is negative one.  
 
Figure 3-4: Model calculation of PPP polarization combination for ESFG spectra as a 
function of thickness (A) Reflection from the sample (B) Transmission 
through the sample 
The first difference we see by changing the collection method is the peak structure 
as a function of energy. In the reflection collected calculation, we have a strong peak at 
λESFG = 325 nm and λESFG = 355 nm for a film thickness of 50 nm, but in the transmission 
collection we lose the well separated, strong peak at λESFG = 355 nm. Additionally, looking 
at the recurrence in the ESFG intensity as a function of thickness, the second thickness 
range with strong ESFG signal in the reflection collected calculation happens at ~150 nm, 
but this is clearly shifted for transmission down to ~145 nm. The low energy peak is also 
shifted in transmission to λESFG = 345 nm as opposed to λESFG = 355 nm for the reflection 
calculation. Taken together, Figures 3-3, 3-4, and 3-5 show that the ESFG interference 
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model that we have developed in Chapter 3 is highly sensitive to subtle shifts in molecular 
response for each interface, the polarization experiment performed, and the collection 
method, giving us a strong tool to determine the source of our ESFG signal from a given 
experiment. Here, we have also shown only a subset of the handles we can vary using our 
model to extract the molecular response from to ESFG active interfaces in our sample 
films. 
3.4: Conclusions 
Despite the great benefit ESFG provides in the study of electronic structure at 
interfaces, it can lead to complex spectra that are challenging to interpret. This is in part 
caused by the interference of signals that are generated at multiple ESFG active centers 
within a device, though this same difficulty can be leveraged to our advantage. In this 
Chapter we have shown that by measuring the ESFG signal from films of multiple different 
thicknesses our model can be used to extract the electronic structure of the desired 
interface. Through separation of the interference effects inherent to ESFG generation 
within a thin film sample from the molecular interaction with the generation fields. This 
allows us to float the molecular response as a fitting parameter to our ESFG data for each 
interface individually, giving us the ability to calculate the molecular response at each 
interface separately. This model has been extended and improved to be used with a new 
detection method of ESFG, heterodyne detected ESFG, which is discussed in detail in 
Chapter 7. 
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Chapter 4: Development of an Electronic Sum Frequency Generation 
Spectrometer 
4.1: Introduction 
Sum frequency generation (SFG) has proven to be a powerful technique. Most 
often, SFG is performed with the resonant beam centered in the IR spectral range to 
perform vibrational SFG (VSFG). VSFG has been used to study the structure of water’s 
surface1,2 and has also been adopted to study thin films of organic molecules by looking at 
shifts in the frequency of common vibrational modes caused by changes in the local 
environment at an interface.3–7 Comparatively, electronic SFG (ESFG) has experienced 
less use within the SFG community. While ESFG has been used, often for solution phase 
ESFG for water-air exposed interfaces8–10 and in the solid state to determine molecular 
orientation of monolayers on glass substrates by heterodyne detected ESFG,11 our 
group12,13 is one of a few11,14,15 serving as pioneers in the field of ESFG in the solid state 
due to the increased experimental complexity when moving to optically thick films studied 
by beams that span a broad spectral range in the visible region. 
What then are the additional considerations that make working with visible beams 
more difficult? For one, the energy range required to cover the entirety of a vibrational 
transition is significantly smaller than that of an electronic transition. Additionally, to 
generate ESFG with a sufficiently strong signal, a fair amount of power is required within 
the visible field. Given that super-continuum generation is a weak, non-linear optical 
process, a very strong field is required for generation (our particular setup uses 
approximately 83 μJ of 804 nm light to generate about 13 μJ for the white light (WL) field, 
with 2 μJ used at the sample position). The beam’s high energy requirements greatly restrict 
what medium you can use to generate your broadband field. Often for creating broadband 
visible beams, a crystal such as sapphire or CaF2 is used, but these will burn at the energies 
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we require, so a water flow cell is used instead. Using water leads to a significant increase 
in the temporal dispersion of the generated field compared to that gained caused by 
generation in sapphire and CaF2. ESFG can only be generated when both the WL and 
upconversion fields impinge on the sample simultaneously. The generation method 
described above produces a WL beam where the blue colors hit the sample approximately 
1 ps after the red colors (this is due to the refractive index of glass, water, and air increasing 
as we move to bluer wavelengths and is called chirp). Therefore, to upconvert the entire 
electronic spectrum, either we need to scan the temporal delay of the upconversion beam 
across that of the WL field, or the upconversion beam must be broad enough in time to 
cover the chirp of the WL beam. The requirement to cover the temporal width of the WL 
then requires a stronger upconversion pulse, as ESFG signal scales with the peak intensity 
of the generation beams. This problem is easily avoided in VSFG as the refractive index 
across the IR is effectively flat (outside of CO2 and water absorption in the air) within the 
limited bandwidth of VSFG experiments of ~ 200 cm-1. For ESFG, our broadband field 
stretches across ~ 2000 cm-1 in a region where the refractive index increases greatly as you 
move to higher energy.  
Adopting ESFG to optically thick molecular thin films presents additional 
challenges. As the white light field is resonant with the sample, its amplitude is reduced by 
absorption of the system as it passes to the buried interface (Figure 4-1). Additionally, 
given that we upconvert from a resonance in the visible region, the measured ESFG spectra 
are produced in the UV, where optics for reflection or filtering a broad UV field are more 
expensive. Finally, as discussed in Chapter 3, measuring an optically thick film with 
multiple ESFG active interfaces is complicated by the fact that samples tend to be on the 
length scale of the wavelength for the generated ESFG, which leads to complications in 
determining contributions to the signal from the film interface of interest.  All of this serves 
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to complicate the movement from VSFG to ESFG, especially on the thin film organic 
systems that will be discussed in later chapters. However, through careful planning, we can 
use ESFG to study these films and how their interfaces differ from their bulk. 
 
Figure 4-1: Cartoon showing depletion of the resonant white light field as it passes to the 
buried interface in the sample. 
Below is a history of the ESFG spectrometer used for the measurements described 
in this thesis, with a brief description of additional experimental improvements made to the 
initial spectrometer design. The scientific implications for these improvements are largely 
reserved for discussion in the following Chapters. Chapter 5 uses the initial design 
described in Section 4.2, Chapter 6 uses the altered upconversion field described in Section 
4.3, and Chapter 7 changes detection method as describe in Section 4.4. 
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4.2: Experimental design for direct detection of ESFG Spectra2 
 
Figure 4-2: Schematic of ESFG spectrometer for direct ESFG measurements.  
The experimental layout employed for direct ESFG is shown in Figure 4-2. In this 
detection regime, the signal generated from a sample is immediately imaged through the 
monochromator. A femtosecond Ti:sapphire regenerative amplifier (Coherent Legend Duo 
Elite, 3 kHz, 4.5 mJ) generates a 90 fs pulse centered at 804 nm with a bandwidth of 160 
cm-1 (FWHM). A small portion of the amplifier output (0.1 mJ) was focused into a 1 cm 
path length water flow cell (Starna Cells, 46-Q-10) to generate a white-light 
supercontinuum (WL) that was subsequently collimated with a 90° off-axis parabolic 
mirror (MPD129-G01, Thorlabs).  The task of collimation is complicated by the strong 
chromatic aberration that is visible within the WL beam as the parabolic is moved through 
                                                 
2 Previously published as Pandey, R.; Moon, A. P.; Bender, J. A.; Roberts, S. T. Extracting the Density of 
States of Copper Phthalocyanine at the SiO2 Interface with Electronic Sum Frequency Generation. J. Phys. 
Chem. Lett. 2016, 7(6), 1060-1066. Supplementary Information. My contributions to this paper include 
helping make samples, helping collect ESFG spectra, building the ESFG spectrometer, creation of thin film 
modeling software, modeling and fitting ESFG spectra, and interpreting the spectra and writing the paper 
with my colleagues. 
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its focus, however we stress again the importance of proper collimation at this step as it 
affects the ability to deconvolve the spectrum of the WL beam from the detected ESFG 
spectrum. The WL beam generated in this fashion extends spectrally from ~ 350 nm to 
greater than ~750 nm (the cutoff for the spectrometer), centered around the fundamental 
frequency for generation of 804 nm. Following its collimation ahead of the sample, the WL 
was passed through a pair of glass filters (FGL455 and FGS900-A, Thorlabs) to remove 
the residual 800 nm driving field and limit spectral overlap between the blue edge of the 
WL and the red edge of the emitted ESFG signal field, which aids separation of ESFG from 
scattered white light. The transmitted portion of the WL (450 nm – 750 nm) spectrally 
overlaps with transitions of the systems of interest and thus is likely to be resonant with 
interfacial electronic transitions, allowing it to enhance specific frequency components of 
the ESFG signal. A second portion of the amplifier output was used as the narrowband 
upconversion pulse. Typical pulse energies for the filtered WL and up-conversion pulses 
were ~2 μJ and 1 μJ, respectively. Care must be taken to ensure no damage occurs to the 
films of interest, as this can lead to changes in the measured ESFG spectra (Figure 4-3).  
 
Figure 4-3:  ESFG signal intensity as a function of exposure time for a 50 nm CuPc film.  
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The upconversion and WL fields were focused onto the sample using a 15 cm focal 
length concave mirror in a noncollinear geometry, causing ESFG to be emitted in both the 
forward (transmitted) and reverse (reflected) directions. While we have recorded spectra 
using both collection geometries, within this thesis we limit our discussion to ESFG spectra 
measured using a reflection geometry. We define the z-axis to be the direction normal to 
the sample plane and the ESFG signal is taken to be emitted within the zx plane. Spectra 
were measured using an angle of incidence of θ = 45º with respect to the sample surface 
normal for both the WL and upconversion fields (Figure 4-4).  
 
Figure 4-4: Beam orientation at the sample for ESFG experiments 
 Both of the excitation fields were tilted slightly out of the zx-plane of incidence 
(±2.5º-5º) which allowed spatial separation of the ESFG signal from the driving fields. 
Following the sample, the ESFG signal was collected and collimated with a 90° off axis 
parabolic mirror (50331AL, Newport) and passed through irises and a spectral filter 
(UG11, SCHOTT) to remove scattered WL. A 50 cm lens focused the ESFG field onto the 
entrance slit of a spectrometer (Acton Spectra Pro SP-2500) where a 300 grove/mm grating 
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blazed at 300 nm spectrally dispersed the signal onto a 512 × 2048 pixel liquid nitrogen-
cooled CCD (PyLoN, Princeton instruments).  
In all ESFG measurements, the polarizations of the WL, upconversion beam, and 
emitted ESFG were selected using polarization optics shown in Figure 4-2. Although the 
convention in naming the polarization condition used in a second-order nonlinear 
experiment is to list the polarization of each incoming/outgoing wave in descending energy 
order, we choose to break that convention here and instead list our fields in the order 
ESFG/upconversion/WL. Thus, in our notation a “SSP” measurement corresponds to the 
detection of the S-polarized component of the ESFG field generated by a S-polarized 
upconversion field and P-polarized WL. This choice allows us to draw analogies to 
vibrational SFG spectra wherein the final named interaction is one that is resonant with the 
sample. 
Due to chirp in the WL pulse, ESFG spectral acquisition requires scanning the time 
delay between the WL and upconversion fields using a computer-controlled delay stage 
(Newport XMS50) to fully measure a sample’s second order response (Figure 4-5B). The 
top axis of this figure represents the wavelength of the emitted ESFG signal (ESFG) while 
the bottom denotes the component of the WL (WL) that drives emission at 𝜔ESFG = 𝜔WL + 
𝜔UP. Each ESFG spectrum plotted in Chapters 5 and 7 represent the sum of a set of 
measurements wherein the time delay between the WL and upconversion fields was 
scanned. The spectrum acquired at each step was averaged for a 400 second exposure time. 
Figure 4-3A displays the ESFG spectrum of z-cut quartz measured in this manner. As 
quartz contains no resonant transitions in the visible range, this spectrum is purely non-
resonant and indicates the spectral instrument response function of our ESFG spectrometer, 
which spans WL ~ 450 – 750 nm. To deconvolute the instrument response from our 
measured spectra and account for day-to-day fluctuations in laser power, each ESFG 
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spectrum that we include in this report has been normalized using a reference spectrum 
obtained for z-cut quartz at PPP polarization taken on the same day.  
 
Figure 4-5: (A) Representative spectra of the filtered WL spectrum compared vs. collected 
ESFG for z-cut quartz (B) ESFG spectrum of z-cut quartz as a function of 
time delay between WL and upconversion beams 
4.3: Changing the wavelength of the upconversion beam 
To improve direct detected ESFG an adjustment in the upconversion field used for 
ESFG generation was made (Figure 4-6). We follow the same detection method for direct 
detected ESFG, but instead of using the 804 nm beam directly from the Ti:sapphire 
amplifier, we pass a portion of this fundamental field (approximately 1.5 mJ) into a 
picosecond optical parametric amplifier (TOPAS 400, LightConversion). The OPA takes 
the femtosecond 804 nm field from the regenerative amplifier and converts it to a 3 ps 
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beam tunable across the visible and near IR. By changing to a beam with a 3 ps pulse width, 
we can upconvert across the entire WL spectrum at a single time delay instead of having 
to scan across the temporal dispersion inherent to the WL generation process (Figure 4-
6A). 
 
Figure 4-6:  (A) Cartoon of temporal width for white light vs. fundamental and TOPAS 
(B) ESFG intensity of quartz LO as a function of time delay between 
TOPAS and WL fields.  
Figure 4-6B shows the intensity of the ESFG field as a function of the time delay 
between the TOPAS and WL beams. While there is the same growth of different colors as 
a function of time delay as seen in figure 4-5A (where upconversion was performed with 
the fundamental beam), there is a clear section where it is possible to upconvert all of the 
colors within the WL spectrum at a single time delay. This ability removes the need to scan 
the time delay between the two generation beams, instead being able to upconvert the 
whole white light field in a single spectrum. It should be noted, however, that as ESFG is 
a second-order, non-linear spectroscopic technique, high peak intensity is required to 
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generate a signal from our samples that is strong enough to record above detector noise. 
This means that with the increase in the upconversion beam’s temporal width when 
switching to the TOPAS for upconversion requires a greater overall field intensity. By 
comparison of long-term damage measurements performed on organic films we find that 
field energy of just under 10 J generates sufficient signal without damaging our samples. 
Similar to the previous section, an in-depth discussion of these experiments is reserved for 
Chapter 6.  
In addition to reducing the time required for a complete ESFG spectrum, using an 
OPA for our upconversion field allows us move away from multiphoton resonance effects 
within our ESFG generation. The analysis of our ESFG spectra in Chapters 5-7 are 
performed with the assumption that our white light field is the only beam that is resonant 
with the electronic states of our sample. If this assumption is true, when we change the 
energy of our upconversion field our ESFG spectra should shift in energy on the ESFG 
axis, but should remain invariant as a function of the upconversion beam energy on the 
one-photon white light axis. Figure 4-7 plots the ESFG spectra collect for a 51 nm N−N′-
dimethyl-3,4,9,10-perylenedicarboximide (C1-PDI) thin film on an SiO2 substrate as a 
function of the upconversion energy after subtraction to the one-photon axis. Here, the blue 
spectrum (804 nm) is generated using the fundamental beam from the amplifier, and the 
light blue (885 nm), green (981 nm), and red (1028 nm) fields are made by tuning the 
TOPAS to the indicated wavelength for ESFG generation. Comparing the two generation 
schemes, we see that while the spectra collected using the TOPAS do still shift on the one-
photon axis as a function of upconversion wavelength (shifting to higher energy as the 
wavelength is moved to lower energy by ~ 20nm) the shift is significantly less than that 
seen with when comparing the TOPAS upconversion to that of 804 nm with the 
fundamental. This is likely due to additional resonance conditions when the upconversion 
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beam is higher in energy, which can greatly complicate the interpretation of the ESFG 
spectrum.  
 
Figure 4-7: Comparison of the PPP ESFG spectra for a 51 nm C1-PDI thin film as a 
function of upconversion wavelength. Spectra are plotted versus the white 
light axis (after subtraction of the upconversion energy from the ESFG 
spectra). 
As an example, the linear absorption of the 51 nm C1-PDI film is plotted with the 
ESFG spectra in Figure 4-7 (black trace). While spectra generated when the TOPAS is 
used for upconversion don’t perfectly overlap with the electronic absorption spectrum, they 
overlap with it (and each other) much more closely than that of the 804 nm upconversion. 
In addition, the comparatively subtle shifts seen using the TOPAS could be explained by 
shifts in thin film interference and Fresnel coefficients as discussed in Chapter 3, but this 
difference is too great for the 804 nm. Thus, by switching to the TOPAS for upconversion, 
we gain tunability in the energy used for the upconversion field, and gain the ability to 
move away from multiphoton resonance effects. 
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4.4: Brief overview of design for Heterodyne detection scheme3 
 
 
Figure 4-8: Schematic showing the experimental layout used for HD-ESFG 
measurements. 
Figure 4-8 shows a schematic of the experimental layout employed for heterodyne-
detected electronic sum frequency generation (HD-ESFG) measurements. Here, the 
significant difference from direct detected ESFG is the inclusion of a z-cut quartz piece in 
the beam path before the generation fields interact with the sample. Specifically, the beams 
are generated and focused in the same manner as the direct ESFG experiment, but then 
focused onto a 20 μm thick z-cut quartz piece (referred to as the local oscillator or LO), 
which generates a broadband, non-resonant ESFG signal within the material ahead of the 
sample.  The z-cut quartz piece is non-centrosymmetric and therefore gives a strong, bulk 
allowed ESFG response. By generating a strong ESFG field ahead of the sample, we can 
                                                 
3 Previously published as Moon, A. P.; Pandey, R.; Bender, J. A.; Cotton, D. E.; Renard, B. A.; Roberts, S. 
T. Using Heterodyne-Detected Electronic Sum Frequency Generation to Probe the Electronic Structure of 
Buried Interfaces. J. Phys. Chem. C 2017, 121(34), 18653-18664. My contributions to this paper include 
helping collect ESFG spectra, building the ESFG spectrometer, creation of initial thin film modeling 
software, consultation of modeling and fitting ESFG spectra, and interpreting the spectra and writing the 
paper with my colleagues. 
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interfere the signal from the sample against that of the LO to greatly improve detection 
efficiency of the spectrometer. Following generation of the LO ESFG field, all three beams 
are collimated by a 90o off-axis parabolic mirror. The next large change in the experimental 
design comes in the form of the 145 μm glass delay plate placed exclusively in the path 
traveled by the LO signal before all three beams are refocused onto the sample by a second 
parabolic mirror. This piece of glass introduces a temporal delay in the ESFG signal from 
the LO relative to the two generation fields, and therefore the ESFG from the sample. After 
signal generation from the sample, the beams are then collimated as in a direct ESFG 
measurement scheme before being focused onto a spectrometer/CCD camera. The 
existence of two ESFG signals that are temporally separated causes an interference pattern 
to appear in the measured ESFG field at the CCD camera, and is the basis for the 
heterodyne ESFG (HD ESFG) detection scheme (Figure 4-5A). It is important to note that 
you need to carefully choose the delay plate thickness, as too little or too great of a temporal 
walk off between the LO and the generation fields will lead to a lack of interference. 
While the full discussion for this experiment and its results will be left for Chapter 
7 of this thesis, Figures 4-9A and B briefly show the advantage of these changes to the 
direct ESFG spectrometer. In Figure 4-9A we see the interference pattern created when 
from the 20 μm quartz LO with that of the signal from a 54 nm C1-PDI thin film on fused 
quartz. Here, the primary peaks are from the strong, bulk allowed non-resonant response 
of the LO, while the interference fringes on top of these peaks contain the desired 
information for the sample film. These contributions can be separated by using a fast 
Fourier transform (FFT), and the signal from the film can be isolated by normalization of 
HD-ESFG signal from a piece of quartz at the sample position. The upper half of Figure 4-
9B shows the comparison in signal-to-noise ratio for the extracted sample-LO ESFG signal 
relative to that of the direct measurement for a C1-PDI film. We can see that there is a 
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marked improvement in this signal-to-noise ratio, especially when it is noted that both 
signals are collected for the same length of time. The lower half of 4-9B shows it is possible 
to extract signal that depends exclusively on the sample, and that while the noise is greatly 
reduced in the HD-ESFG measurement, the location of the detected signal and general 
shape are the same. Differences in these two spectra are again left for discussion in a later 
Chapter. 
 
Figure 4-9: (A) Example HD ESFG spectra for 20 μm quartz LO and 54 nm C1-PDI thin 
film (B) Example of signal to noise improvement for detection of C1-PDI 
film between direct and HD ESFG measurements 
4.5: Summary 
In this Chapter, we have described the challenges of creating an ESFG 
spectrometer. We started with the description of the initial direct detected ESFG 
spectrometer used in Chapter 5 and changing the upconversion field from using the 
fundamental beam to generation by an OPA for Chapter 6. Finally, we developed HD-
ESFG for improvement to signal-to-noise ratio for Chapter 7. 
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Chapter 5: Extracting the Density of States of Copper Phthalocyanine 
Using Electronic Sum Frequency Generation4 
5.1: Introduction  
In previous Chapters we have established the need for an interfacial specific 
spectroscopy that reports on the density of states for organic semiconductors (OSC’s) at 
buried interfaces. With a theoretical understanding of electronic sum frequency generation 
(ESFG), we can consider its application to a known OSC to determine the information we 
can gain through our interface specificity. The ability ESFG will give to compare the 
energetic states for a molecule in its bulk relative to that at the interface will provide new 
insights into the changes we see for a system put into a new environment, and can be 
applied to improving the function and capability of nanostructured semiconductors. To 
begin, we need a well-known OSC system that can be used to study the strength of ESFG 
applied to these systems. We have chosen copper phthalocyanine (CuPc) thin films grown 
on SiO2 substrates by thermal evaporation. CuPc was one of the first OSCs used as an 
electron donor in organic photovoltaic cells1 and is noted both for its long-lasting 
photostability and high extinction at the red-edge of the visible spectrum.2 When thermally 
deposited, CuPc forms crystallites that pack in centrosymmetric slip-stacked 
arrangements.3–5 Therefore, no dipolar ESFG signal is expected from the bulk of a CuPc 
film, allowing ESFG measurements to report on distortions of the electronic density of 
states of interfacial CuPc molecules.  
In this Chapter, we present ESFG spectra of CuPc thin films prepared by thermal 
deposition on SiO2. Features that appear in these spectra are similar to those in a linear 
                                                 
4 Previously published as Pandey, R.; Moon, A. P.; Bender, J. A.; Roberts, S. T. Extracting the Density of 
States of Copper Phthalocyanine at the SiO2 Interface with Electronic Sum Frequency Generation. J. Phys. 
Chem. Lett. 2016, 7(6), 1060-1066. My contributions to this paper include helping make samples, helping 
collect ESFG spectra, building the ESFG spectrometer, creation of thin film modeling software, modeling 
and fitting ESFG spectra, and interpreting the spectra and writing the paper with my colleagues. 
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absorption spectrum but are shifted in energy, which implies changes in the electronic 
structure of these films at the SiO2 interface relative to their bulk. In addition, ESFG line 
shapes are found to be strongly dependent on film thickness. Prior studies of CuPc films 
using a related even-order nonlinear spectroscopy, second harmonic generation (SHG), 
observed a similar dependence of the SHG signal on film thickness.6–11 While these studies 
attributed this result to electric quadrupolar coupling of the SHG fields to the bulk of their 
sample films, a process permitted in centrosymmetric media,12–14 these studies neglected 
to consider that optically thin CuPc films necessarily have two SHG active surfaces. As 
such, fields emitted by both surfaces will interfere with one another and could explain the 
experimentally observed thickness trend. Indeed, we find that by applying a thin film 
interference model,15–18 we are able to largely reproduce the changes observed in ESFG 
spectra with film thickness. This model also allows us to separate the second-order 
nonlinear susceptibility, χ(2), associated with both the CuPc:SiO2 and CuPc:Air interfaces. 
Such information reports on the electronic structure and organization of molecules at these 
interfaces. This work demonstrates that ESFG is an effective tool that can noninvasively 
probe the interfacial density of states of thin film electronics and provide information 
critical to their optimization. 
5.2: Characterization 
Figure 5-1B plots the linear absorption spectrum of a 50 nm thick CuPc film in the 
region about its Q-band. For monomeric phthalocyanines in solution, the Q-band 
corresponds to a doubly degenerate π-to-π* HOMO-to-LUMO transition with dipole 
moments polarized along perpendicular directions within CuPc’s molecular plane.19,20 Due 
to intermolecular excitonic coupling in the solid state, the Q-band splits into two prominent 
transitions in thin films, one centered at 695 nm and another at 615 nm.21,22 For simplicity, 
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we denote these bands QA and QB, respectively. we also observe a weak transition that 
broadens the high-energy side of the Q-band near 575 nm. While spectra of isolated 
phthalocyanines display a weak absorption in this region that has been assigned to both an 
n-to-π* transition19,23,24 and a vibronically allowed b1g → eg transition,25 a more likely 
explanation for this band in the solid state is coupling of intermolecular charge transfer 
states to the Frenkel excitonic states that comprise the Q-band.26 This assignment is 
supported by electro-absorption26–28 and electron energy-loss spectra29 that have each 
shown the resonances comprising the Q-band contain charge transfer character, particularly 
on its high energy side.26,27 As such, we label this band QCT. 
 
Figure 5-1:   (A) Example ESFG energy level scheme with experimental geometry used 
in this Chapter (B) Absorption spectrum for a 50 nm CuPc film on SiO2 
substrate. 
CuPc was obtained from Sigma-Aldrich and used as received to prepare thin films. 
Prior to deposition, SiO2 substrates (Borosilicate Glass, Fisherbrand, thickness = 140 m) 
were carefully cleaned by washing first with detergent, followed by deionized water, 
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methanol, and finally dried with flowing N2 gas. All CuPc films were prepared at room 
temperature using a thermal evaporator (Amod, Angstrom Engineering) at pressures of 10-
6-10-7 Torr with a deposition rate of 1 Å/sec. Film thicknesses were determined via 
spectroscopic ellipsometry (M-2000, J. A. Woollam) performed by scanning the incidence 
angle from 40-55° in 5º steps and fitting data recorded outside of the CuPc absorption 
region (900 – 1000 nm) using a Cauchy model. Absorption spectra of CuPc films were 
recorded using a UV-Vis spectrometer with an integrating sphere attachment (Shimadzu 
UV-2600). Absorption spectra for all investigated CuPc films appear in Figure 5-2 A and 
scale linearly in amplitude with film thickness. 
  
Figure 5-2:  (A) Linear absorption spectra of thermally evaporated CuPc films as a function of 
film thickness. (B) GIXRD pattern of a 149 nm thick CuPc film. 
Prior studies that have prepared thermally deposited CuPc films at room 
temperature have observed they tend to form polycrystalline grains that adopt a 
centrosymmetric brickstone structure referred to as CuPc’s -phase.3–5 Additionally, CuPc 
films deposited on weakly interacting substrates such as SiO2 are found to preferentially 
align with their molecular planes tilted normal to the substrate surface as this maximizes 
van der Waals interactions among CuPc molecules.30–32 Thermal annealing of these films 
can cause them to form CuPc’s more stable herringbone polymorph (-phase)33 which is 
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also centrosymmetric.34 Our data display an intense peak near 2 = 7.05º that has been 
assigned to the (200) Bragg diffraction plane from CuPc’s -phase and is indicative of 
grains containing CuPc molecules tilted perpendicular to the substrate surface (Figure 5-
2B).30,31,35 In addition to higher order diffraction peaks associated with this feature at 2 = 
14.1º and ~21º, we observe a weak clustering of peaks near 2 = 27.8º that are characteristic 
of CuPc molecules lying flat along a surface.31,35 These features are consistent with both 
polymorphs, suggesting that our films may contain a mixture of - and -phase crystallites. 
However, the relatively small amplitude of this feature allows us to conclude the majority 
of crystallites that comprise our films orient in an edge-on manner.  
              
Figure 5-3:  (A and B) AFM images of 50 nm and 149 nm thick CuPc films. (C) Grain 
size distributions extracted from these images. 
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AFM images of our CuPc films, collected in tapping mode, are consistent with the 
formation of polycrystalline grains with an average diameter of 40 nm (Figure 5-3). 
However, despite being polycrystalline, these films are smooth, possessing an RMS surface 
roughness of 2 – 4 nm depending on film thickness. 
5.3: ESFG Spectra of CuPc Films 
 
Figure 5-4:  Comparison of electronic absorption spectrum of a 50 nm CuPc film to PPP 
and SSP ESFG spectra measured for the same film in a reflection geometry.  
Plotted alongside the linear absorption spectrum in Figure 5-4 are ESFG spectra of 
our CuPc sample film collected for both PPP and SSP polarization conditions. Details 
regarding our ESFG spectrometer and the preparation of CuPc sample films are given 
previously in Chapter 4. In the PPP spectrum, we observe two prominent peaks at WL = 
682 nm and 642 nm as well as a broad feature near 565 nm that appears to be comprised 
of multiple peaks. Focusing first on the two lower energy peaks, we find that they resemble 
the two excitonically split resonances QA and QB in CuPc’s linear absorption spectrum but 
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are spectrally shifted. In particular, these resonances decrease their peak spacing from 0.23 
eV in the linear absorption spectrum to 0.12 eV in the PPP spectrum, suggesting that 
excitonic coupling is reduced among interfacial CuPc molecules relative to those in the 
film’s bulk. Studies of the growth mechanism of CuPc films on SiO2 have shown the initial 
monolayer grows by nucleating one-dimensional slip-stacked arrangements of molecules 
whose growth axis lies along the substrate plane.36 Simultaneous nucleation of multiple 
crystallites during film growth could lead to preferential formation of small grains and 
defects with excitonic structures that strongly differ from CuPc’s bulk. Alternatively, the 
peak shifts we observe may result from electrostatic interactions between CuPc molecules 
and the SiO2 surface.
37  Indeed, prior studies have suggested such interactions can distort 
CuPc’s molecular symmetry and perturb its interfacial density of states with respect to the 
bulk.38 Examining the ESFG spectrum measured for SSP polarization conditions, we find 
the prominent QA and QB features that appear in the PPP spectrum are strongly suppressed.  
 
Figure 5-5:   (A) ESFG spectra 50 nm CuPc on SiO2 measured for SPS, PSS, SSP, and 
PPP polarizations. (B and C) PSS and SPS spectra of a 50 nm (black) and 
111 nm thick (red) CuPc film. 
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We have also measured spectra for PSS and SPS polarization conditions (Figure 5-
5) and found that the QA and QB peaks are absent in these spectra. In Figure 5-6, we show 
the frame of reference used for our ESFG spectrometer as it relates the sample frame of x, 
y, and z to the lab frame in polarizations. The +z direction is defined as the normal direction 
pointing away from the CuPc surface and the emitted ESFG field lies in the xz-plane. Given 
this frame of reference, PSS and SPS spectra respectively probe the χzyy and χyzy 
components of the second order nonlinear susceptibility, χ(2), and report on electronic 
resonances whose transition dipole moments lie in the sample plane. In contrast, SSP 
spectra report χyyz, which describes resonances with moments perpendicular to the sample 
plane. PPP spectra probe all three of these tensor elements in addition to χzzz, which is 
sensitive to out-of-plane transitions.  
 
Figure 5-6:    Frame of reference used for our ESFG experiment  
The relative intensities we observe for peak features between SSP, PPP, SPS, and 
PSS ESFG spectra support the notion that CuPc molecules orient at the SiO2 surface in an 
edge-on fashion. CuPc molecules oriented normal to this surface should possess Q-band 
transition moments with both in-plane and out-of-plane character. However, as CuPc 
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crystallites grow with random orientations in the plane of the surface, in-plane 
contributions to χ(2) will be suppressed as the film will on average adopt azimuthal 
symmetry.39,40 The absence of strong Q-band features in PSS and SPS spectra supports this 
scenario. In addition, the larger Q-band signal observed for PPP spectra over SSP spectra 
is consistent with CuPc oriented normal to the SiO2 interface. While both of these 
measurements probe transition moments with out-of-plane character, the χyyz tensor 
element measured by SSP spectra represents the product of an out-of-plane transition 
moment and the in-plane polarizability of the sample film, χyyz = αyyμz.41 In contrast, χzzz is 
the product of the out-of-plane transition moment and the sample’s out-of-plane 
polarizability, χzzz = αzzμz. As the polarizability of CuPc is largest within its molecular 
plane,42 if CuPc aligns with this plane normal to the sample surface, this will boost the 
value of χzzz relative to χyyz. 
Turning our focus to the high energy band that appears in the PPP spectrum, we 
find that it roughly falls into resonance with the QCT peak observed in CuPc’s linear 
absorption spectrum. As such, we assign this band to QCT in accord with prior SHG work 
performed on CuPc films.6,8 Interestingly, the QCT resonance also appears in the SSP 
spectrum but displays lower amplitude and is noticeably blue shifted with respect to a peak 
near WL = 535 nm. We believe this amplitude change is in part related to the orientation 
of interfacial CuPc molecules. However, the spectral shift of this band between SSP and 
PPP spectra and its complicated peak structure may in part be explained by optical 
interference between ESFG signals emanating from the CuPc:Air and CuPc:SiO2 
interfaces.  
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5.3: Modeling Thin Film Interference 
                 
Figure 5-7:  SSP and PPP ESFG spectra measured as a function of CuPc film thickness.  
In Chapter 3 we discussed the need for (and theory behind) a thin film interference 
model as ESFG is generated from both interfaces within our system (CuPc:Air and 
CuPc:SiO2), and we need to separate their contributions. To study the effects of this 
interference and to vet the model described, we have examined how CuPc’s ESFG 
spectrum changes with film thickness (Figure 5-7). If signal purely originates from the 
buried CuPc:SiO2 surface, we would expect our ESFG signal to peak for our thinnest films 
and to decrease with increasing film thickness due to attenuation of both the excitation and 
ESFG fields as they travel to and from this buried interface. In contrast, if ESFG is emitted 
from both the top and bottom surfaces of our CuPc films, we should observe oscillations 
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in the intensity of our ESFG signal with film thickness due to changes in the relative phase 
of these two signals. Examining the SSP data in Figure 5-7, we see that the QCT band near 
535 nm changes its amplitude with film thickness, peaking at a value of 50 nm before 
decreasing drastically at a thickness of 92 nm and displaying a strong recurrence at 149 
nm. The PPP spectra in Figure 5-7 display similar oscillations in band intensities that 
suggest we observe ESFG from both the CuPc:Air and CuPc:SiO2 interfaces. Although 
prior studies concluded that SHG emitted by CuPc films resulted from quadrupolar 
coupling of electric fields to their bulk,7,9 if ESFG emitted by our films was generated via 
this mechanism we would expect a quadratic growth of our signal with film thickness,43 
which we do not observe.  
The specifics of the model we apply is discussed in detail in Chapter 3. Briefly, to 
model the oscillatory behavior of our CuPc SSP data, the thickness dependence of the 
signal is fit by optimizing the values of χyyz,Air and χyyz,SiO2. Given the complexity of our 
measured spectra, we have avoided using a line-shape model, such as a sum of complex 
Lorentizans, to fit our measured spectra. Rather, the values of χyyz,Air and χyyz,SiO2 are 
determined on a point-by-point basis by taking individual wavelength slices through the 
data set and independently optimizing the values of χyyz,Air and χyyz,SiO2 for each wavelength 
slice. To ensure that the real and imaginary components of χyyz,Air and χyyz,SiO2 that result 
from our fitting routine are Kramers-Kronig consistent, we input an initial guess for the 
imaginary components of these two quantities, optimize their values with their real 
components to zero, and then compute their real components using a Kramers-Kronig 
transform.44 The thickness dependent ESFG spectra are then recomputed using our now 
complex values of χyyz,Air and χyyz,SiO2. If a significant deviation from experiment occurs, 
the real components of these two quantities are held fixed, their imaginary components 
reoptimized, and their real components recomputed using via Kramers-Kronig 
 69 
transformation. This process is repeated until a fit to our ESFG spectra converges. During 
this process, we assume that χyyz,Air and χyyz,SiO2 are oppositely signed due to the inversion 
of the CuPc film orientation with respect to these interfaces. Our model also assumes χyyz,Air 
and χyyz,SiO2 are thickness independent, which ignores the possibility of restructuring of 
these interfaces during film growth. This is likely justified as we observe only minor 
changes in film roughness with thickness. We also ignore any non-resonant ESFG fields 
produced by the SiO2 substrate as measurements of bare SiO2 failed to produce any 
discernable signal. The complex refractive index of CuPc was taken from Reference45 and 
assumed to be isotropic throughout the bulk of our CuPc films. This validity of this 
assumption is supported by prior ellipsometry measurements that have suggested 
anisotropy in CuPc’s refractive index due to a net orientation of CuPc molecules within a 
film could be ignored for sufficiently thin (<200 nm) films.45,46 The quality of our fits 
below supports this assumption. 
Figure 5-8 compares our experimental SSP ESFG spectra (Figure 5-8A) and the fit 
generated by our model (Figure 5-8B). Overall, the model reproduces the data well, 
predicting the correct location of recurrences as a function of film thickness. This is 
highlighted in Figure 5-8C, which shows a slice along the ESFG data at WL = 560 nm. We 
see that the model matches the peak height and position of the experimental data for films 
< 100 nm in thickness but underestimates the amplitude of the ESFG signal for thicker 
films. This discrepancy may arise from minor contributions from electric quadrupolar 
signals (discussed in a later section) and we are currently working to incorporate a 
description of these effects into our model. However, we stress that a simple electric dipolar 
treatment of both interfaces can explain most of the experimental thickness trend for SSP 
spectra, leading us to conclude that dipolar response dominates the ESFG response. 
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Figure 5-8:  (A and B) Comparison of measured experimental CuPc SSP spectra and a 
fit. (C) Side-by-side comparison of experiment and model slice. 
Figure 5-9 compares the imaginary portions of the complex quantities, χyyz,Air and 
χyyz,SiO2,calculated by fitting the measured SSP spectra. Also shown in the figure are the 
values of Im[χzzz,Air] and Im[χzzz,SiO2] extracted from PPP spectra, which were fit using the 
values of χyyz,Air and χyyz,SiO2 obtained from SSP data and assuming that χzyy and χyzy are 
negligible for both interfaces due to the low amplitude measured for PSS and SPS spectra 
(Figure 5-5 B and C). Focusing first on the buried interface, we find Im[χzzz,SiO2] displays 
two distinct peaks at 645 and 685 nm, similar to the PPP spectrum in Figure 5-4, that we 
assign to QA and QB. The narrower spacing of these peaks relative to CuPc’s linear 
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absorption spectrum suggests a change in the coupling of CuPc’s states at the SiO2 
interface.  
 
Figure 5-9:  Comparison of the linear absorption spectrum of a 50 nm CuPc film and the 
best fit values.  
Interestingly, we find the bluest portion of QCT is strongly suppressed in Im[χzzz,SiO2] 
appearing instead as a broad resonance peaked near 525 nm in Im[χyyz,SiO2]. Thus, we 
conclude the band we assign to QCT in our PPP data significantly reflects χyyz’s contribution 
to these spectra and that this band’s complicated peak structure largely originates from the 
optical interference of signals emitted by the CuPc:Air and CuPc:SiO2 interfaces. 
Additionally, prior electro-reflectance studies of CuPc single crystals have concluded that 
the charge transfer interactions that give rise to QCT largely involve cofacial molecules 
arranged along CuPc’s b-axis.26 As our data support a scenario wherein CuPc molecules 
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preferentially align with their molecular planes normal to the sample surface, this would 
suggest QCT is associated with charge transfer interactions that occur within the plane of 
the sample surface. Exciting this transition then should induce a large change in the in-
plane polarizability of the sample and hence a stronger signal from Im[χyyz,SiO2]with respect 
to Im[χzzz,SiO2], indicating this may be an additional contribution to the strength of QCT.  
Comparing the response of the CuPc:Air interface to that of CuPc:SiO2, we find QA 
and QB are much more intense in Im[χzzz,SiO2] than Im[χzzz,SiO2]. This may suggest a stronger 
degree of vertical alignment of CuPc molecules at the buried interface. Such structural 
ordering could also in part explain the narrow linewidths we observe for QA and QB in 
Im[χzzz,SiO2], which would be consistent with a decrease in structural heterogeneity at the 
buried CuPc:SiO2 interface. Alternatively, the sharpness of these features as well as their 
decreased peak spacing relative to that in linear absorption spectra of our films may indicate 
a decrease in the average size of CuPc crystalline grains at the SiO2 interface. A reduction 
in crystallite size will lower the number of molecules that electronically couple to give rise 
to the QA and QB features that appear in our spectra, reducing both the bandwidth of these 
features and their peak spacing. However, any change in the average molecular 
organization of the air-exposed and buried interface would also be expected to induce a 
change in the relative amplitudes of Im[χyyz,SiO2] and Im[χyyz,Air], which we find to be more 
similar than not. While our fit to our SSP data is very robust, our model’s fit to our PPP 
spectra is of lower quality (Figure 5-10). This likely reflects some of the shortcomings of 
our model, which assumes no contribution of χzyy and χyzy to our spectra and that 
quadrupolar contributions can be ignored. However, given our model’s overall good 
agreement with SSP spectra, we reason that bulk quadrupolar contributions to our PPP 
spectra are small as a similar amplitude of these signals would be expected for both SSP 
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and PPP spectra. Rather, if quadrupolar signals contribute to our response, they are likely 
interfacial in origin as discussed by Matsuzaki et. al.13 
 
Figure 5-10: (A and B) Comparison of experimental CuPc PPP and fit. (C - E) Side-by-
side comparison of experiment and model for data slices. 
For materials with azimuthal symmetry such as our CuPc sample films, features 
that appear in PPP spectra are dependent on four nonzero components of χ(2) : χyyz, χyzy, 
χzyy, and χzzz.6 Thus, fitting PPP spectra requires finding values for each of these four terms. 
As discussed in Chapter 3, χyyz can be obtained by fitting SSP spectra as this data only 
depends on this tensor element. Likewise, χyzy and χzyy can in principle be found by fitting 
SPS and PSS spectra, respectively. As seen in Figure 5-5, spectra measured for these two 
polarization combinations are weak compared to spectra measured for both SSP and PPP 
polarizations. This implies χyzy and χzyy are likely small compared to both χyyz and χzzz and 
justify setting χyzy and χzyy equal to zero, which allows us to fit our PPP spectra by floating 
only a single tensor element, χzzz. 
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Figure 5-10 compares PPP spectra measured experimentally as a function of CuPc 
film thickness to a fit produced by our interference model. Overall, our fit agrees 
qualitatively well with experiment, especially in the region of the QA and QB transitions, 
as highlighted by Figure 5-10C. However, our fit is noticeably poorer near QCT, wherein 
the model predicts a minimum at a thickness of 100 nm that is not observed experimentally. 
This discrepancy likely results in part from our neglect of χzyy as PSS spectra show a weak 
but discernable peak due to QCT, but also from our lack of inclusion of EQ source terms as 
discussed in a later section.  
In interpreting the values retrieved for Im[χyyz,SiO2] and Im[χzz,SiO2] above, we have 
compared these quantities to the linear absorption spectra of our films in the Q-band region. 
This comparison assumes the primary resonance condition that enhances our ESFG spectra 
is that between our WL pulse and the Q-band. However, the sum of our WL and 
upconversion fields place them into resonance with CuPc’s Soret band, raising the question 
if this additional resonance enhances our ESFG spectra. In such a scenario, our spectra 
would represent a product of the transition dipoles41,47 for moving from the a1u and eg states 
that comprise the Q-band, a2u and eg states that form the Soret band, and importantly, the 
a1u and a2u states that contribute to both bands.
19 As this latter transition is not dipole 
allowed, we expect this to strongly reduce doubly resonant contributions to our spectra.  
5.4: Quadrupolar Contributions to Spectra 
Thus far, our interpretation of features observed in ESFG implicitly assumes signal 
from the films’ interfacial regions dominate the response. However, prior SHG studies of 
CuPc films have suggested the possibility of electric quadrupolar (EQ) contributions to 
these measurements.7,9 Specifically, three ESFG contributions can be identified that result 
from EQ coupling of the sample to either the nonresonant upconversion field (Quad1), the 
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white light continuum (Quad2), or the outgoing ESFG field (Quad3). In naming these terms 
we have followed the convention employed by Yamaguchi et. al.48 In principle, ESFG 
generated by each of these mechanisms can originate from both the bulk of a sample and 
from molecules located at interfaces.12,13,48,49 In particular, interfacial EQ ESFG signals can 
be of a similar magnitude or larger than those generated by a film’s bulk as a discontinuity 
of the sample’s dielectric constant at an interface can create large field gradients for both 
the incoming excitation fields and emitted ESFG field. Fortunately, the contribution of both 
bulk and interfacial EQ ESFG signals to our CuPc spectra can be estimated by examining 
the polarization and thickness dependence of our measured signals. The interfacial 
contribution to Quad1, Quad2, and Quad3 can be estimated by noting that each of these 
terms will be largest when the involved field is P-polarized as EQ coupling depends on the 
gradient of the involved field. These will be maximized along the direction normal to a 
sample surface due to discontinuities in the sample’s dielectric constant along this direction 
at both the CuPc:Air and CuPc:SiO2 interfaces.
13,48 Thus, we expect the interfacial EQ 
contribution due to Quad1 to appear in spectra measured for SPS polarization conditions, 
Quad2 in SSP spectra, Quad3 in PSS spectra, and contributions from all three interfacial 
EQ terms in PPP spectra.13 While interfacial EQ signals will experience the same 
interference effects, bulk EQ signals are expected to grow  quadratically with film 
thickness. Moreover, as the electric quadrupole signals arise from the bulk, we expect 
spectral features due to these terms to overlap well with bands observed in bulk spectra of 
our sample films. 
To estimate the contribution of interfacial EQ source terms to the QA and QB bands 
that appear in CuPc’s ESFG spectra, we can use the measured PSS and SPS spectra for two 
CuPc films with thicknesses of 50 and 111 nm (Figure 5-5 B and C). Overall, the signal 
intensity is much weaker than that observed for SSP and PPP spectra and given our signal-
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to-noise, no features can be clearly attributed to QA or QB near 682 or 642 nm, respectively. 
The absence of these features in both PSS and SPS spectra strongly suggest that the 
interfacial Quad1 and Quad3 contributions do not contribute to QA or QB. Likewise, we 
can also conclude that bulk EQ contributions to these bands are minimal as their spectral 
position in our PPP spectra are notably distinct compared to bulk linear absorption spectra. 
However, at this time we cannot entirely rule out interfacial contributions due to Quad2.  
Examining the QCT region at higher energy, we find that this band is absent from 
SPS spectra, allowing us to immediately rule out interfacial Quad1 contributions to it. 
However, for a 50 nm CuPc film, we observe a relatively weak feature in its PSS spectrum 
that appears at WL = 550 nm (Figure 5-5B). Increasing the film thickness to 111 nm causes 
this feature to blueshift to 530 nm and grow in intensity. As the transition dipole moments 
associated with the intermolecular charge transfer transitions that comprise QCT are likely 
polarized within the sample plane due to CuPc’s preference to orient with its molecular 
plane normal to the sample surface, this should give rise to a nonzero value of 𝜒𝑍𝑌𝑌,𝑆𝑖𝑂2. 
However, if our measured PSS spectra were purely due to an electric dipolar response, we 
would predict from interference modeling that the signal we would measure for a 50 nm 
film should be larger than that of a 111 nm film. This suggests QCT likely contains some 
degree of EQ contribution. As the band we attribute to QCT in PSS spectra is blue shifted 
with respect to linear absorption spectra of our CuPc films, both bulk and interfacial Quad3 
contributions to this band are likely negligible. Thus, we are left with the conclusion that 
EQ contributions to QCT are likely interfacial Quad2 contributions that are then convoluted 
with the dipolar response. The overall good agreement of our model and SSP spectra 
suggest that the dominant contribution is dipolar in origin, but the poor fit of our model to 
PPP spectra in the QCT region may point to the presence of interfacial Quad2 EQ 
contributions to this band.  
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5.5: Additional Contributions to Measured ESFG 
One potential concern regarding the interpretation of our ESFG spectra is that the 
structure of our CuPc films may change as they are grown in thickness due to the ability of 
different crystalline grains to template off of features produced closer to the SiO2 surface. 
Such thickness dependent variations in film structure could disrupt the centrosymmetry of 
our films, and potentially allow ESFG to be emitted from their bulk. However, if such a 
bulk-emission mechanism dominated our ESFG signals we would expect to observe a 
quadratic growth of signal intensity with CuPc film thickness as the nonlinear 
susceptibility, 𝝌(2), of our samples should scale linearly with film thickness. As we do not 
observe this trend in our data, this argues against there being contributions to our spectra 
due to a continual variation in film structure. Moreover, this conclusion is consistent with 
our observation that we can well reproduce our measured spectra using a model that 
includes an isotropic refractive index. If significant structural variation in our films 
occurred as they were grown, this would likely result in a significant asymmetry in the 
optical constants of our films. We find such variations, if they do exist, are likely small as 
we do not need to account for them to fit our spectra. 
A second process to consider is the interaction of both the upconversion and WL 
fields with DC fields present within our samples. Indeed, the presence of a DC field can 
facilitate mixing of the upconversion and WL fields via a four-wave, 𝝌(3), mixing process. 
As the DC field resides at zero frequency, this process would produce photons at the sum 
frequency of the upconversion and WL fields. However, we are confident this process 
makes minimal contributions, if any, to our spectra. In our experiments, no voltage bias is 
applied to our samples. As such, any DC component that could mix with our driving fields 
must come from the static buildup of charge carriers produced by the WL excitation field 
during our measurements. We believe we can rule out the presence of these species for two 
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reasons: (1) The repetition rate of our laser is 3 kHz, so any trapped charge carriers 
produced would need to live for at least 333 s to have an impact on our data. This seems 
very long for the lifetime of such species. (2) The primary relaxation pathway for singlet 
excitons in CuPc films is likely not charge generation but rather intersystem crossing, 
which has been measured to occur on a 1 ps rate,50 followed by internal conversion to the 
ground state. The formation of free carriers is likely uphill in energy from the triplet state, 
suggesting their population in our films is negligible. Moreover, even in the event that static 
fields contribute to our spectra, they will act to modify the amplitude of spectral features, 
but not their energetic positions. This is because static fields contribute a zero-frequency 
component to a sample’s nonlinear response. Thus, even if the amplitude of spectral 
features we observe are enhanced by static fields internal to our sample films, the shifts we 
observe for the QA and QB features in our spectra will not be impacted by such 
enhancement. 
5.6: Conclusions 
In conclusion, we have demonstrated ESFG can probe the electronic structure of 
buried interfaces in OSC films. By analyzing the polarization dependence of the emitted 
field, we can recover information that reports on the orientation of molecules at this 
interface. Our results indicate it is important to consider the presence of signals generated 
from each sample interface and their interference. We caution the analysis of thin film 
ESFG data that does not account for this effect. Through the use of a thin film model, we 
were able to extract the electronic density of states of both the buried and exposed 
interfaces within our sample, an essential task for the study of energy and charge transfer 
within organic semiconductors.  
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Chapter 6: Detecting Difference in Interfacial Order for 
Perylenediimide Derivatives Through ESFG 
6.1: Introduction 
Wide spread solar energy usage presents a compelling step toward fully green 
energy. As silicon (Si) processing has advanced to become more efficient and cheaper, this 
goal is all the more attainable. However, there is an inherent issue that limits the total 
possible efficiency of solar energy technology: the Shockley-Queisser limit.1 A substantial 
energy loss mechanism is thermalization from photons above the band-gap within silicon 
semiconductor devices.2 If a photon of energy higher than the inherent band gap impinges 
on the device, the excited electron-hole pair will undergo thermalization to the band-edge, 
dissipating the excess energy as heat and extracting charges that only provide the energy 
of the band gap. Making multijunction solar cells with many different materials can greatly 
mitigate these losses, but can be cost prohibitive due to the expense of the new inorganic 
systems as well as increased complexity to device manufacturing.1–3 Instead, singlet fission 
presents a potentially cost-effective alternative through the use of organic dyes.  
Singlet fission (SF) is a process by which the absorption of a single photon of 
energy can be converted to two lower energy excitations across two molecules within the 
system. This is possible when an organic dye has a singlet excited state that is roughly two 
times greater than its triplet state.2,4–7 The process of converting to triplet excitations from 
a singlet can also be quite fast, as through the use of two molecules, no spin flipping is 
necessary to achieve a spin-triplet excitation. Through careful consideration of the 
energetics within the dye molecule used, an SF active material can be combined with a Si 
solar cell to reduce energy loss within the device.3,8,9 If the singlet energy is higher than 
the band gap of silicon, and the triplet of the dye equal to silicon’s bandgap, a high energy 
photon can be absorbed within the dye, converted to two excitations, and both can then be 
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transferred into the Si reducing thermalization losses. The primary advantage of using 
organic dyes over multijunction inorganic cells is the cost of manufacturing. These 
molecules can be deposited onto the Si layer through low cost, low energy means such as 
spin coating, as opposed to the high energy methods required for the growth of crystalline 
inorganic materials, and would not require the additional complexities inherent to tandem 
solar cell designs. Concerns for the balancing act between film thickness and excited state 
lifetime are also reduced within these systems. Given the long lifetime of triplet states, the 
film can be thick enough to absorb all of the photons that interact with the device and still 
allow triplets from the outer interface to migrate to the Si for transfer and extraction. Yet, 
while this idea was originally proposed in the 70’s by Dexter,9 SF has yet to be incorporated 
into a working Si solar cell device due to poor transfer from dye molecules to Si for charge 
separation.3,10–12  
Dye sensitized solar cells that operate on the principle of SF have often been tested 
with pentacene, which has been shown to readily undergo singlet fission.11,12 Generally, 
there is evidence of minimal triplet transfer into a solar cell for current collection.8 This is 
likely due to poor transfer into the silicon layer (the cause for which is poorly understood): 
to separate charge and generate free carriers, the triplet generated within the organic dye 
must be transferred into silicon.10 The cause of poor transfer has many potential sources. 
For instance, band bending at the interface between the two layers could lead to changes 
in the energetic landscape that prevent excitons from efficient movement into the inorganic 
system.8,11 The morphology of the organic dye at the junction could also be a bottle neck 
to transfer. It is easy to imagine certain molecular orientations that could lead to strong 
transfer as well as others that don’t, and it’s possible the dye doesn’t generally adopt a 
proper orientation relative to the silicon’s surface.8,13 A further reason that potentially ties 
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the previous ideas together is the effect the morphology at the interface might have on the 
energetics of the molecule’s triplet energy.6,14–16  
Organic dyes tend to have strong energetic coupling between individual molecules 
within a film, and the energetic states of the film can differ greatly as a function of the 
morphology of the sample.6,15 This is readily seen for the singlet energy when moving 
organic dyes from solution to the solid state as thin films.6,14,15 Thus, due to changes in the 
morphology of the dye at the junction with silicon, the triplet energy may have shifted 
relative to the bulk such that it is lower in energy than the band gap of silicon, preventing 
transfer from both energetics as well as morphology.6,8,16–19 To truly understand the cause 
of poor transfer, there is a critical need to determine how the film is affected when 
interacting with silicon, however this need is a complex problem to address. Notice that all 
the potential complications listed are specific to changes in the films energetic density of 
states (DoS) and its morphology around an interface that is buried within the system. While 
there are excellent tools for studying these effects, (electronic absorption for DoS and 
morphology interactions20, x-ray diffraction and atomic force microscopy21–23 for 
morphology to name a few), these techniques are either much more sensitive to the bulk of 
the film or are limited to examine only the exposed interfaces rather than the buried ones. 
We need a method that allows for the study of this transfer process through energetics and 
the morphology at a buried interface, and electronic sum frequency generation is a fantastic 
tool to address this requirement.  
Electronic sum frequency generation (ESFG) can serve as an interfacial probe of 
the electronic DoS and morphology of a thin film organic-inorganic hybrid system.24–26 As 
discussed in previous sections, the selection rules allow for similar experiment to an 
interface specific absorption measurement that, with proper consideration of the 
polarization of our beams, can provide information on the morphology of the molecular 
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system. In Chapter 5 we used thin films of Copper Phthalocyanine to benchmark the 
sensitivity of ESFG to the differences between the bulk and the interface for an organic 
dye.27 In this Chapter, we will instead switch to thin films of different derivatives of 
perylenediimide (PDI) films. We choose to examine this new class of organic dye as it has 
many desirable qualities for use as an active SF layer within a dye sensitized solar cell. 
First, our group and others have shown that PDI’s readily undergo SF when in the solid 
state as thin films.28,29 Additionally, the triplet energy for many of the derivatives are near 
the proper energy for transfer to a Si system (around 1.1 eV).6,28 These dyes are also easily 
functionalized to form many different derivatives that have many different packing 
structures, and these morphological changes gives us a handle for different packing 
arrangements at the bulk to examine.6,20,30 Finally, despite the significantly high number of 
studies performed on the acene class of molecules, the rylene dyes show a much higher 
stability in air, with stronger absorption cross sections, making them potentially better for 
use in dye-sensitized solar cells. For this chapter, we will look at the differences between 
three PDI derivatives deposited as thin films on fused quartz substrates in preparation for 
moving to films on silicon. Additionally, we will implement the change from the 800 nm 
upconversion for ESFG to using the TOPAS for upsconversion as discussed in Chapter 4.  
6.2: Materials 
For our systems of interest, we have chosen three derivatives within the PDI family 
through substitution at the imide position of the base PDI molecule (Figure 6-1): N−N′-
dimethyl-3,4,9,10-perylenedicarboximide (C1-PDI, black), -dioctyl (C8-PDI, red), and     -
diethylphenyl (EP-PDI, blue). The derivatives are vapor deposited at varying thickness 
onto 1 mm thick fused quartz substrates. Figure 6-1 shows the absorption spectra for 50-
60 nm thick films for each derivative used. As we can see in Figure 6-1, the absorption 
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spectra shift greatly as the functional group on the PDI is changed. This is due to subtle 
shifts of molecules within the molecular stack of the PDI sample that alter the electronic 
coupling between molecules within a stack.20,30 The proximity of these molecules in the 
solid state enhances dipolar through-space coupling between distant molecules as well as 
direct charge-resonance interactions between neighboring PDIs that modify their 
absorption spectra. PDI films grow long co-facial stacks with strong coupling of the 
conjugated π-orbitals, which cause large changes in their electronic absorption spectra. 
This gives us a strong handle to manipulate the energetics of the film and a way to 
determine morphological differences at an interface relative to the bulk film. 
 
Figure 6-1:   Molecular structure for the base PDI molecule and Absorption spectra for 
films of C1-PDI, C8-PDI, and EP-PDI   
The primary absorption for each derivative has a four peaked structure that occurs 
between λWL = 400 nm and λWL = 700 nm. For the C1-PDI derivative, the linear absorption 
has a strong peak at λWL = 568 nm with a weak companion peak at λWL = 540 nm and a 
strong, closely spaced two peak structure at λWL = 480 nm and λWL = 468 nm. For the C8-
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PDI derivative there is a comparatively weak peak on the red edge at λWL = 565 nm, a weak 
shoulder at λWL = 540 nm, and a similar two peak structure as in C1-PDI at λWL = 480 nm 
and λWL = 468 nm. Finally, for the EP-PDI derivative the lowest energy peak is a poorly 
defined shoulder at λWL = 624 nm, a much stronger peak at λWL = 542 nm, and again the 
stronger two peaked structure at λWL = 495 nm and λWL = 469 nm. 
To characterize the degree of polycrystallinity and crystallite texturing, we used a 
representative a ~50 nm C1-PDI film deposited on a glass coverslip. Grazing-incidence 
wide-angle X-ray scattering (GIWAXS) produced the resultant diffractogram ( = 1.5461 
Å;  = 0.2°) is shown in Figure 6-2 A. The spectrum is shown on a logarithmic scale to 
highlight the diffraction peaks observed against a nonlinear background. The measured 
diffraction pattern indicates the presence of crystallites within the film whose structure are 
in agreement with that published by Hädicke and Graser31 (Figure 6-2, inset).  
 
Figure 6-2:  (A) GIWAXS diffractogram of a ~50 nm C1-PDI film grown on a glass 
substrate (B) AFM image of the same film. 
Atomic force microscopy (AFM) was performed with an Asylum Research MFD-
3D AFM in tapping mode using an aluminum coated n-type silicon cantilever (masch, 
HQ:NSC14/Al BS) to image the film’s topography. Analysis of the resulting AFM images 
was carried out using the Gwyddion software package. Figure 6-2B displays a 
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representative AFM image of a C1-PDI film.
 
The AFM image highlights the 
polycrystalline nature of the film, indicating that it is comprised of crystalline grains with 
an average diameter of ~50 nm that cover the full surface of the film. 
6.3: ESFG Spectrometer  
The changes to the ESFG spectrometer are described in detail in Chapter 4. Briefly, 
the generation of the white light supercontinuum for ESFG remains the same, but instead 
of using a left over portion of the fundamental from the 804 nm fundamental pump laser 
for upconversion, we have switched to a field generated using an optical parametric 
amplifier (OPA, TOPAS 400 New Light Photonics). The OPA allows us to tune across the 
near IR, in principle from ~885 nm to further than ~1075 nm. The ability to tune the 
upconversion beam allows further control of the wavelength range across which the ESFG 
is emitted to avoid complications from reabsorption. Additionally, by shifting the energy 
of the upconversion field we can move farther from possible resonance of the upconversion 
with the sample. For this Chapter, we limit ourselves to upconverting with 885 nm light. 
The OPA beam has a temporal width of roughly 3 ps, which allows us to upconvert the 
entire WL spectrum at a single time delay between the upconversion and white light fields 
as opposed to the 804 nm beam, which required scanning time delays as in Chapter 5. To 
avoid sample damage, the beam energies used for the C1-PDI were 2.1 mJ for the white 
light beam and 12.5 mJ for the 885 nm upconversion. For the C8-PDI and EP-PDI, the 
energy was lowered to 0.7 mJ and 8 mJ, as these films damaged more easily. The collection 
time for each film was consistent for a derivative, but varied for better signal to noise for 
each derivative, with 2 min. C1-PDI, 5 min. C8-PDI, and 10 min. for the EP-PDI data.  
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6.4: Results 
 With a variety of PDI derivatives to study, we can begin to elucidate differences in 
the DoS and morphology of not only the bulk of these films but also their interface. For 
C1-PDI and C8-PDI, we will focus the discussion on the ESFG spectra from a single film 
thickness that is representative of the approximately seven different film thicknesses 
measured across a thickness range from about 30 nm to 250 nm. For the EP-PDI, we 
measured four thickness points, and will examine in detail the ESFG spectra from each as 
they vary greatly across the thickness series. Figure 6-3 shows the ESFG spectra for a 51 
nm C1-PDI film collected for the PPP, SPS, SSP, and PSS polarization conditions 
compared to its electronic absorption spectrum. These spectra are all normalized relative 
to the strongest peak in the PPP spectrum of the derivative to maintain the ratio between 
the polarization conditions. We see drastic differences in the DoS for the interface relative 
to the bulk for the C1-PDI film.  
Starting with the PPP spectrum, we see that the four peaks that contribute to the 
electronic absorption are lost and only two peaks remain, the strongest at λWL = 585 nm 
and the weaker at λWL = 521 nm. In addition to the change in the number of peaks, there is 
also a redshift in energy of the peak location relative to the electronic absorption of 10 nm 
(comparing the lowest energy peak for both ESFG and absorption). The peak at λWL = 521 
nm seems to fall in a valley relative to the absorption, and is more difficult to assign to a 
single peak. This description continues to the SPS spectra, where we see a slight red shift 
of the low energy peak to λWL = 588 nm accompanied by a reduction in intensity. For the 
high energy peak, we again see a slight red shift (to λWL = 522 nm), but with no change in 
peak intensity. Moving to SSP, we lose the high energy peak, instead having only a single, 
broad peak centered at λWL = 590 nm with much lower intensity compared to PPP and SPS. 
PSS shows zero signal for the beam energy and collection time used in these experiments.  
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Figure 6-3: Comparison of 51 nm C1-PDI ESFG vs absorption. ESFG spectra 
normalized to PPP spectra 
As discussed in Chapter 5, we can begin to determine the morphology of the 
interfacial molecules for the C1-PDI. Given the strength of the SPS signal, where 𝜒𝑌𝑍𝑌 =
 𝛼𝑌𝑍𝜇𝑌, we are probing the in-plane transition dipole of the C1-PDI with an out-of-plane 
polarizability. Given that the transition dipole for the PDI molecule lies along the long axis 
of perylene core, this would indicate the molecule primarily lies parallel to the substrate 
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surface (Figure 6-2 A inset). This is consistent with the weak SSP spectrum, which probes 
an out of plane dipole with in plane polarizability. The PPP spectra is somewhat trickier to 
interpret, as it probes all four nonzero non-linear susceptibility terms, 𝜒𝑍𝑍𝑍, 𝜒𝑌𝑍𝑌, 𝜒𝑌𝑌𝑍, and 
𝜒𝑍𝑌𝑌. However, given the intensity of the PPP spectrum, it is clear that 𝜒𝑍𝑍𝑍 has a strong 
contribution to the measured signal. This, combined with the small ESFG signal from the 
SSP spectrum, could indicate that the molecules don’t lie perfectly within the plane of the 
sample. Another possibility is that, while we assume the an SFG spectrum’s signal intensity 
modulation comes from resonance with the dipole moment of the molecule, the 
polarizability of the molecular stack could be strongly anisotropic and contribute to the 
measured signal’s polarization dependence. As C1-PDI forms tall molecular stacks, the 
strong intermolecular coupling known to exist within these molecules combined with its 
orientation relative to the substrate surface suggests there might be strong polarizability 
perpendicular to the surface of the substrate and diminished polarizability parallel to it. 
Moving to C8-PDI (Figure 6-4) we see a similar story to that of C1-PDI, at least in 
the red shift for peaks in the ESFG spectra relative to those in the electronic absorption 
where the interfacial signal is significantly different from that of the bulk film. We again 
see a reduction in the number of peaks that comprise the measured spectra, here showing 
the same two peak structure for PPP in comparison to the electronic absorption spectrum. 
The lowest energy peak occurs at λWL = 587 nm, a red shift of 22.5 nm relative to the 
lowest energy peak for the absorption spectrum. The high energy peak for ESFG occurs at 
λWL = 505 nm, again roughly in the middle of the broad electronic absorption for the bulk 
of the film. For C8-PDI, we find that the next strongest ESFG signal occurs for the SSP 
polarization combination, showing a single, broad peak centered at about λWL = 595 nm. 
SSP and PSS show no significant intensity for the collection time and beam energy used 
for these experiments.  
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Figure 6-4: Comparison of 72 nm C8-PDI ESFG vs absorption. ESFG spectra 
normalized to PPP spectra 
We can again use the intensity of the different polarization experiments to 
determine details about the morphology of the interface. For the C8-PDI, the strongest 
spectrum (that depends on a single nonlinear susceptibility term) is the SSP polarization 
combination. This indicates that that C8-PDI molecule stands perpendicular to the surface 
of the substrate (parallel to sample normal). The strength of the PPP spectrum corroborates 
the interpretation. Here, unlike for C1-PDI, the transition dipole stands normal to the 
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surface of the sample, thus the strength of the 𝜒𝑍𝑍𝑍 can be explained with the resonant 
transition dipole, as the higher polarizability now likely lies along the plane of the sample.  
                 
Figure 6-5: Comparison of EP-PDI PPP ESFG vs absorption. ESFG spectra normalized 
to 60 nm spectra 
For the C1-PDI and C8-PDI, the ESFG spectra for each polarization combination 
was shown for a chosen film thickness that is representative of a series of films measured 
as a function of thickness. However, moving final derivative, EP-PDI, we see a 
complicated picture as a function of thickness (Figure 6-5), specifically for the 60 nm EP-
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PDI film. Focusing on the 40 nm, 116 nm, and 156 nm PPP spectra, the EP-PDI ESFG 
spectra are comparable to the C1-PDI and C8-PDI. We see a reduction in the number of 
peaks that comprise the spectra compared to the electronic absorption spectrum, again from 
four to two. For the 40 nm and 156 nm films, we also see a red shift in the peaks, occurring 
at λWL = 648 nm and 567 nm for the 40 nm film, with λWL = 655 nm and 570 nm for the 
156 nm film. Conversely, while the 116 nm film retains the two-peak structure of the 
others, they occur at λWL = 604 nm and λWL = 568 nm. While the high energy peak similarly 
placed with the others, the low energy peak is blue shifted approximately 50 nm from those 
of the 40 nm and 156 nm, and by 30 nm of the low energy peak in the absorption spectrum 
at λWL = 630 nm. Briefly, the SSP spectra for these three films are negligible, as are the 
PSS and SPS spectra for all four films, and therefore these polarization combinations are 
not shown.  
Moving to the 60 nm EP-PDI film, we see a drastic difference in the structure of 
the PPP spectrum relative to those of the other EP-PDI samples. Here, we see three strong, 
distinct peaks in the ESFG spectrum occurring at, from low to high energy, λWL = 622 nm, 
548 nm, and 485 nm. The two low energy peaks align very well with those in the absorption 
spectrum at λWL = 630 nm and 585.5 nm, while the high energy peak falls between the 
peaks in the electronic absorption at λWL = 501nm and 472 nm. Additionally, while the 
other EP-PDI films show no SSP signal for the experimental conditions used here, the 60 
nm film has a weak two peak structure at approximately λWL = 635 nm and 588 nm (Figure 
6-6).  
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                    .  
Figure 6-6: Comparison of EP-PDI SSP ESFG vs absorption. ESFG spectra normalized 
to 60 nm PPP spectra 
 After considering the film ESFG data as two groups, they are at a glance difficult 
to rationalize. The strong, well separated three peak structure of the 60 nm EP-PDI spectra 
seem vastly different from those of the 40 nm and 116 nm spectra. However, if we take a 
close look at the 40 nm PPP spectra, it’s possible to see a weak third peak located at λWL = 
499 nm. Looking at the relative peak intensity for each spectrum, in the 40 nm and 156 nm 
film the lowest energy peak is the strongest, while for the 60 nm spectra the strongest is 
instead the middle peak, and in the 116 nm spectra they are approximately equal. 
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Examining these as a function of thickness paints a picture where instead of what appear 
to be strong shifts from one film to the next could instead could be explained through 
optical thin film interefence.  
If we take the 40 nm PPP spectra as three peaks, they grow and blue shift as a 
function of thickness to the 60 nm spectra, and slightly change the peak ratios from the 
reddest being strongest to instead the middle peak. From there, the film growth leads the 
optical interference to reduce the peak intensity as we grow to the 116 nm film. This will 
readily be shown as consistently a trough in the ESFG spectra for PDI. Finally, we grow 
to a recurrence in the oscillatory interference pattern when we reach the 156 nm film, where 
the peaks are growing in strength again and the reddest peak is the strongest. To determine 
if this scenario is consistent with how the ESFG signal scales as a function of thickness, 
we are currently working to fill gaps in the thickness series for the EP-PDI film data set 
and to model these optical interference effects with the current set of data available. Finally, 
we can describe the EP-PDI morphology in a similar fashion to that of the C1-PDI and C8-
PDI data. As the only polarization combinations that provide meaningful intensity are the 
PPP and SSP combinations, we can again say that the EP-PDI molecules likely stand 
vertically on the substrate surface at the interface.  
 Looking at the combination of data for the C1-PDI, C8-PDI, and the EP-PDI, we 
have shown that in each case the interfacial DoS is drastically different from that of the 
bulk film and varies between derivatives. Additionally, we have demonstrated our ability 
to distinguish morphological differences at the interface for three derivatives of PDI 
molecule that have only subtle changes to the base molecule. We propose that the changes 
in the interfacial density of states for these molecules are likely due to slight modifications 
of the slip-stack arrangement at the interface compared to the bulk of these films, which 
modify the intermolecular coupling terms within a PDI stack. Additionally, there is 
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possible evidence for ESFG signals originating from monomeric PDI molecules at the 
interface. If we compare the solution spectra for each of the three PDI derivatives, there is 
very little difference. Each has their strongest peak at approximately λWL = 530 nm, though 
they shift drastically when moved into the solid state. In the ESFG spectra for each of the 
PDI derivatives, there is a peak that occurs at a common location of around λWL = 500 nm 
to 520 nm. This could be due to contributions to the ESFG spectra from mostly separated 
PDI molecules at the interface, with difference in the location of the monomer peak due to 
subtle changes in the dielectric environment for each molecular system as well as slight 
difference in the optical thin film interference.  
6.5: Interference Modeling PDI Derivatives  
As discussed in Chapter 5, the PDI films have two ESFG active interfaces that can 
cause an interference beating pattern in the measured ESFG spectra as the film grows. We 
can use this thin film interreference to our advantage to extract the molecular response of 
each interface by the thin film modeling system we developed in Chapter 3. The fit data is 
generated using the modeling system described in Chapter 3 with Matlab’s constrained 
minimization algorithm incorporating a homebuilt random restart method. The free-
floating parameter for the fitting routine is the nonlinear susceptibility, χ(2), for each 
interface, which we modeled as a sum of 3 Gaussians for each interface. The Gaussians 
used for the susceptability are constrained such that they share the same central wavelength 
and line width for each polarization and interfacebut are allowed to change amplitude 
freely.  
Figure 6-7 compares the measured ESFG spectra for the SPS polarization 
combination of C1-PDI films measured at thickness ranging from ~20 nm to ~200 nm. 
Looking at the measured ESFG spectra (Figure 6-7 top) we see the first strong ESFG signal 
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at ~50 nm, the first trough at ~110 nm, and a recurrence at ~140 nm for the main peak at 
λESFG = 355 nm, with a weak peak at λESFG = 325 nm that is only present for the ~50 nm 
film. The thin film modeling fit (Figure 6-7 middle) agrees well with experiment, with 
peaks and valleys largely occurring at the same film thickness as that of the experiment. 
This is easily seen by looking at the bottom of Figure 6-7, where we plot the ESFG intensity 
as a function of thickness after taking a sum across the λESFG axis, where the largest 
discrepancies between experiment and fit occur at the depth of the trough near ~100 nm 
and the flat ESFG intensity in the experiment moving from ~155 nm to ~200 nm. 
                       
Figure 6-7:  Comparison of SPS ESFG spectra to interference model as a function of film 
thickness for C1-PDI films (Top) Experiment (Middle) Theory (Bottom) 
Comparison as a function of film thickness after taking the sum across the 
λESFG axis for experiment (blue line) and model fit (red, dashed line) 
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Moving to Figure 6-8 we show the same comparison as in Figure 6-7 but show the 
PPP polarization ESFG spectra instead. The model fit agrees admirably with the 
experiment for the PPP polarization combination, with peaks that occur in similar thickness 
regions to that of the SPS combination.  Looking at the bottom of Figure 6-8 we see that 
unlike SPS our peaks and troughs for the fit match well with that of experiment to include 
the higher thickness films. While the SSP and PSS polarization combinations for ESFG 
were measured and fit, they are weak compared to the polarization combinations shown 
here and are therefore not shown.  
                      
Figure 6-8:  Comparison of PPP ESFG spectra to interference model as a function of film 
thickness for C1-PDI films (Top) Experiment (Middle) Theory (Bottom) 
Comparison as a function of film thickness after taking the sum across the 
λESFG axis for experiment (blue line) and model fit (red, dashed line) 
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By separating the thin film interference effects from the molecular response at each 
interface, we can extract the contribution to the measured ESFG spectra from each 
interface. In Figure 6-9 we show the extracted imaginary portion of χ(2) for each interface 
in a film as a function of the element probed by the polarization conditions above.  Note 
that the gaussian functions are the basis set for the χ(2) response, rather than the response’s 
fundamental physical representation. As such, it is their sum that forms a line shape that is 
representative of the molecular response at the interface and may be more complicated than 
just three peaks. This is somewhat different from vibrational modeling, which typically 
uses lorentzians as the fundamental representation for different vibrational modes due to 
their relatively well separatable nature.  
                   
Figure 6-9:  Comparison of the imaginary portion of extracted χ(2) for the Air:C1-PDI 
(blue) and C1-PDI:SiO2 (red) interfaces (A) Imaginary portion of χyzy (B) 
Imaginary portion for χzzz  
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Figure 6-9A shows the imaginary portions for χyzy against the electronic absorption 
spectrum of a 51 nm C1-PDI film, with the Air:C1-PDI in blue and the C1-PDI:SiO2 
interface in red. For the two strong peaks in χyzy, the first is centered at ~ λWL = 580 nm, 
and aligns well with the strong peak in the experimental spectrum (Figure 6-3, red), as does 
the higher energy peak at ~ λWL = 520 nm. There is also an additional, weak peak at low 
energy (~ λWL = 605 nm) that contributes minimally to the spectra. Of note, the strength of 
χ(2) from the C1-PDI:SiO2 is higher than that of Air:C1-PDI. This likely indicates a higher 
degree of order at the burried C1-PDI:SiO2 that is lost as the films grow, with molecules at 
the C1-PDI:SiO2 lying more directly within the plain of the sample than those at the Air:C1-
PDI interface.  
Figure 6-9B shows the same comparison as in A, but instead for the χzzz  
susceptability element. Here, we see that once again the C1-PDI:SiO2 is stronger, but we 
also see a more complicated structure. While the Air:C1-PDI is similar to that for χyzy 
(though oppositely signed), the C1-PDI:SiO2 appears to have additional peaks, with a 
fourth appearing at ~ λWL = 560 nm. Additionally, while the χyzy element for the C1-
PDI:SiO2 interface did flip from positive to negative (for the weak, lowest energy peak), 
here we see a large flip in the middle of the spectra for the peak at ~ λWL = 580 nm. First, 
while the flip in sign for the Air:C1-PDI and C1-PDI:SiO2 interfaces when comparing χyzy 
and χzzz  may seem surprising, it is important to remember that they are probing different 
mappings for the molecular dipole as χyzy = αyz*μy and χzzz = αzz*μz, and as such they need 
not have the same sign for the same interface. The additional complicated structure for the 
χzzz elment likely indicates a much more complicated interaction of the polarizabilty with 
that of the excitaion dipole of the molule. As the C1-PDI packs with the excitation axis of 
of the molecule lying in the plain of the film, the long stacks these molecules form should 
largely be normal to the sample surface. This is also likely to be the direction with the 
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strongest polarizability for the material system through the face-on π-π stacking of the 
strongly coupling PDI molecules, and could cause the polarizability term that is normal to 
the film surface to be strong, leading to a more complicated picture for the extracted χzzz 
term. The change in sign for certain features of this extracted spectra could indicate non-
equivalent sites within the polycrystaline film that causes phase flip for electronic 
transitions at a different site within the crystal, similar to the well-known Davydov splitting 
that occurs in various PDI derivatives and other organic molecules. We are currently 
working to fit the ESFG spectra for the other PDI derivatives.  
6.6: Conclusion 
In conclusion, we have measured the ESFG spectra of three different derivatives of 
PDI molecule, the C1-PDI, C8-PDI, and the EP-PDI. We have found that not only is the 
DoS different at the interface relative to the bulk for each derivative, but we are able to 
detect morphological differences in the way each derivative pack at the interface through 
polarization control of our ESFG spectrometer. For the C1-PDI, we find that the molecule 
primarily lies along the surface of the sample substrate, while the C8-PDI and the EP-PDI 
stand largely vertically on the substrate. We have also proposed a cause for the drastic 
changes in the ESFG spectra we see as a function of thickness for the EP-PDI molecule. 
We have shown evidence that could suggest that for the PDI class of molecules monomers 
at the interface could contribute to the measured ESFG signal and extracted the 
contribution to the ESFG spectra for each interface and posed possible explanations for the 
complicated structure presented in the χzzz spectra for the C1-PDI:SiO2 interface. 
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Chapter 7: Probing the Electronic Structure of Buried Interfaces Using 
Heterodyne-Detected Electronic Sum Frequency Generation5 
7.1: Introduction 
While electronic sum frequency generation (ESFG) is a useful probe of interfacial 
electronic structure and morphology, measuring and interpreting ESFG signals from OSC 
thin films presents a few specific challenges. First, as ESFG is produced by only a small 
number of monolayers near an interface, the signals generated in this technique are 
inherently weak, leading to the need for long collection times to achieve a reliable signal-
to-noise ratio. Secondly, though ESFG signals are intrinsically interface-specific, an 
organic semi-conductor (OSC) film has at minimum two interfaces that can each produce 
an ESFG signal. This complicates the interpretation of the measurement for the buried 
interface where charge and energy transfer take place compared to the air exposed signal. 
As discussed in Chapter 3, signals emitted by these two interfaces can interfere with each 
other, making the extraction of information exclusive to the buried interface difficult.1–5 
Finally, the signal measured in an ESFG experiment contains no information related to the 
sign of the induced polarization between an OSC and its underlying substrate. This reflects 
that a measurement of the ESFG field emitted by a sample, ?⃑? 𝑆𝑎𝑚𝑝, using a square law 
detector like a CCD measures the field’s intensity rather than its amplitude and phase:  
                            𝐼𝐸𝑆𝐹𝐺 ∝ |?⃑? 𝑆𝑎𝑚𝑝|
2 ∝ |𝜒(2)|2.                                        (7-1) 
In Equation 7-1, 𝜒(2) is the second-order nonlinear susceptibility of an interface. 
The sign of 𝜒(2) reports on the direction of the induced polarization between an OSC and 
                                                 
5Previously published as Moon, A. P.; Pandey, R.; Bender, J. A.; Cotton, D. E.; Renard, B. A.; Roberts, S. 
T. Using Heterodyne-Detected Electronic Sum Frequency Generation to Probe the Electronic Structure of 
Buried Interfaces. J. Phys. Chem. C 2017, 121(34), 18653-18664. My contributions to this paper include 
helping collect ESFG spectra, building the ESFG spectrometer, creation of initial thin film modeling 
software, consultation of modeling and fitting ESFG spectra, and interpreting the spectra and writing the 
paper with my colleagues. 
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the substrate, yet the intensity of the ESFG signal depends upon the square of this term.6–8 
When only the intensity of an emitted ESFG field is measured, information regarding the 
sign of the induced polarization giving rise to the ESFG field is lost. However, knowledge 
of such information is critical as it can describe how OSC molecules polarize when placed 
into contact with a high-dielectric inorganic semi-conductor (ISC), leading to band bending 
of both materials at the junction.8,9 We refer to ESFG signals measured in this manner, 
which lose phase information, as “direct ESFG”.  
To overcome the shortcomings of direct ESFG, our group has implemented a 
heterodyne detection scheme (HD-ESFG) for recording ESFG spectra. In contrast to a 
direct ESFG measurement where the WL and upconversion beams simply generate an 
ESFG field from a sample, in an HD-ESFG experiment these beams are also used to create 
a reference field, referred to as a local oscillator (LO), by focusing them onto a non-
centrosymmetric material that produces a strong, non-resonant ESFG signal. The signal 
field produced by a sample is then spatially overlapped with the LO, ?⃑? 𝐿𝑂, and spectrally 
detected.6–8,10–19 Interference between the strong LO and weaker signal gives rise to a cross 
term that oscillates at the phase difference between these two fields (Equation 7-2):7 
𝐼𝐻𝐷−𝐸𝑆𝐹𝐺 ∝ |?⃑? 𝑆𝑎𝑚𝑝?⃑? 𝐿𝑂|
2 = |?⃑? 𝑆𝑎𝑚𝑝|
2 + |?⃑? 𝐿𝑂|
2 + 2|?⃑? 𝑆𝑎𝑚𝑝||?⃑? 𝐿𝑂|𝑐𝑜𝑠(𝜙𝑆𝑎𝑚𝑝 − 𝜙𝐿𝑂)  
(7-2) 
Fourier filtering of the data selectively isolates this cross term. If the LO phase and 
amplitude are known, the phase and amplitude of the ESFG signal can be directly 
determined from the cross term. Importantly, as we demonstrate below, the retrieval of the 
ESFG signal phase from a thin OSC film provides an additional constraint that aids in 
separating signal contributions that arise from the film’s outer and buried interfaces. 
Moreover, as the cross-term scales linearly in both the ESFG signal field and the LO field, 
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the LO can amplify weak ESFG fields, reducing the data collection times needed to obtain 
signals above the shot-noise limit.  
We employ HD-ESFG to study the buried interfacial structure of thin films of 
N−N′-dimethyl-3,4,9,10-perylenedicarboximide (C1-PDI) that have been vapor-deposited 
on fused quartz. C1-PDI is a member of the larger family of perylenediimide molecules 
that have been examined as promising candidates for SF sensitizers for photovoltaic cells 
and other light harvesting schemes.20–23 Below, we describe a simplistic scheme for 
constructing an HD-ESFG spectrometer that makes use of common-path optics to 
minimize phase jitter between the sample and LO fields during measurements. This 
spectrometer shows minimal drift over multiple hours and the scheme for its 
implementation should be readily amenable to integration with existing ESFG 
spectrometers. We also show that HD-ESFG aids in the detection of weak ESFG features 
and that the inclusion of spectral phase in an optical interference model allows for a more 
accurate reconstruction of the 𝜒(2) of a buried OSC interface. We find that HD-ESFG 
spectra of C1-PDI thin films are significantly red-shifted relative to their bulk absorption 
spectra. This result highlights the sensitivity of HD-ESFG to the electronic density of states 
(DoS) of buried OSC interfaces and suggests its future utility in studying exciton and 
charge extraction from OSC thin films. 
7.2: Materials Characterization 
C1-PDI was purchased from Sigma-Aldrich (98% purity) and used as received. 
Uniform thickness C1-PDI films were vapor-deposited onto fused quartz (SiO2) plates 
(GM Associates, 1/16” thickness) using a UHV thermal deposition chamber (AMOD PVD 
system, Ångström Engineering) with a base pressure of ~5 × 10-7 Torr and a deposition 
rate of 1 Å/s. Substrates were sonicated sequentially in chloroform, toluene, and 
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isopropanol, rinsed with methanol, and dried under N2 prior to thermal deposition. Variable 
angle spectral ellipsometry (M-2000, J. A. Woollam) was used to determine the thickness 
of vapor-deposited films as well as their optical constants. Samples for these measurements 
consisted of films that were grown on top of n-type Si(100) substrates with a native oxide 
layer. These films were produced concomitantly with films deposited on SiO2 for ESFG 
measurements to ensure thickness uniformity for both samples. Si substrates were cleaned 
using a procedure identical to that for SiO2 plates prior to film deposition. All of the ESFG 
results presented in this Chapter were measured for a C1-PDI film found to have a thickness 
of 52 nm via ellipsometry. Transmission and reflection spectra of sample films were 
recorded using a UV-Vis spectrometer with an integrating sphere attachment (Shimadzu 
UV-2600). Absorption spectra that appear in Figures 7-2 & 7-11 have been corrected to 
account for reflection and scattering losses.  
               
Figure 7-1:   Absorption and fluorescence spectrum of C1-PDI in CH2Cl2.  
Figure 7-1 plots the absorption and emission spectrum of C1-PDI in CH2Cl2. The 
absorption spectrum was obtained using a 1 cm cuvette with a UV-Vis spectrometer 
(Shimadzu UV-2600) while the fluorescence spectrum was collected using a Horiba Jobin 
Yvon Fluorolog3 fluorimeter employing a right-angle geometry. The excitation source for 
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emission measurements was the 402 nm portion of a Xenon lamp selected using a 
dispersive grating. A set of slits was used to obtain an excitation and emission-resolution 
bandwidth of 1 nm. The absorption spectrum of C1-PDI monomers in solution display a 
vibronic progression with a ~1410 cm-1 peak spacing characteristic of the ring stretching 
modes of aromatic systems. In addition to this progression, a broad shoulder appears in the 
absorption spectrum at ~575 nm that we assign to C1-PDI aggregates due to the similarity 
of the spectral position of this band to the absorption edge of a vapor-deposited C1-PDI 
thin film (Figure 7-2). The appearance of this feature is not surprising given C1-PDI’s 
limited solubility in CH2Cl2. Examining the fluorescence spectrum of C1-PDI, we observe 
a modest Stokes shift and a vibronic progression that largely mirrors that observed in the 
molecule’s absorption spectrum.  
 
Figure 7-2:  Linear absorption spectrum of a 52 nm C1-PDI film (structure inset). Films 
arrange in a slip-stacked manner (right inset).24 
Figure 7-2 plots the linear absorption spectrum of a 52 nm C1-PDI film vapor-
deposited on SiO2. The film’s spectrum distinctly differs from that of monomeric C1-PDI, 
displaying two broad peaks at 474 and 568 nm and a smaller shoulder at 536 nm. 
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Characterization of the C1-PDI films using XRD and AFM have already been discussed in 
Chapter 6 (see Figure 6-2). 
7.3: Spectrometer for HD-ESFG 
 
Figure 7-3: Experimental layout for HD-ESFG.  
Our experimental setup for HD-ESFG measurements (Figure 7-3) was built as an 
addition to our spectrometer for direct ESFG (described in detail in Chapter 4). Briefly, a 
femtosecond Ti:sapphire regenerative amplifier (Coherent Legend Duo Elite, 3 kHz, 4.5 
mJ) was used to generate a 90 fs pulse centered at 804 nm with a bandwidth of 160 cm-1 
(FWHM). A small portion of the amplifier output (0.1 mJ) was focused into a water flow 
cell to generate a white light supercontinuum (WL). The WL was collimated and passed 
through a pair of spectral filters to reduce its bandwidth to a spectral range extending from 
450 nm to 800 nm. A second portion of the amplifier output was used as the narrowband 
upconversion pulse.  
Prior to the sample, the upconversion and WL beams were focused using a 15 cm 
focal length concave mirror in a noncollinear geometry into a 20 μm thick piece of z-cut 
quartz (Newlight Photonics). As z-cut quartz is a noncentrosymmetric material, it generates 
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a nonresonant, bulk-allowed ESFG signal that serves as the LO field for HD-ESFG 
measurements. Following the quartz piece, the transmitted LO, WL, and upconversion 
fields were collimated with a 90º off-axis parabolic mirror (A50331AL, Newport). 
Following beam collimation, there was enough spatial separation between the three beams 
to introduce a silica microscope coverslip with a thickness of 145 m (Fisherbrand) into 
the path of the LO exclusively. This coverslip acts as a delay plate that slows the time of 
arrival of the LO at the sample relative to the WL and upconversion fields by ~ 360 fs. 
Following the delay plate, all three fields are focused using a second 90º off-axis parabolic 
mirror onto a sample film oriented at 45º with respect to the plane of the incident beams. 
Here, the WL and upconversion fields drive generation of an ESFG field form the sample 
that, due to phase matching considerations, is emitted in a direction collinear with the LO. 
Following the sample, a third 90º off-axis parabolic mirror collimates both the LO and 
signal fields reflected or transmitted by the sample. These fields are then passed through 
an iris to remove the upconversion and WL fields, followed by a spectral filter (UG11, 
SCHOTT) to remove any scattered upconversion or WL photons that travel collinearly 
with the two ESFG fields. Prior to being focused onto the entrance slit of a spectrometer 
(Acton Spectra Pro SP2500), the ESFG signal and LO fields were passed through a 
polarizer to select either their P or S components and a waveplate that rotates the 
polarization of these fields back to S-polarization due to the increased sensitivity of our 
spectrometer to S-polarized light. The spectrometer used a 600 grove/mm grating blazed 
at 300 nm (Richardson Gratings) to spectrally disperse the signal onto a liquid nitrogen 
cooled CCD camera (PyLoN 2KBUV, Princeton Instruments). 
Typical pulse energies for the filtered WL and upconversion pulses were 2 μJ and 
1 μJ, respectively. To determine if sample damage occurs during ESFG measurements, we 
performed a control experiment wherein ESFG spectra of a C1-PDI film were continuously 
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measured for a fixed time delay between the WL and upconversion fields using direct 
detection over the course of 30 minutes. For these measurements, the pulse energies of the 
WL and upconversion fields were fixed at the values quoted in the main text, 2 and 1 J 
respectively. We observe that the amplitude of the ESFG signal shows no signatures of 
systematic decay (Figure 7-4 A), suggesting that the film does not experience laser-induced 
damage under these illumination conditions.  
 
Figure 7-4:  (A) ESFG signal intensity of a C1-PDI film continuously measured over 30 
minutes. (B) Two HD-ESFG spectra of a C1-PDI film for a WL/upconversion 
pulse time delay of t = 0 fs. 
To examine how additional illumination by the LO affects the stability of C1-PDI 
films, in Figure 7-4 B we plot two HD-ESFG spectra of a 52 nm C1-PDI film. These spectra 
were recorded 90 minutes apart from one another. During this time interval, the same focal 
spot within the film experienced illumination by the WL, upconversion, and LO fields 
produced by a 20 m z-cut quartz substrate. As can be seen from the data, there are no 
apparent changes in the amplitude of the HD-ESFG signal nor the spectral position of its 
fringes. This indicates that continuous illumination of a C1-PDI sample for HD-ESFG 
measurements at the power we quote does not damage the sample film. In addition, these 
results highlight the interferometric stability of our HD-ESFG spectrometer. 
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We note that for the experimental results reported here, the 804 nm upconversion 
beam is non-resonant with respect to the C1-PDI film, which enables relatively high photon 
fluxes to be employed for this beam without inducing film damage. Likewise, the 2 J 
power of the white light pulse is spectrally integrated across its entire bandwidth, but only 
a fraction of this bandwidth is directly resonant with the C1-PDI film. The excitation 
densities induced by this beam are not significantly different than those commonly 
employed in femtosecond transient absorption measurements of PDI films wherein sample 
damage is not found to occur.15,16 
Each HD-ESFG spectrum reported here was collected for PPP polarization. To 
collect direct ESFG spectra for comparison to HD-ESFG data, the LO field was removed 
by placing a small beam block following the delay plate but ahead of the sample. 
Analogously, the spectrum of the LO was recorded by using an iris to block the WL and 
upconversion fields before they reached the sample. A background was collected for each 
scan by delaying the upconversion field by 100 ps with respect to the WL field and 
collecting a spectrum for the same integration time used to measure ESFG spectra. 
As the WL field passes through a significant amount of dispersive material 
following its generation, it is chirped in time with approximately a 1.4 ps separation 
between its reddest and bluest frequency components. This time separation is roughly an 
order of magnitude longer than the pulse width of the upconversion field, ~100 fs. As ESFG 
is only generated when the upconversion and WL beams interact with a sample at the same 
time, to ensure the upconversion field has the opportunity to mix with each frequency 
component of the WL pulse, ESFG spectra were collected by scanning the time delay 
between the WL and upconversion fields using a computer-controlled delay stage 
(Newport XMS50). Unless otherwise noted, each ESFG spectrum in this report represents 
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the sum of a set of measurements wherein the time delay between the WL and upconversion 
fields was scanned over a range of 1.5 ps in 100 fs steps.  
 
Figure 7-5:  (A) HD-ESFG signal recorded for a GaAs(110) wafer. (B) HD-ESFG spectra 
of a z-cut quartz plate placed in the sample position, measured every 30 s for 
5 hours. Spectral fringes show minimal evidence of motion, highlighting the 
phase stability of our experimental layout.  
Figure 7-5 A displays the HD-ESFG spectrum of a GaAs(110) wafer recorded using 
the methodology outlined above. Similar to z-cut quartz, GaAs is a non-centrosymmetric 
material and hence generates an intense reflected ESFG signal whose spectral lineshape 
largely follows that of the WL pulse.7,25 Due to interference between the ESFG fields 
emitted by the quartz and GaAs pieces, spectral fringes can be observed in the collected 
HD-ESFG spectrum. The spacing between these fringes reflects the phase difference 
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between the LO and GaAs signal fields, which can be adjusted by controlling the time 
separation between these fields via the thickness (and effective thickness via tilt) of the 
delay plate. As the amplitude of the GaAs ESFG field is comparable to that of the quartz-
generated LO, the oscillations that result from the interference between these fields 
approach the theoretical limit of 50% for two equal amplitude fields. 
One concern when constructing a spectrometer for optical heterodyne 
measurements is minimizing path-length fluctuations between the LO and signal fields, 
which can randomize the phase of the heterodyne signal produced by their interference. 
Such fluctuations are of particular concern when detecting interferograms in the ultraviolet 
spectral range as a path-length shift on the order of half the wavelength of the signal field 
will cause the sign of the detected interferogram to flip. Thus, for the signals reported here, 
path-length fluctuations of ~170 nm between the signal and LO during data collection will 
cause the HD-ESFG signal produced by their interference to average to zero.  
To ensure that the distance separating the LO and ESFG signal fields generated by 
our HD-ESFG setup remain fixed throughout an experiment, we have used common-path 
optics to propagate the LO, WL, upconversion, and signal fields after generating and 
filtering the WL (Figure 7-3). Thus, any fluctuations in the optical path of our spectrometer 
will be transferred to each of these beams, holding fixed the relative phase of the signal 
and LO. As an illustration of this point, in Figure 7-5B we plot HD-ESFG spectra of a z-
cut quartz piece placed at the sample position that were taken every 30 seconds over the 
course of 5 hours. Over this time span, we see that interference fringes produced between 
the LO and ESFG signal fields display almost no discernable drift. Comparing the first 
recorded spectrum to that measured after 5 hours indicates a change in phase of 0.43 
radians, which corresponds to a path-length change of only ~24 nm (~/15) in the relative 
path traveled by the LO and ESFG fields over this time. Such long-term phase stability is 
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required for measurements that aim to detect changes in the ESFG signal intensity of a 
sample in response to an external stimulus, such as a time-delayed excitation pulse in 
transient ESFG measurements.8,26–29 
7.4: Results 
Phase-sensitive detection of ESFG fields produced using WL continua was 
previously implemented by Yamaguchi and Tahara.7 In their setup, the WL and 
upconversion fields were first focused onto a sample in a reflection geometry, generating 
ESFG. The reflected WL, upconversion, and ESFG fields were then captured using a 
spherical mirror and refocused onto a GaAs(110) wafer to produce a LO field emitted in a 
direction collinear with the ESFG field. While this setup has been effectively used to study 
the structure of liquid interfaces30–32 and monolayer films,7 thin OSC films present 
significant challenges. First, as discussed in Chapters 3, thin films are known to produce 
signals from each of their surfaces that interfere with one another. The signal from a 
specific interface of interest can be isolated by measuring spectra of films of different 
thicknesses or by varying the angle of incidence of the WL and upconversion fields.1–4 
However, as many OSCs are highly absorbing, they can strongly modify the spectrum of 
the reflected WL field used to generate a LO in Yamaguchi and Tahara’s scheme. This 
creates a complication when altering either OSC film thickness or sample tilt with respect 
to the WL and upconversion fields as this can modify the spectrum of the LO used for HD-
ESFG detection. Secondly, producing the LO using fields reflected from a sample’s surface 
creates a practical issue as the sample itself acts as a mirror. Slight changes in the tilt of a 
sample when exchanging one for another can alter beam steering onto a GaAs wafer placed 
after the sample, affecting the efficiency of LO generation. Lastly, GaAs itself is highly 
absorbing in the ultraviolet spectral range. As the signal emitted by a sample needs to be 
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reflected off a GaAs surface in Tahara and Yamaguchi’s scheme, absorption of the signal 
by GaAs can negate some of the signal-to-noise gains expected from heterodyne detection.  
To address the issues noted above, our experimental layout for HD-ESFG generates 
the LO using a transmissive z-cut quartz piece placed ahead of the sample. This layout is 
similar to that recently implemented by Inoue et. al.10 and Vanselous and Petersen11 for 
measuring heterodyne-detected vibrational sum frequency generation, but to our 
knowledge this is the first time it has been adapted to measurement of broadband HD-
ESFG spectra employing a WL continuum. Generating the LO prior to the ESFG signal 
from a sample carries the distinct advantage that the LO’s spectral profile is no longer tied 
to the sample film’s reflectivity, ensuring each sample investigated in our layout 
experiences an identical LO field. Moreover, by using a transmissive geometry for 
generating the LO, we simplify the alignment of our HD-ESFG spectrometer as the 
substrate that produces the LO is no longer used as a mirror. This geometry allows us to 
easily change between detecting ESFG signals reflected or transmitted from a sample 
without the need to re-optimize LO generation. 
Figure 7-6A plots the spectrum of the LO field produced by overlapping the WL 
and upconversion fields in a 20 m z-cut quartz crystal alongside the spectrum of the ESFG 
field created by focusing these beams reflectively onto a GaAs substrate. The spectrum of 
the signal produced by GaAs largely follows that of the WL field and its spectral extent is 
ultimately limited in our setup by a bandpass filter placed after the sample that removes 
residual scattered light from the WL field. As the LO produced by z-cut quartz is created 
nonresonantly, it too should display a spectrum that tracks the WL’s line shape. 
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Figure 7-6:  (A) Comparison of the spectrum of the transmitted LO field from 20 m z-
cut quartz and the direct ESFG of a GaAs(110) wafer. (B) Spectrum of the 
LO field as a function of the angle of incidence using 35 m z-cut quartz. 
However, the LO’s spectrum is instead highly structured, showing a series of 
narrower peaks that resemble the WL spectrum convolved with a 𝑠𝑖𝑛ℎ2(𝜔) function. This 
narrowed spectrum represents one disadvantage of using a transmissive geometry to 
produce the LO as the dispersion of the z-cut quartz crystal leads to temporal walk off 
between the ESFG field and the WL and upconversion fields as they propagate through the 
crystal. This leads to a phase shift between ESFG signal created at different points within 
the crystal that can interfere for certain wavelengths.33 The bandwidth of the LO can be 
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maximized by minimizing the thickness of the crystal used to produce it10,12 and the 
position of peaks within the LO spectrum can be tuned by altering the angle between it and 
the incident WL and upconversion fields (Figure 7-6B). Nevertheless, for the 20 m z-cut 
crystal we employ here, we find that our LO has a bandwidth of ~2200 cm-1 (FWHM of 
central peak), which is broad enough to span the lowest energy electronic transition of C1-
PDI. 
 
Figure 7-7:  (A) HD-ESFG of a 52 nm C1-PDI film on SiO2 as a function of the time 
delay between generation fields. (B) Spectral slice of the data in (A). (C) 
Fast Fourier Transform of (B) (black) and the window used to extract cross 
term (red). (D) Zoomed view of (C). 
Figure 7-7A displays a contour plot showing HD-ESFG spectra measured for a 52 
nm C1-PDI film as a function of the time delay between the WL and upconversion fields. 
As the delay between these fields is scanned, the envelope of the response undergoes a 
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pronounced frequency shift due to the chirp in the WL field. Oscillations are apparent in 
the spectrum at each time delay due to interference between the LO and ESFG field emitted 
by the C1-PDI film. These oscillations are highlighted in Figure 7-7B, which shows a slice 
through the dataset in Figure 7-7A indicated by the dashed green line. As with any 
heterodyne detection scheme, care must be taken in setting the intensity of the LO relative 
to that of the signal emitted by a sample to ensure that the measured spectrum is not 
dominated by the background |?⃑? 𝐿𝑂|
2 contribution. In our setup, the amplitude of the LO 
can be tuned via in-plane rotation of the z-cut quartz crystal. Such tunability is important 
as the direct ESFG signal, |?⃑? 𝑆𝑎𝑚𝑝|
2, produced by a C1-PDI film is 275× weaker than that 
of a GaAs wafer. For the data in Figure 7-7, the LO intensity was maximally attenuated by 
rotation of the z-cut quartz, yielding an intensity ratio of 89 for |?⃑? 𝐿𝑂|
2/|?⃑? 𝑆𝑎𝑚𝑝|
2. 
Decreasing this ratio further by replacing the delay plate used to temporally separate the 
LO and signal with similarly thin neutral density filter could in principle improve the fringe 
depth achieved in Figure 7-7B. Nevertheless, as constructed, our setup has enough 
flexibility to detect heterodyne signals from both strong (GaAs) and weak (C1-PDI) 
emitters.  
Figure 7-7C plots the real portion of the Fourier transform of the HD-ESFG signal, 
which displays two intense peaks at time delays of ±360 fs as well as a broad band centered 
at t = 0. Looking at Equation 7-2, it is apparent that the features at ±360 fs represent the 
cross terms that contain the product |?⃑? 𝑆𝑎𝑚𝑝||?⃑? 𝐿𝑂|, while the band centered at t = 0 denotes 
the central contributions |?⃑? 𝐿𝑂|
2 and |?⃑? 𝑆𝑎𝑚𝑝|
2. We can isolate the cross term by applying a 
window function to the Fourier transform that selects one of the peaks at ±360 fs and 
subsequently performing an inverse Fourier transform.7,13,14 We note the thickness of the 
glass plate used to introduce a time delay between the LO and signal fields is critical to the 
success of this analysis scheme. If the plate is too thin, it will not sufficiently separate the 
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cross term from the central signal contributions. Conversely, if the plate is too thick, it will 
minimize the interference between the LO and signal fields at the detector. In our 
implementation, we have employed a 145 m thick glass plate that creates a delay of 360 
fs between the LO and signal fields at the detector. This delay can be fine-tuned by slight 
alteration of the tilt of the glass plate or by replacing the plate with a pair of variable 
thickness wedges.34,35  
Fourier transform filtering of the data in Figure 7-7A was used to isolate the cross 
term, whose spectrum is plotted in Figure 7-8A (black line). Plotted alongside this data is 
a direct ESFG spectrum of the same C1-PDI sample film recorded without the use of a LO, 
|?⃑? 𝑆𝑎𝑚𝑝|
2 (red line). Both sets of data were measured using a 120 s integration time and we 
have processed the data in a manner such that the amplitudes of the cross term and direct 
ESFG signal should be comparable. As expected, the HD-ESFG spectrum is more intense 
than the direct signal due to the additional contribution from the LO. As the LO is not 
spectrally flat, this contribution skews the HD-ESFG spectrum, causing it to peak at a 
shorter wavelength than the direct signal. This can be corrected by dividing the cross term 
by the amplitude of the LO. In practice, this division is achieved by normalizing the Fourier 
transformed HD-ESFG spectrum of the C1-PDI film by the spectrum resulting from a 
similar set of measurements performed on a GaAs(110) wafer. In so doing, we not only 
correct for the spectral contribution from the LO but also the spectral dependence of the 
WL field. Figure 7-8B compares the values of |?⃑? 𝑆𝑎𝑚𝑝|
2 determined by applying this 
normalization procedure to the HD-ESFG data to that measured by direct ESFG without 
the use of a LO. Similar to the HD-ESFG spectrum, the spectrum of the WL field has been 
deconvoluted from the direct ESFG signal by normalization with a similar measurement 
performed on GaAs. 
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Figure 7-8:  (A) Comparison of extracted cross term from HD-ESFG of a 52 nm C1-PDI 
film to directly detected ESFG spectrum or the same film (red). (B) Spectra 
of |?⃑? 𝑆𝑎𝑚𝑝|
2 extracted from HD-ESFG (black) and direct ESFG measurements 
(red) shown in panel (A). 
Overall, there is quite good agreement between both sets of spectra, both in terms 
of the position and relative amplitude of peaks.  Importantly, while both spectra display a 
prominent peak near 352 nm, some of the smaller bands that appear at 325, 335, and 340 
nm in the HD-ESFG spectrum are obscured by detector noise in the direct ESFG spectrum. 
Here we see one of the advantages offered by HD-ESFG detection. In a direct ESFG 
measurement, two sources of noise can commonly obscure a signal: electronic noise 
associated with the readout of signals from a detector and shot noise due to fluctuations in 
the intensity of the laser source. For samples that generate strong ESFG fields, electronic 
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noise in a direct ESFG measurement can be small relative to the strength of the ESFG 
signal. For such signals, laser shot noise acts as the dominant noise source and optical 
heterodyne detection offers no significant signal-to-noise advantage over direct detection 
as the shot noise of the signal field is simply amplified by the LO.14,36 However, for ESFG 
spectral components that are comparable to or weaker than the electronic noise level of the 
detector, heterodyne detection can boost the signal amplitude above the detector’s noise 
floor. As such, weak bands that appear at short wavelengths in the direct ESFG spectrum 
in Figure 7-8B are much more pronounced in the HD-ESFG spectrum.  
 
Figure 7-9: Comparison of direct (red) and HD-ESFG (blue) signals measured for a 52 nm 
C1-PDI film at different time delays between the white light and 
upconversion fields. 
As proof of the increased sensitivity of HD-ESFG to weak signals, in Figure 7-9 
we compare HD-ESFG and direct ESFG spectra measured for the 52 nm C1-PDI film for 
different time delays between the WL and upconversion fields. As the delay is scanned, 
the signal envelope shifts from short to long wavelengths, due to the chirp of the WL field. 
Panels A, B, and C in Figure 7-9 show direct and HD-ESFG signals measured at the peak 
of the temporal overlap between the WL and upconversion fields (panel B: t = 0 ps) and 
the edges of this overlap (panel A: t = -0.4 ps & panel C: t = 0.2 ps). While the directly 
detected ESFG signal measured at t = 0 ps is strong enough that its amplitude rises above 
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the background noise of the detector (Figure 7-9B, top), for time delays closer to the edge 
of temporal overlap between the WL and upconversion fields, the signal intensity is much 
lower. In particular, the direct signal measured at t = -0.4 ps (Figure 7-9A, top) barely 
rises above the detector’s noise floor at 6 counts for the 120 s acquisition time giving just 
0.05 cts/s.  
In contrast, the HD-ESFG signal measured at t = -0.4 ps (Figure 7-9A, bottom) 
shows clear oscillations that extend from 310 to 350 nm, indicating the presence of an 
ESFG field emanated by the C1-PDI sample film whose existence is obscured by detector 
noise in a direct ESFG measurement. At the HD-ESFG spectrum’s peak, the interference 
fringes display a max-to-min spacing of 225 counts corresponding to 1.87 cts/s for the 120 
s acquisition time, or roughly 37.5× stronger than that of the direct ESFG measurement. 
For the CCD we employ, background counts primarily arise from the read noise associated 
with the CCD rather than dark current, and as such will largely be independent of data 
acquisition time. In principle, a comparable signal-to-noise ratio could be achieved in the 
direct ESFG measurement by lengthening the acquisition time, but given the difference in 
count rate, this would require lengthening the measurement time for a single time step from 
2 minutes to 1.25 hours (37.5× longer). Examining the data in panels 7-9B and 7-9C, 
oscillations in the HD-ESFG signal can be observed to extend beyond the points where the 
direct ESFG signal returns to baseline. These results show that heterodyne detection can 
lift weak signal features that are not shot-noise limited above the limit of detection of an 
optical system, thereby allowing for more accurate determination of a sample’s ESFG line 
shape. 
While both the HD-ESFG and direct ESFG spectra in Figure 7-8B should overlap 
following the deconvolution steps above, there is a notable 2 nm shift between the peak of 
these spectra. One possible explanation for this shift is that it results from improved 
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sensitivity to low amplitude features in the HD-ESFG measurement that are obscured in 
direct ESFG measurements. Alternatively, this shift could result from imperfect 
deconvolution of the LO from the HD-ESFG spectrum. Temporal walk off within the 
quartz crystal used to generate the LO limits its bandwidth and causes its amplitude to drop 
substantially near 373 nm. While this signal drop can in principle be corrected by 
normalizing the HD-ESFG spectrum by the LO’s spectral amplitude, as is done in Figure 
7-8B, this deconvolution assumes perfect spectral overlap between the LO and signal 
fields, which likely breaks down when the LO displays a complicated temporal shape, as 
would be expected near 373 nm. Using a thinner piece of z-cut quartz to produce the LO 
can extend its spectral bandwidth and mitigate windowing effects imposed on HD-ESFG 
spectra.  
In Figure 7-10 we compare the linear absorption spectrum of the C1-PDI film (blue 
dashed) with the amplitude of the ESFG field emitted by it, |?⃑? 𝑆𝑎𝑚𝑝|, as determined by HD-
ESFG (red solid). To aid in comparing these two spectra, we have plotted the ESFG data 
both as a function of the wavelength of the emitted ESFG field, ESFG, and the wavelength 
of the WL field that drives its emission, WL. Examining the data, it is clear the film’s 
ESFG spectrum distinctly differs from its linear absorption spectrum. While the film’s 
lowest energy absorption band peaks at 568 nm, the ESFG spectrum is shifted to lower 
energy, peaking instead at WL = 627 nm with a broad tail that extends to nearly 700 nm. 
Additionally, the measured C1-PDI spectrum here differs from that of those measured in 
Chapter 6, being further red shifted and having a different structure. We attribute these to 
the higher energy of the upconversion beam at 804 nm pushing the ESFG spectra into a 
region where there are in fact multiple photon resonances that contribute to the ESFG 
signal, which we avoid with an upconversion wavelength of 885 nm in Chapter 6. We are 
working to fully separate these contributions.  
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Figure 7-10: Comparison of the linear absorption spectrum of a C1-PDI film and its HD-
ESFG field amplitude, |?⃑? 𝑆𝑎𝑚𝑝| (red line).  
One potential explanation for the prominent red-shift of the ESFG spectrum is that 
its emission from the C1-film is not driven by resonance between spectral components of 
the WL field and C1-PDI’s valence electronic transitions, but rather by resonance between 
the frequencies produced by summing the WL and upconversion fields and higher lying 
C1-PDI electronic states. However, in this scenario the strength of the emitted ESFG field 
would be proportional to the product of C1-PDI’s one-photon and two-photon absorption 
cross-sections at ESFG.37,38 As the film only shows minimal absorption in the UV spectral 
range (Figure 7-2), this scenario seems unlikely. A second hypothesis for the observed red-
shift of the ESFG spectrum is that molecules in the vicinity of the SiO2 interface experience 
some degree of solvatochromic stabilization.39 However, the static dielectric constant of 
SiO2 is only marginally larger than that of bulk C1-PDI, which suggests this hypothesis 
may not fully explain the magnitude of the red-shift we observe. A third explanation that 
seems most likely is that the presence of the SiO2 layer imparts strain to C1-PDI crystallites 
at the junction between these materials as discussed previously.  
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Differentiating between these scenarios and others requires that the HD-ESFG 
spectrum measured for C1-PDI accurately reports on the electronic DoS of the buried C1-
PDI:SiO2 interface. In Chapter 5 and 6 we have shown that sum-frequency spectra of OSC 
thin films contain contributions from both their air-exposed and buried interfaces. 
Therefore, extracting information from an ESFG spectrum necessitates first fitting the data 
using a thin-film interference model that can separate signal contributions that originate 
from each interface of an OSC film.1,2 As we show below, HD-ESFG spectra allow for a 
more accurate retrieval of the 𝝌(2) of a buried OSC surface than direct ESFG measurements 
as HD-ESFG measurements provide the spectral phase of the ESFG signal field. This 
information delivers an additional constraint that can differentiate between distinct trial 
𝝌(2) lineshapes that produce similar fits to direct ESFG spectra. 
7.5: Improved Interference Modeling Using Heterodyne-Detected ESFG 
To test how the inclusion of the spectral phase of ESFG signals influences our 
ability to extract the 𝝌(2) of a buried OSC interface, we performed a set of model 
calculations where we considered a thin film of a PDI molecule related to C1-PDI, N−N′-
dioctyl-3,4,9,10-perylenedicarboximide (C8-PDI), that had been deposited on an 
amorphous SiO2 substrate. Each interface of the C8-PDI layer was assumed to be ESFG 
active, with a 𝝌(2) containing a pair of Lorentzian oscillators (see Chapter 3). Using this 
information and known optical constants of both SiO2
40 and C8-PDI,5 we employed an 
approach developed by O’Brien and Massari2 and discussed in Chapter 3 to calculate how 
the ESFG field reflected by the film varies with the thickness of the C8-PDI layer. This 
calculation assumes an angle of incidence of 45º for each beam and a polarization 
combination of SPS for the ESFG, WL, and upconversion fields respectively. For this 
polarization condition, only the 𝜒𝑦𝑧𝑦
(2)
 component of the total 𝝌(2) tensor contributes to the 
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ESFG response.41,42 We then add Gaussian-distributed noise to this signal to make it more 
representative of experimental data. The result of this calculation is shown in the top panel 
of Figure 7-11, which plots the square modulus of the ESFG field, |?⃑? 𝑆𝑎𝑚𝑝|
2, as a function 
of film thickness. This corresponds to the signal detected in a direct ESFG experiment. As 
the thickness of the sample film increases, the ESFG signal is observed to oscillate in 
amplitude due to interference between signals emitted from the air-exposed and buried C8-
PDI interfaces. 
To assess the importance of spectral phase for retrieving 𝝌(2), we use this data as 
the target input for a series of calculations whose goal is to reproduce this data set starting 
from a randomly generated 𝜒𝑦𝑧𝑦
(2)
 for each C8-PDI film interface. In one set of these 
calculations, which we label as “Direct Fit,” only the intensity of the target ESFG signal, 
|?⃑? 𝑆𝑎𝑚𝑝|
2, is considered when fitting. In another, which we label as “HD-ESFG Fit,” both 
the amplitude and phase of the target ESFG field are accounted for when fitting. The middle 
and bottom panels of Figure 7-11 display representative fits to the target data set using both 
methodologies, employing the same initial guess for the 𝜒𝑦𝑧𝑦
(2)
 response of each C8-PDI 
film interface. Following optimization, both methodologies converge to fits that well 
reproduce the intensity of the ESFG field as a function of film thickness. We generally find 
this result to be independent of the starting guess used for the 𝜒𝑦𝑧𝑦
(2)
 response of each 
interface.  
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Figure 7-11: (Top) Target data set determining 𝜒𝑦𝑧𝑦
(2)
. Fits to this data set without spectral 
phase of the signal field (Middle) and with (Bottom).  
However, we find the optimized 𝜒𝑦𝑧𝑦
(2)
 response used for the buried interface 
strongly differs between the Direct and HD-ESFG fits. Figure 7-12 compares the imaginary 
components of the optimized 𝜒𝑦𝑧𝑦
(2)
 response found by each fitting routine. While both fits 
accurately reproduce the target 𝜒𝑦𝑧𝑦
(2)
 of the air-exposed C8-PDI interface, the optimized 
response determined by direct fitting is unable to reproduce the 𝜒𝑦𝑧𝑦
(2)
 of the buried surface, 
predicting that this lineshape is composed of only a single Lorentzian resonance rather than 
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a pair of peaks. In contrast, the HD-ESFG fit accurately reproduces the spectral position 
and amplitude of both peaks in the 𝜒𝑦𝑧𝑦
(2)
 response of the buried C8-PDI interface, 
suggesting the inclusion of spectral phase in our interference model improves the accuracy 
of the line shapes for the 𝝌(2) tensor components recovered from it. While the calculation 
we highlight in Figure 7-12 is somewhat of an extreme case in that it yields completely 
different line shapes for the 𝜒𝑦𝑧𝑦
(2)
 of the buried C8-PDI:SiO2 interface, the improvement in 
the accuracy of recovering the buried 𝜒𝑦𝑧𝑦
(2)
 lineshape upon the inclusion of spectral phase 
holds across a range of different initial guesses for the 𝜒𝑦𝑧𝑦
(2)
 of each interface and is 
somewhat insensitive to the algorithm used to optimize the fit.  
                     
Figure 7-12: 𝜒𝑦𝑧𝑦
(2)
 of the air-exposed and C8-PDI:SiO2 interface used to generate the target 
data in Figure 7-12 and the reconstructions of this response with two fitting 
methods. 
We conclude that with the phase information we gain from HD-ESFG 
measurements, we can better determine the electronic DoS of C1-PDI molecules at buried 
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interfaces. Our model calculations indicate that without accounting for the phase of the 
ESFG signal during interference modeling, we are in danger of retrieving an incorrect line 
shape for the 𝝌(2) of the buried C1-PDI interface from these measurements. This can skew 
the interpretation of ESFG signals measured from these and other OSC films.  
7.6: Conclusions 
In this Chapter, we have demonstrated a simple method for incorporating 
heterodyne detection into a broadband ESFG spectrometer and described some of the 
benefits that HD-ESFG detection holds over the direct detection of ESFG signals, 
particularly for OSC thin films. HD-ESFG’s sensitivity to low amplitude signals can 
highlight weak features that appear in a spectrum. For samples such as OSC thin films that 
contain multiple ESFG-active layers, the phase information provided by HD-ESFG 
measurements can constrain optical models that seek to separate the various interfacial 
electronic DoS within a sample. Without accounting for this phase, such interference 
models can be more prone to reporting spectra that do not accurately reflect the DoS of a 
buried interface. In addition, as the phase of an ESFG signal depends strongly on the 
thickness of a sample film, we believe HD-ESFG measurements will be of great utility in 
the study of buried interfaces where the gain of sign for the extracted 𝝌(2) will help for 
orientational interpretation. The advantages mentioned above will be critical to both the 
implementation and interpretation of time-resolved ESFG studies as they provide enhanced 
sensitivity to the electronic structure of buried interfaces while simultaneously reducing 
data collection times needed to record ESFG spectra. 
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