ABSTRACT. Several theorems are proved which give sufficient conditions for melding two solutions of a partial differential equation, or inequality, on "adjacent" domains. In particular, one obtains theorems concerning removable singularities for harmonic functions, solutions of the heat equation, subharmonic functions, and holomorphic functions of several variables.
Introduction
This work contains a number of recipes for melding two solutions of a linear partial differential equation or inequality along a common edge. This problem belongs to the field of removable singularities of solutions of PDE's, a subject which has attracted considerable interest in recent years (see the survey of J. Polking [11] ). Some of our results are closely related to work of R. Harvey and J. Polking [3] . Our methods are elementary, modulo the use of standard results on smoothness of solutions of (hypo)elliptic equations. The main differences with [3] are that our operators are less general, which allows more to be said about their solutions, that our coefficients and hyper surf aces are not assumed to be C^-smooth, that our hypotheses are such that one gets additional smoothness of the solution, that various explicit examples are examined, and that some differential inequalities are treated as well.
In particular, we extend Theorem 5.2 of Harvey and Polking [3] for removable singularities on C^-smooth hypersurfaces to a result on removable singularities on a (7 1 -smooth hypersurface for solutions of partial differential equations as well as inequalities. As Harvey and Polking point out in [3] , their Theorem 5.2 for C^-smooth hypersurfaces can be reduced to (or deduced from) the hyperplane case by means of local coordinate transformations. For our case of C 1 -smooth hypersurfaces it is not so clear how to perform such a reduction, for in this context, the local coordinate transformations which straighten the hypersurface are only C^-smooth so that the smoothness of the coefficients may be decreased by such coordinate transformations.
Most of the results of this paper were found while the first author was writing his thesis at the Universite de Montreal. Theorem 2.1 concerns solutions of elliptic equations of second order and is a tool which the first author made use of in his thesis [2] . This theorem was the starting point of this work and its proof has led to the statements of the other results. These concern hypoelliptic equations (Section 3), subharmonic functions (Section 4) and solutions of the equation du -f (Section 5).
The authors would like to thank Thomas Bagby for his interest in this work. We also thank the referee for helpful suggestions.
Elliptic equations of second order
We consider, first, solutions of elliptic equations with mild regularity assumptions on the coefficients. We now introduce these solutions.
Let 
, a e (0,1), and i, j = 1,... ,ra.
We assume that L is of elliptic type in D. This means that
for each ^ = (£i,..., f m ) G M m \{0} and for each re G D. An operator 1/ given by (2.1) and whose principal part satisfies (2.2) enjoys the following property.
Weyl's Lemma. [6, page 199 
(D). If u is locally integrable in D and satisfies
.. ,n m (^)) is a continuous vector field normal to S, then, setting
we define a continuous vector field z7(x) = (^i(x),... ,z/ m (x)) on 5 and a first-order differential operator as follows:
, is • ri > 0 and z/ is never tangent to 5.
We shall say that two disjoint domains Di and D2 are adjacent at a, free hypersurface S of class C 1 if S is a hypersurface of class C 1 in dDiP\dD2 and if dist(x, dDk\S) > 0 for each x £ S and each k = 1, 2. If Di and -D2 are two such domains, then for k = 1,2, w/e £ C^^D/c U 5) will mean that u^ £ C 1 (Z)/ e ) and that i^ together with all its partial derivatives of first order extend continuously to Dj-US. Therefore, if Uk £ C 1 (Dk U 5), then there exist m + 1 functions ^, i = 0,1,..., m, continuous on Dk U 5, such that $£ = Uk and ^ = duk/dxi for i = 1,..., m on Dk-In that case we set, by abuse of notation, Uk = d®, duk/dxi = #£. for i = 1, -,ra, Vw^ = (1?^,... ,^). We denote by n k = (rii,..., n^J the unit normal on S exterior to Dk, by u k = (z/f,..., z/^J the corresponding vector field with components
and we set d/du 
Hypoelliptic equations
In this section, we consider an operator A of the form (2.4) having all its real-valued coefficients of class C 00 , but we no longer assume that these satisfy (2.
2). We denote by V f (D) the set of all distributions T in D and we let AT be the distribution defined by AT{(p) = T(Lip) for every cp e C™(D).
By definition, the singular support of We may now state the following result which is nothing but an immediate corollary of the proof of Theorem 2.1. A new feature of Theorem 3.1 with respect to Theorem 2.1 is that it applies to solutions of the heat equation
where x = (#1,..., # m _i) and A^ = Y^i d 2 /dxf. In this case, (3.4) becomes
If Di and D2 are adjacent at So defined by t = 0, then by Theorem 3.1, we can extend two solutions ui and U2 of (3.5) in Di and D2 to a solution u of (3.5) in Di {JD2 U So under the sole hypothesis that ui = U2 on 5o, since then n^ = 0 for each i = 1,... ,ra -1. The above remark, obtained from Theorem 3.1, is a corollary of a result of Harvey and Polking [3, Theorem 5.2] as well, since the heat operator (3.5) has normal order one with respect to So (see [3, page 48] ). It serves as a foretaste for our next result. In order to state this result, we now briefly recall some basic concepts.
A vector £ G M m is said to be characteristic for A at x G D if a(:r,£,£) = 0, where a(x, •, •) is the bilinear form (3.2). We denote by char ;E (A) the set of all such £. A hypersurface in D is called characteristic for A at x if its normal vector n(x) is in chare (^4). A hypersurface is called a characteristic hypersurface for A if it is characteristic at each of its points.
We again consider two disjoint domains of iT 72 adjacent at a free hypersurface S, and we set D = Di U D2 U S. We assume that S is given (locally) by an equation of the form p{x) = 0 with pe&tD) , Vp(x)^0onS, The following result generalizes the preceding example. 
[v(x),u(x)] = <{ v(x)-u(x)-h e n (x)u(x)v(x) \ ds, e n(x) = ^2ei(x)ni(x),

Proof of Theorem 3.2. Let u be the continuous function on D = D^ U D2 U S which equals Uk on Dk-We show that T u (Lip) = Tf(cp) for every ip G C^C(D).
J D<2 J S JD2
Therefore by using (3.12), (3.14), the hypothesis, and the fact that n 1 = -n 2 on 5, we have In this case the corresponding vector field z/ = (1/1,1/2) = (^1 +™2> ^1+^2) will vanish on any straight line where ni = -712. In particular, z/i = z/2 = 0 on the straight line xi = X2 and we can meld two solutions ui and U2 of (3.16) if ui = U2 on this line. Let us consider Kolmogorov's equation
This equation is hypoelliptic (see [8, page 147]), and z7 = (ni,0,0) will vanish on the planes t = G and X2 = 0, but not on the plane xi = 0. We can therefore meld two solutions of (3.17) on t = 0 or on X2 = 0 if these two solutions coincide there. However, z7 = (1,0, 0) on the plane xi = 0, and (3.4) becomes ui = U2, dui/dxi -du2/dxi.
Subharmonic functions
We now present a result on the "fusion" of two solutions of a partial differential inequality. For simplicity, we consider only the case of subharmonic functions. As in the preceding example, we see, by using Theorem 4.1, that u(z) is subharmonic in C. We now prove Theorem 4.1. 
Solutions of du = f
In this section, we consider complex-valued functions defined on subsets of the mdimensional complex number space
We first introduce some standard notations. .1) ) that the two forms Bu and / have the same coefficients and thus that u satisfies du = f in D in the classical sense.
^Z--i^-
Our next result concerns solutions oiBu -f defined on adjacent domains of C m . Two disjoint domains Di and D2 of C m will be said to be adjacent at a free hypersurface 5 of class C 1 if S is a hypersurface of class C 1 in dDi n dDz and if dist(Z)dDk\S) > 0 for each z G S, k = 1,2. If .Di and D2 are two such domains, then we denote by Cp^Dk^S) the class of all elements in Cp q (Dk) whose coefficients admit a continuous extension to Dk U S. It is not possible in general to draw the conclusion that the form u, in Theorem 5.1, belongs to C~(D) when / G C~+ 1 (D) . To see this, let v G C^_ 1 p)\(7^_ 1 p) and set u = dv G C* iq (D) . Then du = ddv = 0 but u £ C^q{D). However, when u is a function satisfying du = /, then this follows from a known result (see [7, Cor. 2.1.6] ). This observation leads us to the following. As mentioned above, the corollary is an immediate consequence of Theorem 5.1. However, in order to illustrate a different approach for this kind of problem, we shall give a proof of the corollary which does not depend on Theorem 5.1 when £ > 1. 
