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resumo 
 
 
Esta tese apresenta uma investigação sobre ressonância estocástica [1] em 
redes neuronais. Começa-se por explicar alguns conceitos básicos em 
neurociências e faz-se uma revisão do papel da ressonância estocástica no 
funcionamento do cérebro. Depois, o modelo [2] considerado neste estudo é 
discutido. Prossegue-se para o cálculo analítico da função resposta do 
sistema, quando este é submetido a um estímulo dependente do tempo. Por 
fim, são analisadas as soluções numéricas das equações antes obtidas, de 
modo a compreender a dinâmica neuronal do sistema em estudo na presença 
de diferentes estímulos. De entre os comportamentos encontrados distingue-
se a sincronização entre oscilações neuronais e estímulos periódicos, a 
modulação de amplitude, ressonância estocástica dinâmica, e ainda uma 
ressonância estocástica semelhante à ressonância estocástica limiar. 
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abstract 
 
This thesis presents an investigation of stochastic resonance [1] in neural 
networks. It begins with explaining some basic concepts in neuroscience and a 
review of the role of this phenomenon in brain functioning. Then the model [2] 
considered in this study is discussed. The thesis presents analytical 
calculations of the response function of the system when it is subjected to a 
time-dependent stimulus. Finally, the numerical solutions of the rate equations 
previously obtained are analysed to understand the dynamics of the neuronal 
system at the presence of time-dependent stimuli. Among the different 
behaviours which were found in this thesis, one can distinguish synchronization 
between neuronal oscillations and periodic stimuli, amplitude modulation, 
dynamical stochastic resonance, and a stochastic resonance similar to the 
threshold stochastic resonance. 
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Cap´ıtulo 1
Introduc¸a˜o
As redes complexas teˆm vindo a ser largamente estudadas nesta de´cada, [3–5],
devido ao seu cara´cter multidisciplinar, abrangendo ramos cient´ıficos desde a biolo-
gia a` f´ısica, cieˆncias sociais e informa´tica. Um exemplo de uma rede complexa e´ o
pro´prio ce´rebro humano [6], em que cada neuro´nio presente pode ser entendido na
linguagem das redes como sendo um no´do, e uma sinapse (contacto entre neuro´nios)
como sendo uma ligac¸a˜o da rede. Assim, aplicando o conhecimento que se tem sobre
redes complexas em geral, ao caso do ce´rebro, sera´ por hipo´tese poss´ıvel compreender
teoricamente como funciona o ce´rebro humano e de onde emerge a cognic¸a˜o [6]. Para
chegar a tal resposta sera´ necessa´rio na˜o so´ compreender que tipo de arquitectura esta
rede adopta, mas tambe´m a forma como decorre a dinaˆmica entre os neuro´nios. Uma
certeza sobre esta dinaˆmica e´ que a mesma e´ estoca´stica, uma vez que o ce´rebro pode ser
considerado como um ”processador de ru´ıdo” [7]. De facto, o ru´ıdo na˜o so´ e´ parte inte-
grante na dinaˆmica neuronal, como parece ter um papel crucial nessa dinaˆmica [8–12],
atrave´s de um processo chamado ressonaˆncia estoca´stica [1].
A ressonaˆncia estoca´stica (RE) e´ um feno´meno que parece contrariar o senso co-
mum, pois o mesmo descreve a amplificac¸a˜o e optimizac¸a˜o de um sinal fraco (in-
formac¸a˜o) usando, para tal, o ru´ıdo. Embora esta noc¸a˜o possa parecer paradoxal,
dado que se costuma considerar que o ru´ıdo (flutuac¸o˜es aleato´rias) e´ sempre prejudi-
cial ao bom funcionamento de um sistema, isso apenas se deve ao facto de se estar
familiarizado com sistemas com comportamento linear, (dada a sua simplicidade). Em
engenharia, e em particular em telecomunicac¸o˜es, uma das maiores preocupac¸o˜es dos
engenheiros e´ isolar os sistemas do ru´ıdo. Ao inve´s disso, a natureza encontrou na RE
a forma de lidar com o ru´ıdo, tendo para isso adoptado a na˜o-linearidade.
A primeira evideˆncia experimental de RE em biologia sensorial apareceu no estudo
do sistema de evitac¸a˜o de predadores dos lagostins [13]. No caso dos neuro´nios, as
evideˆncias de que a RE esta´ presente sa˜o apenas indirectas, pois so´ foi observada
RE em neuro´nios in vitro, com a aplicac¸a˜o externa do sinal (que se queria ampliar)
e do ru´ıdo, o que prova apenas que estas ce´lulas sa˜o um sistema na˜o-linear [8]. A
observac¸a˜o directa de RE exigira´ a aplicac¸a˜o de um sinal externo e medidas do ru´ıdo
neuronal interno, in vivo [14].
Neste trabalho ira´, portanto, estudar-se a resposta dinaˆmica de uma rede neu-
ronal, considerando um modelo de dinaˆmica simples com uma complexa arquitec-
tura de rede [2], tendo-se principal interesse no feno´meno de ressonaˆncia estoca´stica
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nessa dinaˆmica. Principiar-se-a´ por uma breve exposic¸a˜o de conceitos ba´sicos em neu-
rocieˆncias (cap´ıtulo 2), necessa´rios a` compreensa˜o do modelo considerado, seguindo-se
uma suma´ria revisa˜o sobre a RE (cap´ıtulo 3). Prosseguir-se-a´ com uma exposic¸a˜o
detalhada do modelo da rede neuronal (cap´ıtulo 4), com o ca´lculo dos estados esta-
ciona´rios e do modo de relaxac¸a˜o (cap´ıtulo 5), bem como a obtenc¸a˜o anal´ıtica da func¸a˜o
resposta do sistema (cap´ıtulo 6). Por fim, sera˜o analisados os resultados de ca´lculos re-
alizados em MATLAB, descrevendo a resoluc¸a˜o nume´rica da func¸a˜o antes obtida, com
vista a compreender a resposta do sistema sob a aplicac¸a˜o de est´ımulos diferentes e em
condic¸o˜es distintas, e para entender em que condic¸o˜es e´ que a ressonaˆncia estoca´stica
emerge (cap´ıtulo 7). Estes dois u´ltimos cap´ıtulos sa˜o trabalho original desenvolvido
neste estudo.
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Cap´ıtulo 2
Conceitos Ba´sicos em Neurocieˆncias
2.1 Introduc¸a˜o
Neste cap´ıtulo sera˜o expostos sumariamente alguns conceitos ba´sicos sobre os neuro´nios,
desde a sua estrutura a`s suas caracter´ısticas fisiolo´gicas.
2.2 Morfologia de um Neuro´nio
O ce´rebro e´ o principal o´rga˜o de animais vertebrados (nos quais e´ protegido por
um craˆnio) e de muitos animais invertebrados, cuja principal func¸a˜o e´ controlar o
comportamento do animal de modo a promover o seu bem-estar, quer pela activac¸a˜o
de mu´sculos, quer pela secrec¸a˜o de substaˆncias qu´ımicas, como as hormonas.
O ce´rebro de um animal e´ constitu´ıdo tipicamente por milho˜es de neuro´nios que se
ligam entre si. No caso do ce´rebro humano, existem cerca de cem mil milho˜es (1011)
de neuro´nios, em que cada um esta´ ligado a cerca de dez mil (104) outros neuro´nios.
Um neuro´nio e´ uma ce´lula do sistema nervoso que processa e transmite informac¸a˜o
atrave´s de sinais electroqu´ımicos. Existem va´rios tipos de neuro´nios: neuro´nios sen-
soriais relacionados com a visa˜o, audic¸a˜o, olfacto, paladar e tacto, e que apo´s rece-
berem est´ımulos, enviam sinais para o ce´rebro e medula espinal (sistema nervoso cen-
tral, SNC); neuro´nios motores (motor neurons), que recebem sinais do SNC e fazem
os mu´sculos contrair e afectam as glaˆndulas; e neuro´nios de associac¸a˜o interneurons,
que conectam neuro´nios entre si no SNC. Em suma, os neuro´nios do sistema nervoso
perife´rico respondem a est´ımulos e comunicam essa informac¸a˜o ao sistema nervoso
central, o qual processa essa informac¸a˜o e envia resposta para outras partes do corpo.
Na Figura 2.1 esta˜o representados treˆs tipos de neuro´nios, que como se pode obser-
var, sa˜o todos constitu´ıdos por treˆs partes fundamentais: dendritos (dendrites), axo´nio
(axon) e soma. Os dendritos organizam-se em ”a´rvores”(dendritic tree), de modo a
receberem informac¸a˜o de milhares de neuro´nios (como no caso do neuro´nio piramidal
do co´rtex (cortical pyramidal neuron) - neuro´nio excitador prima´rio do co´rtex, repre-
sentado na Figura 2.1 A e do neuro´nio de associac¸a˜o do co´rtex, representado na Figura
2.1 C), ou mesmo de centenas de milhar, no caso da ce´lula de Purkinje (Figura 2.1 B),
que e´ dos maiores neuro´nios que se pode encontrar no ce´rebro humano. Os axo´nios,
por seu lado, servem para transmitir a resposta de sa´ıda do neuro´nio. Na Figura 2.1, os
axo´nios na˜o esta˜o totalmente representados, visto que estes podem ter uma extensa˜o
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Figura 2.1: Diagramas de treˆs neuro´nios: A) Ce´lula piramidal do co´rtex. B) Ce´lula
de Puskinje. C) Ce´lula ”estrelada”(stellate cell) do co´rtex cerebral. Sa˜o imagens com
uma aplicac¸a˜o de cerca de 150 vezes [15]. D) Neuro´nio do hipocampo de um rato, in
vitro [16].
que pode atravessar fracc¸o˜es considera´veis do ce´rebro, ou mesmo, em alguns casos,
atravessar todo o corpo. O corpo da ce´lula (soma) inclui o nu´cleo, o qual e´ a prin-
cipal fonte de a´cido ribonucleico (ARN), que por sua vez e´ o responsa´vel pela s´ıntese
de prote´ınas necessa´rias ao funcionamento da ce´lula (em particular, para os axo´nios
fazerem o transporte de informac¸a˜o).
2.3 Fisiologia de um Neuro´nio
Ale´m das caracter´ısticas morfolo´gicas, os neuro´nios teˆm especializac¸o˜es fisiolo´gicas,
entre as quais se destacam os canais de io˜es, que permitem que io˜es (principalmente
so´dio (Na+), pota´ssio (K+), ca´lcio (Ca2+) e cloro (Cl−)) se movam para dentro e
para fora das ce´lulas. O fluir de io˜es atrave´s destes canais e´ controlado por uma mem-
brana que pode abrir ou fechar, em respostas a diferenc¸as de potencial, bem como
a sinais internos e externos. Em condic¸o˜es de repouso, o potencial dentro da ce´lula
e´ de tipicamente −70mV em comparac¸a˜o com o ”banho”circundante a 0V , por con-
venc¸a˜o. Neste caso diz-se que a ce´lula esta´ polarizada. A corrente na forma de io˜es
positivamente carregados a sair da ce´lula (ou de io˜es negativos a entrar na ce´lula),
faz aumentar a diferenc¸a de potencial na membrana, num processo chamado hiperpo-
larizac¸a˜o, enquanto que uma corrente em sentido inverso faz diminuir a diferenc¸a de
potencial dentro da ce´lula - processo de despolarizac¸a˜o.
Quando a despolarizac¸a˜o e´ suficientemente elevada para fazer a diferenc¸a de poten-
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Figura 2.2: A) Potencial de acc¸a˜o medido dentro de uma ce´lula numa cultura de ce´lulas
piramidais de ratos. B) Diagrama de uma sinapse. As ves´ıculas sina´pticas conte´m o
neurotransmissor [15].
cial passar um certo n´ıvel limiar, e´ iniciado um processo de feedback positivo, fazendo
com que o neuro´nio gere um potencial de acc¸a˜o. Um potencial de acc¸a˜o, como se pode
observar na Figura 2.2 A, envolve um aumento ra´pido de 100mV do potencial ele´ctrico
atrave´s da membrana da ce´lula, durante um per´ıodo de tempo de aproximadamente
1ms. Estes potenciais de acc¸a˜o dependem na˜o so´ das condic¸o˜es imediatamente ante-
riores ao seu aparecimento, como tambe´m do histo´rico recente de potenciais de acc¸a˜o
emitidos pelo neuro´nio. Apo´s um potencial de acc¸a˜o ser emitido existe um per´ıodo
refracta´rio absoluto (absolute refractory period), no qual e´ imposs´ıvel ser iniciado outro
pulso de potencial, que designaremos por spike daqui para a frente. Denomina-se
ainda por per´ıodo refracta´rio relativo (relative refractory time), o intervalo de algumas
dezenas de milisegundos apo´s um spike, em que a probabilidade de ocorrer um outro
potencial de acc¸a˜o e´ reduzida.
Os potenciais de acc¸a˜o sa˜o de grande importaˆncia, visto que sa˜o a u´nica forma de
que flutuac¸o˜es no potencial da membrana se possam propagar rapidamente ao longo
de grandes distaˆncias, sendo activamente reproduzidos nos axo´nios, sem atenuac¸a˜o; ao
contra´rio das flutuac¸o˜es de potencial abaixo do n´ıvel limiar, que sa˜o atenuadas ao longo
de distaˆncias inferiores a 1mm.
Quando os potencias de acc¸a˜o chegam ao te´rmino do axo´nio, onde se localiza a
sinapse, que e´ a junc¸a˜o entre o axo´nio de um neuro´nio e um dendrito de outro, pro-
movem a abertura de canais de io˜es que produzem um afluxo de io˜es Ca2+ [15], que por
sua vez fazem libertar um neurotransmissor (Figura 2.2 B), o qual esta´ ligado ao recep-
tor do sinal, isto e´, ao lado po´s-sina´ptico da sinapse, onde se abrira´ um canal de io˜es.
A sinapse podera´ ter um efeito excitador, se conduzir a` despolarizac¸a˜o desse neuro´nio
po´s-sina´ptico, ou um efeito inibidor, se conduzir a` hiperpolarizac¸a˜o desse neuro´nio; o
que dependera´ da corrente de io˜es gerada.
O comportamento fisiolo´gico de um neuro´nio na˜o se resume a este mecanismo acima
descrito, contudo acredita-se que dinaˆmica deste processo seja o mais importante para
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compreender a dinaˆmica neuronal, isto e´, o funcionamento de populac¸o˜es neuronais [15],
de cuja interacc¸a˜o resultam oscilac¸o˜es neuronais. Este na˜o e´ um mecanismo deter-
min´ıstico, mas estoca´stico, visto que, por exemplo, as ves´ıculas sina´pticas nem sempre
sa˜o capazes de libertar os neurotransmissores, ou seja, existe uma certa probabilidade
associada a este processo.
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Cap´ıtulo 3
Ressonaˆncia Estoca´stica
3.1 Introduc¸a˜o
Neste cap´ıtulo sera´ explicado como aparece o feno´meno de ressonaˆncia estoca´stica
(RE) numa rede neuronal, detalhando esse processo e referindo os dois tipos de RE
que se distinguem.
3.2 Ru´ıdo Conduz a Ressonaˆncia Estoca´stica
Como referido no cap´ıtulo anterior, os neuro´nios sa˜o os constituintes do sistema
nervoso, os quais se ligam entre si atrave´s de sinapses, formando uma rede neuronal
(Figura 3.1). Nesta, cada neuro´nio recebe dezenas de milhar de sinais de entrada (que
sera˜o denominados daqui para a frente de inputs, assim como de outputs os sinais de
sa´ıda) irregulares, que os fazem gerar trens de spikes (spike trains) tambe´m muito
irregulares (in vivo). Muita desta actividade ocorre de modo espontaˆneo (sem relac¸a˜o
com est´ımulos ou outputs para func¸o˜es motoras), o que conduz a` questa˜o de qual sera´
a func¸a˜o do ru´ıdo neste sistema.
A discussa˜o sobre o ru´ıdo neuronal centra-se em duas abordagens distintas: estudar
como e´ que os neuro´nios podem superar ou compensar o ru´ıdo [11], ou contrariamente,
estudar como e´ que os neuro´nios se podem comportar com ”fidelidade”(reliability, que
Figura 3.1: Uma rede neuronal [17].
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descreve o facto de um neuro´nio enviar o mesmo nu´mero de spikes, durante o mesmo
tempo, para um igual input), e de modo s´ıncrono (o mesmo que a reliability, com
a diferenc¸a de neste caso ser analisada a resposta de uma populac¸a˜o de neuro´nios),
na˜o apesar do ru´ıdo, mas sim, por causa do ru´ıdo, atrave´s do feno´meno de ressonaˆncia
estoca´stica [12]. (Notar que esta propriedade dos neuro´nios oscilarem de modo s´ıncrono
pode ter um papel muito importante na compreensa˜o de como e´ que grupos de neuro´nios
comunicam entre si no ce´rebro [18]).
A ressonaˆncia estoca´stica e´ um feno´meno no qual a raza˜o sinal-ru´ıdo, de um sistema
na˜o-linear, tem o seu ma´ximo para um valor na˜o nulo de ru´ıdo. A primeira aplicac¸a˜o
do termo ”ressonaˆncia estoca´stica”foi feita em 1980 por Robert Benzi, que propoˆs este
mecanismo para explicar o comportamento perio´dico das idades do gelo [19,20]. Mas so´
em 1991 e´ que surgiram os primeiros artigos a estudar a existeˆncia de RE em modelos
neuronais [21–23], sendo que a observac¸a˜o efectiva de RE em modelos neuronais so´ foi
conseguida em 1994 [24].
3.3 Tipos de Ressonaˆncia Estoca´stica
Existem dois tipos de RE: a ressonaˆncia estoca´stica limiar (threshold stochastic reso-
nance) ou tambe´m denominada de ressonaˆncia estoca´stica na˜o-dinaˆmica, e ressonaˆncia
estoca´stica dinaˆmica.
A ressonaˆncia estoca´stica limiar resulta do acordo entre um limiar, um sinal (est´ımulo)
subliminal e ru´ıdo [25]. O sinal sozinho e´ indetecta´vel e o ru´ıdo na˜o conte´m qualquer
informac¸a˜o, no entanto, quando o sinal e o ru´ıdo ocorrem juntos, para uma dada raza˜o
o´ptima entre os dois, o limiar e´ atravessado probabilisticamente segundo a amplitude
modulada do sinal (isto e´, o limiar sera´ mais vezes atravessado quando o n´ıvel do sinal
esta´ mais perto do limiar), o que fornece informac¸a˜o sobre o sinal. Estes ingredientes
sa˜o frequentes quer em sistemas naturais, quer em sistemas feitos pelo homem, da´ı que
o feno´meno de RE ja´ tenha sido observado em muitos campos e em muitas condic¸o˜es
distintas; por exemplo, no caso do sistema sensorial visual, auditivo e ta´ctil [10].
A ressonaˆncia estoca´stica dinaˆmica, como o nome indica, aparece apenas em sis-
temas na˜o-lineares dinaˆmicos. Neste caso na˜o e´ poss´ıvel identificar um limiar, ocorrendo
simplesmente a amplificac¸a˜o da resposta do sistema para um dado n´ıvel de ru´ıdo. Um
exemplo de um sistema desse tipo e´ uma rede neuronal, na qual os neuro´nios oscilam
em sincronia e desse modo podem comunicar a sua informac¸a˜o a outros e influenciar
a actividade desses, de um modo muito mais efectivo do que se tentasse fazeˆ-lo de
modo ass´ıncrono. De facto, a induc¸a˜o de oscilac¸o˜es ass´ıncronas podera´ servir como
modo de desacoplar mo´dulos funcionais (um mo´dulo funcional e´ uma parte do ce´rebro
responsa´vel por uma dada func¸a˜o, caracterizada por inputs, outputs e um estado in-
terno [26], os quais sa˜o integrados por via de oscilac¸o˜es neuronais [27]). Neste processo,
o ru´ıdo (flutuac¸o˜es aleato´rias) podera´ ter um papel importante, visto que a adic¸a˜o de
uma pequena quantidade de ru´ıdo no ”circuito”neuronal podera´ fazer com que os seus
”componentes”funcionem de modo mais s´ıncrono, enquanto que a adic¸a˜o de uma grande
quantidade de ru´ıdo podera´ quebrar essa actividade sincronizada. Assim, variac¸o˜es no
ru´ıdo neuronal, ao longo do tempo e atrave´s dos mo´dulos funcionais, podera˜o ser uma
das formas pelas quais as oscilac¸o˜es s´ıncronas, que implementam operac¸o˜es perceptivas
e cognitivas no ce´rebro, sa˜o dinamicamente acomodadas a`s necessidades inconstantes
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do organismo humano [27]. A correlac¸a˜o entre os efeitos da ressonaˆncia estoca´stica
dinaˆmica e o aumentar da sincronia da fase estoca´stica entre a resposta neuronal e um
est´ımulo perio´dico foram demonstrados por Bahar e Moss em 2003 [28].
No modelo que a seguir se apresenta, foi observado o feno´meno de ressonaˆncia es-
toca´stica dinaˆmica (ver secc¸a˜o 7.6), bem como um feno´meno de ressonaˆncia estoca´stica
similar a` ressonaˆncia estoca´stica limiar (ver secc¸a˜o 7.7).
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Cap´ıtulo 4
Modelo de Auto´mato Celular
Estoca´stico de Redes Neuronais
4.1 Introduc¸a˜o
Existem va´rios modelos propostos para descrever a dinaˆmica neuronal [29,30], con-
tudo apresentam descric¸o˜es determin´ısticas, quando na verdade se sabe que o ru´ıdo
influencia a dinaˆmica neuronal, tornando-a indeterminista.
Segundo investigac¸o˜es recentes [31–33], a activac¸a˜o global de redes neuronais vivas
atrave´s de est´ımulos, pode ser explicada com base no conceito de bootstrap percolation
[34], o qual e´ uma versa˜o de um auto´mato celular [35], sem se ter que entrar em detalhes
da dinaˆmica individual de cada neuro´nio. Em 2010, Goltsev, Abreu, Dorogovtsev e
Mendes [2] propuseram um modelo de um auto´mato celular estoca´stico para descrever
a dinaˆmica de uma rede neuronal. Segue-se uma descric¸a˜o desse modelo, o qual foi
estudado neste trabalho.
4.2 Modelo
Considera-se que uma rede neuronal com N neuro´nios tem dois tipos de neuro´nios:
excitadores (numa fracc¸a˜o ge do nu´mero total de neuro´nios), que sa˜o neuro´nios que
fazem os respectivos neuro´nios po´s-sina´pticos serem despolarizados, e inibidores (numa
fracc¸a˜o gi = 1 − ge), que conduzem os respectivos neuro´nios po´s-sina´pticos a uma
hiperpolarizac¸a˜o. As ligac¸o˜es (direccionadas) entre os neuro´nios sa˜o definidas por uma
matriz adjacente anm, com n,m = 1, 2, ..., N , de modo a formarem uma rede, em
que quando anm = 1, significa que existe uma ligac¸a˜o direccionada do neuro´nio n
para o neuro´nio m, e anm = 0, se na˜o estiverem ligados (a necessidade das ligac¸o˜es
direccionadas deve-se ao facto de os neuro´nios receberem sinais pelos dendritos, e
enviarem-nos pelos axo´nios, ou seja, a informac¸a˜o so´ ”viaja”num sentido, atrave´s de
um neuro´nio). Dado que um neuro´nio pode estar activo (quando envia um spike ou
um spike train), ou inactivo (quando as flutuac¸o˜es do seu potencial sa˜o abaixo de um
limiar de potencial), define-se a varia´vel sm(t) que define se o neuro´nio m esta´ activo
(sm(t) = 1), ou inactivo (sm(t) = 0), em que t e´ a varia´vel que define o tempo, dado
que o neuro´nio ira´ mudar o seu estado de actividade ao longo do tempo. Considera-se
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que um neuro´nio m recebe num dado tempo t um input total Vm(t), potencial po´s-
sina´ptico, que resulta da soma de todos os inputs enviados por neuro´nios ligados aos
dendritos desse neuro´nio m:
Vm(t) =
∑
n
sn(t)anmJnm (4.1)
em que Jnm e´ a efica´cia sina´ptica, cujo seu valor e´ 1 ou −1, consoante o neuro´nio n e´
excitador ou inibidor, respectivamente. (A dinaˆmica na˜o seria qualitativamente difer-
ente se se considerasse |Jnm| diferente para cada neuro´nio.) Assim, os neuro´nios pre´-
sina´pticos (anm = 1), activos (sn(t) = 1), excitadores (Jnm = 1) contribuem com um
input positivo, e os neuro´nios pre´-sina´pticos, activos, inibidores (Jnm = −1) contribuem
com um input negativo, enquanto que todos os outros neuro´nios na˜o contribuem para
o input total do neuro´nio m.
A varia´vel s(t), que define se um neuro´nio esta´ ou na˜o activo, e´ func¸a˜o das seguintes
regras:
1. Um neuro´nio excitador (inibidor) e´ activado por est´ımulos ou actividade espontaˆnea
a uma taxa fe (fi).
2. Se o input total (Vm(t)) de um neuro´nio for superior ou igual a um valor limiar
Ω (Vm(t) ≥ Ω), o neuro´nio excitador (inibidor) e´ activado a uma taxa µ1e (µ1i).
3. Um neuro´nio excitador (inibidor) e´ inactivado a uma taxa de µ1e (µ1i) se Vm(t) <
Ω.
4. Espontaneamente, um neuro´nio excitador (inibidor) ficara´ inactivo a uma taxa
de µ2e (µ2i).
O processo 2 define a activac¸a˜o estoca´stica de neuro´nios quando estes sa˜o despolar-
izados o suficiente para passar um valor limiar, de tal modo que µ1e pode ser da ordem
de grandeza da taxa me´dia de emissa˜o de spikes (firing rate), o que determina a escala
de tempo do modelo. O processo 3, apesar de aqui se considerar ter a mesma taxa de
ocorreˆncia que o processo 2, em geral, poder-se-ia considerar diferente. O processo 4
representa o facto de que mesmo que em me´dia o input total seja superior ao limiar Ω,
podem haver ocorreˆncias individuais com V (t) inferior ao limiar.
Para descrever a dinaˆmica da rede neuronal e´ definida a varia´vel ”actividade”:
ρa(t) ≡
∑
n
s
(a)
n (t)
gaN
(4.2)
em que a = e, i, ou seja, que define a fracc¸a˜o da populac¸a˜o excitadora (inibidora)
activa, ρe (ρi), no instante t. Por outras palavras, ρe (ρi) e´ a probabilidade de escolher
aleatoriamente um neuro´nio excitador (inibidor) activo. (Notar que a soma e´ feita
apenas sobre uma das populac¸o˜es de neuro´nios, para a respectiva actividade.)
4.3 Equac¸o˜es Ba´sicas
Com as regras antes apresentadas podem-se definir as equac¸o˜es dinaˆmicas das activi-
dades ρe e ρi. Para isso e´ ainda necessa´rio definir duas u´ltimas varia´veis: Ψe(ρe(t), ρi(t))
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e Ψi(ρe(t), ρi(t)), as quais definem a probabilidade de, no instante t, o input total de
um neuro´nio excitador ou inibidor, respectivamente, ser no mı´nimo Ω.
Assim, para escrever a equac¸a˜o diferencial que descreve a taxa de variac¸a˜o de ρa(t):
ρ˙a(t) =
dρa(t)
dt
(4.3)
tem-se uma primeira contribuic¸a˜o da primeira regra, a qual indica que existe uma taxa
de fa de um neuro´nio excitador, ou um neuro´nio inibidor, que estava inactivo com
probabilidade 1− ρa(t), ficar activo, o que da´ a contribuic¸a˜o:
fa(1− ρa(t)) (4.4)
A segunda regra tambe´m descreve a activac¸a˜o de neuro´nios, mas aqui com a taxa
µ1a, e tambe´m dependente da probabilidade do input total de um neuro´nio escolhido
aleatoriamente ser maior ou igual a Ω, no instante t, Ψa(ρe(t), ρi(t)):
µ1a(1− ρa(t))Ψa(ρe(t), ρi(t)) (4.5)
A terceira regra aplica-se sobre os neuro´nios activos, ρa(t), que recebem um input total
inferior a Ω, o que ocorre com a probabilidade 1 −Ψa(ρe(t), ρi(t)), impondo que estes
se tornem inactivos a uma taxa de µ1a:
−µ1aρa(t)
(
1−Ψa(ρe(t), ρi(t))
)
(4.6)
Por fim, a u´ltima regra indica que a fracc¸a˜o ρa(t) de neuro´nios activos (excitadores ou
inibidores) pode parar de enviar spikes espontaneamente a uma taxa de µ2a
−µ2aρa(t) (4.7)
Estas duas u´ltimas contribuic¸o˜es sa˜o negativas, porque contribuem para um diminuir
de ρa(t).
Somando todas as contribuic¸o˜es, obte´m-se a equac¸a˜o diferencial:
ρ˙a(t) = fa − νaρa(t) + µ1aΨa(ρe(t), ρi(t)) (4.8)
onde
νa = fa + µ1a + µ2a (4.9)
A equac¸a˜o 4.8 pode ser reescrita:
ρ˙a
νa
= Fa(1−Qa)− ρa + (1− Fa)(1−Qa)Ψa(ρe, ρi) (4.10)
em que
Fa ≡ fa
fa + µ1a
(4.11)
e
Qa ≡ µ2a
νa
(4.12)
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que sa˜o dois paraˆmetros adimensionais que determinam a forc¸a relativa do est´ımulo e a
desactivac¸a˜o espontaˆnea relativa dos neuro´nios, respectivamente. Nas actividades (ρa)
e´ omitida a dependeˆncia temporal. As taxas νe e νi definem a escala temporal.
As probabilidades Ψe e Ψi dependem do tipo de estrutura que a rede possua. Em [2]
considera-se que os neuro´nios se organizam numa rede aleato´ria directa na˜o correla-
cionada esparsa. Segundo [4], sa˜o consideradas como sendo uma boa aproximac¸a˜o a`s re-
des reais. A vantagem em se considerar este tipo de redes esta´ no facto de ser poss´ıvel o
seu estudo anal´ıtico, dada a sua simplicidade, por meio da teoria de campo me´dio, bem
como serem facilmente simuladas. Contudo, teˆm o problema de na˜o apresentarem coe-
ficientes elevados de aglomerac¸a˜o (high clustering coefficients) e correlac¸o˜es de ligac¸o˜es
(degree correlations) de redes neuronais reais [6].
Num grafo aleato´rio cla´ssico, uma ligac¸a˜o directa entre cada par dos N neuro´nios e´
dada pela probabilidade c/N , em que c e´ a me´dia de ligac¸o˜es de entrada e sa´ıda. Assim,
a probabilidade de um neuro´nio ter n ligac¸o˜es de entrada e´ dada pela distribuic¸a˜o de
Poisson:
Pn(c) =
cne−c
n!
(4.13)
que e´, portanto, a distribuic¸a˜o de ligac¸o˜es de entrada.
Pode-se agora obter as probabilidades Ψe e Ψi: a probabilidade de um neuro´nio
escolhido aleatoriamente ter k inputs de neuro´nios excitadores activados e l inputs de
neuro´nios inibidores activos e´ Pk(geρec)Pl(giρic). Obte´m-se, enta˜o:
Ψe(ρe, ρi) = Ψi(ρe, ρi) =
∑
k≥Ω
k−Ω∑
l=0
Pk(geρec)Pl(giρic) (4.14)
o que pode ser simplificado para:
Ψa(ρe, ρi) = e
−geρec
∑
k≥Ω
(geρec)
k
k!(k − Ω)!Γ(k − Ω + 1, giρic) (4.15)
onde Γ(k, x) e´ a func¸a˜o gamma incompleta superior.
4.4 Neural Pacemakers
O modelo pode ainda ser generalizado para o caso em que se suponha que existam
ligados a` rede (de modo aleato´rio) neural pacemakers (neuro´nios que esta˜o sempre a
enviar spikes). Considera-se a existeˆncia de
N (a)np = NF
(a)
np (t) (4.16)
neural pacemakers da populac¸a˜o a, em que F
(a)
np (t) e´ a fracc¸a˜o de neural pacemakers
activos, da populac¸a˜o a, no instante t. Assume-se que a probabilidade de que qualquer
neural pacemaker estar ligado a um neuro´nio e´ igual a c/N , pelo que demonstra-se que
a equac¸a˜o para a derivada da actividade ρa(t) e´ dada por
ρ˙a(t) = fa(t)− νaρa(t) + µ1aΨa(ρe(t) + F (e)np (t), ρi(t) + F (i)np (t)) (4.17)
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Apesar de se tratar de um modelo simples, inclui os ingredientes que se julgam
fundamentais para retratar a dinaˆmica de uma rede neuronal, como a presenc¸a de ru´ıdo
neuronal, e uma complexa arquitectura de rede. Com este modelo sera´ poss´ıvel estudar
teoricamente a resposta que uma rede neuronal deve apresentar quando submetida a
diferentes est´ımulos.
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Cap´ıtulo 5
Ana´lise do Modelo
5.1 Introduc¸a˜o
Neste cap´ıtulo sera´ feita uma ana´lise da equac¸a˜o diferencial antes obtida (equac¸a˜o
4.10), que resume a dinaˆmica presente neste modelo de dinaˆmica neuronal, obtendo-se
primeiramente os estados estaciona´rios e, de seguida, o modo como a resposta neuronal
relaxa para esses estados estaciona´rios.
5.2 Estados Estaciona´rios
Os estados estaciona´rios do modelo sa˜o determinados igualando ρ˙a = 0, na equac¸a˜o
4.10, resultando:
ρa = Fa(1−Qa) + (1− Fa)(1−Qa)Ψa(ρe, ρi) (5.1)
Na Figura 5.1 pode-se observar como variam os estados estacionarios das actividades
em func¸a˜o do paraˆmetro de activac¸a˜o F, em que se considera, para simplificar, ρe = ρi,
Fe = Fi ≡ F e Qe = Qi = 0 (o me´todo nume´rico e´ explicitado no cap´ıtulo 7.2). Como
se pode observar, a` medida que se faz aumentar F , a actividade ρ aumenta, sofrendo
um ”salto”, para um dado valor cr´ıtico Fc. Uma transic¸a˜o deste tipo ja´ foi observada
em redes neuronais vivas in vitro [31]. O comportamento de ρa junto ao ”salto”, quando
F se aproxima de Fc por valores inferiores e´ dado por:
ρa = ρ
(c)
a −A(Fc − F )1/2 (5.2)
Este comportamento de singularidade evidencia que existe um valor cr´ıtico de Fc para
o qual ha´ uma ”emergeˆncia”de se criarem ”avalanches”neuronais, isto e´, a activac¸a˜o ou
desactivac¸a˜o de um so´ neuro´nio e´ suficiente para comec¸ar um processo em cadeia que
fara´ activar ou desactivar grandes aglomerados de neuro´nios, o que prova a existeˆncia
de correlac¸o˜es de longa distaˆncia entre os neuro´nios.
Avalanches neuronais semelhantes ja´ foram observadas no co´rtex [36]. Assim, a
transic¸a˜o em Fc e´ uma transic¸a˜o de fase h´ıbrida, pois combina um salto e uma sin-
gularidade. Como se pode observar, fazendo crescer a fracc¸a˜o de neuro´nios inibidores
gi na rede, o tamanho do salto decresce, e para um ponto cr´ıtico g
∗, deixa de haver
salto (e com isso, tambe´m histerese), ficando-se com uma transic¸a˜o de fase cont´ınua.
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Figura 5.1: Estados estaciona´rios da actividade de neuro´nios excitadores, ρe, em func¸a˜o
de F - soluc¸a˜o nume´rica da equac¸a˜o 5.1. A tracejado tem-se a actividade em func¸a˜o de
F a decrescer e a cheio, quando F esta´ a crescer. As diferentes cores indicam situac¸o˜es
com gi diferentes: a vermelho gi = 0.2, a azul gi = 0.4, a verde gi = 0.43 e a preto
gi = 0.6. Os resultados aqui expostos esta˜o de acordo com os presentes em [2].
Para gi > g
∗, ou se o limiar Ω for superior a um dado valor cr´ıtico (na˜o evidenciado na
Figura 5.1), deixa de haver transic¸a˜o de fase.
5.3 Relaxac¸a˜o e Oscilac¸o˜es
Para se estudar a relaxac¸a˜o das redes neuronais a estados estaciona´rios, representa-
se ρa(t) por:
ρa(t) = ρa + δρa(t) (5.3)
em que ρa e´ o estado estaciona´rio da actividade da populac¸a˜o neuronal a e δρa(t)
representa um pequeno desvio de ρa(t) a ρa, de tal modo que:
δρa(t)
ρa
≪ 1 (5.4)
substituindo a expressa˜o 5.3 na equac¸a˜o 4.10 e resolvendo em ordem a` derivada de
δρa(t), em primeira ordem e, portando, considerando:
Ψa(ρe(t), ρi(t)) = Ψa(ρe, ρi) +
dΨa(ρe, ρi)
dρe
δρe(t) +
dΨa(ρe, ρi)
dρi
δρi(t) (5.5)
obte´m-se:
1
νa
dδρa(t)
dt
= −δρa(t) +Daeδρe(t) +Daiδρi(t) (5.6)
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Figura 5.2: Plano α − F obtido para gi = 0.4, c = 20 e Ω = 3. Os resultados aqui
expostos esta˜o de acordo com os presentes em [2].
em que
Dab = (1− Fa)(1−Qa)
dΨa(ρe, ρi)
dρb
(5.7)
para a, b = e, i.
Procura-se uma soluc¸a˜o do tipo δρa(t) = Aae
−γt, a qual inclui as possibilidades de a
relaxac¸a˜o para o estado estaciona´rio ser exponencial e (ou) com oscilac¸o˜es, dependendo
de o expoente ser so´ real, ou (tambe´m) imagina´rio, respectivamente. Existe, soluc¸a˜o
se o determinante do conjunto de equac¸o˜es lineares acopladas 5.6 for zero, o qual para
se verificar define o expoente γ:
γ =
νe
2
(
B1 +B2 ±
√
(B1 −B2)2 + 4αDeiDie
)
(5.8)
em que B1 ≡ 1−Dee, B2 ≡ α(1−Dii) e α ≡ νi/νe. Embora a equac¸a˜o obtida para γ
seja va´lida para o caso geral de uma qualquer rede, aqui esta´-se interessado em analisar
os grafos aleato´rios cla´ssicos, para os quais se prova que Dee, Die > 0 e Dei, Dii < 0,
o que implica que o expoente γ pode ser um nu´mero complexo para certos intervalos
dos paraˆmetros c, g, F e α. Como antes referido, se a parte imagina´ria de γ for nula,
a relaxac¸a˜o e´ exponencial, com taxa γ, contando que γ seja um nu´mero real positivo;
se ℜ{γ} > 0 e ℑ{γ} 6= 0, a relaxac¸a˜o da´-se por meio de oscilac¸o˜es moduladas por
um decrescimento; e, por fim, se ℜ{γ} < 0 e ℑ{γ} 6= 0, enta˜o pequenos desvios do
estado estaciona´rio conduzem a oscilac¸o˜es em torno desse estado, mas com amplitude
crescente, ou seja, na˜o ha´ relaxamento. De facto, essa soluc¸a˜o na˜o e´ correcta, pois
nesse caso a aproximac¸a˜o linear presente na equac¸a˜o 5.6 na˜o e´ va´lida. Para obter
soluc¸a˜o para esse caso tem que se resolver a pro´pria equac¸a˜o 4.10 (presente no pro´ximo
cap´ıtulo).
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A Figura 5.2 mostra as treˆs regio˜es num diagrama de fases α−F , tendo sido obtido
resolvendo numericamente a equac¸a˜o 4.10, para o caso Fe = Fi = F , Qe = Qi = 0,
em que a regia˜o I e´ a zona de relaxac¸a˜o exponencial, a regia˜o II e´ a zona de oscilac¸o˜es
decrescentes em amplitude e a regia˜o III a zona de oscilac¸o˜es esta´veis. As fronteiras
foram obtidas resolvendo as equac¸o˜es ℑ{γ} = 0 (linha vermelha) e ℜ{γ} = 0 (linha
azul). Notar que a soluc¸a˜o obtida na regia˜o II e´ concordante com [37], em que foi
observado que a resposta neuronal no co´rtex de animais anestesiados (ratos) dava-se
por meio de oscilac¸o˜es com amplitude decrescente.
Uma vez conhecendo-se a forma como se da´ a relaxac¸a˜o para o o estado estaciona´rio
em cada regia˜o, esta´-se em condic¸o˜es de obter a func¸a˜o resposta do sistema, quando
este e´ perturbado por um est´ımulo, o que sera´ apresentado no pro´ximo cap´ıtulo.
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Cap´ıtulo 6
Func¸a˜o Resposta - Ca´lculos
Anal´ıticos
6.1 Introduc¸a˜o
Neste cap´ıtulo ira´ estudar-se analiticamente a func¸a˜o resposta de uma rede neuronal,
tendo em conta o modelo antes descrito. Primeiro ira´ analisar-se o caso em que o
est´ımulo e´ sinusoidal, de seguida obter-se-a´ a func¸a˜o resposta geral, e por fim, calcular-
se-a´ o caso particular em que o sistema e´ submetido a um est´ımulo pulsado (estes dois
u´ltimos resultados sa˜o originais).
6.2 Est´ımulo Sinusoidal
Para estudar a resposta do modelo da rede neuronal a est´ımulos, substitui-se fa
por fa(t). Considere-se o caso em que o est´ımulo e´ uma pequena oscilac¸a˜o sinusoidal
perio´dica:
fa(t) = fa + Aa sin(ωt) (6.1)
com Aa ≪ fa. Substituindo na equac¸a˜o 4.8, estuda-se a resposta do modelo que se
supo˜e ser do tipo ρa +∆ρa sin(ωt + γa). Resolvendo em primeira ordem o sistema de
equac¸o˜es acopladas, e usando a notac¸a˜o de exponenciais complexas em vez das func¸o˜es
trigonome´tricas:
δρa(t) = ∆ρa sin(ωt+ γa) = ℑ{∆ρaeiωt+iγa} (6.2)
considerando apenas a parte imagina´ria:
Beiω˜ = A˜e − (1−Dee)Be +DeiBi (6.3)
Bii
ω˜
α
=
A˜i
α
+DieBe − (1−Dii)Bi (6.4)
em que
ω˜ =
ω
νe
(6.5)
A˜a =
Aa(1− ρa)
νe
(6.6)
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Ba = ∆ρae
iγa (6.7)
Resolvendo em ordem a` resposta do sistema, Ba, obte´m-se:
Bi =
A˜i(iω˜ +B1) + αDieA˜e
(iω˜ +B2)(iω˜ +B1)− αDieDei (6.8)
Be =
A˜e(iω˜ +B2) +DeiA˜i
(iω˜ +B2)(iω˜ +B1)− αDieDei (6.9)
O denominador pode ser reescrito, de tal modo que:
Be =
A˜e(iω˜ +B2) +DeiA˜i
(iω − d−)(iω − d+) (6.10)
em que d± = dr ± dii, que pode ser relacionado com o expoente γ antes obtido:
|dr| = γr (6.11)
di = γi (6.12)
Para simplicidade, considera-se Ai = 0 e νe = 1, fazendo-se o quadrado da equac¸a˜o
6.10, obte´m-se:
η ≡ |Be|
2
|Ae|2 =
(1− ρe)2(ω2 +B22)
(γ2r + (γi − ω)2)(γ2r + (γi + ω)2)
(6.13)
e de modo semelhante:
|Bi|2
|Ae|2 =
(1− ρe)2(αDie)2
(γ2r + (γi − ω)2)(γ2r + (γi + ω)2)
(6.14)
O denominador indica que se γr for zero (e γi = ω), a resposta e´ ampliada, o que acon-
tece na fronteira entre a regia˜o II e a regia˜o III da Figura 5.2. Assim, a transic¸a˜o entre
um estado com neuro´nios em dinaˆmica incoerente para um estado de coereˆncia com
oscilac¸o˜es neuronais globais e´ uma transic¸a˜o de fase dinaˆmica com uma fronteira bem
definida (no limite termodinaˆmico) [2]. Uma vez que neste modelo a actividade neu-
ronal estoca´stica tem o papel de ru´ıdo (enquanto que as interacc¸o˜es entre os neuro´nios
sa˜o os efeitos na˜o-lineares), isso significa que a amplificac¸a˜o na resposta verificada e´ na
verdade a manifestac¸a˜o de ressonaˆncia estoca´stica. A representac¸a˜o da func¸a˜o presente
na equac¸a˜o 6.13 esta´ presente na Figura 6.1, em que η representa |Be|2/|Ae|2 (obtida
com a condic¸a˜o ω = γi). Como se pode verificar, a func¸a˜o η, que representa o ganho do
sistema, tem um valor ma´ximo para um valor de F na˜o nulo, o que e´ uma outra prova
da ressonaˆncia estoca´stica presente, neste caso, ressonaˆncia estoca´stica dinaˆmica, visto
que na˜o se atravessa a fronteira da regia˜o III, ou seja, na˜o existe um limiar.
A func¸a˜o resposta anteriormente obtida, 6.10, depende da frequeˆncia, mas estamos
tambe´m e principalmente interessados em estudar a dependeˆncia no tempo. Para isso,
faz-se a transformada inversa de Fourier de B(ω) (daqui para a frente ira´ omitir-se a
indicac¸a˜o da populac¸a˜o ser excitadora ou inibidora):
B(t) =
1
2pi
∫ +∞
−∞
B(ω)eiωtdω (6.15)
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Figura 6.1: Gra´fico da func¸a˜o η em func¸a˜o do ru´ıdo neuronal F , para α = 0.4 (regia˜o
II, no intervalo de F considerado), gi = 0.43, c = 20 e Ω = 3
Como B(ω) e´ dado pela equac¸a˜o 6.10, significa que e´ uma func¸a˜o com dois po´los:
ω1 = −id− (6.16)
ω2 = −id+ (6.17)
usando o teorema dos res´ıduos e considerando-se novamente Ai = 0 e νe = 1, tem-se:
B(t) = −iA˜e
((iω1 +B2)eiω1t
ω1 + id+
+
(iω2 +B2)e
iω2t
ω2 + id−
)
(6.18)
o que simplificado da´
B(t) = A˜ee
−|dr|t
√
1 +
(dr +B2
di
)2
sin
(pi
2
+ arctg
[dr +B2
di
]
− dit
)
(6.19)
Notar que a aplicac¸a˜o do teorema dos res´ıduos so´ e´ va´lida porque se verifica o lema
de Jordan: B(ω) e´ anal´ıtica no meio plano superior excepto para um nu´mero finito de
po´los (dois), e
lim
|ω|→∞
B(ω) = 0 (6.20)
quando arg(ω) ∈ [0, pi]. (Provou-se que ao resultado da equac¸a˜o 6.19 era concordante
com o obtido fazendo a transformada inversa de Laplace.)
Para confirmar a correcc¸a˜o da expressa˜o 6.19, verificou-se numericamente o seu
comportamento para as treˆs regio˜es do plano α − F da Figura 5.2. O resultado esta´
presente na Figura 6.2, em que se pode verificar que na regia˜o I, a resposta decresce
exponencialmente, na regia˜o II se obteˆm as oscilac¸o˜es decrescentes em amplitude es-
peradas e na regia˜o III se teˆm as oscilac¸o˜es com amplitude crescente, devido ao facto
23
0 1 2 3 4 5 6 7 8 9 10−1
0
1
t
B(
t)
 
 
Region I
0 10 20 30 40 50 60 70 80 90 100−2
0
2
t
B(
t)
 
 
Region II
0 10 20 30 40 50 60 70 80 90 100−100
0
100
t
B(
t)
 
 
Region III − stable oscillations − not valid
Figura 6.2: Gra´fico da func¸a˜o B(t), equac¸a˜o 6.19, para as treˆs regio˜es. Notar que para
a regia˜o III a soluc¸a˜o na˜o e´ va´lida, mas conforme o esperado.
de se ter obtido a func¸a˜o resposta em primeira ordem, o que na˜o e´ va´lido para essa
regia˜o, como antes indicado (estes resultados sera˜o comparados com os obtidos por via
de ca´lculos nume´ricos, no cap´ıtulo 7).
Notar que δρa(t) na˜o e´ igual a B(t), mas sim a B(t)Aa sin(ωt), pelo que B(t) e´ uma
modulac¸a˜o da amplitude da resposta da rede neuronal, que ”acompanha”a perturbac¸a˜o
(ainda que na˜o necessariamente em fase, pois B(t) inclui o atraso γ da resposta em
relac¸a˜o a` perturbac¸a˜o).
6.3 Func¸a˜o Resposta Geral
Para se obter a func¸a˜o resposta para um qualquer est´ımulo e´ necessario considerar:
fa(t) = fa +
∫ +∞
−∞
F˜ (ω)eiωtdω (6.21)
Colocando na equac¸a˜o 4.8, em primeira ordem vem que (notar que se considera o termo
integral muito inferior a fa):
˙δρa(t)
νa
= −δρa(t) +Daeδρe(t) +Daiδρi(t) + 1− ρa
νa
∫ +∞
−∞
F˜ (ω)eiωtdω (6.22)
Multiplicando esta equac¸a˜o por e−iωt, integrando de −∞ a∞ (que pode ser feito, visto
que existe estado estaciona´rio), e considerando ρ˜(ω) a transformada de Fourier de ρ(t),
obte´m-se apo´s simplificac¸a˜o:
δρ˜e(ω)
νe
iω = F˜ (ω)
1− ρe
νe
− (1−Dee)δρ˜e(ω) +Deiδρ˜i(ω) (6.23)
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δρ˜i(ω)
νi
iω = F˜ (ω)
1− ρi
νi
− (1−Dii)δρ˜i(ω) +Dieδρ˜e(ω) (6.24)
Definindo Ra(ω) = δρ˜a(ω) e resolvendo do mesmo modo que se fez anteriormente para
o caso particular do est´ımulo sinusoidal, obte´m-se:
Ra(ω) = F˜ (ω)Ba(ω) (6.25)
Assim, a func¸a˜o resposta dependente do tempo e´ dada fazendo a transformada inversa
de Fourier:
Ra(t) =
1
2pi
∫ +∞
−∞
Ra(ω)e
iωtdω =
1
2pi
∫ +∞
−∞
F˜ (ω)Ba(ω)e
iωtdω (6.26)
A func¸a˜o resposta obtida na secc¸a˜o anterior trata-se do resultado mais simples que se
pode retirar desta equac¸a˜o, considerando apenas uma frequeˆncia.
6.4 Func¸a˜o Resposta para spikes
Considere-se agora que o est´ımulo e´ constitu´ıdo por spikes, os quais, para simplificar,
sera˜o aqui aproximados a deltas de Dirac, periodicamente espac¸ados (per´ıodo T ):
F (t) = A
∞∑
n=−∞
δ(t− nT ) (6.27)
Fazendo a transformada de Fourier a F (t):
F˜ (ω) =
∫ +∞
−∞
F (t)e−iωtdt = A
∞∑
n=−∞
e−iTnω (6.28)
Assim, a func¸a˜o resposta vem que:
R(t) = A
∫ +∞
−∞
dωB(ω)
∞∑
n=−∞
eiω(t−Tn) (6.29)
Aplica-se novamente o teorema dos res´ıduos, mas uma vez que na˜o existem res´ıduos
para t < Tn, isso limita o somato´rio:
R(t) =
A˜e
2dii
nmax∑
n=−∞
(
(d+ +B2)e
d+(t−Tn) − (d− +B2)ed−(t−Tn)
)
(6.30)
em que nmax e´ o maior inteiro que verifica a condic¸a˜o Tn < t. Aplicando o resultado
de uma soma geome´trica, tem-se:
R(t) =
A˜e
2dii
(
(d+ +B2)
ed
+(t−Tnmax)
1− ed+T − (d
− +B2)
ed
−(t−Tnmax)
1− ed−T
)
(6.31)
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O que resulta na expressa˜o:
R(t) = A˜ee
dr(x−T )
√
1 +M2
√
e−2drT − 2e−drT cos(diT ) + 1
sin(diT )(e−drT − cos(diT )) ·
· sin
(
arctan
[ sin(diT )
cos(diT )− e−drT
]
− arctanM + dix
)
(6.32)
em que M = (dr + B2)/di e x = t − Tnmax. Esta expressa˜o apresenta ressonaˆncia
quando diT = kpi para k ∈ Z, e se dr for nulo, ou seja, mais uma vez na fronteira entre
a regia˜o II e a regia˜o III.
De modo a estudar em maior profundidade a resposta da rede neuronal, no pro´ximo
cap´ıtulo ir-se-a˜o resolver numericamente as equac¸o˜es antes obtidas que descrevem a
variac¸a˜o das actividades das populac¸o˜es neuronais em va´rias situac¸o˜es distintas, sob a
aplicac¸a˜o de diferentes est´ımulos e na presenc¸a de diferentes n´ıveis de ru´ıdo.
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Cap´ıtulo 7
Resposta de Redes Neuronais -
Ca´lculos Nume´ricos
7.1 Introduc¸a˜o
Neste cap´ıtulo sera˜o expostos e discutidos os resultados de ca´lculos nume´ricos re-
alizadas com o intuito de inferir propriedades sobre o modelo considerado para de-
screver a dinaˆmica estoca´stica de uma rede neuronal, bem como, confirmar os resul-
tados anal´ıticos antes obtidos. Comec¸ar-se-a´ por apresentar o resultado da resoluc¸a˜o
nume´rica da equac¸a˜o 4.10 para as treˆs regio˜es. Prosseguindo-se para um estudo da
dinaˆmica neuronal sob a aplicac¸a˜o de um est´ımulo, fazendo variar paraˆmetros deste,
nas treˆs regio˜es. Tambe´m se ira´ analisar a transic¸a˜o de uma regia˜o para outra, bem
como a a resposta da rede neuronal na presenc¸a de neural pacemakers. Por fim, ira´
estudar-se o reconhecimento e ampliac¸a˜o de um sinal fraco, por parte do sistema, us-
ando para tal ru´ıdo, num modo similar a` ressonaˆncia estoca´stica limiar. Os resultados
apresentados neste cap´ıtulo sa˜o originais.
7.2 Actividades nas Treˆs Regio˜es
Na Figura 7.1 e´ apresentada a resoluc¸a˜o nume´rica da equac¸a˜o 4.10, para as treˆs
regio˜es, o que esta´ de acordo com o obtido em [2]. Notar que neste caso ja´ se obte´m a
soluc¸a˜o para a regia˜o III, visto que neste caso a aproximac¸a˜o sera´ tanto melhor, quanto
menor for o passo temporal escolhido. Para obter a actividade, ρa, usou-se a condic¸a˜o
inicial
ρa(0) = 0 (7.1)
e a definic¸a˜o de derivada (em tempo discreto):
ρ˙a(tn)→ ρa(tn+1)− ρa(tn)
δt
(7.2)
em que
tn = nδt (7.3)
pelo que, sabendo que a derivada de ρa e´ dada pela equac¸a˜o 4.10:
ρa(tn+1) = ρa(tn)+
(
Fa(1−Qa)−ρa(tn)+(1−Fa)(1−Qa)Ψa(ρe(tn), ρi(tn))
)
δtνa (7.4)
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Figura 7.1: Gra´fico das fracc¸o˜es Re = geρe e Ri = giρi em func¸a˜o do tempo, para as
treˆs regio˜es: α = 1 (regia˜o I), α = 0.4 (regia˜o II), α = 0.05 (regia˜o III), para F = 0.05,
gi = 0.4, c = 20 e Ω = 3.
em que Ψa(ρe(tn), ρi(tn)) e´ dada pela equac¸a˜o 4.15. Numericamente, o somato´rio e´
interrompido quando as contribuic¸o˜es ja´ na˜o sa˜o significativas, definindo, desse modo,
um kmax. Para a obtenc¸a˜o da Figura 7.1 usou-se um kmax = 20 (este valor foi usado
nos ca´lculos nume´ricos seguintes).
Note-se na Figura 7.1, que as fracc¸o˜es de neuro´nios inibidores activos teˆm uma
dinaˆmica em tudo semelhante a` dinaˆmica dos neuro´nios excitadores. No que toca a`
regia˜o I, se se representasse ρe e ρi ir-se-ia verificar que coincidiam, pois com α = 1,
a escala de tempo seria igual para ambos os casos, νe = νi; nas outras duas regio˜es,
α ja´ na˜o e´ 1, pelo que a resposta inibidora tem um atraso temporal em relac¸a˜o a` re-
sposta excitadora, contudo, verifica-se que o comportamento da actividade inibidora
e´ semelhante a` actividade excitadora. Este e´ um comportamento esperado, pois se a
actividade excitadora aumenta, neuro´nios excitadores ira˜o activar neuro´nios inibidores,
fazendo com que a actividade destes tambe´m aumente em consequeˆncia, no entanto,
quando esta actividade aumenta, ira´ fazer com que a actividade excitadora decresc¸a,
o que explica as oscilac¸o˜es verificadas na regia˜o II e III, em que na regia˜o II ha´ uma
amortecimento a essas oscilac¸o˜es, levando a que as actividades tendam para um es-
tado estaciona´rio, enquanto que na regia˜o III, a amplitude na˜o decresce, pelo que as
oscilac¸o˜es manteˆm-se.
Os paraˆmetros gi, c e Ω indicados na legenda da Figura 7.1 na˜o sa˜o realistas, contudo
acredita-se que a dinaˆmica neuronal e´ qualitativamente semelhante ao caso em que se
usassem valores mais realistas (com gi entre 0.15 e 0.3, no co´rtex, c da ordem de 7000,
e Ω entre 15 e 30 em redes neuronais vivas [31], e entre 30 e 400 no ce´rebro) [2]. Tal
na˜o e´ considerado, porque isso implicaria o uso de um kmax muito elevado, fazendo
com que os ca´lculos nume´ricos fossem demasiado demorados. Os pro´ximos resultados
apresentados sera˜o todos com estes mesmos paraˆmetros.
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Figura 7.2: Actividades de neuro´nios excitadores ρe, neuro´nios inibidores ρi (coinci-
dente com ρe) e est´ımulos F em func¸a˜o do tempo νet, na regia˜o I (α = 1 e F = 0.05).
A azul tem-se a resposta para quando existe apenas o ru´ıdo me´dio F . A linha vermelha
e a linha verde a cheio sa˜o as respostas da rede neuronal aos est´ımulos da mesma cor a
tracejado, em que o est´ımulo vermelho e´ caracterizado por h = 0.2, w = 0.5 e T = 10,
e o verde por h = 0.2, w = 1 e T = 20.
7.3 Regia˜o I
Considere-se a rede neuronal na regia˜o I, com α = 1 e F = 0.05. Na auseˆncia
de qualquer est´ımulo aplicado, o comportamento das actividades e´ o ja´ observado
anteriormente para esta regia˜o - Figura 7.2 (azul a cheio). No entanto, se lhe for
aplicado um est´ımulo pulsado perio´dico, em que cada pulso tem uma amplitude de
h = 0.2 acima do ru´ıdo neuronal me´dio (F ), uma largura temporal w = 0.5 e um
per´ıodo de T = 10 (em unidades de νe, que, como antes referido, juntamente com νi,
definem a escala temporal) representado a tracejado vermelho na Figura 7.2, a resposta
do sistema e´ a apresentada na mesma Figura a vermelho a cheio, em que, como se pode
ver, sempre que ha´ um est´ımulo, a actividade neuronal cresce, o que e´ natural, visto
que um est´ımulo na˜o e´ mais que o aumentar da probabilidade de um neuro´nio escolhido
ao acaso passar ao estado activo. Como cada pulso dura pouco tempo (nesta escala),
o sistema relaxa de seguida (exponencialmente, tal como e´ caracter´ıstico desta regia˜o,
e que esta´ qualitativamente de acordo com o observado na Figura 6.2, a partir de
ca´lculos anal´ıticos) para o estado estaciona´rio. No caso de o est´ımulo ter o dobro do
per´ıodo, mas tambe´m o dobro de w, Figura 7.2 (verde tracejado), a resposta (verde
a cheio) cresce mais, relativamente ao caso anterior, dado que a rede neuronal esta´
em cada pulso sujeita ao est´ımulo durante um maior espac¸o de tempo. Apesar do
per´ıodo do est´ımulo ser o dobro, o relaxamento exponencial demora sensivelmente o
mesmo tempo que no caso anterior. Embora na˜o esteja representado na Figura 7.2,
um aumentar da amplitude h resulta num comportamento semelhante a um aumentar
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da largura temporal, w, do est´ımulo, isto e´, a resposta das actividades neuronal cresce
mais, dado que um maior F e´ sino´nimo de uma maior probabilidade de activac¸a˜o de
cada neuro´nio.
Mantendo α = 1, as actividades excitadoras so´ seriam diferentes das actividades
inibidoras se se considerasse Fe 6= Fi. O comportamento geral, contudo, na˜o seria
muito diferente do apresentado na Figura 7.2. No caso extremo de considerar que
o est´ımulo para uma das actividades era nulo, o que se verificou e´ que se Fe = F
(em que F representa um est´ımulo na mesma forma dos apresentados na Figura 7.2), a
actividade excitadora comporta-se quase da mesma forma, e a actividade inibidora tem
a mesma forma de resposta, mas com uma amplitude ligeiramente inferior a` actividade
excitadora, o que se justifica pelo facto de neste caso ja´ na˜o existir um est´ımulo aplicado
aos neuro´nios inibidores, sendo a sua activac¸a˜o consequeˆncia do aumentar da actividade
excitadora, da´ı que tambe´m haja um ligeiro atraso temporal da resposta inibidora em
relac¸a˜o a` resposta excitadora. No caso oposto, Fi = F e Fe = 0, tem-se, num primeiro
momento, um ra´pido aumentar da actividade inibidora, o que conduz a um diminuir
da actividade excitadora, o qual, por sua vez, leva a que a actividade inibidora volte
a decrescer, e a aproximar-se do comportamento da actividade excitadora, que neste
caso, cresce de modo logar´ıtmico ate´ atingir o estado estaciona´rio.
7.4 Regia˜o II
Na regia˜o II, o comportamento das actividades neuronais quando sujeitas a um
est´ımulo pode ser observada na Figura 7.3. Compara-se, nesta Figura, a resposta para
est´ımulos de diferentes amplitudes, que como se pode observar, uma maior amplitude do
est´ımulo tem o efeito de ampliar a amplitude da resposta em torno do valor estaciona´rio.
De facto, o comportamento e´ semelhante ao observado na regia˜o I, a diferenc¸a aqui
esta´ na pro´pria natureza da regia˜o II, em que o sistema relaxa atrave´s de oscilac¸o˜es
com amplitude decrescente - ao se aplicar o est´ımulo com uma frequeˆncia semelhante
a essas oscilac¸o˜es, na˜o se esta´ a dar tempo suficiente para o sistema relaxar, pelo que
torna-se num oscilador forc¸ado.
Observa-se ainda na Figura 7.3 que a aplicac¸a˜o do est´ımulo na˜o permite ao sistema
relaxar para o estado estaciona´rio. O est´ımulo rectangular aplicado tem um per´ıodo
ligeiramente superior ao per´ıodo de oscilac¸o˜es da regia˜o II (que decaem em amplitude,
se na˜o houver est´ımulo, como ja´ observado antes), pelo que ha´ sempre uma descon-
tinuidade na resposta, assim que e´ aplicado o est´ımulo, conclui-se, portanto, que o
sistema na˜o se adapta a essa nova frequeˆncia, se esta for menor que a frequeˆncia in-
terna de oscilac¸a˜o nesta regia˜o. Na Figura 7.4 confirma-se que se o per´ıodo for superior
ao per´ıodo interno de oscilac¸a˜o, a resposta e´ na forma de oscilac¸o˜es com amplitude de-
crescente (neste caso, aos pares, visto ter-se escolhido um est´ımulo com um per´ıodo
igual ao dobro do per´ıodo das oscilac¸o˜es internas), o que esta´ qualitativamente de
acordo com o observado na Figura 6.2 a partir de ca´lculos anal´ıticos, para esta regia˜o.
Na Figura 7.5 verifica-se o que acontece quando o est´ımulo tem uma frequeˆncia
superior a` frequeˆncia interna de oscilac¸a˜o desta regia˜o (resposta verde) - a resposta
da rede neuronal adapta uma frequeˆncia de oscilac¸a˜o igual a` frequeˆncia do est´ımulo,
mas a amplitude diminui. A rede neuronal ao responder ao primeiro pulso aumenta a
sua actividade, que depois, como esperado, volta a decrescer, contudo, esta primeira
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Figura 7.3: Actividades ρe e est´ımulos F em func¸a˜o do tempo νet, na regia˜o II (α = 0.35
e F = 0.05). A azul tem-se a resposta para quando existe apenas o ru´ıdo me´dio F . A
linha vermelha e a linha verde a cheio sa˜o as respostas da rede neuronal aos est´ımulos
da mesma cor a tracejado, em que o est´ımulo vermelho e´ caracterizado por h = 0.2,
w = 1 e T = 20, e o verde por h = 0.1, w = 1 e T = 20.
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Figura 7.4: Actividades ρe e est´ımulos F em func¸a˜o do tempo νet, na regia˜o II (α = 0.35
e F = 0.05). A linha azul e a linha vermelha a cheio sa˜o as respostas da rede neuronal
aos est´ımulos da mesma cor a tracejado, em que o est´ımulo azul e´ caracterizado por
h = 0.2, w = 1 e T = 20, e o est´ımulo vermelho por h = 0.2, w = 1 e T = 31.5.
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Figura 7.5: Actividades ρe e est´ımulos F em func¸a˜o do tempo νet, na regia˜o II (α = 0.35
e F = 0.05). A azul tem-se a resposta ao est´ımulo a tracejado preto F (h = 0.2, w = 1 e
T = 20), a vermelho (cheio) a resposta ao est´ımulo da mesma cor a tracejado (h = 0.2,
w = 0.5 e T = 20), e a verde (cheio) a resposta ao est´ımulo da mesma cor a tracejado
(h = 0.2, w = 1 e T = 10).
oscilac¸a˜o na˜o chega a completar um per´ıodo antes do aparecimento do segundo pulso,
pelo que a actividade ainda se encontra abaixo do ponto me´dio de actividade de uma
oscilac¸a˜o (que coincide com o valor estaciona´rio), de tal modo que a nova oscilac¸a˜o
comec¸a num valor mais baixo, alcanc¸ando, por isso, uma amplitude menor. Assim,
das Figuras 7.4 e 7.5 pode-se presumir que a amplitude ma´xima de oscilac¸a˜o ocorre
quando a frequeˆncia interna e´ igual a` frequeˆncia do est´ımulo, ou seja, quando esta˜o em
ressonaˆncia. Tendo em conta a Figura 6.1, havera´ um valor de F que maximiza essa
ressonaˆncia, o que, como antes referido, e´ uma evideˆncia da ressonaˆncia estoca´stica
dinaˆmica presente neste modelo. Da comparac¸a˜o entre a resposta representada a azul
e a representada a vermelho (em que a diferenc¸a esta´ na largura temporal do est´ımulo),
verifica-se, a` semelhanc¸a do que acontece na regia˜o I, que a resposta tem uma amplitude
tanto maior, quanto maior for a largura temporal.
A dinaˆmica neuronal na˜o e´ significativamente diferente se se considerar Fe 6= Fi
- para Fi = 0 e Fe = F , a amplitude das oscilac¸o˜es das actividades e´ ligeiramente
superior ao caso Fe = Fi = F , mas as respostas teˆm sensivelmente a mesma fase,
pela mesma raza˜o apontada para a regia˜o I; para Fi = F e Fe = 0, a resposta ja´
e´ ligeiramente diferente na fase temporal, havendo um atraso temporal que se deve
ao facto de o est´ımulo conduzir primeiro a um decrescer da actividade dos neuro´nios
inibidores, o que consequentemente permite um aumentar da actividade dos neuro´nios
excitadores, que voltam a fazer com a actividade dos neuro´nios inibidores aumente.
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Figura 7.6: Actividades ρe e est´ımulos F em func¸a˜o do tempo νet, na regia˜o III (α = 0.1
e F = 0.1). A azul tem-se a resposta para quando existe apenas o ru´ıdo me´dio F . A
linha a vermelho (cheio) e´ a resposta da rede neuronal ao est´ımulo da mesma cor a
tracejado (h = 0.1, w = 1 e T = 31.5).
7.5 Regia˜o III
Como visto anteriormente, a regia˜o III e´ caracterizada por oscilac¸o˜es esta´veis da
resposta das actividades neuronais, que desse modo na˜o tendem para um valor esta-
ciona´rio. Assim, a aplicac¸a˜o de est´ımulos nesta regia˜o na˜o cria oscilac¸o˜es, no entanto,
afecta-as, como se pode observar na Figura 7.6, em que a aplicac¸a˜o de um est´ımulo
desfasado com as oscilac¸o˜es neuronais internas do sistema, leva a que estas acabem por
alterar a sua fase, acabando por haver uma sincronizac¸a˜o apo´s seis per´ıodos do est´ımulo
aplicado. Note-se que o est´ımulo aplicado tem uma frequeˆncia aproximadamente igual
a` frequeˆncia interna do sistema (que foi determinada fazendo uma ana´lise de Fourier
da resposta ρe na auseˆncia de est´ımulo aplicado, atrave´s da func¸a˜o FFT do MATLAB,
cujo resultado foi T = 31.35). O uso de est´ımulos com maior amplitude, ou/ e maior
largura temporal, afectam mais o sistema, pelo que conduzem a uma sincronizac¸a˜o
mais ra´pida. No caso de se considerarem est´ımulos diferentes a afectar a populac¸a˜o
excitadora e a populac¸a˜o inibidora, com Fi = 0 e Fe = F , a sincronia ocorre mais
depressa, relativamente a` situac¸a˜o em que se use um est´ımulo com as mesmas carac-
ter´ısticas, mas igual para ambas as populac¸o˜es neuronais. Por outro lado, se Fi = F
e Fe = 0 na˜o se verifica sincronizac¸a˜o, pelo que se pode concluir que o me´todo mais
eficiente que uma populac¸a˜o neuronal tem para sincronizar a sua actividade com outra
populac¸a˜o neuronal e´ atrave´s do envio de est´ımulos para os neuro´nios excitadores desse
grupo de neuro´nios.
O facto de se verificar que ate´ se dar a sincronizac¸a˜o da resposta com o est´ımulo, na
Figura 7.6, a resposta neuronal tem uma amplitude ligeiramente inferior a` amplitude
da resposta na auseˆncia de est´ımulo, indica-nos que nesta regia˜o, um est´ımulo com
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Figura 7.7: Actividade ρe e est´ımulo F em func¸a˜o do tempo νet, na regia˜o III (α = 0.1
e F = 0.1). A azul tem-se a resposta ρe ao est´ımulo F caracterizado por h = 0.1,
w = 1 e T = 31.5 × 1.5 = 47.25. A figura de baixo e´ a ampliac¸a˜o da de cima, num
pequeno intervalo de amplitudes de ρe.
diferente fase que as oscilac¸o˜es neuronais tem a capacidade de modular a amplitude
dessas oscilac¸o˜es. Isto e´ observado na Figura 7.7, em que o est´ımulo aplicado tem um
per´ıodo de 1.5 vezes o per´ıodo interno de oscilac¸a˜o da regia˜o III, o que implica que o
sistema na˜o tenha hipo´tese de sincronizar a sua fase, com a do est´ımulo. Assim, como
se observa na ampliac¸a˜o, ha´ uma modulac¸a˜o de fase que se repete no tempo, com um
per´ıodo igual a treˆs vezes o per´ıodo interno (Tin) de oscilac¸a˜o, ou seja, duas vezes o
per´ıodo do est´ımulo, tal como seria de esperar numa modulac¸a˜o de amplitude deste
tipo:
∆T = (T−1in − T−1es )−1 =
(
T−1in − (1.5Tin)−1
)−1
= 3Tin (7.5)
ou seja, que surge da diferenc¸a das duas frequeˆncias.
7.6 Transic¸a˜o entre Regio˜es
Nos casos antes estudados, o est´ımulo aplicado tinha uma amplitude tal que para
essa amplitude, o sistema permanecia na mesma regia˜o (ou seja, o ma´ximo de amplitude
do est´ımulo correspondia a um ponto do diagrama de fases α−F , Figura 5.2, na mesma
regia˜o em que o sistema ja´ se encontrava apenas com o ru´ıdo me´dio). Estudar-se-a´ agora
o caso em que o est´ımulo aplicado faz o sistema transitar de uma regia˜o para outra, por
um muito breve espac¸o de tempo, que e´ a largura do pulso rectangular aplicado (na˜o
se trata de uma transic¸a˜o efectiva de uma regia˜o para outra, por o ru´ıdo me´dio passar
a ser diferente - este continua a ser igual, apenas o pulso rectangular e´ que tem uma
amplitude tal que permita o sistema ”reconhecer”outra regia˜o, por um breve instante,
dado por w).
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Figura 7.8: Actividades ρe e est´ımulos F em func¸a˜o do tempo νet, na transic¸a˜o da
regia˜o II (α = 0.3 e F = 0.033) para a regia˜o III, atrave´s de est´ımulos. A azul (cheio)
tem-se a resposta ρe ao est´ımulo da mesma cor a tracejado (h = 0.1, w = 0.5 e T = 10)
e a vermelho (cheio) a resposta ao est´ımulo da mesma cor a tracejado (h = 0.1, w = 0.5
e T = 50).
O caso de maior interesse e´ o da transic¸a˜o da regia˜o II para a regia˜o III atrave´s
do aumentar de F , visto estar-se a transitar de uma regia˜o com neuro´nios incoerentes,
para uma outra regia˜o onde existem oscilac¸o˜es globais das populac¸o˜es neuronais, atrav-
essando a fronteira entre as regio˜es, onde se verifica a condic¸a˜o ℜ{γ}. Considerou-se
o ponto do diagrama de fases F = 0.033 e α = 0.3 (regia˜o II), com a adic¸a˜o de um
est´ımulo com amplitude h = 0.1 (notar que F = 0.133 e α = 0.3 e´ um ponto da
regia˜o II, mas entre este ponto e o anterior tem-se uma parte da regia˜o III, o que
significa que se atravessa a regia˜o III), como se pode observar na Figura 7.8. Apesar
da largura temporal do est´ımulo ser relativamente reduzida, e´ suficiente para causar
oscilac¸o˜es de elevada amplitude nas actividades dos neuro´nios excitadores (e inibidores,
que apesar de na˜o estarem representados, mais uma vez, teˆm uma dinaˆmica similar a`
dos neuro´nios excitadores). De facto, isto e´ uma evideˆncia do feno´meno de ressonaˆncia
estoca´stica (dinaˆmica), visto que F pode ser entendido como sendo ru´ıdo neste mod-
elo, o que significa que um aumento de ru´ıdo conduz a que a resposta do sistema seja
amplificada.
Na Figura 7.8 compara-se a resposta do sistema a dois est´ımulos com frequeˆncias
diferentes. Pode-se observar que para um per´ıodo superior ao per´ıodo de oscilac¸a˜o da
regia˜o III, o sistema relaxa apo´s uma oscilac¸a˜o induzida pelo est´ımulo; enquanto que
quando o per´ıodo e´ menor ao per´ıodo intr´ınseco da regia˜o III, as populac¸o˜es neuronais
na˜o sa˜o capazes de responder a todos os pulsos, havendo uma limitac¸a˜o perio´dica rela-
cionada com o per´ıodo intr´ınseco da regia˜o III, isto e´, o sistema na˜o consegue responder
com uma frequeˆncia acima da frequeˆncia que se verifica na regia˜o das oscilac¸o˜es esta´veis.
Note-se que a amplitude ma´xima da resposta na˜o e´ significativamente afectada pelas
35
0 50 100 150 200 250 3000
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
ν
e
t
ρ e
,
 
F
Figura 7.9: Actividades ρe e est´ımulos F em func¸a˜o do tempo νet, na transic¸a˜o da
regia˜o II (α = 0.3 e F = 0.033) para a regia˜o III, atrave´s de est´ımulos. As respostas
esta˜o a cheio e os est´ımulos correspondentes a tracejado, com a mesma cor, os quais
so´ diferem na amplitude (w = 0.5 e T = 31.5 ), em que o azul tem h = 0.07, o preto
h = 0.1 e o verde h = 0.3.
diferentes frequeˆncias.
Fazendo variar a amplitude do sinal, como se pode observar na Figura 7.9, verifica-
se que nem todos os est´ımulos, que fac¸am o sistema atravessar a regia˜o III, conseguem
activar as oscilac¸o˜es neuronais de elevada amplitude, pois repara-se na resposta a azul,
em que a actividade dos neuro´nios excitadores nem atinge 10%; por outro lado, repara-
se que a resposta alcanc¸ada com um est´ımulo caracterizado por h = 0.1 e´ similar
a` obtida com um outro caracterizado por h = 0.3, o que parece sugerir que existe
uma transic¸a˜o de fase entre h = 0.07 e h = 0.1, sendo o a restante variac¸a˜o pouco
significativa (esta hipo´tese e´ estudada em maior detalhe mais a` frente).
Se em vez de se variar a amplitude do est´ımulo, se variar a sua largura temporal,
obte´m-se resultados interessantes entre a transic¸a˜o de na˜o se obter uma resposta de
elevada amplitude aos est´ımulos, como se pode verificar para w = 0.35, na Figura
7.10, e o caso ja´ antes representado, com w = 0.5 e h = 0.1, em que o sistema
responde a todos os pulsos. Estes resultados, representados a vermelho (em que so´
existe duas oscilac¸o˜es) e a preto (em que uma forte resposta vem alternada com uma
fraca resposta), sa˜o pass´ıveis de ser observados, tambe´m, variando apenas a amplitude,
o que sugere que o estudo da variac¸a˜o da amplitude e da largura temporal do est´ımulo
devem ser feitos em conjunto, isto e´, fazendo variar a a´rea (tal como sera´ feito de
seguida). Embora na˜o esteja representado nesta Figura, e´ poss´ıvel de encontrar entre
w = 0.4 e w = 0.5 (com h = 0.1 e T = 31.5) respostas neuronais em que as oscilac¸o˜es de
elevada amplitude sa˜o alternadas por respostas de fraca amplitude, tal como acontece
na resposta a preto, indicada na Figura 7.10, mas em que a resposta de fraca amplitude
aparece com menor frequeˆncia, entre as oscilac¸o˜es fortes, sendo que essa frequeˆncia e´
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Figura 7.10: Actividades ρe e est´ımulos F em func¸a˜o do tempo νet, na transic¸a˜o da
regia˜o II (α = 0.3 e F = 0.033) para a regia˜o III, atrave´s de est´ımulos. As respostas
esta˜o a cheio e os est´ımulos correspondentes a tracejado, com a mesma cor, os quais so´
diferem na largura temporal (h = 0.1 e T = 31.5), em que o azul tem w = 0.5, o preto
w = 0.4, o vermelho w = 0.38 e o verde w = 0.35.
tanto menor, quanto maior for a largura temporal.
Por hipo´tese, tendo em conta os resultados antes apresentados, e´ expecta´vel que
haja uma a´rea cr´ıtica do pulso do est´ımulo aplicado (h×w), para a qual se da´ a transic¸a˜o
entre ter uma resposta fraca (inferior a 10%) e obter uma resposta forte (superior a
60%). Para testar esta hipo´tese fez-se variar a amplitude, mantendo a largura temporal
do est´ımulo constante, medindo-se o ma´ximo da resposta das actividades ρe e ρi em
func¸a˜o dessa variac¸a˜o, obtendo-se o resultado presente na Figura 7.11, na qual se pode
ver que existe de facto um valor cr´ıtico para o qual se da´ uma transic¸a˜o de fase entre
um estado com uma dinaˆmica incoerente de neuro´nios, para um estado de activac¸a˜o
global da rede neuronal. Esta transic¸a˜o ocorre, claro, para as duas actividades no
mesmo ponto cr´ıtico. A hipo´tese de que existe uma a´rea cr´ıtica e´ provado pelo facto
de na Figura 7.11 se poder constatar que a transic¸a˜o com w = 1 da´-se para um valor
de h que e´ aproximadamente metade do valor de h obtido no caso em que w = 0.5.
Nesta Figura observa-se ainda que uma variac¸a˜o no per´ıodo do est´ımulo na˜o afecta
esta transic¸a˜o de fase.
Todo este estudo foi tambe´m feito para a regia˜o I, tendo-se verificado que os resul-
tados eram qualitativamente iguais a estes, com a diferenc¸a de que nesse caso o sistema
seria capaz de responder a uma frequeˆncia superior do est´ımulo, porque o decrescer da
amplitude da oscilac¸a˜o produzida pelo est´ımulo dar-se-ia de modo exponencial (como
expecta´vel na regia˜o I), atingindo, desse modo, o valor estaciona´rio em menos tempo
que no caso de a transic¸a˜o se dar a partir da regia˜o II.
A` semelhanc¸a dos resultados antes indicados considerando Fe 6= Fi, tambe´m nesta
transic¸a˜o entre regio˜es, os neuro´nios excitadores mostram ser os principais responsa´veis
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Figura 7.11: Ma´ximo de amplitude das actividades ρe e ρi em func¸a˜o da amplitude, h,
do est´ımulo. A linha azul a cheio e´ o ma´ximo de ρe (coincide com a linha preta), com
w = 1 e T = 31.5, e a tracejado o ma´ximo de ρi, com os mesmos paraˆmetros; a preto
esta´ a resposta ρe para w = 1 e T = 30.5; e a vermelho o ma´ximo da resposta rhoe
para w = 0.5 e T = 31.5.
pela dinaˆmica neuronal total, dado que com Fi = 0 e Fe = F obteˆm-se resultados
semelhantes aos anteriores, mas com Fi = F e Fe = 0 na˜o surgem oscilac¸o˜es neuronais
de elevada amplitude. De modo similar, a considerac¸a˜o de neural pacemakers (o que
implica a resoluc¸a˜o nume´rica da equac¸a˜o 4.17 ao inve´s da equac¸a˜o 4.10) conduz a uma
dinaˆmica em tudo semelhante a` descrita neste cap´ıtulo, pelo que os resultados na˜o sa˜o
aqui apresentados.
7.7 Ampliac¸a˜o de Sinal Subliminal
Os resultados estudados na secc¸a˜o anterior indicam a existeˆncia de uma a´rea mı´nima
que o est´ımulo tem que ter para que haja uma forte resposta da rede neuronal. A
existeˆncia desse limiar e sendo o sistema na˜o-linear, levanta a hipo´tese de se con-
seguir verificar neste sistema um feno´meno semelhante a` ressonaˆncia estoca´stica limiar
(semelhante, porque neste caso a resposta e´ dinaˆmica, e tendo isso em considerac¸a˜o,
o feno´meno aqui presente na˜o pode ser a ressonaˆncia estoca´stica limiar, que como de-
scrita na secc¸a˜o 3.3, ocorre em sistemas na˜o dinaˆmicos). Portanto, com o propo´sito
de verificar esse feno´meno, definiu-se um sinal subliminal que na˜o fosse capaz de pro-
mover uma forte resposta das actividades neuronais (Figura 7.12), bem como um sinal
aleato´rio que simulasse ru´ıdo (este ru´ıdo foi obtido atrave´s da func¸a˜o randn do MAT-
LAB, que gera nu´meros aleato´rios com uma distribuic¸a˜o normal - usou-se uma me´dia
de 1 e um desvio padra˜o de 4, os quais eram de seguida arredondados a` unidade, os
nu´meros negativos eram multiplicados por −1 e cada nu´mero gerado multiplicado por
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Figura 7.12: Em ambas as figuras esta˜o representadas as respostas ρe (azul) e ρi (ver-
melho) da rede neuronal ao est´ımulo F (preto), ao longo do tempo νet, com a diferenc¸a
de que no gra´fico de cima, F e´ um sinal aleato´rio, enquanto que no de baixo e´ um sinal
rectangular com amplitude 0.035, w = 1.5 e T = 31.5.
0.01, com uma largura temporal de w = 0.1), o qual na˜o deveria de gerar oscilac¸o˜es neu-
ronais, ainda que uma activac¸a˜o ocasional das actividades neuronais fosse expecta´vel,
dado o cara´cter aleato´rio do sinal, que probabilisticamente poderia ultrapassar o limiar,
como de facto acontece na Figura 7.12.
Os dados apresentados na Figura 7.12 sa˜o o resultado da repetic¸a˜o sistema´tica de
tentativas para encontrar os melhores paraˆmetros (quer do ru´ıdo, quer do sinal) que
permitissem obter a Figura 7.13, na qual na˜o se distinguisse (visualmente) o sinal
subliminar (ou seja, a raza˜o sinal-ru´ıdo inferior a` unidade), mas, contudo, o sistema
fosse capaz de reconhecer e amplificar o sinal. Do mesmo modo que o sistema na
presenc¸a de apenas ru´ıdo, por vezes, apresentava uma activac¸a˜o significativa da rede
neuronal, tambe´m neste caso, tratando-se de um sinal estoca´stico, por vezes, o ru´ıdo
somado com o sinal na˜o e´ suficiente para ultrapassar o limiar, pelo que se observa a
falha de algumas oscilac¸o˜es das actividades neuronais.
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Figura 7.13: Actividades ρe (azul) e ρi (vermelho) e est´ımulo F (preto) em func¸a˜o do
tempo νet. O est´ımulo F resulta da soma dos sinais representados nos dois gra´ficos da
Figura 7.12.
40
Cap´ıtulo 8
Conclusa˜o
Neste trabalho de cara´cter teo´rico foi estudado o modelo estoca´stico para a dinaˆmica
de uma rede neuronal proposto por [2], dando eˆnfase a` ressonaˆncia estoca´stica (RE).
Para esse efeito, foram revistos alguns conceitos ba´sicos de neurocieˆncias (cap´ıtulo 2),
necessa´rios a` compreensa˜o do modelo, explicado o que e´ e como surge o feno´meno de RE
(cap´ıtulo 3), detalhados os pressupostos do modelo do auto´mato celular (cap´ıtulo 4),
derivadas as equac¸o˜es da dinaˆmica do sistema (cap´ıtulo 5), observado o comportamento
dessas equac¸o˜es (cap´ıtulo 6) e, finalmente, estudado o comportamento do modelo sob
a aplicac¸a˜o de va´rios est´ımulos diferentes (cap´ıtulo 7).
Apesar do modelo ser relativamente simples, desprezando muitos feno´menos que
ocorrem ao n´ıvel do funcionamento de cada neuro´nio, apresenta uma vasta gama de
comportamentos diferentes, incluindo elementos fundamentais que caracterizam uma
rede neuronal, como o ru´ıdo neuronal e uma complexa arquitectura de rede. A dinaˆmica
neuronal apresenta treˆs regio˜es distintas de interacc¸a˜o entre neuro´nios - uma regia˜o (I)
onde os neuro´nios interagem muito fracamente, quando o ru´ıdo neuronal (F ) e´ reduzido;
uma regia˜o (II) de oscilac¸o˜es decrescentes em amplitude, que esta´ de acordo com o
observado por [37], em ratos anestesiados, onde a existeˆncia de oscilac¸o˜es neuronais ja´
indicam que existe uma correlac¸a˜o entre neuro´nios, ainda que na˜o muito forte, para um
ru´ıdo neuronal superior ao anterior; e, finalmente, uma regia˜o (III) em que os neuro´nios
teˆm uma interacc¸a˜o forte entre si, havendo, por isso, uma elevada coereˆncia entre as
populac¸o˜es neuronais, resultando em oscilac¸o˜es neuronais, o que ocorre para n´ıveis de
ru´ıdo superiores aos anteriores (notar que se esta´ a considerar que no diagrama de fases
α−F na˜o faz sentido estuda´-lo para valores de F muito elevados, visto que os mesmos
na˜o sa˜o expecta´veis na natureza; por outro lado, esta´-se a considerar um valor de α
para qual se tenha regia˜o III, o que, segundo a Figura 5.2 poderia indicar que α deveria
ser inferior a 0.35, mas tal na˜o e´ verdade, pois como se pode observar em [2], se se
considerarem valores de c, Ω e gi mais realistas, a regia˜o III ja´ aparece para valores de α
ate´ 0.8, o que e´ consistente com o facto de se estimar que α deve variar entre 0.6 e 1 em
redes neuronais in vivo, sendo, portanto, poss´ıvel de observar as oscilac¸o˜es neuronais
presentes na regia˜o III in vivo, segundo este modelo). Observou-se que a sincronizac¸a˜o
de oscilac¸o˜es neuronais atrave´s de est´ımulos e´ poss´ıvel, bem como a modulac¸a˜o da
sua amplitude, o que pode ser a forma pela qual grupos de neuro´nios comunicam
informac¸a˜o entre si, dado que se creˆ que as oscilac¸o˜es neuronais representam, de algum
modo, informac¸a˜o [38]. O facto de se verificar que a` medida que o ru´ıdo neuronal
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aumenta, a correlacc¸a˜o entre os neuro´nios e´ cada vez mais forte, e´ uma indicac¸a˜o clara
da presenc¸a do feno´meno de ressonaˆncia estoca´stica neste modelo, visto que de facto
o ru´ıdo neuronal mostra ter um papel bene´fico no aumentar da interacc¸a˜o neuronal,
aumentando a coereˆncia neuronal; tendo-se ate´ neste estudo demonstrado que o sistema
e´ capaz de reconhecer um sinal fraco usando para tal o ru´ıdo neuronal. Notar que do
estudo da interacc¸a˜o de apenas dois neuro´nios, por exemplo, seria imposs´ıvel de prever
que no caso de se terem populac¸o˜es com muitos neuro´nios, iriam surgir oscilac¸o˜es
neuronais. Trata-se de uma situac¸a˜o similar a` exposta por Anderson em [39], em
que tambe´m aqui, da interacc¸a˜o colectiva (entre neuro´nios), surge um novo feno´meno,
que sa˜o as oscilac¸o˜es neuronais, ou seja, um estado de maior coereˆncia (da actividade
neuronal), do mesmo modo, da interacc¸a˜o de bilio˜es de neuro´nios no ce´rebro surge a
cognic¸a˜o. Segundo [18], a comunicac¸a˜o neuronal entre grupos de neuro´nios atrave´s de
coereˆncia neuronal e´ um mecanismo para a dinaˆmica cognitiva.
Como trabalho futuro, sera´ interessante verificar ate´ que ponto os resultados teo´ricos
aqui apresentados esta˜o de acordo com resultados experimentais, de medic¸o˜es da func¸a˜o
resposta em redes neuronais in vitro, ou, de prefereˆncia, in vivo. Tambe´m in vivo, dever-
se-a´ confirmar a presenc¸a do feno´meno de ressonaˆncia estoca´stica, dado que o mesmo
ainda so´ foi verificado in vitro [8], o que na˜o e´ conclusivo, visto que a dinaˆmica neu-
ronal mostra-se qualitativamente diferente entre o caso in vivo e in vitro. De cara´cter
mais teo´rico, poder-se-a´ procurar um meio de implementar memo´ria no modelo, o que
e´ uma questa˜o em aberto em neurocieˆncias. Possivelmente, a resposta podera´ estar na
efica´cia sina´ptica (representada por J , neste modelo), tambe´m denominada de plas-
ticidade das ligac¸o˜es sina´pticas, que podera´ alterar-se ao longo do tempo, de modo
autoconsistente, gravando, de algum modo, informac¸a˜o. Por outro lado, ainda com
o modelo aqui apresentado, as respostas neuronais obtidas tambe´m devera˜o ser anal-
isadas mais cuidadamente, em particular no que toca ao comportamento observado
na transic¸a˜o da regia˜o II para a regia˜o III, junto aos valores de transic¸a˜o, entre ter
uma elevada resposta das actividades neuronais, ou se ter uma fraca resposta, em que
como se observou, era poss´ıvel de ter respostas neuronais com oscilac¸o˜es fortes alter-
nadas com oscilac¸o˜es fracas, o que na˜o foi completamente compreendido neste estudo.
No que toca ao feno´meno de ressonaˆncia estoca´stica observado, similar a` ressonaˆncia
estoca´stica limiar, verificou-se neste trabalho que era necessa´rio escolher valores bas-
tante precisos para os paraˆmetros em causa, o que e´ uma indicac¸a˜o negativa, pois
na˜o se espera que a natureza precise de ”escolher”paraˆmetros num intervalo ta˜o re-
duzido. Assim, poder-se-a´ tentar alterar o modelo usado, de modo a que o intervalo de
paraˆmetros seja superior, para os quais se verifique esse tipo de ressonaˆncia estoca´stica.
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