Abstract-In this paper, ad hoc and system identification methods are used to generate fuzzy If-Then rules for a zeroorder Takagi-Sugeno-Kang (TSK) Fuzzy Inference System (FIS) using a set of multi-attribute monotone data. Convex and normal trapezoidal fuzzy sets, with a strong fuzzy partition strategy, is employed. Our analysis shows that even with multi-attribute monotone data, non-monotone fuzzy IfThen rules can be produced using an ad hoc method. The same observation can be made, empirically, using a system identification method, e.g., a derivative-based optimization method and the genetic algorithm. This finding is important for modeling a monotone FIS model, as the result shows that even with a "clean" data set pertaining to a monotone system, the generated fuzzy If-Then rules may need to be preprocessed, before being used for FIS modeling. As such, monotone fuzzy rule relabeling is useful. Besides that, a constrained non-linear programming method for FIS modelling is suggested, as a variant of the system identification method.
I. INTRODUCTION
Fuzzy Inference Systems (FISs) with fuzzy If-Then rules have been successfully applied to many real life applications [1] [2] . In many applications, fuzzy If-Then rules are obtained from human experts, i.e., knowledge-driven FIS models. Owing to the difficulty to obtain fuzzy rules from human experts, many methods to automatically generate fuzzy If-Then rules from numerical data, i.e., data-driven FIS models, have been proposed. Among the popular methods are system identification [2] , gradient descent learning [3] [4] [5] [6] , fuzzy-neural [7] , fuzzy c-means clustering [8] , least-square [9] [10] , and ad hoc methods [4] [11] [12] [13] .
In this paper, two types of data-driven FIS models for generating monotone fuzzy rules using multi-attribute monotone data are analyzed. They are (i) ad hoc methods [11] , i.e., Wang et al. [12] [13] (hereafter abbreviated as the Wang-Mendel (WM) method) and Ishibuchi et al. [4] (hereafter abbreviated as the Ishibuchi method); and (ii) system identification methods, i.e., derivative-based optimization [14] [15] [16] [17] and Genetic Algorithm (GA)-based methods [18] . We adopt the classification terminologies in [19] , in which both WM [12] [13] and Ishibuchi [4] [11] methods are known as "ad hoc methods". Besides that, we refer to [2] for the general framework of a system identification method to learn an FIS model.
Even though data-driven FIS models are popular, research on monotone data-driven FIS models is new. The importance of the monotonicity property in FIS modeling has been highlighted in a number of recent publications [20] [21] [22] [23] [24] [25] [26] [27] , and a number of studies to preserve the monotonicity property have been proposed. These include the development of mathematical conditions as a set of governing equations [20] [21] [22] , application of the developed mathematical conditions to real-world problems [23] , as well as extension and synthesis of the mathematical conditions with some advanced FIS modeling techniques [23] [24] [25] . Our earlier studies on construction of a monotone FIS model from data have been reported in [28] [29] .
In this paper, monotone data sets (as in Definition 6) are considered. The hypothesis is to ascertain whether ad hoc and system identification methods could always produce monotone fuzzy rules with multi-attribute monotone data sets. Convex and normal trapezoidal fuzzy sets are used as the fuzzy membership functions (Definition 2). Besides that, a strong fuzzy partition strategy [26] is used (Definition 3). Our analytical results suggest that fuzzy IfThen rules generated using ad hoc methods do not always satisfy the monotonicity property, even though the multiattribute data are monotone. A simulated example is used for illustration. The same observation can be made, empirically, using system identification methods, in which a derivative-based optimization method and the GA are used to search for a (near) optimal solution. This is important, as we show that a local (potentially global) optimal solution from a system identification method may not be feasible (in this paper, we define a set of monotone fuzzy rules as a feasible solution).
This finding is useful in practical applications, because given a "clean" data set (free from noise, i.e., monotone data), the generated fuzzy If-Then rules from a monotone system may need to be pre-processed (e.g., re-labeled) in order to satisfy the monotonicity property pertaining to FIS modelling. Our monotone fuzzy rule relabeling technique [30] coupled with ad hoc methods is a solution for this problem. In this paper, fuzzy rules generated from ad hoc methods are re-labeled based on the following criteria: (i) fulfilling the monotonicity property (Definition 4.3); and (ii) having the minimum loss measure. Note that other sets of criteria for fuzzy rule relabeling could also be applied, and this constitutes a good direction for further research. In addition to the system identification methods, an alternative system identification formulation, which includes monotone fuzzy rules as constraints, is also presented. The empirical results show that including monotone fuzzy rules as constraints provides more reasonable results.
The organization of this paper is as follows. In Section II, the background and related studies are described. In Section III, an analysis of the ad hoc methods is presented, and simulation studies are conducted. Monotone fuzzy relabeling is performed. In Section IV, a general framework for a system identification method to learn an FIS model is presented. A new identification formulation is further proposed. Finally, concluding remarks are presented in Section V.
II. BACKGROUND

Definition 1:
Consider an -dimensional input space, , and a one-dimensional output space, . Input vector = [ , , ⋯ , ] ∈ × × ⋯ × and output are the elements of and , i.e., ∈ , and ∈ , respectively. The lower and upper bounds of , ∈ [1,2,3, ⋯ , ], are denoted as and , respectively. Similarly, the lower and upper bounds of are denoted as and , respectively.
Definition 2: Consider a trapezoidal fuzzy set, i.e., , on the domain, as follows (see Fig. 1 for illustration).
( : , , , ) 
Definition 3:
The domain is divided into fuzzy partitions, and are represented by normal trapezoidal fuzzy sets. The fuzzy sets are denoted as , ( ) for linguistic term , , where = 1,2,3, ⋯ , . A strong partition is used, which is defined as follows (see Fig. 2 . Each antecedent is mapped to a real value in the one-dimensional output space, , and is denoted as Definition 5: Consider a zero-order TSK-FIS model with -inputs, i.e., = ( , ⋯ , ). is obtained as follows. For a complete and monotone fuzzy If-Then rule set, an TSK-FIS model is a monotonically increasing function with respect to , which satisfies Definition 3 [26] . To ease the explanation, we only consider monotone increasing in our mathematical analysis. 
III.
AD HOC METHODS
A. Monotone Data Set
, ,⋯,
6.2. For a monotone data set,
and ≠ ; otherwise, the data set is non-monotone.
B. Analysis of Ad Hoc Methods
In this section, the WM method [12] [13] Example 1: A fuzzy partition illustrated in Fig. 3 (a) is used, i.e., = = 6 . Consider a two-attribute monotone data set with 8 inputs-output pairs, i.e., ; , ∈ [1,2,3, ⋯ ,8] , = , ∈ × and ∈ as depicted in Fig. 3 (b) . , resulting in non-monotone fuzzy rules. By using Eq. (5), the resulting fuzzy rules are not always monotone, for > 1 monotone input data set. Note that, in this paper, an arbitrary precision of 0.0001 for ,⋯, is assumed. Fig. 3 (a) , is adopted. Again, from Fig. 4 . In short, a non-monotone fuzzy IfThen rule set is obtained. By using Eq. (6), the resulting fuzzy rules are not always monotone for > 1 monotone input data set.
D. Simulation Studies
Example 2: Consider a two-attribute monotone data set with 64 input-output pairs, i.e., ; , ∈ [1,2,3, ⋯ ,64]. = , ∈ × and ∈ . The data set is generated using a simple quadratic function, i.e., = 2 + 2 in the input space of [1, 10] × [1, 10] , as shown in Fig. 5 . The fuzzy partition illustrated in Fig. 3 (a) is used, i.e., = = 6. The obtained fuzzy If-Then rules using Eq. (5) and (6) are summarized in Fig. 6 (a) and (b) , respectively. As depicted in Fig. 6 (a) Again, non-monotone and incomplete fuzzy If-Then rules are obtained, as depicted in Fig. 6 (b) (5) and (6).
E. Relabeling of Fuzzy Rules
The fuzzy rules obtained from Section III (D), i.e., Eq. (5) and (6) 
In this section, a non-linear programing method, i.e., Sequential Quadratic Programing [31] , is used. In Fig. 6 (a), = 32 fuzzy If-Then rules are generated using Eq. (5). For Fig. 6 (b) , = 33 fuzzy If-Then rules are generated using Eq. (6). The monotone and incomplete fuzzy If-Then rules for both the WM and Ishibuchi methods after the relabeling process are summarized in Fig. 7 (a) and (b), respectively. For the WM and Ishibuchi methods, the obtained loss scores are 0.8888 and 0.0987, respectively. 
IV. SYSTEM IDENTIFICATION METHODS
A. A general formulation from [2]
In this section, a system identification method is analyzed with monotone data sets. The schematic diagram of parameter identification, considering ; , is illustrated in Fig. 8 . The aim is to determine According to [2] , a system identification method can be summarized into 4 steps:
Step 1: Specify and parameterize an FIS model, i.e., , ; ,⋯, , that represents a system to be identified.
,⋯, in the input space (i.e., ) is predetermined.
Step 2: Perform parameter identification to choose a set of fuzzy rules,
,⋯, * , that best fits the data samples , i.e., ; .
Step 3: Conduct a validation test to see if the model has been identified correctly for the problem under scrutiny in accordance with the test data set.
Step 4: Terminate the procedure once the validation test is satisfactory. Otherwise, go back to Step 1.
In step 2, an optimization method is used to search for a set of ,⋯, = ,⋯, * such that the resulting FIS model, , ; ,⋯, * , can best describe the model appropriately, e.g., for the lowest mean square error FIS model, an error function can be used, as defined in Eq. (8)).
B. Simulation Studies
Example 2 is revisited. Two different methods i.e., (i) Quasi-Newton [15] [16] ) and (ii) GA [18] , are used. For the Quasi-Newton method, the partial derivatives of the function are estimated by using the center finite difference method as defined in Eq. (9) . ] and ∆ is the gradient.
The fuzzy partition illustrated in Fig. 3 (a) is used, i. e., = = 6. Note that ,⋯, * is obtained using both the Quasi-Newton and GA methods, as summarized in Fig. 9 (a) and (b), respectively. Non-monotone fuzzy If-Then rules are produced with both methods. In Fig. 9 (a) ; therefore, non-monotone fuzzy rules are produced by the Quasi-Newton method, with the computation time, i.e., 42.1562 sec. In Fig. 9 (b) The GA method
In Fig. 10 (a) and (b), the surface plot of with respect to and , for the solution obtained using the QuasiNewton and GA methods, respectively, is presented. Note that, a non-monotone surface curve can be observed for both the Quasi-Newton and GA methods.
We argue that an optimal solution obtained using the Quasi-Newton and GA methods may not be monotone, even the data set is monotone. This observation leads to an alternative problem formulation. The GA method
C. A Proposed Solution
As an alternative, a constrained non-linear programming is used to search for a set of , up to an arbitrary precision of 0.0001. These differences do not lead to a significant higher error score, as few data samples fall on these regions. A surface plot obtained with fuzzy rules from Fig. 11 is depicted in Fig. 12 , in which, a monotone surface curve can be observed. In short, given a monotone data set, the obtained local optimal solution from a system identification method is feasible (monotone) using the new formulation.
V. SUMMARY
In this paper, ad hoc methods i.e., the WM method [12] [13] and Ishibuchi method [4] [11] and system identification methods have been used to generate fuzzy If-Then rules based on monotone data. A simulated "clean" multiattribute monotone data set, which is free from noise, pertaining to a monotone system, has been considered. The "clean" monotone data set is used for learning using an FIS model. Our study shows that while a monotone multiattribute data set is used, the fuzzy If-Then rules generated using the ad hoc methods can lead to non-monotone fuzzy If-Then rules. The same observation occurs when the system identification methods are used. This finding is important for modeling a monotone FIS model, as it shows that even with a "clean" data set, the generated fuzzy IfThen rules may need to be pre-processed (re-labeled), in order to satisfy the monotonicity property. In addition, a system identification method with a new formulation has been proposed to solve the aforementioned problem.
For future work, we will develop a derivative-based optimization method to re-label non-monotone fuzzy rules. Real-world case studies will also be conducted to vindicate that even for a monotone data set, the generated fuzzy IfThen rules may be to be pre-processed for FIS modeling. The applicability of the developed derivative-based optimization method to FIS modeling with the local monotonicity property [32] will be investigated.
