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Transmission Control Protocol (TCP) is the dominant transport protocol in the Internet. 
Despite the fact that TCP is a stable and mature protocol, and has been well tuned over 
years, changes in its congestion control are still in progress without altering the 
fundamental underlying dynamics of TCP congestion control. In today’s Internet, the 
network environment is more complex than ever. TCP’s loss detection methods may 
falsely invoke retransmission even when the original packet is actually not lost. Such 
behavior is called Spurious Retransmission, which damages the TCP throughput greatly.  
In the recent years, several techniques have been proposed to detect spurious 
retransmissions and to mitigate their impacts on TCP performance. The basic ideas of 
these mitigation techniques are to “undo” unnecessary congestion control responses by 
restoring the congestion window (cwnd) and slow start threshold (ssthresh), and to avoid 
making the same mistake in the future by tuning the duplicate acknowledgement threshold 
(to prevent spurious fast retransmits) and the RTO timer (to prevent spurious timeouts) to 
appropriate values. In the thesis, we describe Spurious Timeout and Spurious Fast 
Retransmit, the causes for their occurrences, and the impacts that they have on TCP 
performance. Then we discuss the various detection and mitigation techniques available to 
make TCP robust to these spurious retransmissions. Using simulations on NS2 and 
experiments on real protocol implementations and network test bed, we do extensive 
comparative performance study of these detection and mitigation techniques.  
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Chapter 1  
Introduction 
 Transmission Control Protocol (TCP) [1] is the dominant transport protocol in the 
Internet. Despite the fact that TCP is a stable and mature protocol, and has been well tuned 
over years, small changes in its congestion control are still in progress to avoid 
unnecessary retransmission timeouts, to reverse the responses to reordered packets, to 
allow viable mechanisms for corruption notification, etc, without altering the fundamental 
underlying dynamics of TCP congestion control. 
 The four basic components of TCP congestion control [2] are the following: 1) 
Additive Increase Multiplicative Decrease (AIMD) – i.e. halving the congestion window 
for every window containing a packet loss, and increasing the congestion window by 
roughly one segment per round trip time (RTT) otherwise; 2) the retransmit timer, 
including the exponential backoff of the retransmit timer when a retransmitted packet is 
itself dropped; 3) the slow-start mechanism for the initial probing for available bandwidth, 
instead of initially sending at a high rate that might not be supported by the network; 4) 
ACK-clocking, where the arrival of acknowledgements at the sender is used to clock out 
the transmission of new data. There are two possible mechanisms for a TCP sender to 
detect a packet loss, fast retransmit or a retransmit timeout. A TCP connection generally 
recovers more promptly from a packet loss with fast retransmit, inferring a packet loss 
after three duplicate ACKs have been received. When Fast Retransmit is invoked, the TCP 
sender retransmits the segment inferred to be lost and halves its congestion window, 
continuing with the data transfer. If the TCP sender doesn't receive three duplicate ACKs 
after a loss, then the TCP sender waits for the retransmit timer to expire. 
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 TCP's loss recovery and congestion control algorithms may often get falsely triggered.  
This can happen because of packet reordering, packet duplication, or a sudden delay 
increase in the data or the ACK path that results in a spurious timeout. For example, 
sudden delay increases can often occur in wide-area wireless access networks because of 
handovers, resource preemption because of higher priority traffic (e.g., voice), or because 
the mobile transmitter traverses through a radio coverage hole (e.g., [3]). Packet 
duplication may occur because a receiving IP does not remove packets that have been 
duplicated in the network. When the retransmit timer expires unnecessarily early (that is, 
when no data or ACK packet has been lost, and the sender would have received 
acknowledgements for the outstanding packets if it had waited a little longer), then the 
TCP sender unnecessarily retransmits a segment. More importantly, an early retransmit 
timeout results in an unnecessary reduction of the congestion window, as the flow has not 
experienced any packet losses. Then, as the connection progresses, a chain reaction gets 
triggered that further decreases TCP's performance. Similarly, when Fast Retransmit is 
invoked unnecessarily, after three duplicate ACKs have been received because of 
reordering rather than packet loss, the TCP sender also unnecessarily retransmits a packet 
and reduces its congestion window. 
 In recent years, several techniques have been proposed to detect spurious 
retransmissions and to mitigate their impacts on TCP performance [4,5,6,7,8]. The basic 
idea of these mitigation techniques is to “undo” unnecessary congestion control responses 
by restoring the congestion window (cwnd) and slow start threshold (ssthresh), and to 
avoid making the same mistake in the future by tuning the duplicate acknowledgement 
threshold (to prevent spurious fast retransmits) and the RTO timer (to prevent spurious 
timeouts) to appropriate values.  
 In this thesis, we explain the phenomena of spurious timeout and spurious fast 
retransmit, the causes for their occurrence, and the impact they have on TCP performance. 
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We review the various detection and mitigation techniques available. Then we propose 
possible and desirable combinations of different mitigation algorithms appropriate for 
different network environments. Using simulations on NS2 and experiments on real 
protocol implementations and network test bed, we do an extensive comparative 
performance study of these detection and mitigation techniques.  
 The rest of the thesis is organized as follows. Chapter 2 discusses the problem of 
spurious timeouts and spurious fast retransmits. In the second part of the chapter, we 
review the mechanisms available for detecting spurious retransmit timeouts and fast 
retransmits. This section also examines the potential of these mechanisms to add 
robustness in the presence of reordered or delayed packets.  Chapter 3 describes the 
mitigation techniques that we study, our simulation set up, experiment scenarios, and 
comparative performance of these schemes. Chapter 4 compares the performance of Eifel 
and FRTO [6] Schemes and studies the impact of spurious timeout on multiple 





Chapter 2  
Background and Related Work 
2.1. Spurious Retransmissions: Causes and Impact 
 There are a number of scenarios where a TCP sender can infer a packet loss, and 
consequently perform loss recovery and reduce its congestion window, when in fact there 
has been no loss. In this section we first discuss the major causes of spurious 
retransmissions and then we explain in detail the two different forms of spurious 
retransmissions. 
2.1.1. Delay Spikes  
 Spurious TCP retransmission timeouts are common on network paths involving links 
that are prone to sudden delays. A delay spike is a sudden increase in the latency of the 
communication path. 2.5G/3G links are likely to experience delay spikes exceeding the 
typical RTT by several times because of the following reasons [9]: 
 A long delay spike can occur during link layer recovery from a link outage because of 
temporary loss of radio coverage, for example while driving into a tunnel or within an 
elevator. 
 During a handover the mobile terminal and the new base station must exchange 
messages and perform some other time-consuming actions before data can be 
transmitted in a new cell. 
 Many wide area wireless networks provide seamless mobility by internally re-routing 
packets from the old to the new base station which may cause extra delay. 
 Blocking by high-priority traffic may occur when an arriving circuit-switched call or 
higher priority data temporarily preempts the radio channel.  This happens because 
 6 
 
most current terminals are not able to handle a voice call and a data connection 
simultaneously and suspend the data connection in this case. 
 Additionally, a scheduler in the radio network can suspend a low-priority data transfer 
to give the radio channel to higher priority users. 
2.1.2. Packet Reordering  
 Reordering is a process that causes packet(s) to be delayed, such that they arrive later 
than packets sent later by the sender. Measurement studies on packet reordering over the 
Internet show that packet reordering is not a rare event, 0.1%-2.0% of packets experience 
reordering over some paths, and the prevalence of reordering varies across different 
network paths [10,11]. A persistent reordering of packets in a flow could result from 
changing routes or from the link-level retransmission of corrupted packets over a wireless 
link. It can cause performance problems for TCP’s fast retransmit algorithm. 
 TCP receivers generate cumulative acknowledgments that indicate the highest 
in-order piece of data that has arrived. When reordered packets arrive, the TCP receiver 
ACKs only the last in-order segment received. Fast retransmit uses these duplicate ACKs 
(a duplicate ACK is a cumulative acknowledgment for the same segment as the last ACK 
received) to infer that a particular data segment was dropped by the network. TCP’s fast 
retransmit algorithm requires the TCP sender to wait for a small number of duplicate 
ACKs (called duplicate ACK threshold, or dupthresh) to arrive before deciding whether a 
missing packet is really lost [12]. Common TCP implementations use a duplicate ACK 
threshold of three. Any packet that is reordered beyond this specified threshold value is 
treated as lost even if the packet arrives later. Under such situation, a spurious fast 
retransmit occurs. 
 Packet reordering also causes interruptions to TCP’s ACK clock, thereby causing its 
transmission to be more bursty. TCP’s standard congestion control algorithms [12] do not 
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allow TCP to send segments in response to duplicate ACKs before fast retransmit is 
triggered. By not sending segments in response to these duplicate ACKs, TCP effectively 
stores permission to send new data. Therefore, if an ACK covering new data arrives 
before fast retransmit is triggered then the burst of data sent on this ACK is larger than if 
reordering had not occurred. This problem may be mitigated by the use of the limited 
transmit algorithm [13], which calls for the TCP sender to transmit new data segments 
upon the arrival of the first two duplicate ACKs. 
 
2.1.3. Spurious Retransmit Timeout 
 In common TCP implementations, an adaptive retransmission timer accounts for RTT 
variations [14]. A spurious timeout occurs when the RTT suddenly increases, to the extent 
that it exceeds the retransmission timer that had been determined a priori (see Figure 1). 
The negative impact on TCP performance caused by a spurious timeout is severe.  First, 
the timeout event itself causes a single spurious retransmission, and unnecessarily forces a 
TCP sender into slow start.  Then, as the connection progresses, a chain reaction gets 
triggered that further decreases TCP's performance. On a spurious timeout TCP assumes 
that all outstanding segments are lost and retransmits them unnecessarily as shown in 
Figure 2
 
. To give an idea about the performance damage, we have given in Figure 3 the 
corresponding behavior when TCP is enhanced with Eifel [5] to detect and recover from 
the spurious timeout. Notice that the unnecessary go-back-N has been eliminated in the 
case of Eifel TCP. 
 This go-back-N retransmission behavior triggered by spurious timeouts has its root in 
the retransmission ambiguity, i.e., a TCP sender’s inability to distinguish an ACK for the 
                                                 

 These sequence number versus time graphs are obtained from real protocol implementations on network test 
bed and by using tcpdump, tcptrace and xplot. 
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original transmission of a segment from the ACK for its retransmission. Shortly after the 
timeout, ACKs for the original transmissions return to the TCP sender. On receipt of the 
first ACK after the timeout, the sender interprets this ACK as acknowledging the 
retransmission, and assumes that all other outstanding segments have also been lost. Thus, 
the sender enters the slow start phase, and retransmits all outstanding segments in this 
fashion. 
 







Packet 1 is assumed to be lost 
and sender begins the 









Figure 2. Illustration of spurious timeout with standard TCP 
 
Figure 3. Illustration of spurious timeout with Eifel 
 Assuming that none of the outstanding segments and none of the corresponding 
ACKs were lost, all outstanding segments get retransmitted unnecessarily.  In fact, 
during this phase, a TCP sender violates the packet conservation principle [2], because for 
each packet that leaves the network and that belongs to the first half of the original flight, 















two useless retransmits are sent into the network.  The go-back-N retransmission 
triggered by spurious timeouts may also trigger a spurious Fast Retransmit as the receiver 
generates a duplicate ACK for every segment received more than once. 
2.1.4. Spurious Fast Retransmit 
 As we pointed out earlier, if a segment arrives that does not include the next expected 
byte of data, the receiver generates a duplicate ACK.  This situation can arise from 
packet loss or from packet reordering or from packet duplication in the network. TCP's 
Fast Retransmit algorithm [2, 12] uses the arrival of three duplicate ACKs as an indication 
of loss. Any packet that is reordered beyond the dupACK threshold value is treated as lost, 
and causes spurious Fast Retransmit (see Figure 4). The negative impact on TCP 
performance caused by packet reordering and packet duplication is commonly the same: a 
single spurious retransmit (the fast retransmit), and the unnecessary halving of a TCP 
sender's congestion window as a result of the subsequent fast recovery phase [12]. Figures. 
5 and 6 illustrate the performance damage done by the unnecessary Fast Retransmits 
 
 
Figure 4. Reordering and spurious fast retransmit 
Packet 1 
Packet 1 is assumed to be 
lost and the sender 
performs a spurious fast 
retransmit 








Figure 6. TCP with spurious fast retransmits 
 
 For a flow with a large congestion window, an un-necessary halving of the 
congestion window can be a significant performance penalty, as it takes at least several 
round-trip times for the flow to recover its old congestion window. Similarly, for an 





environment with persistent reordering of packets within a flow, or for an environment 
with an unreliable estimated upper bound on the round-trip time, this repeated 
unnecessary halving of the congestion window can have a significant performance 
penalty. 
 
2.2. Existing Detection and Response Algorithms for Spurious 
Retransmissions 
 The first step towards adding robustness in the presence of unnecessary Retransmit 
Timeouts and Fast Retransmits is to give the TCP sender the information to determine 
when an unnecessary Retransmit Timeout or Fast Retransmit has occurred and to make 
the sender avoid retransmitting unnecessarily all the outstanding segments via go-back-N. 
The next step is to provide specific mechanisms for ‘undoing’ the bad congestion control 
decisions and adjusting the duplicate acknowledgement threshold or retransmit timeout 
parameters. In this section, we discuss four different algorithms/mechanisms that have 
been recently proposed to deal with spurious timeouts and/or spurious fast retransmits.  
 
2.2.1. Eifel 
 The Eifel algorithm [5] uses the TCP timestamp option [15] to eliminate the 
retransmission ambiguity, that the sender can unambiguously distinguish an ACK for the 
original transmission of a segment from that of a retransmission. The TCP sender writes 
the current value of a “timestamp clock” into the header of each outgoing segment. The 
receiver then echoes those timestamps in the corresponding ACKs according to the rules 
defined in [15]. The sender always stores the timestamp of the first retransmission 
triggered by expiration of the retransmission timer or by dupthresh number of duplicate 
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ACKS. Then, when the first ACK that acknowledges the retransmission arrives, the 
sender compares the timestamp of that ACK with the stored value. If it is smaller than the 
stored value, this indicates that the retransmission was spurious and the sender begins its 
response algorithm. 
 A key feature of the Eifel detection algorithm is that it detects, upon the first 
acceptable ACK that arrives during loss recovery, whether a fast retransmit or a timeout 
was spurious.  This is crucial to be able to avoid the go-back-n retransmits. Another 
feature is that the Eifel detection algorithm is fairly robust against the loss of ACKs. If 
loss recovery was entered unnecessarily, a window’s worth of ACKs are outstanding that 
all carry a timestamp that is smaller than the stored timestamp of the retransmit. The 
arrival of any one of those ACKs is sufficient for the Eifel detection algorithm to work. 
 The original paper [16] proposed the following three options for undoing the bad 
congestion control decision: The first option, complete restoration, is to set the ssthresh 
and cwnd to values stored before the timeout. The second option, partial restoration, is to 
set the ssthresh to half of the old cwnd. However, instead of setting the cwnd to one 
segment after the timeout, it is set to the new value of the ssthresh. The third option is not 
to restore the congestion control state, i.e. set the ssthresh to the half of the old cwnd and 
the cwnd to one segment. Later, one more option to restore the congestion control sate was 
proposed [17] where the ssthresh is set to the old value of the cwnd, and the cwnd is fully 
restored. This allows the sender to immediately resume transmission on ACKs. However, 
the sender is forced to continue in congestion avoidance which may lead to 
underutilization on high-delay bandwidth paths. In [17], Grurtov and Ludwig propose 
enhancement for efficient operation of Eifel algorithm in presence of packet losses and 
study a number of techniques for adapting the RTO to avoid further spurious timeouts. 
They suggest that using a conservative RTO such as suggested in [18] with timestamps 




 The D-SACK extension [19] allows the TCP receiver to use the SACK option [20] to 
report the receipt of duplicate segments. With the use of D-SACK, the TCP sender can 
correctly infer the segments that have been received by the receiver, including duplicate 
segments. When the sender has retransmitted a packet, D-SACK does not allow TCP to 
distinguish between the receipt at the receiver of both the original and retransmitted 
packet, and the receipt of two copies of the retransmitted packet, one of which was 
duplicated in the network. However, in an environment with minimal packet replication in 
the network, D-SACK allows the TCP sender to make reasonable inferences, one 
round-trip time after a packet has been retransmitted, about whether the retransmission 
was necessary or unnecessary. 
 Waiting for the receiver to signal in duplicate ACKs that it has correctly received 
duplicate segments would be too late to prevent the unnecessary retransmissions resulting 
from the go-back-n behavior. However, this information can be used for restoring the 
congestion control state. In addition to restoring the congestion control state, the TCP 
sender can adjust the duplicate acknowledgement threshold or the retransmit timeout 
parameters to avoid the wasted bandwidth and other costs of persistent unnecessary 
retransmits. In [4], Blanton & Allman propose several experimental strategies for 
mitigating the impact of spurious fast retransmits using DSACK.  The first mitigation is 
to allow the sender to revert to its previous sending rate when spurious retransmissions are 
detected.  The second mitigation is to dynamically vary the number of duplicate ACKs 





 The Forward RTO Recovery (F-RTO) algorithm [6] does not require any TCP 
options, unlike the Eifel and DSACK algorithms. After retransmitting the first 
unacknowledged segment triggered by a timeout, the F-RTO algorithm at a TCP sender 
monitors the incoming acknowledgements to determine whether the timeout was spurious 
and decides whether to send new segments or retransmit unacknowledged segments. The 
algorithm starts by transmitting new segments after a timeout and subsequent 
retransmission of the first unacknowledged segment, and reverts to standard go-back-n 
behavior only if a duplicate ACK is received. Otherwise, the timeout is considered 
spurious and the sender continues transmitting new data. F-RTO cannot properly classify 
timeout under packet reordering or when no new data is available for transmission. In 
such cases it uses the standard TCP behavior. 
 
2.2.4. DCLOR 
 According to DCLOR (De-correlated Loss Recovery) [7], instead of sending the first 
unacknowledged packet after a timeout, the TCP sender should disregard its congestion 
window and send a new data segment from outside the sender's retransmission queue and 
wait for the ACK or SACK of the new data before initiating the response algorithm. The 
SACK block for new data contains sufficient information to determine all the packets that 
were lost. Once the sequence number of lost packet(s) is determined, the TCP sender 
grows its congestion window as determined by the ssthresh and cwnd. The TCP sender 
sets its cwnd to max(cwnd/2, initial window size). It does not update the ssthresh value, 
which prevents a TCP sender from setting its ssthresh to a very small value if the spurious 
timeout occurs at the start of the connection. DCLOR does not allow the congestion 
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window to grow in response to stale ACKs, neither it allows the TCP sender to take any 





Chapter 3  
A Comparative Study of the Detection and Mitigation Techniques 
via Simulation Experiments  
 With so many schemes being proposed, a clever choice of the appropriate algorithm(s) 
to be implemented in the future standard TCP becomes necessary to achieve a better 
performance. In order to facilitate this decision process, the advantages and disadvantages 
of each scheme under different network conditions are explored via simulation. 
 
3.1. Detection and Response Algorithms Chosen for Experiments   
 For the detection part we used the Eifel and DSACK because both of them can detect 
spurious fast retransmit and spurious timeout, and because DSACK has already been 
standardized and Eifel is being widely referred. There are codes available for both these 
detection methods in NS2 [21], which we could modify easily to combine the response 
algorithms described below. (The details of the Eifel detection algorithm combined with 
the response algorithms used in the experiments can be found in Appendix A.) 
We studied and compared the response algorithms discussed in Section 3.1.1 and 3.1.2.  
 
3.1.1 Congestion window and slow start threshold restoration methods 
 Recall that one potential solution to improve the TCP performance on detecting 
spurious retransmission is to “undo” the unnecessary congestion control responses by 
restoring the congestion window (cwnd) and slow start threshold (ssthresh). We consider 





pipe_prev←max (FlightSize, ssthresh) 










ssthresh ← flightsize / 2 
cwnd ← ssthresh 
Option 3: 
cwnd← pre_cwnd / 2 
ssthresh← pre_ssthresh 
Option 6: 
ssthresh ← pre_cwnd 
 
Table 1. Congestion Window and Slow Start threshold tuning methods 
 
 In the first option [8], before the loss recovery is initiated, a pipe_prev variable is set 
to the maximum of the current value of ssthresh and that of FlightSize where FlightSize is 
the amount of outstanding data in the network.  Once the TCP sender detects that the loss 
recovery has been falsely triggered, it restores cwnd to the minimum of the pipe_prev, and 
the current FlightSize plus IW, and it restores ssthresh to pipe_prev. The former one limits 
the potential packet burst to IW, which is the amount of data that a TCP sender may send 
into a yet "unprobed" network at the beginning of a connection. 
 The second option [22] is to set both the slow start threshold and the congestion window 
to values stored before the timeout, which means complete restoration. This appears to be 
justified, because it is similar to the situation in which the loss recovery was not invoked 
spuriously. However, there are two concerns: first, with some detection mechanisms, such 
as the F-RTO or the Eifel that do not notice the loss of the spurious retransmission, there 
exists the risk of violation of the congestion control principles. Second, a spurious RTO 
indicates that some part of the network was unable to deliver packets for a while, which can 
be considered as a potential indication of congestion. 
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    Option 3 reduces the cwnd to half of its earlier value and revert ssthresh to its earlier 
value. This alternative takes measures to validate the congestion window after a period 
during which no data has been transmitted, and hence is a justified action to take if the 
spurious RTO is assumed to be caused due to changes in the network conditions, such as a 
change in the available bandwidth or a wireless handoff to another subnet. 
In Option 4, the slow start threshold is unchanged. This prevents a TCP sender from setting 
its ssthresh to a very small value if the spurious retransmission happens at the start of the 
connection. The TCP sender uses slow start to increase cwnd to its value prior to the 
spurious retransmission. 
 In Option 5 [6], the slow start threshold is set to half of the number of currently 
outstanding segments (FlightSize) just like standard TCP and the cwnd is set to the level of 
ssthresh.  Because the sender does not enter slow start, it is slightly more conservative. If a 
spurious timeout happens at the beginning of a TCP connection, this option may sacrifice 
performance.  
 In Option 6, the slow start threshold is set to pre_cwnd. This causes the TCP sender to 
use slow start to increase cwnd to its value prior to the spurious retransmission. 
Modification of ssthresh instead of modification of cwnd directly helps to prevent the 
injection of a (potentially) large burst of segments into the network. 
 
3.1.2. Duplicate acknowledgement threshold tuning methods 
 While the congestion control state restoration options of the previous subsection enable 
TCP to effectively recover from unneeded congestion control adjustments, it is not 
sufficient to solve the entire problem. There is a need to avoid further spurious 
retransmissions by tuning the duplicate acknowledgement threshold (to prevent the 
spurious fast retransmit) and the retransmission time out timer (to prevent spurious 
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timeout) to appropriate values. In the current work, we focus only on the methods of 
tuning the duplicate acknowledgement threshold dupthresh. Note that if the adjusted value 
is not large enough, TCP will continue to send unnecessary retransmissions. On the other 
hand, if the threshold becomes too large, fast retransmit may not be triggered at all and loss 
will be recovered via the (often costly) RTO timer. We study the following options for 
adjusting the variable based on the amount of reordering measured in the network path: 
 
Option 1:   dupthresh  ←  max (dupthresh, SpuriousRecovery) 
Option 2:   dupthresh  ←  dupthresh + k 
Option 3:   dupthresh  ←  (Length of the most recent reordering + dupthresh) / 2 
Option 4:   Apply the restriction (dupthresh ≤ 0.9 * cwnd) to each of the above three 
options 
 
    With Option 1 [8], for each spurious fast retransmit that is detected, dupthresh is set 
to the maximum of the previous dupthresh, and the lowest value of the dupack threshold 
that would have avoided the last spurious fast retransmit, which is recorded by the 
detection algorithm in the variable SpuriousRecovery. This strategy ensures that the TCP 
sender is able to cope with the longest reordering length seen on a particular connection so 
far. However, it may lead to fast timeouts. 
 Option 2 [4] is to simply increase dupthresh by some value k every time a spurious fast 
retransmit is detected. This algorithm has the advantage of being simple to implement. The 
disadvantage is that it may take a number of “mistakes” before TCP determines the 
appropriate value of dupthresh for the current network conditions. The actual performance 
of the algorithm depends on the amount of reordering happening in the network, the value 
of k and the value of cwnd. For the experiments presented in this chapter, we used k = 1. 
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 Option 3 uses the running average of the length of the reordering event as the basis for 
increasing dupthresh. The TCP sender first determines the number of duplicate ACKs that 
would have disambiguated reordering from loss. The average of this and dupthresh is then 
used as the new value of dupthresh. The advantage of this scheme is that a TCP sender may 
converge to the optimal value of dupthresh after fewer mistakes than when simply 
increasing dupthresh by some fixed constant. The disadvantage is that a single, lengthy 
reordering event may inflate dupthresh unreasonably and thus cause a later timeout. 
 If a TCP sender varies its dupthresh to compensate for reordering and subsequently 
experiences actual packet loss causing cwnd to be reduced below dupthresh, the sender may 
be unable to generate enough duplicate ACKs to trigger a fast retransmit. In order to avoid 
this situation, dupthresh must always be less than cwnd. Hence Option 4 is used along with 
each of the other three options. 
 We divide the six congestion window and slow start threshold tuning methods into 
three groups (Table 2) and the three duplicate ACK threshold tuning methods into two 
groups (Table 3) according to their level of aggressiveness. 
 




Medium WT6  
Low WT3, WT4, 
WT5 
WT3 > WT4 > WT5 in level of 
aggressiveness 




                                                 

 WT denotes the congestion window & slow start threshold tuning.  
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Low DT2, DT3 
Note: Applying the constraint (dupack threshold should be ≤ 0.9 * cwnd) will reduce the 
level of aggressiveness of the method. 
Table 3. Classification of dupthresh adaptation methods 
 
3.2. Simulation Environment 
 In order to evaluate the performance of the different detection and response methods, 
we use the network simulator NS2 [21]. NS2 is a discrete event simulator targeted at 
networking research, which provides substantial support for simulation of TCP, routing, 
and multicast protocols over wired and wireless (local and satellite) networks. 
 Figure 7 illustrates the topology used for the packet reordering experiments. The 
sending host, S, and destination host, D, are each connected to a router via 10 Mbps 
networks. The two routers, R1 and R2, are connected to each other over a 1 Mbps link with 
a one-way delay of 200 ms. The routers use maximum queue sizes of 10 or 100 packets (in 
different experiments) and a drop-tail queuing strategy. The MTU for the network is 1500 
bytes and a single connection of FTP traffic of 60,000 packets is generated. For each of 
the reordering simulation test cases, five experiments were repeated to get the mean of the 
following values:  
• Number of packets retransmitted = total number of packets sent – file size 
(60,000 packets)  
• Download time 
• Number of timeouts happened 
                                                 

 DT denotes the duplicate ACK threshold tuning.  
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• Number of fast retransmits happened 
• Number of packets dropped at the buffer 
 
 
Figure 7. Network topology 1 for 'Reordering' experiments 
 
 
Figure 8. Two-state Markov model for ACK loss 
 
 
 Reordering is done by randomly choosing a configurable percentage of packets at 
router R1 to be delayed for an extra (specified) amount of time [23]. The delay 
distribution for reordering is chosen to be a Normal distribution with configurable mean 
and variance. The congestion losses are simulated by having a smaller buffer size 
(typically 10 packets) at the router buffer. In order to study the impact of loss of ACKs on 
the detection methods, we use a simple two-state Markov model to simulate the losses on 
the reverse path. The two states are called ‘good’ and ‘bad’ (Figure 8). In the good state, no 
ACK passing through the link gets lost, while in the bad state, the ACK is simply dropped 
by the link. The probabilities of staying in the good or bad states are, respectively, γ and β. 


























varying γ (keeping β fixed).  
 Figure 9 illustrates the topology used for the delay spikes experiments. The sending 
host, S, is connected to the last hop router via 10 Mbps network. The receiving host, D, is 
connected to the router over a 22.8Kbps link with a one-way delay of 200 ms to simulate the 
wireless link in the real life. The router setting is the same as that of the reordering 
experiments. The MTU for the network is 500 bytes and one connection of FTP traffic of 
60,000 packets is generated. For the delay spikes experiments, the amount of experiments 
repeated and the figures measured are the same as the reordering simulation experiment.  
 
Figure 9. Network topology 2 for 'Delay Spikes' experiments 
 
 To simulate the temporary disconnections of the mobile host (MH) D, we use a simple 
two-state model. The MH switches between the ‘connected’ state and the ‘disconnected’ 
state, alternately. The residence time in each state is taken from Uniform distribution or 
Normal distribution. The average residence times in the connected and the disconnected 
states are Rc and Rd respectively.  We use different values for Rc and Rd in the experiments 
in order to study the impact of different frequency and length of disconnections. In the 











Table 4. List of simulation test cases 
Parameter/Method/Model    Value Remarks 
Detection Method 1 / 2 Eifel / Dsack Detection 
Data Packet loss rate 0% / 5%  
ACK loss model No loss  
/  
two stage loss 
model 
2 stage loss with the following parameters 
a) γ= 0.85, β = 0.55 (Loss rate = 25%) 
b) γ = 0.90, β = 0.55 (Loss rate = 18%) 
c) γ = 0.95, β = 0.55 (Loss rate = 10%) 
 
 
Congestion Window and 
slow start threshold  
tuning method (WT) 
 
0 / 1 / 2 / 3 / 4 
/ 5 / 6 
0. No tuning 
1. cwnd <- min (pipe_prev, (FlightSize + 
IW)) 
ssthresh <- pipe_prev 
2. cwnd <- pre_cwnd 
ssthresh <- pre_ssthresh 
3. cwnd <- pre_cwnd / 2 
ssthresh <- pre_ssthresh 
4. ssthresh <- flightsize / 2  
cwnd=2 
5. cwnd <- ssthresh 




Threshold tuning method 
(DT) 
 
0 / 1 / 2 / 3 
0. No tuning 
1. DupThresh <- max (DupThresh, 
SpuriousRecovery)  
and / or 
DupThresh should be <= 0.9 * cwnd 
 
2. DupThresh <- DupThresh + 1   
and / or 
DupThresh should be <= 0.9 * cwnd 
 
3. DupThresh <- (Length of the most recent 
reordering + dupthresh) / 2  
and / or 
DupThresh should be <= 0.9 * cwnd 
 
Network problem 
experienced by the FTP 
connection 
1 / 2 Delay (Dis: U(1,17), Con: U(40,80)) 
(Dis: U(3,15), Con: U(40,80))  
(Dis: U(5,13), Con: U(40,80))  
(Dis: U(7,11), Con: U(40,80))  
(Dis: N(9,1), Con: N(60,6))  
(Dis: N(9,1.5), Con: N(60,6))  
(Dis: N(9,2), Con: N(60,6))  
(Dis: N(9,2.5), Con: N(60,6))  
/  





3.3. Results and Discussion 
 We provide the results of our experiments with a single, long-lived SACK TCP flow 
(FTP session) traversing the network topology 1 (Figure 7) to study its robustness to 
packet reordering, and traversing the network topology 2 (Figure 9) to study its robustness 
to delay spikes. 
 
3.3.1. Congestion Window and Slow Start Threshold Tuning Methods: Packet 
Reordering 
 In these experiments, dupthresh tuning is not done. The cwnd and ssthresh tuning 
methods, in general, are found to be helpful in improving the performance of the flow that 
experiences packet reordering and hence spurious fast retransmits. Figure 10 shows the 
download times for a file size of 90MB (i.e., 60,000 pkts with MTU = 1500 bytes) using 
the six different tuning methods. Also included are the results for method 0 (WT0) which 
represents the case that does not restore the congestion control state at all and directly 
sends the packet which is next to be sent for the first time after the detection of spurious 
retransmission. The advantage is more with the more aggressive schemes (e.g., with WT1 
and WT2). The cost of this improved performance is that in some scenarios (when buffer 
is small), the aggressive algorithms cause heavier congestion loss due to their bursty 
behavior at the recovery stage. Figure 11 shows the number of packets dropped due to 
buffer overflow. The ability of these aggressive schemes to keep the congestion window 
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Figure 10. Download time for different WT 
methods (packet reordering, Eifel detection, 
buffer size = 10 pkts) 
Figure 11. Number of packets dropped due to 
buffer overflow (packet reordering, Eifel 
detection, buffer size = 10 pkts) 
 
 In addition, aggressive WT methods cause more packets to be injected into the 
network, the receiver in consequence generates more ACKs. As a result, the sender often 
does not need to rely on timeout to trigger a retransmission (Figures 12, 13), which in turn 
shorten the react time to begin a retransmission. 
 However, the injection of more packets also result in more reordering and hence 
packets to be retransmitted more easily and more often. So, together with the additional 
retransmissions caused by the congestion loss mentioned before, it ends up with the result 
that the total number of packets retransmitted increases with the level of aggressiveness of 
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Figure 14. Number of packets retransmitted (packet reordering, buffer size = 10 pkts, Eifel 
detection)  





























                       
Figure 15. Download time for different WT methods with different buffer size (packet reordering, 
Eifel detection) 
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 In a summary, when the bottleneck buffer is large enough, aggressive cwnd and 
ssthresh restoration algorithms perform much better than the less aggressive ones in 
improving the download time (Figure 15). However, when there are not enough buffers, 
the advantage of the aggressive methods becomes less due to the congestion loss caused 
by their bursty behavior. In addition, by increasing the number of packets to be 
retransmitted, the extra packets transmitted may compete with other connections and 
degrade the performance of the network as a whole. So, detecting the congestion level 
along the path is one of the key factors in deciding which tuning method should be 
chosen.  
 
3.3.2. Congestion Window and Slow Start Threshold Tuning Methods: Delay Spikes 
3.3.2.1 Comparison of the six cwnd and ssthresh tuning schemes  
 In the delay spikes experiments, the six window & slow start threshold tuning 
methods are observed to have similar performance in both the download time (Figure 16) 
and the number of unnecessary retransmissions (Figure 17) when there are enough buffers. 
The download times are similar mainly because the idle time for the system is very small. 
In another word, if the connection is not in the hand off period, the bottleneck link (last 
hop wireless link) is always being fully utilized. So when the cwnd is tuned to a larger 
value, since the bottleneck link is already 100% used, the extra packets sent will just be 
kept inside the bottleneck buffer and as a consequence, won’t have much effect in 
reducing the download time. Since the buffer is large enough to avoid congestion and 
there are no fast retransmits (due to the long delay spikes), the number of packets 
retransmitted is the same as the number of the timeouts happening. Notice that each 

































Figure 16. Download time for different WT 
methods (delay spikes, Eifel detection, buffer 
size = 100 pkts) 
Figure 17. Number of retransmissions and 
timeouts (delay spikes, Eifel detection, buffer 
size = 100 pkts) 
 
 However, when the last hop router buffer size is limited to 10 packets, the aggressive WT 
methods cause more retransmissions and in turn lead to larger total download time than the less 
aggressive WT methods. The reason for such behavior is similar as that in the reordering 
experiments, i.e. after the spurious retransmission the aggressive recovery of cwnd causes more 
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Figure 18. Download time for different WT methods (delay spikes, Eifel detection, buffer size = 
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Retransmitted
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Figure 19. Number of retransmissions (delay spikes, Eifel detection, buffer size = 10pkts) 
 
3.3.2.2. The impact of variance of delay spikes 
 In this section, we investigate the effect of variability of delay spikes. As discussed in 
Section 3.2 and listed in Table 4, the ‘connected’ and ‘disconnected’ periods of the mobile 
host are sampled from Normal or Uniform distributions. We vary the variance of the 
‘disconnected’ period for each experiment keeping the other parameters the same. (e.g., 
mean and variance of the ‘connected’ period, mean of the ‘disconnected’ period, etc.)  
 From the following experiment results, it is found that with a 100 packets buffer 
router, both the download time and the number of retransmissions decrease due to less 
timeouts when variance of the disconnected period increases(the mean remains the same). 
It is shown that no matter whether the distribution of the disconnected period is Uniform 
or Normal, the download time and total number of packets transmitted in the wireless 





























Figure 20. Number of retransmissions with different range of disconnected period (U(a,b) 


























 Figure 21. Download time with different range of disconnected period (U (a,b) sec) (buffer 






























Figure 22. Number of retransmissions with different variance of disconnected period (N(9, 





























Figure 23. Download time with different variance of disconnected period (N (9, σ) sec, 
buffer size = 100 pkts)  
 
 However, when the buffer is small, the previous observation is not so obvious (but 
still visible). It is because without enough buffer, the traffic additionally experiences 
retransmission caused by congestion losses, which has nothing to do with the distribution 
of the disconnected period. With such noises existing, it is not surprised to find that the 





























Figure 24. Number of retransmissions with different range of disconnected period (N 






























Figure 25. Download time with different range of disconnected period (U(a,b) sec, 





























Figure 26. Number of retransmissions with different variance of disconnected 























Figure 27. Download time with different variance of disconnected period (N(9, σ) 







3.3.3. Duplicate ACK Threshold Tuning Methods: Packet Reordering 
 While the window tuning options enable TCP to effectively recover from unneeded 
congestion control adjustments, it is not sufficient to solve the entire reordering problem. 
By reopening cwnd without attempting to prevent further unnecessary retransmissions, we 
are effectively allowing TCP to inject potentially large amounts of useless data into the 
network. So, with the cwnd and ssthresh tuning method WT1, we combine the three 
different duplicate ACK threshold adaptation methods discussed in Section 3.1.2. Also 
included are the results for DT0 that represents no tuning of the duplicate ACK threshold 
after the detection of spurious retransmission. 
 
3.3.3.1 Comparison of the 3 different duplicate ACK threshold tuning schemes 
 Like the cwnd and ssthresh tuning methods, the duplicate ACK threshold tuning 
schemes are also proven to be useful in improving the performance of the flow that 
experiences reordering. However, the aggressive tuning method does not perform well in 
preventing extra packets from being retransmitted when the buffer is small (Figure 28). 
Although it does help in preventing more spurious fast retransmits from happening (Figure 
28), the aggressive method offsets the improvement by causing more congestion losses 























Figure 28. Number of total retransmissions 
and fast retransmits (packet reordering, Eifel 
detection, WT1, buffer size = 10pkts)     
Figure 29. Download time for different DT 
methods (packet reordering, Eifel detection, 
WT = 1)
 
3.3.3.2. The effect of the constraint: dupack threshold should be <= 0.9 * cwnd 
 With a large buffer and aggressive duplicate ACK threshold tuning method (DT 1), 
implementing the rule will restrict the performance from being improved in both the 
download time and total number of packets transmitted. In the experiments, the packet 
delay, which causes the reordering, is relatively long. Often the number of packets got 
swapped is larger than the cwnd. By limiting the duplicate ACK threshold to the value 
(0.9*cwnd), even if the aggressive duplicate ACK threshold tuning method is used, the 
impact of some of the reorderings still can not be prevented. That is why relaxation of the 
rule leads to a better performance in the experiments. For the other two tuning methods 
(DT2 and DT3), since they are not very aggressive, mostly the duplicate ACK threshold 
will not go beyond the line of 0.9 * cwnd. So the performance of DT 2 and DT 3 do not 























































Figure 30. Download time with different DT 
methods (Eifel detection, buffer size = 10 pkts)  
                                                          
           
 
Figure 31. Number of packets retransmitted 
with different DT methods (Eifel detection, 
buffer size = 10 pkts)
 It is also found that without the constraint, the value of dupack threshold will often 
become large enough to invoke a timeout instead of a fast retransmits. It follows from the 
observation of the increasing number of timeouts and the decreasing number of fast 
retransmits (see Figure 32 and 33) when the DT method is more aggressive. Usually a fast 
retransmit is more favorable than a timeout from the performance point of view. However, 
in the experiment, the replacement of the fast retransmits with the timeouts is still not 
severe enough to cause a worse performance in the download time. Most probably it is 
because the network’s bandwidth is relatively high and it will be easy for the receiver to 
generate enough ACKs in time to satisfy the requirement of a higher duplicate ACK 
threshold. Again the aggressiveness brings more benefits than the harm. However, if the 
network topology is different, e.g. with a low bandwidth or additional link loss, the result 
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Figure 32. Number of fast retransmits 
experienced with and without the rule (DT=1, 
WT=1, buffer size =100pkts)   
         
          
Figure 33. Number of timeouts experienced 
with and without the rule (DT=1, WT=1, buffer 
size=100pkts)
 
3.3.3.3. Comparison of different DT methods with additional link losses: 
 With the network experiencing additional link losses (dropped during the transfer), 
the aggressive duplicate ACK threshold tuning method although helps in reducing the 
number of packet retransmissions, the total download time increases as the level of 
aggressiveness goes higher. The problem is mainly caused by the increasing number of 
timeouts. With an aggressive duplicate ACK threshold tuning method, the duplicate ACK 
threshold tends to reach a high value, which in turn prevents the fast retransmits from 
happening easily. As a  consequence, the network has no way but relying on the timeout 
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Figure 34. Download time (first 4 represent the 
DT options with the rule, the next 3 represent 
the DT options without the rule)   
 
Figure 35. Number of packets retransmitted 
(first 4 represent the DT options with the rule, 
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Figure 36. Number of timeouts experienced 
(first 4 represent the DT options with the rule, 
the next 3 represent the DT option without the 
rule)  
 
Figure 37. Number of fast retransmits 
experienced (first 4 represent the DT options 
with the rule, the next 3 represent the DT 
options without the rule) 
 The problem is mainly caused by the fact that with an aggressive duplicate ACK 
threshold tuning method, the duplicate ACK threshold tends to reach a high value, which 
in turn prevents the fast retransmits from happening easily where there is a real packet loss. 
As a consequence, the network has no way but to rely on the timeout to detect the loss, 
which costs more time for the sender to begin the loss recovery. Thus, since it is 
unavoidable to lose some packets in the network occasionally, the result of the 
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experiments suggests that it is better that a less aggressive dupthresh tuning method be 
used. 
 
3.3.4. Detection Methods: Reordering and ACK losses 
 It is difficult to say if Eifel or DSACK is more effective in detecting spurious fast 
retransmits. Both methods have their own advantages and disadvantages in different cases: 
If the delay for the reordered packets is relatively long (in the experiments the delay time 
is distributed according to Normal distribution with mean 800ms and variance 266ms), 
instances in which the retransmission arriving earlier than the original transmission 
(Figure 38) are not rare. Under such condition, Eifel detection method can not identify the 
spurious retransmission. Since DSACK uses the duplicate ack (no matter it acknowledges 
the original or the retransmission) to detect the spurious retransmission, it has no problem 
under such situation. However, when the delay of the reordered packets is not too long 
(e.g., the delay distributed according to Normal (400, 133)), Eifel can detect the spurious 
retransmissions most of the time and often more faster than DSACK. Recall that the 
sender has to wait for the duplicate SACK in the case of DSACK, where as for Eifel the 
sender detects on receiving the first ACK after retransmission.  
When experiencing bursty ACK losses (persistent losses on the reverse path), the two 
detection methods again show distinct features (see Figure 39): 
Eifel often fails to detect under the situation illustrated in Case 1. Since the ACK of the 
original is lost and the ACK of the retransmission carries the timestamp of the 
retransmission, Eifel fails to detect that the retransmission was spurious. However, 
DSACK still can work well since the ACK of the retransmission carries the message that 
the retransmission was spurious. In Case 2 (a), Eifel can detect the spurious fast 
retransmits while DSACK can not. In Case 2 (b) and case 3, both DSACK and Eifel may 
 41 
 
be unable to detect some of the spurious fast retransmits. However, such ‘missing’ happen 
more often with DSACK than with Eifel. Recall that DSACK detection depends on the 
ACK with the DSACK option to detect the spurious fast retransmits. If that particular 
ACK is lost, then there is no way for the sender to find out whether the retransmission was 
spurious or not. While for the Eifel detection, if loss recovery was entered unnecessarily, a 
window of ACKs are outstanding that all carry a timestamp that is smaller than the 
timestamp of the retransmit. The arrival of any one of those ACKs suffices the Eifel 
detection algorithm to work. 
 
Figure 38. Retransmitted packets arrives 
before the original transmission 









Case 1 Fast retransmits 










 Another finding is that because the Eifel recovers much faster and it can detect more 
fast retransmits than Dsack as we have discussed just now, Eifel is more likely to increase 
the duplicate ACK threshold to a large value which causes timeouts. The burst drop of 
ACKs in addition increases such possibility. So the network using Eifel detection usually 
experiences more timeouts than the Dsack. This observation is shown in Table 5. 
Table 5. Number of timeouts for Eifel and DSACK 
No of timeouts γ = 0.85 (loss rate = 
25%) 
γ = 0.9 (loss rate = 
18%) 
γ = 0.95 (loss rate = 
10%) 
DSack 77 40 28 
Eifel 420 235 93 
 
3.3.5. Detection Methods: Delay Spikes 
 For the situation of spurious time out, it is found that DSACK can not prevent the 
phenomenon of go-back-N (Figure 40), which degrades the performance of the TCP 
greatly. From Figures 41 & 42, it is found that the number packets retransmitted and the 
download times for DSACK are much greater than that of Eifel. Hence DSACK is not 
suggested to be used to deal with the spurious timeout. 
From the above experimental study and analysis of the two detection methods, we found 
that both of the methods have their own advantages and disadvantages. So we suggest that 
Eifel and DSACK be combined to detect the spurious retransmissions so that we can have 

















seq no vs time
 
Figure 40. Go back N and the sequence number vs. 





























































Figure 41. Number of packets retransmitted 
with DSACK and Eifel for different WT  
Figure 42. Download time with DSACK and 









Chapter 4  
A Comparative Study of the Eifel and FRTO Schemes and the 
Impact of Spurious Timeout on Background Connections  
 
4.1. Experiments Environment 
 In these experiments, we have used the Linux implementations of Eifel 
detection and response algorithm (see Appendix B) and the FRTO algorithm (see 
Appendix C).  
4.1.1. Network topology for delay spikes experiments 
 
Figure 40. Network implementation for delay spikes 
 
 Figure 43 illustrates the topology used for the delay spikes experiments. The sending 
host, Server, is connected to the last hop router via 10 Mbps network. The receiving host, 
Client, is connected to the router over a 28.8Kbps link with a one-way delay of 200 ms to 
simulate the wireless link in the real life. The middle machine uses Dummynet to emulate 




(Node 2) Machine running Dummynet to emulate 
the router and the links in between with 
buffer size 10 or 100 pkts 
LAN (bandwidth: 
10Mbps, PD: 10ms) 
 
Link1,2 (bandwidth: 




Both the sending and receiving hosts are running Linux2.4.20 while the middle machine R 
is running FreeBSD. The MTU for the network is 500 bytes and one connection of FTP 
traffic of 1623800 bytes is generated to test the performance. The delay model is similar to 
the delay model in the simulation. For each of the test cases, five test bed experiments 
were done to get the download time of the transmissions as well as the amount of data 
(Bytes) retransmitted. The sequence number graphs for typical cases are also plotted.   
 
4.1.2. Network topology for reordering experiments  
 
Figure 41. Network implementation for reordering 
   
 Figure 44 illustrates the topology used for the packet reordering test bed experiments. 
The server and client are each connected to machine R, which emulates a router and the 
links connected to that router. 
The router emulated use maximum queue sizes of 10 or 100 packets and a drop-tail queuing 
strategy. The MTU for the network is 1500 bytes and one connection of FTP traffic of 





Machine running Dummynet to emulate 
the router and the links in between (link 
1,2,3 and the LAN(10Mbps 10ms) 
 
LAN (bandwidth: 
10Mbps PD: 10ms) 
 
Link 1 (bandwidth: 1 Mbps) 
PD: Normal (KP, KP/3)ms 
(change every 5s) 
4% of the packets go through 
link 1 [23] 
 
Link 2, 3 
(bandwidth: 1 Mbps 
PD: 200ms 
96% of the packets 
and all the ACKs go 
through link 2  
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5 test bed experiments were done to get the download time and amount of data 
retransmitted. 
4.1.3. Network topology for multi-connections experiments 
 
Figure 42. Network implementation for multi connections under delay spikes 
 
 Figure 45 illustrates the topology and the real network implementation used for the 
multi-connection experiments.  
 There are 3 identical FTP connections transferring data through 3 routes: server1 → 
client1, server2 → client2, server 3 → client 3. The traffic through server2→client2 is taken 
as the target traffic which experiences timeout while the rest two are the background traffic 
that we are interested in the experiments. All these 3 connections share the same bottle neck 
link connecting R1 and R2, which makes the 3 connections competing for the bandwidth of 
Client 1 192.168.1.4 
(Node 0) 
Server 1 192.168.2.3 
(Node 2) Machines running Dummynet to emulate 
the routers R1 and R2 and the link in 
between.  
 
Server 2. 192.168.2.2 
(Node 4) 
Client 2. 192.168.1.2 
(Node 3) 
Client 3. 192.168.1.3 
(Node 5) 
Server 3. 192.168.2.4 
(Node 6) 
Background Traffic  
  Target Traffic  
Background Traffic  
R2 192.168.2.1 
   192.168.3.2 
R1 192.168.1.1  




the link (28.8Kpbs, 200ms). The routers in R1 and R2 have maximum queue sizes of 20 
packets and a drop-tail queuing strategy. The background traffic contains a 1679360 bytes 
FTP connections and the target traffic contains a 7593472 bytes FTP connection. The 
MTU for the network is 500 bytes. All the sending and receiving hosts are running 
Linux2.4.20 while the routers are running FreeBSD. And for each of the testing case, 
5 experiments were done to get the download time and the number of packets 
retransmitted. 
 
4.2. Results and discussions 
4.2.1. Effects of Eifel and FRTO: Reordering and Spurious Fast retransmit 
 From the results obtained from the test bed experiments, it is found that only Eifel 
detection and response algorithms solve the problems caused by the spurious fast 
retransmits. FRTO has no effect in improving the performance. The observation is easy to 























Figure 43. Download time for different detection & response 







4.2.2. Effects of Eifel and FRTO: Delay Spikes and Spurious Timeout 
 Both of the Eifel and FRTO are equally effective in detecting and recovering after the 
spurious timeout. It is found that FRTO has similar improvement in the download time as 
Eifel (see Figure 47). From Figures 48 & 49, it is seen that the go-back-N phenomenon is 






















Figure 44. Download time for different 
detection & response algorithms under 







Figure 45 Illustration of spurious timeout with Eifel 
 




 But when the buffer size is tuned to be 10 packets, it is found that Eifel is not doing 
as great as the FRTO. Since there are only 10 packets acting as the buffer, congestion 
losses are unavoidable. Such losses are believed to cause the poorer performance of the 
Eifel than the FRTO.    
 
4.2.3. Effect of spurious timeout on the background traffic.   
    In [7], the author argues that the spurious timeout does not only degrade the target 
traffic which experiences the timeout, but also affect the performance of the background 
traffic. When a spurious timeout happens and the target traffic is stalled, the TCP sender 
of the target traffic does not use its network resources--the buffer space--on the bottleneck 
router(s). The competing connections however consider this lack of activity as resource 
availability and start growing their window by at least one segment per RTT during this 
time period. It leads to the fact that enough packets are inserted into the bottle neck buffer 
to cause some of the packets of the competing connections being dropped due to 
congestion losses.  
    We set up the experiments to validate the arguments. From the analysis of our 
experiments results, we found that the spurious timeout can cause congestion loss for the 
background traffic. However, it is also found that the loss is not so severe to make the 
download time longer. Since during the timeout, the target traffic is no longer using the 
bottle neck link, this gives the back ground traffic a chance to transfer more during the 
timeout and in turn improve its download time. Although later, there will be some drop for 
the background traffic due to buffer overflow at the bottle neck router, still the damage is 
covered by the benefits it gains.     
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    Experiments were also done to check the impact if the target traffic experiencing 
timeout has the Eifel or FRTO implemented.  
    The interesting finding is that neither the Eifel nor the FRTO in such situation does 
help in improving the performance of the background traffic. Instead, it does harm by 
introducing a little more packets dropping for the background traffic. Since after the 
detection, the Eifel or FRTO makes the sender recover the cwnd and inject more packets 














































































Conclusion and Future Work 
 On paths that reorder packets significantly, TCP sender responds with a fast 
retransmit though no actual loss has occurred. These repeated false fast retransmits keep 
the sender’s window small, and severely degrade the throughput TCP attains. More severe 
performance degradation problem is there with false RTO that happens on TCP 
connections experiencing sudden delay increases. Several enhancements to TCP that 
improve the protocol’s robustness to reordered and delayed packets have been proposed 
recently. We provided a brief sketch of the whole scenario. We also studied and compared 
the effectiveness and efficiency of the various schemes to detect and recover from these 
false loss recovery and congestion control, as well as the various schemes to avoid false 
fast retransmits proactively. We also made some suggestions to combine schemes under 
certain network scenarios. 
 However, due to the time and resource constraints, some of the experiments scenarios 
are simulation based, and are not convincing enough. Real system implementations are 
still necessary to make any further conclusion of our observations and suggestions.  
 In addition, some of our test bed experiments conditions are too ideal for the real 
world implementation. Lots of factors such as the different queuing mechanisms have not 
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Appendix A: The Eifel detection algorithm combined with response 
algorithms used in the experiments 
(0)     Before the variables cwnd and ssthresh get updated when loss recovery is 
initiated, set a "pipe_prev" variable as follows: 
                  pipe_prev <- max (FlightSize, ssthresh) 
 
(1)     Set a "SpuriousRecovery" variable to FALSE (equal 0). 
 
(2)     Set a "RetransmitTS" variable to the value of the Timestamp Value field of the 
Timestamp option included in the retransmit sent when loss recovery is 
initiated. A TCP sender must ensure that RetransmitTS does not get 
overwritten as loss recovery progresses, e.g., in case of a second timeout and 
subsequent second retransmit of the same octet. 
 
(3)     Wait for the arrival of an acceptable ACK. When an acceptable ACK has arrived 
proceed to step (4). 
 
(4)     If the value of the Timestamp Echo Reply field of the acceptable ACK's 
Timestamps option is smaller than the value of RetransmitTS, then proceed to 
step (5), 
        else proceed to step (DONE). 
 
 
(5)     If the loss recovery has been initiated with a timeout- based retransmit, then set 
                  SpuriousRecovery <- SPUR_TO (equal 1), 
         else set 
                  SpuriousRecovery <- dupacks+1 
 
 
 (RESP)  If SpuriousRecovery equals SPUR_TO, then proceed to step 
              (STO.1), 
          else (spurious fast retransmit) proceed to step (SFR). 
 
 (STO.1) Resume transmission off the top: 
              Set 
                 SND.NXT <- SND.MAX 
   Duplicate Acknowledgement threshold <- 3  
       Proceed to step (ReCC). 
 (SFR)   Adapt the duplicate acknowledgement threshold: 
             Set 
                 1) DupThresh <- max (DupThresh, SpuriousRecovery) 
   or 
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   2) DupThresh <- DupThresh + k 
   or 
 3) DupThresh <- (Length of the most recent reordering + dupthresh) / 
2 
   and / or 
 Apply the restriction that the duplicate ACK threshold  
 should be  <= 0.9 * cwnd to each of the previous 3 adapting method.  
               
    Proceed to step (ReCC). 
 
(ReCC)  Revert the congestion control state: 
  set  
            1) cwnd <- min (pipe_prev, (FlightSize + IW)) 
                  ssthresh <- pipe_prev     
   or 
   2) cwnd <- pre_cwnd 
     ssthresh <- pre_ssthresh       
   or 
   3) cwnd <- pre_cwnd / 2 
       ssthresh <- pre_ssthresh    
   or       
   4) ssthresh <- flightsize / 2   
       cwnd=2 
   or 
   5) cwnd <- ssthresh    
   or 
   6) ssthresh <- pre_cwnd   
               
   Proceed to step (DONE). 
 




Appendix B: Eifel Response Algorithm 
(0)     Before the variables cwnd and ssthresh get updated when loss recovery is 
initiated, set a "pipe_prev" variable as follows: 
                  pipe_prev <- max (FlightSize, ssthresh) 
 
(DTCT)  This is a placeholder for a detection algorithm that must be executed at this 
point. In case Eifel is used as the detection algorithm, steps (1) - (5) of Appendix 
A go here. 
 
(RESP)  If SpuriousRecovery equals FALSE, then proceed to step (DONE), 
 
        else if SpuriousRecovery equals SPUR_TO, then proceed to step 
 (STO.1), 
 
        else (spurious fast retransmit) proceed to step (SFR). 
 
(STO.1) Resume transmission off the top: 
 
              Set 
                  SND.NXT <- SND.MAX 
 
(STO.2) Adapt the Conservativeness of the Retransmission Timer: 
 
              If the retransmission timer is implemented according to 
              [RFC2988], then change the calculation of SRTT to 
                  SRTT <- SRTT + 1/FlightSize * (RTT-SAMPLE - SRTT) 
              and set 
                  SRTT <- RTT-SAMPLE 
                  RTTVAR <- RTT-SAMPLE/2, 
              recalculate the RTO, and restart the retransmission timer, 
 
              Note: Even after changing the calculation of SRTT, the 
              retransmission timer is considered as being 
              implemented according to [RFC2988]. 
 
              else adapt the conservativeness of the retransmission 
              timer. 
 
              Proceed to step (ReCC). 
 
(SFR)   Adapt the duplicate acknowledgement threshold: 
 
              Set 
                  DupThresh <- max (DupThresh, SpuriousRecovery) 
 
              Proceed to step (ReCC). 
 




              If the acceptable ACK has the ECN-Echo flag [RFC3168] set 
              OR the TCP sender has already taken more than three 
              timeouts for the oldest outstanding segment, then proceed 
              to step (DONE), 
 
              else set 
                  cwnd <- min (pipe_prev, (FlightSize + IW)) 
                  ssthresh <- pipe_prev 
 
              Proceed to step (DONE). 
 
(DONE)  No further processing. 
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Appendix C: FRTO Algorithm 
The F-RTO algorithm affects the TCP sender behavior only after a retransmission timeout. 
Otherwise the TCP behavior is similar to the conventional TCP. When the retransmission 
timer expires, the F-RTO algorithm takes the following steps at the TCP sender. 
 
   1) When RTO expires, retransmit first unacknowledged segment. 
 
      The TCP sender must adjust ssthresh to FlightSize / 2, according to the TCP 
congestion control specifications. However, congestion window (cwnd) is not yet adjusted, 
but the TCP sender waits for the next incoming acknowledgements before deciding on the     
following actions. Leaving cwnd unadjusted in this stage does not cause TCP sender to 
inject any additional segments. 
 
   2) When the first acknowledgement after the RTO arrives at the sender, the sender 
chooses the following actions depending on whether the ACK advances the window or 
whether it is a duplicate ACK. 
 
      a) If the acknowledgement is a duplicate ACK, revert to the conventional recovery 
and do not enter step 3 of this algorithm. 
 
         The sender must set cwnd to 1 * MSS. This duplicate ACK is triggered by a 
segment that was sent before the retransmission triggered by the RTO.  This is possible, 
for example, if the RTO is triggered during fast recovery and the forward      
transmissions have triggered duplicate ACKs. A common reason for entering this branch 
is that RTO triggered retransmission of a segment that was already retransmitted earlier by 
fast retransmit. 
 
      b) If the acknowledgement advances the window, transmit two new segments. 
 
         At this point the TCP sender should set cwnd <- ssthresh, thus halving the 
transmission rate. Sending two new segments at this point is equally aggressive to the 
conventional RTO recovery algorithm, which would have increased its cwnd to 2 * MSS 
when the first ACK arrives after RTO. 
 
   3) When the second acknowledgement after the RTO arrives at the sender, either 
continue transmitting new data, or start retransmitting the unacknowledged segments. 
 
      a) If the acknowledgement is a duplicate ACK, set congestion window to three 
segments, continue with the slow start algorithm retransmitting unacknowledged 
segments. 
 
         The duplicate ACK indicates that at least one segment other than the segment 
which triggered RTO is lost in the last window of data. There is no sufficient evidence 
that any of the segments was delayed. Therefore, the sender proceeds with retransmissions 
similarly to the conventional RTO recovery algorithm, with the send_high variable stored 




      b) If the acknowledgement advances the window, continue transmitting new data 
following the congestion avoidance algorithm. 
 
         Because the TCP sender has retransmitted only one segment after the RTO, 
this acknowledgement indicates that an originally transmitted segment has arrived at the 
receiver. This is regarded as a strong indication of a spurious RTO. However, since the 
TCP sender cannot surely know at this point whether the segment that triggered the RTO 
was actually lost, adjusting the congestion control parameters after the RTO is the correct        
action.  From this point on, the TCP sender continues as in the normal congestion 
avoidance. 
 
         If this algorithm branch is taken, the TCP sender ignores the send_high 
variable that indicates the highest sequence number transmitted so far [FH99]. The 
send_high variable was proposed as a "bugfix" for avoiding unnecessary multiple fast 
retransmits when RTO expires during fast recovery with NewReno TCP. As the sender 
has not retransmitted other segments but the one that triggered RTO, the problem 
addressed by the bugfix cannot occur. Therefore, if there are duplicate ACKs arriving at 
the sender after the RTO, they are likely to indicate a packet loss, hence fast retransmit 
should be used to allow efficient recovery.  Alternatively, if there are not enough 
duplicate ACKs arriving at the sender after a packet loss, the retransmission timer expires 
another time and the sender enters step 1 of this algorithm. 
 
When algorithm branch (3b) is taken, the sender does not reduce the congestion window 
to one segment, but halves it to the level of ssthresh. Because the sender does not enter 
slow start, it increases congestion window only once in a round-trip time after RTO, and 
therefore is slightly more conservative than the conventional recovery algorithm. In fact, if 
the segment that triggered RTO was not lost, the correct behavior would have been to not 
decrease the congestion window at all. However, by using the D-SACK or TCP  
timestamp options the sender can more reliably detect whether the retransmission was 
unnecessary and revert the last adjustments on the congestion control parameters in such a 
case. Section 4 outlines the possible methods that can be used with F-RTO in reverting the 
congestion control state. 
 
Branch (3b) can also be taken when a retransmission triggered by delay is lost. 
This kind of loss cannot be detected at the sender. Therefore, we consider that 
reducing the congestion window to half of its previous size is an adequate action at 
this point, because a similar action is taken when TCP sender enters fast recovery.  
 
 
 
 
 
 
 
 
 
