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PRINCIPAL ŝl3 SUBSPACES AND QUANTUM TODA HAMILTONIAN
B. FEIGIN, E. FEIGIN, M. JIMBO, T. MIWA AND E. MUKHIN
Abstract. We study a class of representations of the Lie algebra n⊗C[t, t−1], where n is a nilpotent
subalgebra of sl3. We derive Weyl-type (bosonic) character formulas for these representations. We
establish a connection between the bosonic formulas and the Whittaker vector in the Verma module
for the quantum group Uv(sl3). We also obtain a fermionic formula for an eigenfunction of the sl3
quantum Toda Hamiltonian.
1. Introduction
Let n = Ce21 ⊕ Ce32 ⊕ Ce31 be the nilpotent subalgebra of the complex Lie algebra sl3, and let
n̂ = n⊗C[t, t−1] be the corresponding current algebra. In this paper we study a class of n̂-modules.
The simplest example of the modules in question is the principal subspace V k of the level k vacuum
representation of ŝl3 (see [FS]). Namely, let M
k be the level k vacuum representation of the affine
Lie algebra ŝl3. Fix a highest weight vector v
k ∈Mk. Then
V k = U(n̂) · vk.
The principal subspaces are studied in [AKS], [C], [CLM], [FS], [G], [LP], [P]. In particular, the
following fermionic formula is available for the character of V k:
(1.1) chV k =
∑
n1,...,nk≥0
m1,...,mk≥0
z
Pk
i=1 ini
1 z
Pk
i=1 imi
2 q
Pk
i,j=1min(i,j)(ninj−minj+mimj)
(q)n1 . . . (q)nk(q)m1 . . . (q)mk
,
where (a)n =
∏n−1
i=0 (1 − aqi). One of our results is the following new formula for chV k. For
non-negative integers d1, d2, set
Id1,d2(z1, z2) =
(qz−11 z
−1
2 )d1+d2
(q)d1(q)d2(qz
−1
1 )d1(qz
−1
2 )d2(qz
−1
1 z
−1
2 )d1(qz
−1
1 z
−1
2 )d2
,
Jd1,d2(z1, z2) =
Id1,d2(z1, z2)
(qz1)∞(qz2)∞(qz1z2)∞
.
We show that
(1.2) chV k =
∑
d1,d2≥0
zkd11 z
kd2
2 q
k(d21+d
2
2−d1d2)Jd1,d2(z1q
2d1−d2 , z2q
2d2−d1).
In the right hand side, each summand is understood as a power series expansion in z1, z2. Formula
(1.2) was conjectured in [FS1].
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The functions Id1,d2(z1, z2) are known to be the coefficients of the expansion of an eigenfunction
of the sl3 quantum Toda Hamiltonian (see [GL]). Namely, define the generating function
I(Q1, Q2, z1, z2) =
∑
d1,d2≥0
Qd11 Q
d2
2 Id1,d2(z1, z2).
The sl3 quantum Toda Hamiltonian Ĥ is an operator of the form
Ĥ = q∂/∂t0 + q∂/∂t1(1−Q1) + q∂/∂t2(1 −Q2)
acting on the space of functions in variables Q1, Q2. The variables ti are introduced by Qi = e
ti−1−ti
and
q∂/∂tj : ti 7→ ti + δij lnq.
Let the variables p1, p2 be such that z1 = p
−2
1 p2, z2 = p1p
−2
2 . Then
(1.3) Ĥ
(
p
t0−t1
ln q
1 p
t1−t2
ln q
2 I(Q1, Q2, z1, z2)
)
= (p1 + p
−1
1 p2 + p
−1
2 )I(Q1, Q2, z1, z2)
(see [GL], [E], [BF]). Equation (1.3) can be rewritten as a set of recurrent relations
(1.4) (p1(q
d1 − 1) + p−11 p2(qd2−d1 − 1) + p−12 (q−d2 − 1))Id1,d2(z1, z2)
= p2p
−1
1 q
d2−d1Id1−1,d2(z1, z2) + p
−1
2 q
−d2Id1,d2−1(z1, z2).
In this paper we call (1.4) the Toda recursion.
One of the consequences of the formulas (1.1) and (1.2) is the following recurrence relations for
the rational functions Id1,d2(z1, z2):
(1.5) Id1,d2(z1, z2) =
d1∑
n1=0
d2∑
n2=0
z−n11 z
−n2
2 q
n21+n
2
2−n1n2
(q)d1−n1(q)d2−n2
In1,n2(z1, z2),
which leads to the fermionic formula
(1.6) Id1,d2(z1, z2) =
∑
{ni}i>0,{mi}i>0
z
−
P
i>0 ni
1 z
−
P
i>0mi
2 q
P
i>0(n
2
i+m
2
i−nimi)
(q)d1−n1(q)n1−n2 . . . (q)d2−m1(q)m1−m2 . . .
,
where the sum is over all sequences {ni}, {mi} such that
ni,mi ∈ Z≥0, d1 ≥ n1 ≥ n2 ≥ . . . , d2 ≥ m1 ≥ m2 ≥ . . . ,
and ni,mi vanish for almost all i. We conjecture that the obvious generalization of (1.6) to the case
of sln gives the coefficients of an eigenfunction for the corresponding quantum Toda Hamiltonian.
Let us briefly explain our approach to the computation of the character formulas. Recall (see
[K1]) the Weyl-Kac formula for the character of an integrable irreducible representation Mλ of a
Kac-Moody Lie algebra. It is written as a sum over the set of extremal vectors in Mλ. We call
the summands the contributions of the extremal vectors. There are two different ways to compute
these contributions. The first one is algebraic (see [K1], [Kum]) and uses the BGG resolution.
The second uses the realization of Mλ as a dual space of sections of a certain line bundle on the
generalized flag manifold and the Lefschetz fixed point formula (see [Kum]). We want to obtain
a formula of the same structure by a combinatorial method. Let us explain our method on the
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example of Mλ. In this case the extremal vectors are labeled by elements of the affine Weyl group
W , and the character formula can be written as
(1.7) chMλ =
∑
w∈W
exp(wλ) lim
n→∞
(exp(−w(nλ))chMnλ).
Roughly speaking, we compute the character of Mnλ in the “vicinity” of the extremal vectors
and sum up the results. We apply the same approach to the characters of n̂-modules. We use
combinatorial tools to compute the terms corresponding to limn→∞(exp(−w(nλ))chMnλ) in (1.7).
Thus to obtain a bosonic formula for the character of an n̂-module M we follow the three steps:
(i) find (guess) the set of extremal vectors of M ;
(ii) find (guess) the contribution of each vector;
(iii) prove that the sum of all contributions equals to the character of M .
Step (i) is more or less easy, while steps (ii) and (iii) are subtler. For example, for the prin-
cipal subspace V k, the extremal vectors are labeled by Z2≥0 and the corresponding bosonic for-
mula is given by (1.2). In particular, the contributions of the extremal vectors are given by
Jd1,d2(z1q
2d1−d2 , z2q
2d2−d1). In order to complete step (iii) for V k, we introduce a set of n̂-modules
which contains, in particular, all principal subspaces in integrable ŝl3-modules. We describe these
n̂-modules below.
Let
eij [n] = eij ⊗ tn ∈ n̂, eij(z) =
∑
n∈Z
eij [n]⊗ z−n−1.
The module V k can be described as a cyclic n̂-module with a cyclic vector v such that the relations
e21(z)
k+1 = 0, e32(z)
k+1 = 0
hold on V k, and that the cyclic vector satisfies
eij [n]v = 0 (n ≥ 0).
Let k1, k2, l1, l2, l3 be non-negative integers satisfying k1 ≤ k2. The module Uk1,k2l1,l2,l3 is a cyclic
n̂-module with a cyclic vector v such that the relations
e21(z)
k1+1 = 0, e32(z)
k2+1 = 0
hold on Uk1,k2l1,l2,l3 , and that the cyclic vector satisfies
e21[n]v = 0, e32[n]v = 0 (n > 0),
e21[0]
l1+1v = 0, e31[1]
l3+1v = 0, e32[0]
l2+1v = 0.
Similarly, the module V k1,k2l1,l2,l3 is a cyclic n̂-module with the cyclic vector v such that the relations
e21(z)
k1+1 = 0, e32(z)
k2+1 = 0
hold on V k1,k2l1,l2,l3 , and that the cyclic vector satisfies
e21[n]v = 0, e32[n]v = 0, e31[n]v = 0 (n > 0),
e21[0]
l1+1v = 0, e32[0]
l2+1v = 0,
e21[0]
αe31[0]
l3+1−αv = 0 (0 ≤ α ≤ l3 + 1).
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The structure of the set of extremal vectors is more complicated for the modules Uk1,k2l1,l2,l3 and V
k1,k2
l1,l2,l3
than for V k. The extremal vectors of the modules Uk1,k2l1,l2,l3 and V
k1,k2
l1,l2,l3
are labeled by (d, σ), where
d ∈ Z3≥0 and σ is an element of the Weyl group of sl3. On the other hand, the computation of the
contributions of extremal vectors for Uk1,k2l1,l2,l3 and V
k1,k2
l1,l2,l3
is simpler than for V k. We write these
contributions explicitly and prove that they sum up to the characters of the modules Uk1,k2l1,l2,l3 and
V k1,k2l1,l2,l3 when the parameters l1, l2, l3 belong to a certain region. To do that, we show that the
characters and the sums of the contributions satisfy the same set of recurrent relations. We also
show that the solution of these recursion relations is unique.
The principal space V k is isomorphic to Uk,k0,0,0. Equating the bosonic formula and (1.2), we arrive
at the identity
(1.8) Id1,d2(z1, z2) =
min(d1,d2)∑
n=0
Id1,d2,n(z1, z2),
where
Id1,d2,n(z1, z2)
=
1
(q)d1−n(q)d2−n(q)n
(qz2)∞
(qz−11 )d1−n(qz
−1
1 z
−1
2 )n(q
d1−2n+1z2)∞(q−d1+2n+1z
−1
2 )d2−n(qz2)d1−n(qz
−1
2 )n
.
The functions Id1,d2(z1, z2) in the limit q → 1 appear in the study of the Whittaker functions (see
[IS]). For generic q, they are also closely related to the Whittaker vectors in Verma modules of
quantum groups (see [Kos], [E], [S]). We interpret (1.8) in terms of the representation theory.
Namely, let ω and ω¯ be the Whittaker vectors in the Verma modules of the quantum groups
Uq1/2(sl3) and Uq−1/2(sl3). We fix the decompositions of ω and ω¯ in the Gelfand-Tsetlin bases:
ω =
∑
d1,d2≥0
min(d1,d2)∑
n=0
ωd1,d2,n, ω¯ =
∑
d1,d2≥0
min(d1,d2)∑
n=0
ω¯d1,d2,n.
We prove that
Id1,d2,n = (ωd1,d2,n, ω¯d1,d2,n), Id1,d2 = (
min(d1,d2)∑
n=0
ωd1,d2,n,
min(d1,d2)∑
n=0
ω¯d1,d2,n),
where ( , ) denotes the dual pairing. For the connection of the Whittaker vectors and Toda
equations see also [GL], [BF], [GKLO].
Our paper is organized as follows.
In Section 2, we recall known bosonic and fermionic formulas for the simplest case of sl2. This
section is meant to be an illustration of the discussions which follow. In Section 3, we introduce
the family of n̂-modules
{Uk1,k2l1,l2,l3 | (l1, l2, l3) ∈ P
k1,k2
U }, {V k1,k2l1,l2,l3 | (l1, l2, l3) ∈ P
k1,k2
V },(1.9)
where the index sets P k1,k2U , P
k1,k2
V are defined in the text (see (3.23), (3.24)). Studying the structure
of some of their subquotients, we derive a recurrent upper estimate for their characters. In Section
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4, we introduce another family of n̂-modules
{(UV O)k1,k2l1,l2,l3 | (l1, l2, l3) ∈ R¯
k1,k2
U }, {(VV O)k1,k2l1,l2,l3 | (l1, l2, l3) ∈ R
k1,k2
V }(1.10)
using the vertex operator construction. These modules are parametrized by subsets R¯k1,k2U ⊂ P k1,k2U ,
Rk1,k2V ⊂ P k1,k2V (see (3.39),(3.38)), and are quotients of the corresponding modules (1.9). For these
modules we derive a recurrent lower estimate for the characters. In Section 5, we show the unique-
ness of solutions for the recurrent estimates (see Proposition 5.1 for the precise statement), and
prove that in the parameter regions R¯k1,k2U and R
k1,k2
V , the modules (1.9) and (1.10) are isomorphic
(Theorem 5.3). In Section 6, we proceed to write bosonic formulas for these modules utilizing an
inductive structure with respect to the rank of the algebra. We start by recalling previous results on
bosonic formulas for modules over the abelian subalgebra â ⊂ n̂ spanned by e21[n], e31[n] (n ∈ Z).
To make distinction we call the latter modules sl3 small principal subspaces. Combining the char-
acters for the sl2 principal subspaces and those of the sl3 small principal subspaces, we present a
family of formal series. Then we prove that these formal series coincide with the characters of (1.9)
in appropriate regions (Theorem 6.2; the region of validity for V k1,k2l1,l2,l3 is R¯
k1,k2
V , while for U
k1,k2
l1,l2,l3
it
is a subset R˜k1,k2U ⊂ R¯k1,k2U , see (5.5)). In Section 7, we consider the special case k1 = k2. In this
case some of the terms in the bosonic formula can be combined to give a simpler result of the type
discussed in [GL]. We obtain such a formula (Theorem 7.3), which includes as a particular case the
character formula for the principal subspace V k (Corollary 7.8). In the final Section 8, we discuss
the connection to Whittaker vectors in the Verma modules of quantum groups.
Throughout the text, eab denotes the matrix unit with 1 at the (a, b)-th place and 0 elsewhere.
For a graded vector space M = ⊕m1,··· ,ml,d∈ZMm1,··· ,ml,d with finite dimensional homogeneous
components Mm1,··· ,ml,d, we call the formal Laurent series
chz1,··· ,zl,qM =
∑
m1,··· ,ml,d∈Z
(dimMm1,··· ,ml,d)z
m1
1 · · · zmll qd
the character of M . In the text we deal with the case l = 1 or 2. We often suppress q from the
notation as it does not change throughout the paper. For two formal series with integer coefficients
f (i) =
∑
m1,··· ,ml,d
f
(i)
m1,··· ,ml,d
zm11 · · · zmll qd (i = 1, 2),
we write f (1) ≤ f (2) to mean f (1)m1,··· ,ml,d ≤ f
(2)
m1,··· ,ml,d
for all m1, · · · ,ml, d.
2. Bosonic formula for the case of ŝl2.
In this section, we study the characters of the principal subspaces of integrable modules for ŝl2.
We present fermionic and bosonic formulas for these characters. The contributions of the extremal
vectors are calculated in two different ways, one from the combinatorial set which labels a monomial
basis, and another from the fermionic formula.
2.1. Principal spaces for ŝl2. Consider the Lie algebra sl2 = Ce12 ⊕ Ce21 ⊕ C(e11 − e22) where
eab are the 2 × 2 matrix units. We also consider the affine Lie algebra ŝl2 spanned by the central
element c and
e[n] = e12 ⊗ tn, f [n] = e21 ⊗ tn, h[n] = (e11 − e22)⊗ tn (n ∈ Z).
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LetMkl be the level k irreducible highest weight module of the affine Lie algebra ŝl2 with the highest
weight l (0 ≤ l ≤ k). On Mkl , c acts as a scalar k. The module Mkl has a highest weight vector vkl
characterized up to scalar multiple by
x[n]vkl = 0 (x = e, f, h;n > 0),
e[0]vkl = 0, f [0]
l+1vkl = 0, h[0]v
k
l = lv
k
l .
Let nˆ be the subalgebra of ŝl2 generated by f [n] (n ∈ Z). Let V kl be the subspace of Mkl generated
by f [−n] (n ≥ 0) from vkl . The space V kl is called the principal subspace of Mkl . It is known [FS]
that V kl is isomorphic to the cyclic module U(nˆ)v
k
l with the defining relations
f(z)k+1 = 0, f [0]l+1vkl = 0, f [n]v
k
l = 0 (n > 0),
where f(z) =
∑
n∈Z f [n]z
−n−1. It is graded by weight m and degree d. Namely, we have the
decomposition V kl =
⊕∞
m,d=0
(
V kl
)
m,d
, where
(
V kl
)
m,d
is spanned by the monomial vectors
f [0]a0f [−1]a1f [−2]a2 · · · vkl(2.1)
with
∞∑
j=0
aj = m,
∞∑
j=0
jaj = d.(2.2)
A basis of the principal subspace V kl is described by the set of integer points P
k
l =
RPkl ∩Z∞ where
R
P
k
l = {(an)n≥0 | an ∈ R≥0, an = 0 for almost all n, aj + aj+1 ≤ k (j ≥ 0), a0 ≤ l}.
Proposition 2.1. [FS] The set of monomial vectors (2.1) with the exponents (an)n≥0 taken from
the set Pkl constitutes a basis of V
k
l .
The condition aj + aj+1 ≤ k comes from the integrability condition f(z)k+1 = 0.
The character of V kl is the formal power series
χkl (z) =
∞∑
m,d=0
dim
(
V kl
)
m,d
zmqd.
Two different formulas are known for this quantity.
Proposition 2.2. [FS] The character χkl (z) is given by
χkl (z) =
∞∑
m1,...,mk=0
q
Pk
i,j=1mimj min(i,j)−
Pk
i=1min(i,l)miz
Pk
i=1 imi
(q)m1 · · · (q)mk
.(2.3)
This formula is called fermionic.
Proposition 2.3. [FL] The character χkl (z) is given by
χkl (z) =
∞∑
n=0
znkqn
2k−nl
(q2nz)∞(q)n(q−2n+1z−1)n
+
∞∑
n=0
znk+lqn
2k+nl
(q2n+1z)∞(q)n(q−2nz−1)n+1
.(2.4)
This formula is called bosonic.
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2.2. Recursion relation. The recursion relation for the characters
χkl (z) =
l∑
a=0
zaχkk−a(qz)
follows immediately from the definition of Pkl . It can be rewritten as
χkl (z) = χ
k
l−1(z) + z
lχkk−l(qz).(2.5)
In this form, the recursion can be explained by the representation theory as follows. Let V kl [i] be
the U(n)-module identical with V kl as a vector space, where f [n] acts as f [n + i]. We denote the
vector vkl considered as the cyclic vector of the module V
k
l [i] by v
k
l [i]. The identity (2.5) for the
characters corresponds to a short exact sequence of U(nˆ)-modules.
Proposition 2.4. There is an exact sequence of U(nˆ) modules
0→ V kk−l[−1] ι→ V kl [0]→ V kl−1[0]→ 0,
where the homomorphism ι is defined by
ι(vkk−l[−1]) = f [0]lvkl [0].
Proof. Let 〈f [0]l〉 be the submodule of V kl [0] generated by the vector f [0]lvkl [0]. By the definition,
there is an isomorphism
V kl [0]/〈f [0]l〉 ≃ V kl−1[0].
On the other hand, the integrability condition f(z)k+1 = 0 implies
f [−1]k−lf [0]lvkl [0] = 0.
Therefore, the mapping ι is well-defined. The character identity implies that it is an inclusion. 
2.3. Contributions of extremal vectors. Let P be a convex subset of a real vector space. A
point in P is called extremal if and only if it is not a linear combination θP1+(1−θ)P2 (0 < θ < 1)
of two distinct points P1, P2 ∈ P. A general principle in “counting” the number of integer points
in convex polygons is to write it as the sum of contributions from the extremal points. In this
subsection, we show how we can guess the bosonic formula (2.4) by using this principle.
Weyl’s character formula is of this kind: the simplest case is
1− zl+1
1− z =
1
1− z +
zl
1− z−1 .(2.6)
The polygon in this example is the interval [0, l]. For the character, instead of counting the number
of integer points, we count zn for each integer point n in [0, l]. The extremal points are 0 and
l. The contribution from an extremal point is counted as the sum of zn over the integer points
near that point in the limit l → ∞. For 0 this is 1 + z + z2 + · · · = 1/(1 − z), and for l this is
zl + zl−1 + · · · = zl/(1 − z−1). These are the two terms in the right hand side of (2.6). To obtain
the left hand side of the formula, we write the second term as −zl+1/(1− z). Because of rewriting
zl + zl−1 + · · · to −zl+1 − zl+2 − · · · , the obtained formula contains both positive and negative
coefficient terms. The formula (2.4) should be understood as an equality of non-negative power
series in z. The n-th summand of the first sum (respectively, of the second sum) in the right hand
side contains negative coefficient terms if and only if n is odd (respectively, even). This is the
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difference between the bosonic formula (2.4) and the fermionic one (2.3). In the latter, each term
corresponds to an integer point, and therefore, the formula consists of positive coefficient terms
only.
There is an important point in counting contributions of extremal points. For the characters
of the principal subspaces, we count monomials zmqd using two linear functions (2.2). It means
that we count not the integer points in the infinite dimensional polygon RPkl but rather the integer
points with multiplicities in a polygon in R2, which is the image of RPkl by the mapping (m,d).
Not all extremal points remain to be extremal when they are projected to R2. We guess that the
contributions from such extremal points in RPkl that are projected to a non-extremal point in the
image cancel out. Thus we count only the contributions from the extremal points in the image.
In the case of the Weyl-Kac character formula for integrable modules, the relevant extremal
points in the weight space are given by the Weyl group orbit of the highest weight. In the case of
the principal subspaces, we also take the extremal points in RPkl whose weights belong to the orbit
of the highest weight. They are
w2n : a0 = l, a1 = k − l, . . . , a2n−2 = l, a2n−1 = k − l, aj = 0 (j ≥ 2n),(2.7)
w2n+1 : a0 = l, a1 = k − l, . . . , a2n−1 = k − l, a2n = l, aj = 0 (j ≥ 2n + 1),(2.8)
where n ≥ 0. The monomials zm(w)qd(w) at these points are given by
zm(w)qd(w) =
{
znkqn
2k−nl for w = w2n;
znk+lqn
2k+nl for w = w2n+1.
The contribution from an extremal point is defined to be the formal series obtained in the limit
zm(w)qd(w) × lim
l,k−l→∞
z−m(w)q−d(w)χkl (z)
The contribution can be calculated in several different ways. Here we present two such calculations.
A direct calculation using Pkl is possible for the present case of ŝl2. In the limit the shape of
RPkl
in the vicinity of each extremal point w becomes a cone of the form w+RC. For the extremal point
w = w2n = (l, k − l, l, k − l, . . . , l, k − l, 0, 0, 0, . . .),
the cone RC is generated by the following vectors:
( 0, 0, 0, 0, . . . ,−1, 1, 0, 0, 0, . . .), q,
· · ·
( 0, 0,−1, 1, . . . ,−1, 1, 0, 0, 0, . . .), qn−1,
(−1, 1,−1, 1, . . . ,−1, 1, 0, 0, 0, . . .), qn,
( 0, 0, 0, 0, . . . , 0,−1, 0, 0, 0, . . .), q−2n+1z−1,
· · ·
( 0, 0, 0,−1, . . . , 1,−1, 0, 0, 0, . . .), q−n−1z−1,
( 0,−1, 1,−1, . . . , 1,−1, 0, 0, 0, . . .), q−nz−1,
( 0, 0, 0, 0, . . . , 0, 0, 1, 0, 0, . . .), q2nz,
( 0, 0, 0, 0, . . . , 0, 0, 0, 1, 0, . . .), q2n+1z,
· · · ,
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where in the first line −1 stands at the (2n − 1)-th position. After each vector we wrote the
corresponding monomial. Note that all these vectors are linearly independent and the integer
points in the cone, C = RC ∩ Z∞, are linear combinations of the generating vectors with non-
negative integer coefficients. Therefore, the contribution of the extremal point w2n is the sum of
products of powers of these monomials. Thus we get the summands in the first term in the right
hand side of (2.4). The case of w = w2n+1 is similar.
The second calculation of the contribution uses the fermionic formula. In the fermionic formula,
terms are labeled by (m1, . . . ,mk). In this case, the term corresponding to each point is not a
monomial but a formal power series. It is written explicitly in (2.3). It is known that there is
a mapping Φk : Pkk → Zk≥0 such that the sum of monomials over (Φk)−1(m1,m2, . . . ,mk) ∩ Pkl is
the series corresponding to (m1,m2, . . . ,mk). The mapping is defined inductively as follows. Let
a = (an)n≥0 ∈ Pkk. If ai + ai+1 < k for all i we have a ∈ Pk−1k−1, and we define Φk(a) = (Φk−1(a), 0).
If ai + ai+1 = k for some i, define b ∈ Pkk by
bj =
{
aj (j < i);
aj+2 (j ≥ i).
Then, we define Φk(a) = Φk(b)+(0, 0, · · · , 0, 1). For example, consider the extremal points w2n+ǫ ∈
RPkl given by (2.7), (2.8). We have
Φk(w2n+ǫ) = (0, 0, . . . , 0,
l−th
ǫ , 0, . . . ,
k−th
n ).
The points of the cone RC are linear combinations of the generating vectors. For M ∈ Z > 0,
let w2n+ǫ + C(M) be the subset of w2n+ǫ + C such that the sum of the coefficients in front of the
generating vectors is bounded by M . Set
M
n
ǫ (N) = {(m1,m2,m3, · · · ,ml−2,ml−1,ml,ml+1,ml+2, · · · ,mk−2,mk−1,mk)
|
∑
0≤i≤N
mk−i = n,
∑
|i|≤N
ml+i = ǫ}.
For anyM , if k−l−N, l−N,N are large enough, the points in w2n+ǫ+C(M) are mapped toMnǫ (N).
Thus, the contribution of the extremal point w2n+ǫ is equal to the sum of series corresponding to
the points in Mnǫ (N) in the limit k − l −N, l −N,N →∞.
Let us check this statement by direct calculation. In the limit, the sum splits into the product
of sums over the following three sets of indices.
(i) M0 = {(m1,m2, . . .) | mj ≥ 0};
(ii) M1 =
{
(. . . ,ml−1,ml,ml+1, . . .)
∣∣∣ ∑i∈Zml+i = ǫ}, (ǫ = 0 for w2n and ǫ = 1 for w2n+1);
(iii) M2 =
{
(. . . ,mk−1,mk)
∣∣∣ ∑i≥0mk−i = n}.
Consider the exponent of q in (2.3). By using the equalities
∑
i∈Zml+i = ǫ or
∑
i≥0mk−i = n, one
can rewrite it so that the sums over the three sets become independent.
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The sum over (i) is∑
m∈M0
q
P∞
i,j=1mimj min(i,j)+{2(
P
i∈Zml+i+
P
i≥0 mk−i)−1}
P∞
j=1 jmj/
∏
i≥1
(q)mi
=
∑
m∈M0
q
P∞
i,j=1mimj min(i,j)+{2(n+ǫ)−1}
P∞
j=1 jmj/
∏
i≥1
(q)mi
=
1
(q2(n+ǫ)z)∞
.
The sum over (ii) with ǫ = 1 is split into two parts:
M1 = {(. . . , 0,
(l−i)th
1 , 0 . . . , 0) | i ≥ 0} ⊔ {(0, . . . , 0,
(l+i)th
1 , 0, . . .) | i ≥ 1}.
It is evaluated as follows.
1
(q)1
∞∑
i=0
q(l−i)(2n+1)−(l−i)zl−i +
1
(q)1
∞∑
i=1
q(l+i)(2n+1)−lzl+i
=
q2nlzl
(q)1(q−2nz−1)1
+
q2nl+2n+1zl+1
(q)1(q2n+1z)1
=
q2nlzl
(q−2nz−1)1(q2n+1z)1
.
For ǫ = 0 the sum is over one point and is equal to 1.
The sum over (iii) is more complicated. We state the result.
Lemma 2.5. Set
gn,k(z) =
∑
(n0,n1,...),
P∞
j=0 nj=n
q
P∞
i,j=0 ninj min(k−i,k−j)z
P∞
i=0(k−i)ni∏∞
i=0(q)ni
.
Then we have the equality
gn,k(z) =
qn
2kznk
(q)n(q−2n+1z−1)n
.(2.9)
Proof. Splitting the sum in gn,k(z) into n+1 subsums corresponding to n0 = 0, 1, . . . , n, we obtain
gn,k(z) =
n∑
i=0
qi
2kzik
(q)i
gn−i,k−1(q
2iz).
This recursion has a unique solution of the form gn,k(z) ∈ 1 + zC[[z]]. One can check the recursion
is satisfied by (2.9). The check reduces to the equality
n∑
i=0
(−1)i (q)n
(q)i(q)n−i
(qnz)iq
i(i+1)/2−in = qn
2
zn.

Combining (i), (ii), (iii), we obtain the summands in (2.4).
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3. Highest weight n̂-modules
In this section, we introduce a family of modules which generalize the principal subspaces of
integrable ŝl3-modules.
We fix the notation as follows. Let n̂ = n⊗C[t, t−1] denote the current algebra over the nilpotent
subalgebra n = Ce21 ⊕ Ce31 ⊕ Ce32 of sl3. The basis elements eab[n] = eab ⊗ tn (1 ≤ b < a ≤ 3,
n ∈ Z) of n̂ satisfy the relations
[e32[m], e21[n]] = e31[m+ n], [e21[m], e31[n]] = 0, [e32[m], e31[n]] = 0.
We set
eab(z) =
∑
n∈Z
eab[n]z
−n−1.
With the degree assignment
deg e21[n] = (1, 0,−n), deg e32[n] = (0, 1,−n),
n̂ is a Z2≥0 × Z-graded Lie algebra. All n̂-modules considered in this paper are graded n̂-modules.
3.1. Principal subspaces for ŝl3. For non-negative integers k, l1, l2 satisfying l1 + l2 ≤ k, let
Mkl1,l2 be the level k integrable highest weight ŝl3-module of highest weight (l1, l2). The highest
weight vector vkl1,l2 is characterized up to scalar multiple by
x[n]vkl1,l2 = 0 (x ∈ sl3;n > 0),
eab[0]v
k
l1,l2 = 0 (a < b),
(e11[0]− e22[0])vkl1,l2 = l1vkl1,l2 , (e22[0]− e33[0])vkl1,l2 = l2vkl1,l2 ,
e21[0]
l1+1vkl1,l2 = 0, e32[0]
l2+1vkl1,l2 = 0.
We call the U(n̂)-submodule
V kl1,l2 = U(n̂) · vkl1,l2 ⊂Mkl1,l2
the principal subspace of Mkl1,l2 . The following relations for v = v
k
l1,l2
take place in V kl1,l2 :
e21[n]v = 0 (n > 0),(3.1)
e31[n]v = 0 (n > 0),(3.2)
e32[n]v = 0 (n > 0),(3.3)
e21[0]
l1+1v = 0,(3.4)
e32[0]
l2+1v = 0,(3.5)
e21(z)
k+1 = 0, e32(z)
k+1 = 0 .(3.6)
We remark that also
e21[0]
αe31[0]
l1+l2−α+1v = 0 (0 ≤ α ≤ l1 + l2 + 1)(3.7)
holds, due to the following lemma.
Lemma 3.1. Let w be a vector in an n-module such that el1+121 w = 0 and e
l2+1
32 w = 0 for some
non-negative integers l1, l2. Then e
α
21e
β
31w = 0 holds for all α, β ≥ 0 with α+ β = l1 + l2 + 1.
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Proof. Let W be the irreducible sl3-module with highest weight (l1, l2). It is simple to check that
the lemma holds for the highest weight vector of W . On the other hand, W is isomorphic to the
quotient of the free left U(n)-module U(n) by the submodule generated by e21[0]
l1+1, e32[0]
l2+1.
Hence U(n) · w is a quotient of W , and the assertion follows. 
Our goal is to find a formula for the character of V kl1,l2 .
3.2. Modules Uk1,k2l1,l2,l3, V
k1,k2
l1,l2,l3
. We shall introduce a family of cyclic n̂-modules Uk1,k2l1,l2,l3 , V
k1,k2
l1,l2,l3
parametrized by non-negative integers k1, k2 and l1, l2, l3. The parameters k1, k2 play a role similar
to that of the level of representations, while l1, l2, l3 correspond to the highest weight. Throughout
the paper we assume that
k1 ≤ k2.
Definition 3.2. We define V k1,k2l1,l2,l3 to be the n̂-module generated by a non-zero vector v under the
following defining relations:
e21[n]v = 0 (n > 0),(3.8)
e31[n]v = 0 (n > 0),(3.9)
e32[n]v = 0 (n > 0),(3.10)
e21[0]
l1+1v = 0,(3.11)
e21[0]
αe31[0]
l3+1−αv = 0 (0 ≤ α ≤ l3 + 1),(3.12)
e32[0]
l2+1v = 0,(3.13)
e21(z)
k1+1 = 0, e32(z)
k2+1 = 0 .(3.14)
Definition 3.3. We define Uk1,k2l1,l2,l3 to be the n̂-module generated by a non-zero vector v with the
following defining relations:
e21[n]v = 0 (n > 0),(3.15)
e31[n]v = 0 (n > 1),(3.16)
e32[n]v = 0 (n > 0),(3.17)
e31[1]
l3+1v = 0,(3.18)
e21[0]
αe31[1]
l1+1−αv = 0 (0 ≤ α ≤ l1 + 1),(3.19)
e32[0]
l2+1v = 0,(3.20)
e21(z)
k1+1 = 0, e32(z)
k2+1 = 0 .(3.21)
Taking commutators of e32[0] and (3.14) or (3.21), we obtain also the relations
e21(z)
αe31(z)
k1−α+1 = 0 (0 ≤ α ≤ k1 + 1).(3.22)
We use the following notation for the characters of these modules:
ψk1,k2l1,l2,l3(z1, z2) = chz1,z2,qV
k1,k2
l1,l2,l3
,
ϕk1,k2l1,l2,l3(z1, z2) = chz1,z2,qU
k1,k2
l1,l2,l3
.
Note that our characters are normalized in such a way that the degree of the cyclic vectors is
(0, 0, 0).
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Remark 3.4. From the definition it readily follows that V k,kl1,l2,l1+l2 ≃ U
k,k
l1,l2,0
. The principal subspace
V kl1,l2 is its quotient. Indeed, comparing (3.8)–(3.13) with (3.1)–(3.6) and the remark after that, we
see that there is a surjection of n̂-modules
V k,kl1,l2,l1+l2 → V kl1,l2 → 0.
Later it will turn out to be an isomorphism (see Corollary 5.4).
Some of the modules are the same which follows immediately from the definition.
Lemma 3.5. We have
V k1,k2l1,l2,l3 = V
k1,k2
k1,l2,l3
(l1 > k1),
V k1,k2l1,l2,l3 = V
k1,k2
l1,k2,l3
(l2 > k2),
V k1,k2l1,l2,l3 = V
k1,k2
l1,l2,k1
(l3 > k1),
V k1,k2l1,l2,l3 = V
k1,k2
l3,l2,l3
(l1 > l3),
V k1,k2l1,l2,l3 = V
k1,k2
l1,l2,l1+l2
(l3 > l1 + l2) .
Proof. For example, (3.11), (3.13) and Lemma 3.1 imply that e21[0]
αe31[0]
l1+l2−α+1v = 0 for all
0 ≤ α ≤ l1+ l2+1. This proves the last relation. Other cases can be verified similarly using either
the definition, (3.14) or (3.22). 
Lemma 3.6. We have
Uk1,k2l1,l2,l3 = U
k1,k2
k1,l2,l3
(l1 > k1),
Uk1,k2l1,l2,l3 = U
k1,k2
l1,k2,l3
(l2 > k2),
Uk1,k2l1,l2,l3 = U
k1,k2
l1,l2,min(l1,l2)
(l3 > min(l1, l2)) .
Proof. By (3.19) we have e31[1]
l1+1v = 0. Taking the commutator of e21[1] with e32[0]
l2+1 and
using e21[1]v = 0 and (3.20), we obtain e31[1]
l2+1v = 0. This proves the third relation. The other
relations are proved similarly. 
In view of Lemmas 3.5–3.6, we may restrict our attention to the modules
{Uk1,k2l1,l2,l3 | (l1, l2, l3) ∈ P
k1,k2
U }, {V k1,k2l1,l2,l3 | (l1, l2, l3) ∈ P
k1,k2
V },
where the parameter regions are the following subsets of Z3≥0:
P k1,k2U = {(l1, l2, l3) | 0 ≤ l1 ≤ k1, 0 ≤ l2 ≤ k2, 0 ≤ l3 ≤ min(l1, l2)},(3.23)
P k1,k2V = {(l1, l2, l3) | 0 ≤ l1 ≤ k1, 0 ≤ l2 ≤ k2, l1 ≤ l3 ≤ min(l1 + l2, k1)}.(3.24)
3.3. Subquotient modules. In this subsection we study a recurrent structure for some subquo-
tients of Uk1,k2l1,l2,l3 , V
k1,k2
l1,l2,l3
. Denote by Tm,n the automorphism of n̂ given by
Tm,ne21[i] = e21[i−m], Tm,ne31[i] = e31[i−m− n], Tm,ne32[i] = e32[i− n].
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For an n̂-module M , we denote by M [m,n] the module with the same underlying vector space on
which x ∈ n̂ acts as Tm,nx. For a cyclic n̂-module M with a cyclic vector v and f ∈ U(n̂), we use
the notation
〈f〉 = U(n̂) · fv.
In what follows, we set Uk1,k2l1,l2,l3 = 0, V
k1,k2
l1,l2,l3
= 0 if one of li’s is negative.
Lemma 3.7. We have an exact sequence of n̂-modules
V k1,k2l3,k2−l2,l1 [1,−1]→ U
k1,k2
l1,l2,l3
→ Uk1,k2l1,l2−1,l3 → 0.
Proof. Consider the submodule 〈e32[0]l2〉 of Uk1,k2l1,l2,l3 . By the definition we have an exact sequence
0→ 〈e32[0]l2〉 → Uk1,k2l1,l2,l3 → U
k1,k2
l1,l2−1,l3
→ 0.
We show that there is a surjection
V k1,k2l3,k2−l2,l1 [1,−1]→ 〈e32[0]l2〉 → 0.
It suffices to verify the following relations for v1 = e32[0]
l2v where v denotes the generator of Uk1,k2l1,l2,l3 :
e21[n]v1 = 0 (n > 1),(3.25)
e31[n]v1 = 0 (n > 0),(3.26)
e32[n]v1 = 0 (n > −1),(3.27)
e21[1]
l3+1v1 = 0,(3.28)
e21[1]
αe31[0]
l1+1−αv1 = 0,(3.29)
e32[−1]k2−l2+1v1 = 0.(3.30)
Equation (3.25) follows from e21[n]v = 0, [e32[0], e21[n]] = e31[n], e31[n]v = 0 and [e31[n], e32[0]] = 0
with n > 1. Equation (3.26) follows from (3.16) for n ≥ 2. For n = 1 it follows from e21[1]v = 0 and
(3.20) by using [e32[0], e21[1]] = e31[1]. Equation (3.27) follows from (3.17) and (3.20). Equation
(3.28) follows from (3.18), e21[1]v = 0 and [e32[0], e21[1]] = e31[1].
Let us prove (3.29). From (3.19) we have
e21[0]
l1+1−αe31[1]
αv = 0.
From (3.20), using e21[1]v = 0, we obtain
e32[0]
l2+1−αe31[1]
αv = 0.
A variant of Lemma 3.1 and the last two equations above lead to
e31[0]
l1−αe32[0]
l2−αe31[1]
αv = 0.
It follows that
e21[1]
αe31[0]
l1+1−αe32[0]
l2v = e31[0]
l1−αe31[1]
αe32[0]
l2−αv = 0.
Finally, (3.30) is a consequence of e32(z)
k2+1 = 0. 
Lemma 3.8. We have an exact sequence
Uk1,k2l3,k2−l2,l1 [0,−1]→ V
k1,k2
l1,l2,l3
→ V k1,k2l1,l2−1,l3 → 0.
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Proof. We consider the submodule 〈e32[0]l2〉 of V k1,k2l1,l2,l3 , so that
0→ 〈e32[0]l2〉 → V k1,k2l1,l2,l3 → V
k1,k2
l1,l2−1,l3
→ 0
is exact. We then show that there is a surjection
Uk1,k2l3,k2−l2,l1 [0,−1]→ 〈e32[0]l2〉 → 0
by checking the defining relations. The rest of the proof is similar to that of Lemma 3.7, we omit
the details.

Lemma 3.9. We have exact sequences
V k1,k2l1−l3,l2−l3,k1−l3 → U
k1,k2
l1,l2,l3
→ Uk1,k2l1,l2,l3−1 → 0 ,(3.31)
Uk1,k2k1−l1,l1+l2,l3−l1 [−1, 0]→ V
k1,k2
l1,l2,l3
→ V k1,k2l1−1,l2,l3 → 0 .(3.32)
Proof. We repeat the argument of Lemmas 3.7 and 3.8.
To show (3.31), we take the submodule generated by e31[1]
l3v ∈ Uk1,k2l1,l2,l3 and check the exact
sequence
0→ 〈e31[1]l3〉 → Uk1,k2l1,l2,l3 → U
k1,k2
l1,l2,l3−1
→ 0,
V k1,k2l1−l3,l2−l3,l1+l2−2l3 → 〈e31[1]l3〉 → 0.
For the proof of (3.32), we take e21[0]
l1v ∈ V k1,k2l1,l2,l3 and verify
0→ 〈e21[0]l1〉 → V k1,k2l1,l2,l3 → V
k1,k2
l1−1,l2,l3
→ 0,
Uk1,k2k1−l1,l1+l2,l3−l1 [−1, 0]→ 〈e21[0]l1〉 → 0.

From Lemmas 3.7–3.9, we obtain the following upper estimate for the characters of all modules
in the parameter regions (3.23),(3.24) :
ϕk1,k2l1,l2,l3(z1, z2) ≤ ϕ
k1,k2
l1,l2−1,l3
(z1, z2) + z
l2
2 ψ
k1,k2
l3,k2−l2,l1
(q−1z1, qz2),(3.33)
ψk1,k2l1,l2,l3(z1, z2) ≤ ψ
k1,k2
l1,l2−1,l3
(z1, z2) + z
l2
2 ϕ
k1,k2
l3,k2−l2,l1
(z1, qz2),(3.34)
ϕk1,k2l1,l2,l3(z1, z2) ≤ ϕ
k1,k2
l1,l2,l3−1
(z1, z2) + (q
−1z1z2)
l3ψk1,k2l1−l3,l2−l3,k1−l3(z1, z2),(3.35)
ψk1,k2l1,l2,l3(z1, z2) ≤ ψ
k1,k2
l1−1,l2,l3
(z1, z2) + z
l1
1 ϕ
k1,k2
k1−l1,l1+l2,l3−l1
(qz1, z2).(3.36)
In general, the equality does not hold, however, we will see that it does hold in a restricted range
of the parameters. Define the following sets:
Rk1,k2U = {(l1, l2, l3) | k1 ≤ l1 + l2 − l3 ≤ k2} ∩ P k1,k2U ,(3.37)
Rk1,k2V = {(l1, l2, l3) | 0 ≤ l1 + l2 − l3 ≤ k2 − k1} ∩ P k1,k2V ,(3.38)
R¯k1,k2U = {(l1, l2, l3) | 0 ≤ l1 + l2 − l3 ≤ k2} ∩ P k1,k2U .(3.39)
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Theorem 3.10. The following recurrence relations hold.
If (l1, l2, l3) ∈ Rk1,k2U , then
ϕk1,k2l1,l2,l3(z1, z2) = ϕ
k1,k2
l1,l2−1,min(l3,l2−1)
(z1, z2) + z
l2
2 ψ
k1,k2
l3,k2−l2,l1
(q−1z1, qz2) .(3.40)
If (l1, l2, l3) ∈ Rk1,k2V , then
ψk1,k2l1,l2,l3(z1, z2) = ψ
k1,k2
l1,l2−1,min(l3,l1+l2−1)
(z1, z2) + z
l2
2 ϕ
k1,k2
l3,k2−l2,l1
(z1, qz2) .(3.41)
If (l1, l2, l3) ∈ R¯k1,k2U and either l1 + l2 − l3 6= k2 or l3 = 0, then
ϕk1,k2l1,l2,l3(z1, z2) = ϕ
k1,k2
l1,l2,l3−1
(z1, z2)(3.42)
+(q−1z1z2)
l3ψk1,k2l1−l3,l2−l3,min(k1−l3,l1+l2−2l3)(z1, z2),
If (l1, l2, l3) ∈ Rk1,k2V , then
ψk1,k2l1,l2,l3(z1, z2) = ψ
k1,k2
l1−1,l2,min(l3,l1+l2−1)
(z1, z2) + z
l1
1 ϕ
k1,k2
k1−l1,l1+l2,l3−l1
(qz1, z2).(3.43)
The proof of Theorem 3.10 will be completed in Section 5.
We remark that, in (3.42), the condition l1+ l2− l3 6= k2 is imposed so that the parameters of the
first term in the right hand side stay within the region R¯k1,k2U . In all other cases, the parameters
appearing in the right hand side belong to the proper region (R¯k1,k2U for ϕ
k1,k2
l1,l2,l3
and Rk1,k2V for
ψk1,k2l1,l2,l3). In what follows we refer to (3.40)–(3.43) as short exact sequence (SES) recursion.
4. Vertex operators
In this section we construct another family of n̂-modules
{(UV O)k1,k2l1,l2,l3 | (l1, l2, l3) ∈ R¯
k1,k2
U }, {(VV O)k1,k2l1,l2,l3 | (l1, l2, l3) ∈ R
k1,k2
V },
as subspaces of tensor products of certain Fock modules. These modules have the following prop-
erties.
(i) (UV O)
k1,k2
l1,l2,l3
is a quotient of Uk1,k2l1,l2,l3 , and (VV O)
k1,k2
l1,l2,l3
is a quotient of V k1,k2l1,l2,l3 .
(ii) The characters
(ϕV O)
k1,k2
l1,l2,l3
(z1, z2) = chz1,z2,q(UV O)
k1,k2
l1,l2,l3
,
(ψV O)
k1,k2
l1,l2,l3
(z1, z2) = chz1,z2,q(VV O)
k1,k2
l1,l2,l3
satisfy the following inequalities.
If (l1, l2, l3) ∈ Rk1,k2U , then
(ϕV O)
k1,k2
l1,l2,l3
(z1, z2) ≥ (ϕV O)k1,k2l1,l2−1,min(l3,l2−1)(z1, z2) + z
l2
2 (ψV O)
k1,k2
l3,k2−l2,l1
(q−1z1, qz2).(4.1)
If (l1, l2, l3) ∈ Rk1,k2V , then
(ψV O)
k1,k2
l1,l2,l3
(z1, z2) ≥ (ψV O)k1,k2l1,l2−1,min(l3,l1+l2−1)(z1, z2) + z
l2
2 (ϕV O)
k1,k2
l3,k2−l2,l1
(z1, qz2).(4.2)
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If (l1, l2, l3) ∈ R¯k1,k2U and l1 + l2 − l3 6= 0 or l3 = 0, then
(4.3) (ϕV O)
k1,k2
l1,l2,l3
(z1, z2) ≥ (ϕV O)k1,k2l1,l2,l3−1(z1, z2)
+ (q−1z1z2)
l3(ψV O)
k1,k2
l1−l3,l2−l3,min(k1−l3,l1+l2−2l3)
(z1, z2).
If (l1, l2, l3) ∈ Rk1,k2V , then
(4.4) (ψV O)
k1,k2
l1,l2,l3
(z1, z2) ≥ (ψV O)k1,k2l1−1,l2,min(l3,l1+l2−1)(z1, z2)
+ zl11 (ϕV O)
k1,k2
k1−l1,l1+l2,l3−l1
(qz1, z2).
These inequalities differ from (3.40)–(3.43) by the change of the sign = to the sign ≥.
Let us recall some constructions from the theory of lattice vertex operator algebras (see [D],
[K2]). Let h be a two-dimensional complex vector space with a basis a,b and an inner product
defined by the sl3 Cartan matrix:
(a, a) = 2, (b, b) = 2, (a, b) = −1.
Let
ĥ = h⊗ C[t, t−1]⊕ C1
be the corresponding Heisenberg Lie algebra with the bracket
[α[i], β[j]] = iδi,−j(α, β) (α, β ∈ h),
where α[i] = α ⊗ ti. For α ∈ h define the Fock representation Fα generated by a vector |α〉 such
that
β[n]|α〉 = 0, n > 0, β[0]|α〉 = (β, α)|α〉.
Set L = Z(2a + b)/3 ⊕ Z(a + 2b)/3. For α ∈ L we consider the corresponding vertex operators
acting on the direct sum of Fock spaces
⊕
α∈L Fα:
Γα(z) = Sαz
α[0] exp(−
∑
n<0
α[n]
n
z−n) exp(−
∑
n>0
α[n]
n
z−n),
where zα[0] acts on Fβ by z
(α,β) and the operator Sα is defined by
Sα|β〉 = |α+ β〉, [Sα, β[n]] = 0 (n 6= 0, α, β ∈ h).
The Fourier decomposition is given by
Γα(z) =
∑
n∈Z
Γα[n]z
−n−(α,α)/2.
In particular,
Γα[−(α,α)/2 − (α, β)]|β〉 = |α+ β〉.
We need three vertex operators corresponding to the vectors a, b and c = a + b. We fix the
notation
a(z) = Γa(z), b(z) = Γb(z), c(z) = Γc(z),
a[n] = Γa[n], b[n] = Γb[n], c[n] = Γc[n].
18 B. FEIGIN, E. FEIGIN, M. JIMBO, T. MIWA AND E. MUKHIN
The Frenkel-Kac construction for level 1 modules (see [FK]) defines the action of n̂ on ⊕α∈LFα via
the homomorphism
e21[n] 7→ a[n], e32[n] 7→ b[n], e31[n] 7→ c[n].
Let vm,n be a vacuum vector of the Fock module F−( 2m+n
3
+1)a−( 2n+m
3
+1)b.
Lemma 4.1. We have
e21[i]vm,n = 0 (i > m),
e32[i]vm,n = 0 (i > n),
e31[i]vm,n = 0 (i > m+ n+ 1),
e21[m]vm,n = vm−2,n+1,
e32[n]vm,n = vm+1,n−2,
e31[m+ n+ 1]vm,n = vm−1,n−1.
We denote by Wm,n →֒ ⊕α∈LFα the cyclic n̂-module with the cyclic vector vm,n. The shift
automorphism Tm,n induces an isomorphism between W0,0[m,n] and Wm,n.
We also need one-parameter analogues of the modules Wm,n. Fix a one-dimensional space with
a basis vector b¯ and an inner product defined by (b¯, b¯) = 2. The vertex operator b¯(z) = Γb¯(z)
acts in the direct sum of Fock modules over the Heisenberg algebra Cb¯⊗ C[t, t−1]⊕ C · 1. We set
Wn = C[{b¯[i]}i∈Z] · vn where vn = | − (n+ 1)b/2〉, and make it an n̂-module by letting e32[i] act by
b¯[i] and e21[i], e31[i] by 0. Then we have
e32[i]vn = 0 (i > n), e32[n]vn = vn−2.
Now we define the VO (vertex operator) versions of the spaces Uk1,k2l1,l2,l3 and V
k1,k2
l1,l2,l3
, utilizing the
modules
W0,0, W0,−1, W−1,0, W−1,−1, W0, W−1
as building blocks.
Definition 4.2. Let (l1, l2, l3) ∈ R¯k1,k2U .
If (l1, l2, l3) ∈ Rk1,k2U , then we define
(UV O)
k1,k2
l1,l2,l3
⊂W⊗l30,0 ⊗W⊗(l1−l3)0,−1 ⊗W⊗(k1−l1)−1,0 ⊗W⊗(l1+l2−l3−k1)0 ⊗W⊗(k2−l1−l2+l3)−1
to be the cyclic n̂-module with the cyclic vector
w1(l1, l2, l3) = v
⊗l3
0,0 ⊗ v⊗(l1−l3)0,−1 ⊗ v⊗(k1−l1)−1,0 ⊗ v⊗(l1+l2−l3−k1)0 ⊗ v⊗(k2−l1−l2+l3)−1 .
If l1 + l2 − l3 < k1, then we define
(UV O)
k1,k2
l1,l2,l3
⊂W⊗l30,0 ⊗W⊗(l1−l3)0,−1 ⊗W⊗(l2−l3)−1,0 ⊗W⊗(k1−l1−l2+l3)−1,−1 ⊗W⊗(k2−k1)−1
to be the cyclic n̂-module with the cyclic vector
w2(l1, l2, l3) = v
⊗l3
0,0 ⊗ v⊗(l1−l3)0,−1 ⊗ v⊗(l2−l3)−1,0 ⊗ v⊗(k1−l1−l2+l3)−1,−1 ⊗ v⊗(k2−k1)−1 .
Lemma 4.3. Let (l1, l2, l3) ∈ R¯k1,k2U . Then there exists a surjective homomorphism of n̂-modules
Uk1,k2l1,l2,l3 → (UV O)
k1,k2
l1,l2,l3
.
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Proof. It is sufficient to check that the defining relations of Uk1,k2l1,l2,l3 are satisfied in (UV O)
k1,k2
l1,l2,l3
.
That follows from Lemma 4.1. 
Definition 4.4. If (l1, l2, l3) ∈ Rk1,k2V , then we define
(VV O)
k1,k2
l1,l2,l3
⊂W⊗l10,−1 ⊗W⊗(l3−l1)−1,0 ⊗W⊗(k1−l3)−1,−1 ⊗W⊗(l1+l2−l3)0 ⊗W⊗(k2−k1−l1−l2+l3)−1
to be the cyclic n̂-module with the cyclic vector
w3(l1, l2, l3) = v
⊗l1
0,−1 ⊗ v⊗(l3−l1)−1,0 ⊗ v⊗(k1−l3)−1,−1 ⊗ v⊗(l1+l2−l3)0 ⊗ v⊗(k2−k1−l1−l2+l3)−1 .
Lemma 4.5. Let (l1, l2, l3) ∈ Rk1,k2V . Then there exists a surjective homomorphism of n̂-modules
V k1,k2l1,l2,l3 → (VV O)
k1,k2
l1,l2,l3
.
Proof. The lemma follows from Lemma 4.1. 
Theorem 4.6. There exist the following complexes of n̂-modules which are exact in the first and
third terms.
For (l1, l2, l3) ∈ Rk1,k2U , we have
0→ (VV O)k1,k2l3,k2−l2,l1 [1,−1]
ι1−→ (UV O)k1,k2l1,l2,l3 → (UV O)
k1,k2
l1,l2−1,min(l3,l2−1)
→ 0,(4.5)
such that ι1(T1,−1(w3(l3, k2 − l2, l1))) = el232[0]w1(l1, l2, l3).
For (l1, l2, l3) ∈ Rk1,k2V , we have
0→ (UV O)k1,k2l3,k2−l2,l1 [0,−1]
ι2−→ (VV O)k1,k2l1,l2,l3 → (VV O)
k1,k2
l1,l2−1,min(l3,l1+l2−1)
→ 0,(4.6)
such that ι2(T0,−1(w1(l3, k2 − l2, l1))) = el232[0]w3(l1, l2, l3).
For (l1, l2, l3) ∈ Rk1,k2U with l1 + l2 − l3 6= k2 or l3 = 0,
0→ (VV O)k1,k2l1−l3,l2−l3,min(k1−l3,l1+l2−2l3)
ι3−→ (UV O)k1,k2l1,l2,l3 → (UV O)
k1,k2
l1,l2,l3−1
→ 0,(4.7)
such that ι3(w3(l1 − l3, l2 − l3, k1 − l3)) = el331[1]w1(l1, l2, l3) in the case of (l1, l2, l3) ∈ Rk1,k2U and
ι3(w3(l1 − l3, l2 − l3, l1 + l2 − 2l3)) = el331[1]w2(l1, l2, l3) otherwise.
For (l1, l2, l3) ∈ Rk1,k2V ,
0→ (UV O)k1,k2k1−l1,l1+l2,l3−l1 [−1, 0]
ι4−→ (VV O)k1,k2l1,l2,l3 → (VV O)
k1,k2
l1−1,l2,min(l3,l1+l2−1)
→ 0,(4.8)
such that ι4(T−1,0(w1(k1 − l1, l1 + l2, l3 − l1))) = e21[0]l1w3(l1, l2, l3).
In these formulas, if one of the indices is negative, then the corresponding term is understood as
zero.
Corollary 4.7. Inequalities (4.1), (4.2), (4.3) and (4.4) are satisfied.
The rest of the section is devoted to the proof of Theorem 4.6. We start with the proof of the
existence of the embeddings.
Proposition 4.8. Let (l1, l2, l3) ∈ Rk1,k2U . Then we have embeddings of n̂-modules
(VV O)
k1,k2
l3,k2−l2,l1
[1,−1] ι1−→ (UV O)k1,k2l1,l2,l3 ,
(VV O)
k1,k2
l1−l3,l2−l3,k1−l3
ι3−→ (UV O)k1,k2l1,l2,l3 ,
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such that ι1(T1,−1(w3(l3, k2 − l2, l1))) = el232[0]w1(l1, l2, l3) and ι3(w3(l1 − l3, l2 − l3, k1 − l3)) =
el331[1]w1(l1, l2, l3).
Let (l1, l2, l3) ∈ R¯k1,k2U and l1 + l2 − l3 < k1. Then we have an embedding of n̂-modules
(VV O)
k1,k2
l1−l3,l2−l3,l1+l2−2l3
ι3−→ (UV O)k1,k2l1,l2,l3 ,
such that ι3(w3(l1 − l3, l2 − l3, l1 + l2 − 2l3)) = el331[1]w2(l1, l2, l3).
Let (l1, l2, l3) ∈ Rk1,k2V . Then we have embeddings of n̂-modules
(UV O)
k1,k2
l3,k2−l2,l1
[0,−1] ι2−→ (VV O)k1,k2l1,l2,l3 ,
(UV O)
k1,k2
k1−l1,l1+l2,l3−l1
[−1, 0] ι4−→ (VV O)k1,k2l1,l2,l3 ,
such that ι2(T0,−1(w1(l3, k2− l2, l1))) = el232[0]w3(l1, l2, l3) and ι4(T−1,0(w1(k1− l1, l1+ l2, l3− l1))) =
e21[0]
l1w3(l1, l2, l3).
Proof. We prove the first embedding. The proof of the other embeddings is similar. By Lemma 4.1
we have
e32[0]
l2(v⊗l30,0 ⊗ v⊗(l1−l3)0,−1 ⊗ v⊗(k1−l1)−1,0 ⊗ v⊗(l1+l2−l3−k1)0 ⊗ v⊗(k2−l1−l2+l3)−1 )
= v⊗l31,−2 ⊗ v⊗(l1−l3)0,−1 ⊗ v⊗(k1−l1)0,−2 ⊗ v⊗(l1+l2−l3−k1)−2 ⊗ v⊗(k2−l1−l2+l3)−1 .
The vector in the second line coincides with the cyclic vector of (VV O)
k1,k2
l3,k2−l2,l1
[1,−1]. 
We prepare some facts about the isomorphisms between the modules Uk1,k2l1,l2,l3 and (UV O)
k1,k2
l1,l2,l3
.
Proposition 4.9. Let l3 = min(l1, l2). Then we have the isomorphism
Uk1,k2l1,l2,l3 ≃ (UV O)
k1,k2
l1,l2,l3
,
and the corresponding character is given by the fermionic formula
(4.9) φk1,k2l1,l2,l3(z1, z2) = (φV O)
k1,k2
l1,l2,l3
(z1, z2) =
∑
m1,...,mk1
≥0
n1,...,nk2
≥0
qQ(m,n)−
Pk1
i=1min(l1,i)mi−
Pk2
i=1min(l2,i)ni
(q)m1 · · · (q)mk1 (q)n1 · · · (q)nk2
,
where
Q(m,n) =
k1∑
i,j=1
min(i, j)mimj +
k2∑
i,j=1
min(i, j)ninj −
k1∑
i=1
k2∑
j=1
min(i, j)minj.
Proof. Because of the existence of the surjection of n̂-modules
(4.10) Uk1,k2l1,l2,l3 → (UV O)
k1,k2
l1,l2,l3
,
it is sufficient to prove (4.9).
For the rest of the proof, we assume l3 = min(l1, l2). In this case the defining relations of U
k1,k2
l1,l2,l3
reduce to
e21(z)
k1+1 = 0, e32(z)
k2+1 = 0, e21[0]
l1+1v = 0, e32[0]
l2+1v = 0,
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where v is a cyclic vector of Uk1,k2l1,l2,l3 . Denote the fermionic formula in the right hand side of (4.9)
by F k1,k2l1,l2 (z1, z2). By using the Gordon filtration technique and repeating the proof in [AKS] in the
case k1 < k2, we obtain an upper estimate
F k1,k2l1,l2 (z1, z2) ≥ ϕ
k1,k2
l1,l2,l3
(z1, z2).
From surjection (4.10) we know that
ϕk1,k2l1,l2,l3(z1, z2) ≥ (ϕV O)
k1,k2
l1,l2,l3
(z1, z2).
To finish the proof it remains to show the inequality
(ϕV O)
k1,k2
l1,l2,l3
(z1, z2) ≥ F k1,k2l1,l2 (z1, z2).(4.11)
The space (UV O)
k1,k2
l1,l2,l3
is generated by the modes of
e21(z) =
k1∑
i=1
ai(z) and e32(z) =
k2∑
j=1
bj(z)
from the vector w1(l1, l2, l3) or w2(l1, l2, l3) (see Definition 4.2). The vertex operators ai(z), bj(z)
correspond to the vectors ai, 1 ≤ i ≤ k1, and bj, 1 ≤ j ≤ k2, respectively, with the scalar products
given by
(ai1 , ai2) = 2δi1,i2 , (bj1 , bj2) = 2δj1,j2 , (ai, bj) = −δi,j.
For a non-zero complex number ε, set
eε21(z) =
k1∑
i=1
εiai(z), e
ε
32(z) =
k2∑
j=1
εjbj(z).
The currents ai(z) are mutually commutative and ai(z)
2 = 0. The same holds for the currents
bj(z). Hence we have
lim
ε→0
ε−i(i+1)/2(eε21(z))
i = a1(z) . . . ai(z), lim
ε→0
ε−i(i+1)/2(eε32(z))
i = b1(z) . . . bi(z).
Consider the subspace generated from the vector w1(l1, l2, l3) or w2(l1, l2, l3) by the modes of the
operators
ai(z) = a1(z) . . . ai(z) (1 ≤ i ≤ k1), bj(z) = b1(z) . . . bj(z) (1 ≤ j ≤ k2),
and let (ϕV O)
k1,k2
l1,l2,l3
(z1, z2) be its character. Clearly, we have
(ϕV O)
k1,k2
l1,l2,l3
(z1, z2) ≥ (ϕV O)k1,k2l1,l2,l3(z1, z2).
The operator ai(z) is a vertex operator corresponding to the vector ai = a1 + · · · + ai, and bj(z)
is a vertex operator corresponding to the vector bj = b1 + · · · + bj . The scalar products of these
vectors are given by
(ai1 ,ai2) = 2min(i1, i2), (bj1 ,bj2) = 2min(j1, j2), (ai,bj) = −min(i, j).
Using the standard technique (see for example [FJMMT]), we obtain
(ϕV O)
k1,k2
l1,l2,l3
(z1, z2) = F
k1,k2
l1,l2
(z1, z2).
Inequality (4.11) follows.
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The proposition is proved. 
Corollary 4.10. We have the isomorphisms
W0 ≃ U0,10,1,0, W−1 ≃ U0,10,0,0,
W0,0 ≃ U1,11,1,1, W0,−1 ≃ U1,11,0,0, W−1,0 ≃ U1,10,1,0, W−1,−1 ≃ U1,10,0,0.
Next, we prove the surjections in Theorem 4.6 and show that all sequences are in fact complexes.
Proposition 4.11. Let (l1, l2, l3) ∈ Rk1,k2U and l2 > 0. Then there exists a surjective homomorphism
of n̂-modules
(UV O)
k1,k2
l1,l2,l3
/〈e32[0]l2〉 → (UV O)k1,k2l1,l2−1,min(l3,l2−1)
such that, if l1 + l2 − 1−min(l3, l2 − 1) ≥ k1 then
w1(l1, l2, l3) 7→ w1(l1, l2 − 1,min(l3, l2 − 1)),
and if l1 + l2 − 1−min(l3, l2 − 1) = k1 − 1 then
w1(l1, l2, l3) 7→ w2(l1, l2 − 1,min(l3, l2 − 1)).
Proof. We consider the case l2 > l3 and l1+ l2−1− l3 < k1. The other cases are similar. Replacing
a factor v−1,0 in w1(l1, l2, l3) by the factor v−1,−1, we obtain w2(l1, l2 − 1, l3). We have an obvious
surjective homomorphism of n̂-modules (see Lemma 4.10)
W−1,0 → W−1,−1, v−1,0 7→ v−1,−1.
Therefore, we obtain a surjective homomorphism
(UV O)
k1,k2
l1,l2,l3
→ (UV O)k1,k2l1,l2−1,l3 , w1(l1, l2, l3) 7→ w2(l1, l2 − 1, l3).
In addition, the vector e32[0]
l2w1(l1, l2, l3) maps to zero, because
e32[0]
l2w2(l1, l2 − 1, l3) = 0.
The proposition is proved. 
Corollary 4.12. Sequence (4.5) is exact in the first and third terms.
Proposition 4.13. Suppose (l1, l2, l3) ∈ Rk1,k2U , l1 + l2 − l3 < k2 and l3 > 0. Then we have a
surjective homomorphism of n̂-modules
(UV O)
k1,k2
l1,l2,l3
/〈e31[1]l3〉 → (UV O)k1,k2l1,l2,l3−1,(4.12)
w1(l1, l2, l3) 7→ w1(l1, l2, l3 − 1).
Proof. Replacing a factor v0,0⊗v−1 in w1(l1, l2, l3) by the factor v0,−1⊗v0, we obtain w1(l1, l2, l3−1).
By Definition 4.2,
U(n̂) · (v0,0 ⊗ v−1) = (UV O)1,21,1,1, U(n̂) · (v0,−1 ⊗ v0) = (UV O)1,21,1,0.
Therefore to construct (4.12) it is sufficient to construct a homomorphism
(UV O)
1,2
1,1,1 → (UV O)1,21,1,0, v0,0 ⊗ v−1 7→ v0,−1 ⊗ v0.
Using Proposition 4.9, we have
(UV O)
1,2
1,1,1 ≃ U1,21,1,1 → U1,21,1,0 → (UV O)1,21,1,0.
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The proposition follows from
e31[1]
l3w1(l1, l2, l3 − 1) = 0.

Proposition 4.14. Suppose (l1, l2, l3) ∈ R¯k1,k2U , l1 + l2 − l3 < k1 and l3 > 0. Then we have a
surjection of n̂-modules
(UV O)
k1,k2
l1,l2,l3
/〈e31[1]l3〉 → (UV O)k1,k2l1,l2,l3−1,
w2(l1, l2, l3) 7→ w2(l1, l2, l3 − 1).
Proof. Replacing a factor v0,0 ⊗ v−1,−1 in w2(l1, l2, l3) by the factor v0,−1 ⊗ v−1,0, we obtain
w2(l1, l2, l3 − 1). We have
U(n̂) · v0,0 ⊗ v−1,−1 = (UV O)2,21,1,1, U(n̂) · v0,−1 ⊗ v−1,0 = (UV O)2,21,1,0.
We have a surjective homomorphism (UV O)
2,2
1,1,1 → (UV O)2,21,1,0, which is the composition
(UV O)
2,2
1,1,1 ≃ U2,21,1,1 → U2,21,1,0 → (UV O)2,21,1,0.
Therefore we obtain a surjection
(UV O)
k1,k2
l1,l2,l3
→ (UV O)k1,k2l1,l2,l3−1.
The proposition follows from
e31[1]
l3w(l1, l2, l3 − 1) = 0.

Corollary 4.15. Sequence (4.7) is exact in the first and third terms.
Proposition 4.16. Let (l1, l2, l3) ∈ Rk1,k2V and l2 > 0. Then there exists a surjective homomorphism
of n̂-modules
(VV O)
k1,k2
l1,l2,l3
/〈e32[0]l2〉 → (VV O)k1,k2l1,l2−1,min(l3,l1+l2−1),
w3(l1, l2, l3) 7→ w3(l1, l2 − 1,min(l3, l1 + l2 − 1)).
Proof. The proof is similar to the proof of Proposition 4.11. 
Corollary 4.17. Sequence (4.6) is exact in the first and third terms.
Proposition 4.18. Let (l1, l2, l3) ∈ Rk1,k2V and l1 > 0. Then there exists a surjective homomorphism
of n̂-modules
(VV O)
k1,k2
l1,l2,l3
/〈e21[0]l1〉 → (VV O)k1,k2l1−1,l2,min(l3,l1+l2−1),
w3(l1, l2, l3) 7→ w3(l1 − 1, l2,min(l3, l1 + l2 − 1)).
Proof. The proof is done similarly to the proof of other cases with the help of the surjective
homomorphism
(4.13) (UV O)
1,2
1,1,0 → (UV O)1,20,1,0, v0,−1 ⊗ v0 7→ v−1,0 ⊗ v−1,
which we construct below.
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First, we show that
(4.14) (UV O)
1,2
1,1,0 ≃ U1,21,1,0.
By (3.33), we have the inequality
ϕ1,21,1,0(z1, z2) ≤ ϕ1,21,0,0(z1, z2) + z2ψ1,20,1,1(q−1z1, qz2).
By the definition we have an isomorphism
V 1,20,1,1 ≃ U1,20,1,0,
Therefore
ϕ1,21,1,0(z1, z2) ≤ ϕ1,21,0,0(z1, z2) + z2ϕ1,20,1,0(q−1z1, qz2).
By Proposition 4.11 and (VV O)
1,2
0,1,1 ≃ (UV O)1,20,1,0 ⊂W−1,0 ⊗W−1, we have the inequality
(ϕV O)
1,2
1,1,0(z1, z2) ≥ (ϕV O)1,21,0,0(z1, z2) + z2(ϕV O)1,20,1,0(q−1z1, qz2).
By Proposition 4.9, we obtain the following diagram:
ϕ1,21,1,0(z1, z2) ≤ z2 ϕ1,20,1,0(q−1z1, qz2) + ϕ1,21,0,0(z1, z2)
∨| || ||
(ϕV O)
1,2
1,1,0(z1, z2) ≥ z2 (ϕV O)1,20,1,0(q−1z1, qz2) + (ϕV O)1,21,0,0(z1, z2)
From here we obtain isomorphism (4.14).
Map (4.13) is a composition of the following mappings:
(UV O)
1,2
1,1,0 ≃ U1,21,1,0 → U1,20,1,0 → (UV O)1,20,1,0.

Corollary 4.19. Sequence (4.8) is exact in the first and third terms.
Theorem 4.6 is proved.
5. Uniqueness of the solution to the SES-recursion
5.1. The main case of the recursion. Recall the definition of the regions of the parameters
Rk1,k2U , R
k1,k2
V , R
k1,k2
U (see (3.37)–(3.39)).
Let ϕ¯k1,k2l1,l2,l3(z1, z2) ((l1, l2, l3) ∈ R¯
k1,k2
U ) and ψ¯
k1,k2
l1,l2,l3
(z1, z2) ((l1, l2, l3) ∈ Rk1,k2V ) be formal power
series in variables z1, z2 whose coefficients are Laurent power series in q.
We use the following convention. A series with a negative index is understood to be zero. If
l3 > min(l2, l3), then ϕ¯
k1,k2
l1,l2,l3
(z1, z2) := ϕ¯
k1,k2
l1,l2,min(l1,l2)
(z1, z2). If l3 > l1 + l2, then ψ¯
k1,k2
l1,l2,l3
(z1, z2) :=
ψ¯k1,k2l1,l2,l1+l2(z1, z2).
Assume that the following inequalities hold:
If (l1, l2, l3) ∈ Rk1,k2U , then
ϕ¯k1,k2l1,l2,l3(z1, z2) ≤ ϕ¯
k1,k2
l1,l2−1,l3
(z1, z2) + z
l2
2 ψ¯
k1,k2
l3,k2−l2,l1
(q−1z1, qz2).(5.1)
If (l1, l2, l3) ∈ Rk1,k2V , then
ψ¯k1,k2l1,l2,l3(z1, z2) ≤ ψ¯
k1,k2
l1,l2−1,l3
(z1, z2) + z
l2
2 ϕ¯
k1,k2
l3,k2−l2,l1
(z1, qz2).(5.2)
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If (l1, l2, l3) ∈ R¯k1,k2U and either l1 + l2 − l3 6= k2 or l3 = 0, then
ϕ¯k1,k2l1,l2,l3(z1, z2)
≤ ϕ¯k1,k2l1,l2,l3−1(z1, z2) + (q−1z1z2)l3 ψ¯
k1,k2
l1−l3,l2−l3,k1−l3
(z1, z2).(5.3)
If (l1, l2, l3) ∈ Rk1,k2V , then
ψ¯k1,k2l1,l2,l3(z1, z2) ≤ ψ¯
k1,k2
l1−1,l2,l3
(z1, z2) + z
l1
1 ϕ¯
k1,k2
k1−l1,l1+l2,l3−l1
(qz1, z2).(5.4)
We call formal power series of the forms
p(z1, z2)ϕ¯
k1,k2
l1,l2,l3
(z1, z2) ((l1, l2, l3) ∈ R¯k1,k2U ), p(z1, z2)ψ¯k1,k2l1,l2,l3(z1, z2) ((l1, l2, l3) ∈ R
k1,k2
V )
higher degree series if p(z1, z2) is a polynomial in z1, z2 whose coefficients are Laurent polynomials
in q and if p(0, 0) = 0.
Let F (z1, z2) andG(z1, z2) be formal power series in variables z1, z2. We write F (z1, z2)≤∗G(z1, z2)
if there exist higher degree series H1(z1, z2), . . . ,Hs(z1, z2) such that
F (z1, z2) ≤ G(z1, z2) +
∑s
i=1Hi(z1, z2).
Lemma 5.1. Under the assumptions above, let F (z1, z2) be either ϕ¯
k1,k2
l1,l2,l3
(z1, z2), for some (l1, l2, l3) ∈
R¯k1,k2U , or ψ¯
k1,k2
l1,l2,l3
(z1, z2), for some (l1, l2, l3) ∈ Rk1,k2V . Then there exist m1,m2 ∈ Z≥1 such that
F (z1, z2)≤∗ψ¯k1,k20,0,0 (qm1z1, qm2z2).
Proof. First, consider the case F (z1, z2) = ψ¯
k1,k2
0,0,0 (z1, z2). We use the given inequalities as follows:
ψ¯k1,k20,0,0 (z1, z2)≤∗ϕ¯k1,k20,k2,0(z1, qz2)≤∗ψ¯
k1,k2
0,k2,k1
(z1, qz2)≤∗ϕ¯k1,k2k1,k2,k1(qz1, qz2).
Here we used (5.2) then (5.3) then (5.4). Then we use inequality (5.1) k2 times to obtain:
ϕ¯k1,k2k1,k2,k1(qz1, qz2)≤∗ϕ¯
k1,k2
k1,0,0
(qz1, qz2).
Finally, using (5.3) followed by the k1 applications of (5.4), we obtain:
ϕ¯k1,k2k1,0,0(qz1, qz2)≤∗ψ¯
k1,k2
k1,0,k1
(qz1, qz2)≤∗ψ¯k1,k20,0,0 (qz1, qz2).
Combining, we obtain: ψ¯k1,k20,0,0 (z1, z2)≤∗ψ¯k1,k20,0,0 (qz1, qz2).
Next, consider the case F (z1, z2) = ϕ¯
k1,k2
l1,l2,l3
(z1, z2), (l1, l2, l3) ∈ Rk1,k2U .
We start using inequality (5.1) followed by (5.3). We repeat this step l3 times. Then we apply
(5.3) one more time. We get
ϕ¯k1,k2l1,l2,l3(z1, z2)≤∗ϕ¯
k1,k2
l1,l2−l3,0
(z1, z2)≤∗ψ¯k1,k2l1,l2−l3,k1(z1, z2).
Then we use the l1 applications of (5.4) and after that the l2− l3 applications of (5.2). We obtain
ψ¯k1,k2l1,l2−l3,k1(z1, z2)≤∗ψ¯
k1,k2
0,l2−l3,k1
(z1, z2)≤∗ψ¯k1,k20,0,0 (z1, z2).
Combining, we obtain
ϕ¯k1,k2l1,l2,l3(z1, z2)≤∗ψ¯
k1,k2
0,0,0 (z1, z2)≤∗ψ¯k1,k20,0,0 (qz1, qz2).
Next, we consider the case F (z1, z2) = ϕ¯
k1,k2
l1,l2,l3
(z1, z2), (l1, l2, l3) ∈ R¯k1,k2U and (l1, l2, l3) 6∈ Rk1,k2U .
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Let l = min(l3, k1 − l1 − l2 + l3). We use l applications of (5.3) and obtain
ϕ¯k1,k2l1,l2,l3(z1, z2)≤∗ϕ¯
k1,k2
l1,l2,l3−l
(z1, z2).
We have either (l1, l2, l3− l) ∈ Rk1,k2U , or l3− l = 0. In the first case we are reduced to the situation
treated above. In the second case, we use (5.3) to obtain
ϕ¯k1,k2l1,l2,0(z1, z2)≤∗ψ¯
k1,k2
l1,l2,0
(z1, z2),
which again is the situation discussed above.
Last, consider the case F (z1, z2) = ψ¯
k1,k2
l1,l2,l3
(z1, z2), (l1, l2, l3) ∈ Rk1,k2V . We use (5.2) l2 + 1 times
and obtain:
ψ¯k1,k2l1,l2,l3(z1, z2)≤∗ψ¯
k1,k2
l1,0,l1
(z1, z2)≤∗ϕ¯k1,k2l1,k2,l1(z1, qz2).
Therefore we are again reduced to the previous cases and the lemma is proved. 
Corollary 5.2. Let ϕ¯k1,k2l1,l2,l3, (l1, l2, l3) ∈ R¯
k1,k2
U , and ψ¯
k1,k2
l1,l2,l3
, (l1, l2, l3) ∈ Rk1,k2V , be formal power
series in variables z1, z2, such that inequalities (5.1)-(5.4) are satisfied.
Assume that all coefficients of the power series are Laurent power series in q with non-negative
integer coefficients. Assume also that the formal power series ψ¯k1,k20,0,0 has no constant term.
Then all these formal power series are identically zero.
Proof. Suppose the contrary, and let n1, n2 be non-negative integers such that one of the series has
a non-trivial coefficient of zn11 z
n2
2 and all coefficients of z
α1
1 z
α2
2 of all power series are zero if either
α1 < n1 or α2 < n2. By the assumption and Lemma 5.1, we have n1 + n2 > 0.
Let n3 be the smallest possible integer such that the coefficient of z
n1
1 z
n2
2 q
n3 is non-zero in one
of the series F (z1, z2). By our assumption, this coefficient is positive.
By Lemma 5.1, we have F (z1, z2) ≤
∑s
i=1Hi(z1, z2) + ψ¯
k1,k2
0,0,0 (z1q
m1 , z2q
m2), where Hi are higher
degree series and m1,m2 ≥ 1. Clearly, the coefficient of zn11 zn22 qn3 is zero on the right hand side of
this inequality and positive on the left hand side, which is a contradiction. 
5.2. All inequalities are equalities. Recall that we have a set of nˆ-modules (UV O)
k1,k2
l1,l2,l3
, Uk1,k2l1,l2,l3
for (l1, l2, l3) ∈ R¯k1,k2U and (VV O)k1,k2l1,l2,l3 , V
k1,k2
l1,l2,l3
for (l1, l2, l3) ∈ Rk1,k2V , whose characters we denote
by (ϕV O)
k1,k2
l1,l2,l3
(z1, z2), ϕ
k1,k2
l1,l2,l3
(z1, z2) and (ψV O)
k1,k2
l1,l2,l3
(z1, z2), ψ
k1,k2
l1,l2,l3
(z1, z2), respectively.
Theorem 5.3. We have
(ϕV O)
k1,k2
l1,l2,l3
(z1, z2) = ϕ
k1,k2
l1,l2,l3
(z1, z2) ((l1, l2, l3) ∈ R¯k1,k2U ),
(ψV O)
k1,k2
l1,l2,l3
(z1, z2) = ψ
k1,k2
l1,l2,l3
(z1, z2) ((l1, l2, l3) ∈ Rk1,k2V ),
and therefore surjections in Lemmas 4.3 and 4.5 are isomorphisms of nˆ-modules.
Moreover, Theorem 3.10 holds.
Proof. The theorem immediately follows from Corollary 5.2 applied to the series
ϕ¯k1,k2l1,l2,l3(z1, z2) = ϕ
k1,k2
l1,l2,l3
(z1, z2)− (ϕV O)k1,k2l1,l2,l3(z1, z2),
ψ¯k1,k2l1,l2,l3(z1, z2) = ψ
k1,k2
l1,l2,l3
(z1, z2)− (ψV O)k1,k2l1,l2,l3(z1, z2).

PRINCIPAL SUBSPACES AND QUANTUM TODA HAMILTONIAN 27
Corollary 5.4. The principal subspace V kl1,l2 ⊂Mkl1,l2 is isomorphic to V
k,k
l1,l2,l1+l2
.
Proof. As we noted in Remark 3.4, there is a surjective homomorphism of n̂-modules
V k,kl1,l2,l1+l2 → V kl1,l2 → 0.
On the other hand, taking tensor products of the Frenkel-Kac construction we obtain a surjection
V kl1,l2 → (VV O)k,kl1,l2,l1+l2 → 0.
Hence the assertion follows from Theorem 5.3. 
5.3. Other cases. In this section we describe two more versions of Corollary 5.2 which we use
later to establish the bosonic formulas for our characters.
Set
R˜k1,k2U = {(l1, l2, l3) | k1 − 1 ≤ l1 + l2 − l3 ≤ k2} ∩ P k1,k2U .(5.5)
Proposition 5.5. Let ϕ¯k1,k2l1,l2,l3(z1, z2) ((l1, l2, l3) ∈ R˜
k1,k2
U ) and ψ¯
k1,k2
l1,l2,l3
(z1, z2) ((l1, l2, l3) ∈ Rk1,k2V ) be
formal power series in variables z1, z2 such that equations (3.40)-(3.43) are satisfied (where (3.42)
is assumed for (l1, l2, l3) ∈ R˜k1,k2U and either l1 + l2 − l3 6= k2 or l3 = 0).
Assume that all coefficients of the power series are Laurent power series in q. Assume also that
the formal power series ψ¯k1,k20,0,0 (z1, z2) has no constant term.
Then all these formal power series are identically zero.
Proof. The proof of the proposition is similar to the proof of Corollary 5.2. 
Consider the case k1 = k2 = k. Then if (l1, l2, l3) ∈ Rk,kU , then l3 = l1 + l2 − k. And if
(l1, l2, l3) ∈ Rk,kV , then l3 = l1 + l2.
Let ϕ¯k,kl1,l2,l3(z1, z2) ((l1, l2, l3) ∈ R
k,k
U ) and ψ¯
k,k
l1,l2,l3
(z1, z2) ((l1, l2, l3) ∈ Rk,kV ) be formal power series
in variables z1, z2 such that the equations
ψ¯k,kl1,l2,l1+l2(z1, z2) = ψ¯
k,k
l1,l2−1,l1+l2−1
(z1, z2) + z
l2
2 ϕ¯
k,k
l1+l2,k−l2,l1
(z1, qz2),
ψ¯k,kl1,l2,l1+l2(z1, z2) = ψ¯
k,k
l1−1,l2,l1+l2−1
(z1, z2) + z
l1
1 ϕ¯
k,k
k−l1,l1+l2,l2
(qz1, z2)
and
ϕ¯k,kl1,l2,l1+l2−k(z1, z2) = ϕ¯
k,k
l1,l2−1,l1+l2−k−1
(z1, z2)
+zl22 ψ¯
k,k
l1+l2−k,k−l2,l1
(q−1z1, qz2)
+ (q−1z1z2)
l1+l2−kψ¯k,kk−l2,k−l1−1,2k−l1−l2−1(z1, z2)
are satisfied.
Note that the last equation is obtained from equations (3.40) and (3.42) via eliminating the term
ϕ¯k,kl1,l2,l1+l2−k−1(z1, z2).
Proposition 5.6. Assume that all coefficients of all power series ϕ¯k,kl1,l2,l3(z1, z2) ((l1, l2, l3) ∈ R
k,k
U )
and ψ¯k,kl1,l2,l3(z1, z2) ((l1, l2, l3) ∈ R
k,k
V ) are Laurent power series in q. Assume also that the formal
power series ψ¯k,k0,0,0(z1, z2) has no constant term.
Then all these formal power series are identically zero.
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Proof. The proof of the proposition is similar to the proof of Corollary 5.2. 
6. Bosonic formulas for the characters of n̂-modules
In this section we write explicit solutions of recursion relations (3.40)–(3.43) in the regions R˜k1,k2U
and Rk1,k2V in the bosonic form. First, we prepare notation and recall basic facts about the small
principal ŝl3 subspaces (see [FJLMM1]).
6.1. The small principal subspaces. Let â denote the abelian Lie algebra spanned by e21[n],
e31[n], n ∈ Z. For non-negative integers k, l1, l2 satisfying l1 + l2 ≤ k, define Xkl1,l2 to be the cyclic
â-module with a cyclic vector v and the defining relations
e21[n]v = e31[n]v = 0 (n > 0),
e21[0]
l1+1v = 0,
e21[0]
αe31[0]
βv = 0 (α+ β = l1 + l2 + 1),
e21(z)
αe32(z)
β = 0 (α+ β = k + 1).
The space Xkl1,l2 has a monomial basis of the form
. . . e31[−1]a3e21[−1]a2e31[0]a1e21[0]a0v,
where {ai}i≥0 run over sequences of non-negative integers such that ai = 0 for almost all i and that
satisfy the conditions
a0 ≤ l1, a0 + a1 ≤ l1 + l2,
ai + ai+1 + ai+2 ≤ k.
Let χkl1,l2(z1, z2) denote the character of X
k
l1,l2
(normalized in such a way that the degree of the
cyclic vector v is (0, 0, 0)). The description of the monomial basis of Xkl1,l2 leads to the following
recursion relations
(6.1) χkl1,l2(z1, z2) = χ
k
l1−1,l2(z1, z2) + z
l1
1 χ
k
l2,k−l1−l2(z1, qz2).
We now write a formula for χkl1,l2(z1, z2). Let the quantities p(m,n, s, z1, z2) (m,n ∈ Z≥0, 0 ≤
s ≤ 5) be given by
pkl1,l2(m,n, 0, z1, z2) = z
km
1 z
kn
2 ,
pkl1,l2(m,n, 1, z1, z2) = z
km+l1
1 z
kn
2 ,
pkl1,l2(m,n, 2, z1, z2) = z
km+l1+l2
1 z
kn+l2
2 ,
pkl1,l2(m,n, 3, z1, z2) = z
km+l1+l2
1 z
kn+l1+l2
2 ,
pkl1,l2(m,n, 4, z1, z2) = z
km+l1
1 z
kn+l1+l2
2 ,
pkl1,l2(m,n, 5, z1, z2) = z
km
1 z
kn+l2
2 .
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Let the quantities a(m,n, s) (m,n ∈ Z≥0, 0 ≤ s ≤ 5) be given by
akl1,l2(m,n, 0) = kQ2(m,n)−ml1 − nl2,
akl1,l2(m,n, 1) = kQ2(m,n) + (m− n)l1 − nl2,
akl1,l2(m,n, 2) = kQ2(m,n) + (m− n)l1 +ml2,
akl1,l2(m,n, 3) = kQ2(m,n) + nl1 +ml2,
akl1,l2(m,n, 4) = kQ2(m,n) + nl1 + (−m+ n)l2,
akl1,l2(m,n, 5) = kQ2(m,n)−ml1 + (−m+ n)l2,
where Q2(m,n) = m
2 + n2 −mn.
Let the quantities d(m,n, s, z1, z2) (m,n ∈ Z≥0, 0 ≤ s ≤ 5) be given by
d(m,n, 0, z1, z2) = (q)n(q)m−n(z1q
2m−n)∞(z
−1
1 q
−2m+n+1)m−n
×(z1z2qm+n)∞(z−11 z−12 q−m−n+1)n(z2q2n−m)m−n(z−12 q−2n+m+1)n,
d(m,n, 1, z1, z2) = (q)n(q)m−n(z1q
2m−n+1)∞(z
−1
1 q
−2m+n)m−n+1
×(z1z2qm+n)∞(z−11 z−12 q−m−n+1)n(z2q2n−m)m−n(z−12 q−2n+m+1)n,
d(m,n, 2, z1, z2) = (q)n(q)m−n(z1q
2m−n+1)∞(z
−1
1 q
−2m+n)m−n
×(z1z2qm+n+1)∞(z−11 z−12 q−m−n)n+1(z2q2n−m)m−n+1(z−12 q−2n+m+1)n,
d(m,n, 3, z1, z2) = (q)n(q)m−n(z1q
2m−n+1)∞(z
−1
1 q
−2m+n)m−n
×(z1z2qm+n+1)∞(z−11 z−12 q−m−n)n+1(z2q2n−m+1)m−n(z−12 q−2n+m)n+1,
d(m,n, 4, z1, z2) = (q)n(q)m−n−1(z1q
2m−n)∞(z
−1
1 q
−2m+n+1)m−n
×(z1z2qm+n+1)∞(z−11 z−12 q−m−n)n+1(z2q2n−m+1)m−n(z−12 q−2n+m)n+1,
d(m,n, 5, z1, z2) = (q)n(q)m−n−1(z1q
2m−n)∞(z
−1
1 q
−2m+n+1)m−n
×(z1z2qm+n)∞(z−11 z−12 q−m−n+1)n(z2q2n−m+1)m−n(z−12 q−2n+m)n+1.
For all integers k, l1, l2, we define
(6.2) (χB)
k
l1,l1+l2(z1, z2) =
∑
m≥n≥0,s=0,...,5
pkl1,l2(m,n, s, z1, z2)q
akl1,l2
(m,n,s)
d(m,n, s, z1, z2)
.
Remark 6.1. We deal with expressions of the form (χB)
k
l1,l1+l2
(qαz1, q
βz2), (χB)
k
l1,l1+l2
(qαz1z2, q
βz−12 )
etc. All these expressions are sums where each term is a ratio of a monomial in z1, z2 and of a
product of factors of the form (1 − zi1zj2qk), where either i ≥ 0, j ≥ 0 or i < 0, j < 0. In the first
case we expand
1
1− zi1zj2qk
=
∞∑
α=0
(zi1z
j
2q
k)α
and in the second case
1
1− zi1zj2qk
= (−z−i1 z−j2 q−k)
∞∑
α=0
(zi1z
j
2q
k)−α.
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Using these expansions we can always rewrite our expressions as formal power series in the variables
z1, z2 whose coefficients are Laurent power series in q.
The following result can be extracted from [FJLMM2]. For completeness we give a proof.
Theorem 6.2. For non-negative integers k, l1, l2 such that l1 + l2 ≤ k, we have
χkl1,l2(z1, z2) = (χB)
k
l1,l2(z1, z2).
Proof. The set of formal power series χkl1,l2(z1, z2) (0 ≤ l1, l2, l1 + l2 ≤ k) are uniquely determined
by
(i) relations (6.1),
(ii) the normalization χkl1,l2(0, 0) = 1,
(iii) the initial condition χk−1,l2(z1, z2) = 0.
All these conditions can be verified for (χB)
k
l1,l2
(z1, z2) by a direct computation. 
6.2. The bosonic formula for the n̂-modules. For all integers k1, k2, l1, l2, l3 we introduce the
formal power series in z1, z2 whose coefficients are Laurent power series in q:
(ϕB)
k1,k2
l1,l2,l3
(z1, z2) =
∑
i≥0
zik22 q
i2k2−il2
(q)i(q2iz2)∞(q−2i+1z
−1
2 )i
(χB)
k1
l3,l1
(qi−1z1z2, q
−2i+1z−12 )(6.3)
+
∑
i≥0
zik2+l22 q
i2k2+il2
(q)i(q2i+1z2)∞(q−2iz
−1
2 )i+1
(χB)
k1
l3,l1
(q−i−1z1, q
2i+1z2),
(ψB)
k1,k2
l1,l2,l3
(z1, z2) =
∑
i≥0
zik22 q
i2k2−il2
(q)i(q2iz2)∞(q−2i+1z
−1
2 )i
(χB)
k1
l1,l3
(q−iz1, q
2iz2)(6.4)
+
∑
i≥0
zik2+l22 q
i2k2+il2
(q)i(q2i+1z2)∞(q−2iz
−1
2 )i+1
(χB)
k1
l1,l3
(qiz1z2, q
−2iz−12 ).
Proposition 6.3. For all integers k1, k2, l1, l2, l3 we have
(ϕB)
k1,k2
l1,l2,l3
(z1, z2) = (ϕB)
k1,k2
l1,l2−1,l3
(z1, z2) + z
l2
2 (ψB)
k1,k2
l3,k2−l2,l1
(q−1z1, qz2),(6.5)
(ψB)
k1,k2
l1,l2,l3
(z1, z2) = (ψB)
k1,k2
l1,l2−1,l3
(z1, z2) + z
l2
2 (ϕB)
k1,k2
l3,k2−l2,l1
(z1, qz2),(6.6)
(ϕB)
k1,k2
l1,l2,l3
(z1, z2) = (ϕB)
k1,k2
l1,l2,l3−1
(z1, z2) + (q
−1z1z2)
l3(ψB)
k1,k2
l1−l3,l2−l3,k1−l3
(z1, z2),(6.7)
(ψB)
k1,k2
l1,l2,l3
(z1, z2) = (ψB)
k1,k2
l1−1,l2,l3
(z1, z2) + z
l1
1 (ϕB)
k1,k2
k1−l1,l1+l2,l3−l1
(qz1, z2).(6.8)
Proof. We prove (6.5). The proof of other formulas is similar.
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We have
(ϕB)
k1,k2
l1,l2,l3
(z1, z2)− zl22 (ψB)k1,k2l3,k2−l2,l1(q−1z1, qz2)
=
∑
i≥0
zik22 q
i2k2−il2
(q)i(q2iz2)∞(q−2i+1z
−1
2 )i
(χB)
k1
l3,l1
(qi−1z1z2, q
−2i+1z−12 )[1− (1− qi)]
+
∑
i≥0
zik2+l22 q
i2k2+il2
(q)i(q2i+1z2)∞(q−2iz
−1
2 )i+1
(χB)
k1
l3,l1
(q−i−1z1, q
2i+1z2)[1− (1− q−iz−12 )]
= (ϕB)
k1,k2
l1,l2−1,l3
(z1, z2).

Theorem 6.4. If (l1, l2, l3) ∈ R˜k1,k2U , then
(ϕB)
k1,k2
l1,l2,l3
(z1, z2) = ϕ
k1,k2
l1,l2,l3
(z1, z2).
If (l1, l2, l3) ∈ Rk1,k2V , then
(ψB)
k1,k2
l1,l2,l3
(z1, z2) = ψ
k1,k2
l1,l2,l3
(z1, z2).
Proof. Consider ϕk1,k2l1,l2,l3(z1, z2) ((l1, l2, l3) ∈ R˜
k1,k2
U ) and ψ
k1,k2
l1,l2,l3
(z1, z2) ((l1, l2, l3) ∈ Rk1,k2V ). They
satisfy recursion relations (3.40)–(3.43).
The series (ϕB)
k1,k2
l1,l2,l3
(z1, z2) ((l1, l2, l3) ∈ R˜k1,k2U ) and (ψB)k1,k2l1,l2,l3(z1, z2) ((l1, l2, l3) ∈ R
k1,k2
V ) satisfy
relations (6.5)–(6.8).
Because of the uniqueness of the solution (see Proposition 5.5) it is enough to check that
1) (ψB)
k1,k2
−1,l2,l3
(z1, z2) = 0,
2) (ψB)
k1,k2
l1,−1,l3
(z1, z2) = 0,
3) (ϕB)
k1,k2
l1,−1,l3
(z1, z2) = 0,
4) (ϕB)
k1,k2
l1,l2,−1
(z1, z2) = 0,
5) (ϕB)
k1,k2
k1,l2,min(k1,l2)
(z1, z2) = (ϕB)
k1,k2
k1,l2,min(k1,l2)+1
(z1, z2),
6) (ψB)
k1,k2
l1,l2,l1+l2
(z1, z2) = (ψB)
k1,k2
l1,l2,l1+l2+1
(z1, z2).
We prove the last formula. The proof of the rest is similar. We need to show that∑
i≥0
zik22 q
i2k2−il2
(q)i(q2iz2)∞(q−2i+1z
−1
2 )i
(χB)
k1
l1,l1+l2
(q−iz1, q
2iz2)
+
∑
i≥0
zik2+l22 q
i2k2+il2
(q)i(q2i+1z2)∞(q−2iz
−1
2 )i+1
(χB)
k1
l1,l1+l2
(qiz1z2, q
−2iz−12 )
=
∑
i≥0
zik22 q
i2k2−il2
(q)i(q2iz2)∞(q−2i+1z
−1
2 )i
(χB)
k1
l1,l1+l2+1
(q−iz1, q
2iz2)
+
∑
i≥0
zik2+l22 q
i2k2+il2
(q)i(q2i+1z2)∞(q−2iz
−1
2 )i+1
(χB)
k1
l1,l1+l2+1
(qiz1z2, q
−2iz−12 ).
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It is sufficient to show that the coefficients of zik22 q
i2k2 for each i are equal:
(6.9) − q−i(l2+2)z−12 (χB)k1l1,l1+l2(q−iz1, q2iz2) + qil2z
l2
2 (χB)
k1
l1,l1+l2
(qiz1z2, q
−2iz−12 )
= −q−i(l2+2)z−12 (χB)k1l1,l1+l2+1(q−iz1, q2iz2) + qil2z
l2
2 (χB)
k1
l1,l1+l2+1
(qiz1z2, q
−2iz−12 ).
Each term in (6.9) has the form
∑
m≥n≥0
∑5
s=0 p
k
l1,l2
(m,n, s, z1, z2)gs(z1, z2, q) where gs are inde-
pendent of k1, l1 and l2.
Equating coefficients of pkl1,l2(m,n, 0, z1, z2) we are led to show
(6.10)
−q−2iqa
k1
l1,l2
(m,n,0)
d(m,n, 0, q−iz1, q2iz2)
+
z2q
a
k1
l1,l2
(m,m−n,5)
d(m,m− n, 5, qiz1z2, q−2iz−12 )
=
−q−2iqa
k1
l1,l2+1
(m,n,0)
d(m,n, 0, q−iz1, q2iz2)
+
z2q
a
k1
l1,l2+1
(m,m−n,5)
d(m,m− n, 5, qiz1z2, q−2iz−12 )
.
Equation (6.10) is equivalent to the equation
d(m,n, 0, q−iz1, q
2iz2)
d(m,m− n, 5, qiz1z2, q−2iz−12 )
=
1− qn
1− z2qn+2i ,
which can be checked by a direct calculation. In a similar way we check that the coefficients of all
monomials pkl1,l2(m,n, s, z1, z2) coincide. The theorem is proved. 
7. Case of k1 = k2 and Toda recursion
In this section we restrict to the case of k1 = k2 = k. If (l1, l2, l3) ∈ Rk,kV , then l3 = l1+ l2, and if
(l1, l2, l3) ∈ Rk,kU , then l3 = l1 + l2 − k. As a result, in (6.3) and (6.4) several terms have the same
dependence on k, l1, l2. In principle, these terms can be summed up. However, a direct summation
is not completely obvious. We use our recursion to obtain the result of the summation, which turns
out to have a factorized form.
Set
Id1,d2(z1, z2) =
(qz−11 z
−1
2 )d1+d2
(q)d1(q)d2(qz
−1
1 )d1(qz
−1
2 )d2(qz
−1
1 z
−1
2 )d1(qz
−1
1 z
−1
2 )d2
.(7.1)
Proposition 7.1. The functions Id1,d2(z1, z2) satisfy the following recurrence relation
(z−11 (q
d1 − 1) + (qd2−d1 − 1) + z2(q−d2 − 1))Id1,d2(z1, z2)
= qd2−d1Id1−1,d2(z1, z2) + z2q
−d2Id1,d2−1(z1, z2).
We call this relation the Toda recursion.
Set further
J¯d1,d2(z1, z2) =
1
(z1)∞(z2)∞(z1z2)∞
Id1,d2(z1, z2).
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Definition 7.2. We define the series Asd1,d2(z1, z2), B
s
d1,d2
(z1, z2) as follows:
Asd1,d2(z1, z2) = J¯d1,d2(w1, w2)f
s(w1, w2),
B0d1,d2(z1, qz2) = (1− z−12 qd1−d2)(−w2)J¯d1,d2(w1, w2),
B1d1,d2(z1, qz2) = (1− z−11 z−12 q−d1)w21w2J¯d1,d2(w1, w2),
B2d1−1,d2−1(z1, qz2) = (1− qd2)(−w1)J¯d1,d2(w1, w2),
B3d1−1,d2−1(z1, qz2) = (1− qd1−d2z−12 )w1w22J¯d1,d2(w1, w2),
B4d1,d2−1(z1, qz2) = (1− q−d1z−11 z−12 )(−w21w22)J¯d1,d2(w1, w2),
B5d1,d2−1(z1, qz2) = (1− qd2)J¯d1,d2(w1, w2),
where w1 = z1q
2d1−d2 , w2 = z2q
2d2−d1 , and
f0(w1, w2) = 1, f
1(w1, w2) = −w1, f2(w1, w2) = w21w2,
f3(w1, w2) = −w21w22, f4(w1, w2) = w1w22, f5(w1, w2) = −w2.
In this section we prove the following theorem.
Theorem 7.3. We have
(7.2)
ψk,kl1,l2,l1+l2(z1, z2) =
∑
d1,d2≥0
zkd11 z
kd2
2 q
k(d21+d
2
2−d1d2)
×
(
q−l1d1−l2d2A0d1,d2(z1, z2) + z
l1
1 q
l1(d1−d2)−l2d2A1d1,d2(z1, z2) + z
l1+l2
1 z
l2
2 q
l1(d1−d2)+l2d1A2d1,d2(z1, z2)
+(z1z2)
l1+l2ql1d2+l2d1A3d1,d2(z1, z2) + z
l1
1 z
l1+l2
2 q
l2(d2−d1)+l1d2A4d1,d2(z1, z2)
+zl22 q
−l1d1−l2(d1−d2)A5d1,d2(z1, z2)
)
and
(7.3)
ϕk,kl1,l2,l1+l2−k(z1, z2) =
∑
d1,d2≥0
zkd11 z
kd2
2 q
k(d21+d
2
2−d1d2)
×
(
q−l1d1−l2d2B0d1,d2(z1, z2) + z
l1
1 q
l1(d1−d2)−l2d2B1d1,d2(z1, z2) + z
l1+l2
1 z
l2
2 q
l1(d1−d2)+l2d1B2d1,d2(z1, z2)
+(z1z2)
l1+l2ql1d2+l2d1B3d1,d2(z1, z2) + z
l1
1 z
l1+l2
2 q
l2(d2−d1)+l1d2B4d1,d2(z1, z2)
+zl22 q
−l1d1−l2(d1−d2)B5d1,d2(z1, z2)
)
.
The strategy of the proof is as follows. We show that the right hand sides of (7.2) and (7.3)
satisfy the recursion relations provided certain relations for Asd1,d2 and B
s
d1,d2
are satisfied. We
prove that these relations hold for Asd1,d2 , B
s
d1,d2
of the form given in Definition 7.2. This proves
Theorem 7.3 because of the uniqueness of the solution of the recursion relations (Proposition 5.6).
Substituting (7.2) and (7.3) into the recursion relations, one can easily verify the following three
Lemmas.
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Lemma 7.4. The relations
(1− qd2)A0d1,d2(z1, z2) = B5d1,d2−1(z1, qz2),
(1− qd2)A1d1,d2(z1, z2) = B2d1−1,d2−1(z1, qz2),
(1− q−d1z−11 z−12 )A2d1,d2(z1, z2) = B1d1,d2(z1, qz2),
(1− q−d1z−11 z−12 )A3d1,d2(z1, z2) = B4d1,d2−1(z1, qz2),
(1− qd1−d2z−12 )A4d1,d2(z1, z2) = B3d1−1,d2−1(z1, qz2),
(1− qd1−d2z−12 )A5d1,d2(z1, z2) = B0d1,d2(z1, qz2)
imply the recursion
(7.4) ψk,kl1,l2,l1+l2(z1, z2) = ψ
k,k
l1,l2−1,l1+l2−1
(z1, z2) + z
l2
2 ϕ
k,k
l1+l2,k−l2,l1
(z1, qz2).
Lemma 7.5. The relations
(1− qd1)A0d1,d2(z1, z2) = B1d1−1,d2(qz1, z2),
(1− qd2−d1z−11 )A1d1,d2(z1, z2) = B0d1,d2(qz1, z2),
(1− qd2−d1z−11 )A2d1,d2(z1, z2) = B3d1−1,d2−1(qz1, z2),
(1− q−d2z−11 z−12 )A3d1,d2(z1, z2) = B2d1−1,d2(qz1, z2),
(1− q−d2z−11 z−12 )A4d1,d2(z1, z2) = B5d1,d2(qz1, z2),
(1− qd1)A5d1,d2(z1, z2) = B4d1−1,d2−1(qz1, z2)
imply the recursion
(7.5) ψk,kl1,l2,l1+l2(z1, z2) = ψ
k,k
l1−1,l2,l1+l2−1
(z1, z2) + z
l1
1 ϕ
k,k
k−l1,l1+l2,l2
(qz1, z2).
Lemma 7.6. The relations
(1− qd2)B0d1,d2(z1, z2) = z−11 z−12 q−d1+1A3d1−1,d2−1(z1, z2) +A5d1,d2−1(q−1z1, qz2),
(1− qd2)B1d1,d2(z1, z2) = z−12 qd1−d2+1A4d1,d2−1(z1, z2) +A2d1,d2−1(q−1z1, qz2),
(1− q−d1z−11 z−12 )B2d1,d2(z1, z2) = z−12 qd1−d2+1A5d1+1,d2(z1, z2) +A1d1+1,d2(q−1z1, qz2),
(1− q−d1z−11 z−12 )B3d1,d2(z1, z2) = qd2+1A0d1+1,d2+1(z1, z2) +A4d1+1,d2(q−1z1, qz2),
(1− qd1−d2z−12 )B4d1,d2(z1, z2) = qd2+1A1d1,d2+1(z1, z2) +A3d1,d2(q−1z1, qz2),
(1− qd1−d2z−12 )B5d1,d2(z1, z2) = z−11 z−12 q−d1+1A2d1−1,d2(z1, z2) +A0d1,d2(q−1z1, qz2)
imply the 3-term relation
(7.6) ϕk,kl1,l2,l1+l2−k(z1, z2) = ϕ
k,k
l1,l2−1,l1+l2−k−1
(z1, z2)+
zl22 ψ
k,k
l1+l2−k,k−l2,l1
(q−1z1, qz2)+
(q−1z1z2)
l1+l2−kψk,kk−l2,k−l1−1,2k−l1−l2−1(z1, z2).
Proposition 7.7. The series Asd1,d2 , B
s
d1,d2
satisfy all relations from Lemmas 7.4, 7.5, 7.6.
Proof. The proposition is proved by a direct calculation. 
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Proof of Theorem 7.3. Theorem 7.3 follows from Lemmas 7.4–7.6, Proposition 7.7 and Proposi-
tion 5.6. 
Recall that ψk,k0,0,0(z1, z2) is equal to the character of the principal subspace V
k of the level k
vacuum ŝl3 module. In this case, one can further sum the six terms in (7.3) to obtain the following
corollary:
Corollary 7.8.
(7.7) chV k =
∑
d1,d2≥0
zkd11 z
kd2
2 q
k(d21+d
2
2−d1d2)Jd1,d2(z1q
2d1−d2 , z2q
2d2−d1),
where Jd1,d2(z1, z2) = J¯d1,d2(z1, z2)(1− z1)(1− z2)(1− z1z2).
Corollary 7.9. The functions Id1,d2(z1, z2) satisfy the following relations:
(7.8) Id1,d2(z1, z2) =
d1∑
n1=0
d2∑
n2=0
z−n11 z
−n2
2 q
n21+n
2
2−n1n2
(q)d1−n1(q)d2−n2
In1,n2(z1, z2).
Proof. We recall the fermionic formula for the character of V k:
chV k =
∑
n1,...,nk≥0
m1,...,mk≥0
z
P
ini
1 z
P
imi
2 q
Pk
i,j=1min(i,j)(ninj−minj+mimj)
(q)n1 . . . (q)nk(q)m1 . . . (q)mk
.
Summing up all terms with the fixed values of nk and mk we obtain the relation
(7.9) chV k =
∑
n,m≥0
zkn1 z
km
2 q
k(n2+m2−mn)
(q)n(q)m
chV k−1(q2n−mz1, q
2m−nz2).
Substituting (7.7) into (7.9) we obtain (7.8). 
Corollary 7.10. The function Id1,d2(z1, z2) is given by the fermionic formula
Id1,d2(z1, z2) =
∑
{mi}i>0,{ni}i>0
z
−
P
i>0 ni
1 z
−
P
i>0 mi
2 q
P
i>0(n
2
i+m
2
i−nimi)
(q)d1−n1(q)n1−n2 . . . (q)d2−m1(q)m1−m2 . . .
,
where the sum is over all sequences {mi}i>0, {ni}i>0 satisfying mi, ni ∈ Z≥0 and d1 ≥ n1 ≥ n2 ≥
· · · , d2 ≥ m1 ≥ m2 ≥ · · · , and mi = ni = 0 for almost all i.
Proposition 7.11. We have Id1,d2(z1, z2) =
∑min(d1,d2)
n=0 Id1,d2,n(z1, z2), where
Id1,d2,n(z1, z2) =
1
(q)d1−n(q)d2−n(q)n
(7.10)
× (qz2)∞
(qz−11 )d1−n(qz
−1
1 z
−1
2 )n(q
d1−2n+1z2)∞(q−d1+2n+1z
−1
2 )d2−n(qz2)d1−n(qz
−1
2 )n
.
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Proof. Using the equality ψk,k0,0,0(z1, z2) = chV
k and formula (6.4) we obtain
(7.11) chV k =
∑
i≥0
zik2 q
i2k
(q)i(q2iz2)∞(q−2i+1z
−1
2 )i
(χB)
k
0,0(q
−iz1, q
2iz2)
+
∑
i≥0
zik2 q
i2k
(q)i(q2i+1z2)∞(q−2iz
−1
2 )i+1
(χB)
k
0,0(q
iz1z2, q
−2iz−12 ).
Recall formula (6.2). Because of the equalities
pk0,0(m,n, s, z1, z2) = z
km
1 z
kn
2 , a
k
0,0(m,n, s) = k(m
2 + n2 −mn),
the right hand side of (7.11) can be rewritten as
∑
d1,d2≥0
zkd11 z
kd2
2 q
k(d21+d
2
2−d1d2)
min(d1,d2)∑
n=0
Jd1,d2,n(z1q
2d1−d2 , z2q
2d2−d1),
where Jd1,d2,n(z1, z2) =
1
(qz1)∞(qz2)∞(qz1z2)∞
Id1,d2,n(z1, z2). Now the proposition follows from Corol-
lary 7.8. 
8. Whittaker vector and the character of the vacuum module
8.1. The quantum group Uv(sl3). Let Uv(sl3) be the quantum group associated to sl3. The
quantum group Uv(sl3) is an associative algebra over the field of rational functions C(v) in formal
variable v with generators K±1, Ei, Fi, i = 1, 2, satisfying the standard commutation relations:
KiK
−1
i = 1, KiKj = KjKi,
KiEi = v
2EiKi, KiFi = v
−2FiKi, KiEj = v
−1EjKi, KiFj = vFjKi,
EiFi − FiEi = Ki −K
−1
i
v − v−1 , EiFj = FjEi,
E2i Ej − (v + v−1)EiEjEi +EjE2i = 0, F 2i Fj − (v + v−1)FiFjFi + FjF 2i = 0
for all i, j = 1, 2, i 6= j.
We extend the algebra Uv(sl3) by the operators K
±1/3
i in the obvious way and use the same
notation Uv(sl3) for the resulting algebra.
Let Z ∈ Uv(sl3) be the quadratic Casimir operator given by:
Z = v−2K
−4/3
1 K
−2/3
2 +K
2/3
1 K
−2/3
2 + v
2K
2/3
1 K
4/3
2
+(v − v−1)2(v−1F1E1K−1/31 K−2/32 + vF2E2K2/31 K1/32 + v−1F13E13K−1/31 K1/32 ),
where F13 = F2F1 − vF1F2 and E13 = E1E2 − vE2E1.
Lemma 8.1. The element Z is in the center of Uv(sl3).
Proof. The lemma is proved by a direct calculation. 
We have an anti-isomorphism of C(v)-algebras τ given by:
τ : Uv(sl3)→ Uv(sl3), Ei 7→ Fi, Fi 7→ Ei, Ki 7→ Ki.
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We have an isomorphism of C(v)-algebras ν given by:
ν : Uv(sl3)→ Uv(sl3), Ei 7→ E3−i, Fi 7→ F3−i, Ki 7→ K3−i.
We also consider the quantum group Uv−1(sl3) with parameter v
−1. Denote the generators of
Uv−1(sl3) by E¯i, F¯i, K¯i.
We have an isomorphism of C(v)-algebras σ given by:
σ : Uv(sl3)→ Uv−1(sl3), Ei 7→ E¯i, Fi 7→ F¯i, Ki 7→ K¯−1i .
Clearly, all these maps commute: τ ◦ σ = σ ◦ τ , τ ◦ ν = ν ◦ τ , ν ◦ σ = σ ◦ ν.
8.2. Verma modules. Let λ1, λ2 be formal variables. Set λ3 = −λ1 − λ2.
Let C(v, vλ1 , vλ2) be the field of rational functions in formal variables v, vλ1 , vλ2 . Let R be the
ring spanned by all elements of the form
√
g, where g ∈ C(v, vλ1 , vλ2) , with the obvious operations
of addition and multiplication. In what follows, we consider the quantum groups with the extended
coefficient ring: Uv(sl3)⊗C(v) R, Uv−1(sl3)⊗C(v) R. We use the same notation Uv(sl3), Uv−1(sl3) for
the extended algebras.
Let Vv be the Uv(sl3)-module generated by the highest weight vector w with the defining relations:
K1w = v
λ1−λ2w, K2w = v
λ2−λ3w, E1w = 0, E2w = 0.
Similarly, let Vv−1 be the Uv−1(sl3)-module generated by the highest weight vector w¯ with the
defining relations:
K¯1w¯ = v
λ2−λ1w¯, K¯2w¯ = v
λ3−λ2w¯, E¯1w = 0, E¯2w = 0.
We call Vv and Vv−1 the Verma modules over Uv(sl3) and Uv−1(sl3), respectively.
We denote by Vv(d1, d2) ⊂ Vv and by Vv−1(d1, d2) ⊂ Vv−1 the weight subspaces:
Vv(d1, d2) = {w1 ∈ Vv | K1w1 = vλ1−λ2−2d1+d2w1, K2w1 = vλ2−λ3−2d2+d1w1},
Vv−1(d1, d2) = {w¯2 ∈ Vv−1 | K¯1w¯2 = vλ2−λ1+2d1−d2w¯2, K¯2w¯2 = vλ3−λ2+2d2−d1w¯2}.
We have Vv = ⊕∞d1,d2=0Vv(d1, d2), Vv−1 = ⊕∞d1,d2=0Vv−1(d1, d2).
Lemma 8.2. There exists a unique non-degenerate R-bilinear pairing ( , ) : Vv ⊗ Vv−1 → R such
that (w, w¯) = 1 and
(gw1, w¯2) = (w1, (σ ◦ τ)(g)w¯2),
for any w1 ∈ Vv, w¯2 ∈ Vv−1 , g ∈ Uv(sl3).
Proof. The proof is standard. 
In what follows, we use the following notation:
[a] =
va − v−a
v − v−1 , [a]! =
a∏
i=1
[i], [a]b =
b−1∏
i=0
[a+ i].
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The Verma module Vv has the Gelfand-Tsetlin basis {md1,d2,n | d1, d2, n ∈ Z≥0, n ≤ min(d1, d2)}
(see [J]). In this basis the action of the Uv(sl3) is given by:
K1md1,d2,n = v
λ1−λ2−2d1+d2md1,d2,n, K2md1,d2,n = v
λ2−λ3−2d2+d1md1,d2,n,
E1md1,d2,n =
√
b1(d1, d2, n)md1−1,d2,n−1 +
√
b2(d1, d2, n)md1−1,d2,n,
F1md1,d2,n =
√
b1(d1 + 1, d2, n+ 1)md1+1,d2,n+1 +
√
b2(d1 + 1, d2, n)md1+1,d2,n,
E2md1,d2,n =
√
a(d1, d2, n)md1,d2−1,n, F2md1,d2,n =
√
a(d1, d2 + 1, n)md1,d2+1,n,
where
a(d1, d2, n) = [d2 − n][λ2 − λ3 + d1 − d2 − n+ 1],
b1(d1, d2, n) =
[d2 − n+ 1][n][λ2 − λ3 − n+ 1][λ1 − λ3 − n+ 2]
[λ2 − λ3 + d1 − 2n+ 1][λ2 − λ3 + d1 − 2n+ 2] ,
b2(d1, d2, n) =
[d1 − n][λ2 − λ3 + d1 − d2 − n][λ2 − λ3 + d1 − n+ 1]
[λ2 − λ3 + d1 − 2n][λ2 − λ3 + d1 − 2n+ 1]
× [λ1 − λ2 − d1 + n+ 1]
1
.
Remark 8.3. Our formulas are identified with the formulas in [J] as follows. Let the vector
m(d1, d2, n) correspond to the Gelfand-Tsetlin pattern in [J] given by:−λ3 −λ2 −λ1−λ3 − n −λ2 − d1 + n
−λ3 − d2

Then the action of g ∈ Uv(sl3) in our paper is given by formulas for the action of ν(g) in [J].
Similarly, we have a Gelfand-Tsetlin basis of the Verma module Vv−1 ,
{m¯d1,d2,n | d1, d2, n ∈ Z≥0, n ≤ min(d1, d2)}.
Lemma 8.4. We have
(md1,d2,n, m¯d′1,d′2,n′) = δd1,d′1δd2,d′2δn,n′ .
Proof. The Shapovalov form on Vv is the unique non-degenerate symmetric bilinear form such that
the length of the highest weight vector w is 1 and every g ∈ Uv(sl3) is dual to τ(g). According
to [J], the Gelfand-Tsetlin basis is orthonormal with respect to the Shapovalov form in Vv . The
lemma follows. 
8.3. Whittaker vectors. We call a series ω =
∑∞
d1,d2=0
ωd1,d2 , ωd1,d2 ∈ Vv(d1, d2), the Whittaker
vector if ω0,0 = 1 and
E1K
−1
1 ωd1,d2 =
1
1− v2ωd1−1,d2 , E2ωd1,d2 =
1
1− v2ωd1,d2−1.
We call a series ω¯ =
∑∞
d1,d2=0
ω¯d1,d2 , ω¯d1,d2 ∈ Vv−1(d1, d2), the dual Whittaker vector if ω¯0,0 = 1
and
E¯1ω¯d1,d2 =
v
1− v−2 ω¯d1−1,d2 , E¯2K¯2ω¯d1,d2 =
v
1− v−2 ω¯d1,d2−1.
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Remark 8.5. Because of the quantum Serre relations, there are no non-zero vectors invariant under
the action of E1 and E2 (except for the multiples of the highest weight vector w). The operators
e1 = E1K
−1
1 and e2 = E2 satisfy
e21e2 − (1 + v2)e1e2e1 + v2e2e21 = 0, e22e1 − (1 + v−2)e2e1e2 + v−2e1e22 = 0,
which does not prohibit the existence of non-trivial Whittaker vectors.
Let r(d1, d2, n) and s(d1, d2) be given by the formulas:
r(d1, d2, n) = (λ3 − λ2 − d1 − 1)n + n2 + (λ2 − λ1 + 1)d1 + d21,
s(d1, d2) = −d21 − d22 + d1d2 + (λ1 − λ2)d1 + (λ2 − λ3)d2.
Let c(d1, d2, n) be given by the formula:
c(d1, d2, n) =
1
[d1 − n]![d2 − n]![n]!
× [λ2 − λ3 + 2]∞
[λ1 − λ2 − d1 + n+ 1]d1−n[λ1 − λ3 − n+ 2]n[λ2 − λ3 + 2]d1−n
× 1
[λ2 − λ3 + d1 − d2 − n+ 1]d2−n[λ2 − λ3 + d1 − 2n + 2]∞[λ2 − λ3 − n+ 1]n
.
Note that c(d1, d2, n) is a rational function in v, v
λ1 , vλ2 , which is invariant under the change
v 7→ v−1, vλ1 7→ v−λ1 , vλ2 7→ v−λ2 .
Set
ωd1,d2,n =
1
(1− v2)d1+d2 v
r(d1,d2,n)
√
c(d1, d2, n) md1,d2,n,
ω¯d1,d2,n =
1
(1− v−2)d1+d2 v
−r(d1,d2,n)+s(d1,d2)
√
c(d1, d2, n) m¯d1,d2,n.
Theorem 8.6. The Whittaker vector ω and the dual Whittaker vector ω¯ exist, are unique and are
given by the formula:
ωd1,d2 =
min(d1,d2)∑
n=0
ωd1,d2,n, ω¯d1,d2 =
min(d1,d2)∑
n=0
ω¯d1,d2,n.
Proof. The theorem is proved by a direct calculation. 
8.4. Toda recursion. In this section we describe a relation between the Whittaker vectors, the
Toda recursion and the characters of nˆ-modules. Such relations hold with the following identifica-
tion:
q = v2, z1 = q
λ1−λ2+1, z2 = q
λ2−λ3+1,
which we always assume in this section.
The following lemma can be extracted from [E].
Lemma 8.7. The functions (ωd1,d2 , ω¯d1,d2) satisfy the Toda recursion given in Proposition 7.1.
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Proof. The Casimir operator Z ∈ Uv(sl3) acts in the cyclic module Vv by a constant which is readily
computed on the highest weight vector. Therefore, we have
(Zωd1,d2 , ω¯d1,d2) = (q
−λ1−1 + q−λ2 + q−λ3+1)(ωd1,d2 , ω¯d1,d2).
On the other hand,
(Zωd1,d2 , ω¯d1,d2) = ((v
−2K
−4/3
1 K
−2/3
2 +K
2/3
1 K
−2/3
2 + v
2K
2/3
1 K
4/3
2 )ωd1,d2 , ω¯d1,d2)
+(v − v−1)2
(
v−1(E1K
−1/3
1 K
−2/3
2 ωd1,d2 , E¯1ω¯d1,d2) + v(E2K
2/3
1 K
1/3
2 ωd1,d2 , E¯2ω¯d1,d2)
)
= (q−λ1+d1−1 + q−λ2−d1+d2 + q−λ3−d2+1)(ωd1,d2 , ω¯d1,d2)
−q−λ2−d1+d2(ωd1−1,d2 , ω¯d1−1,d2)− q−λ3−d2+1(ωd1,d2−1, ω¯d1,d2−1).
In this computation we used E¯13ω¯d1,d2 = 0.
The lemma follows. 
Corollary 8.8. We have Id1,d2(z1, z2) = (ωd1,d2 , ω¯d1,d2), where Id1,d2(z1, z2) is given by (7.1).
Proof. The corollary follows from the uniqueness of the solution of the Toda recursion, Lemma 8.7
and (7.1). 
Recall the functions Id1,d2,n(z1, z2) given by (7.10). The following theorem explains the meaning
of these functions from the point of view of Whittaker vectors.
Theorem 8.9. We have
Id1,d2,n(z1, z2) = (ωd1,d2,n, ω¯d1,d2,n).
Proof. It is easy to see from the explicit formulas that there exist integers r(d1, d2, n) such that
vr(d1,d2,n)
√
Id1,d2,n(z1, z2) md1,d2,n = ωd1,d2,n.
Let I¯d1,d2,n(z1, z2) be obtained from Id1,d2,n(z1, z2) by the change v 7→ v−1, vλ1 7→ v−λ1 , vλ2 7→ v−λ2 .
Then we have
v−r(d1,d2,n)+s(d1,d2)
√
I¯d1,d2,n(z1, z2) m¯d1,d2,n = ω¯d1,d2,n.
It is also easy to check explicitly that
vs(d1,d2)
√
I¯d1,d2,n(z1, z2) =
√
Id1,d2,n(z1, z2).
The theorem follows. 
Remark 8.10. In fact, we guessed the formulas for the Whittaker vectors in Theorem 8.6 expecting
that Theorem 8.9 is true.
We recover the result of Proposition 7.11.
Corollary 8.11. We have Id1,d2(z1, z2) =
∑min(d1,d2)
n=0 Id1,d2,n(z1, z2).
Remark 8.12. In [IS] the classical limit (corresponding to v → 1) of the function Id1,d2(z1, z2) is
written as a sum of min(d1, d2) factorized terms. The classical limits of our terms differ from the
terms in [IS].
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