Abstract. A mathematical model of potential spreading along neuron dendrites is proposed to describe the synaptic transmissions in the so-called cerebellar granule cells, which consist of a nearly spherical soma emitting a finite number of dendrites. The model accounts for the nonlinear dependence of the NMDA receptors, located at the virtual ends of any dendrite, upon the voltage. The corresponding initialboundary value problem is formulated in the framework of Sobolev spaces. Existence and uniqueness of a weak solution are proved along with regularity results ensuring that the solution is classical.
1. Introduction. In the physiological study of synaptic transmissions between neurons, two interesting facts were experimentally observed. The first one regards the existence of some central neurons, named cerebellar granule cells, consisting of a nearly spherical soma which emits four dendrites on the average (see, e.g., [9, 10] ). Each dendrite receives at its virtual end one excitatory synapse, which is therefore located far away from the somatic recording site. Secondly, the synapses express one class of receptors, the so-called NMDA receptors, whose dependence on voltage is nonlinear (cf., e.g., [8, 7, 1, 4] ) and which can then interact with membrane potential in the living neurons.
Then it becomes important to simulate and predict the interactions between voltage changes originating from one or more synaptic inputs and the synaptic receptors located on the other dendrites. To this concern we refer to [3] , where a mathematical model of potential spreading along dendrites, assuming linear boundary conditions, is proposed and identified with respect to experimental situations. In this paper we are interested in analysing and solving the related mathematical problem in the general case of nonlinear relationships between potentials and currents at the synaptic receptors (as stated in, e.g., [1, 4] ).
Usually two experimental situations are distinguished, according to whether the membrane potential or the membrane current is fixed in the soma (allowing the related current or potential to change). These conditions are known as voltage-clamp and current-clamp, respectively, and can be experimentally obtained by the patch-clamp whole-cell recording technique applied to cerebellar slices (see [4] ). Here we study the mathematical problem related to the latter situation, i.e., current-clamp, while the results concerning the former can easily be recovered by our analysis.
Referring to [3, 2, 11] for more details and precise dimensions of data and variables, let us just introduce the basic equations and conditions of the model. Let N > 1 be the number of dendrites connected to the same soma, and let /■ be the length of the dendrite denoted by the index i, for i = I, , N. Following [11] , we regard any dendrite as a one-dimensional continuum reduced to an interval [0, /.], where the (common) point x = 0 yields the soma position and x = /■ represents the (free) synaptic end. Taking an arbitrary time T > 0 and letting U-: ]0, /.[ x ]0, T[-* R, i = 1, ... , N, be the dendritic potentials, the voltage transmission in the dendrite i is described by the following well-known cable equation (see, e.g., [2, 11, 3] ):
where dt, dxx denote the partial derivative with respect to the variable t e ]0, T[ and the second derivative with respect to x e ]0, /([, respectively. Besides xj, A., i = I, , N, represent positive constants depending on the physical properties of the neuronal membrane and (possibly) assuming different values according to the corresponding dendrite. Then Eq. (1.1) yields a system of N linear parabolic equations which will be coupled with suitable initial and boundary conditions. As initial conditions we take
where the rest potentials u jQ, i -I, , N, are experimentally determined. Next, as all dendrites are attached to the soma, the following N -1 boundary conditions have to be satisfied:
By considering the current-clamp condition, the current intensity in the soma is pre-
Here al., / = 1, ... , N, are known positive constants related to the conductance of the dendrites and the operator -dx stands for the outward normal derivatives on the first ends (always corresponding to x = 0) of the boundaries. Then it remains to state conditions on the other ends that have to account for the NMDA receptors activation during synaptic inputs. According to [8, 7, 1, 4] , we assume nonlinear relationships between the current and the applied voltage
where gt: R -» R, i = 1, ... , N, are given continuous functions, experimentally obtained in the voltage-clamp situation. Referring to [4, Fig. 3, p . 469] for various graphs proposed for these functions, let us describe some properties of gi. The behaviour in a neighbourhood of -oo may be of two different types: either -co / g,-(£) or 0 \ gjtfj) as £, \ -oo. In the former case gl increases until a relative maximum, then it exhibits a local minimum and goes to +oo as £ f +oo. Otherwise, gt has an absolute minimum, where it takes a negative value, and g;(£) /" +oo as £ S +oc. Both cases are considered in our analysis, where we just assume that (if g. is differentiable) the derivative g-is bounded from below by a real number (actually our assumption (H4) is weaker, see Remark 2.1).
As a first step toward the validation of the model, in this paper we prove an existence and uniqueness result for the problem (1.1)-(1.5) in the framework of Hilbert spaces. In order to show the existence of a solution, we introduce a time discretization of the problem and find a unique discrete solution by solving suitable nonlinear equations with the help of monotonicity arguments. Then we state some a priori estimates and pass to the limit by applying compactness methods to deal with the nonlinearities. Uniqueness is deduced by contradiction. Moreover, the regularity of the solution is discussed. For a numerical analysis, which applies our time discretization procedure and uses a spectral method in space, we refer to [5] , Numerical tests reproducing experimental conditions and comparison results are reported in [3] .
As already mentioned, the problem (1.1)-(1.5) reproduces the current-clamp experimental condition. If one wants to describe the voltage-clamp situation, the only differences consist in removing the boundary condition (1.4) and prescribing the potential value in the soma, that is, m,(0, t) = ••• = w"(0, t) = n(t), <e]0,71 (1.6)
Then it is a standard matter to see that the related problem (1.1)-(1.2) and (1.5)-(1.6) consists of N independent problems which are easily solvable once the mathematical study of (1.1)-(1.5) has been performed. Thus here we will not consider the voltageclamp problem: actually, the same techniques can be used and the analysis turns out to be simpler.
The outline of the paper is the following. A variational formulation of the problem (1.1)-(1.5) is presented in the next section along with our main result. In Sec. 3 we show that there exists at most one solution. Section 4 is devoted to the approximation of the problem: a backward finite differences scheme is used. In Sec. 5 we deduce the a priori estimates, and in Sec. 6 we pass to the limit by the arguments outlined above. Finally, Sec. 7 contains some remarks about regularity of the solution and possible extensions of our results.
2. Variational formulation and main result. In this section we shall introduce a weak formulation of the problem (1.1)-(1.5) and state our existence and uniqueness theorem. To this aim, we consider the following function spaces: (v, w) :
It is a standard matter to check that H and V are Hilbert spaces endowed with the scalar products defined above and the corresponding norms. Also, by identifying H with its dual space, it follows easily (cf., e.g., [6] for analogous procedures) that VcHcV with dense and continuous injections. Next, let us just remark that
so that (see also the definition (2.3)) for a.e. t e [0, T] the term of Eq. (2.4) yields a linear and continuous operator on V.
Before stating the variational formulation of the problem, we list our assumptions on the data. Let hold for i = I, , N. Then it is easy to see that, owing to (H3) and (2.7), in the equality (2.4) also the term Yl'iLi > •))W,C1) makes sense. Remark 2.1. Note that (H4) is a classical one-sided Lipschitz condition. It is equivalent to requiring that the sum of gt with a large multiple of the identity be monotone. In addition, if the function g( is differentiate in some point £ € R, then (H4) entails > -di. On the other hand, let us point out that a wide class of functions, including the nonlinear relationships between current and voltage fitting the experimental data (see, e.g., [1, 4] ), satisfy the assumptions (H3)-(H4): regarding monotonicity and behaviour at infinity, several different cases can be considered.
Finally, taking into account (2.5)-(2.6), a precise variational formulation of the problem (1.1)-(1.5) reads as follows. Problem (P). Find u = (w,, ... , uN) e H1 (0, T; H) n L2(0, T;\) satisfying
Here is our main result. 3. Uniqueness. Here we will prove that Problem (P) has at most one solution. First, let us prepare a simple result. Then (3.1) follows from a well-known estimate applied to the second term of the right-hand side. We can take, for instance, C = max{ I, l/l{, ... , l/lN} . Now assume by contradiction that there exist two different solutions u and u of Problem (P) and set u = u -u. We take the difference of Eqs. (2.9) corresponding to u and u, respectively, and then choose v = u and integrate in time accounting for the initial conditions (2. Jo Jo Hence, by applying the Gronwall lemma, we conclude that u = u -u = 0, that is a contradiction.
Remark 3.1. Concerning the assumptions on the data of Problem (P), let us point out that (H4) is the only hypothesis we have considered in proving uniqueness.
4. Approximation. In this section we approximate Problem (P) by using an implicit time discretization procedure. Therefore, let M be an arbitrary positive integer and let h := T jM denote the time step in our backward finite differences scheme. Setting Proof. Letting the notation of the previous lemma hold, we set bt := dxv^(0) for i -I, ... , N. Note that these values are independent of a. Hence, owing to Eqs. We are going to prove that this equation has a unique solution for the functions c,■: R -> R, i = I,, N, are all continuous, strictly decreasing, and such that Cj(ct) -> Too as a -► ±00. Now, the continuity of c( follows easily from the continuity and monotonicity properties of the function Fj \ indeed (see (4.19)) it suffices to argue as in the proof of the well-known implicit function theorem. In order to prove the other assertions, first we assume that the quantities mi, defined by (4.16), satisfy mi tanh(w;/;) > d■ for i = 1, ... , N. for any a, P e R with a > P. Finally, thanks to (4.24), it is easy to see that c((a) -> =foo as a -> ±oo , and the lemma is completely proved. Thus, by means of the previous two lemmata (cf. in particular (4.22) and (4.16)), we get the following result. Moreover, hx depends only on t(, A,, /,, rf,, / = 1, ... , N.
Proof. We first deduce an auxiliary estimate which will be useful for deriving (5.5). By choosing v = in Eq. 
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We are going to estimate the terms 5 and S . Setting G^i) := ^g^dr] for any <!; € R, it is not difficult to verify that (H4) implies G^)>gim-d^/2 V£ € R. (5.14)
Hence, on account of (5.1), (5.3), and (3.3), it is easy to see that Since we want to apply a compactnesses result in taking the limit as h \ 0, we need to consider approximating sufficiently smooth functions. Then let us conclude the present section by defining 6. Passage to the limit. Here, by taking the limit in Problem (PA) as h goes to 0, we shall show that Problem (P) has at least one solution, so that (cf. Sec. 3) Theorem 2.1 will be completely proved.
In order to pass to the limit in Eqs. as h \ 0, for / = 1, ... , N. Finally, with the help of (5.4), (6.1), (6.8), (6.9), and (6.11) , it is a standard matter to check that u = {u{, ... , uN) solves Eq. (2.9).
Remark 6.1. Since any weak limit point of {u } must coincide with the unique (cf. Sec. 3) solution u of Problem (P), the convergences (6.3)-(6.6) and (6.8), (6.9) hold for the whole sequences. Also, assuming the functions gx, ... , gN are locally Lipschitz continuous in R, it is not difficult to find a constant C9 , independent of h, such that II™ ~ Ullc°([0>r];H)nL2(0,r;V) -^9^ ■ (6-12) Indeed, it suffices to take the dilference between Eqs. (5 4) and (2.9), choose v = u -u, and integrate in time accounting for Eqs. (5.3) and (2.8) (see Sec. 3 for an analogous procedure). Then the right-hand side can be estimated making use of (6.7), (H4), (3.1), and (6.2). However, error estimates similar to (6.12) (but accounting for the space collocation too) and details of the numerical approximation can be found in [5] , Remark 6.2. By removing the term (<9(u, v) from Eq. (2.9), the reduced variational equality corresponds to the steady-state problem related to (P). Concerning this problem, by the arguments of Sec. 4 it is not difficult to see that the conditions (H3), (H4) are not sufficient to guarantee existence and/or uniqueness of a solution: indeed, it suffices to choose g;(£) = A£ + Bt for arbitrary At, Bi e R to obtain a variety of examples. Even requiring further assumptions related to the behaviour of experimental functions gi (see Sec. 1), it is no longer clear whether the steady-state problem has a unique solution (actually, it is easy to check that nonuniqueness may occur in the simpler voltage-clamp case). to verify that
