Using the age-and sex-specific data of 14 developed countries, we compare the point and interval forecast accuracy and bias of ten principal component methods for forecasting mortality rates and life expectancy. The ten methods are variants and extensions of the Lee-Carter method. Based on one-step forecast errors, the weighted HyndmanUllah method provides the most accurate point forecasts of mortality rates and the LeeMiller method is the least biased. For the accuracy and bias of life expectancy, the weighted Hyndman-Ullah method performs the best for female mortality and the LeeMiller method for male mortality. While all methods underestimate variability in mortality rates, the more complex Hyndman-Ullah methods are more accurate than the simpler methods. The weighted Hyndman-Ullah method provides the most accurate interval forecasts for mortality rates, while the robust Hyndman-Ullah method provides the best interval forecast accuracy for life expectancy. 
Introduction
In recent years, the rapid ageing of the population has been a growing concern for governments and societies. In many developed countries, the concerns are concentrated on the sustainability of pensions and health and aged care systems, especially given increased longevity. This has resulted in a surge of interest among government policy makers and planners in accurately modeling and forecasting age-specific mortality rates. Any improvements in the forecast accuracy of mortality rates would be beneficial for policy decisions regarding the allocation of current and future resources. In particular, future mortality rates are of great interest to the insurance and pension industries. Several authors have proposed new approaches for forecasting mortality rates and life expectancy using statistical modeling (see Booth 2006; Booth and Tickle 2008, for reviews) . Of these, a significant milestone in demographic forecasting was the work of Lee and Carter (1992) . They used a principal component method to extract a single timevarying index of the level of mortality rates, from which the forecasts are obtained using a random walk with drift. Since then, this method has been widely used for forecasting mortality rates in various countries, including Australia (Booth, Maindonald, and Smith 2002; De Jong and Tickle 2006) , Austria (Carter and Prskawetz 2001) , Belgium (Brouhns, Denuit, and Vermunt 2002) , Canada (Lee and Nault 1993) , Chile (Lee and Rofman 1994) , China (Lin 1995) , England & Wales (Cairns et al. 2011) , Finland (Alho 1998) , Japan (Wilmoth 1996) , Norway (Keilman, Pham, and Hetland 2002) , Spain (Felipe, Guillén, and Pérez-Marín 2002; Debón, Montes, and Sala 2006) , Sweden (Lundström and Qvist 2004; Tuljapurkar 2005) , the U.K. (Renshaw and Haberman 2003a) , the Nordic countries (Koissi, Shapiro, and Högnäs 2006) , the seven most economically developed nations (G-7) (Tuljapurkar, Li, and Boe 2000) , and United State (Cairns et al. 2011) .
The strengths of the Lee-Carter (LC) method are its simplicity and robustness in situations where age-specific log mortality rates have linear trends . A weakness of the LC method is that it attempts to capture the patterns of mortality rates using only one principal component and its scores. To address this, Hyndman and Ullah (2007) propose a model that utilizes second and higher order principal components to capture additional dimensions of change in mortality rates. Although other methods have been developed (e.g., Renshaw and Haberman 2003a,b,c; Currie, Durban, and Eilers 2004; Bongaarts 2005; Girosi and King 2008; Renshaw and Haberman 2006; Haberman and Renshaw 2008; Ediev 2008) , the LC method is often considered as the benchmark method. For example, the LC method is compared with other approaches in Cairns et al. (2011) .
The LC method was designed for long-term forecasting on the basis of a lengthy time series of historical data. However, structural changes in mortality patterns have occurred during the twentieth century, reducing the relevance of data from the distant past for
Review of mortality forecasting methods
In this section, we review the ten methods for forecasting mortality rates and life expectancy, namely the LC method, the LC method without adjustment (LCnone), the Tuljapurkar-Li-Boe method (TLB), the Lee-Miller method (LM) , the Booth-MaindonaldSmith method (BMS), the Hyndman-Ullah method (HU), the Hyndman-Ullah method using only data from 1950 onward (HU50), the robust Hyndman-Ullah method (HUrob), the robust Hyndman-Ullah method using only data from 1950 onward (HUrob50), and the weighted Hyndman-Ullah method (HUw).
We use the original notation of Lee and Carter (1992) and extend it as necessary for each method. In order to stabilize the high variance associated with high age-specific rates, it is necessary to transform the raw data by taking the natural logarithm. We denote by m x,t the observed mortality rate at age x in year t calculated as the number of deaths at age x in calendar year t, divided by the corresponding mid-year population aged x. The models and forecasts are all in log scale.
Lee-Carter (LC) method
The model structure proposed by Lee and Carter (1992) is given by ln(m x,t ) = a x + b x k t + ε x,t ,
where a x is the age pattern of the log mortality rates averaged across years; b x is the first principal component reflecting relative change in the log mortality rate at each age; k t is the first set of principal component scores by year t and measures the general level of the log mortality rates; and ε x,t is the residual at age x and year t. The LC model in (1) is over-parametrized in the sense that the model structure is invariant under the following transformations:
In order to ensure the model's identifiability, Lee and Carter (1992) imposed two constraints, given as:
where n is the number of years and p is the number of ages in the observed data set.
In addition, the LC method adjusts k t by refitting to the total number of deaths. This adjustment gives more weight to high rates, thus roughly counterbalancing the effect of using a log transformation of the mortality rates. The adjusted k t is then extrapolated using ARIMA models. Lee and Carter (1992) used a random walk with drift model, which can be expressed as:
where d is known as the drift parameter and measures the average annual change in the series, and e t is an uncorrelated error. It is notable that the random walk model with drift provides satisfactory results in many cases (Tuljapurkar, Li, and Boe 2000; Lee and Miller 2001; Lazar and Denuit 2009) . From this forecast of the principal component scores, the forecast age-specific log mortality rates are obtained using the estimated age effects a x and b x in (1).
Two other methods are closely related to the original LC method. The first is the LC method without adjustment of k t , labelled LCnone. The second is the TLB method, which is without adjustment and also restricts the fitting period to 1950 onward.
Lee-Miller (LM) method
The LM method is a variant of the LC method, and it differs from the LC method in three ways.
1. The fitting period begins in 1950. 2. The adjustment of k t involves fitting to the life expectancy e(0) in year t. 3. The jump-off rates are the actual rates in the jump-off year instead of the fitted rates.
In their evaluation of the LC method, Lee and Miller (2001) found a mismatch between fitted rates for the last year of the fitting period and actual rates in that year; this jump-off error amounted to 0.6 years in life expectancy for males and females combined (Lee and Miller 2001, p.539) . This jump-off error was eliminated by using actual rates in the jump-off year.
In addition, the pattern of change in mortality rates was not constant over time, which is a strong assumption of the LC method. Consequently, the adjustment of historical principal component scores resulted in a large estimation error. To overcome this, Lee and Miller (2001) adopted 1950 as the commencing year of the fitting period due to different age patterns of change for 1900-1949 and 1950-1995 . This fitting period had previously been used in the TLB method.
In addition, the adjustment of k t was done by fitting to observed life expectancy in year t, rather than by fitting to total deaths in year t. This has the advantage of eliminating the need for population data.
Booth-Maindonald-Smith (BMS) method
As a variant of the LC method, the BMS method differs from the LC method in three ways.
1. The fitting period is determined on the basis of a statistical 'goodness of fit' criterion, under the assumption that the principal component score k t is linear. 2. The adjustment of k t involves fitting to the age distribution of deaths rather than to the total number of deaths. 3. The jump-off rates are the fitted rates under this fitting regime.
A common feature of the LC method is the linearity of the best fitting time series model of the first principal component score, but Booth, Maindonald, and Smith (2002) found the linear time series to be compromised by structural change. By first assuming the linearity of the first principal component score, the BMS method seeks to achieve the optimal 'goodness of fit' by selecting the optimal fitting period from all possible fitting periods ending in year n. The optimal fitting period is determined based on the smallest ratio of the mean deviances of the fit of the underlying LC model to the overall linear fit.
Instead of fitting to the total number of deaths, the BMS method fits to the age distribution of deaths using the Poisson distribution to model deaths, and using deviance statistics to measure the 'goodness of fit' (Booth, Maindonald, and Smith 2002) . The jump-off rates are taken to be the fitted rates under this adjustment.
Hyndman-Ullah (HU) method
Using the functional data analysis technique of Ramsay and Silverman (2005) , Hyndman and Ullah (2007) proposed a nonparametric method for modeling and forecasting log mortality rates. It extends the LC method in three ways.
1. The log mortality rates are first smoothed using penalized regression splines with a partial monotonic constraint (see Ramsay 1988, for detail) . It is assumed that there is an underlying continuous and smooth function f t (x) that is observed with error at discrete ages. To emphasize that age, x, is now considered as a continuous variable and incorporating the log transformation, we use m t (x) rather than ln m x,t to represent the log mortality rates for age x ∈ [x 1 , x p ] in year t. Then, we can write
where m t (x i ) denotes the log of the observed mortality rate for age x i in year t; σ t (x i ) allows the amount of noise to vary with x i in year t, thus rectifying the
} is a set of the first J functional principal components; {k t,1 , . . . , k t,J } is a set of uncorrelated principal component scores; e t (x) is the residual function with mean zero; and J < n is the number of principal components used. Following Hyndman and Booth (2008) , we chose J = 6, which should be larger than any of the components required. The conditions for the existence and uniqueness of k t,j are discussed by Cardot, Ferraty, and Sarda (2003) . 3. A wider range of univariate time series models may be used to forecast the principal component scores. By conditioning on the observed data I = {m 1 (x), . . . , m n (x)} and the set of functional principal components B = {b 1 (x), . . . , b J (x)}, the hstep-ahead forecast of m n+h (x) can be obtained by:
wherek n+h|n,j denotes the h-step-ahead forecast of k n+h,j using a univariate time series model, such as the optimal ARIMA model selected by the automatic algorithm of Hyndman and Khandakar (2008) , or an exponential smoothing state space model . We have tried both methods, finding only a marginal difference in forecast accuracy. In this paper, we use the exponential smoothing state-space models to forecast principal component scores.
The HU50 method is identical to the HU method except that the fitting period is restricted to 1950 onward.
Robust Hyndman-Ullah (HUrob) method
Since the presence of outliers can seriously affect the performance of modeling and forecasting, it is important to identify possible outliers and eliminate their effect. The robust HU method utilizes the reflection based principal component analysis (RAPCA) algorithm of Hubert, Rousseeuw, and Verboven (2002) to obtain projection-pursuit estimates of principal components and their associated scores. It then calculates the integrated squared error for each year, and this provides a measure of the accuracy of the principal component approximation for each year (Hyndman and Ullah 2007) . Outlying years would result in a larger integrated squared error than the critical value obtained by assuming normality of e t (x) (see Hyndman and Ullah 2007, for details) . By assigning zero weight to outliers, we can then apply the HU method to model and forecast mortality rates without possible influence of outliers.
The HUrob50 method is identical to the HUrob method except that the fitting period is restricted to 1950 onward.
Weighted Hyndman-Ullah (HUw) method
The HUw method adopts the same smoothing technique as the HU method, but it uses geometrically decaying weights in the estimation of a(x) and b j (x), thus allowing these quantities to be based more on recent data than on data from the distant past.
The HUw method differs from the HU method in three ways.
1. The weighted functional mean a * (x) is estimated using the weighted averagê
where {w t = λ(1 − λ) n−t , t = 1, . . . , n} denotes a set of weights, and 0 < λ < 1 denotes a geometrically decaying weight parameter. Hyndman and Shang (2009) 
The data sets used in this study were taken from the Human Mortality Database (2009). Fourteen developed countries were selected, and thus 28 sex-specific populations were obtained for all analyses. The fourteen countries selected all have reliable data series commencing before 1950. Note that it was desirable to use only countries that have data prior to 1950, in order to maintain full and consistent comparisons of the ten methods.
The selected countries are shown in Table 1 . Age is in single years and we restrict the age range to 0 − 89+, in order to avoid excessive fluctuations at older ages. 1921 1921 1950 1950 1953 1954 1921 1950 1921 1950 1921 Canada 1921 1921 1950 1950 1952 1948 1921 1950 1921 1950 1921 Denmark 1835 1835 1950 1950 1948 1948 1835 1950 1908 1908 1950 1950 1952 1952 1908 1950 1908 1950 1908 Sweden 1751 1751 1950 1950 1948 1952 1751 1950 1751 1950 1751 Switzerland 1876 1876 1950 1950 1950 1950 1876 1950 1876 1950 1876 
Forecast evaluation
We divide each data set into a fitting period and a forecasting period. The commencing year of the fitting periods differs by method, as seen in Table 1 and also described in Section 2. We use a rolling origin as follows: The forecasting period is initially set to be the last 30 years, ending in 2004. Using the data in the fitting period, we compute one-step-ahead and ten-step-ahead point forecasts, and determine the forecast errors by comparing the forecasts with the actual out-of-sample data. Then, we increase the fitting period by one year, and compute one-step-ahead and ten-step-ahead forecasts, and calculate the forecast errors. This process is repeated until the fitting period extends to 2003. For the BMS method, the initial optimal fitting period is based on the goodness of fit criterion using data up to 1974; Table 1 shows the resulting commencing years. Commencing years differ between the sexes as a result of independently selecting the optimal fitting period. As the fitting period is increased by one year, the optimal fitting period is re-estimated for each increment (commencing years not shown). This may result in substantial changes in the commencing year, which may increase or decrease the length of the fitting period.
Using the demography package for R (Hyndman 2011), we calculate the point and interval forecasts of each method, and evaluate and compare their forecast accuracy. To measure point forecast accuracy, we utilize the mean absolute forecast error (MAFE) and the mean forecast error (MFE). The MAFE is the average of absolute errors, |actual − forecast|, and measures forecast precision, regardless of sign. The MFE is the average of errors, (actual − forecast), and is a measure of bias. These measures are used to evaluate forecasts of log mortality rates and life expectancy.
Comparisons of the point forecasts
For simplicity, we will refer to the LC method and its variants (all based on a single principal component) as the LC methods, and refer to the HU method and its variants (all using a smoothing technique and several principal components) as the HU methods. Results are presented by country and for two averages: the simple average and a weighted average using weights based on population size in 2004. For each country, the weight is calculated as the country's population size in 2004 divided by the sum of each country's population size and scaled to sum to 14. For males, the weights are 0.89, 1.42, 0.24, 2.33, 0.23, 2.63, 0.01, 2.52, 0.72, 0.20, 0.22, 1.87, 0.40, 0.32 in the country order of Table 4 . For females, the weights are 0.87, 1.39, 0.24, 2.33, 0.23, 2.67, 0.01, 2.56, 0.71, 0.20, 0.23, 1.86, 0.39, 0 .32. Tables 2 and 3 provide summaries of the point forecast accuracy based on the MAFEs for one-step-ahead forecasts of mortality rates averaged over different ages and years in the forecasting period for males and females respectively. As measured by the simple and weighted averages of MAFE over countries, the HU methods tend to perform better than the LC methods, and the HUw method performs the best in the male and female data. The HUw method also performs at least as well as any other method in 26 of the 28 populations. Tables 4 and 5 show the corresponding MFEs for one-step-ahead forecasts. For both male and female rates, all HU methods overestimate mortality consistently for all countries. Among these methods, the HU50 method performs best for male rates, according to both the simple and weighted averages, while the HUw method performs best for female rates. Among the LC methods, there is less consistency. The LM method performs best overall, though the BMS method has the lowest simple average for male rates. The LC method underestimates female rates for all 14 countries and male rates for 11 of the 14 countries.
Forecast log mortality rates
Figures 1a and 1b show the MAFEs for one-step-ahead forecasts for different methods averaged over unweighted countries and years in the forecasting period for male and female mortality rates respectively. Larger errors occur at younger ages (less than 40 at least) for all methods, reflecting the difficulty in capturing both the nadir of the mortality schedule and the accident hump; errors from the LC method are particularly large at these ages. At older ages, errors from the LCnone method are large relative to all other methods. Contributing to their lower average MAFEs in Tables 2 and 3 , the HU methods tend to be more accurate than most LC methods at most ages.
Figures 1c and 1d display the corresponding MFEs. According to this measure, the HU methods exhibit a distinct pattern of bias by age in both the male and female data, indicative of difficulties in forecasting childhood mortality and the accident hump. With the exception of the LM method (see Section 8.1), the LC methods tend to produce generally larger errors with underestimation at early adult ages and overestimation at later adult ages, while patterns vary at childhood ages. The greater underestimation by the LC method in Tables 4 and 5 is seen to stem from marked underestimation at younger ages with only minimal counterbalancing at older ages, particularly for female rates. It is noteworthy that all methods tend to overestimate mortality rates at older ages; in other words, all forecasting methods tend to underestimate the speed of decline in old-age mortality rates. Point forecast accuracy of male log mortality rates by method and country, as measured by the MAFE for one-step-ahead forecasts Mean is taken over ages and years in the forecasting period. Table 3 : Point forecast accuracy of female log mortality rates by method and country, as measured by the MAFE for one-step-ahead forecasts Mean is taken over ages and years in the forecasting period. MFEs for one-step-ahead point forecasts of female log mortality rates by method and country Figures 2a and 2b show the MAFEs for one-step-ahead point forecasts from different methods averaged over countries and ages for male and female mortality respectively. The trend in these measures indicates that it is marginally increasingly difficult to forecast the mortality for later years. Further, differences in the patterns of fluctuation by method indicate that the degree of difficulty is not only dependent on the particular annual mortality experience.
Figures 2c and 2d similarly show the MFEs for one-step-ahead forecasts. For most methods, bias is very small though a slight trend towards overestimation in later years occurs for the HU methods and some LC methods. In contrast, the LC method tends strongly towards underestimation in later years. The LM method displays no trend for either sex. In interpreting these one-step-ahead values, it should be borne in mind that they are significantly influenced by jump-off error and by random error in the particular year (seen in the common pattern of fluctuation). The absence of jump-off error in the LM method helps to explain the relative accuracy of this method (see also Section 8.1).
Figures 2e and 2f show the MFEs for ten-step-ahead forecasts; these refer to years 1984 to 2004 corresponding to fitting periods ending in 1974 to 1994. Compared with the one-step-ahead measures, these are influenced less by jump-off error and more by the trend in the forecast. Nevertheless, the relative position of methods is broadly the same, though the range is wider among the ten-step-ahead MFEs (excluding the LC method). For both males and females, ten-step-ahead forecasts based on fitting periods ending in about 1980-84 tend to be more accurate than those based on periods ending in earlier or later years. This is due to the particular mortality trends over time. Only the LC method does not display this feature. For male mortality, all methods except the LC method tend to overestimate mortality rates at a horizon of ten years regardless of the particular year in the forecasting period. For female mortality, all HU methods tend to overestimate mortality but there is less consistency among the LC methods. 
Forecast life expectancy
Tables 6 and 7 present the MAFEs for one-step-ahead life expectancy point forecasts averaged over years in the forecasting period for males and females respectively. Based on both the simple and weighted averages, the LM method achieves the best point forecast accuracy for male mortality. This is also the case for female mortality when the simple average is used, but the HUw method is superior according to the weighted average. The LM method is superior among the LC methods, both on average and across almost all countries, while the HUw method is superior among HU methods. Mean is taken over ages and years in the forecasting period. Mean is taken over ages and years in the forecasting period.
Corresponding MFEs for one-step-ahead point forecasts of life expectancy are shown in Tables 8 and 9 . In general, average underestimation in mortality rates does not necessarily translate into overestimation in life expectancy and vice versa, because of the implicit weights applied to errors by age. However, there is a clear association between differences in the age patterns in forecast errors and differences in the size and sign of forecast errors in life expectancy. For both sexes, all HU methods and the LCnone (in particular) and TLB methods tend to underestimate life expectancy, both on average and almost consistently across countries, while the LC method overestimates life expectancy on average and for most countries. Based on the simple and weighted averages, the LM method is superior for male life expectancy, while for female life expectancy the HUw method is superior according to the weighted average and the BMS method is superior according to the simple average.
Figures 3a and 3b display the MAFEs for one-step-ahead point forecasts of life expectancy by years in the forecasting period for males and females respectively. For both sexes, all methods except LCnone are roughly equally accurate over years in the forecasting period, and LM is the most accurate in most years. For life expectancy, the outlier is LCnone rather than LC. This arises from the relatively large errors at older ages which have a greater effect on life expectancy (at low levels of mortality), whereas the LC adjustment produces relatively large errors at young ages. Figures 3c and 3d show the MFEs for one-step-ahead point forecasts of life expectancy. For most methods, there is little discernible trend. For LC and LCnone, bias is larger (females) or becomes larger in later years (males): LC tends towards overestimation while LCnone tends more strongly towards underestimation. Again, these MFE values are significantly influenced by jump-off error. Values of MFE for ten-step-ahead, shown in Figures 3e and 3f , mirror the curvature found in MFE for mortality rates. At a horizon of ten years, all forecasting methods tend to underestimate male life expectancy, whereas female life expectancy is likely to be underestimated by most methods, particularly LCnone. The LC, LM and BMS methods tend towards slight overestimation of female life expectancy. It is notable that the LC method performs well overall at this horizon. Mean is taken over ages and years in the forecasting period. 
Review of interval forecast methods
Prediction intervals are a valuable tool for assessing the probabilistic uncertainty associated with point forecasts. As was emphasized by Chatfield (1993 Chatfield ( , 2000 , it is important to provide interval forecasts as well as point forecasts, so as to 1. assess future uncertainty levels; 2. enable different strategies to be planned for the range of possible outcomes indicated by the interval forecasts; 3. compare forecasts from different methods more thoroughly; and 4. explore different scenarios based on different assumptions.
In Section 6.1, we first briefly describe a parametric approach to the construction of prediction intervals for the LC methods. In Section 6.2, we review a parametric approach for the HU methods proposed by Hyndman and Ullah (2007) . Section 6.3 presents the comparisons of the interval forecast accuracy for both the log mortality rates and life expectancy.
LC methods
In Lee and Carter (1992) , the LC method considers only the uncertainty in the innovations. Although Lee and Carter (1992, p.665) acknowledged that the inclusion of uncertainty in the drift would increase the standard error of their forecasts by 25% after 50 years (based on the period from 1900 to 1989), they did not include it. Booth, Maindonald, and Smith (2002) included the uncertainty in the drift, and compared the variances for the LC, LM and BMS methods with and without this additional uncertainty.
We consider two sources of uncertainty: errors in the parameter estimation of the LC models and forecast errors in the projected time series coefficients. Because of the orthogonality between the first principal component and the error term in (1), the overall forecast variance can be approximated by the sum of the two variances. 
HU methods
The forecast variance follows from (2) and (3). Due to the orthogonality between the principal components and the error term, the overall forecast variance can be approximated by the sum of four variances. Conditioning on the observed data I and the set of fixed principal components B = {b 1 (x), . . . , b J (x)}, we obtained the overall forecast variance of m n+h (x), By assuming that each of the four sources of uncertainty has a normal distribution and that they are uncorrelated, the 100(1 − α)% prediction intervals of m n+h (x) are con-
, where z α is the (1 − α/2) standard normal quantile.
Evaluating interval forecast accuracy
The method of evaluation of interval forecast accuracy for mortality rates is as follows: Variances for the LC methods were calculated as described in Section 6.1, and variances for all HU methods were calculated as described in Section 6.2. For each year in the forecasting period, one-step-ahead prediction intervals were calculated at the 0.8 nominal coverage probability, and were then tested against the actual proportion of out-of-sample data that fell within the calculated prediction intervals (Swanson and Beck 1994; Tayman, Smith, and Lin 2007) . The empirical coverage probability is defined as the proportion of observations that fall into the calculated 80% prediction intervals, where the denominator is the total number of observations in the forecasting period (for example, 90 ages × 30 years = 2700 observations). We calculated the coverage probability deviance, which is the absolute difference between the nominal coverage probability and the empirical coverage probability, and use this measure to evaluate the interval forecast accuracy of each method. With a nominal coverage probability of 0.8, the maximum coverage probability deviance is 0.8 (i.e., when the empirical coverage probability is 0), while the minimum coverage probability deviance is 0 (i.e., when the empirical coverage probability is 0.8). Results are presented in terms of the coverage probability deviance.
To obtain prediction intervals for future life expectancies, we simulated the forecast log mortality rates as described in Hyndman and Booth (2008) . In short, the simulated forecasts of log mortality rates were obtained by adding disturbances to the forecast time series coefficients which were then multiplied by the fixed principal components. Life expectancy was then calculated for each set of simulated log mortality rates. Prediction intervals were constructed from the 80% percentiles of the simulated life expectancies. In this case, the empirical probability coverage and the coverage probability deviance were based on 30 observations (one for each year in the forecasting period).
Comparisons of the interval forecasts 7.1 Forecast log mortality rates
The simple and weighted average coverage probability deviances for male and female log mortality rates are shown in Tables 10 and 11, respectively. Based on both averages, the HUw method performs the best for both male and female data. The results show that all methods tend to underestimate the coverage probability. In other words, the prediction intervals are too narrow. Furthermore, this is consistently the case across countries for all methods except the HUw method, for which an occasional positive result occurs (HU also has one slightly positive result). In addition, we find that the HU methods provide more accurate forecasts of uncertainty than the LC methods.
Of the HU methods, the HU50 and HUrob50 methods perform least well. Their comparison with the HU and HUrob methods indicates that restricting the fitting period to 1950 onward does not provide a more accurate estimate of forecast uncertainty. Coverage probability deviances of forecasted male log mortality rates by method and country Mean is taken over different ages and years in the forecasting period. Minus sign indicates that the empirical coverage probability is less than the nominal coverage probability. Plus sign indicates that the empirical coverage probability is greater than the nominal coverage probability. Note that 0.710 is equivalent to 71% in the table. relative to the HU methods. The superior performance of the HU methods can be attributed to the consideration of four sources of uncertainty. Most HU methods also have negative average coverage probability deviances, but positive country-specific values are much more frequent. The HUw method is unique in producing prediction intervals that are consistently too wide across all populations. It is noted that restriction of the fitting period to 1950 onwards results in a loss of accuracy for male life expectancy (as might be expected from the similar result for log mortality rates) but not for female life expectancy.
Country

Discussion
The above comparative analysis of mortality forecasting methods is the most comprehensive to date. It constitutes an evaluation of point and interval forecasts for log mortality rates and life expectancy based on ten principal component methods and 28 populations. The methods include the LC method and four LC variants, and the HU method, itself an extension of LC method, and four HU variants. The evaluation of point forecasts is an expansion of Booth et al. (2006) . The evaluation of interval forecast accuracy is novel in demographic forecasting, though we acknowledge the early contribution of Booth, Maindonald, and Smith (2002); Booth, Tickle, and Smith (2005) in relation to the LC, LM and BMS methods.
Point forecasts
Our overall findings regarding point forecasts of mortality rates are that the HUw method is more accurate than any other method for one-step-ahead forecasts (Tables 2 and 3 ), and that the LM method is the least biased (Tables 4 and 5 ). The success of the HUw method suggests that attributing greater weight to the recent past leads to generally smaller agespecific errors, given that such errors are cumulated in MAFE. In general, the HU methods lead to smaller MAFE values than the LC methods. This is probably due to two factors. First, the smoothing of mortality rates means that the observational error is treated separately from dynamic changes over time. Second, the additional principal components allow more complicated dynamics to be modelled, rather than the restriction to simple age-specific time trends that result from a single principal component. The success, in terms of bias, of the LM method stems from the cancellation in MFE of errors across age, years in the forecasting period, and country (if applicable). Cancellation across age (and country) is seen to be advantageous (Figures 2c and 2d) , while cancellation across years in the forecasting period (and country) is seen to be even more advantageous (Figures 1c and 1d) . However, the cancellation of one-step-ahead errors over years in the forecasting period occurs to a greater degree in the LM method than in any other method because of the simple linear time series model and the absence of jump-off error. Thus the superior performance of the LM method with respect to bias is mainly an artefact of averaging over one-step-ahead errors based on a rolling origin, and may not be true in other circumstances (e.g., longer forecast horizons). Among the nine remaining methods, the BMS method performs best for male mortality and the TLB method for female mortality.
For life expectancy, the cancellation of errors across age occurs in its calculation, thus affecting MAFE as well as MFE, prior to averaging over years in the forecasting period and country. Further, for the LM method, averaging over years in the forecasting period is less directly instrumental in reducing bias (than in the case of rates). On balance, the LM method is ranked first on both MAFE and MFE for male life expectancy, while the HUw method is ranked first on both MAFE and MFE for female life expectancy based on weighted averages.
Regarding the direction of bias, all HU methods show a tendency towards one-stepahead overestimation of mortality rates (Tables 4 and 5) , and a related tendency towards underestimation of life expectancy, particularly for male mortality (Tables 8 and 9 ). Similar findings occur for the LCnone and TLB methods. In contrast, the LC method exhibits a strong tendency towards one-step-ahead underestimation of mortality rates, usually producing the overestimation of life expectancy, especially for female mortality. The small LM biases tend towards overestimation in male mortality and underestimation in female mortality. For ten-step-ahead forecasts of mortality rates, there is a tendency towards greater overestimation in all HU methods, and for male mortality in all LC methods.
These biases are better understood in terms of age patterns of errors (Figures 1c and  1d) . For all methods, one-step-ahead errors are smaller at older than younger ages, and overestimation occurs at older ages. No method captures the rapidity of mortality decline at older ages, contributing to the tendency to underestimate life expectancy. The consistent overestimation of mortality across countries by all HU methods (Tables 4 and 5) is clearly related to their remarkably similar age patterns. That this pattern differs from those of the LC methods suggests that they are influenced by a common feature not present in the LC methods; this could be the smoothing of the logarithm of rates or the modeling of second (and higher) order principal components. Further research is needed to examine this finding in greater detail.
The age patterns of errors in the LC methods are clearly related to the different fea-tures of these methods. The overall underestimation of mortality by the LC method arises from the very large errors at younger ages, which stem from the fact that the LC adjustment gives greater weight to older ages. This adjustment compensates for the weighting implicit in the use of logarithms, which produces large errors at older ages for the LCnone method. The TLB method also has no adjustment, but the shorter fitting period leads to smaller errors through a more appropriate b x pattern. A shorter fitting period also contributes to smaller errors for the BMS and LM methods.
Comparison with previous findings
In broad terms, our analysis supports the main finding of Booth et al. (2006) : all nine variants and extensions of the LC method are substantially more accurate (based on MAFE) than the original LC method in forecasting mortality rates, but this is not the case in forecasting life expectancy. However, comparison of our findings with those of Booth et al. (2006) is complicated by several factors. First, we use a rolling origin, from 1975 to 2003, and examine only one-step-ahead MAFE and one-and ten-step-ahead MFE, rather than a fixed origin (1985) and the average of one-to fifteen-step-ahead measures used by Booth et al. (2006) . Second, the number of countries is greater, and includes Iceland, a clear outlier in terms of accuracy. Third, the fitting periods are often longer. Fourth, we use data for ages 0 to 89+, rather than 0-95+. Fifth, we base our conclusions on weighted averages across countries, though the simple averages are also shown. It should also be noted that Booth et al. (2006) adopted the (forecast − actual) definition of errors, necessitating a change of sign in comparing the MFE. For the BMS method, comparison is particularly difficult. In Booth et al. (2006) , the BMS fitting period was fixed once selected; commencing between 1962 and 1976, BMS fitting periods were shorter than for methods commencing in 1950. In our analysis, the initial commencing year varies between 1936 and 1954 (except 1838 , no longer producing a short period. Further, the rolling origin and consequent re-estimation of the commencing year can result in abrupt changes. These factors severely limit comparison, not only with Booth et al. (2006) , but also with the other methods which are all based on fitting periods that are fixed except for incremental change resulting from the rolling origin. A similar but lesser issue arises for the HUw method, where weights are re-estimated for each origin.
Forecast trends in life expectancy
The least biased methods for forecasting male and female life expectancy (the LM and HUw methods respectively) both produce underestimation. Moreover, underestimation is greater for the ten-step-ahead forecasts than for the one-step-ahead forecasts, indicating deceleration in the rate of increase in life expectancy. Given findings of linear life expectancy (White 2002; Oeppen and Vaupel 2002) and debate about its continuation (Bengtsson 2003) , it is pertinent to compare the best performing method in terms of both accuracy and bias with the naïve linear extrapolation of life expectancy. The linear extrapolation was achieved by applying the random walk with drift (RWD) model:
where Z t is a normal i.i.d error with E(Z t ) = 0. Forecasts are given by
Computationally, the forecasts are obtained via the rwd function in the forecast package in R. Tables 14 and 15 provide a comparison of the RWD extrapolation with the best performing principal component method for male and female life expectancy in terms of MAFE and MFE for one-and ten-step-ahead forecasts. The linear extrapolation is shown on two bases: the full fitting period for each country (RWD), and from 1950 (RWD50).
For male life expectancy, linear extrapolation is more accurate and less biased than the LM method regardless of fitting period. Greater underestimation by the LM method can be attributed to the curvature in forecast life expectancy arising from fixed b x despite linear k t . Bias in the linear extrapolations suggests that forecasts based on increases in life expectancy over the longer period will tend to produce overestimation, whereas forecasts based on the shorter period will tend to produce underestimation. The male mortality stagnation of the 1960s, which occurred in many countries, accounts for the underestimation by the RWD50 method.
For female life expectancy, the HUw method outperforms the linear extrapolation on all measures. The linear extrapolation produces overestimation in almost all populations especially when based on the full fitting period. For female mortality, there is a clear advantage in adopting the more sophisticated method.
Compared with the HU and HUrob methods, for which comparison of fitting period length is possible (see Section 8.5), the linear extrapolation is relatively stable with respect to forecast accuracy and bias for country-specific forecasts based on the two fitting periods. This may be advantageous in practical applications. The obvious disadvantage in directly forecasting life expectancy is that forecast rates are not made available. The RWD model uses all historical data, whereas the RWD50 model uses data from 1950 onward. The RWD model uses all historical data, whereas the RWD50 model uses data from 1950 onward.
Interval forecasts
A major finding is that all methods underestimate the variability in rates; in other words, on average the prediction intervals are too narrow. That underestimation occurs for almost all populations and methods underlines the robustness of this finding. The HUw method consistently produces wider (only occasionally too wide) predictions intervals than all other methods, and is more accurate on average for mortality rates. This greater accuracy does not extend to life expectancy: for this measure, the HUrob method performs best overall for male and female mortality. For both mortality rates and life expectancy, the HU methods produce more accurate interval forecasts than the LC methods. The main reason for their narrower prediction intervals is that the LC methods model only two sources of uncertainty, whereas the HU methods model two additional sources of uncertainty (see also Cairns 2000; Alho and Spencer 2005, p.255) . First, the HU methods allow more principal components to be included in the model. These additional components capture patterns, which are not explained by the first principal component (Booth, Maindonald, and Smith 2002; Renshaw and Haberman 2003a) . Second, the HU methods use a nonparametric smoothing technique, namely penalized regression splines with the partial monotonic constraint, to smooth the noisy log mortality rates. In most cases, this can be expected to reduce the overall variability (Ramsay 1988 ). In the LC methods, these additional sources of uncertainty are treated as error, with potential counterbalancing.
It should be noted that the prediction intervals for rates and life-expectancy are asymmetric and the coverage probability deviance does not distinguish between the upper and lower prediction limits. Further research is needed to examine the performance of interval forecasts in greater detail.
Effect of length of fitting period
The effect of length of fitting period on forecast accuracy has been previously discussed (e.g., Lee and Miller 2001; Booth, Maindonald, and Smith 2002; Bengtsson 2003) . Booth, Tickle, and Smith (2005) and Booth et al. (2006) found shorter fitting periods, commencing in 1950 or later, to be generally advantageous. Our analysis provides an opportunity to evaluate the effect of truncating the fitting period at 1950, when the longer fitting periods commence in 1751 to 1921, by comparing TLB with LCnone, HU50 with HU, and HU50rob with HUrob. For male mortality rates, truncation at 1950 is advantageous in terms of accuracy and bias (Tables 2 and 4) , whereas for female rates (Tables 3 and 5 ) the advantage is somewhat restricted in that truncation is disadvantageous for bias in the HU methods. For life expectancy, truncation is advantageous for accuracy and bias for both sexes (Tables 6 to 9 ). These results support the findings of Booth et al. (2006) . Overall, there is convincing support in one-step-ahead forecasting for truncation of the fitting period at 1950. At a ten-year horizon (Figures 2e, 2f, 3e and 3f) , the advantage remains for male mortality, but is lost for female mortality rates when the relevant HU methods are compared.
The success of the HUw method suggests that even shorter fitting periods may be more advantageous, as found by Booth et al. (2006) . The effect of giving greater weight to more recent data is examined by comparison of the HUw method with the HU method. The advantage for the accuracy of forecast rates is clear: in 26 of the 28 populations in Tables 2 and 3 , the HUw method is more accurate than the HU method. Moreover, the HUw method is more accurate than the HU50 method in 26 of 28 populations. Similarly, the HUw method is less biased than the HU or HU50 methods in the majority of populations (Tables 4 and 5) , and also performs better in terms of the accuracy and bias of life expectancy (Tables 6 to 9 ). These findings suggest that the ability of the HUw method to respond to the data through population-and period-specific geometrically decaying weights is highly advantageous in one-step-ahead forecasting. By giving the greatest weight to the most recent (jump-off) year, the HUw method reduces jump-off error, contributing to its overall success. However, this advantage is lost after ten years (Figures 2e, 2f, 3e and 3f).
It should be noted that all HU methods involve some degree of weighting in favour of more recent data by virtue of the exponential smoothing models used . Among time series models, only for the random walk with drift does this not apply. As all LC methods use the RWD model, the forecast linear trend in k t (after adjustment) is determined with equal weight by the first and last years of the particular fitting period. Thus a 50% weight is attributed to data referring to as long ago as 1751. This factor may in part account for the generally better performance of the HU methods.
The finding that it is marginally increasingly difficult over time to forecast next years mortality rates (Figures 2a and 2b ) might possibly be interpretable as indicative of a negative relationship between length of fitting period and forecast accuracy. It should be borne in mind, however, that the findings relate to the particular 30-year forecasting period and its relationship to earlier observations. Changing difficulty (in either direction) arises from non-linearity in mortality trends in the 30-year period. Non-linearity in mortality trends also accounts for the patterns in the ten-step-ahead MFEs in Figures 2e and 2f. 
Effect of robust estimation
Comparisons between HUrob and HU and between HUrob50 and HU50 demonstrate the effect of adopting robust estimation procedures to minimise the effect of outliers on point forecasts. The robust method performs less well in all cases: for accuracy and bias, for male and female mortality, and for mortality rates and life expectancy. In each case, the reduction in forecast accuracy due to robust estimation is greatest when the fitting period is longer.
For the accuracy of interval forecasts, the findings are less clear. The robust method either reduces, or has minimal effect on, the accuracy of interval forecasts for mortality rates (Tables 10 and 11 ) but improves accuracy in three out of four instances for life expectancy (Tables 12 and 13) . As already noted, the HUrob method performs best in terms of the accuracy of interval forecasts for life expectancy.
Limitations
Though including ten methods, this comparative analysis is limited to methods based on the principal component approach. Comparison of these methods with other forecasting approaches is beyond the scope of this paper. Nevertheless the analyses presented here provide a basis for the selection of principal components methods for comparison with other models, such as those considered by Cairns et al. (2011) .
The comparison is largely based on one-step-ahead forecasts, though ten-step-ahead forecasts have also been presented for the MFE. The use of one-step-ahead evaluations is standard practice in forecasting, especially when a rolling origin is used, and has the advantage of avoiding confounding horizon with year in the forecasting period. However, the use of one-step-ahead measures does limit interpretation of the results. The influence of jump-off error is particularly strong in the first year of the forecast, limiting the value of one-step-ahead MFE as an indicator of bias in the trend. The effect of error in the trend is better seen at longer horizons and for this reason we include results for the ten-step-ahead MFE.
It must also be acknowledged that the comparison is specific to the particular forecasting period 1975-2004. It is possible that different results would be obtained for a different forecasting period, especially as the period used commences soon after the 1960s when mortality trends were relatively flat.
The conclusions of this comparative analysis are based on sex-specific averages and weighted averages across 14 countries, and do not necessarily hold in all situations. Indeed, examples can be seen in the tables of methods that perform relatively poorly on average but perform well for a particular country, and conversely of methods that perform relatively well on average but perform poorly for a particular country. Further research is needed to understand the circumstances in which this occurs.
It is also acknowledged that some of the comparisons discussed here may not be statistically significant. Statistical tests of the results are problematic because the countries and years included cannot be considered a random sample of any well-defined population of countries and years, and so no tests have been carried out.
Implementation
Implementation of the methods used in this article is straightforward using the readilyavailable R package demography (Hyndman 2011) . The data requirements are historical mortality rates and population numbers in a complete matrix format by age and time. Such data are readily available for developed countries from the Human Mortality Database (2009).
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