Our purpose is to deal with the parameter estimation and hypothesis testing on the equality of two negative binomial distribution populations with missing data. The consistency and asymptotic normality of the estimations are proved. In addition statistic on testing equality of two negative distributions and its limiting distribution are obtained.
Introduction
The problem of missing data is very common in many studies and field experiments (see Lepkowski, Landis & Stehouwer [1] , Kim & Curry [2] ). Missing data can bias parameter estimate. A variety of methods have been developed to estimate the unknown parameters of different models when there exists missing data. Reference [3] deals with the parameter estimation and hypothesis testing on the equality of two exponential distribution under Type censoring sample with missing data. Reference [4] considered the estimation for two binomial distributions with partially missing data. Exact Likelihood Inference for Two Exponential Populations under Joint Type -II Censoring was studied by Balakrishnan and Rasouli (see [5] ). Moreover, Reference [6] investigated the estimation and test for two normal populations with partially missing data. In this paper, Our purpose is to deal with the parameter estimation and hypothesis testing on the equality of two negative binomial distribution populations with missing data. The consistency and asymptotic normality of the estimations are proved. In addition statistic on testing equality of two negative distributions and its limiting distribution are given.
The rest of this paper is organized as follows. In Section II, we introduce obtain the parameter estimator. In Section III, we get the limiting distribution of estimator. The hypothesis testing and confidence interval about the difference of parameters in two populations are discussed in Section IV.
Maximum likelihood estimation
In this section, we consider the maximum likelihood estimation for the parameter in negative binomial distribution populations with missing data.
Consider the following two negative binomial distribution populations whose probability functions are otherwise, , 0 , the likelihood function can be written
Hence, the logarithm of the likelihood function is given by
Solving the log-likelihood equation, we obtain In this section, we consider the limiting property of estimators. 
Theorem 3:
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