1. Introduction
Motivation
A significant amount of research has been done in the field of Hadoop Job scheduling; however, there is still a need for research to overcome some of the challenges regarding scheduling of jobs in Hadoop clusters. Industries estimate that 20% of the data is in structure form while the remaining 80% of data is in semi structure form. This is a big challenge not only for volume and variety but also for data processing, which can lead to problems for IO processing and job scheduling. Fig. 1 shows the architecture of a Hadoop distributed system.
As we know, this is an era of Big Data where humans process a significant amount of data, in the range of terabytes or petabytes, using various applications in fields such as science, business, and commerce. Such applications require a considerable amount of input/output processing and spend most of the time in IO processing, which is a major part of job scheduling. It is reported that at the Facebook and Microsoft Bing data center, IO processing requires 79% of the jobs' duration and 69% of the resources. Therefore, here we present a comprehensive study of all Hadoop schedulers, in order to provide implementers an idea on which scheduler is the best fit for which job, so that the execution of a job does not take much time for IO processing and job scheduling becomes much easier. This paper will be useful for both beginners and researchers in understanding Hadoop job scheduling in Big data processing. It will also be useful in developing new ideas for innovations related to Hadoop scheduler.
The definition: big data
Many definitions of big data have been presented by scientists. Among all the definitions, the most popular definition [97] was presented by Doug Laney (2001) in his META Group research note, which describes the characteristics of datasets that cannot be handled by the traditional data management tools described below. Three V's: volume (size of datasets and storage), velocity (speed of incoming data), and variety (data types). With the development of discussion and increasing research interest in big data, the Three V's have been expanded to the Five V's: volume, velocity, variety, veracity (integrity of data), value (usefulness of data), and complexity (degree of interconnection among data structures).
Characteristics of big data
Vs of Big data [70] . Velocity of data: velocity means the speed of data processing. The increasing rate at which data flows into an organization has followed a similar pattern to that of volume. Volume of data: Volume refers to the size of data and storage capacity. A large amount of data comes into the storage from many sources such as social media web, business transactions etc. Variety of data: Variety refers to the different types of data. Big data includes a variety of data, both structured and unstructured.
What is big data?
Big data [24, 32] has come into existence since the last few years. Big data is similar to a conventional database system, but the difference is that it exceeds in size and processing capacity [32] . Big data is very big, moves very fast and includes both structured and unstructured formats of data, whereas conventional databases include only structured format of data [10] . To obtain the benefits of big data, an alternative way must be chosen to process the data [65] . Big data is data that exceeds the processing capacity of conventional database systems [77] .
Today's big data [82] plays a vital role in various disciplines and has become popular in computer science and technology, business and finance, banking and online purchasing, oceanography, astronomy, health-care and so on [34] . At present, big data has become a necessity in business analytics and many other fields [2, 50] . It provides tremendous benefits for business enterprises [59, 60] . Big data is made up of a large number of datasets. The size of these datasets continues to increase day by day as data comes in continuously from different sources such as social media sites, business transactions, personal data, digital photos, etc. Big data has massive amount of unwanted data in both structured and unstructured formats. In structured data, the data is stored in a systematic and well defined manner, while in unstructured data, the data is stored in an unsystematic and undefined manner.
The data coming from Wikipedia, Google, and Facebook have an unstructured format, whereas the data coming from E-commerce transactions have a structured format [3] . Due to the presence of both structured and unstructured data, a number of challenges arise in big data such as data capture, sharing, privacy, data transfer, analysis, storage, search, job scheduling, handling of data, visualization, and fault tolerance [2, 57] . It is very complicated and difficult to handle these challenges using traditional database management tools [2] .
Traditional data management tools [74] are not capable of processing, analyzing, and scheduling jobs in big data [64] . Therefore, we use a different set of tools to handle these challenges. Hadoop is the most suitable tool to handle all the challenges in big data. Hadoop is an open source software framework for processing big data, and was founded by Apache. It can process large amount of data, in the range of petabytes. Hadoop is a highly reliable cloud computing platform [89] , and ensures a high availability of data by making copies of data at different nodes. It is scalable and takes care of the detection and handling of bugs.
There The aim of scheduling of jobs [84] is to enable faster processing of jobs and to reduce the response time as much as possible by using better techniques for scheduling depending on the jobs, along with the best utilization of resources. FIFO scheduling is default scheduling mode in Hadoop; the jobs coming first get higher priority than those coming later. In some situations, this type of scheduling has a disadvantage, that is, when longer jobs are scheduled prior to shorter jobs, it leads to starvation. Fair scheduling shares the resources equally among all jobs. Capacity scheduling was introduced by Yahoo. It maximizes the utilization of resources and throughput in clusters. LATE scheduling policy was developed to optimize the performance of jobs and to minimize the job response time by detecting slow running processes in a cluster and launching equivalence processes as the background. Facebook uses Delay scheduling, to achieve better performance and lower response time for map tasks by applying changes to MapReduce. In deadline scheduler, the deadline constraints are specified by the user before scheduling the jobs in order to increase system utilization. Resource aware scheduling improves resource utilization; it uses node, master node, and worked node to complete job scheduling. In matchmaking scheduling, each node is marked by the locality marker, which ensures that every node gets an equitable chance to seize a local task. Through this scheduling, high data locality and better cluster utilization is achieved.
There have already been a few review papers on job scheduling algorithms for Big data processing. Yoo. D. et al. (2011) presented a comparative study on job scheduling methods and discussed their strengths and weakness [63] . Rao, B. T. et al. (2012) presented a review on scheduling algorithms and provided guidelines for the improvement of scheduling algorithms in Hadoop MapReduce [77] . Sreedhar C et al. (2015) presented a survey on big data management and discussed various scheduling algorithms in Hadoop. They also discussed the latest advancements related to scheduling algorithms [72] . Jyoti V presented a paper on the scheduling policies for Hadoop and performed a comparative study on MapReduce optimization techniques [12] .
The remaining parts of the paper are organized as follows. Section II describes challenges for job scheduling in Big Data. Section III describes the architecture, working, features, and requirements of job scheduling in Hadoop. Section IV describes the various Hadoop job schedulers along with their advantages and disadvantages, and compares the various Hadoop schedulers. Section V evaluates the performance of FIFO, Fair, and Capacity scheduling algorithms based on experimental results. In Section VI, we suggest some directions for future research, and finally the conclusions are provided in Section VII.
Major challenges for job scheduling in big data
There is a requirement for efficient scheduling algorithms for the management of big data on various nodes in Hadoop clusters. There are various factors that affect the performance of scheduling policies such as data volume (storage), format of data sources (data variety), speed (data velocity), security and privacy, cost, connectivity, and data sharing [4] . To achieve better utilization of resources and management of big data, scheduling policies are designed [5] . The challenges related to job scheduling in big data are summarized as follows:
Data volume (storage)
An important problem of big data is that it is very huge and includes data that is in an unstructured format, which makes it difficult to organize the data for analysis [33, 61] . Data includes both structured and unstructured data; the storage of unstructured data is not an easy task [32] .
Format of data sources (data variety)
Data comes into big data from various homogeneous as well as heterogeneous resources, and this causes many problems due to the heterogeneity of data resources, data format, and infrastructure [32, 33, 61] .
Speed (data velocity)
Today, everybody expects everything to be done instantaneously. The speed is an important issue in big data [32, 61] . Speed of big data is restricted by various problems such as query/retrieval problem, import/ export problem, real time/offline problem, and statistical analysis problem [49, 53] .
Security and privacy
Security is one of the biggest issues for big data [34, 52] . When the data is stored, we have to make sure that all the data protection laws are followed. For security and privacy, we need to consider all the data security and privacy rules.
Connectivity and data sharing
Data sharing [96] and connectivity [34] are still issues that need to be considered. At present, a majority of the data points are not yet connected. There are various issues in big data related to connectivity and data sharing such as data standard and interfaces, access permissions, and shared protocols.
Cost
Cost [49] is also an issue in big data. The cost up-gradation issues in big data are cost comparison between master and slave nodes, and upgrade or modification of nodes [52] .
Hadoop framework: architecture, working, features and requirements
Hadoop [25, 78, 79, 81] is an open source software framework for processing big data, which is in the range of petabytes. Doug Cutting, the owner of Apache Lucene, developed Hadoop as a part of his web search engine Apache Nutch. Hadoop is a large scale, batch data processing [46] , distributed computing framework [79] for big data storage and analytics [37] . It has the ability to facilitate scalability and takes care of detecting and handling failures. Hadoop HDFS [13, 80, 81] is a distributed storage system designed for the storage of distributed files on HDFS nodes [40] . HDFS has a master/slave architecture [40] . An HDFS cluster has a single name node, a master server that manages the file system name-space and controls the access to files by clients [27, 36] . The data is divided into 64 MB or 128 MB blocks by the HDFS, and it maintains three copies of each block on distinct locations called Data Nodes [58] . The Name Node executes the file system name-space operations such as opening, closing, and renaming files and directories, while the Data Node is responsible for reserving read and write requests from the file system's clients. It also determines the mapping of blocks to data nodes. The Data nodes perform block creation, deletion, and replication upon instruction from the name node. HDFS gives high throughput access, and is suitable for applications that have large data sets. HDFS is highly fault tolerant and can be deployed on low-cost hardware [28] .
Name node
In HDFS file system, the Name Node [81] works as the central part. It is responsible for tracking the clusters, which have the directory tree of all the files in the file system. The data of all these file is not stored by the Name Node. The processes interact with the Name Node whenever they are required to locate a file, or when they need to add, move, or delete any files. The Name Node responds to successful requests by returning a list of relevant Data Node servers where the data is stored. It is the only failure point in an HDFS cluster. HDFS is not considered as a high availability system. It is inaccessible and goes off in cases when the Name Node is down.
Data node
In the HDFS file system, Data Node [81] , which is also known as Slave, is responsible for storing the data. There are more than one Data Node in HDFS, and it stores replicated copies of the data in three locations. Both the Data and Name Nodes work together. The Data Node informs the Name Node about all the blocks for which it is responsible, at the time of starting up. There is no effect on the clusters or availability of data when the Data Node goes down. The data is actually stored in the Data Node, which is configured with a large amount of hard disk space.
MapReduce
MapReduce [31, 75, 81 ] is a program model for the processing technique based on distributed computing. The MapReduce programming model has two important functions, Map and Reduce [7, 21] . The function of Map is to take input data as a set of key value pairs and produce the output as another set of intermediate key value pairs [9] . The Reduce function receives this intermediate key value pair generated by the Map function as an input and reduces this set of intermediate key value pairs into a smaller set of pairs [68] . The Map function is performed after the Reduce function as per the name of the program model, MapReduce [21] .
The main benefit of MapReduce model is that it is scalable for data processing over multiple computing nodes [42] . There are three stages in the processing of MapReduce, namely Map, Shuffle, and Reduce [18, 22] . The function of Map stage is to process the input data and to create various small packets of data [19] . HDFS is used to store the input data in the form of a file or directory, and these input files are passed to the Map function step by step. In the Reduce stage, the Reduce function receives the output data from the Map stage as its input data, processes it and produces a new set of output, which is then stored in the HDFS [29] . Hadoop sends the Map and reduce tasks to the appropriate server in clusters during a MapReduce job [30] . It is the responsibility of Hadoop to manage the details of relevant jobs such as verifying the task completion, issuing tasks, and copying data between the nodes in the cluster [45] . Various computing tasks, which reduce the network traffic, are placed on the nodes with data on local disks. When the tasks are completed, the cluster [88] collects the output data and reduces it to an appropriate form to send it back to the Hadoop server [31, 41] .
Job tracker
The Job Tracker [11, 81] is a node. The job execution process is controlled by the Job Tracker, and it coordinates all the jobs by scheduling tasks running on the system to run on the Task Tracker [43] . All the processing resources of the Hadoop cluster are maintained by the Job Tracker, and the Job Tracker schedules them to the Task Tracker for execution as per application request. The Job Tracker has the ability to receive status updates from the Task Tracker to track progress during process execution. It performs coordination to handle any failure whenever required. The Job Tracker has to be run on the master node, because it is responsible for coordinating all MapReduce jobs in the cluster.
Task tracker
Task tracker [43, 81] is a node that receives tasks from the Job Tracker. It is the duty of the task tracker to run the task, and if any failure occurs, then it sends a report to the Job Tracker about that failure [41] . The Job Tracker coordinates and helps in resolving the problems that occur during task processing. The processing resources on each slave node are managed by the Task Tracker in the form of processing slots [47] . None of slots for map-reduce tasks are fixed [62] . The number of map-reduce tasks that can be executed at a given time depends on the total number of map-reduce slots indicated by the slave node [77] .
Hadoop working
When a job is submitted to Hadoop, the user needs to specify the location of input as well as output files in HDFS [38] . The Map and Reduce functions are implemented using Java classes in the form of jar files, and different parameters have to be fixed for job execution and job configuration. Once a Hadoop user submits a job and job configuration to the Job Tracker, the Job Tracker distributes the job and configurations to the scheduling tasks and slaves [73] . It also controls the jobs and provides status and diagnosis information to the Hadoop user. The Task Tracker executes tasks on different nodes as per the MapReduce implementation and saves the output in output files on the HDFS. Fig. 2 shows the architecture of Hadoop MapReduce. Fig. 3 . illustrates the traditional method of MapReduce. At present, Hadoop utilizes a new parameter called YARN, which provides a truly new approach to data processing. YARN provides an easy way to handle data processing with a single platform and provides a new perspective to analytics. Fig. 4 shows the details of the YARN architecture.
Hadoop YARN
In new generation Hadoop frameworks, YARN (Yet Another Resource Negotiator) [71] is a core architectural part (in Fig. 3 .), which enables multiple data processing [83] engines such as batch processing, data science, real time streaming, and interactive SQL to handle data processing with a single platform and provides a new perspective to analytics.
The basic purpose of YARN [93] is to split the functionalities of Job Tracker/Task Tracker [19] into separate daemons. In this new version of Hadoop, a global Resource Manager, Slave node manager for each node, Application Master, and container for each application (single job or maybe DAG of jobs) runs on a Node Manager [9] .
The Resource Manager and Node Manager [23] work together as a data-computation framework. The global Resource Manager runs as the master daemon that arbitrates cluster resources among the available competing applications in the system. The job of the Resource Manager is to trace the nodes running on the cluster and the resources available on it. It also ensures that the applications submitted by user get the resources whenever required. It is responsible for allocating these resources to the user application according to the application priority, queue capacity, ACLs, data locality etc. In Hadoop 2.0, the Task Tracker is replaced with the Node Manager, which is more generic and efficient [26] . The Node Manager has a number of dynamically created resource containers instead of having a fixed number of Map and Reduce slots as in the Task Tracker. The size of the container depends on the number of resources it contains, such as the memory, disk, CPU, Network IO etc. The Node Manager is responsible for the container's application and it monitors their resource usage such as CPU, disk, memory, network, and reports the same to the Resource Manager.
In Hadoop 2.0, there is a slight change in the design of the Job Tracker, and it is termed as Application Master. The Application Master has the ability to control any kind of task inside the container. Therefore, when a user submits an application, the Application Master coordinates the execution of all tasks within the application. The Application Master also has more responsibilities, which were previously assigned to a single Job Tracker such as monitoring a task, starting failed tasks, calculating total value of application counter and speculatively running slow tasks. Node Manager controls the Application Master and tasks which belong to application running in resource container.
In YARN, the role of distributed application is degraded by MapReduce; however, it is still very popular and useful, and now it is known as MapReduce version 2 (MR2). MR2 is a classical implementation of MapReduce engine that runs top of YARN. MapReduce in Hadoop 2 maintains API compatibility with the previous stable release, and all the functions of MapReduce still work with YARN through a bit of recompiling.
Hadoop features
À It is open source as well as compatible with all platforms as it is Java based. À New node can be added by Hadoop without changing the cluster and the cluster can adapt more than one node without facing any problem. À Hadoop performs parallel computing, which makes it very efficient and effective in producing good results. À It utilizes parallelism of the CPU cores and provides automatic distribution of works and data among machines.
À The Hadoop library itself has been designed in such a way that it has high availability and detects and handles failure at the application layer and does not require the hardware to provide fault tolerance. À The server can be removed or added dynamically from the cluster and
Hadoop operates continuously without any interruption.
Requirements (issues and challenges) regarding job scheduling in hadoop
The Hadoop schedulers are designed for better utilization of resources and performance enhancement [54] . The performance of the scheduler is affected by certain issues, and there is a need for further research efforts to improve the efficiency of Hadoop schedulers. Some of the key research challenges are discussed here, namely Energy efficiency, Mapping scheme, Load balancing, Automation and configuration, data shuffling optimization, Performance optimization, Fairness, Data locality, and Synchronization.
Energy efficiency
In order to support many users and operations involving a large amount of data, there is a continuous growth in the data size in data centers utilizing Hadoop clusters [14] . To realize these operations, a large amount of energy is required in data centers, which increase the overall cost. The minimization of energy in data centers is a big challenge in Hadoop.
Load balancing
There are two stages, Map and Reduce, linked with the partition stage. The partition stage is considered as the main factor for measuring performance. By default, the data is equally portioned by partition algorithms, which handle the system imbalance in case skewed data is encountered. As only the key is considered in processing, and not the data size, load balancing problem [91] occurs.
Mapping scheme
There is a need to assign input sets to the reducer, so that the reducer receives all possible inputs before the execution for each output [55] . No fixed input can be assigned, because the reducer has a limited capacity [56] . Many solutions have been developed to deal with the restriction of input size; however, the optimization of the communication cost between the map and reduce phases has rarely been seen. Therefore, a mapping scheme [90] that could be helpful in the minimization of communication cost is required.
Automation and configuration
Automation and configuration [86] helps in the deployment of Hadoop cluster by setting all the parameters. For proper configuration, both the hardware and work amount should be known at the timing of deployment. During configuration, a small mistake could cause inefficient execution of the job, leading to performance degradation. To overcome such types of issues, we need to develop new techniques and algorithms that perform calculations in such a manner that the setting could be done efficiently.
Optimized data shuffling
In MapReduce, the overall performance of the system is reduced, because intensive disk input/output increases the execution time during the shuffling phase [6] . Therefore, reducing the execution time during the shuffling phase is more challenging.
Performance optimization
Many jobs involve factors such as scheduling, task initialization time, and monitoring of performance degradation ; however, it still does not support features such as overlapping or pipelining of MapReduce phases [8] . In order to improve Map and Reduce, some of the aspects need further optimization such as index creation, fast query execution, and reuse of previous computed results.
Fairness
Fairness refer to the fairness in scheduling algorithms. It indicates how fairly of scheduling algorithms divide the resources among users. A fair measure of resources is required among users without starvation. With heavy workload, the entire cluster is used by map-reduce, and because of this, light weight jobs do not get the desired response time. Fairness [92] deals with dependency and locality between the Map and Reduce phases. If there is an equal share of Map and Reduce jobs, and the input files have been distributed in clusters, then there will be a performance degradation in the response time and throughput.
Data locality
The distance between the task node and input node is known as locality. The data transfer rate depends on the locality. The data transfer time will be short if the computational node is near the input node. Most of the time, it is not feasible to acquire the node locality, and in such a situation, we acquire rack locality by performing the task at the same rack. The rack is a metal frame used to support the hardware devices.
Synchronization
Synchronization [85] is a significant factor in MapReduce. The process of transferring the intermediate output data of the mapping process as the input data to the reduce process is known as synchronization. As the reduce process starts after the completion of the Map process, if any Map process is delayed then the entire process will slow down. A common problem in heterogeneous environments is that, as each node has a unique bandwidth, hardware, and computational facility, it leads to a reduction in the performance of the Hadoop cluster.
Classification of hadoop job schedulers
The Hadoop job scheduler [44, 54] can be classified in terms of the following aspects: environment, priority, resource awareness (such as CPU time, free slot, disk space, I/O utilization), time, and strategies. The main idea behind scheduling is to minimize overhead, resources, and completion time, and to maximize throughput by allocating jobs to the processor [51] . Here, the classification of schedulers is done based on the scheduling strategies [87] , time, and resources [39] .
Static scheduler
Static scheduling strategies allocate a job to the processor before execution of a program begins. The processing resource and job execution time are recognized only at the time of compilation. The main purpose of this kind of schedulers is to minimize the overall processing time of the currently running jobs. FIFO (First in First out), Delay, Capacity, LATE (Longest approximation time to end), and Matchmaking scheduling strategies come under the category of Static scheduling.
Dynamic scheduler
Dynamic scheduling [15] strategies allocate a job to the processor at the time of execution of the program. The scheduler has some knowledge about the resource before execution, but the environment in which the job will be executed is totally unknown, and the job will be executed during their life time. In a dynamic environment, the decisions are made and applied to the processor when the execution of the job starts. Resource Aware and Deadline Constrain come under the category of dynamic schedulers.
Based on resource availability
Basically, this scheduling strategy is based on the resource requirement of the job. Under this strategy, resource utilization (such as I/O, memory utilization, disk storage, and CPU time), and job performance is improved. Delay scheduler, Matchmaking scheduler, and Resource Aware schedulers are all based on resource availability.
Time based scheduler
This scheduling strategy is based on time; here, job completion depends on the user provided deadline. In this scheduling strategy, there is a time limit within which the job must be completed. The user specified deadline then checks whether the job is completed within the given limit or not. Two scheduling strategies, Deadline Constrain and Delay are used for time based job scheduling.
First In First Out (FIFO) scheduling
FIFO scheduling [84] policy is the default policy used in Hadoop. This policy gives more preference to the jobs coming in earlier than those coming in later [35] . When new jobs arrive, the Job Tracker pulls the earliest job first from the queue [66] . Here, irrespective of the size of the job or any kind of priority, only the next job is allowed into the queue and the remaining jobs need to wait until the first coming job is executed. FIFO scheduling policy is used when the order of execution of jobs has no importance.
Advantages
1. FIFO scheduling technique is the simplest and most efficient among all the schedulers [66] . 2. The jobs are executed in the same order in which they are submitted.
Disadvantages
1. A major drawback of FIFO scheduling is that it is not pre-emptive. Therefore, it is not suitable for interactive jobs. 2. Another drawback is that a long-running process will delay all the jobs behind it. 3. FIFO Scheduler does not take into account the balance of resource allocation between long jobs and short jobs. 4. It reduces data locality and starvation of jobs.
Fair scheduler
Facebook developed the fair scheduler [63] . The main idea behind fair scheduler is to allocate equal share of resources to each job. It creates groups of jobs based on configurable attributes like user name, called pools. The fair scheduler ensures fairness in sharing of resources between pools. The pools also control job configurable properties, and the configurable properties determine the pool in which a job is placed. All the users have their own pools with a minimum share assigned to each. Minimum share means that a small part of the total number of slots is always achieved by a pool. By default, there is a fair allocation of resources among the pools with the MapReduce task slot. If any pool is free i.e. their are not being used, then their idle slots will be used by the other pools. If the same user or same pool sends too many jobs , then the fair scheduler can limit these jobs by marking the jobs as not runnable. If there is only a single job running at a given time, then it can use the entire cluster.
Advantages
1. This scheduler makes a fair and dynamic resource reallocation. 2. It provides faster response to small jobs than large jobs. 3. It has the ability to fix the number of concurrent running jobs from each user and pool.
Disadvantages
1. Fair scheduler has more complicated configurations. 2. This scheduler does not consider the weight of each job, which leads to unbalanced performance in each pool/node. 3. Pools have a limitation on the number of running jobs under fair scheduling.
Capacity scheduler
The Capacity Scheduler was originally developed by Yahoo [63, 84] . The main objective of this scheduler is to maximize the utilization of resources and throughput in a cluster environment. This scheduling algorithm [94] can ensure fair management of computational resources among a large number of users. It uses queues instead of pools unlike fair scheduler, and each queue will be assigned to an organization after the resources have been divided among these queues. In order to get control over the queues, a security mechanism is built to ensure that each organization can access only one of the queues. It can never access the queues of another organization. This scheduler guarantees minimum capacity by having limits on the running tasks and jobs from a single queue. When new jobs arrive in a queue, the resources are assigned back to the previous queue after completion of the currently running jobs. Capacity scheduler allows job scheduling based on priority in an organization's queue.
Advantages
1. Capacity scheduling policy maximizes utilization of resources and throughput in cluster environment. 2. This scheduler guarantees the reuse of the unused capacity of the jobs within queues. 3. It also supports the features of hierarchical queues, elasticity, and operability. 4. It can allocate and control memory based on the available hardware resources.
Disadvantages
1. Capacity scheduler is the most complex among the three schedulers described above. 2. There is difficulty in choosing proper queues. 3. With regard to pending jobs, it has some limitations in ensuring stability and fairness of the cluster from a queue and single user.
LATE (longest approximate time to end) scheduler
The main objective of LATE scheduler [84] is to optimize the performance of jobs and to minimize job response time. When short jobs are running, the response time is quick, which is very important. However, it runs long jobs very slowly due to many issues such as large number of background processes, slow background process, CPU load, unavailability of resource etc. The LATE scheduler finds out process running with slow speed in the cluster, and creates an equivalent process in the background as a backup; such types of processes are called speculative execution of tasks. This scheduler is highly robust for heterogeneity; however, it does not guarantee reliability. By default, this scheduler supports homogeneous clusters. 
Delay scheduler
Fair scheduling [20, 21] policy was designed for fair sharing of capacity to all users, but there are two problems: sticky slot and head-ofline scheduling, which arises at the time of fair sharing. To overcome these two problems, the delay scheduler is developed. This scheduling [20] is introduced by applying changes to MapReduce with data locality to achieve better performance and lowest response time for the Map task. Facebook uses the same waiting approach to achieve locality in the Hadoop cluster. According to this policy, if data is not available for a task, then the task tracker will wait for a fixed amount of time. The scheduler checks the size of the job to see if there is any request for task allocation from a local node. The scheduler will skip too short jobs and look for any available subsequent job to run. If the process of job skipping continues for a long time, then it creates a non local task to avoid starvation. The delay scheduler solves the locality problems, which arise at the time of fair sharing such as sticky slot and head-of-line scheduling.
Advantages
1. Simple. 2. This scheduling has no overhead for complex calculations. 3. Scheduler also resolves the locality problem.
Disadvantages
1. Delay scheduling technique is not effective when a majority of the tasks is much more than an average job. 2. There are limited slots per node.
Deadline constraint scheduler
In this scheduling [21, 69] strategy, the user specified deadline constraints at the time of scheduling the jobs ensures that the jobs scheduled for execution meets the deadline [16, 17] . It focuses on the issues of deadlines and increasing system utilization. It deals with the deadline requirement by the cost model of job execution, which considers parameters such as input size of data, data distribution, map and reduce run time etc. [69] Whenever any job is scheduled, it is checked by the scheduler whether it will be completed within the time specified by the deadline or not.
Advantages
1. Deadline scheduler focuses more on the optimization of Hadoop implementation [69] . 2. This scheduling technique also increases system utilization.
Disadvantages
1. There is a restriction that the nodes, should be uniform in nature, which incurs cost 2. There are some restrictions or issues of deadline, which are specified by the user for each job.
Resource aware scheduler
This scheduler [18, 69] is used to minimize resource utilization. In other schedulers such as Fair scheduler, FIFO, and Capacity scheduler, it is necessary that the administrator first assigns jobs to a queue and then ensure sharing of resources manually. In this scheduling [67] , various resources like network utilization, memory utilization, CPU utilization, IO utilization, and disk utilization are shared more effectively. Today, this technique has become a research challenge in cloud computing. In this scheme, the scheduling is accomplished by two nodes named Master Node and Work Node, which are also known as Job Tracker and Task Tracker, respectively. The Job Tracker maintains lists of tasks allocated to each Task Tracker, states of Task Trackers in the cluster, and the queue of the currently running jobs, while the Task Tracker is responsible for the execution of each task configured with the maximum number of available slots.
Two resource metrics, "free slot filtering" and "dynamic free slot advertisement", are used in this scheduling. The scheduler computes the number of slots dynamically using dynamic free slot advertisement acquired from every node instead of the fixed computational slots configured with each Task Tracker node. Dynamic free slot advertisement uses these free slots dynamically as per demand. In free slot filtering, the maximum number of slots per node are fixed. Based on resource availability, free slots ordering is performed for advertising.
Advantages
1. Resource aware scheduler improves the performance of job management 2. This scheduler also has better resource utilization in a cluster [69] .
Disadvantages
1. This scheduler does not provide support for the preemption of reduce tasks. 2. In this scheduler technique, there is a need for additional capabilities to manage network bottlenecks.
Matchmaking scheduler
Matchmaking scheduling [84] focuses on the enhancement of data locality of map tasks. This scheduling gives equal chance to each slave node to seize local tasks before giving the slave node a non local task. A task is called local task when it is executed on the node where its data is available. This scheduler searches for matches, for example, in the case when slave node contains some input data, each Map task is not assigned. Each node is marked by a locality marker to confirm that every node gets equal opportunity to seize local tasks. This scheduling has the lowest response time but the highest data locality for map tasks. It has a moderately strict job scheduling order for job execution, unlike that in FIFO scheduling policy.
Advantages
1. The matchmaking scheduling technique achieves the highest data locality. 2. This scheduler also provides high cluster utilization.
From the above comparison table, we conclude that Fair and Capacity schedulers are designed for short jobs as well as to resolve the fairness issue in scheduling, which involves providing a fair amount of resources to each job in the scheduling process. The Delay scheduling algorithm is designed to resolve locality issues, while Matchmaking scheduling algorithm is designed to resolve locality issues as well as for better cluster utilization. LATE scheduler optimizes the performance of jobs and minimizes job response time while processing the jobs. It has been proved to be highly robust with regard to heterogeneity. The Deadline constraint scheduler is designed for the optimization of Hadoop implementation. It focuses on the optimization of Hadoop implementation and ensures that the jobs scheduled for execution meets the deadline specified by the user. The Resource Aware scheduler is designed to obtain better resource utilization of clusters and better performance of jobs. A large amount of energy is required in the cluster data center when the Map and Reduce tasks are being processed. The Energy Aware scheduler is designed to optimize the energy utilization in the cluster data center. FIFO, Fair, Capacity, Delay, and Matchmaking schedulers work in homogeneous environments, while LATE, deadline Constraint, Resource Aware, and Energy Aware schedulers can work in both homogeneous as well as non homogeneous environments. Fig. 5 shows the details.
Testing of real life schedule

Experiment setup
Hadoop is a distributed framework [95] designed for the deployment of low cost hardware. It is written in Java and used to run large data sets on commodity hardware. Hadoop can be installed on a variety of operating systems such as Windows, Linux, and Mac OS. Here, Hadoop is installed on Cent OS. For the performance evaluation of a real life scheduler, we implement a setup consisting of four machines. Our setup consists of a total of four slave nodes; among them one will work as the master node and all the four machines are on the same network connected through a switch, so that they can communicate with each other. The configuration of our setup is shown in Fig. 6 .
Configuration of each machine: Operating system: Cent OS 6.3 RAM: 4 GB ROM: 500 GB Processor: Intel i3
Scheduler configuration
There are some changes that need to be configured for running schedulers in the Hadoop environment. FIFO is a default scheduler, and therefore, there is no need to configure this scheduler. We have to configure only the Fair and capacity schedulers.
Configuration of fair scheduler
The following steps need to be performed to run Fair scheduler in the Hadoop environment.
1. Fair scheduler is available in the directory contrib/fairscheduler as a jar file, and the jar file in the directory appears as Hadoop-*-fairscheduler.jar. Therefore, to use the fair scheduler, this jar file needs to be placed in the CLASSPATH. 2. The property and its indicated value will be set as mapred, jobtracker.taskScheduler and org. apache.hadoop.mapred, FairScheduler, respectively. 3. Preemption should be on. 4. Weight booster should also be on to complete short jobs quickly. 5. The allocation file of fair scheduler should be specified to assign the resources to queues.
Configuration of capacity schedulers
The following steps need to be followed to run the Capacity scheduler in Hadoop environment.
1. The Capacity scheduler is available in the directory contrib/ capacity-scheduler as a jar file and the jar file in the directory appears as hadoop-capacity-scheduler-*.jar. Therefore, to use the Capacity scheduler, this jar file needs to be placed in the CLASSPATH. 2. The property and its indicated value will be set as mapred. jobtracker.taskScheduler and org. apache.hadoop mapred. CapacityTaskScheduler, respectively.
3. Create multiple queues with the capacity scheduler so that user can submit jobs in them. To set up the queues, we use mapred. queue.names property in config/Hadoop-site. xml.
4. Two queues have to be formed for job processing with capacities of 10-90% and 50-50%. Table 1 shows the details.
Experimental environment
Here, our experiment environment is described so that one can easily understand our work. As discussed previously, our experiment setup consists of four machines, among which one works as a master node and all four works as a slave node. Each machine have 4 GB RAM, 500 GB ROM, Intel i3, 3.4 GHz processor, and 100 mbps network connection. The master node is responsible for running the Job Tracker and Name Node while slave node is responsible to run Task Tracker and Data Node. The nodes were installed with Cent OS 6.3 and Open JDK 1.6.0.24, and the execution environment was Hadoop 1.2.1. The configuration parameters of Hadoop are described in Table 2 .
Parameters for performance measure
We use two representative applications in our experiment for performance evaluation: WordCount and Grep. WordCount has been Turnaround Time [92] : Total time required from submission of job until the end of execution.
Data processing per second [89] : Input data size divided by application running time. The numerical values of all these parameters can be obtained from the job tracker web interface available with the Hadoop framework.
Experimental results
Here we analyse the performance of three schedulers, namely FIFO, Fair, and Capacity schedulers with WordCount and Grep applications for different data sizes. Fig. 7 shows the effect of data size on performance of job scheduling algorithms. For large data sizes (1.2 GB and 2.4 GB), it is clear from Fig. 7 that among FIFO, Fair, and Capacity schedulers, FIFO scheduler takes the highest CPU time to complete the jobs while Fair Scheduler takes the lowest time to process the same amount of data. For less data size (818.5 GB)FIFO takes less CPU Time than Fair and Capacity schedulers.
Performance analysis based on CPU time
CPU time also depends on the application running on the system to process the data. In Fig. 8 , we compare the WordCount and Grep applications in terms of the time required to process the 2.4 GB data. The result shows that WordCount takes higher a CPU time than Grep to process the same amount of data, i.e. 2.4 GB. In the case of WordCount application, FIFO takes more CPU time than Fair and Capacity schedulers, while in the case of Grep application, FIFO takes less CPU time than Fair and Capacity schedulers.
Performance analysis based on Turnaround time
Performance analysis is done based on data sizes with the Grep application. From the result shown in Fig. 9 , Fair scheduler reduced the Turnaround time for all the different data sizes. For the large data size (2.4 GB), Fair and Capacity schedulers required less Turnaround time than FIFO scheduler. The performance analysis based on data processing per second was conducted using different amounts of data. As shown in Fig. 10 , for large amounts of data (1.2 GB and 2.4 GB), the FIFO scheduler processed less bytes then the Fair and Capacity schedulers, while in the case of less amount of data (818.5 MB), the Fair scheduler processed less bytes per second and the Capacity scheduler processed more bytes per second than the FIFO scheduler.
The type of application also matters in the processing of data. The data processing per second depends more or less on the processing applications used. As seen from the results in Fig. 11 , WordCount processes very less data per second, compared to Grep. Grep processes approximately 8 times more data per second than WordCount. There is very little variation in the data processed per second for FIFO, Fair, and Capacity schedulers with WordCount, whereas with Grep this variation is a little bit more pronounced among FIFO, Fair, and Capacity schedulers.
Directions for future research
Although many literatures exist on job scheduling algorithms for the Hadoop environment, some of the significant requirements in this field still needs to be examined. Here, we provide some suggestions for future research, identified while studying those papers. According to the papers that were studied, we can divide future research into two major directions. The first direction concerns with the overall enhancement of job scheduling algorithms. The other direction concerns with the improvement of energy efficiency of Hadoop MapReduce.
Direction for future research with regard to scheduling algorithms
A critical open issue in scheduling algorithms is that different jobs have different quality requirements. Many jobs involve a balance with the other requirements. Only few algorithms have been designed to meet these multiple requirements. Thus, there is a lack of algorithms that consider the tradeoff among multiple quality requirements. We suggest that a thorough investigation needs to be conducted for the development of such algorithms in order to optimize multivariate problems by maximizing or minimizing one quality attribute while imposing a constraint on other quality attributes, so that it is easy to schedule different works on different resources.
An avenue for future research could also be to perform data placement on workload analysis for shared cluster and to design scheduling algorithms accordingly. Such combination of scheduling with data distribution strategies can help to improve the overall performance by reducing the interference of segregated workloads. Hence, different workload analyses and data placement techniques need to be studied in detail.
Direction for future research to improve the energy efficiency improvement of Hadoop MapReduce
Some research has also been done on energy aware schedulers on both low power and high performance machines, and it was observed that the CPU consumes half of the total power for the workload, and the power ranges of the two types of machines were very different. In future, we are considering the minimization of energy consumption by tuning the CPU frequency without affecting performance. The direction for parameters and their interaction will depend on the type of workload. Researchers can also perform experiments with varying workload to characterize the energy and performance in consideration of the known parameters. Predictive models can be made with these parameters, which improve energy efficiency by enabling fine tuning in systems.
The performance of a job in a cluster depends on parameters such as cluster configuration, job configuration, input data, and parallelism. Parallelism directly affects the performance of a job. Therefore, to the better performance, we need to increase parallelism by increasing the number of nodes in a cluster. For the performance analysis of the scheduler, more complex workload can be used. Additional configurable parameters such as the weights of pools and jobs can be used to improve the performance of fair scheduler. The number of simultaneous jobs per queue can be controlled to improve the performance of capacity scheduler. Therefore, these avenues can be used to improve the performance of jobs in autonomic computing, in which the job scheduling policy at the master node can be adjusted depending on the type of workload and changing cluster environment.
Discussion and conclusion
This paper summarized a comprehensive survey on big data and job scheduling algorithms in Hadoop environment. Job scheduling is a key factor to acquire high performance in big data processing. Various issues in big data include Data volume, Data variety, Data velocity, Security and Privacy, Cost, Connectivity and Data sharing, etc. For handling these issues, various job schedulers have been designed. This paper presents a comparative study on various job schedulers for big data processing in Hadoop environment such as FIFO, Delay, Fair, Capacity scheduling algorithm, etc. Each scheduler considers resources such as CPU, Memory, user constraints, IO, etc. The features and drawbacks of each scheduler are also discussed. From the comparative study and experiment results, we conclude that Fair and Capacity schedulers are designed for short jobs and equal utilization of resources, while Delay and matchmaking scheduling is designed to reduce locality issues. LATE, Deadline, and Resource Aware schedulers can be used in both homogeneous as well as heterogeneous environments. We also highlighted various parameters that affect the performance of job processing in Hadoop MapReduce such as Name Node, Data Node, Job Tracker, Task Tracker, Hadoop distributed file system, etc. Experiment results show that among FIFO, Fair, and Capacity schedulers, FIFO scheduler takes the highest CPU time to complete the jobs, while Fair Scheduler takes the lowest time to process the same amount of data. Fair scheduler reduces the turnaround time for varying data sizes, while for large data sizes, Fair and Capacity schedulers take less Turnaround time then FIFO scheduler. In the case of data processed per second, for large data sizes, FIFO scheduler processed less bytes per second than Fair and Capacity schedulers, while for less data sizes, Fair scheduler processed less bytes and Capacity scheduler processed more bytes per second than FIFO scheduler.
