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Abstract
We compute the physical graviton two-point function in de Sitter spacetime
with three-sphere spatial sections. We demonstrate that the large-distance growth
present in the corresponding two-point function in spatially flat de Sitter spacetime
is absent. We verify that our two-point function agrees with that in Minkowski
spacetime in the zero cosmological constant limit.
1 Introduction
It is known that the graviton two-point functions in de Sitter spacetime in various
coordinates and gauges [1, 2, 3, 4] grow as functions of the coordinate distance. For
example, the physical two-point function with two polarizations grows logarithmically at
large distances in spatially flat de Sitter spacetime [5]. (The term “physical” here is used
to indicate that the gauge degrees of freedom are completely fixed.) If this large-distance
growth of graviton two-point functions manifested itself in physical quantities, it could
have serious implications in inflationary cosmologies [6, 7, 8]. Thus, it is interesting to
determine whether this growth depends on the gauge choice. This clarification may also
be helpful in understanding the mechanism for damping the cosmological constant [9]
proposed a few years ago. (The analogous two-point function in hyperbolic de Sitter
1
spacetime does not grow at large coordinate distances [10]. However, the hyperbolic
coordinate system does not cover the region where the two-point function grows either
in the covariant gauge [1] or in the physical gauge [5].)
It was shown recently that one can gauge away the large-distance growth in the
physical gauge in spatially flat coordinate system [11] and in the covariant gauge [12].
In this paper we calculate the physical two-point function in de Sitter spacetime with
three-sphere (S3) spatial sections and demonstrate that it remains finite (as long as one
of the point is fixed) in the entire spacetime except for the light-cone singularity. This
shows decisively that the large-distance growth in other gauges is a gauge artefact in
the following sense: it does not cause similar growth in the two-point function of any
locally-constructed gauge-invariant operator, such as the linearized Weyl tensor [13].1
(This fact might be related to the observation that there is no classical instability due to
gravitational clumping of thermally excited gravitons in de Sitter spacetime [14].) The
rest of the paper is organized as follows. We summarize basic facts about linearized
gravity in de Sitter spacetime which are relevant to this paper in section 2. Then we
present the details of our calculation of the two-point function in section 3 and discuss
some of its properties in section 4. We present the calculation of the corresponding
two-point function in Minkowski spacetime in Appendix A and explain the relationship
between the coordinate system we use here and other coordinate systems for de Sitter
spacetime. We adopt the metric signature (− + ++) throughout this paper. We have
used the computing package Maple 7 in many of our calculations.
2 Linearized gravity in de Sitter spacetime
We need the explicit form of the transverse-traceless tensor spherical harmonics on S3.
They can be found, e.g. in Ref. [15], which we closely follow here. The metric on the
unit S3 is given by
ds2 = dχ2 + sin2 χ(dθ2 + sin2 θdϕ2) , (2.1)
where 0 ≤ χ ≤ π, 0 ≤ θ ≤ π and 0 ≤ ϕ ≤ 2π. Let ηab and Dc denote the metric and
the covariant derivative operator, respectively, on S3. The transverse-traceless (TT)
tensor spherical harmonics T
(C;Llm)
ab are symmetric tensors satisfying D
bT
(C;Llm)
ab = 0,
1If we allow both points to go to infinity, the graviton two-point function we obtain can grow
logarithmically. This fact does not invalidate our assertion here because one point can always be moved
to the origin when the two-point function of a locally-constructed gauge-invariant operator is evaluated.
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ηabT
(C;Llm)
ab = 0 and
DcD
cT
(C;Llm)
ab = [−L(L + 2) + 2]T (C;Llm)ab , (2.2)
where L (≥ 2) is an integer. The label C is either v (vector) or s (scalar). The labels l
and m are integers satisfying 2 ≤ l ≤ L and −l ≤ m ≤ l. We also require the following
normalization condition:∫
dΩT
(C;Llm)
ab T
(C′;L′l′m′)ab = δCC′δLL′δll′δmm′ , (2.3)
where dΩ = dχ sin2 χ dθ sin θ dϕ is the volume elment of S3. We define the following
functions:
P¯ lL(χ) ≡
[
(L+ 1)(L+ l + 1)!
(L− l)!
]1/2
(sinχ)−1/2P
−(l+1/2)
L+1/2 (cosχ) , (2.4)
where the Legendre functions P−µν (x) are given in terms of the hypergeometric functions
as [16]
P−µν (x) ≡
1
Γ(1 + µ)
(
1− x
1 + x
)µ/2
F [−ν − 1, ν; 1 + µ; (1− x)/2] . (2.5)
We also define the transverse vector spherical harmonics on the unit two-sphere (S2) as
V
(lm)
i (θ, ϕ) ≡
1√
l(l + 1)
ǫij∂
jYlm(θ, ϕ) , (2.6)
where ǫij is the invariant antisymmetric tensor with ǫθϕ = sin θ. The indices i, j = θ, ϕ
are raised and lowered by the metric η˜ij on the unit S
2. Then the TT tensor spherical
harmonics are given as follows:
T (v;Llm)χχ = 0 , (2.7)
T
(v;Llm)
χi =
[
(l − 1)(l + 2)
2L(L+ 2)
] 1
2
P¯ lL(χ)V
(lm)
i (θ, ϕ) , (2.8)
T
(v;Llm)
ij =
sin2 χ
[2(l − 1)(l + 2)L(L+ 2)] 12
(
∂
∂χ
+ 2 cotχ
)
P¯ lL(χ)[D˜iV
(lm)
j (θ, ϕ) + (i↔ j)],
(2.9)
with D˜i denoting the covariant derivative on the unit S
2, and
T (s;Llm)χχ =
clL
sin2 χ
P¯ lL(χ)Ylm(θ, ϕ) , (2.10)
T
(s;Llm)
χi =
clL
l(l + 1)
(
∂
∂χ
+ cotχ
)
P¯ lL(χ)D˜iYlm(θ, ϕ) , (2.11)
T
(s;Llm)
ij = c
l
L
{
F lL(χ)
[
D˜iD˜j +
l(l + 1)
2
η˜ij
]
Ylm(θ, ϕ)− η˜ij
2
P¯ lL(χ)Ylm(θ, ϕ)
}
.
(2.12)
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(There is a misprint in the equation corresponding to (2.12) in Ref. [15].2) The function
F lL(χ) and the constant c
l
L are defined as follows:
F lL(χ) =
2 sin2 χ
(l − 1)l(l + 1)(l + 2)
(
d
dχ
+ 2 cotχ
)(
d
dχ
+ cotχ
)
P¯ lL(χ)
− 1
(l − 1)(l + 2) P¯
l
L(χ) , (2.13)
clL =
[
(l − 1)l(l + 1)(l + 2)
2L(L+ 1)2(L+ 2)
] 1
2
. (2.14)
The metric of de Sitter spacetime with S3 spatial sections is given by
ds2 = H−2
{
−dt2 + cosh2 t[dχ2 + sin2 χ(dθ2 + sin2 θdϕ2)]
}
. (2.15)
This is a solution to Einstein’s equations with cosmological constant Λ = 3H2:
Rµν − 1
2
gµνR + 3H
2gµν = 0 . (2.16)
The linearized field equation is obtained by setting gµν = gˆµν + hµν , where gˆµν is the
background metric (2.15). We find
1
2
✷hµν − 1
2
(∇µ∇αhαν −∇ν∇αhαµ) +
1
2
∇µ∇νh
−1
2
gˆµν✷h+
1
2
gˆµν∇α∇βhαβ −H2(hµν + 1
2
gˆµνh) = 0 . (2.17)
Here, ∇µ is the background covariant derivative, indices are raised and lowered by the
background metric, and h is the trace of hµν with respect to the background metric. We
have also defined ✷ ≡ ∇α∇α. We will denote the background metric gˆµν simply by gµν
from now on.
The field equation (2.17) is invariant under the gauge transformation
δhµν = ∇µΛν +∇νΛµ. (2.18)
It is known that one can impose the conditions h0µ = 0, Dah
ab = 0 and ηabhab = 0, with
a, b = χ, θ, ϕ and that these conditions fix the gauge degrees of freedom completely (see,
e.g. Ref. [15]). Then the field hµν satisfies
(✷− 2H2)hµν = 0 . (2.19)
2We thank R. Caldwell for pointing this out.
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Independent solutions to this equation satisfying the gauge conditions are [15]
h
(C;Llm)
ab (t, χ, θ, ϕ) =
[
L+ 1
L(L+ 2)
]1/2
cosh t
(
1 +
i sinh t
L+ 1
)(
1− i sinh t
1 + i sinh t
)(L+1)/2
×T (C;Llm)ab (χ, θ, ϕ) . (2.20)
These are the coefficient functions of the annihilation operators for the standard vac-
uum state known as the Euclidean [17] or Bunch-Davies [18] vacuum. They satisfy the
following normalization condition:
〈h(C;Llm)|h(C′;L′l′m′)〉 = H2δCC′δLL′δll′δmm′ , (2.21)
where we have defined
〈h(1) | h(2)〉 ≡ iH
2
∫
dΣ
[
h(1)µν∇0h(2)µν − h(2)µν∇0h(1)µν
]
=
iH2
2 cosh t
∫
dΩ
[
h(1)abh˙
(2)
ab − h(2)abh˙(1)ab
]
, (2.22)
with dΣ ≡ H−3 cosh3 t dΩ being the volume element of the S3 Cauchy surface. In the
first line of this equation the indices µ and ν are raised and lowered by the de Sitter
metric gµν whereas in the second line the indices a and b are raised and lowered by the
metric ηab on the unit S
3.
Let us introduce a new time variable τ satisfying −π/2 < τ < π/2 by
tan τ ≡ sinh t . (2.23)
Then the metric (2.15) becomes
ds2 = H−2 sec2 τ [−dτ 2 + dχ2 + sin2 χ(dθ2 + sin2 θdϕ2)] . (2.24)
The solutions (2.20) become
h
(C;Llm)
ab =
i sec τ√
L(L+ 1)(L+ 2)
D(τ)e−i(L+1)τT
(C;Llm)
ab (χ, θ, ϕ) , (2.25)
where
D(τ) ≡ ∂
∂τ
+ tan τ . (2.26)
The graviton two-point function is then given by
Gaba′b′(x, x
′) =
16πG
H2
∑
C
∞∑
L=2
L∑
l=2
l∑
m=−l
h
(C;Llm)
ab (x)h
(C;Llm)
a′b′ (x
′) , (2.27)
5
where x ≡ (τ, χ, θ, ϕ) and x′ ≡ (τ ′, χ′, θ′, ϕ′) and where G is Newton’s constant. (The
factor of 16πG arises due to the factor (16πG)−1 in the Einstein-Hilbert action.) By
substituting (2.25) we obtain
Gˆaba′b′(x, x
′) ≡ (16πGH2)−1Gaba′b′(x, x′)
= H−4 sec τ sec τ ′D(τ)D(τ ′)
×∑
C
∞∑
L=2
L∑
l=2
l∑
m=−l
e−i(L+1)(τ−τ
′)
L(L+ 1)(L+ 2)
T
(C;Llm)
ab (χ, θ, ϕ)T
(C;Llm)
a′b′ (χ
′, θ′, ϕ′) .
(2.28)
3 The two-point function
In order to write down the explicit form of the two point function (2.28) we need to
introduce some definitions related to the (shorter) geodesic on the unit S3 connecting
the points p ≡ (χ, θ, ϕ) and p′ ≡ (χ′, θ′, ϕ′). They will be analogous to those introduced
in Ref. [5] for the spatially flat case. We assume that the point p′ is not the antipodal
point of p so that there is a unique shortest geodesic connecting them.3
Let na and na
′
be the unit tangent vectors to the geodesic at points p and p′, respec-
tively, which are pointing away from each other. We define the vectors Na and Na
′
at
points x ≡ (τ, p) and x′ ≡ (τ ′, p′), respectively, in de Sitter spacetime as
Na ≡ H cos τ na , (3.1)
Na
′ ≡ H cos τ ′ na′ . (3.2)
These vectors can be interpreted as unit vectors in de Sitter spacetime. We define gab
(ga′b′) to be the symmetric tensor on the unit S
3 obtained as the space components of the
metric tensor gµν at x (x
′). Thus, gab = H
−2 sec2 τ ηab and ga′b′ = H
−2 sec2 τ ′ ηa′b′ . Next
we define the parallel propagator P a
′
a on the unit S
3 as follows. Let V a be a tangent
vector at p. We let P a
′
aV
a be the vector obtained by parallelly transporting V a along
the geodesic from p to p′. We define P aa′ in a similar manner. One has Pa′a = Paa′ .
Note that P a
′
an
a = −na′ and that P aa′na′ = −na. We then define the tensors gaa′ on
S3 for any two points (τ, p) and (τ ′, p′) in de Sitter spacetime as
gaa′ = H
−2 sec τ sec τ ′ Paa′ . (3.3)
3There are two geodesics connecting two generic points on S3. By the geodesic we mean the shorter
one in the rest of this paper.
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Due to rotational symmetry the two-point function Gˆaba′b′(x, x
′) must be a linear
combination of bi-tensors constructed from Na, Na′ , gab, ga′b′ and gaa′ . It satisfies
gabGˆaba′b′ = g
a′b′Gˆaba′b′ = 0 and is symmetric under a↔ b and a′ ↔ b′. This implies that
Gˆaba′b′(x, x
′) = g(1)T
(1)
aba′b′ + g
(2)T
(2)
aba′b′ + g
(3)T
(3)
aba′b′ , (3.4)
where
T
(1)
aba′b′ ≡
(
NaNb − 1
3
gab
)(
Na′Nb′ − 1
3
ga′b′
)
, (3.5)
T
(2)
aba′b′ = gaa′gbb′ + gab′gba′ −
2
3
gabga′b′ , (3.6)
T
(3)
aba′b′ = gaa′NbNb′ + gab′Na′Nb + ga′bNb′Na + gbb′NaNa′ + 4NaNa′NbNb′ , (3.7)
and where the g(i), i = 1, 2, 3, are functions of τ , τ ′ and the geodesic distance between
p and p′ on the unit S3. Thus, we only need to find the functions g(i).
Now, let us describe how to calculate these functions by relating them to components
of Gˆaba′b′ . By using rotational symmetry on S
3 we may let (θ, ϕ) = (θ′, ϕ′) and then
χ′ → 0 without loss of generality. Then, the geodesic between the two points is along
the line (θ, ϕ) = const and the geodesic distance on the unit S3 is χ. The vectors Na
and Na
′
are in the χ direction, and we have
Na = H cos τ
(
∂
∂χ
)a
, (3.8)
Na
′
= −H cos τ ′
(
∂
∂χ
)a′
. (3.9)
By contracting Gˆaba′b′ in (3.4) with N
a, N b, Na
′
and N b
′
we obtain
H4 cos2 τ cos2 τ ′Gˆχχχχ(x, x
′) =
4
9
g(1) +
4
3
g(2) ≡ 2
π2 sin2 χ
f (1) . (3.10)
Next, by contracting Gˆaba′b′ with N
a and Na
′
and letting b = i and b′ = i′, where i and
i′ are either θ or ϕ, we find
H2 cos τ cos τ ′Gˆχiχi′(x, x
′) = [g(2) − g(3)]gii′ . (3.11)
Since the parallel propagator Pab′ takes vectors parallel to ∂/∂θ or ∂/∂ϕ to vectors
parallel to the same vectors, we have
gii′ =
sinχ sinχ′
H2 cos τ cos τ ′
η˜ii′ . (3.12)
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Thus, we find
lim
χ′→0
cos2 τ cos2 τ ′
sinχ sinχ′
H4Gˆχiχi′(x, x
′) = η˜ii′[g
(2) − g(3)] ≡ 1
2π2 sin2 χ
η˜ii′f
(2) . (3.13)
Finally, we consider the traceless part of Gˆiji′j′ (with respect to η˜ij and η˜i′j′) with i, j,
i′ and j′ being either θ or ϕ. Thus, we define
Gˆtliji′j′ ≡ Gˆiji′j′ −
1
2
η˜ij η˜
klGˆkli′j′ − 1
2
η˜i′j′ η˜
k′l′Gˆijk′l′ +
1
4
η˜ij η˜i′j′ η˜
klη˜k
′l′Gˆklk′l′ . (3.14)
Then from (3.4) we obtain
lim
χ′→0
cos2 τ cos2 τ ′
sin2 χ sin2 χ′
H4Gˆtliji′j′(x, x
′) = g(2)(η˜ii′ η˜jj′ + η˜ij′ η˜i′j − η˜ij η˜i′j′)
≡ 1
4π2 sin2 χ
f (3)(η˜ii′ η˜jj′ + η˜ij′ η˜i′j − η˜ij η˜i′j′) .(3.15)
The functions g(1), g(2) and g(3) can be found from f (1), f (2) and f (3) as
g(1) =
1
4π2 sin2 χ
[18f (1) − 3f (3)] , (3.16)
g(2) =
1
4π2 sin2 χ
f (3) , (3.17)
g(3) =
1
4π2 sin2 χ
[f (3) − 2f (2)] . (3.18)
We begin by calculating the function f (1). The functions f (2) and f (3) can be obtained
by differentiating f (1) with respect to χ [see (3.44) and (3.56)]. By substituting (2.10)
in (2.28) and recalling the definition (3.10) of f (1) we have
f (1) = lim
χ′→0
π2 cos τ cos τ ′
2 sin2 χ′
D(τ)D(τ ′)
×
∞∑
L=2
L∑
l=2
l∑
m=−l
(clL)
2e−i(L+1)(τ−τ
′)
L(L+ 1)(L+ 2)
P¯ lL(χ)P¯
l
L(χ
′)|Ylm(θ, ϕ)|2 , (3.19)
where the function P¯ lL(χ) is given by (2.4) and the constant c
l
L is given by (2.14). Since
the associated Legendre functions P−µν (cosχ
′) behave like (χ′)µ for small χ′, we have
P¯ lL(χ
′) ∼ (χ′)l. [Here and below, “f(χ′) ∼ g(χ′)” means that limχ′→0 f(χ′)/g(χ′) =
const.] Then, we find that only the l = 2 terms contribute in the infinite sum (3.19).
The explicit expression for P¯ 2L(χ) can be obtained as follows. By letting l = 2 in (2.4)
we have
P¯ 2L(χ) =
[
(L+ 1)(L+ 3)!
(L− 2)!
] 1
2
(sinχ)−1/2P
−5/2
L+1/2(cosχ) . (3.20)
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The function P
−5/2
L+1/2(cosχ) can be found by noting that [16]
P
−1/2
L+1/2(cosχ) =
(
2
π sinχ
) 1
2 sin(L+ 1)χ
L+ 1
(3.21)
and using the lowering operator for the associated Legendre functions:
P−µ−1ν (x) =
1
(ν − µ)(ν + µ+ 1)
[√
1− x2 d
dx
+
µx√
1− x2
]
P−µν (x) . (3.22)
The result is
P¯ 2L(χ) =
[
2
π(L− 1)L(L+ 2)(L+ 3)
]1/2 (
d
dχ
− cotχ
)
d
dχ
[
sin(L+ 1)χ
sinχ
]
. (3.23)
This can be used to show that
lim
χ′→0
1
sin2 χ′
P¯ 2L(χ
′)P¯ 2L(χ) =
2(L+ 1)
15π
(
d
dχ
− cotχ
)
d
dχ
[
sin(L+ 1)χ
sinχ
]
. (3.24)
We also note that
2∑
m=−2
Y2m(θ, ϕ)Y2m(θ′, ϕ′) =
5
4π
P2(cos γ) =
5
8π
(3 cos2 γ − 1) , (3.25)
where γ is the angle between the points on the unit S2 with coordinates (θ, ϕ) and
(θ′, ϕ′):
cos γ = cos θ cos θ′ + sin θ sin θ′ cos(ϕ− ϕ′) . (3.26)
Hence,
2∑
m=−2
|Y2m(θ, ϕ)|2 = 5
4π
. (3.27)
Substituting (3.24), (3.27) and using c2L found from (2.14),
(c2L)
2 =
12
L(L+ 1)2(L+ 2)
, (3.28)
in (3.19), we obtain
f (1) = cos τ cos τ ′D(τ)D(τ ′)
×
∞∑
L=2
e−i(L+1)(τ−τ
′)
L2(L+ 1)2(L+ 2)2
(
d
dχ
− cotχ
)
d
dχ
[
sin(L+ 1)χ
sinχ
]
. (3.29)
This can be written as
f (1) = cos τ cos τ ′D(τ)D(τ ′)
×
L=∞∑
L=2
1
L2(L+ 1)2(L+ 2)2
×
{[
3
2i sin3 χ
− (L+ 1)
2 + 2
2i sinχ
]
(XL+1 − X˜L+1)
−3(L+ 1) cosχ
2 sin2 χ
(XL+1 + X˜L+1)
}
, (3.30)
9
where
X = e−i(τ−τ
′
−iǫ)+iχ , (3.31)
X˜ = e−i(τ−τ
′
−iǫ)−iχ . (3.32)
Note that we have inserted the convergence factor e−ǫ with ǫ > 0 and that |X| = |X˜| =
e−ǫ. Since the radius of convergence is one for the power series in (3.30), this equation
can be differentiated with respect to χ, τ or τ ′, and the limit χ→ 0, which we will need
later, can be taken under the summation sign once this convergence factor is in place,
because the series (before and after these operations) will be absolutely convergent.
The series in (3.30) can be evaluated by manipulating the geometric series
∑
∞
L=0 x
L =
(1− x)−1. The result is
f (1) = cos τ cos τ ′D(τ)D(τ ′)
×

A(X)− A(X˜)2i sin3 χ −
[
B(X) +B(X˜)
]
cosχ
2 sin2 χ
− C(X)− C(X˜)
2i sinχ

 , (3.33)
where
A(x) =
9
4
(
x− 1
x
)
log(1− x)− 69
16
x− x
2
12
−
[
3
4
(
x+
1
x
)
+ 3
] ∫ x
0
log(1− ξ)dξ
ξ
, (3.34)
B(x) =
{
3
2
(
x+
1
x
)
− 3
}
log(1− x) + 9
4
− 33
16
x− x
2
6
−3
4
(
x− 1
x
)∫ x
0
log(1− ξ)dξ
ξ
, (3.35)
C(x) =
7
4
(
x− 1
x
)
log(1− x)− 49
16
x− x
2
6
−
{
3
4
(
x+
1
x
)
+ 2
} ∫ x
0
log(1− ξ)dξ
ξ
. (3.36)
Application of the differential operator D(τ)D(τ ′) is made slightly easier by using
D(τ)D(τ ′)
[(
X ± 1
X
)
p(X)
]
= p(X)D(τ)D(τ ′)
(
X ± 1
X
)
+
[
∂p(X)
∂τ
]
D(τ ′)
(
X ± 1
X
)
+
[
∂p(X)
∂τ ′
]
D(τ)
(
X ± 1
X
)
+
(
X ± 1
X
)
∂2p(X)
∂τ∂τ ′
, (3.37)
where p(X) is an arbitrary function, and a similar formula with X replaced by X˜ ,
because one can then use the identities cos τD(τ)e−iτ = −i and cos τ ′D(τ ′)eiτ ′ = i. We
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find
f (1) =
[
− 3 cosχ
4 sin3 χ
+
(
1
sinχ
− 3
2 sin3 χ
)
sin τ sin τ ′
] ∫ χ
−χ
log
[
1− e−i(τ−τ ′−iǫ)+iξ
]
dξ
+
(
−1
4
+
3
4 sin2 χ
+
3 cosχ sin τ sin τ ′
2 sin2 χ
)
log[(1−X)(1− X˜)]
+
[
3 cosχ
4 sin3 χ
cos(τ + τ ′) +
1
sinχ
− 3
2 sin3 χ
]
sin(τ − τ ′) log 1−X
1− X˜
+
3
4
− 3
2 sin2 χ
+
(
3
8 sin2 χ
− 1
8
)
(e−2iτ + e2iτ
′
)
+
cosχ
sin2 χ
[
3
4
cos(τ + τ ′)− 3
2
e−i(τ−τ
′)
]
. (3.38)
To find f (2) defined by (3.13) we first note that
f (2)η˜ii′ = 2π
2 cos2 τ cos2 τ ′ sinχ lim
χ′→0
1
sinχ′
H4Gˆχiχi′(x, x
′) . (3.39)
The component T
(v;Llm)
χi behaves like χ
l for small l whereas T
(s;Llm)
χi ∼ χl−1. From (2.28)
and (3.39) we find that the tensors T
(v;Llm)
ab do not contribute to f
(2) because
lim
χ′→0
1
sinχ′
T
(v;Llm)
χi′ (χ
′, θ′, ϕ′) = 0 (3.40)
for all l ≥ 2. As in the case for f (1) we find that only the l = 2 modes of T (s;Llm)ab
contribute. Thus, we have
η˜ii′f
(2) =
π2
18
cos τ cos τ ′D(τ)D(τ ′) sinχ
(
∂
∂χ
+ cotχ
)
lim
χ′→0
1
sinχ′
(
∂
∂χ′
+ cotχ′
)
×
∞∑
L=2
(c2L)
2e−i(L+1)(τ−τ
′)
L(L+ 1)(L+ 2)
P¯ 2L(χ)P¯
2
L(χ
′) lim
γ→0
D˜iD˜i′
5
8π
(3 cos2 γ − 1) . (3.41)
Since P¯ 2L(χ
′) ∼ (χ′)2, it can readily be seen that
lim
χ′→0
1
sinχ′
(
∂
∂χ′
+ cotχ′
)
P¯ 2L(χ
′)P¯ 2L(χ) = 3 lim
χ′→0
1
sin2 χ′
P¯ 2L(χ
′)P¯ 2L(χ) . (3.42)
We also find by using (3.26) that
lim
γ→0
D˜iD˜i′
5
8π
(3 cos2 γ − 1) = 15
4π
η˜ii′ (3.43)
in the limit (θ, ϕ)→ (θ′, ϕ′). By comparing (3.43) and (3.27) and using (3.42), and also
comparing (3.19) and (3.41), we find
f (2) =
∂
∂χ
[
sinχf (1)
]
. (3.44)
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By a tedious but straightforward calculation we obtain
f (2) =
(
3
2 sin3 χ
− 3
4 sinχ
+
3 cosχ
sin3 χ
sin τ sin τ ′
)∫ χ
−χ
log
[
1− e−i(τ−τ ′−iǫ)+iξ
]
dξ
+
[
−cosχ
4
− 3 cosχ
2 sin2 χ
+
(
1− 3
sin2 χ
)
sin τ sin τ ′
]
log
[
(1−X)(1− X˜)
]
+
[(
3
4 sinχ
− 3
2 sin3 χ
)
cos(τ + τ ′) +
3 cosχ
sin3 χ
]
sin(τ − τ ′) log 1−X
1− X˜
+
cosχ
2
+
3 cosχ
sin2 χ
−
[
3 cosχ
4 sin2 χ
+
cosχ
8
]
(e−2iτ + e2iτ
′
)
+
[
3
4
− 3
2 sin2 χ
]
cos(τ + τ ′) +
(
3
sin2 χ
− 1
)
e−i(τ−τ
′) . (3.45)
We need to evaluate Gˆtliji′j′ in order to find f
(3). As in the case for f (2), the modes
T
(v;Llm)
ab do not contribute because
lim
χ′→0
1
sin2 χ′
T
(v;Llm)
i′j′ (χ
′, θ′, ϕ′) = 0 (3.46)
for all l ≥ 2, and only the l = 2 modes of T (s;Llm)ab contribute. By defining the traceless
part of T
(s;Llm)
ij given by (2.12) as
T
(tl;Llm)
ij = c
l
LF
l
L(χ)
[
D˜iD˜j +
l(l + 1)
2
η˜ij
]
Ylm(θ, ϕ) (3.47)
we have
H4Gˆtliji′j′(x, x
′) = sec τ sec τ ′D(τ)D(τ ′) lim
χ′→0
∞∑
L=2
2∑
m=−2
× e
−i(L+1)(τ−τ ′)
L(L+ 1)(L+ 2)
T
(tl;L2m)
ij (χ, θ, ϕ)T
(tl;L2m)
i′j′ (χ
′, θ, ϕ) . (3.48)
Hence,
Kiji′j′f
(3) = 4π2 cos τ cos τ ′D(τ)D(τ ′)
× lim
χ′→0
∞∑
L=2
(c2L)
2 e
−i(L+1)(τ−τ ′−iǫ)
L(L+ 1)(L+ 2)
F 2L(χ)F
2
L(χ
′)
sin2 χ′
× lim
γ→0
(
D˜iD˜j + 3η˜ij
) (
D˜i′D˜j′ + 3η˜i′j′
) 5
8π
(3 cos2 γ − 1) , (3.49)
where
Kiji′j′ ≡ η˜ii′ η˜jj′ + η˜ij′ η˜ji′ − η˜ij η˜i′j′ . (3.50)
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Again, since P¯ 2L(χ
′) ∼ (χ′)2 for small χ′, we find
lim
χ′→0
F 2L(χ)F
2
L(χ
′) =
1
24
{
∂
∂χ
[
sin2 χ
(
∂
∂χ
+ cotχ
)]
− 3
}
lim
χ′→0
P¯ 2L(χ
′)
sin2 χ′
P¯ 2L(χ) . (3.51)
We also find that in the limit γ → 0
D˜iD˜j
5
8π
(3 cos2 γ − 1) → −15
4π
η˜ij , (3.52)
D˜i′D˜j′
5
8π
(3 cos2 γ − 1) → −15
4π
η˜i′j′ , (3.53)
D˜iD˜jD˜i′D˜j′
5
8π
(3 cos2 γ − 1) → 15
4π
[η˜ii′ η˜jj′ + η˜ij′ η˜ji′ + 2η˜ij η˜i′j′] . (3.54)
These together with (3.27) imply that
lim
γ→0
(
D˜iD˜j + 3η˜ij
) (
D˜i′D˜j′ + 3η˜i′j′
) 5
8π
(3 cos2 γ − 1) = 15
4π
Kiji′j′ . (3.55)
By substituting (3.51) and (3.55) in (3.49) we find
f (3) =
∂
∂χ
[
sinχf (2)
]
− 3f (1) . (3.56)
Then, a tedious but straightforward calculation gives the following result:
f (3) =
sin2 χ cos τ cos τ ′
2[cos(τ − τ ′ − iǫ)− cosχ]
−
(
3 cosχ
4 sin3 χ
+
3
2 sin3 χ
sin τ sin τ ′
)∫ χ
−χ
log
[
1− e−i(τ−τ ′−iǫ)+iξ
]
dξ
+
[
−1
4
+
3
4 sin2 χ
+
sin2 χ
2
+
(
cosχ +
3 cosχ
2 sin2 χ
)
sin τ sin τ ′
]
× log[(1−X)(1− X˜)]
+
[
3 cosχ
4 sin3 χ
cos(τ + τ ′)− 3
2 sin3 χ
]
sin(τ − τ ′) log 1−X
1− X˜
−1
4
− 3
2 sin2 χ
− 3 sin
2 χ
4
+
3 cosχ
4 sin2 χ
cos(τ + τ ′)
+
(
sin2 χ
4
− 1
8
+
3
8 sin2 χ
)
(e−2iτ + e2iτ
′
)
−
(
3 cosχ
2 sin2 χ
+ cosχ
)
e−i(τ−τ
′) . (3.57)
We can readily find the functions g(1), g(2) and g(3) which appear in the expression (3.4)
for the two-point function by substituting (3.38), (3.45) and (3.57) in (3.16), (3.17) and
(3.18).
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The flat-space limit of the two-point function (3.4) can be obtained by defining
χ = Hr, τ = Ht and τ ′ = Ht′ and letting H → 0. The two spacetime points are at t
and t′, respectively, and their spatial distance is r. The tensors Na, Na
′
, gab′ , gab and
ga′b′ tend to the corresponding tensors in flat spacetime. By writing the flat-space limit
of H2g(i) as g
(i)
flat we find
g
(1)
flat =
1
4π2
(
− 3
r2 − T 2 +
11
r2
− 15T
2
2r4
− 27T
4r3
log
T + r
T − r +
15T 3
4r5
log
T + r
T − r
)
,(3.58)
g
(2)
flat =
1
4π2
(
1
r2 − T 2 −
5
3r2
− T
2
2r4
+
3T
4r3
log
T + r
T − r +
T 3
4r5
log
T + r
T − r
)
, (3.59)
g
(3)
flat =
1
4π2
(
1
r2 − T 2 −
7
3r2
− 5T
2
2r4
+
3T
4r3
log
T + r
T − r +
5T 3
4r5
log
T + r
T − r
)
, (3.60)
where we have defined T ≡ t′−t+iǫ. These limits agree with the results obtained directly
in Minkowski spacetime. The detail of the latter calculation is given in Appendix A.
4 Some properties of the two-point function
The expressions (3.38), (3.45) and (3.57) for the functions f (1), f (2) and f (3), respectively,
may appear singular at sinχ = 0. However, in fact they behave like sin2 χ as is clear
from (3.29), (3.44) and (3.56). Let us define
F0 ≡ lim
χ→0
f (1)
sin2 χ
. (4.1)
We find4
F0 = − 1
12
+
2
15
e−i(τ−τ
′) +
1
20
(e−2iτ + e2iτ
′
)
− cos τ cos τ
′
30[1− cos(τ − τ ′ − iǫ)] +
(
1
5
− 4
15
sin τ sin τ ′
)
log
[
1− e−i(τ−τ ′−iǫ)
]
.(4.2)
Then, by using (3.44) and (3.56) we obtain
lim
χ→0
f (2)
sin2 χ
= 3F0 , (4.3)
lim
χ→0
f (3)
sin2 χ
= 6F0 . (4.4)
4We obtained this limit by first letting χ→ 0 in (3.29) divided by sin2 χ and then performing the L
summation. We then verified that this result agrees with the χ→ 0 limit of (3.38) divided by sin2 χ by
Maple.
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Thus, we find the χ→ 0 limit of the two-point function as
lim
χ→0
Gˆaba′b′ =
3F0
2π2
(
gaa′gbb′ + gab′ga′b − 2
3
gabga′b′
)
. (4.5)
Indeed there is no singularity in the limit χ → 0 as long as τ 6= τ ′. If |τ − τ ′| ≪ 1 we
have
lim
χ→0
Gˆaba′b′ ≈ − 1
10π2
cos2 τ
(τ − τ ′ − iǫ)2
(
gaa′gbb′ + gab′ga′b − 2
3
gabga′b′
)
. (4.6)
This must be reproduced by the flat-space result since it concerns with the short-distance
behaviour of the two-point function. We indeed find from (3.58), (3.59) and (3.60) that
g
(1)
flat → 0, g(2)flat → −(10π2T 2)−1 and g(3)flat → 0 as r → 0, thus reproducing (4.6) with
T = (H cos τ)−1(τ ′ − τ + iǫ).
Next we consider the χ→ π limit. It can easily be obtained from the χ→ 0 limit as
follows. Define ψ ≡ π − χ. The variable χ can be replaced by ψ if a factor of (−1)L is
inserted in each term in (3.29). Hence, the χ→ π limit is found from the χ→ 0 limit by
letting τ → τ + π and multiplying by −1. The χ→ π limit of f (1)/ sin2 χ thus obtained
is
lim
χ→π
f (1)
sin2 χ
= F1 , (4.7)
where
F1 ≡ 1
12
+
2
15
e−i(τ−τ
′) − 1
20
(e−2iτ + e2iτ
′
)
− cos τ cos τ
′
30[1 + cos(τ − τ ′ − iǫ)] −
(
1
5
+
4
15
sin τ sin τ ′
)
log
[
1 + e−i(τ−τ
′
−iǫ)
]
.(4.8)
In a manner similar to the χ→ 0 case, we have
lim
χ→0
f (2)
sin2 χ
= −3F1 , (4.9)
lim
χ→0
f (3)
sin2 χ
= 6F1 . (4.10)
Then we find
lim
χ→π
Gˆaba′b′ =
3F1
2π2
[(gaa′ + 2NaNa′)(gbb′ + 2NbNb′) + (gab′ + 2NaNb′)(gba′ + 2NbNa′)]
−F1
π2
gabga′b′ . (4.11)
Now, recall that the geodesic connecting the two points at χ = 0 and π on S3 is not
uniquely determined. Hence the tensors Na, Na
′
and gaa′ are not well defined unlike the
metrics gab and ga′b′. However, the combination gaa′ +2NaNa′ is well defined because the
15
vector (gaa′ + 2N
aNa′)V
a′ for a given vector V a
′
is independent of the geodesic chosen
to define it. Equation (4.11) shows that the χ → π limit of the two-point function is
well defined.
As we mentioned in the introduction, the physical two-point function in the spatially
flat coordinate system with the metric
ds2flat = −dt2 + e2Ht
(
dx2 + dy2 + dz2
)
(4.12)
exhibits logarithmic growth as the coordinate distance of the two points (t, x, y, z) and
(t′, 0, 0, 0) defined by (x2 + y2 + z2)1/2 becomes large. The two-point function in the
covariant gauge has a similar behaviour. Although this growth has been shown to be a
gauge artefact, it is interesting to have a two-point function which does not exhibit this
behaviour.
The two-point function obtained in this paper is indeed bounded [except near the
light-cone singularity with χ = ±(τ − τ ′)] as long as |τ | or |τ ′| is fixed at a value less
than π/2. As we show in Appendix B, the limit (x2 + y2 + z2)1/2 →∞ with t fixed for
the spatially flat coordinate system corresponds to the limit χ → π and τ → π/2 with
τ ′ held fixed. This limit can readily be found from (4.8) as
F1 → 2
15
− 2i
15
eiτ
′ − 1
20
e2iτ
′ −
(
1
5
+
4
15
sin τ ′
)
log
(
1− ieiτ ′
)
. (4.13)
This clearly shows that the logarithmic growth of the two-point functions in various
other gauges in this limit is a gauge artefact. One can send both points to infinity
while keeping them on the same spatial section in the spatially flat coordinate system
by letting τ = τ ′ → π/2 and χ→ 0 with cos τ/ sin2 χ kept finite. In this limit we find
f (1)
sin2 χ
≈ − 13
900
− 1
15
logχ . (4.14)
Thus, the two-point function diverges logarithmically. This fact does not invalidate our
assertion that the logarithmic grow is a gauge artefact because one point can always be
kept at a fixed point using de Sitter invariance.
It is known [10] that the corresponding two-point function in the hyperbolic coordi-
nate system with the metric
ds2hyper = H
−2
{
−dη2 + sinh2 η
[
dζ2 + sinh2 ζ(dθ2 + sin2 θdϕ2)
]}
(4.15)
does not grow for large coordinate distance, i.e. when one point is at ζ = 0 and the
other point has large ζ . However, this coordinate system does not cover the region where
the spatially flat two-point function grows (see Appendix B). The limit ζ → ∞ in fact
corresponds to the large t limit with (x2 + y2 + z2)1/2 → H−1.
16
Appendix A. The flat-space two-point function
In this Appendix we calculate the graviton two-point function in the gauge adopted in
this paper in Minkowski spacetime. The result is given by the right-hand sides of (3.58),
(3.59) and (3.60).
We denote the flat-space two-point function for the gravitational perturbation hµν in
Minkowski spacetime in the gauge h0µ = 0, ∂ah
ab = 0 and haa = 0 by ∆aba′b′(x, x
′) with
x ≡ (t, r) and x′ ≡ (t′, r′). (Here, a and b are spatial indices in the cartesian coordinate
system.) Then
∆ˆaba′b′ ≡ (16πG)−1∆aba′b′
=
∫ d3k
(2π)32k
Haba′b′(k)e
−ik(t−t′−iǫ)+ik·(r−r′) , (A1)
where
Haba′b′(k) ≡
(
δaa′ − kaka
′
k2
)(
δbb′ − kbkb
′
k2
)
+
(
δab′ − kakb
′
k2
)(
δba′ − kbka
′
k2
)
−
(
δab − kakb
k2
)(
δa′b′ − ka
′kb′
k2
)
(A2)
with k ≡ ‖k‖. Define T ≡ t′ − t + iǫ and
En ≡
∫
d3k
(2π)32kn+1
eikT+ik·(r−r
′)
=
1
8π2ir
∫
∞
α
dk
kn
(eik(T+r) − eik(T−r)) , (A3)
where α is an infrared cut-off, which is necessary if n ≥ 1. We convert the factors of ka
to space derivatives with the following result:
∆ˆaba′b′ = (δaa′δbb′ + δab′δba′ − δabδa′b′)E0
+(δaa′∂b∂b′ + δbb′∂a∂a′ + δab′∂b∂a′ + δba′∂b∂a′ − δab∂a′∂b′ − δa′b′∂a∂b)E2
+∂a∂b∂a′∂b′E4 ,
where the derivatives ∂a and ∂a′ are both with respect to r (and not r
′).
Define rˆa ≡ (ra − r′a)/r and rˆa′ ≡ (ra′ − r′a′)/r with r ≡ ‖r− r′‖. By using
∂f
∂ra
=
df
dr
rˆa (A4)
for any function f of r and
∂rˆa
∂rb
=
δab − rˆarˆb
r
, (A5)
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we find
∆aba′b′ = C1(δaa′δbb′ + δab′δba′) + C2δabδa′b′
+C3(δaa′ rˆbrˆb′ + δab′ rˆbrˆa′ + δba′ rˆarˆb′ + δbb′ rˆarˆa′ − δabrˆa′ rˆb′ − δa′b′ rˆarˆb)
+C4(δaa′ rˆbrˆb′ + δab′ rˆbrˆa′ + δba′ rˆarˆb′ + δbb′ rˆarˆa′ + δabrˆa′ rˆb′ + δa′b′ rˆarˆb)
+C5rˆarˆbrˆa′ rˆb′ , (A6)
where
C1 = E0 +
2
r
dE2
dr
+
1
r2
d2E4
dr2
− 1
r3
dE4
dr
, (A7)
C2 = −E0 − 2
r
dE2
dr
+
1
r2
d2E4
dr2
− 1
r3
dE4
dr
, (A8)
C3 =
d2E2
dr2
− 1
r
dE2
dr
, (A9)
C4 =
1
r
d3E4
dr3
− 3
r
d2E4
dr2
+
3
r2
dE4
dr
, (A10)
C5 =
d4E4
dr4
− 6
r
d3E4
dr3
+
15
r2
d2E4
dr2
− 15
r3
dE4
dr
. (A11)
The function E0 is the massless scalar two-point function:
E0 =
1
4π2
1
r2 − T 2 . (A12)
The functions E2 and E4 can be evaluated as follows. From the formula [16]
∫
∞
0
[
cos x
x
− 1
x(1 + x)
]
dx = −γ , (A13)
where γ = 0.577... is Euler’s constant, one finds
lim
x0→0
[∫
∞
x0
cosx
x
dx+ log x0
]
= −γ . (A14)
This formula and
∫ π/2
0 (sin x/x)dx = π/2 can be used to obtain the following result:
∫
∞
α
dk
k
eikx = K − logαx+ s(x, α) (A15)
with K ≡ −γ + iπ/2, where the error term is
s(x, α) = −
∞∑
n=1
(iαx)n
n · n! , (A16)
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which tends to zero as α → 0. We neglect the error term from now on. By integrating
by parts and using (A15) with s(x, α) = 0 we find
∫
∞
α
dk
k2
eikx =
1
α
+ ix(K + 1− logαx) , (A17)
∫
∞
α
dk
k4
eikx =
1
3α3
+
ix
2α2
− x
2
2α
− ix
3
6
(
K +
11
6
− logαx
)
. (A18)
By using these formulas in (A3) we find
E2 =
1
4π2
[
K + 1− 1
2
logα2(T 2 − r2)− T
2r
log
T + r
T − r
]
, (A19)
E4 =
1
4π2
{
1
2α2
+
iT
α
− 1
12
(3T 2 + r2)
[
2K +
11
3
− logα2(T 2 − r2)
]
+
1
12
(
T 3
r
+ 3rT
)
log
T + r
T − r
}
. (A20)
The functions Ci, i = 1, 2, 3, 4, 5, can be obtained by a straightforward calculation. By
noting that gab → δab, gab′ → δab′ , ga′b′ → δa′b′ , Na → rˆa and Na′ → −rˆa′ in the flat-space
limit, we can identify the flat-space counterparts of the functions g(1), g(2) and g(3) in
section 4. We find that these functions are indeed given by the right-hand sides of (3.58),
(3.59) and (3.60).
Appendix B. Three coordinate systems for de Sitter
spacetime
The reference for this Appendix is Ref. [19]. de Sitter spacetime is the hypersurface in 5-
dimensional Minkowski spacetime with cartesian coordinates (T,W,X, Y, Z) determined
by
X2 + Y 2 + Z2 +W 2 − T 2 = 1/H2 . (B1)
The spatially flat coordinate system can be obtained by letting
t =
1
H
log [H(W + T )] , (B2)
x =
X
H(W + T )
, (B3)
y =
Y
H(W + T )
, (B4)
z =
Z
H(W + T )
. (B5)
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The metric in this coordinate system is given by (4.12). The large-coordinate-distance
limit (x2 + y2 + z2)1/2 →∞ with t fixed corresponds to
X2 + Y 2 + Z2 →∞ with W + T = const . (B6)
Using (B1), we find that W − T → −∞ (and T → +∞, W → −∞) in this limit.
The coordinate system used in the main part of this paper, that with S3 spatial
sections, is defined by
T = H−1 tan τ , (B7)
W = H−1 sec τ cosχ , (B8)
X = H−1 sec τ sinχ sin θ cosϕ , (B9)
Y = H−1 sec τ sinχ sin θ sinϕ , (B10)
Z = H−1 sec τ sinχ cos θ . (B11)
In the large-distance limit in spatially flat coordinate system, we have T = H−1 tan τ →
+∞, but W + T = H−1(sin τ + cosχ)/ cos τ stays constant. Hence we have τ → π/2
and χ→ π.
The coordinate system with hyperbolic spatial sections is given by
T = H−1 sinh η cosh ζ , (B12)
W = H−1 cosh η , (B13)
X = H−1 sinh η sinh ζ sin θ cosϕ , (B14)
Y = H−1 sinh η sinh ζ sin θ sinϕ , (B15)
Z = H−1 sinh η sinh ζ cos θ (B16)
with the metric (4.15). Since W = H−1 cosh η ≥ H−1, the large-distance limit of the
spatially flat coordinate system with W → −∞ cannot be studied with the hyperbolic
coordinate system. In the limit ζ → ∞ we have T → +∞ and X2 + Y 2 + Z2 → ∞
with W fixed. This limit corresponds to the limit t→∞ with (x2 + y2 + z2)1/2 → H−1
in the spatially flat coordinate system, and to the limit τ → π/2 with χ → π/2 in the
coordinate system with S3 spatial sections.
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