INTRODUCTION
This paper is the first part of a work concernée with finite element multiscale approximations for Navier-Stokes équations, in the framework of the nonlinear Galerkin methods. This article is devoted to the stationary Stokes problem.
Lei ILS first give an overview of the nonlinear Galerkin methods, that were introduced by Marion and Temam (see [16] ). The aim of these methods is the large time approximation of the solutions of dissipative évolution équations. The set that describes the large time behavior of solutions is an attractor that can have a complex structure and even be a fractal ; moreover the convergence of the orbits towards the attractor can be arbitrarily slow.
A first attempt to overcome these difficulties was the introduction of inertial manifolds (see [11] , [20] ). They are finite dimensional invariant manifolds that contain the attractor, and then allow us to reduce the dynamics of the initial system to the dynamics on these manifolds.
Next came the approximate inertial manifolds (AIM) (see [10] ), that are finite dimensional manifolds that contain the attractor into a thin neighborhood. On the one hand séquences of approximate inertial manifolds that approximate the attractor with higher and higher order, have been derived for a broad class of évolution équations (see [7] , [9] , [19] , [21] ). On the other hand, since their équations are rather simple, AIMs make easier the implementation of numerical algorithms ; as the classical Galerkin method is related to the simplest of these AIMs, that is the finite dimensional linear space spanned by the first m functions of the Galerkin basis, the nonlinear Galerkin methods feature inertial nonlinear algorithms that correspond to AIMs providing better orders of accuracy.
The theory first developed in the spectral case extends now beyond : for instance see [22] , [5] for works about finite différences or [13] about wavelets. In this paper we are interested in finite éléments. Hence we return to the framework of [17] . Let V h be a finite element space corresponding to a triangulation whose mesh size is h. Instead of Computing an approximation y h of a solution u of a dissipative évolution équation as the solution of the approximated problem on V hJ we are looking for a nonlinear approximation y h 4 On the one hand, the utilization of multiscale approximations has been advocated and studied for standard elliptic linear problem (see [1] , [4] , [25] ...)-On the other hand, it is difficult to use these methods for saddle point problems, even using mixed finite element methods. The difficulty is to find a confomring space V h that enjoys V 2 h <= Vh-However we would like to refer to the numerical work in [18] .
In this paper, we overcome this difficulty by introducing a séparation of variables in the Stokes problem that replaces the saddle point problem by two unconstrained decoupled elliptic problems ; these problems can be each solved by standard multiscale process. Moreover this method provides approximation of the solution u of the Stokes problem that has the same order than the one using the usual mixed finite element methods (*).
This paper is organized as follows. In the first section we introducé the séparation of variables. A first subsection is devoted to recalling some classical results for the Stokes problem on a two-dimensional domain whose boundary is a polygon. Then in the next subsection we introducé a séparation of variables according to duality arguments. In the second section, we apply these results to theorical finite element multiscale approximations for the Stokes problem. Having addressed such a problem in a first subsection, we then describe expansions of the new (and old) variables into series whose ternis are actually incrémental variables. Error estimâtes conclude this section. In the third and last section, we describe a three-steps algorithm to approximate the solution of the Stokes problem ; error estimâtes are then derived.
SEPARATION OF THE VARIABLES

The Stokes problem
Let us first introducé some notations. Let O be a bounded open set of IR 2 , whose boundary is a convex polygon. We shall consider the following two-dimensional Stokes problem.
For
, we seek a vector function u = (M 1? U 2 ) and a scalar function p, which are defined in fl and which satisfy the following équations and boundary conditions
For the sake of convenience, we rewrite (2.1), (2.2) and (2.3) in the following abstract form 
We also define H as the closure of V in L 2 (/2 ) ; we recall the following result (see [23] ) Moreover we dénote by || . ||, | . |, | . \ M the norms corresponding respectively to (2.9), (2.10) and (2.11). Let us recall now the following theorem that is erucial for the study of the Stokes problem (we refer to [23] for a proof ; see also [12] 
. Vw' ebe,
We conclude this section by recalling the following regularity resuit (see [23] , [15] 
Séparation of variables
In this section we first prove that, if p is solution of (2.4)-(2.5), then p is solution of an unconstrained optimization problem. Next we introducé a simple change of variables that allows us to replace the problem (2.4)-(2.5) by two unconstrained optimization problems. Throughout the section we shall use without proofs some duality results. We refer to [8] for the proofs.
Let us introducé the Lagrangian Hence we have the following 
Using (2.8), (2.29) and (2.33), we transform (2.38) into
In other words, we have the following To conclude the proof of Proposition 3, it remains to check (2.47) ; this can be merely derived from (2,40).
APPLICATION TO THE FINITE ELEMENTS MULTISCALE ANALYSIS OF THE STOKES PROBLEM
Multiscale analysis of the Stokes problem
Let us define a finite éléments multiscale approximation of a Hilbert space V, as a séquence of finite element spaces {V h .}.
that satisfies the two following properties, * embedding condition
Hère hj is a nonnegative parameter that represents the mesh size of the triangulation corresponding to V h .. Actually we set h .
(3.3)
then h Q is the mesh size of the coarsest triangulation and j is the number of refinement levels. In this paper we are interested in the construction of finite éléments multiscale approximation to solve the Stokes problem. The natural Hilbert space related to the Stokes problem is V = Ker B, The main difficulty is to construct approximations of V which satisfy (3.1) and (3.2) ; even if we are looking at the Stokes problem in its saddle point formulation, namely (2.4)-(2.5), it is far from easy to construct finite element multiscale approximations of W x M that fit with the incompressibility condition (2.5).
To overcome this difficulty, we rather solve the two problems (2.43) and (2.44). These problems are convenient for multiscale approximations, since they feature no constraint conditions. Let us then conclude §3.1 by describing a suitable finite éléments multiscale approximation for (2.43) and (2.44).
Let {W h . Remark : C dénotes a constant that is independent of h r There is a broad class of finite element spaces which enjoy (3.4)-(3.9). For instance» let us mention the P 1 iso P^Pi element of Bercovier and Pironneau, see [2] , [3] or [12] . For other examples of suitable finite éléments we refer to [6] .
The incrémental variables
This section has two aims. On the one hand we introducé an expansion of M* and /?, the solutions of (2.43) and (2.44), in series whose terms are actually incrémental variables ; here we are refering to the framework of the nonlinear Galerkin finite éléments methods (see [17] ). On the other hand,*we establish some results, that also relate to the nonlinear Galerkin framework, and that will be useful to obtain the error estimâtes of the next section. Let W h , be as in § 3.1. For the sake of convenience, and when no confusion is possible, we drop the subscript j to write hj = h. A natural approximation for M*, the solution of (2.43), is u* defined as follows
J(ujt)= inf J(v h ).
(3.10) Recall Lw -ƒ ; hence (3.37) that holds for any f in H implies (3.24) . We now prove another technical lemma that will be useful in the next section.
• that concludes the proof of the lemma.
•
Error estimâtes
Let (w, p) be the solution of (2.4)-(2.5). This can be approximated by (u h , p h ) defined as follows ; p h is the solution of (3.17), and u h is defined from p h and w^, that is solution of (3.10), as
First we state, and we prove, some error estimâtes when ƒ is smooth, i.e. ƒ belongs to L 2 (i2). Then we describe some error estimâtes when ƒ belongs only to H" 1 (/2 ). 
AN ALGORITHM TO APPROXIMATE THE STOKES PROBLEM
Having described the theorical multiscale analysis of the Stokes problem, the next task is to address the practical computation of the approximation (u h , p h ) defined above. In a first subsection, we describe a three-step algorithm. Then we give error estimâtes in a subséquent paragraph. 
A three-step algorithm
Let us first describe the strategy of the algorithm on the continuous problem. First we compute «* that is solution of (2.48), Le. solution of the Dirichlet problem -A«* = ƒ in Ü , M* = 0 on dû .
We observe that w* does not by any mean approximate w, in particular w* does not satisfy the incompressibility condition (2.5). Next we compute p that is solution of (2.49), i.e. solution of the problem
The last step is to compute u -u * that is solution of the following variational problem
First step : The first step is devoted to the computation of u?, that is solution of (3.10), and that approximates «*. Actually u? is solution of the standard elliptic problem (3.11), and the computations can be carried out using the regular multiscale finite element process ; for instance we refer to [25 j Proof : Beeause this lemma is classical, we just sketch the proof for P j éléments. For a node N of the triangulation, we define the corresponding nodal function a N as the unique function in M h that enjoys the following <r N {N') = .8 NtN . 9 (4.6)
for N ' a node of the triangulation. Let y be where we sum over all the nodes of the triangulation. Actually, the fact that we have a uniformly regular triangulation means that we have, for any T triangle f \y( Hence (4.9) holds since |Lw*| = |/|. We now prove (4.10). We take y = y h in (4.4), we substract this equality to (4.5) to obtain (("* -ü h , y,)) = -(Py h , Ph 
