INTRODUCTION
A BILITY to automatically detect and describe complex curved objects is important for many visual tasks including generic object recognition, navigation, robotic grasping, and object learning. An important design issue in solving this problem is the use of an adequate shape representation scheme. It is well-accepted that a good way to represent a complex 3D object is by decomposing it into volumetric parts and describing the parts and the relationships between them. This type of representation is rich, stable to small irregularities in shape, and allows the representation of objects even under occlusion or missing components [3] , [14] . This is highly useful for object comparison, even with large differences in surface properties between objects, and under different viewpoints. There is also evidence, such as from psychological experiments performed by Biederman [2] , that a similar scheme is used by the human visual system. The use of simpler parts to describe more complex objects has a long history in computer vision [3] , [11] , [14] , [16] , [18] . However, the use of part-based representations in computer vision systems has been limited. This is, we believe, largely due to the difficulty of automatically computing part-based descriptions from a real image: The part decomposition hierarchy is not given a priori, we must infer it from the observable features in the data. In addition, we need to first separate an object from its background (or other objects in the scene) and infer 3D shape. Consider the example shown in Fig. 1 . Humans readily see a teapot with some other surfaces that are considered to be part of the ªbackground.º Humans naturally describe this teapot as consisting of a container, a handle, a lid, and a spout and infer 3D shapes of these parts. Note that this does not require prior knowledge of the objects expected in the image.
It should be clear that if such descriptions can be obtained automatically, the tasks of object recognition and manipulation would become much easier. However, while it easy for humans, this process presents many computational difficulties. Consider computing the desired descriptions from the edges detected from the image and shown in Fig. 2 . Lack of direct 3D measurements makes it difficult to determine discontinuities that may characterize object and part boundaries. Instead, we must work with intensity boundaries which may correspond to depth boundaries, but also to markings, shadows, specularities, and noise. Furthermore, object boundaries are not complete due to both poor edge localization and occlusion. We need to aggregate the appropriate boundaries to segment the teapot from the background, to find the significant parts of the teapot and to infer their 3D shape. In this paper, we present a method to generate such descriptions from a single intensity image.
Some of the computational problems become easier if dense range data is available. Ideally, the only boundaries then correspond to surface discontinuities and surface markings become invisible. The availability of 3D data also helps with the task of part decomposition and shape inference. Early work on extracting part-based descriptions from a range image of complex curved objects is described in [14] . In [16] , Pentland presents a system which derives part-based descriptions using super-quadrics. This method assumes that the image has been presegmented into regions corresponding to parts (skeletonization) and focuses on the fitting problem, which is addressed using a coarse-to-fine method. Thus, in a sense this method addresses the description problem, treating the segmentation as a separate and prior issue (such as a manual segmentation, for example). More recently, there have been efforts to describe a range image in terms of geons, (qualitative generalized cylinders) such as in [7] and [15] . An effort to recover qualitative and quantitative part descriptions from range data is given in [6] . While range data is very helpful in solving the problems of object segmentation and description, it is rather difficult to acquire: Most sensors work well with only certain kinds of surfaces, ambient illumination may need to be controlled and the sensors are expensive.
Single intensity images, on the other hand, can be acquired easily and inexpensively in most environments and, hence, attractive to use. Some previous work has attempted to address generic part and object segmentation from a 2D image. Many of these methods use synthetic data or assume that perfect object outlines are given [1] , [5] , [9] . Under these conditions, it is possible to identify parts and relations by using low-level features such as junctions, but it is not clear how these approaches can be generalized to work with fragmentation and clutter common in real images.
There have also been systems that attempt to work with real images. Early work include Brook's Acronym system [4] where a model-based system is described for segmentation/recognition of airplane images. Rao and Nevatia [17] have described a system that uses more generic models and uses ribbons to describe parts. Mohan and Nevatia [12] used a perceptual grouping approach to form descriptions through a hierarchy of features. These methods use intuitive constraints to build descriptions which may not necessarily correspond to properties of the viewed 3D objects and no explicit 3D recovery is attempted.
More work has have taken the approach of using rigorous, but generic models and attempting to find them in images from expected projective properties. These models have been typically subclasses of generalized cylinders (GCs). Commonly used classes are straight homogeneous generalized cylinders (SHGCs), where axis is straight but cross section size may vary, and planar right generalized cylinders (PRGCs) which allow axis to be curved but planar. Sato and Binford [19] , and Gross and Boult [8] describe a system for recovery of SHGCs. In our own previous work, we have described methods for detecting SHGCs [23] as well as PRGCs [24] from real images; these systems recover 3D descriptions of the detected objects as well. These methods, however, are designed to work only with objects consisting of a single part (i.e., simple objects).
In this paper, we describe a method that detects and describes complex objects (i.e., those containing multiple parts). The method we present builds on our recent work [23] and [24] to recover descriptions of single-part objects in terms of subclasses of generalized cylinders (GCs). It addresses the figure/ground problem and part-based shape description problem at the same time and in a generic way (i.e., without prior knowledge of the specific objects being viewed). Compound objects introduce many new issues related to the use of joint relationships to effect object-level segmentation and shape description, including 3D shape inference. We address these issues through the exploitation of geometric (scaled orthographic) invariant and quasi-invariant properties as well as structural properties of the contours of GCs mentioned above. One of the significant result of using such properties is that the derived descriptions give projective attributes of 3D shape, not just intuitive ones. The paper is organized as follows. Section 2 provides an overview of the method. Section 3 contains details of the method for detecting complex objects and describing them by projections of parts and relations between them. Section 4 gives a method for 3D shape reconstruction from the 2D descriptions. Section 5 has a discussion of the strength, limitations, and complexity of the method. A conclusion is give in Section 6.
OVERVIEW OF THE METHOD
Our system takes a single intensity image as input. Edges and curves are detected from this image and used for further processing. The segmentation and description method may be viewed as consisting of two main levels, the part level and the object level as shown in Fig. 3 . The part level generates part hypotheses using relations between curve segments which should satisfy some projective properties of the modelled part classes. This may result in multiple hypotheses for the same part. The object level analyzes the joint relationships between the hypothesized parts to build a geometric context used to hypothesize compound objects and resolve ambiguities. 3D descriptions are then generated for the parts of the object; the relations between the parts can help in the process of 3D inference.
The scope of this method are objects which consist of the arrangement of parts which can be (approximately) described by one the following classes (see Fig. 4 ):
1. Straight Homogeneous Generalized Cylinders (SHGCs): These are generalized cylinders (GCs) with a straight axis. The cross sections are homogeneous (i.e., of the same shape), but may vary in size along the axis. 2. Planar Right Constant Generalized Cylinders (PRCGCs): Here, the axis is allowed to be any planar curve, however, the cross sections are fixed, both in shape and size. The cross sections must be orthogonal to the local axis direction. 3. Circular Planar Right Generalized Cylinders (circular PRGCs): These also allow any planar curve for axis and the cross section size may vary along the axis. However, the cross sections are limited to being circular and orthogonal to the local axis directions.
We will refer to the combined class of PRCGCs and circular PRGCs as PRGCs.
These primitives can join to form complex objects in a number of ways. We restrict the joints between two parts to be one of the following two classes (as shown in Fig. 5 ):
1. End-to-End Joint: Here, one of the two ends of each of the joining parts are attached to each other, as in the case of the lid and the container in Fig. 5 . As the ends are planar, this implies that the two cross sections share a common plane and some common area; however, the two need not be of the same size. 2. End-to-Body Joint: Here, the end of one part is attached to the ªsideº of another, as is the case for the spout and the handle joined to the container in Fig. 5 . Strictly speaking, a planar end cannot be mated precisely with a curved side and some "glue" is required in between. We do not explicitly model this glue. Obviously, not all objects in our environment are well modeled by the above types of parts and joints. However, we do believe that they cover a large and interesting class of objects of our everyday experience. We have selected these classes based on their wide applicability but also because it has been possible to derive strong projective properties for them.
The part detection level of the system is described in detail in [23] and [24] . The approach consists of computing a hierarchy of description levels obtained by boundary grouping, symmetry grouping, and surface patch grouping. A hypothesize-verify process is used which proceeds in a bottom-up, local-to-global fashion. This process detects local features (such as surface fragments), groups those likely to project from the same part, and verifies the resulting part hypotheses. An important aspect of the method is that the constraints used in these steps are derived from rigorous geometric invariant and quasiinvariant, and structural, properties of the contours of the subclasses of GCs. This allows a systematic account of the effects of partial occlusion, image fragmentation, and extraneous boundaries (markings, shadows, and so forth). Random surface markings, for example, are unlikely to satisfy the strong constraints at all levels of the hierarchy. We omit the details of this process as they have been reported in previous work cited above.
For the example of the image in Fig. 1 , the part level detects four parts as shown in Fig. 6 . For each part, we display its axis and cross sections at selected intervals; even though such depiction appears three-dimensional to us, only 2D projections have been computed so far. Note that there are some gaps in the descriptions of the handle and the lid and for the lower part of the spout, no axis or cross section are determined even though the limb boundaries are found (this is partly due to the fact that we do not see the cross section at the lower end).
The part level detects SHGCs and PRGCs separately and it is possible that the same part allows descriptions as both types of classes. In some situations, this type of ambiguity can be resolved at the part level. For example, the large cone of Fig. 6 is both an SHGC with a circular cross section and linear sweep rule, and a PRGC with a straight axis and linear sweep rule. In this case, the SHGC interpretation is favored (i.e., when the axis is straight, an SHGC interperation is favored). However, in other situations disambiguation needs a more complete context involving other part descriptions in the vicinity of the ambigous part, this is described in Section 3.2.
At the object level, described in this paper, additional analysis are performed to generate compound objects descriptions. The object level extends the geometric context created by parts hypotheses to one where the relationships between parts are exploited to identify compound objects.
For two parts to be described as being connected, the proposed joint(s) between them should satisfy the properties expected from joining such parts, as described in Section 3. The type of joint is also determined by this process. In addition, the analysis of relations between parts helps further reduce the multiple individual interpretations that may have survived from the parts level and combine constraints from both parts and joints in completing missing shape information. The result of the object-level analysis are part-based descriptions in the form of a graph where nodes are projected GC descriptions of parts and arcs encode observed joint relationships between the parts. As the 2D descriptions correspond to some 3D GCs of a specific class, we can also recover their 3D shape descriptions.The 3D shape inference method combines constraints on the 3D parameters of each GC part from its projective GC description and from the joint relationships between parts. The joint relations can often help reduce the degrees of freedom inherent in making the 3D inferences. For example, if the projective descriptions of two joined parts indicate that they have parallel cross section cuts (say, from some symmetry relationships), then their 3D cross sections (or axes) must lie on parallel planes. We next describe the process of detecting compound objects and of inferring 3D shape in detail.
DETECTION oF COMPOUND OBJECTS
At this stage, we have already detected the parts and their 2D descriptions. The parts (or subparts) may have multiple descriptions, some of which may be eliminated when their relations with other parts are examined. The detection of compound objects proceeds in two steps: the analysis of joints and the analysis of ambiguities.
Analysis of Joints
The objective of this step is to identify potential joint relationships between hypothesized parts (whether there is physical contact between parts cannot be firmly concluded from an image). For this, it is useful to analyze the generic image events corresponding to the two types of joints of Fig. 5 and use them to hypothesize those relationships.
Properties of Joints
The structural properties of these two types of joints consist of the closure patterns of the joined parts and the observed junction relationships between the joined parts' boundaries. The observed structure depends on the viewing direction, shapes of the parts (sweep derivatives and axes curvatures) at the joints and the visibility of their joint curve (intersection of their surfaces). In the following, we discuss first the possible image events for each type of joint, then how fragmentation and partial occlusion are dealt with.
1) End-to-End Joints. There are two cases for an end-toend joint: the two parts have the same size at their contact (Figs. 7a, 7b, and 7c) or have different sizes (Figs. 7d and 7e). For any viewing direction (except the specific one which lies in a part's cross section plane), at the joined ends, one part will have its cross section facing ªtowardº the camera and the other will have its cross section facing ªawayº from the camera. The observed closure junctions of a part when it faces ªtowardº or ªawayº from the camera are combinations of the set of junctions of [10] : Three-tangent junctions (3-tgt-js), L-junctions (L-js), T-junctions (T-js), and cusps. 1 For example, a closure with two L-js indicates a cross section facing ªawayº from the camera (for example, the bottom of the image of a cylinder), and a closure with two 3-tgt-js indicates a cross section facing ªtowardº the 1. In the current analysis, Arrow and Y-junctions are not used, though, they do not present any conceptual difficulties. camera (the top of the image of the cylinder). In each case, there are other junction combinations involving ªcuspsº and T-js. In the analysis below, we use the L-j L-j combination to represent any of the closure patterns that result from the cross section facing ªawayº from the camera and the 3-tgt-j 3-tgt-j combination to represent any of the closure patterns that result from the cross section facing ªtowardº the camera. Both combinations can be replaced by any of the set of combinations they represent.
An additional analysis is needed for the observed junctions at occlusion regions between the joined parts. To analyze the effects of joints, we separate the cases of equalsize ends joints and different-size ends joints. In each case, we first consider the case where the intersection curve between the parts (joint curve) is visible, then the case where it is not visible.
Equal-Size Ends: Case 1. The Joint Curve is Visible. In this case, the joint curve is the common cross section. Therefore, the part with its cross section facing away from the camera will have a regular L-j L-j closure (top part in Figs. 7a and 7b). The part with its cross section facing toward the camera cannot have 3-tgt-j 3-tgt-j closure because the other part partially occludes its cross section. Only the portion of its cross section that coincides with the visible joint curve will be observed. The observed junctions of this part depend on whether its junction points are close to the other part's or not. In case they are, then this has the effect of preventing the upper branch of the 3-tgt-j to be visible, resulting in a sort of ªtwo-tangent junctionº (henceforth, 2-tgt-j) as can be seen for the bottom part of Fig. 7a . In the case where the junction points are relatively distant (such as due to a flaring of the part with its cross section facing toward the camera), then the part with its cross section facing away will partially occlude the other part's closure, causing this latter part to have T-j closures (bottom part of Fig. 7b) .
Case 2. The joint curve is not visible. The only case where the joint curve is not visible is when the part with its cross section facing away from the viewer occludes the other part (Fig. 7c) . This happens, for example, when the occluding part has a flaring (high-derivative sweep). This case corresponds to the case of Fig. 7b seen ªfrom behind.º Different-Size Ends. Case 1. The joint curve is visible. In this case, both parts have regular closures, i.e., the one facing away has L-j L-j closure and the one facing toward the camera has 3-tgt-j 3-tgt-j closure. However, unless the former part is too small compared to the cross section of the latter part, T-js are observed between the side boundaries of the smaller-end part and the cross section boundaries of the large-end part. See Fig. 7d .
Case 2. The joint curve is not visible. This occurs when the larger part's cross section occludes the smaller part, causing the former to have L-j L-j closure and the latter to have T-j Tj closure. See Fig. 7e .
2) End-to-Body Joints. In the discussion below, we will call joined part the part joined at its end and supporting part the one joined at its body. As before, we consider two cases depending on the visibility of the joint curve.
Case 1. The joint curve is visible. In this case, the joint curve will constitute the joined part's closure. The latter part cannot have its cross section facing toward the camera. This is because the surface of the supporting part faces the viewer (otherwise the surface and the joint curve will not be visible). Thus, the joined part will have L-j L-j closure (as before, any of the closure patterns corresponding to the cross section facing away from the camera can be observed instead). Further, unless the joined part is too small, it will partially occlude the supporting part's side boundaries, causing T-js, where the top of the Ts are the joined part's side boundaries. This case is illustrated in Fig. 8a .
Case 2. The joint curve is not visible. In this case, the supporting part occludes the joined part, resulting in T-j closures for the latter where the stems of the Ts are the joined parts side boundaries. This case is illustrated in Fig. 8b . 
Detection of Joints
The detection of joints involves finding the structural patterns described previously at the end of each part with other parts in its vicinity. The analysis between a pair of parts is based on the parts closure patterns, the junctions between the parts' boundaries and on an ªextent analysisº described below as a set of rules. We use the terms ªaway closureº to denote a closure pattern corresponding to a cross section pointing away from the camera and ªtoward closureº to denote a closure pattern corresponding to a cross section pointing toward the camera.
. If two parts share closing boundaries such that one has an "away closure" and the other ª2-tgt-j closureº and ªsimilarº sizes at their ends then an end-to-end joint with equal-size ends is hypothesized (pattern of Fig. 7a ). . If a part has T-j closures with another part's (occluding part) side boundaries such that the Tjunctions are on opposite sides of the occluding part and the occluding part has ªaway closureº with "similar" sizes at the point of contact between the two parts, then an end-to-end joint with equal-size ends is hypothesized (pattern of Fig. 7b ). . If a part (occluding part) has "away closure" and its side boundaries partially occlude another part's (occluded part) cross section boundaries such that the occluded part has ªtoward closureº and the closure boundaries of the occluding part lie completely within the region delimited by the occluded part's cross section, then an end-to-end joint with different-size ends is hypothesized (pattern of Fig 7d) . . If a part (occluded part) has T-j closures such that the top of the Ts are another part's (occluding part) cross section boundaries and the occluding part has ªaway closureº with a larger size end than the occluded part's, then an end-to-end joint with different-size ends is hypothesized (pattern of Fig. 7e ). . If a part (occluding part) has ªaway closureº and has T-junctions with another part's (occluded part) side boundaries such that the stems of the Ts lie on the same side of the occluded part and the closing boundaries of the occluding part lie inside the surface of the occluded part, then an end-to-body joint is hypothesized (pattern of Fig. 8a ). . If a part (occluded part) has T-j closures such that the top the Ts are another part's (occlud-ing part) side boundaries lying on the same side of the occluded part, then a joint of type end-to-body is hypothesized (pattern of Fig. 8b ). Notice that the structural patterns of Figs. 7c and 7e are similar. Thus, the above algorithm will only hypothesize the one of Fig. 7e, i. e., does not mark the joint as ªsame-size endsº due to the lack of evidence. This is not critical though, since the main decision here is the end-to-end interaction.
The conditions on the part's closures above allow for partial occlusion at one side, at most, of a part's end. For example, the case of Fig. 9 .a is accepted as a joint, whereas the one of Fig. 9b is not.
In order to handle real image imperfections such as fragmented edges, the junction detection algorithms make use of junction measures (based on angular and proximity relationships) so as to account for possible boundary breaks. Fig. 10 illustrates these for the three types of junctions used (3-tgt-j, L-j and T-j). For each junction, both proximity (relative measure of the junction gap) and the angle must be smaller than given thresholds (system constants). Fig. 11 shows the result of the joint detection on the parts found in Fig 6. T-junction points are displayed as large dots and the junction curves in bold lines. Four joints are found: One end-to-end joint, with equal-size ends and visible joint curve, between the lower cone (the pot) and the upper SHGC (the lid), one end-to-body joint with visible joint curve between the right-most circular PRGC (the spout), and the pot and two end-to-body joints with nonvisible joint curve between the left-most PRCGC (the handle) and the pot. The joint labels can be seen in Fig. 15 .
Analysis of Ambiguities
This step attempts to identify conflicting hypotheses (interpretations) and, if possible, disambiguate among them. One source of ambiguities is the conflict between geometric properties, for example, the same symmetry relationships for different GC primitives, as shown in Fig. 12 . Another source of ambiguity is the similarity between the structural properties of a part and those of a joint as shown in Fig. 13 .
Many ambiguities can be resolved by the joint relationships between hypothesized parts. Joints with visible joint curves can be seen as highly regular structures. They involve not only regular (verified) parts but with specific structural relationships. For such relationships to be observed in the image, without the parts actually being joined in the scene, requires first the existence of a viewing direction that would accidentally produce these relationships, then that the scene be viewed from that specific viewing direction. Thus, the joints can be thought of as nonaccidental relationships whose presence in the image suggests certain labeling of boundaries. In case of ambiguities, joint curves are interpreted as parts ends, as shown in Fig. 14 . The single part of Fig. 12a taken by itself could be interpreted as either an SHGC or a PRCGC. When considered in the context of Fig. 12b , it can only be interpreted as an SHGC and when considered in the context of Fig. 12c as a PRCGC part.
If, after application of this filtering, some ambiguities still remain, different object interpretations are generated (as those of Fig. 13 ). Each such object interpretation is represented as an attributed graph (one for each compound object) whose nodes are the parts and whose arcs are the joints between the parts. The arcs are labeled partially by the type of joints they represent. Although our approach allows for multiple interpretations, in the examples given in this paper, only one interpretation is found for each image. Fig. 15 shows the graph constructed for the parts of object in Fig. 1 .
Another example is shown in Fig. 16 . Here, the image contains two compound objects (mugs). There is more texture on the objects and in the background than for the teapot example, and there is significant occlusion of one object by the other. Still, the method is able to detect the two mugs and describe each as having two parts. The computed 2D GC descriptions of the parts are also shown in the figure.
INFERENCE OF 3D SHAPE
Inferring the 3D shape of an object requires finding the 3D intrinsic GC description of each of its parts, i.e., its 3D cross section, its 3D axis and its scaling function. A complete method for such 3D recovery would use the information given by each part (its projective description built so far) and by the joints between parts. This is because, in general, the problem is under-constrained and needs the use of additional assumptions (preference criteria). Those assumptions should be consistent with the observed interactions between the surfaces of a part and between the parts of an object.
The 3D shape inference method we use exploits both types of interactions. It uses intrapart constraints as well as interpart constraints. The intrapart constraints consider each part as though it were isolated. They come from relationships between the observed contours such as those forming symmetries and relations between limbs and cross section curves. We omit a description of these as they have been presented in detail in past work [23] , [24] . The interpart constraints establish relationships between 3D shapes (orientations) of joined parts' cross sections. We will discuss the use of joints for this purpose and also for shape completion in Section 4.2. But first, in Section 4.1, we discuss the classification of parts, a useful step in inferring 3D shape.
Classification of Parts' Cuts
This step uses the parts' descriptions to infer useful information about their cuts (properties of their end cross sections) when the cross section is fully visible. Such information includes whether a visible part's cut is likely to be cross sectional 2 or planar. This classification helps decide what constraints a part's image description imposes on its 3D shape. The cut classification can be inferred from the observed image properties of a part as follows (the properties are known to hold for the image of 3D parts; here, they are used to make the inverse inference):
. If the part is an SHGC with linearly parallel symmetric 3 ends then the cuts at both ends are assumed to be cross sectional (implicitly planar).
. If the part is an LSHGC with line-convergent 4 symmetric ends then the cuts are assumed to be planar (not both cross sectional).
. If the part is an SHGC with neither of the above symmetries, then if it has a full cross section it is assumed to be a cross sectional cut (for example, when the bottom end is completely occluded). See Fig. 17 .
. If the part is a PRGC with an elliptic cross section 5 at some end, and with an extremal 2D axis tangent orthogonal to the major axis of the ellipse then the cut is assumed to be cross sectional (implicitly planar). See Fig 17b. . If the part is a PRGC with an elliptic cross section not orthogonal to the extremal 2D axis tangent then the cut is assumed to be planar but not cross sectional. See Fig 17c . 2. A part may not be cut along its cross section (for example, an oblique cut of a cylinder). 3. Linear parallel symmetry is the extension of straight line parallelism to curved lines such that the symmetric curves are similar up to scale and translation [20] . 4 . Line convergence is a form of symmetry whereby tangent lines at symmetric points of two curves intersect along a line [22] . It can be thought of as the generalization of point incidence to line incidence.
5. A curve is judged to be (approximately) elliptic if the fitting error is small. This error is chosen to be the minimum of the least squares fit or the scatter fit [20] .
The results of this classification are cross section labels (cross sectional and/or planar cut) for each part of every object. This label is used in the intra-part constraint generation for 3D shape recovery. The constraints depend also on each part's primitive type (SHGC, PRCGC, or circular PRGC) [20] , [22] , [23] , [24] .
Exploiting Joints to Infer 3D Shape
Joined parts set mutual constraints on one another's 3D shape. For example, well-defined differential geometric relationships exist between the surface orientations of intersecting surfaces. Their surface normals, along their intersection curve, are both orthogonal to the tangent to that curve [20] . The problem of exploiting such constraints from a single image of arbitrary joint relationships between parts is a research topic in its own right (see [21] for an approach that addresses objects with multiple Zero-Gaussian Curvature surfaces). For this reason, we limit the analysis to the use of end-to-end joints with visible joint curves as they can be exploited from a single image.
There are two ways end-to-end joints can be exploited in 3D shape recovery. The first is to set mutual constraints on the cross section plane orientations of joined parts. The second is to infer invisible (or not completely visible) cross sections for parts with incomplete descriptions. We discuss them separately.
Using End-to-End Joints to Constrain 3D Cross Section Orientations
End-to-end joints with visible joint curves indicate that the joined parts are cut by the same plane. Therefore, a 3D description of the joined parts must be consistent with this constraint. For this, sets of joined parts' ends which must have the same plane orientation at their ends are constructed (some of these sets may contain only one element). This is done by traversing the object graph through the arcs labeled as ªend-to-end with visible joint curveº and through nodes labeled as having ªparallel cuts,º such as SHGCs with linearly parallel symmetric ends. An example is shown in Fig. 18 . In this example, two sets are obtained
To estimate the common plane orientation of the parts' ends of each of the sets so obtained, the method first estimates the orientation of each part's end, independently of the others, using a method based on ellipse fitting described in [20] . Then the common orientation of those parts' cross sections is set to be the average of all the obtained orientations. The common cross section orientation of the lid and the pot of Fig. 21a is so computed.
At this stage, all visible cross section orientations have an estimate of their plane orientations consistent with the observed end-to-end joints with visible joint curve. Parts with at least one (almost) completely visible cross section facing toward the camera can be used to recover their 3D shape by the methods of [20] , [22] , [23] , [24] . The remaining parts do not have a fully visible cross section at either end. For some of these parts, some way of inferring the missing cross sections is needed in order to be able to recover their 3D shapes. For this, we find the end-to-end joints with equalsize ends (and visible joint curve) to be useful. This is discussed below. 
Using End-to-End Joints with Equal-Size Ends to Complete Parts' Descriptions
Parts with only partially visible cross sections and which are involved in an end-to-end joint with equal-size ends may have their cross sections ªinheritedº from the joined part if the latter has a complete 3D description. Thus, parts whose 3D shape cannot be recovered if considered isolated, may be recovered after this inference is made. In the case such joint-based inference is not possible, assumptions about the circularity of the cross sections are made whenever consistent. The different cases are discussed below.
. If a part I has an end-to-end joint with equal-size ends with another part P and if the cross section of I at the joined end is known (complete) then it is used as the complete cross section of P at its joined end (see Fig. 19 ).
. If an SHGC part has an elliptic arc as the partially visible cross section and bilaterally symmetric side boundaries with the axis of symmetry orthogonal to the ellipse major axis, then use the ellipse as the part's cross section (see Fig. 20a ). . If a PRGC part has an elliptic arc as the partially visible cross section and an extremal tangent to the 2D axis (almost) orthogonal to the ellipse major axis, then use the ellipse as the part's cross section (see Fig. 20b ). An example of the first rule is given in Fig. 19 , where the ªbottomº cross section of the cylinder is known (since it can be recovered by the method of [23] ) and thus can be used as the ªtopº cross section of the lower part. We find the other types of joints not strong enough to be exploited in a similar way from a single image.
The second rule is based on the bilateral symmetry property of surfaces of revolution [13] and the third rule is based on a similar symmetry derived for curved-axis primitives in [24] . Both rules infer circular cross sections (elliptic in the image) from the symmetry and the partial cross-section observed. Fig. 20 gives some examples. If the symmetries, for example, are not observed between the part's side boundaries then no inference is made and the part's description remains in terms of its surface correspondences only, without complete information about its cross section. Its description remains projective.
Each time the cross section of a part is inferred in any of the above ways, the 3D shape of the part can be recovered and the new information is propagated through the visible end-to-end joints with equal-size ends. In doing so, full advantage of such joints is taken for shape inference. Fig. 21a shows the recovered 3D shapes for the parts of the object in Fig. 15 . The recovered 3D parts are displayed in terms of cross sections, meridians and axes and are shown for different 3D poses. Fig. 21b shows the recovered 3D parts for the objects in Fig. 16 . Notice that the handle of the teapot of Fig. 15 and the handle of the left-most mug of Fig. 16 could not be recovered in 3D because their cross sections are completely occluded by the pot and the cup, respectively, (the 3D recovery methods of [20] , [22] , [23] , [24] require visibility of both body and cross section).
Completion methods are used when no joint constraints exist for a part, such as the spout of the teapot shown in Fig. 21 . In this case, certain assumptions are made about the missing part shape if either one end or one side is visible. The 3D shape completion interpolates the gaps in the axis description by a conic (whenever geometrically possible) and the gaps in the scaling function by a linear scaling function. This process (completion of parts based on intrapart information) is described in more detail in [24] . In some cases, 3D descriptions may remain incomplete but, their projective descriptions still provide important shape information.
DISCUSSION
The object level exploits the projective structural properties of the joints in order not just to infer compound objects, but also to provide global context for both segmentation and shape description. The use of joints with visible joint curves for filtering out false hypotheses, which the part level accepted, is an example of their use for a more complete solution to the figure/ground problem. The use of end-toend joints with equal-size ends and visible joint curves to infer missing cross sections and the use of end-to-end joints with visible joint curves to estimate common 3D cross section orientations also exploit that context for (3D) shape description.
However, the method may not handle two-dimensional compound objects (involving flat GCs) where the joints do not form any of the patterns discussed in Section 3.1 as shown in Fig. 22 . This type of object may better described by a method suited to 2D objects such as one given in [17] . A combination of both methods would increase the set of objects that can be handled.
The performance of the whole method, including the SHGC and PRGC modules, on the images shown is summarized in Tables 1, 2 , 3, 4, 5, and 6. The tables show the evolution of the number of hypotheses of both modules and of key steps of the object level and the corresponding run times (on a SUN SparcStation 10 using COMMONLISP). The final number of parts given is the one obtained after the part verification step between both SHGC and PRGC parts. It can be seen that the object level processing itself is very fast. This is to be expected because there are few parts hypotheses given as input to that level, making the joint detection fast. Also, the 3D inference methods are purely numerical and take little time to execute. The bulk of the processing takes place at the part level. The second scene (Fig. 16 ) takes more time to interpret due to its higher complexity (more markings both within the objects and the background).
Finally, the parameters used in the method, both in part-level and object-level processing, are all constant. The robustness of the method to changes of key parameters has also been tested by modifying their values by up to 50 percent of their default values. The final results were unchanged.
CONCLUSION
Although the extraction of 3D part-based descriptions from a single 2D image is an old problem, past work has either assumed perfect and segmented boundaries or addressed 2D shapes. The method described in this paper relaxes these limiting assumptions and directly exploits the 3D nature of the viewed objects. It has successfully extracted generic 3D volumetric descriptions composed of certain subclasses of generalized cylinders and of their joint relationships, in the presence of noise, boundary breaks, markings, shadows, and partial occlusion. This capability is achieved by the use of a bottomup hierarchical approach where a local-to-global geometric context is built and refined. The method also takes explicit account of the 3D nature of the objects by exploiting rigorous geometric and structural properties of their projections. This allows the inference of 3D shapes when enough structure is visible in the image.
The scope of the method is large, we believe, as the subclasses of generalized cylinders it addresses capture the (approximate) 3D shape of many man-made (and some natural) objects in our environment. The resulting descriptions, either the 3D intrinsic elements of a GC or their projective descriptions, can be used to provide powerful, view-insensitive, indexing keys to large databases of object models for object recognition. They also provide means to analyze similarities and differences in shape, a highly useful capability for learning. The descriptions also have applications in grasping, where the shapes can be used to plan for the grasp and preshape the hand.
The method can be extended in many ways. First, a parallel implementation should not be difficult given the organization of the search processes at the part and object levels. It can also be extended to exploit multiple cues in order focus the search or reduce ambiguity in 3D recovery. The ideas and principles of the method can be used in a stereo (or motion) framework where the highlevel descriptions obtained in each image can be used to 
