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We investigate the localization of stiff directed lines with bending energy by a short-range random
potential. We apply perturbative arguments, Flory scaling arguments, a variational replica calcula-
tion, and functional renormalization to show that a stiff directed line in 1+d dimensions undergoes
a localization transition with increasing disorder for d > 2/3. We demonstrate that this transition
is accessible by numerical transfer matrix calculations in 1+1 dimensions and analyze the properties
of the disorder dominated phase in detail. On the basis of the two-replica problem, we propose a
relation between the localization of stiff directed lines in 1+d dimensions and of directed lines un-
der tension in 1+3d dimensions, which is strongly supported by identical free energy distributions.
This shows that pair interactions in the replicated Hamiltonian determine the nature of directed
line localization transitions with consequences for the critical behavior of the Kardar-Parisi-Zhang
(KPZ) equation. We support the proposed relation to directed lines via multifractal analysis re-
vealing an analogous Anderson transition-like scenario and a matching correlation length exponent.
Furthermore, we quantify how the persistence length of the stiff directed line is reduced by disorder.
PACS numbers: 05.40.-a,64.70.-p,64.60.Ht,61.41.+e
I. INTRODUCTION
Elastic manifolds in random media, especially the
problem of a directed line (DL) or directed polymer in a
random potential, are one of the most important model
systems in the statistical physics of disordered systems
[1]. DLs in random media are related to important non-
equilibrium statistical physics problems such as stochas-
tic growth, in particular the Kardar-Parisi-Zhang (KPZ)
equation [2], Burgers turbulence, or the asymmetric sim-
ple exclusion model (ASEP) [3]. Furthermore, there are
many and important applications of DLs in random me-
dia such as kinetic roughening [3], pinning of flux lines in
type-II superconductors [4, 5], domain walls in random
magnets, or wetting fronts [1, 6].
Directed lines have a preferred direction and no over-
hangs with respect to this direction. The energy of DLs
such as flux lines, domain walls, wetting fronts is propor-
tional to their length; therefore, the elastic properties of
directed lines are governed by their line tension, which
favors the straight configuration of shortest length. Both
thermal fluctuations and a short-range random potential
(point disorder) tend to roughen the DL against the line
tension. As a result of the competition between ther-
mal fluctuations and disorder, DLs in a random media in
D = 1 + d dimensions exhibit a disorder-driven localiza-
tion transition [7] for dimensions d > 2, i.e., above a crit-
ical dimension dc = 2. These transitions have been stud-
ied numerically for dimensions up to d = 4 [8–18]. At low
temperatures, the DL is in a disorder dominated phase
and localizes into a path optimizing the random potential
energy and the tension energy. Within this disorder dom-
inated phase, the DL roughens, there are macroscopic en-
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ergy fluctuations and a finite pair overlap between repli-
cas [19–21] (introduced below). At high temperatures,
the disorder is an irrelevant perturbation, and the DL
exhibits essentially thermal fluctuations against the line
tension. It has been suggested that the critical tempera-
ture for the localization transition of a DL in a random
medium and the binding of two DLs by a short-range
attractive potential coincide [11, 14].
DLs in a random medium map onto the dynamic KPZ
equation for nonlinear stochastic surface growth with the
restricted free energy of DLs in 1+d dimensions satisfying
the KPZ equation of a d-dimensional dynamic interface.
The localization transition of DLs with increasing disor-
der corresponds to a roughening transition of the KPZ
interface with increasing nonlinearity. In the context of
the KPZ equation, it is a long-standing open question (re-
cently discussed for example in Ref. [22]) whether there
exists an upper critical dimension, where the critical be-
havior at the localization transition is modified. There-
fore, the critical behavior of lines in random media can
eventually also shed light onto the critical properties of
the KPZ equation.
In the present paper, we study the localization transi-
tion of stiff directed lines (SDLs). We define SDLs as di-
rected lines with preferred orientation and no overhangs
with respect to this direction, but with a different elas-
tic energy as compared to DLs: SDLs are governed by
bending energy, which penalizes curvature, rather than
line tension, which penalizes stretching of the line. This
gives rise to configurations which are locally curvature-
free, i.e., straight but straight segments can assume any
orientation even if this increases the total length of the
line. We investigate the disorder-induced localization
transition of SDLs for a short-range random potential
and the scaling properties of conformations in the disor-
dered phase. A typical optimal SDL configuration in the
presence of an additional short-range random potential
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2at zero temperature is shown in Fig. 1(a), in comparison
to a typical optimal DL configurations in Fig. 1(b).
There are a number of applications for SDLs in ran-
dom media. SDLs describe semiflexible polymers smaller
than their persistence length, such that the assumption of
a directed line is not violated. Our results apply to semi-
flexible polymers such as DNA or cytoskeletal filaments
like F-actin in a random environment as it could be re-
alized, for example, by a porous medium [23]. Moreover,
SDLs are closely connected to surface growth models for
molecular beam epitaxy (MBE) [24]. In the presence of
surface diffusion, MBE can be described by a Herring-
Mullins linear diffusion equation[25, 26], which is equiva-
lent to the overdamped equation of motion of a SDL. As
a result, SDLs exhibit the same super-roughness as MBE
interfaces. More generally, the zero temperature problem
of a SDL in disorder can be formulated as a generic opti-
mization problem for paths in an array of randomly dis-
tributed favorable “pinning” sites (as indicated by points
in Fig. 1), which minimize their bending energy at the
same time as maximizing the number of visited favorable
pinning sites.
There is an important relation between the statisti-
cal physics of DLs and SDLs, which stems from the re-
turn probabilities of pairs of lines: the contact probabil-
ity pcontact(L) of two thermally fluctuating DLs in 1+3d
dimensions, i.e., the probability of two DLs with com-
mon starting point to meet again after length L, decays
with the same power law pcontact ∼ L−3d/2 as the con-
tact probability of SDLs in 1+d dimensions [27, 28]. We
will provide strong numerical evidence for d = 1 that this
relation between DLs in 1+3d dimensions and SDLs in
1+d dimensions not only holds for purely thermal fluctu-
ations but also in the presence of a random medium with
a short-range disorder potential. This relation then al-
lows to address the localization transition of DLs from a
different perspective[28]. Because the proposed relation
between DLs and SDLs is based on return probabilities of
pairs of replicas our results also suggest that the critical
properties of DLs in a random potential and, thus, the
critical properties of the KPZ equation are determined
by the corresponding two replica problem.
In particular, the relation between DLs and SDLs im-
plies that the critical dimension for the localization of
SDLs is dc = 2/3 rather than dc = 2 for DLs. There-
fore, SDLs exhibit a localization transition already in
D = 1 + 1 dimensions, which is easily amenable to nu-
merical transfer matrix studies, whereas it requires nu-
merical studies in D = 1 + 3 dimensions to investigate
the localization transition of DLs. Therefore, we can ver-
ify several concepts that have been proposed or found for
the localization transition of DLs, e.g., the pair overlap
as order parameter or the multifractality of the localiza-
tion transition, by simulations of SDLs in D = 1 + 1
dimensions.
The paper is structured as follows. In the next section,
we introduce the model for stiff directed lines (SDLs) and
comment on its relation to directed lines (DLs). The pa-
b)a)
FIG. 1: (color online) Paths with lowest energy for given end-
ing states (top, globally optimal path thicker) for (a) the stiff
and (b) the tense directed line (right). The dots mark favor-
able regions of the Gaussian random potential V (realizations
of the quenched disorder are not identical in a and b).
per is then divided into two parts, analytical consider-
ations and numerical findings. First, we apply scaling
analysis to determine the lower critical dimension for the
localization transition as well as estimates for the rough-
ness in the localized phase. Then we present analytical
treatments using variation in replica space and functional
renormalization group and outline difficulties associated
with both techniques. At last, we introduce a numer-
ical transfer matrix algorithm for a SDL in a random
medium and present numerical results, which validate
the existence of a disorder-driven phase transition into
a localized, roughened phase at low temperatures. We
present numerical results for the roughness, the disorder-
induced persistence length, Derrida-Flyvbjerg singulari-
ties, and the free energy distribution. Furthermore, we
investigate numerically the pair overlap order parameter
and multifractal properties of the transition.
A short account of some of these results has already
appeared as a Rapid Communication [29].
II. MODEL OF THE STIFF DIRECTED LINE.
The configuration of a general directed line, i.e., one
without overhangs or loops and without inextensibility
constraint, can be parametrized by (x, z(x)) (0 ≤ x ≤ L)
with a d-dimensional displacement z(x) normal to its pre-
ferred orientation. In the following, we call the fixed pro-
jected length L the length of the line. The contour length
of the line is given by Lc ≈ L(1 +
∫ L
0
dx∂xz(x))
2/2) (to
leading order in z); it is not fixed and always larger than
the length L. Each configuration of a SDL is associated
with an energy
H =
∫ L
0
dx
[κ
2
(∂2xz(x))
2 + V (x, z(x))
]
, (1)
where the first term is the bending energy (to leading
order in z). The second term is the disorder energy
with a Gaussian distributed quenched random potential
3V (x, z(x)) with zero mean V = 0 and short-range corre-
lations
V (x, z)V (x′, z′) = g2δd(z− z′)δ(x− x′) (2)
X denotes the quenched disorder average over realiza-
tions of V , whereas 〈X〉 denotes thermal averaging.
The SDL model (1) is often used as a weak-bending ap-
proximation to the so-called worm-like chain or Kratky-
Porod model [30, 31]
HWLC =
∫ L
0
ds
[κ
2
(∂2sr(s))
2 + V (r(s))
]
(3)
which is the basic model for inextensible semiflexible
polymers, such as DNA or cytoskeletal filaments like F-
actin. The chain is parametrized in arc length, leading
to a local inextensibility constraint |∂sr(s)| = 1, which
is hard to account for, both numerically and analytically
[23, 32]. For thermally fluctuating semiflexible polymers,
the approximation (1) only applies to a weakly bent semi-
flexible polymer on length scales below the so-called per-
sistence length, which is [32, 33]
Lp =
2
D − 1
κ
T
=
2
d
κ
T
. (4)
in D = 1 + d dimensions. We use here and throughout
the following energy units with kB ≡ 1. Above the per-
sistence length, a semiflexible polymer loses orientation
correlations and starts to develop overhangs.
Also in a quenched random potential the SDL model
describes semiflexible polymers in heterogeneous media,
only as long as tangent fluctuations are small such that
overhangs can be neglected, which is the case below a
disorder-induced persistence length, which we will derive
below.
We consider the SDL model also in the thermodynamic
limit beyond this persistence length, because we find ev-
idence for a relation to the important problem of DLs
in a random medium in lower dimensions. This relation
is based on replica pair interactions and shows that pair
interactions also determine the nature of the DL localiza-
tion transition. Moreover, this relation can make the DL
transition in high dimensions computationally accessible.
We will now outline the idea behind this relation.
III. RELATION TO DIRECTED LINES
The difference between SDLs and DLs [1] is the sec-
ond derivative in the first bending energy term in eq. (1)
for SDLs, which differs from the tension or stretching en-
ergy ∼ ∫ dx τ2 (∂xz(x))2 of DLs with line tension τ . This
results in different types of energetically favorable config-
urations (see Fig. 1): large perpendicular displacements
z of SDLs as shown in Fig. 1(a) are not unfavorable as
long as their “direction” does not change, i.e., as long
as their are locally straight and, therefore, do not cost
SDL in 1+1 Dimensions
DL in 1+3 Dimensions
averaging
order parameter
equivalent
equivalent averaging
order parameter
FIG. 2: Schematic summary of our findings for the relation
between DLs and SDLs. Our results for the energy fluctua-
tion exponent ω (introduced below in eq. (8)) and for the free
energy distribution GF (x) are presented in sections VII B 1
and VII C. The shaded area marks the range of the short-
ranged (binding) potential. The effective binding interaction
becomes apparent in the replica formalism (section V); the
importance of two-replica interactions for SDLs is one essen-
tial result of this work, see sections VII D and VII E.
bending energy. Such configurations increase, however,
the length of the line and are suppressed for DLs by the
tension or stretching energy.
The statistics of displacements z is characterized by
the roughness exponent ζ, which is defined by 〈z2(L)〉 ∼
L2ζ . The thermal roughness is ζth,τ = 1/2 for DLs and
ζth,κ = 3/2 for SDLs: equating the thermal energy T
with the respective elastic energies gives T ∼ τz2/L for
DLs and T ∼ κz2/L3 for SDLs. Here and in the following
we use subscripts τ (tension) and κ (bending stiffness) to
distinguish between the two systems.
Although typical configurations are quite different, a
SDL subject to a short-ranged (around z = 0) attrac-
tive potential V (z) can be mapped onto a DL in high
dimensions d′ = 3d [27, 28]. This equivalence is based
on the probability that a free line of length L start-
ing at (z(0) = 0) “returns” to the origin, i.e., ends at
z(L) = 0. This return probability is characterized by
a return exponent χ: Prob(z(L) = 0) ∼ L−χ. The
same return exponent characterizes the contact proba-
bility pcontact(L) ∼ L−χ, i.e., the probability of two lines
with common starting point to meet again after length
L, as follows from considering the relative coordinate.
For DLs, which are essentially random walks in d trans-
verse dimensions, the return exponent is χτ = d/2 [35],
whereas it is χκ = 3d/2 for a SDL (after integrating over
4all orientations of the end) [34]; they are related to the
roughness exponents by χ = ζd [28]. The return ex-
ponent χ governs the critical properties of the binding
transition to a short-range attractive potential or, equiv-
alently, of the binding transition of two lines interacting
by such a potential [27, 28]. This follows, for example,
directly from a necklace model treatment [35]. The rela-
tion
χτ (3d) = χκ(d) (5)
implies that the binding transition of two DLs in 3d
dimensions maps onto to the binding transition of two
SDLs in d dimensions.
In the replica formulation of line localization problems
such as (1), the random potential gives rise to a short-
range attractive pair interaction (see below). Therefore,
pairwise interactions of DLs play a prominent role also
for the physics of a single DL in a random potential.
Furthermore, the critical temperature Tc,τ for a DL in a
random potential is believed to be identical to the critical
temperature T2,τ for a system with two replicas [11, 14].
In section VII D, we will show numerically that also for
SDLs in a random medium Tc,κ = T2,κ holds. The impor-
tant role of pairwise interactions suggests that not only
the binding transition of two DLs in 3d dimensions maps
onto to the binding transition of two SDLs in d dimen-
sions but that the same dimensional relation holds for the
localization transitions of DLs and SDLs in a short-range
random potential.
One aim of this work is to support this conjecture by
providing strong numerical evidence that the d → 3d
analogy between DLs and SDLs in a random potential
holds for the entire free energy distributions for DLs in
1+3 and SDLs in 1+1 dimensions. Because this anal-
ogy is rooted in the binding transition of replica pairs,
we can conclude that critical properties of the localiza-
tion transition are determined by pair interactions in the
replicated Hamiltonian, which has been previously sug-
gested in Refs. [36, 37].
Moreover, it has been proposed that pair interactions
can be used to formulate an order parameter of the
disorder-driven localization transition of DLs in terms
of the overlap q ≡ limL→∞ 1L
∫ L
0
dxδ(z1(x)− z2(x)) [19–
21], i.e., the average number of sites per length, that two
lines in the same realization of the disorder have in com-
mon. Localization by disorder gives rise to a finite value
of the pair overlap q. This coincides with the binding
energy per length that characterizes binding of two poly-
mers by a pair potential. We will also show that the pair
overlap indeed provides a suitable order parameter for
the localization transition of SDLs in 1+1 dimensions.
A schematic summary of the relation of DLs and SDLs
together (together with some relevant numeric results) is
shown in Fig. 2.
disorder dominated
thermal
gc
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FIG. 3: Sketch of the phase diagram as implied by Flory
type arguments. The arrows indicate the flow of the disorder
“strength” g under renormalization.
IV. SCALING ANALYSIS
A. Lower critical dimension
We start with a scaling analysis by a Flory-type ar-
gument. For displacements ∼ z the bending energy in
eq. (1) scales as Eb ∼ z2L−3, which also leads to 〈z2〉 ∼
L3/Lp and the thermal roughness exponent ζth,κ = 3/2.
The disorder energy in eq. (1) scales as Ed ∼
√
Lz−d, as
can be seen from eq. (2). Using the unperturbed thermal
roughness in the disorder energy we get Ed ∼ L(2−3d)/4,
from which we conclude that the disorder is relevant be-
low a lower critical dimension dc,κ with
dc,κ = 2/3. (6)
Above this critical dimension for d > 2/3 and, thus, in all
physically accessible integer dimensions, the SDL should
exhibit a transition from a thermal phase for low g to
a disorder dominated phase above a critical value gc of
the disorder (see Fig. 3). Of course the same distinction
could be made in terms of the temperature with a high
temperature phase for T > Tc and a disorder dominated
low temperature phase for T < Tc. In the disorder domi-
nated phase, the SDL becomes localized or “pinned” into
a configuration favored by the random potential and as-
sumes a roughened configuration, see Fig. 1. We remem-
ber that the lower critical dimension for DLs is dc,τ = 2,
which is in accordance with the relation between DLs in
1+3d dimensions and SDLs in 1+d dimensions proposed
in the previous section. We also point out that for both
types of lines the return exponent χ assumes the uni-
versal value χ = 1 at the critical dimension because of
χτ = dc,τ/2 = 1 and χκ = 3dc,κ/2 = 1 [27, 28].
With dc,κ = 2/3 < 1 the localization transition of
SDLs can be studied numerically in 1+1 (or higher) in-
teger dimensions, whereas for DLs with dc,τ = 2, the
localization transition is only accessible in simulations
in 1+3 (or higher) integer dimensions. Our numerical
study of the line localization transition presented below
focuses on SDLs in 1+1 dimensions, which are computa-
tionally better accessible using transfer matrix techniques
as compared to a 1+3 dimensional system of DLs. This
allows us to verify important concepts for the localiza-
tion transition such as the overlap order parameter in
section VII E, which have not been accessible for DLs in
51+3 dimensions up to now.
B. Roughness
Balancing the Flory estimates, Eb ∼ Ed, gives a rough-
ness estimate z ∼ LζFl . When disorder is relevant, this
leads to
ζFl,κ =
7
4 + d
for d < dc,κ =
2
3
. (7)
This result is only applicable below the critical dimension
d < dc,κ, where ζFl,κ > ζth,κ. Above the critical dimen-
sion, the Flory-result would give ζFl,κ < ζth,κ, which
contradicts our expectation that the SDL roughens as it
adjusts to the random potential. Furthermore, the ex-
ponent ω related to the sample to sample free energy
fluctuations ∆F 2 ≡ (F − F )2 via ∆F ∼ Lω would be
negative because of the general scaling relation
ω = 2ζκ − 3. (8)
This scaling relation follows from the scaling of the bend-
ing energy Eb ∼ z2L−3 ∼ L2ζκ−3 and the assumption
∆F ∼ Eb that bending and free energy have the same
scale dependence. Note that we do not subscript ω in eq.
(8) as we believe that ωτ = ωκ, see section VII. An ex-
ponent ω < 0 contradicts the existence of large disorder-
induced free energy fluctuations in the low-temperature
phase [12, 38], for which there is also strong numeri-
cal evidence[9–11]. We conclude that this kind of ar-
gument is not applicable above the critical dimension.
The same problems occur in Flory arguments for the DL
for d > dc,τ = 2, where one finds ζFl,τ = 3/(4 + d) and
ω = 2ζτ − 1. The Flory approach underestimates the
roughness exponent for all dimensions both for DLs and
SDLs, i.e., ζ > ζFl as it features only one length scale
on which the line can adjust to the disorder. Therefore
the Flory results ζFl should provide a lower bound for
the roughness exponent, i.e., ζ > ζFl. Moreover, the
thermal roughness ζth,τ = 1/2 for DLs and ζth,κ = 3/2
for SDLs should provide another lower bound for the
disorder-induced roughness, i.e., ζ > ζth because of the
existence of disorder-induced free energy fluctuations in
the low-temperature phase, i.e., ω > 0.
Furthermore, we can give an upper bound for the
disorder-induced roughness by an argument which re-
lates the line to the zero-dimensional problem of a single
particle in a harmonic and a random potential [39]. In
this argument we divide the line in its middle into two
straight and rigid segments separated by the mid-point
(L/2, z). The single (i.e. zero-dimensional) coordinate
z describes the restricted shape fluctuations of the two-
segment line. The bending energy of these shape fluctu-
ations is Hb(z) = 12 (κ/L3)z2, and the disorder energy of
the two straight segments is Hd(z) = V (z) with V (z) = 0
and V (z)V (z′) = (2g2L)δd(z− z′). In Ref. [39], a rough-
ness 〈z2〉 ∼ (g2L)1/2/(κ/L3) ∼ L7/2 (plus logarithmic
corrections) has been obtained for this zero-dimensional
problem with the single degree of freedom z by an Imry-
Ma argument and a more detailed replica calculation,
which implies a roughness exponent
ζ0,κ =
7
4
(9)
for the stiff two-segment line. For the directed line, an
analogous argument gives ζ0,τ = 3/4. In the framework
of a functional renormalization group (FRG) calculation
both roughness exponents can be written as ζ0 = /4 in a
dimensional expansion with the appropriate  = 4−d for
DLs and  = 8−d for SDLs (see section VI below). Using
the scaling relations (8), this results in ω0 =
1
2 for two-
segment lines (both for SDLs and DLs), which should
be considered an upper bound to the energy fluctuation
exponent, because the adaptation of the line to the po-
tential must not lead to larger fluctuations as compared
to the trivial case of summing up random numbers [40].
Therefore, also ζ0 should provide an upper bound for
the roughness exponent, i.e., ζ < ζ0. The upper bound
ζ < /4 is also found in the FRG calculation [40].
All in all, we have obtained bounds
max(ζth, ζFl) < ζ < ζ0, (10)
which apply both for SDLs and DLs. For SDLs, this
gives a relatively small window of possible roughness ex-
ponents,
max
(
3
2
,
7
4 + d
)
< ζκ <
7
4
, (11)
which, for example, limits ζκ for SDLs in 1+1 dimensions
to 1.5 < ζκ < 1.75.
V. VARIATION IN REPLICA SPACE
To go beyond scaling arguments we use the replica
technique [41] following the treatment of directed man-
ifolds by Mezard and Parisi [42]. For the sake of con-
venience we restrict ourselves to d = 1 throughout this
section. We will comment on how to adapt this to higher
dimensions later on. The quenched average of the free
energy F = −β−1lnZ is treated in the representation
lnZ = lim
n→0
n−1(Zn − 1) (12)
calculating averages Zn of a n-times replicated system in
the limit n→ 0. For the calculation we introduce an ad-
ditional parabolic potential or “mass” term
∫
dxµz2(x)
in eq. (1) as an infrared regularization and a finite corre-
lation length λ in the disorder correlator,
V (x, z)V (x′, z′) = g2fλ((z − z′)2)δ(x− x′), (13)
where we use fλ(x) =
√
2piλ2
−1
exp (−x/(2λ2)) to re-
tain the original δ-correlator (compare eq. 2) for λ ≈ 0.
6We write the replicated and averaged partition function
as Zn =
∏
α(
∫ Dzα) exp (−βHrep) with the following
replica Hamiltonian in Fourier space
Hrep = 1
2L
n∑
α=1
∑
k
(κk4 + µ)z2α
− βg
2
2
n∑
α,β=1
∫ L
0
dx f((zα − zβ)2). (14)
As mentioned before, Hrep is related to a pair binding
problem: in the limit λ ≈ 0 the second term becomes
−βg22
∑
α,β
∫ L
0
dxδ(zα−zβ), which is an attractive short-
range interaction of two replicated lines.
We use variation in replica space with the quadratic,
i.e., Gaussian trial Hamiltonian
HV = (2L)−1
∑
k
∑
α,β
zαG
−1
αβzβ (15)
with G−1αβ = (κk
4 + µ)δαβ + σαβ with the self-energy
matrix σ providing variational parameters. Extremizing
the lower free energy bound F ≥ FV + 〈Heff − HV 〉V
with respect to the self-energy matrix σ gives (in the
continuum limit L−1 ≈ 0) a self-consistent equation for
the self-energy matrix [42]
σαβ =
{−∑α′ 6=α σαα′ α = β
−2βg2f˜ ′
(
(
∫
dk
2piβ (Gαα+Gββ−2Gαβ)
)
α 6= β
(16)
with
f˜λ(x) ≡
∫
dy
√
2pi
−1
e−y
2/2fλ(y
2x) =
√
2pi
−1√
λ2 + x
−1
.
(17)
Following Mezard and Parisi we choose a one-step hier-
archical replica symmetry breaking Ansatz for σ. Replica
symmetry breaking is relevant here, because there is no
nontrivial replica symmetric solution in the limit µ ≈ 0
apart from σαβ = 0. Furthermore, there is no continuous
replica symmetry breaking since ζFl < ζth for d > dc,κ
[42]. Thus, σ can be parametrized by a diagonal ele-
ment σ˜ and a function σ(u) (0 ≤ u ≤ 1)) giving the
non-diagonal elements in the limit n → 0. For one-
step replica symmetry breaking the latter takes the form
σ(u) = σ0 + Θ(u − uc)(σ1 − σ0). Using the algebra de-
veloped by Parisi [43] and performing the limit of an
unbounded system µ→ 0 we find
σ0 = 0 (18)
σ1 = −2βg2f˜ ′(piS1) (19)
with S1 = S1(Σ) ≡ 1√2βκ−1/4Σ−3/4 and Σ ≡ ucσ1. In
higher dimensions d > 1 the stationary equation (16) as
well as the result for one-step replica symmetry break-
ing would be of the same form with different numerical
constants, given the functions fλ and f˜λ are adapted ac-
cordingly, see [43]. In d = 1, the variation of the free
energy estimate yields two self-consistent equations
uc ∝ S1(Σ)(λ2 + S1(Σ))−1 and Σ ∝ (β20g16κ3u20c )−1
(20)
for uc and Σ, where we omitted numerical constants. We
are not able to give a closed solution, because
Σ1/20 ∼ λ
2 + Σ−3/4
Σ−3/4
(21)
∼ λ2Σ15/20 + const (22)
Nonetheless, using the condition uc < 1, we can show
that there is no solution unless the potential strength
g and correlation length λ are above finite values. Al-
though variation in replica space is known [42] to fail in
reproducing the exact solution [44] for the problem of
the DL in disorder in finite dimensions, we interpret this
as an indication for the existence of a critical disorder
strength or a critical temperature. The replica approach
leads, however, to the thermal roughness exponent also
in the low-temperature phase.
VI. FUNCTIONAL RENORMALIZATION
GROUP
There has been some success studying elastic mani-
fold problems in disordered potentials using functional
renormalization group (FRG) analysis [40, 45–49]. This
method can be adapted to generalized elastic energies
Hm ∼
∫
dDx (∇mx z)2 (23)
for D-dimensional elastic manifolds with d transverse di-
mensions (in the FRG literature, the number of trans-
verse dimensions is frequently denoted by N). The case
m = 1 corresponds to elastic manifolds as they have been
already extensively studied [40, 45–49], whereas m = 2
corresponds to manifolds dominated by bending energy.
Lines are manifolds with D = 1, i.e., DLs correspond
to m = 1 and D = 1 and SDLs with a bending energy
to m = 2 and D = 1. In the FRG approach we take
the Gaussian distributed random potential to have zero
mean and a correlator of the general form
V (x, z)V (x′, z′) = R(z− z′)δ(D)(x− x′), (24)
where the whole function R(z) is renormalized under a
change of scale.
In renormalization, we integrate out short wavelength
fluctuations in a shell Λ/b < |k| < Λ in momentum space
and perform a subsequent infinitesimal scale-change (SC)
by a factor b = edl,
x→ bx (25)
z→ bζz, (26)
7in order to restore the high momentum cutoff Λ. This
leads to the following FRG flow equations
dT
dl
∣∣∣∣
SC
= 2(ζth − ζ)T (27)
∂R
∂l
∣∣∣∣
SC
= (− 4ζ)R+ ζ(z · ~∇z)R+O(R2) +O(R3)
(28)
with
 = 4m−D (29)
and ζth = (2m −D)/21. The flow equation (27) for the
temperature is believed to be exact due to a Galilean
invariance of the Hamiltonian. For a disorder dominated
phase with ζ > ζth corresponding to ω > 0, the system
is characterized by a T = 0 RG fixed point, at which we
want to determine the roughness exponent ζ.
The terms O(R2) and O(R3) in the RG flow equa-
tion (28) of the disorder correlation function R(z) are
additional one-loop [46] and two-loop [40, 47–49] contri-
butions, respectively. In Ref. [40], a generalized elastic-
ity with a general parameter m has already been dis-
cussed up to two-loop level for d = 1. The one-loop
contributions are independent of m and assume exactly
the same form for m = 2 as for standard elastic man-
ifolds with m = 1 and as they have been calculated in
Refs. [40, 45, 48] for d = 1 and Refs. [46, 49] for gen-
eral d. For d = 1, it has been shown that the two-loop
contributions, however, acquire a m-dependent numeri-
cal prefactor [40, 48]. For general d and m, the two-loop
contribution has not been calculated. The exponent ζ is
determined from the FRG equation (28) for R(z) by re-
quiring a fixed point solution for short-range disorder to
be positive and vanish exponentially for large z. There-
fore, in one-loop order results for the roughness exponent
ζ depend on m only through the dimensional expansion
parameter ε = 4m−D.
For d = 1, we can adapt the final results achieved in
Ref. [45] in one-loop, which have been extended in Refs.
[40, 48] to two loops,
ζFRG = 0.20830ε+ 0.00686Xm ε
2 (30)
with the m-dependent numerical prefactor Xm (X1 = 1,
X2 = −1/6 to leading order in ε). For a SDL (D = 1,
m = 2,  = 7) with d = 1 transverse dimensions, we ob-
tain a roughness exponent ζFRG,κ ≈ 1.4571 in one-loop,
which is close to the Flory estimate ζFl,κ =
7
5 but also
violates the lower bound set by the thermal roughness,
ζFRG,κ < ζth,κ = 3/2, implying ω < 0. On the two-loop
level, we find a negative prefactor X2 < 0 and, thus, still
ζFRG,κ < ζth,κ = 3/2.
1 For D ≥ 2k the manifold does not have a macroscopic rough-
ness and ζth can no longer be interpreted as thermal roughness
exponent.
In the literature, the existence of an upper critical di-
mension du, above which ζ < ζth applies, has been dis-
cussed, in particular for DLs (D = 1, m = 1) and as a
candidate for the upper critical dimension of the KPZ
equation to which the DL problem can be mapped. Our
above finding ζFRG,κ < ζth,κ = 3/2 in two-loop order in-
dicates that for SDLs with m = 2, d = 1 is already above
the upper critical dimension du,κ, i.e., du,κ < 1. Using
the one-loop result for general d, we can estimate this up-
per critical dimension du,κ for SDLs. The approximate
formula
ζFRG(d) =
ε
4 + d
(
1 +
1
4e
2−(d+2)/2
(d+ 2)2
d+ 4
)
(31)
from Ref. [46] gives a critical dimension du,κ =
0.937669 < 1. Solving the FRG fixed point equation
for R(z) numerically, we find du,κ ≈ 0.84 < 1 using the
one-loop equations and the numerical methods outlined
in [40] (we use Taylor expansions up to order 12, which al-
lows us to determine ζ to four digits). The result du,κ < 1
remains valid using the two-loop equations, where the ad-
ditional two-loop terms contain the same factor Xm as
for d = 1. However, the two-loop result for the criti-
cal dimension is lower because, analogously to the DL
results of Ref. [49], the two-loop corrections are nega-
tive for d > du,κ. In the following section, we present
numerical results which show that there exists a disorder
dominated phase with ζκ > ζth,κ = 3/2 for SDLs in d = 1
below a critical temperature, which shows that the FRG
results are questionable for lines with D = 1 and, cor-
respondingly, large values for the expansion parameter
.
VII. NUMERICAL RESULTS
Returning from (D+d)-dimensional manifolds to the
problem of (1+d)-dimensional SDLs in disorder, further
progress is possible by numerical studies using the trans-
fer matrix method [1, 50] both for T = 0 (see Fig. 1) and
for T > 0.
Previous numerical studies for DLs in 1+3 dimensions
offer the opportunity for a comparison of the exponents
ω (energy fluctuations), describing the low temperature
phase, and ν (correlation length), describing the transi-
tion2, in the low temperature phase to test the aforemen-
tioned analogy to a SDL in 1+1 dimensions. The values
found there are ω ≈ 0.186 [10, 11, 51, 52] and either ν ≈ 2
[8, 11, 14] or ν ≈ 4 [9, 11].
2 To fully describe the behavior at criticality an infinite number of
exponents is needed, see Refs. [14, 37] and section VII F.
8A. Transfer matrix algorithm
From a discretization of the energy functional given in
eq. 1 we conclude that a segment of a SDL with length
∆L = 1 starting at z with orientation dz/dx = v and
ending at z′ with orientation v′ contributes an energy
∆Ex(v − v′, z′) = κ
2
(v − v′)2 + V (x, z′), (32)
where the additional condition z′ = z + v applies which
connects positions and tangents. We will also exploit the
quadratic behavior in v − v′ and only consider segments
with (v − v′)2 ≤ ∆2v with a constant ∆v > 1 in the par-
tition sum. The random potential V (x, z) is represented
by Gaussian random variables [53] with V (x, z) = 0 and
V (x, z)V (x′, z′) = g2δxx′δzz′ . For the sake of simplicity
and comparability we choose g = 1 and vary the temper-
ature. Unless stated differently we set κ = 5 and ∆v = 5
and simulate lengths up to L = 100 using, in principle,
all intermediate lengths and at least 104 realizations of
the disorder.
1. Zero temperature
For vanishing temperature T = 0 there are no entropic
contributions to the free energy. Hence the line is always
in its ground state and minimizing the energy E0L, where
the subscript denotes the length and the superscript is a
reminder that these considerations are valid for T = 0.
This can be done iteratively
E0L(z
′, v′)= min
v
[
E0L−1(z
′−v, v) + ∆EL(v−v′, z′)
]
(33)
and all quantities X are to be measured in the resulting
(non-degenerate) ground state
〈X〉T=0 = X(zmin, vmin) (34)
with E0L(zmin, vmin) = minz,v E
0
L(z, v).
2. Finite temperature
At finite temperatures T > 0, the restricted partition
function ZL(z, v) =
∫ z(L)=z,v(L)=v
z(0)=v(0)=0
Dz exp (−βH) has to
be evaluated. We are using the transfer matrix approach
and divide the line into straight segments which are con-
nected by the transfer matrix. This allows for an iterative
computation of the restricted partition function
ZL(z
′, v′) =
∑
v,
z=z′−v
exp (−β∆EL(v−v′, z′))ZL−1(z, v); (35)
for numerical stability reasons, the ZL(z, v) are normal-
ized in each length iteration such that
∑
ZL(z, v) = 1.
The normalization constant is a useful quantity as it is
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FIG. 4: The roughness 〈z2〉 as a function of the temperature.
There are two distinct regimes where the roughness scales
as 〈z2〉 ∼ T 0 and 〈z2〉 ∼ T respectively. We plotted these
asymptotics as well. We show lengths L = 50, 60, . . . , 100,
so that the “scattering” of the symbols for one temperature
indicate the quality of the rescaling with L−3 (see also Fig.
5).
the total partition function and therefore gives the free
energy. Additionally, the normalized restricted partition
function is used in the computation of thermal averages
〈X〉 =
(∑
z,v
ZL(z, v)
)−1∑
z,v
X(z, v)ZL(z, v) (36)
This averaging procedure is only correct for quantities
X that are measured at the end of the line, moments of
the energy (potential or total) are accumulated along the
contour of the line and have, therefore, to be computed in
an iteration scheme [50] very similar to eq. (35). Finally,
for all observables the quenched average over realizations
of the disorder has to be performed.
B. Existence and nature of the disorder dominated
phase
1. Roughness
The most natural observable to analyze looking for a
localization transition is the roughness 〈z2〉. One ex-
pects to see two different regimes, a high temperature
phase with the thermal roughness 〈z2〉 ∼ TL3 and a low
temperature phase with 〈z2〉 ∼ T 0L2ζ . Also, the influ-
ence of numerical details onto the roughness should be
smaller than their influence on the free energy. Figure
4 shows the roughness 〈z2〉 as a function of temperature
and demonstrates that these expectations are met. In or-
der to determine the roughness exponent ζκ we measure
a “local” roughness exponent [18]
2ζ(L) = log5(z
2(L)/z2(L/5)) (37)
The data for ζκ as a function of temperature presented
in Fig. 5 exhibits two distinct high and low temperature
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FIG. 5: (color online) Roughness exponent 2ζκ for various
temperatures, computed via (37). The deviation for high tem-
peratures from the analytical value 2ζ = 3 indicates numerical
shortcomings, nonetheless there is a clear “dip” at T ≈ 1.4,
which we identify as the critical temperature. For low tem-
peratures, we find values consistent with ω ≈ 0.11.
regimes and a significant “dip” of the local roughness
exponent around T ≈ 1.4. This method of determining
ζ gives better results than fitting 〈z2〉(L)
Via the scaling relation (8), ω = 2ζκ−3, we obtain the
exponent ω from the roughness exponent ζκ. As in the
context of DLs [54], it can be argued that ω should vanish
at the disorder-induced localization transition, resulting
in a roughness exponent ζκ = 3/2. This seems to hold,
even though the numerical value for high temperatures
is slightly above ζκ = 3/2. This is strong evidence for
a phase transition at Tc ≈ 1.4. For low temperatures,
the values 2ζκ ≈ 3.11 give ω ≈ 0.11 according to eq.
(8), which is slightly lower than ω = 0.186, which is the
literature value for DLs in 1+3 dimensions [10, 11, 51, 52].
2. Disorder-induced persistence length
The roughness is closely related to the averaged tan-
gent directions 〈v2〉 ≡ 〈(∂xz)2〉, which should scale as
〈v2〉 ∼ 〈z2〉/L2 ∼ L2(ζ−1) ∼ L1+ω. (38)
We define an effective disorder-induced persistence length
L˜p for the SDL as the length scale at which the tangent
fluctuations become equal to one
〈v2〉(L˜p) = 1. (39)
This generalized definition for the disordered system is
consistent with the standard definition for the persistence
length Lp of a thermally fluctuating SDL in the absence
of disorder, where we expect 〈v2〉 ≈ L/Lp with Lp = βκ.
Apart from numerical prefactors this gives the standard
persistence length of the WLC model, see eq. (4), which
is defined as the decay length of tangent correlations.
In the low temperature phase, we expect a disor-
der dominated roughness and, therefore, temperature-
independent tangent fluctuations 〈v2〉, which results
in a temperature-independent disorder-induced persis-
tence length L˜p ∼ β0. The line roughens in the
low temperature phase, which gives rise to a persis-
tence length decrease as compared to the thermal per-
sistence length Lp ∼ κ/kBT . From the Flory-result
z ∼ (g/κ)2/(4+d)L7/(4+d) at low temperatures, we expect
v ∼ (g/κ)2/(4+d)L(3−d)/(4+d) for the disorder-induced
tangent fluctuations and
L˜p ∼ (κ/g)2/(3−d) (40)
at low temperatures according to the criterion (39). For
SDLs in 1+1 dimension, we expect L˜p ∝ g−1.
To determine the generalized persistence length from
eq. (39) numerically, we used the tilt symmetry of the
replicated Hamiltonian [55], according to which the “con-
nected” average
〈v2〉 − 〈v〉2 ≈ L/βκ (41)
is independent of the disorder strength. Therefore, we
can use a fit to the sample-to-sample tangent fluctuations
of the form
〈v〉2(T, L) = a(T )L1+ω′(T ) (42)
with an amplitude a(T ) and an exponent ω′(T ), which
should agree with the free energy exponent ω. Then, we
can rewrite 〈v2〉 as
〈v2〉 = 〈v2〉 − 〈v〉2 + 〈v〉2
= L/βκ+ a(T )L1+ω
′(T ), (43)
and determine L˜p using eq. (39). Our results for L˜p are
shown in Fig. 6. In the low-temperature phase for T <
Tc ≈ 1.4, the persistence length becomes indeed disorder-
induced, i.e., almost independent of temperature and our
results are consistent with the above scaling result (40).
We consider this non-divergent persistence length at low
temperatures also to be consistent with previous results
for the non-directed version of the SDL, the WLC in
disorder [23]. In the high temperature phase, our results
approach the standard thermal persistence length Lp ∼
βκ.
The fit results for a(T ) and ω′(T ) are shown in Fig.
7. For T < Tc our results are consistent with ω ≈ 0.186,
which is the literature value for DLs in 1+3 dimensions
[10, 11, 51, 52]. In fact, we get very similar results for Lp
if we fix ω′(T ) = ω = 0.186.
3. Derrida-Flyvbjerg singularities
One of the features expected in a disorder dominated
phase are Derrida-Flyvbjerg singularities [15, 56]. These
are features of the statistical weights, here the normal-
ized restricted partition w(z) = Z(z)/Z function for the
SDL to end at a specific point z. As the phase is disorder
dominated, some characteristics of these weights should
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FIG. 6: (color online) The generalized persistence length L˜p
according to eqs. (39) and (43) as a function of the temper-
ature T . (43). L˜p matches its thermal value (solid line)
for T > Tc and is reduced and approximately constant for
T < Tc. Inset: L˜p at T = 0 versus the potential strength g.
The Flory-result L˜p ∼ g−1 (dotted line), see eq. (40) matches
the data.
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FIG. 7: (color online) Parameters a(T ) (blue, Greek crosses)
and ω′(T ) (red, saltires) used in fitting 〈v〉2, cf. eq. 42. The
latter vanishes around, but not exactly at T = Tc. The hori-
zontal line corresponds to the literature value for DLs in 1+3
dimensions, ω = 0.186.
origin from mere statistics and the distribution used for
the random potential rather than details of the Hamilto-
nian involved. According to Derrida and Flyvbjerg the
distributions P1(w1) and P2(w2) of the largest and the
second largest weight, respectively, should exhibit singu-
larities at 1/n (n = 1, 2, 3, ...) in a disorder dominated
phase with a multivalley structure of phase space [56].
For SDLs in disorder, we calculated the distribution of
the value of the largest and the second largest weight nu-
merically as shown in Fig. 8 and indeed find singularities
at 1 and 1/2 for T < Tc. We are not able to clearly
resolve higher singularities at 1/n with n ≥ 3, which
might be due to the underlying (Gaussian) distribution
or the number of samples used. Analogous singularities
can be found in the distribution of the information en-
tropy s = −∑z w lnw at values − ln(1),− ln(2),− ln(3),
whereas nothing similar can be observed at high temper-
atures, where the entropy distribution is Gaussian and
the distribution of the (second) largest weight is sharply
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FIG. 8: (color online) Distribution of the largest (w1, light
(green) solid line) and second largest (w2, (blue) dashed line)
statistical weight w(z) = Z(z)/Z and the information entropy
s = −∑z w(z) lnw(z) (black, dark solid line).
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FIG. 9: (color online) Fluctuation exponent ω determined by
the free energy fluctuations.
peaked around zero. We see this as a confirmation that
the SDL indeed undergoes a transition to a disorder dom-
inated phase At Tc ≈ 1.4.
C. The free energy distributions of SDL in 1+1
and DL in 1+3 dimensions are identical
The exponent ω can alternatively be determined in a
more direct way by fitting ∆F = (F 2 − F 2)1/2 ∝ Lω at
temperatures T  Tc, giving values of ω ≈ 0.15 − 0.16
(cf. Fig. 9).
We can go one step further and consider not only the
second moment but the whole distribution of the free
energy as shown in Fig. 10, which is obtained by com-
puting the free energy for every sample and rescaling to
zero mean and unit variance,
GF (X) = Prob((F − F )/∆F = X). (44)
This rescaling should make GF more robust against the
influence of numerical details. For DLs in d = 1 it has
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FIG. 10: (color online) Rescaled GF (X) = P ((F − F )/∆F )
free energy distribution for a stiff directed line (SDL) in 1+1
dimensions. We show distributions for T = 0 (light (blue)
squares, ground state energy) as well as for three finite tem-
peratures T < Tc (black thin solid line), T ≈ Tc (red, thicker
solid line) and T > Tc (green, light thin solid line). Results
for a directed line (DL) in 1+3 dimensions are shown (dark
circles).
been found that this distribution is of a universal form
[57]. The asymptotic behavior of the negative tail of the
rescaled free energy distribution for low temperatures is
of the form
lnGF (X) ∼ −|X|η (X < 0, |X| ' 1). (45)
This allows us to determine the energy fluctuation expo-
nent ω via the Zhang argument [1, 11, 13]: a saddle point
integration gives lnZn ∼ −nF/T − (n∆F/T )η/(η−1); on
the other hand, lnZn ∼ L should be extensive resulting
in ∆F ∼ L1−1/η or
η = (1− ω)−1. (46)
We find η ≈ 1.23 (dashed black line in Fig. 10) or ω ≈
0.18. This is in agreement with the values reported for
DLs in 1+3 dimensions.
For a direct comparison of the rescaled free energy dis-
tributions of a SDL in 1+1 and a DL in 1+3 dimensions
we simulated both systems (the DL up to lengths L = 60)
and find that the rescaled free energy distributions in the
low temperature phases have to be considered identical
within numerical accuracy. This could hint towards a
new seemingly “universal” distribution for certain ran-
dom systems, much like the Tracy-Widom distribution
that is found for the DL in 1+1 dimensions and various
other systems [57]. For finite system sizes this universal
behavior can only be expected for free energy fluctua-
tions |X| small compared to an upper threshold [58, 59];
we believe, however, that our simulation does not cover
the very rare fluctuations that induce the non-universal
part for very large |X|. In Fig. 11 we show the distri-
butions for T < Tc (DL and SDL) in a manner where
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FIG. 11: (color online) Double logarithmic plot of the nega-
tive logarithm of the rescaled free energy distribution GF (X)
(X = (F − F )/∆F ) at low temperatures T < Tc for the DL
(light blue stars for X < 0 and yellow squares for X > 0)
and the SDL (red Greek crosses for X < 0 and dark blue
saltires for X > 0). We see identical behavior for SDL and
DL consistent with exponents η ≈ 1.23 and η′ ≈ 1.84, see
text.
the exponent η becomes more apparent. Here we intro-
duce the exponent η′, which is the analogon to η for the
positive tail
lnGF (X) ∼ −|X|η′ (X > 0, |X| ' 1), (47)
where the Zhang argument is not applicable. We find a
value η′ ≈ 1.84.
Based on an exact renormalization on the diamond lat-
tice [17] and an optimal fluctuation approach [59], it has
been previously suggested for DLs that η′ and ω are re-
lated via (cf. eq. (46))
η′ = deff/(1− ω) (48)
with deff = 1+d for the hypercubic lattice. This is found
to be valid for the DL in 1+1 dimensions, where ω = 1/3
and η′ = 3 [17, and references cited therein]. For the
problem at hand, the literature value ω = 0.186 for DLs
in d = 3 would lead to η′ ≈ 5, which is far from the value
η′ ≈ 1.84 we find; thus, the ratio η′/η does not match
the prediction η′/η = (1 + d). In Ref. [59] η = 2 and
η′ = 3 were found to be superuniversal (independent of
d) for the DL in dimensions d > 2 = dc at temperatures
T > Tc. We can neither confirm nor deny this result, as
we are not able to cover the “most distant” part of the
distribution, but our interpretation that GF is Gaussian
for T > Tc would lead to η = η
′ = 2.
The finite size corrections to the free energy[1, 60]
should also scale as Lω leading to
F/L ≈ a+ bLω−1 (49)
We did not succeed in determining a precise, consistent ω
in this way, possibly because our systems are too small.
The free energy distributions in Fig. 10 seem to be
identical for T < Tc and T ≈ Tc (as it is also the case
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FIG. 12: Rescaled potential energy distribution for a SDL
in 1+1 dimensions. Plotted are distributions for three finite
temperatures T < Tc (black, dark thin solid line), T ≈ Tc
(red, thick solid line) and T > Tc (green, light solid line). Re-
sults for a DL in 1+3 dimensions are shown in blue (medium
solid line). Here, the brown (dark dashed) curve is an ap-
proximation using a one-parameter Gumbel distribution (cf.
eq. (52a) with m = 1.7), whereas the yellow (light dashed)
curve is the normal distribution.
for the DL [11]), which suggests ωT=Tc = ωT<Tc ≈ 0.186
contradicting the ωT=Tc = 0 argument [54], but one has
to bear in mind that the saddle point integration in the
course of the Zhang argument is only applicable if η > 1
or ω > 0.
A more distinct difference between the behavior at crit-
icality and at low temperatures can be found in the dis-
tribution of the potential energy as shown in Fig. 12 (also
the potential energy is rescaled using X = (E − E)/∆E
analogously to Fig. 10 for the free energy distribution).
For the potential energy distribution, the behavior at the
critical temperature is clearly different from the behavior
both at T > Tc and T < Tc (which are not identical for
the DL) and exhibits a decay
lnGE(X) ∼ exp (−|X|) (X < 0, |X|  1). (50)
resembling extreme value distributions of the Gumbel
type.
A tentative explanation might be that the transition
occurs because of extreme values of the potential at which
the otherwise thermally fluctuating line localizes. The
random potential has a Gaussian distribution, thus its
extreme values are distributed according to a Gumbel
distribution or Fisher-Tipett type I extreme value distri-
bution [61]
Pα,βGumbel(X) =
1
β
e−z(X)−e
−z(X)
, (51)
with z(X) = (X − α)/β, the location parameter α, and
the scale parameter β (the parameters depend on the
number of “trials”). The distribution of the potential
energy at the critical temperature might be of a similar
shape. As we are studying the rescaled distribution of
the potential energy, which has zero mean and unit vari-
ance, we can use a one-parameter version of the Gumbel
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FIG. 13: (color online) The reduced free energy δF = F −
F ann rescaled by ln
1/2 L for lengths L = 50, 60, . . . , 100 as a
function of the temperature T . There is a pseudo-crossing of
the lines around T ≈ 1.38.
distribution
gm(X) =
ψ1(m)m
m
Γ(m)
exp
(
hm(X)− ehm(X)
)m
(52a)
with the shape parameter m, the abbreviation
hm(X) ≡ (X + ψ(m))ψ1(m)− lnm (52b)
and the usual Γ(m) =
∫∞
0
dt tm−1e−t (gamma func-
tion), ψ(m) = d ln Γ(m)/dm (digamma function) and
ψ1(m) = d
2 ln Γ(m)/dm2 (trigamma function) [62]. This
distribution inherently features the correct decay at the
tails, with ln gm(X) decreasing faster than algebraic for
X < 0 and linearly with slope mψ1(m) for X > 0. How-
ever, our best approximation to the data with m = 1.7
deviates for X > 0. It is remarkable that the poten-
tial energy distribution is well described by an extreme
value distribution only right at the transition at T = Tc,
whereas it approaches a Gaussian not only for T > Tc
but also for T < Tc, see Fig. 12. The Gaussian distribu-
tion at low temperatures might stem from the Gaussian
distribution used in the realization of the disorder poten-
tial.
At the critical temperature, where ω ≈ 0, the fluctu-
ations of the free energy have been found to scale log-
arithmically with L, ∆F ∼ ln1/2 L [11]. We support
this statement by studying the difference of quenched
and annealed free energies δF = F −F ann, which should
as well scale as δF ∼ ln1/2 L at the transition. As the
annealed free energy directly depends numerical details
such as system size and neglected elements of the transfer
matrix, we determine it by simulating a system without
disorder and adding the contribution of the annealed po-
tential, F ann = Fg=0 − Lg2β/2. This also allows for an
approximate determination of the critical temperature
by finite size scaling, see Fig. 13. To verify this argu-
ment we tried also different scaling behaviors of the form
δF ∼ lnc L and obtained a consistent pseudo-crossing
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only for c ≈ 1/2. Furthermore the annealed free en-
ergy can be used to compute the temperature T0,κ, below
which the annealed entropy is negative. This provides a
lower bound on the actual critical temperature, whereas
the replica pair binding temperature T2,κ represents an
upper bound [11]. We find T0,κ ≈ 0.4, which is consistent
with Tc ≈ 1.4.
D. The localization transition temperature Tc
equals the replica pair transition temperature T2 for
SDLs
We have checked for the SDL via numerical trans-
fer matrix calculations that the localization temperature
in disorder Tc,κ equals transition temperature T2,κ for
replica pair binding, Tc,κ = T2,κ. As stated before, we
use the same transfer matrix algorithm for the replica
pair system with a short-range binding potential by ex-
ploiting that the binding of two SDLs can be rewritten
as a binding problem of one effective SDL in an exter-
nal potential using relative coordinates [63]. This SDL
has a bending stiffness of κ′ = κ/2 and the “potential
energy” we are interested in (cf. eq. (14)) for the replica
pair binding is −βg2 ∫ dxδ(z). For the interpretation of
the simulation results one has to keep in mind that the
energy functional is temperature dependent and, there-
fore, derivatives of the free energy with respect to the
inverse temperature β are not given directly by cumu-
lants of the internal energy. Using Eb =
∫
dx(∂2xz)
2
and V = −g2 ∫ dxδ(z) the partition function is given
by Z =
∫ Dz exp (−βEb − β2V ) and the free energy by
F = −β−1 lnZ implying that
∂(βF )
∂β
= 〈Eb + 2βV 〉 = U + β〈V 〉 (53)
where U is the total internal energy (treating βV as a
potential). Thus, the derivative of the difference of the
free energies with and without the adsorption term with
respect to the inverse temperature, which should give the
divergent correlation length βδF = FV−F0 ∼ L(Tc−T )ν ,
is identical to the “potential energy” Epot = −βV and
usual finite size scaling should be applicable, cf. Fig. 14.
We retain the known correlation length exponent ν = 2
for the adsorption problem [63]. We see matching curves
for the used system sizes L = 100, 200 . . . 500 around T −
Tc ≈ 0 for T2,κ = 1.44, which equals Tc,κ ≈ 1.4 for the
SDL in disorder.
E. Pair overlap as order parameter
Finally, we identify an order parameter of the localiza-
tion transition. For DLs, the disorder-averaged overlap
q = limL→∞ 1L
∫ L
0
dxδ(z1(x)− z2(x)) of two replicas has
been proposed as order parameter [19, 20]. Up to now,
it has been numerically impossible to verify this order
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FIG. 14: (color online) Finite size scaling for the SDL adsorp-
tion problem that corresponds to the two-replica binding, see
text for detailed explanation. The scaling uses Tc = 1.44 and
ν = 2. As only one sample is needed for the calculation we
used larger system lengths L = 100 (red, Greek crosses),200
(green, saltires),. . . ,500 (light blue, full squares).
parameter for DLs in d > 2 dimensions where a localiza-
tion transition exists because the relevant 2d-dimensional
two replica phase space is too large. For SDLs, on the
other hand, the transition is numerically accessible al-
ready in 1+1 dimensions and we show that the overlap q
is indeed a valid order parameter using an adaptation of
the transfer matrix technique from Ref. [19], see Fig. 15.
This involves simulating two interacting SDLs, therefore
we can only use lengths up to L = 30 and 103 sam-
ples. For DLs, it has been found that the overlap at
criticality decays as q ∼ LΣ with Σ = −2ζ = −(1 + ω)
in d = 3 [20]. This has been extended to finite tempera-
tures yielding q ∼ |T −Tc|−νΣ. Indeed, we find a qualita-
tively similar behavior q ∼ |T −Tc|−β′ with an exponent
β′ ≈ 1.3− 1.4. Our best estimate for Σ is Σ ≈ −0.75, cf.
Fig. 16. Because of small simulation lengths L we do not
conclude this deviation to be a definite statement against
the renormalization group results presented in Ref. [20],
but this would, unlike the DL renormalization group re-
sult Σ = −(1 + ω), suggest that two SDLs in a random
potential are certain to meet eventually [35]. For the
correlation length exponent ν we find values ν ≈ 2 com-
patible with the corresponding problem of DLs [8, 11, 14];
such that our present results deviate from β′ = νΣ. Nev-
ertheless, the connection between DLs and SDLs provides
the first system to test the proposed order parameter in a
localization transition numerically and to determine the
otherwise inaccessible exponents β′ or Σ.
F. Multifractal properties at the transition
For DLs in 1+3 dimensions, some insight into the un-
derlying structure of the transition has been achieved
within the multifractal formalism [64]. As we conjec-
ture the transitions for the DL and SDL to be essentially
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FIG. 15: (color online) Overlap order parameter q, as a func-
tion of T . We estimate q from finite lengths using a fit
qT (L) = a(T )/L + q∞(T ). Inset: Double-logarithmic plot
of the overlap q versus Tc − T (with Tc = 1.44), the solid line
is given by q ∼ (Tc − T )−β′ with β′ ≈ −1.36.
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FIG. 16: (color online) Finite size scaling (L = 15, . . . , 30) for
the overlap order parameter. Our best results are Σ ≈ 0.75
for the exponent related to the decay of the order parameter,
and ν ≈ 2 for the correlation length exponent. As before, we
used Tc = 1.44.
analogous, we expect to find similarities to the analysis
that has been done before for DLs [14], but also devia-
tions where the obvious geometrical differences become
important. The idea is that different moments Yq of the
statistical weights
Yq(L) =
∑
i
Prob(z(L) = zi)
q (54)
are dominated by different regions of the support and
thus show a different scaling with the system size L. The
probability is given by the ratio of restricted and unre-
stricted partition function Prob(z(L) = zi) ≡ wL(zi) =
ZL(zi)/ZL. The sum goes over all the possible ending
points in the numerical simulation, whereas for the con-
tinuous analytical problem Yq would be defined by an
integral over z.
In the high temperature phase, the weights wL(z) obey
the scaling form wL(z) = L
−χΩ(z/Lζ) with the return
exponent χ (defined by wL(0) ∼ L−χ as introduced
above). It is straightforward to see that the Yq then scale
according to
Yq(L)|T>Tc ∼ L−(q−1)χ = L−(q−1)ζd (55)
in the high temperature phase. In the low temperature
phase, the line is localized and therefore the Yq remain
finite as L→∞. At criticality the Yq are diverging, but
the quenched disorder is relevant, and it becomes im-
portant how the (necessary) average over realizations of
the disorder is computed. A common question regard-
ing systems with disorder is whether a certain quantity
is self-averaging. If so its typical and average values, the
latter of which could be dominated by rare events, should
be identical. For the Yq a reasoning like this motivates
the definition of
Y avq = Yq
∣∣
T≈Tc ∼ L
−τ˜(q) = L−(q−1)D˜(q) (56a)
Y typq = exp lnYq
∣∣
T≈Tc ∼ L
−τ(q) = L−(q−1)D(q), (56b)
where the definition of D(q) is such that it includes the
obvious case of q = 1, where Y1 = 1 and τ(1) = 0 by def-
inition. The D(q) are referred to as generalized dimen-
sions [64], and the function D(q) discriminates between
monofractal (D(q) = const as for T > Tc) and multifrac-
tal behavior (D(q) 6= const). The interpretation of the
D(q) as (fractal) dimensions of subsets is rather pecu-
liar as we are dealing with a probability distribution or
measure. Nonetheless it is useful as it requires D(q) to
be monotonically decreasing because none of the subsets
can have a larger dimension than their union. There are
at least two special values of D(q) with an obvious mean-
ing: D(0) is the Hausdorff dimension of the support and
thus directly related to the geometry of the system 3 and
D(1) is called the information dimension as it appears
like a dimension in the Shannon information entropy
s = −
∑
i
w(zi) lnw(zi) = − ∂qYq|q=1 ≈ D(1) lnL.
(57)
However D(1) cannot be computed directly (Y1 ≡ 1) but
only as an analytic continuation of D(q). A measure is
called fractal iff D(0) > D(1) [65].
In Fig. 17, we present numerical results for D(q) and
D˜(q) for a SDL in disorder at criticality. As a control
for the numerics one can use the information dimension
D(1), which should coincide with its high temperature
3 The Hausdorff dimensions for the measures related to DLs and
SDLs with d transverse dimensions are Dτ (0) = d and Dκ(0) =
2d, (z and v = ∂xz), respectively, which gives Dτ (0) = 3 for DLs
in 1+3 dimensions and Dκ(0) = 2 for SDLs in 1+1 dimensions.
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FIG. 17: (color online) Generalized dimensionsD(q) and D˜(q)
at criticality T = Tc,κ. The dashed line is DT>Tc = 3/2. Solid
lines are monomial fits for large q, see text.
value D(1)|T>Tc = χ = ζd = 3/2 at criticality. The data
appears to resemble the Anderson transition-like scenario
that has been reported for the DL [14] with D(q) = D˜(q)
for q < q∗ ≈ 1.5. The separation of D(q) and D˜(q)
indicates different behaviors of typical and average values
of Yq>q∗, from which one is tempted to conclude that
these quantities are not self-averaging. Furthermore both
Y avq and Y
typ
q are diverging faster than exponential for
q < 0, which leads to D(q < 0) = D˜(q < 0) = ∞.
The information dimension D(1) is measured to be about
1.4 and, therefore, does not coincide with the expected
high temperature value 3/2. However, this could be a
numerical artifact from limited system sizes.
For Anderson transitions, the finite-size scaling of the
Yq at criticality does involve the multifractal spectrum
but only one correlation length exponent ν [11, 66],
Yq = L
−τ˜(q)f((Tc − T )L1/ν). (58)
Thus, it allows for a completely independent validation
(cf. Fig. 18) of the critical temperature and the cor-
relation length exponent, yielding a more exact value
Tc ≈ 1.44 compatible with our result from sections VII B
and VII D and unambiguously a value 1/ν ≈ 0.5 for the
correlation length exponent.
An equivalent description of the multifractal nature is
related to the Legendre transform f(α) of τ(q) given by
q = f ′(α) (59a)
τ(q) = αq − f(α). (59b)
The function f(α) is called the singularity spectrum, be-
cause it gives the number N(α) ∼ Lf(α) of points z,
where the weight w(z) has a singularity w ∼ L−α. A Leg-
endre transform of the measured τ(q) and τ˜(q) would re-
quire an analytical continuation and, thus, be very error-
prone. Fortunately, it is possible to directly measure α(q)
and f(q) [67] and, thus, the singularity spectrum f(α)
Y
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FIG. 18: Finite size scaling Y2L
τ˜(2)((Tc−T )/Tc ·L1/ν) giving
ν = 2 and Tc = 1.41429 for lengths L = 20, 30, . . . , 100, the
points for L = 100 are interconnected by a line as a visual
guidance. This does not work for the alternatively proposed
value ν = 4. For T < Tc, Y2 remains finite for large L and,
therefore, the finite size scaling observable diverges as Lτ˜(2).
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FIG. 19: (color online) The singularity spectrum f(α), see eq.
(60). For a better comparison with the expectations the plot
also shows lines corresponding to f(α) = D(2) = 2, f(α) =
D(1) and f(α) = α, see text. The bisector and f(α) touch at
an α that is slightly smaller than α = 1.5. We consider this to
be wrong, but it is consistent with the determined generalized
dimensions, see also Fig. 20.
parametrically:
f(q) = − lim
L→∞
∑
i
µ(q, zi) lnµ(q, zi)/ lnL (60a)
α(q) = − lim
L→∞
∑
i
µ(q, zi) lnw(zi)/ lnL (60b)
with
µ(q, zi) ≡ wq(zi)/(
∑
j
wq(zj)). (60c)
This method of computing f(α) gives the Legendre trans-
form of τ(q), because eq. (59) implies (omitting the lim-
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FIG. 20: (color online) The directly measurable α(q) (green)
and f(q) (red) from which Fig. 19 was created. The contact
point is at α = f(α) ≈ 1.4
its)
τ(q) = α(q)q − f(q)
= −ln
∑
i
wq(zi)/ lnL (60d)
= −lnYq(L)/ lnL
in agreement with eq. (56b), and, therefore, f(α) corre-
sponds to typical values of Yq. Note that α(q) = τ
′(q)
is fulfilled by construction. This is the common defini-
tion of the (multifractal) singularity spectrum that is also
applicable for non-disordered systems.
Here, disorder is relevant and we need to capture not
only the typical, but also the (differing, cf. Fig. 17) av-
erage behavior. Analogously to eq. (60) we derive the
following computation of the Legendre transform f˜(α˜) of
τ˜(q) (we distinguish between α and α˜ to avoid ambigui-
ties as both are directly measured). We use eq. (56) and
the inverse transform of (59)
τ˜(q) = − ln
∑
i
wq(zi)/ lnL (61a)
α˜(q) = τ˜ ′(q)
= −
∑
i
wq(zi) lnw(zi)/(lnL ·
∑
i
wq(zi)) (61b)
f˜(α˜) = α˜q − τ˜(q) (61c)
= −
∑
i
wq(zi)(lnwq(zi)/
∑
j
wq(zj)− 1)/ lnL.
The spectrum f(α) is shown in Fig. 19. Its shape matches
the expectations that origin from general properties and
the known results for the DL [14] and is consistent with
the results for the Legendre transform τ(q). Our results
show that f(α) is a monotonic function starting at a fi-
nite αmin = Dmin(q) ≈ 0.8 which is close to the DL value
αminτ ≈ 0.77 and ending at αmax = ∞, which corre-
sponds to the infinitely large values τ(q) for q < 0. The
maximum value of f(α) is f(α → ∞) → D(0) and it
touches the bisector f = α around α = D(1) ≈ 1.4, thus
confirming the previously found deviation D(1) 6= 3/2.
We see no indication that f(α) becomes negative some-
where, which would describe rare events (number de-
creases exponentially in L), but this is to be expected
as f(α) contains the typical behavior and should not be-
come negative[14]. The average behavior that leads to
f˜(α˜) does include rare events and does not seem to have
a finite αmin, implying D˜(∞) = 0. We back this by not-
ing that the we can achieve a good fit of the data for τ(q)
and τ˜(q) at large q (we used 5 < q < 20) with an mono-
mial Ansatz f(q) = aqb. For an approximate analysis we
round b to one decimal giving
τ(q  1) ≈ aq (62)
τ˜(q  1) ≈ a˜q2/5 (63)
with some constants a, a˜. We apply the Legendre trans-
form and get for q  1
α(q) ≈ a ≈ 0.81 f(α) ≈ 0
α˜(q) ∼ q−3/5 → 0 f˜(α˜) ∼ −α˜−2/3 → −∞
In summary, we see a (Anderson transition-like) sce-
nario in the multifractal analysis of the localization tran-
sition of a SDL in 1+1 dimensions which is very similar
to the findings in Ref. [14] for a DL in 1+3 dimensions
despite obvious differences due to the different geometry.
In particular, the multifractal structure of the statistical
weights differs between typical and average values both
for DLs and SDLs. This becomes apparent in the general-
ized dimensions D(q), D˜(q), which differ for q ' 1.5. We
also find a matching critical correlation length exponent
ν. Additionally, we showed that the average behavior is
significantly influenced by rare events, leading to nega-
tive values in f˜ , the Legendre transform of D˜(q). The
significance of rare (extreme) events at criticality is in
accordance with our findings for the energy distribution.
VIII. CONCLUSION
We studied stiff directed lines (SDLs) in 1+d dimen-
sions subject to quenched short-range random potential
analytically and numerically. Using Flory-type scaling
arguments and a replica calculation we show that, in di-
mensions d > 2/3, a localization transition exists from
a high temperature phase, where the system is essen-
tially annealed, to a disorder dominated low tempera-
ture phase. The low temperature phase is characterized
by large free energy fluctuations with an exponent ω > 0
and a roughness exponent ζ, which slightly exceeds the
thermal value ζth = 3/2 for a SDL. Flory arguments sug-
gest ζ = 7/(4 +d) for a SDL. Both exponents are related
by ω = 2ζ − 3.
We find a reduction of the persistence length of a
stiff directed line by disorder. In the low temperature
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FIG. 21: Schematic summary of our results supporting a rela-
tion between DLs in 1+3d and SDLs in 1+d dimensions and
the importance of replica pair interactions for the localization
transition in a random potential.
phase, the persistence length is disorder-induced and
temperature-independent.
We also performed variational replica functional renor-
malization group (FRG) calculations. The replica ap-
proach gives no conclusive results on the exponents for
d > 2/3 but supports the existence of a localization tran-
sition. The FRG calculation is performed for D+d di-
mensional manifolds governed by bending energies with
the SDL corresponding to D=1 and employs an expan-
sion in  = 8 − D dimensions. For a SDL in 1+d di-
mensions, the FRG result suggests the existence of an
upper critical dimension du < 1, which we can rule out
by numerical calculations.
For the SDL in 1+1 dimensions we performed exten-
sive numerical transfer matrix calculations and find the
existence of a localization transition and an exponent
ω ≈ 0.18 in the low temperature disorder dominated
phase. The value for ω is close to the established value
ω ≈ 0.186 for directed lines (DLs) under tension in 1+3
dimensions. Moreover, the rescaled free energy distribu-
tions are identical. Both points suggest that the nature
of the low-temperature phase is very similar, if not iden-
tical.
The multifractal analysis reveals a very similar struc-
ture of the statistical weights at the critical temperature
for DLs in 1+3 dimensions and SDLs in 1+1 dimensions.
It also allows for a determination of the correlation length
exponent ν, for which we find, again in accordance with
the findings for a DL in 1+3 dimensions, ν = 2. Addi-
tionally, we find evidence for the relevance of rare events
at criticality.
This strongly supports a relation between DLs in 1+3d
and SDLs in 1+d dimensions, which is based on identical
return exponents χ for two replicas to meet. The validity
of a relation based on properties of a single replica pair
suggests that the critical properties of DLs in a short-
range random potential are governed by replica pair in-
teractions. The mapping can make DL transitions in high
dimensions computationally accessible, which we demon-
strated in showing that the two-replica overlap provides
a valid order parameter across the localization transition
of SDLs in 1+1 dimensions. Furthermore, the impor-
tance of pair interactions suggests that the critical tem-
perature for DLs in random potentials is indeed identical
to the temperature below which the ratio of the second
moment of the partition function and the square of its
first moment diverges, which implies that the localization
transition temperature Tc in a random potential equals
the replica pair transition temperature T2 for replica pair
binding. The equality T2 = Tc has been originally put
forward and verified numerically for DLs in 1+3 dimen-
sions [11, 14]. Using the numerical transfer matrix ap-
proach we could verify this conjecture also for SDLs in
1+1 dimensions. Our findings are summarized schemat-
ically in Figs. 2 and 21.
The binding transition of DL pairs becomes discontin-
uous for d > 4 and, analogously, the binding of SDL pairs
for d > 4/3 [28, 63]. Because DLs in random potentials
are equivalent to the KPZ equation [2], the validated re-
lation to the SDL suggests that the roughening transition
of the KPZ problem could acquire similar discontinuous
features for d > 4 dimensions. Thus, d = 4 would remain
a special dimension, although it is not the upper critical
dimension [68].
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