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Abstract
Transmission of digital information through a wireless channel with resolvable multipaths or
a bandwidth limited channel results in intersymbol interference (1SI) among a number of
adjacent symbols. The design of an equalizer is thus important to combat the ISI problem for
these types of channels and hence provides reliable communication. Channel coding is used
to provide reliable data transmission by adding controlled redundancy to the data.
Turbo equalization (TE) is the joint design of channel coding and equalization to approach
the achievable uniform input information rate of an ISI channel. The main focus of this
dissertation is to investigate the different TE techniques used for a static frequency selective
additive white Gaussian noise (AWGN) channel. The extrinsic information transfer (EXIT)
chart is used to analyse the iterative equalization/decoding process and to determine the
minimum signal to noise ratio (SNR) in order to achieve convergence.
The use of the Minimum Mean Square Error (MMSE) Linear Equalizer (LE) using a priori
information has been shown to achieve the same performance compared \\jth the optimal
trellis based Maximum A Posterior (MAP) equalizer for long block lengths. Motivated by
improving the performance of the MMSE LE, two equalization schemes are initially
proposed: the MMSE Linear Equalizer with Extrinsic information Feedback (LE-EF (1) and
(U)). A general structure for the MMSE LE, MMSE Decision Feedback Equalizer (DFE) and
two MMSE LE-EF receivers, using a priori information is also presented. The EXIT chart is
used to analyse the two proposed equalizers and their characteristics are compared to the
existing MAP equalizer, MMSE LE and MMSE DFE.
It is shown that the proposed MMSE LE-EF (1) does have an improved performance
compared with the existing MMSE LE and approaches the MMSE Linear Equalizer with
Perfect Extrinsic information Feedback (LE-PEF) only after a large number of iterations. For
this reason the MMSE LE-EF is shown to suffer from the error propagation problem during
the early iterations. A novel way to reduce the error propagation problem is proposed to
further improve the performance of the MMSE LE-EF (I).
The MAP equalizer was shown to offer a much improved performance over the MMSE
equalizers, especially during the initial iterations. Motivated by using the good quality of the
MAP equalizer during the early iterations and the hybrid MAPIMMSE LE-EF (l) is proposed
in order to suppress the error propagation problem inherent in the MMSE LE-EF (I). The
EXIT chart analysis reveals that the hybrid MAPIMMSE LE-EF (l) requires fewer iterations
in order to achieve convergence relative to the MMSE LE-EF (l). Simulation results
demonstrate that the hybrid MAPIMMSE LE-EF (I) has a superior performance compared to
the MMSE LE-EF (I) as well as approaches the performance of both the MAP equalizer and
MMSE LE-PEF at high SNRs, at [he cost of increased complexity relative to the MMSE LE-
EF (I) receiver.
The final part of this dissertation considers the use of precoders in a TE system. It was
shown in the literature that a precoder drastically improves the system performance.
Motivated by this, the EXIT chart is used to analyse the characteristics of four different
precoders for long block lengths. It was shown that using a precoder results in a loss in
mutual information during the initial equalization stage. However" we show by analysis and
simulations that this phenomenon is not observed in the equalization of all precoded
channels. The slope of the transfer function, relating to the MAP equalization of a precoded
ISI channel (MEP), during the high input mutual information values is shown to play an
important role in determining the convergence of precoded TE systems. Simulation results
are presented to show how the precoders' weight affects the convergence of TE systems.
The design of the hybrid MAP/MEP equalizer is also proposed. We also show that the EXIT
chart can be used to compute the trellis code capacity of a precoded ISI channel.
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The digital revolution has lead to the introduction of a number of different electronic
devices, such as laptops, mobile phones, personal digital assistants (PDAs), etc. Further
advances in the telecommunication industry are expected in the twenty-first century in order
to bridge the digital divided across various teclmologies and electronic devices. The ability
to transfer information anytime to anyone across the world is envisaged for future
communication systems.
The Internet is expected to play an integral role in people's life with the ability to provide
features such as web browsing, e-mail, e-eommerce, real time voice and video.
Communication systems are thus required in order to provide high-speed Internet
connections for delay sensitive services such as streaming voice and video. This demand for
high data rates and increased bandwidth has lead to the provision of broadband access to
business and residential users. A number of different teclmological approaches have been
developed to provide broadband access, such as Digital Subscriber Lines (DSL), cable
modems, cellular systems, wireless local area networks (WLANs) and satellite. These
competing technologies aim to provide a high quality of service for Internet applications.
The xDSL market has expanded over the years to establish numerous different variants. The
most popular is Asymmetric Digital Subscriber Line (ADSL) which is suited for asymmetric
Internet traffic. ADSL uses the existing copper line network to provide data over voice as
well as independent voice and data transmission. This wireline access teclmology allows data
transfer rates that are about 60 times higher than Integrated Services Digital Network (ISDN)
systems in the downlink connection, while data rates up to 640 kbps are possible for the
uplink direction. Since xDSL is a loop teclmology rather than a broadband access
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technology, it can be used in different configurations and equipments. The development of
standards in the xDSL market is still pending and is rather important to provide spectrum
compatibility, interoperability and self-installation ofxDSL modems.
Cable modems are a direct competitor with xDSL services which can offer speeds as high as
10 Mbps. The data rates offered by cable modems are much faster than all the xDSL
technologies except the very high-data rate DSL (VDSL). Cable modems were initially
designed to handle one-way traffic, but are being upgraded to carry two-way traffic.
The need for high data rate services in broadband access has seen the cellular industry
migrating from second generation (2G) systems, such as Global System for Mobile
communication (GSM), into third generation (3G) systems such as Universal Mobile
Telecommunication System (UMTS). The goal of 3G systems is to provide the following
variety of multimedia services: streaming video, multimedia message service (MMS), web
browsing, etc. These 3G systems are expected to have the following advantages over 2G
systems: bit rates up to 2 Mega bits per second (Mbps), variable bit rate to offer bandwidth
on demand, high spectrum efficiency and support of asymmetric uplink and downlink traffic,
etc. Wideband code division multiple access (WCDMA) offers an increased capacity over
time division multiple access (TDMA) systems and is hence the air interface chosen by the
European Telecommunications Standards Institute (ETS!) for UMTS.
Cellular systems are designed with a base station in order to provide communication with
mobile and fixed line users. However" in some cases the use of cellular systems can be
expensive especially for a wireless link within a small area. WLANs are efficiently
employed in such situations in order to eliminate the need for cables an~ extending the
mobility of a fixed network. The two main competing technologies for WLANS are:
Bluetooth and the Institute of Electrical and Electronic Engineers (IEEE) 802.11. These
technologies aim to provide high data rates while maintaining a high quality of service.
These above emergmg technologies are expected to gain increasing attention in
communication systems. However, these systems are expected to encounter the problem of
intersymbol interference (ISI) due to the need of high data r~tes. The design of such
communication systems is thus critical to combat the problem of ISI and to achieve a high
quality of service. Turbo equalization (TE) is one possible design solution to successfully
design communication systems with the above requirements.
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1.2 Digital communication systems
This section describes the basic components that make up a digital communication system.
An introduction to equalization and channel coding techniques is given and the concepts
behind the turbo principle are explained.
1.2.1 An overview
The goals of a communication system are to reliably and efficiently transmit data from a
source to a destination over a physical channel. Shannon pioneered this field of research in
1948 and his excellent work laid the foundations for information theory [1]. A basic
communication system, shown in Fig. 1.1, is essentially composed of the transmitter, the




















Fig. 1.1: Block diagram of a basic communication system
The information source can either be an analogue or a digital signal. Some types of
information sources, like image and speech sources, often exhibit a substantial form of
redundancy. A source encoder is beneficial in these circumstances and would eliminate the
redundancy present in the information source by using a lossy or lossless compression
technique. The channel encoder then adds a controlled amount of redundancy to the
3
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compressed data in order to make the transmission of the compressed data more reliable.
Shannon's separation theorem [1] proved that the source and channel coding can be treated
separately without any degradation in performance. A digital modulation technique, such as
Frequency Shift Keying (FSK), Phase Shift Keying (PSK), Amplitude Shift Keying (ASK),
is used to perform the signal constellation mapping and transforms the bandwidth of the data
into a desired pass band region. When modulation and coding are combined, this is referred
to as trellis coded modulation (TCM).
The channel is the medium that separates the transmitted and received data. Different types
of distortions can occur on the channel, such as ISI and additive white Gaussian noise
(AWGN). The following are typical examples of physical channels which are used In
communication systems: wireless, copper, cable, optical fiber, magnetic disks, etc.
The demodulator receives the channel corrupted output signals, transforms the frequency
range of the transmitted signal into its baseband form and estimates the signal constellation
mapping that occurred at the transmitter. An equalizer is required after the demodulator only
if the channel experiences ISI. The channel and source decoder perform the inverse
. operation of the channel and source encoder, in order to obtain estimates of the information
source.
1.2.2 Discrete-time model for a channel with ISI
A channel experiences frequency selective fading if the time delay between multipaths is
much greater than the symbol duration. This phenomenon is experienced in bandwidth
limited and wireless channels. The distortion introduced by frequency selective fading is
called ISL We also refer to an ISI channel as a frequency selective channel in this
dissertation.
In this dissertation the model for an ISI channel will be represented by the equivalent
discrete-time white noise filter model [2]. Fig. 1.2 illustrates the model of an equivalent
discrete-time system with AWGN, where D is a delay operator. This model of the ISI













are the tap coefficients, L is the length of the FIR filter, Yn are the transmitted
symbols and all is the AWGN.
Fig. 1.2: Equivalent discrete-time model of an ISI channel with AWGN noise
The AWGN is due to the noise inherent in the electronics of the communication system and
is referred to as thermal noise [2]. The coefficients of the FIR filter are referred to as the
channel impulse response (CIR). In wireless channels, the CIR varies in time due to the
relative motion of the transmitter, receiver or any objects between the transmitter and
receiver. In this dissertation only ISI channels are considered.
1.2.3 Equalization techniques
The equivalent discrete-time white noise filter model indicates that the receiver inputs are
distorted by the combined effects of ISI and AWGN. It is thus important to devise
techniques to either combat the effects of ISI through efficient equalizer structures or
mitigate the effects of ISI through the use of techniques like orthogonal frequency division
multiplexing (OFDM). In this dissertation we only focus. on the use of equalizers to
overcome the effects of ISI and AWGN. This section provides a brief review of the various
equalization techniques in the literature.
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Equalizers can be generally classified as either blind or supervised. Blind equalizers are
defined as equalizers that do not require training bits in order to overcome the detrimental
effects of an ISI channel. These methods use higher order statistics, stochastic gradient
algorithms such as the constant-modulus algorithm (CMA) and blind equalization algorithms
based on the maximum likelihood (ML) criterion. An introduction to these blind equalization
algorithms can be found in [2]. In this dissertation we focus on supervised equalizers which
can be classified as either: trellis based, non linear or linear equalizers.
Trellis based equalizers in the literature can be classified as either sequence estimators or
symbol by symbol estimators. The sequence estimators minimize the sequence error rate
while the symbol by symbol estimators minimize the bit error rate (BER). The optimal
sequence estimator is the maximum likelihood sequence estimator (MLSE) [3] and can be
efficiently implemented using the maximum likelihood Viterbi algorithm (MLVA) [4]. The
optimum maximum a posteriori (MAP) symbol by symbol detector (MAPSD) [5] minimizes
the BER and hence is the optimal BER equalizer.
The disadvantage of trellis based equalizers is that the complexity increases exponentially
with respect to the length of the CIR. For this reason the reduced-state sequence estimation
(RSSE) [6] was proposed in order to reduce the complexity of trellis based equalizers.
Breakthroughs in signal processing techniques have lead to the introduction of various
nonlinear equalizers. These include neural network equalizers [7] and radial basis functions
(RBF) [8].
The linear equalizer (LE) [9] and the decision feedback equalizer (DFE) [10] are suboptimal
equalizers that have a computational complexity linear with respect to the length of the CIR.
These equalizers are composed of FIR filters and attempt to provide a lower computational
complexity compared with trellis based equalizers. The LE is made up of a feedforward FIR
filter while the DFE is composed of a feedforward and feedback FIR filter. The feedback
filter in the DFE uses the past decisions at the output of the equalizer in order to suppress
part of the IS!. The design of these equalizers is based on different optimization criteria, such
as the peak distortion and minimum mean square error (MMSE).
The optimal, in the MMSE sense, MMSE LE or MMSE DFE requires exact knowledge of
the CIR. A channel estimation algorithm is therefore required before equalization. The most
6
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common algorithms used to estimate the CIR are the least mean square (LMS) and the
recursive least squares (RLS) algorithm.
ill [2], it was discussed that the LE is not suitable for channels with spectral nulls. ill these
circumstances the OFE is more appropriate and is the popular choice for the equalization of
non minimum phase channels.
The design of a OFE is usually based on the assumption that the past decision.s made by the
equalizer are correct. However, when the OFE does make an error, the probability of
subsequent errors increases even further. This results in the error propagation problem which
is common in OFEs. The probability of error for a OFE with error propagation was presented
in [11]. The study of error propagation was presented from a dynamical systems perspective
in [12]. ill [13], techniques for detecting decision errors in a OFE were presented. The use of
soft decisions in the feedback path of the OFE was shown to mitigate the error propagation
effect [14]. Recently, the bidirectional arbitrated OFE (BAD) [15] was proposed and was
shown to offer an improved performance compared with the classical OFE. This improved
performance is due to the BAD being composed of a forward and backward running DFE.
The use of a precoder was proposed in [16, 17] to provide a form of pre-equalization at the
transmitter. This type of precoder basically acts as an inverse filter with respect to the
frequency selective channel and can be interpreted as a form of spectral shaping and pre-
filtering. However, the disadvantage of this type of precoder is an adverse ·increase in the
computational complexity of the equalizer and that knowledge of the CIR is required at the
transmitter. Other types of precoders do exist in the form of recursive convolutional codes
(CCs) [18].
1.2.4 Channel coding
Channel coding comprises the use of a channel encoder and decoder in a communication
system and is a power efficient way to combat the impairments caused by the channel.
Forward error correction (FEC) codes essentially add a controlled amount of redundancy to
the information bits such that they are more robust to the detrimental effects of the channel.
Generally FECs are divided in two classes: block codes and CCs.
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Block codes were originally invented and include the following types of codes: Low Density
Parity Check (LDPC) codes [19], Bose-Chaudhuri-Hocquenghem (BCH) codes [20], Reed-
Soloman (RS) codes [21], etc. These codes allow a detection of errors and a limited number
of errors to be corrected. Recently, soft decision decoding of block codes have gained
increasing attention by the coding research community [22].
CCs [23] are different from block codes in that the data bits are continuously encoded by the
use of linear shift registers. The Maximum A Posteriori (MAP) [24] or SISO (Soft-Input
Soft-Output) algorithm [25] is used to optimally decode CCs. Furthermore" it was shown by
the use of factor graphs in [26] that the MAP algorithm is actually an instance of the sum-
product algorithm. The max log MAP algorithm [27] is a sub-optimal version of the MAP
algorithm and is used to decode CCs at a much reduced computational complexity.
The Soft Output Viterbi Algorithm (SOVA) presented in [28] is another decoding algorithm
for CCs. This algorithm offers a large saving in computational complexity compared with
the MAP or SISO algorithm. However, the performance of the SOYA is inferior to the










Fig. 1.3: Encoding and decoding structure of serially concatenated codes
In [29], the performance of serially concatenated codes was shown to be much improved
compared with the performance of the individual codes. Fig. 1.3 shows the block diagram of
the serially concatenated codes proposed in [29]. However, the limitations 'of this scheme
were the hard decision decoding of the constituent codes and the bursts of errors at the
output of the inner decoder which affected the decoding capability of the outer decoder. A
solution to these problems was proposed in [30] which used soft decision decoders, an
interleaver between the concatenation of CCs and a deinterleaver between the outer and
inner decoders. The use of the deinterleaver at the receiver proved vital in the separation of
bursts errors at the input of the outer decoder. The full decoding potential of concatenated
codes was not realised until the remarkable breakthrough of turbo codes [31].
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1.2.5 The turbo principle
INTRODUCTION
Since the invention of turbo codes, many researchers have tried to identify their underlying
principles in order to explain their amazing perfonnance. The great interest in turbo codes is
motivated by the fact that their performance is close to the Shannon limit with a reasonable
computational complexity. This section explains the concept of the turbo principle which is
constantly referred to in the literature and how these were derived from turbo codes.
Turbo codes are defined as the use of parallel concatenated convolutional codes (PCCC),
separated by an interleaver, at the transmitter, and serially concatenated MAP decoders at the
receiver. The fundamental difference between turbo codes and other encoding/decoding
proposed prior to the introduction of turbo codes is the iterative decoding at the receiver.
This innovative idea is critical in order to obtain substantial coding gains.
The type of information that is passed between component decoders is also important during
the iteration decoding process. It was shown in [32] that for a systematic code such as a
recursive CC, the a posteriori information at the output of the MAP decoder is composed of
the: a priori information, channel reliability measure and extrinsic inforIDation. A good
explanation of the terms: a posteriori infonnation, a priori information, and extrinsic
information is given in [33]. The extrinsic information is passed during the iterative
decoding process at the receiver. This is due to the extrinsic information not being a function
of the MAP decoder's inputs and hence keeping the correlation between the decoders'
extrinsic information relatively low during the early iterations.
The interleaver and deinterleaver are also important mechanisms in turbo codes. One main
function of the interleaver and deinterleaver is to separate bursts errors at the output of the
decoders during the iterative decoding process. A well structured interleaver would also
produce high weight codewords at the input of one encoder when low weight codewords are
present at the input of the other encoder. The performance of an iterative decoding process is
directly affected by the size of the interleaver and deinterleaver used. A large interleaver
results ·in an improved performance with respect to a small intet:leaver. Various interleavers




The foundation of turbo codes is therefore built with three important ingredients:
interleavingldeinterleaving, soft iterative decoding and exchange of extrinsic information.
The use of these three features is generally referred to as the turbo principle.
The turbo principle was applied to a serially concatenated convolutional code (SCCC)
scheme in [35]. Simulation results demonstrated that the SCCC scheme offered a much
improved performance with respect to the PCCC system at high signal to noise ratios
(SNRs). Further applications of the turbo principle have been presented in various
communication problems, such as TCM [36], code division multiple access' (CDMA) [37],
TE [38], etc.
··1.3 Motivation for research
The future of the telecommunications industry is predicted to be driven by technologies that
support mobility. One such technology is broadband wireless access systems. This
technology would provide the resources need of broadband access to everyone, everywhere.
For this reason wireless broadband access systems are thus expected to produce higWy
reliable communication systems while maintaining low costs and power efficiency.
Two major impediments III high performance digital wireless communication systems
are ISI and AWGN. Equalization and OFDM are techniques that are often used to overcome
the detrimental effects of the wireless channel. It was reported in [39] that the delay spreads
in wireless access urban environments are within the order 1- 10us. In this situation a time
domain equalizer does provide an adequate solution [40]. Furthermore, OFDM systems have
the following disadvantages: excessive peak to average power ratio (PAPR) and sensitivity
to frequency offsets· and phase noise. This would result in higher hardware costs for OFDM
systems compared with single carrier (SC) systems. Motivated by these facts a SC wireless
broadband access. system was developed by Cambridge Broadband which operates in the
3.4-3.8 GHz Wireless Local Loop (WLL), and delivers data rates up to 60Mbps full duplex
to a single subscriber [40]. For these reasons the design of high performance equalizers is
essential for SC systems.
Equalization in SC systems is an ongoing field of research. The use of channel coding also
plays an important role in the quest for communication systems to reach the channel
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capacity. Recently, TE has reached increasing attention since it was shown that the turbo
principle could be applied to the field of channel coding and equalization. The use of MMSE
equalizers in TE systems has only received limited attention. Furthermore, the performance
and analysis ofprecoders in TE systems has only been considered for short block lengths.
In this dissertation, we focus on MMSE equalizers and precoders in TE systems. A general
structure for MMSE equalizers is presented. Two MMSE equalizers and a hybrid
MAP/MMSE equalizer are proposed in order to further improve the performance of MMSE
equalizers in TE systems. Four precoders are investigated for a TE system in order to further
improve the performance of TE systems. The influence of four precoders' weight on the
convergence of TE systems is investigated for long block lengths. The extrinsic information
transfer (EXIT) chart analysis of nonprecoded and precoded TE systems is presented. The
validity of the EXIT chart analysis is also investigated. A comparison of the independent and
identically distributed (i.i.d.) channel capacity and the trellis code capacities of four precoded
channels are presented.
1.4 Dissertation overview
The outline for the remainder of this dissertation is as follows. In Chapter 2 the system
model of a TE system is described. A review on the concept of channel capacity is given and
related to a frequency selective channel. The i.i.d. channel capacity of an ISI channel is then
presented. A literature survey of the various equalization schemes in TE systems is outlined.
A general structure to derive MMSE equalizers is presented. The algorithms for the MAP
equalizer, MMSE LE and MMSE DFE are then described in detail. Three equalization
schemes are then proposed for TE systems in order to improve the performance of MMSE
equalizers in TE systems. A comparison between the computational complexity of the MAP
and MMSE equalizers is given. Channel coding techniques used in TE systems are also
reviewed. CCs and the MAP decoder are then described. We compare the performance ofTE
systems employing the MMSE LE, MMSE DFE and two of the proposed equalization
schemes.
In Chapter 3, the existing analysis tools in iterative decoding processes are reviewed. The
EXIT chart is then explained in detail. The transfer functions of the three proposed
equalization schemes are presented and compared with the existing MAP equalizer, MMSE
11
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LE and MMSE DFE on the EXIT chart. We then compare two different methods to obtain
the EXIT chart for TE systems utilizing various S1S0 equalizers. A novel technique to
reduce the error propagation of one of the proposed equalizer is proposed. We then
investigate whether the PDFs of the a priori information is Gaussian distributed using the
Kolmogorov-Smirnov (K-S) test and the correlation between the a priori and extrinsic
information, for the TE systems employing the three proposed equalizers and the existing
MAP, MMSE LE and MMSE DFE. Finally, the computation of the i.i.d. channel capacity is
then presented using the EXIT chart.
The performance and analysis of precoders in TE systems are considered in Chapter 4. We
describe the system model of a TE system using a precoder. The concept of trellis code
capacity is introduced. We then apply this idea to compute the trellis code capacities of four
precoded channels and compare their results with the i.i.d. channel capacity. The
performance of four precoded TE systems are investigated to show the effect of the
precoders' weight on the convergence of TE systems. We then use the output mutual
information measure to determine whether the equalization of precoded channels does incur
a loss of information during the initial equalization stage. The EXIT analysis of four
precoded TE systems is presented. We assess the validity of the EXIT chart analysis using
the K-S test, for the four precoded TE systems. A hybrid nonprecodedlprecaded transmitter
scheme is proposed such that further improvements in the performance ofTE systems can be
achieved. Finally, the .computation of the trellis code capacities is presented using the EXIT
chart.
Lastly, conclusions are drawn and topics for future work are discussed in Chapter 5.
1.5 Original contributions in this dissertation
The original contributions of this dissertation include:
1. In Chapter 2, we present a general structure for MMSE equalizers. Three
equalization schemes are proposed for TE systems such that improvements in the
performance of MMSE equalizers in TE systems are obtained. We show that two of
the proposed equalizers perform better than the existing MMSE LE in a TE system.
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2. In Chapter 3, we use the EXIT chart to analyse the three proposed equalizers. A
comparison of two methods to compute the output mutual information on the EXIT
chart for the existing MAP equalizer, MMSE LE, MMSE DFE and the three
proposed equalization schemes is presented. We then investigate the validity of the
EXIT chart analysis using the K-S test and the correlation between the a priori and
extrinsic information. A novel method to suppress the error propagation in one of the
proposed equalizers is proposed. We also compare the computation of the i.i.d.
channel capacity using the Arnold-Loeliger and the EXIT chart methods.
3. In Chapter 4, we investigate the influence of the precoders' weight on the
performance of TE systems. We analyse the initial equalization stage of a precoded
and nonprecoded TE system using the mutual information measure. The EXIT chart
analysis of four precoded TE systems is presented for long block lengths. We show
by simulations and analysis that a precoded TE system can perform better than a
nonprecoded TE system, during the initial iterative phase, at high SNRs. Further, we
observe that the gradient of the transfer function relating to the MAP equalizer of a
precoded channel,. during the high input mutual information values, plays an
important role in the convergence of precoded TE systems. We then investigate the
validity of the EXIT chart analysis using the K-S test. A hybrid equalization scheme
is proposed for a TE system which uses no precoding and precoding at the
transmitter. We compare the computation of the trellis code capacities of four
precoded channels using the Arnold-Loeliger and the EXIT chart method.
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The use of channel coding in a frequency selective channel does yield significant
improvements in the BER performance compared with an uncoded system. A coded data
transmission over an ISI channel separated by an interleaver resembles a SCCC system,
where the outer code is the channel encoder and the inner code is the frequency selective
channel. The turbo principle can therefore be applied to this system to optimize the decoding
performance. TE can thus be described as iterative equalization and decoding at the receiver.
This field of study was pioneered by the authors in [41] to show that TE does provide
substantial coding gains compared to one time equalization and decoding.
This chapter is an overview of TE and focuses on the different SISO equalization and
decoding methods that appear in the literature. The achievable information rate of an ISI
channel is also investigated. The MMSE linear equalizer with extrinsic feedback (LE-EF)
(l), MMSE LE-EF (ll) and the hybrid MAPIMMSE LE-EF (I) equalizers are proposed in this
chapter for a TE system. The performances of these equalizers are compared to existing
SISO equalization algorithms in a TE system.
In section 2.2 the system model for a TE system is described. A literature survey on the
capacity of an ISI channel is outlined in section 2.3, where the uniform input information
rate of an ISI channel is also computed. The existing MMSE and MAP equalization
algorithms and three proposed equalization methods are outlined in section 2.4. A review of
the different channel coding techniques in a TE system is shown in section 2.5, where the
encoding and decoding of CCs are explained. Lastly, section 2.6 presents the performance of
the MAP equalizer, MMSE LE, MMSE DFE, MMSE LE-EF (I) and the hybrid
MAP/MMSE LE-EF (I) in a TE system.
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2.2 System model for a TE system
TURBO EQUALIZATION
This section presents the system model for a single user TE system. This system is based on
that presented in [38] but here training symbols are employed. The basic building blocks that
are used for a TE system are shown in Fig. 2.1. In this dissertation the frequency selective
channel is assumed to be static and the CIR is assumed to be perfectly mown at the receiver.







SISO SISO d j
Equalizer Le(xJ Decoder
Fig. 2.1: Block diagram for a TE system
A block of N h data bits, d; E {D,l) , is encoded to Ni =Nh / Rc code bits to form in E {0,1} ,
n = 1, 2... Ni' where Rc is defined as the code rate of the encoder. The interleaver Cn),
defined by a one to one index mapping function, permutes the encoded bits in and outputs
Ni interleaved encoded bits 1n E {0,1} , n = 1, 2... Ni' Training symbols tn, which are
already mapped to their respective signal constellation, are used to avoid inter-block
interference. The interleaved encoded bits 1n are then mapped to their respective signal
constellation represented by YI1' together with a block of N, training symbols t
n
, and are
then transmitted over an ISI channel with CIR hk E JR. ,k = 0, 1, 2... L -1. JR. is defined as
the set of real numbers.
In general higher modulation schemes can be used to reduce the required bandwidth or
increase the data throughput. A TE system that uses a higher order modulation format is
investigated in [42, 43]. In this dissertation only the Binary Phase Shift Keying CBPSK)
modulation scheme is used. For th;s reason it follows that Y
n
E {l, -I} .
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The receiver input rn E JR to the equalizer is given by,
L-I




where the noise samples an E Rare i.i.d. Gaussian random variables with zero mean and
variance 0",; .A coherent symbol-spaced receiving process is assumed at the receiver.
The SISO equalizer receives rn and computes the extrinsic Log Likelihood Ratios (LLRs)
Le(yJ. The extrinsic LLRs of the equalizer are deinterleaved (fl-I) to provide the correct
ordering of the a priori LLRs La(xn ) to the input of the SISO decoder. The decoder accepts
the a priori LLRs La(xJ and outputs the extrinsic LLRs Le(xJ. The LLRs Le(xJ are then
interleaved and used as the a priori LLRs La (yn) to the equalizer for the next iteration.
The transfer of extrinsic infonnation is crucial in the turbo principle in order to prevent
premature convergence during the iterative process. A termination criterium [44] or a
predetennined number of iterations stops the iterative decoding system.
In a communication system the coded symbols Yn are transmitted on a block by block basis.
In this dissertation the CIR is assumed to remain constant for the block duration and between
successive blocks.
In wireless channels the CIR is time varying and hence a channel estimati?n algorithm is
required in order to estimate the eIR. Recently, various soft channel estimation algorithms
have been presented and compared for a TE system [45]. It was shown in [45] that soft LLRs
from the decoder can improve the performance of a channel estimation algorithm.
2.3 <;:apacity of an ISI channel
In this section we introduce the concept of channel capacity which was presented in the
classical paper by Shannon [1]. However, Shannon [1] only considered the case for an
AWGN channel. This idea was later extended to consider discrete-time channels with
memory [46].
16
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The channel capacity is a measure of the optimal system performance which researchers try
to achieve by means of coding. When the inputs to a channel are i.i.d. with a uniform
. distribution over the input alphabets, the channel capacity is referred to as the i.i.d. channel
capacity Ci.i .d . A method to compute the i.i.d. channel capacity of a frequency selective
channel is outlined and this technique is used to compute the Ci.i.,/ of the Proakis C channel
[2]. This would later serve as a measure of how closely a TE system approaches the Ci.i.d
limit.
2.3.1 The concept of channel capacity
Consider the ISI channel shown in Fig. 1.2. Let Y and R be the set of the alphabets for the
transmitted symbols Yn and the receiver inputs rn respectively. The mutual information
I(Y,R) describes the information that can be gained about the transmitted bit Yn given rn •
The mutual information depends on the characteristics of the channel and on the statistics of
the transmitted symbols Yn • The maximum value of the mutual information over all the
distributions of the transmitted symbols Yn is defined as the channel capacity C. We denote




Shannon's channel coding theorem [1] relates the channel capacity to the code rate R of the
c
channel encoder. The code rate is defmed as the ratio of the number of inputs to the number
of outputs of the channel encoder. The channel coding theorem states that there exists a
channel encoding and decoding algorithm that can provide reliable transmission of data
across a channel with an error probability as small as desired, only if Rc < C .
2.3.2 Current literature
The capacity of an AWGN channel had been solved by Shannon [1]. However, the
computation of the capacity of an ISI channel is still an open problem due to the memory
inherent in a frequency selective channel. In [47] a lower bounds on the capacity were
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computed. Recently, tight upper bounds [48] and lower bounds [49] of the channel capacity
were computed.
The computation of the lower and upper bounds on the Cii.t! of a frequency selective channel
was presented in [46]. An exact method to compute the CU .d of an ISI channel was presented
in [50] and independently in [51] and [52]. The method presented in [50] to compute the
Ci.i.t! of an ISI channel will be referred to as the Arnold-Loeliger method in ttris dissertation.
The next section will detail the algorithm of the Arnold-Loeliger method.
2.3.3 The CU.d. of an ISI channel
A summary of the Arnold-Loeliger method is shown below. Fig. 1.2 shown in section 1.2.2
is replicated here for the derivation of the i.i.d. capacity of a frequency selective channel.
x
Fig. 2.2: An ISI channel represented by a FIR filter
The Cu.t! of an ISI channel is defined in (2.3) assuming BPSK modulation.
Cu.t!. = max I(Y,R)
P(Yi)=O.5
(2.3)
In [2], it was shown that the mutual information can be represented with respect to the
differential entropy. This method of computing the mutual information is given in (2.4).
I(Y,R) =H(Y) - H(Y IR) (2.4)
Let A be the set of alphabets for the AWGN an' As the output R is a sum of two
independent random variables X and A, the mutual information can be expressed as
I(Y,R) =H(Y) - H(A).
18
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It can be seen that the problem of computing the i.i.d. capacity of an ISI channel reduces to
only finding H(Y) , when the transmitted symbols are i.i.d. with a uniform distribution. The
Shannon-McMillan-Breimann theorem [53], applied to the case when Y is continuous [54] ,
is a method to calculate H(Y). Therefore H(Y) can be computed using the expression
shown in (2.7) below.
(2.7)
In the MAP equalization algorithm [44], the normalisation constant of the alpha messages
yields the expression for p(yJ [55]. For this reason the normalisation constant of the alpha
messages is used as the expression for P(Yn) in (2.7). Let 17: be the normalisation constant
of the alpha messages, for the nth stage of the trellis, in the MAP equalizer. Thus the
expression for the i.i.d. capacity of an ISI channel can be obtained by computing the
expreSSIOn,
(2.8)
The computation of the capacity of ISI channels given in (2.8) demonstrates that the capacity
is dependant on the variance of the noise a-I~ and the channel characteristics. We use the
Arnold-Loeliger method to obtain the uniform input information rates of the Proakis C
channel, as a function of Es / No ' where Es is the symbol energy and No is the single-sided
noise power spectral density. Fig. 2.3. illustrates the CU .d . for the Proakis C channel, defined
as hk = [0.227 0.46 0.688 0.46 0.227] ,as a function of SNR. The SNR is defined as,
SNR =10 loglo E"
2a--
"
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Fig. 2.3: The uniform input information rate of the Proakis C channel
2.4 Equalization techniques in TE
The use of soft decisions, from the decoder, at the input of an equalizer was shown to
substantially improve the BER at the receiver [44]. Motivated by this, various SISO equal-
ization algorithms have been developed in the literature to accommodate the interleaved
extrinsic LLRs from the decoding stages in an iterative decoding process. A review of
existing S1Sa equalization algorithms in a TE system is given. The details of the MAP
equalizer, MMSE LE and the MMSE DFE are then outlined. The proposed MMSE LE-EF
(1) and (II) and hybrid MAP/MMSE LE-EF (I) algorithms are also explained. A comparison
between the computational complexity of the MAP and MMSE equalizers is given.
2.4.1 Current literature
The use of the Soft Output Viterbi Equalizer (SaVE) [41] was the first proposed S1SO
equalizer for an iterative decoding process at the receiver. The idea of the SOVE was based
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on the trellis structure of the channel which can be efficiently decoded using the Viterbi
algorithm. However, the SOVE minimizes the sequence error rate and not the BER.
Improvements in the trellis based SOVE algorithm was made by the introduction of the
MAP equalizer in [44] which minimized the BER. The superior performance of the MAP
equalizer compared with the SOVE was due to the computational intensive MAP
equalization algorithm. The Max Log MAP equalizer, presented in [56], has a reduced
computational complexity in comparison to the MAP equalizer but with an inferior BER
performance.
Another technique used to reduce the complexity of the MAP equalizer was to decrease the
number of states in the trellis. This idea was applied to the scheme presented in [43] for a TE
system.
The Soft Output Sequential Algorithm (SOSA) which is another trellis based equalizer, was
proposed in [57] to show that sequential estimation algorithms can also be applied in a TB
system. A SOVA based Soft-Output Decision Feedback Sequence Estimation (SO-DFSE)
. equalizer was also presented in [58].
The computational complexity of an equalizer using a priori information was shown in [37]
to be reduced by the use of the MMSE LE. However, this is only the case if the taps of the
FIR length of the MMSE LE is chosen to be not much greater than the length of the ISI
channel. The MMSE LE incorporating a prior information was first introduced in [37] as part
of a multi-user detector in a CDMA system. The MMSE LE was then used in a single user
TE scheme, extending the FIR length of the MMSE LE to be greater than the length of the
ISI channel, to show that the MMSE LE can approach the performance of the MAP equalizer
for long block lengths at high SNRs [38]. The complexity of the MMSE LE was further
reduced by the use ofa frequency domain equalizer in [59, 60].
The use of the matched filter (MF)/Interference canceller (IC) equalizer was initially
proposed by the authors in [61] and was later presented in [38, 62]. Furthermore, the MF/IC
equalizer was shown in [38] to be an instance of the MMSE LE. However, it was also shown
in [38] that the MFIIC equalizer did not provide reliable decisions during the early iterations
and is only effectively used during the later iterations. For this reason a hybrid equalization
scheme was developed in [38] which uses a low complexity MMSE LE during the early
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iterations and then switches to the MF/IC equalizer during the later iterations. The advantage
of this hybrid equalizer was that it approached the performance of the MAP equalizer at high
SNRs at a much reduced computational complexity compared with the MAP equalizer.
The use of a combined DFE and MF/IC equalization structure, for a TE system, was
proposed in [63, 64] which used soft decision feedback from the output of the equalizer and
hard decisions from the decoder in order to minimize the error propagation problem of a
DFE.
A MMSE DFE, incorporating a prior lmowledge in the feedforward and feedback FIR filters,
with hard decision feedback was proposed in [38]. In [65] a MMSE DFE with soft decision
feedback, not incorporating a priori knowledge in the feedforward and feedback filters was
presented.
Lastly, a S1S0 equalizer based on neural networks and radial basis functions was proposed
in [66]. In this dissertation we focus on the MAP equalizer, MMSE LE and the MMSE DFE.
A review of these two equalization algorithms is given in the next sections.
2.4.2 The MAP equalizer
The MAP equalizer minimizes the BER and computes the a posteriori information defined in
(2.11) using the MAP algorithm. The details of the MAP equalization algorithm given in
[44] is outlined in this section.
L ()~lnPr{Yn=+llr;,}
"1'1' Yn - p { _ -11 .tr y" - rnJ
(2.11)
(2.12)







by considering the states of the channel trellis Sn being associated with the information
symbols y". The expressions s' and s denote the states during the (n _lyh and nth stage of
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the trellis. Furthermore, a/1(s), Yn(s) and fines) are termed the forward, branch and
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Note that the expressIOn Yn(s',s), in (2.17), is a function of the preVIOUS state
S' E {Yn-I"", Yn-L} and the current state SE {Yn"" , Yn-L+I} .
The training symbols tn are used to initialise an (s) to the zero sta.te of the trellis before the
symbols Y
n
are transmitted over the channel. However, no trellis termination symbols are
used to force the start of the channel to the zero state after the coded symbols Yn are
transmitted. Therefore the boundary conditions for an(s) and fines) are set to,
'lis=0,1,2,·",2L- ' •





fiN; (s) = 2L- 1
(2.19)
(2.20)
The a posteriori information of the MAP equalizer is only composed of the a pnon
information and the extrinsic information. This is due to the ISI channel having real addition
rather than the modular 2 addition in CC and hence the channel reliability measure is
included in the extrinsic information. The extrinsic LLRs Le(yn ) at the· output of the
equalizer are passed to the decoder for the next iteration and are obtained from the
expression given in (2.21).
(2.21)
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The computational burden of a trellis based equalizer is exponential with respect to the
length of the channel L for every receiver input T" . Furthermore, if the length of the channel
L is excessively long, the MAP equalizer would not be a practical equalizer for real
communication systems. In this situation, MMSE equalizers are more appropriate since it
was shown in [67] that MMSE equalizers have a quadratic computational complexity with
respect to the length of the CIR.
2.4.3 MMSE equalizers using a prior information
The difference between the MMSE equalizers and the MAP equalizer is the processing of
the receiver inputs to compute the extrinsic LLRs based on different performance criteria.
. The MMSE equalizers compute the initial extrinsic LLR value after receiving the number of
symbols corresponding to the FIR length of the MMSE equalizer and then subsequently only
requiring one receiver input to compute the next extrinsic LLR. However, the MAP equalizer
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Fig. 2.4: General structure of MMSE equalizers using a priori information
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Four MMSE equalizers have been considered in this dissertation: the MMSE LE, MMSE
LE-EF (1), MMSE LE-EF (ll) and the MMSE DFE. A general structure for MMSE
equalizers that use a priori information is presented and can be obtained by following the
respective legends in Fig. 2.4.
The diagram of the MMSE DFE, in Fig. 2.4, is only valid if the feedforward and feedback
FIR. filters are defined as in section 2.4.3.2. Note that the instances that are derived from the
general MMSE equalizer structure only differ in the way the postcursor mean estimates are
computed. The next sections will detail the algorithm used for the four MMSE equalizers.
2.4.3.1 MMSE LE
The MMSE LE that is used in a TE system is an extension of the MMSE LE in [2] to include
a priori information. The algorithm for the MMSE LE with a priori information is outlined
below and is a summary of the algorithm shown in [67].
The following notation is introduced before the derivation of the MMSE LE. Vectors are
written in bold letters and matrices are expressed in bold capital letters. The expression E {-}
is the first moment operator. The transpose and Hermitian operators are given by OT and
OH respectively.





k =M 2 ,M2 -1, ... ,0,··· ,-M, of length M =M 1 +M 2 +1. The a priori LLRs are converted
to their respective precursor y:r, cursor Y,~ and postcursor Y,;o mean estimates using the
same soft decision mapping,
We define the following vectors,
y:r ~ tanh(L" (yn )/2)
y~ ~ tanh(L" (yJ/2)
y:O ~ tanh(L" (yJ / 2) .
1:>. [ Tw=w W ···w···
11 n.M.. n,M,-1 11.0 WJl -M ]
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The MMSE DFE differs from the MMSE LE only in the computation of the postcursor mean
estimates. We assume the length of the feedforward and feedback FIR filter to be of length
M =M, + M 2 + 1 and M" =L + M2 -1 respectively.
The postcursor mean estimates for the MMSE DFE are obtained by a hard decision mapping
on the estimated transmitted symbol Yn'
-po!=. {+1' Yn;;:: 0 (2.34)
y" - 1 A 0-, Yn <
In summary, the MMSE DFE can be obtained from the MMSE LE by replacing (2.24) in
section 2.4.3.1 by (2.34). A more detailed derivation of the MMSE DFE can be found in
[67].
2.4.3.3 MMSE LE-EF (I) and (11)
It can be seen from (2.32) that the MMSE LE and the MMSE DFE only require processing
of M receiver inputs to compute the extrinsic LLR of the cursor symbol. However, for the
computation of consecutive extrinsic LLRs, the current cursor symbol becomes the
postcursor symbol. Since the extrinsic information is independent of the a priori information,
the extrinsic LLRs can therefore also be used to compute the postcursor mean estimates.
Motivated by improving the performance of the MMSE LE, the MMSE LE:·EF (l) and (ll)
are proposed which compute the postcursor mean estimates using different expressions
rather than what was used for the MMSE LE or the MMSE DFE.
The postcursor mean estimates for the MMSE LE-EF (1) are computed by using a soft
decision mapping on the sum of the a priori and extrinsic LLRs,
(2.35)
while for the MMSE L~-EF (ll), the postcursor mean estimates are derived using only a soft
decision mapping on the extrinsic LLRs
(2.36)
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The extrinsic information at the output of the MMSE LE-EF (I) and (ll) can be obtained by
computing the expressions (2.22)-(2.33) given in section 2.4.3.1 and replacing (2.24) by
(2.35) and (2.36) respectively.
2.4.4 Hybrid MAPIMMSE LE-EF (I)
The MMSE LE-EF (l) is shown in section 2.6 to suffer from the error propagation problem
after the initial equalization stage which inhibits its performance. Motivated by suppressing
the error propagation problem inherent in the MMSE LE-EF (l) a hybrid equalization
scheme is proposed.
The MAP equalizer is shown in [38] to offer a much improved performance over the MMSE
equalizers, especially during the initial iterations. The hybrid MAPIMMSE LE-EF (1) is
hence proposed which uses the MAP equalizer during the initial equalization stage and then
switches to the MMSE LE-EF(I) for further iterations. Therefore the hybrid MAP/MMSE
LE-EF (1) can be realised by using the expressions for the MAP equalizer, given in
section 2.4.2, for the initial equalization stage and the expressions for the MMSE LE-EF (l),
given in section 2.4.3.1 and section 2.4.3.3, for subsequent iterations.
2.4.5 Complexity comparison - MMSE and MAP
equalizers
The computational complexity of the MAP and MMSE LE and MMSE DFE equalizers was
outlined in [38]. It was shown that the MAP equalizer has an exponential increase in
complexity, while the complexity of the MMSE equalizers increases with a quadratic order,
with respect to the length of the IS1.
The MMSE LE-EF (1) and (ll) have the same complexity as that of the MMSE LE if the
computation of the precursor, cursor and postcursor mean estimate mappings
L" (yJ ~ Y,;" ,1,:',Y,;'" and the extrinsic information mapping Yn~ Le (yJ is neglected.
Table 2.1 compares required number of real additions and multiplications for the MAP
equalizer and the MMSE equalizers, neglecting the mean estimate mapping and the extrinsic
information mapping per receiver input r" per iteration.
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Table 2.1: Computational complexity comparison between the MAP equalizer and the
MMSE equalizers
Eqnalization type Real multiplications Real additions
MAP equalizer 3.2M +2M 3·2M
MMSELE 16M 2 +4L2 +10L-4M-4 8M 2 +2L2 -lOM +2L+4
MMSE LE-EF (1) 16M 2 +4L2 +10L-4M-4 8M 2 + 2L2 -1OM + 2L + 4
MMSE LE-EF (ll) 16M 2 +4L2 +10L-4M-4 8M 2 +2L2 -10M +2L+4
MMSEDFE 16M2 +4L2 +10L -4M-4 8M 2 +2L2 -lOM +2L+4
The computational complexity of the hybrid MAP/MMSE LE-EF (l) can be obtained from
the MAP equalizer, for the initial equalization stage, and the MMSE LE-EF (l) for
subsequent iterations. Note that the MMSE LE-EF (1) would require one more addition, for
every receiver input rn per iteration, compared to the MMSE LE or the MMSE LE-EF (IT) if
the computation of the postcursor mean estimate mapping L
lI
(yn)~ y~}() was considered.
This difference can be noted from observing the expressions given in (2.24), (2.35) and
(2.36) for the MMSE LE, MMSE LE-EF (l) and (ll) respectively.
2.5 Channel coding in TE
The use of encoding schemes that can be decoded with a SlSO algorithm is suitable to be
used in a TE system. In this section a review of the existing encoding and decoding schemes
in a TE system is given. An overview of CCs and the MAP decoding algorithm is then
presented.
2.5.1 Literature review
The first encoding/decoding scheme proposed in [41] for a TE system was the use of a CC
and the SOYA for the encoder and decoder respectively. A TE system employing a CC was
decoded using the MAP decoder in [44] and the Soft-Output DFSE (SO-DFSE) in [58].
Double concatenated CCs in the form of PCCC was presented in [68]. This scheme was
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shown to offer substantial performance gams during the iterations. A SCCC encoding
scheme was proposed in [69] and was shown, by the EXIT chart, to closely approach the
i.i.d. channel capacity.
Block codes is another class of codes which have been invesitaged for a TE system. In [70],
BCR codes were proposed and compared to CCs and convolutional turbo codes. It was
shown, using the MAP algorithm to decode the respective codes, that convolutional turbo
codes performed the best amongst the considered codes.
Regular LDPC codes were proposed in [71] and were shown to be an attractive alternative to
CCs. The design of irregular LDPC codes, using linear programming techniques and density
evolution, was proposed in [72] and was shown to closely approach the CU.d. of an ISI
channel. Regular and irregular LDPC codes were presented in [73], for a TE system utilizing
the MMSE LE, where the irregular LDPC code was designed using a non-linear optimization
procedure called differential evolution and density evolution. The sum-product algorithm
was used to decode the LDPC codes in the [71, 72, 73].
TCM was also considered, as the outer encoding scheme, to efficiently improve the
bandwidth of a TE system. A TCM encoding scheme was presented in [74] and the
performance of this TB system was shown to approach the MF boun.d.
In this dissertation, CCs are only considered. A brief summary of CCs are given in the next
section.
2.5.2 Convolutional Codes
A CC is specified by the memory order me' number of input (or information) bits ne at the
input of the encoder, the number of output (or coded) bits k
c
at the output of the encoder and
the generator set P . A CC can also be represented in the form of a state transition or trellis
diagram. Another important parameter is the rate of the code which is defined as
(2.37)
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Puncturing is a techriique used to increase the rate of a Cc. The puncturing pattern is also
required at the receiver and is used by the respective decoder. However, increasing the rate
decreases the decoding performance of a Cc.
CCs can be classified as either non-recursive CCs or recursive CCs. The next section will
discuss these two different types of CCs.
2.5.2.1 Nonrecursive and recursive CCs
The fundamental difference between a nonrecursive CC and a recursIve CC is that a
nonrecursive CC has a FIR while a recursive CC has a IIR. In this dissertation we only
. consider the case where ne =I . The generator set for non-recursive CCs Pnre and recursive
CCs Psre are defined as,









where p~ E {O,l}. It can be seen from (2.38) and (2.39) that the realization of Psrc is exactly
the same as Pnre when pI =I. Octal notation [2] is a simplified way to express the generator
sets of CCs. Fig. 2.5 and Fig. 2.6 show the diagrams of a nonrecursive CC and recursive CC,
respectively, when ne =I and ke =2 .
-2
Xn
)--------~ }------I~( )-------i~·G . ~
Fig. 2.5: Diagram of a nonrecursive CC
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'-----{ )+----( )..-----0
Fig. 2.6: Diagram of a recursive CC
It can be noted from Fig. 2.5 that the non recursive CC only has feedforward connections
and hence corresponds to a FIR. However, a recursive CC has feedforward and feedback
connections, as can be seen in Fig. 2.6, and thus possesses an IIR.
The MAP decoding characteristics of recursive CCs and nonrecursive CCs were compared in
[75] using the EXIT chart. It was shown that the MAP decoding ofnonrecursive CCs, which
are limited by the constraint length, have inferior performance compared with the MAP
decoder relating to recursive CCs. For this reason recursive CCs are chosen to be used in a
TE system.
2.5.2.2 Trellis termination
The decoding capability of a CC is improved if the start and end states are set accordingly.
Two common approaches are used to achieve this function: trellis termination and tail biting.
Trellis termination is a method that uses additional bits to force the state of the encoder to the
all zero encoder state. This method requires redundancy bits, at the end of a data block, equal
to the memory order me of an encoder. Tail biting is a technique that ensures that the start
and end states are the same. However, tail biting does increase the decoding complexity at
the receiver.
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In this dissertation we only consider trellis termination, at the cost of reduced decoding
complexity with respect to tail biting, to ensure that the start and end states are set to the all
zero encoder state.
2.5.3 MAP Decoder
The MAP decoder, used in a TB system, is derived from the general SISO decoding
algorithm presented in [25]. This MAP decoder accepts a priori LLRs of the information and
coded symbols from the equalizer and computes the extrinsic information of the coded
symbols during the iterative process. For this reason it is termed the COD-MAP decoder in
[44]. We denote the COD-MAP decoder briefly as the MAP decoder, since the COD-MAP
decoder is just an instance of the general SISO decoding algorithm. A summary of the MAP
decoder is given below.
Consider the recursive CC in Fig. 2.6 and the TB system in Fig. 2.1. The output of the
encoder in Fig. 2.1, is made up of the information bits x~ and the coded bits x; .We denote
x~ and x; as the signal constellation mapping of x~ and x; respectively. The a posteriori
LLRs of the MAP decoder is computed by substituting Yn for xn in (2.12). The forward
an (s) , branch Yn(s) ,and backward f3n (s) probabilities are similarly defined by replacing rn
with xn in (2.13), (2.14) and (2.15). The forward an(s) and backward f3n(s) probabilities
are computed using (2.16) and (2.18) respectively. However, the branch probability is
obtained by computing the expression given in (2.40) below.
(2.40)
The encoder is initially set to the all zero state before the data bits are processed and forced
to the all zero state, by trellis termination, after N" - me data bits. Therefore the boundary
conditions for a k (s) and f3n (s) are set to
ao(O)=1 and ao(s)=O 'ifs=1,2 2L•1
'oN; (0) =1 and 'oN; (s) = 0 'ifs =1, 2 2L-1 •
(2.41)
(2.42)
The extrinsic LLRs at the output of the MAP decoder are the difference between the a
posteriori LLRs and the a priori LLRs. This is due to the absence of the channel reliability
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measure at the input of the MAP decoder. The computation of the extrinsic information
Lc(xJ is obtained by substituting Yn for xn in (2.21).
These extrinsic LLRs are then deinterleaved and passed to the SISO equalizer during the
iterative decoding process. However, at the final iteration a hard decision is taken on the a
posteriori LLRs of the information symbols. The a posteriori information is computed using
the expression given by,
L an_, (s')Yn(s',s).8n (s)
(s .s)
L (Xl) -In -;-,,:=',=::;-1 _
UJ1J1 11 - '\' a (') (' s) R (s) .




Since the a posteriori LLRs of the information symbols are only needed, the coded symbols
can also be used to compute the branch probablity. Therefore the branch probability, during
the final iteration, is defined as
(2.44)
A hard decision mapping is then performed on the a posteriori LLRs to estimate the data bits.







In this section the BER of various equalizers described in sections (2.4.2)-(2.4.4) are
investigated in a TE system. We briefly refer to the performance of a TB system by the name
of the respective SISO equalizer.
The following parameters are set in order to obtain the simulation results. The Proakis C
channel of length L =5 is chosen as the frequency selective channel. This particular channel
causes severe ISI due to the spectral null present in its frequency response. It would therefore
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be interesting to investigate whether a TE system can overcome the spectral null of the
channel in order to reach the i.i.d. channel capacity.
The length of the data bits is set to N" =32768. The data bits are encoded using a rate
Rc = 0.5 recursive CC given by Prs< = [1,5/7] in octal form. The coded bits xn include
trellis termination. A random interleaver oflength Ni =65536 is used. The FIR length of the
MMSE LE, MMSE LE-EF (I) and (ll) is set to M1 =9 and M 2 =5 . These same parameters'
are used for the MMSE DFE, resulting in the length of the feedforward and feedback FIR
filter to be M =15 and M" = 5 respectively.
A block of transmitted symbols consists of NI =L -1 training symbols followed by
Ni = 65536 encoded data symbols for the MAP equalizer. However, the training symbols
are set to NI =M2 + L -1 for the MMSE equalizers and the hybrid MAP/MMSE LE-EF (n.
These training bits are also used to ensure correct initialization of the alpha messages for the
MAP equalizer as well as the postcursor mean estimates for the MMSE equalizers. The SNR
defined in (2.9) is used for the simulation results.
The computation of the BER is given by the expression,
BER
dIe =d."./,' ./.
di,k :;:. d iJe
(2.46)
where N",ocks represents the total number of blocks transmitted, d." is the i h bit for the k lh
./.
block transmitted and dj," is the estimated i h bit for the k lh block transmitted. The BER is
obtained by transmitting a number of N"'ocks' such that at least 100 bit errors are observed.
Furthermore, at low SNRs N"'ocks is set to 20. Fig. 2.7 and Fig. 2.8 show the BER of the
MAP and MMSE equalizers during the respective iterations. The MMSE LE-EF (11) is not
considered in the simulation results due to its slow rate of convergence shown in
section 3.3.2.
We note from Fig. 2.3 in section 2.3.3 that the CU .cI • is -0.0043 dB for the Proakis C channel
corresponding to a rate of 0.5. The no ISI legend is the performance ofa system using a CC
and the MAP decoder over an AWGN channel. This is also referred to as the MF bound in
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the literature [38]. The MMSE linear equalizer with perfect extrinsic feedback (LE-PEF) is
an ideal equalizer where the extrinsic feedback, given in (2.34), is perfect and similar to the
idea of MMSE DFE where the feedback decisions are perfect. The MMSE LE-PEF serves as
a measure of how unreliable extrinsic LLRs affect the performance of the MMSE LE-EF (I).
It can be observed from Fig. 2.7 and Fig. 2.8 that the MAP equalizer has the best BER
performance compared to all the equalizers considered, especially in the early iterations.
Simulation results show that the MAP equalizer achieves convergence after just 2 iterations.
The best BER performance, amongst the MMSE equalizers, is achieved by the MMSE LE-
EF (I). The MMSE LE is also shown to be superior to the MMSE DFE, but only after the
initial equalization and decoding stage. Fig. 2.8 shows that the convergence of the MMSE
LE-EF (I) and the MMSE LE are at a SNR of 4 dB after 4 iterations. Another interesting
observation is that the MMSE LE-PEF has substantial performance gains compared with the
MMSE LE-EF (1) during the early iterations. This reveals that the MMSE LE-EF (I) does
suffer from the error propagation effect during the first few iterations. However, the MMSE
LE-EF (1) does mitigate the effects of error propagation to approach the MMSE LE-PEF for
SNRs ~ 2dB at 14 iterations.
The MMSE DFE is shown, for one time equalization and decoding, to perform better than
the MMSE LE at SNRs > 7.5dB. However, for subsequent iterations the MMSE DFE does
not perform well. It was explained in [38] that the poor performance of the MMSE DFE is
due to the early use of hard decisions.
Simulation results for the hybrid MAPIMMSE LE-EF (I) reveal an improved performance
gain compared with the MMSE LE-EF (I) during all the iterations. This is due to more
reliable decisions being passed from the MAP equalizer in the initial equalization stages. For
this reason there is a much reduced error propagation effect in th€ MMSE LE-EF (1) during
subsequent iterations compared to the situation if the MMSE LE-EF (1) was used during the
initial equalization stage. Fig. 2.7 shows that the hybrid MAPIMMSE LE-EF (I) converges
after only 3 iterations at a SNR of 4 dB for a BER of 2.5·10-6 . Furthermore, in Fig. 2.8 it can
be observed that the hybrid MAPIMMSE LE-EF (I) approaches the MMSE LE-PEF after 14
iterations at SNRs ~ 2dB. This suggests that the hybrid MAPIMMSE LE-EF (I) does
overcome the error propagation effect during the later iterations to converge to the
performance of the MMSE LE-PEF at high SNRs.
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Fig. 2.7: BER perfonnance comparison of one time equalization and decoding, 2 iterations
and 3 iterations
It was shown in [35] that the inner code of a SCCC system is required to be recursive in
order to achieve an interleaving gain. For thIs reason a non-precoded TE system is limited by
the MF bound [38]. This can be verified by observing the simulation results given in Fig. 2.7
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Fig. 2.8: BER performance comparison of 4 and 14 iterations
this reason the MAP equalizer, hybrid MAP/MMSE LE-EF (l) and the MMSE equalizers,
for a non-precoded TE system, only approaches the MF bound and not the i.i.d. channel
" capacity limit. The MAP equalizer, hybrid MAP/MMSE LE-EF (1) and the MMSE LE-EF
(1) are shown in Fig. 2.8, for 14 iterations, to be 3.0043 dB away from the CU.d. for a BER of
1.5.10-5 •
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It was shown in [76] that irregular LDPC codes did approach the channel capacity for an
AWGN channel. Motivated by this, an irregular LDPC code was designed for a TE system in
[72] which was shown to approach the i.i.d. channel capacity. Therefore it is appropriate to
use powerful coding schemes in a TE system, such that the MP bound is closer to the CU"I.
limit.
2.7 Summary
In this chapter the system model for a TE system was presented. The concept of channel
capacity was introduced and the i.i.d. channel capacity of an ISI channel was discussed and
presented. Existing SISO equalization schemes for TE systems were outlined. The
al,gorithms for the MAP equalizer, MMSE LE and MMSE DFE were then summarised.
Three new equalizers were proposed in order to improve the performance of the MMSE LE
in a TE system: MMSE LE-EF (I), MMSE LE-EF (ll) and the hybrid MAP/MMSE LE-EF
(l). We then compared the computational complexity of the MAP equalizer, MMSE LE,
MMSE DFE, MMSE LE-EF (I) and (ll). A brief review of various channel coding
techniques was given. An overview of CCs was given and the MAP decoding algorithm was
explained.
We compared the performance of the TE systems using the proposed MMSE LE-EF (I) and
hybrid MAP/MMSE LE-EF (I) to TE systems employing the existing MAP equalizer,
MMSE LE and MMSE DFE. Simulation results demonstrated that the MMSE LE-EF (I) and
the hybrid MAP/MMSE LE-EF (I) performed better than the MMSE LE in a TE system. It
was noted that the MMSE LE-EF (I) and the hybrid MAP/MMSE LE-EF (I) suffered from
the error propagation problem during the early iteration. However, we found that these
equalizers did overcome the error propagation problem during the later iterations.
Furthermore, the MMSE LE-EF (I) and the hybrid MAPIMMSE LE-EF (l) was shown to
approach the performance of the MP bound (or no ISI), MAP equalizer and the MMSE LE-
PEF after 14 iterations at high SNRs. The MMSE LE-EF (l) and the hybrid MAPIMMSE
LE-EF (I) were shown to be 3.0043 dB away from the CU .d . limit at a BER of 1.5.10-
5 • This
relatively large difference was attributed to the use of a simple CC as the outer code and not
to the performance of the respective SISO equalization algorithms.
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Analysis of Turbo Equalization Systems
3.1 Introduction
At the present moment there are no known closed form mathematical "expressions to
determine the performance of an iterative decoding process. Since the advent of turbo codes,
many researchers have undertook the problem of predicting the performance of
communication systems that use the turbo principle. Two main areas of analysis techniques
are considered: union bound analysis and convergence prediction. A review of the two
approaches is given below.
The union bound analysis technique was initially proposed for PCCCs and SCCCs in [77]
and [35] respectively. The union bound primarily focuses on the error events and states that
the probability of the union of error events is less than or equal to the sum of individual
probabilities of each error event. For this reason the union bound is only applicable if the
code does possess the uniform error property [78]. However, the union bound is tight only
for the performance of ML decoding. The union bound analysis was applied to a TB system
in [18] and it was shown that this analysis technique was limited to high SNRs.
Convergence prediction is another approach to predict the performance of iterative decoding
systems. The main idea behind convergence prediction methods is to estimate the SNR that
an iterative decoding process would converge by estimating the probability density function
(PDF) of the extrinsic information using a single parameter. An instant of a convergence
prediction method called density evolution was initially presented in [79] to obtain
thresholds on the convergence of LDPC codes. In [80], density evolution was proposed to
analyse a SCCC and a PCCC system. This particular type of analysis has mainly been used
for long block lengths. However, recently in [81] this method has been extended to study
iterative decoding of short block lengths.
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A good summary of six measures for predicting the convergence of a TE system, turbo
decoding and turbo bit-interleaved coded modulation iterative decoding was presented in
[82]. It was shown in [82] that the fidelity and the mutual information measures were the
most accurate for these different decoding algorithms due to these measures being more
robust regarding clipping of LLRs in fixed point arithmetic. The EXIT chart proposed in [83]
is the convergence prediction method which uses the mutual information measure to
visualise the exchange of extrinsic information during the iterative decoding process. It was
also outlined in [83] that the PDFs of the extrinsic information, during the iterations, can be
asymmetric and non-continuous with sharp edges thus making the mutual information
measure more robust in comparison with the mean or SNR measure. An additional benefit
of using the EXIT chart with respect to other measures is that the EXIT chart allows for the
computation of the achievable information rate of a particular system [75]. For these reasons
the EXIT chart is used in this dissertation to analyse a TE system.
The main focus of this chapter is the EXIT chart analysis applied to the MAP equalizer,
hybrid WlAPlMMSE LE-EF (I) and (II), MMSE LE, MMSE DFE and the MAP decoder. The
validity of the EXIT chart analysis is also investigated. Furthermore, the achievable
information rate of an ISI channel is presented using the EXIT chart.
The contents of the remainder of this chapter are as follows. Firstly, an overview of existing
analysis techniques in an iterative decoding system is given. In section 3.2 the EXIT chart is
reviewed. The EXIT chart analysis ofTE systems is presented in section 3.3. The K-S test is
performed on the Cumulative Distribution Functions (CDFs) of the a priori equalizer and
decoder LLRs in section 3.4. The correlation between the LLRs of the a priori equalizer and
decoder information is investigated in sections 3.5. A novel way to reduce the effects of error
propagation in the MMSE LE-EF (1) is proposed in section 3.6. Lastly, the EXIT chart is
used to compute the uniform input information rate of the Proakis C channel.
3.2 The EXIT chart
Since the invention of the EXIT chart, by the pioneering work of S. ten Brink in [84] to
analyse PCCCs, this technique has been used to design a SCCC system [85] and a hybrid
equalization scheme for a TE system [38]. In this section a summary of the EXIT chart is
gIven.
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We define I; and I~ as the output mutual infonnation from the equalizer and decoder
respectively given a specific input mutual information. The EXIT chart predicts the
exchange of extrinsic infonnation, using the mutual infonnation measure, during the iterative
process by independently computing the transfer functions I; = Ye (liE, SNR) and
Consider Fig. 2.1 in section 2.2. We define xn E {-I,l} as the constellation mapping of xn •
The output mutual information for the equalizer I; and decoder I~ is computed by the
following expressions [84],
oc 2 C (f)df
lE =~ " J C (f). loa --g-".=y,,---
(J 2 L...J ga,y" 1:>2 C (f) C (f)
Y/lE:-I.l~ -<.'lO ga'YII=o+1 + gU'YI/=-J
(3.1)
(3.2)
where ge , (I) and g" (I) are the PDFs of the extrinsic information of the equalizer and thetI.y,. lI ...f u
decoder respectively, given Yn and xn •
The computation of the PDFs of the a priori LLRs during the iterations is However,
intractable. The EXIT chart makes two assumptions on the PDFs of the a priori LLRs in
order to compute the tranSfer functions of the equalizer and decoder. These assumptions are
that the PDFs of the a priori LLRs obey the consistency hypothesis [79] arid that they are
Gaussian distributed. If these conditions are valid then the PDFs of the a priori LLRs can be
represented by a single parameter where the variance is twice the mean a; .However, in an
iterative decoding process these assumptions are only applicable for large interleaver block
lengths and a fixed number of iterations [84]. The l(·) function, given in (3.3), was shown
in [84] to compute the input mutual infonnation given a specific variance er; .
(3.3)
The output mutual information I; is obtained as follows. A set of Ni· Nh/ocks i.i.d. LLRs,
using a nonnal distribution with a mean of xn . er; /2 and variance er; , is generated for the a
priori LLRs of the equalizer. Furthennore, a set of Ni' Nh/ocks i.i.d. transmitted symbols and
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Nt • Nh/ocks training symbols is transmitted over an ISI channel to generate the receiver inputs
Tn • The a priori LLRs and the receiver inputs rn are then passed to the equalizer to compute
the corresponding extrinsic information. The extrinsic LLRs obtained are then used to obtain
g~.y" (I) in order to calculate the output mutual information in (3.1). This method to compute
the output mutual information is called the histogram method (HM). Similarly, the transfer
function for the decoder I: =l'J(Ii
D
) is correspondingly obtained by the above procedure.
However, the decoder only requires a set of a priori LLRs at its input due to the absence of
the channel reliability measure.
Note that the PDF of the extrinsic information, at the output of the equalizer or the decoder,
is not assumed to be Gaussian distributed when computing the output mutual information
and that interleaving does not change the mutual information. The convergence threshold is
defined as the lowest SNR at which the two transfer functions l; =le (liE ,SNR) and
liD = y~1 (l~) do not intersect each other.
It was shown in [86] that the mutual information can be approximated by a time average
approximation if g~,y" (l) and g;:.x" (l) are both symmetric and consistent. We call this
method to compute the mutual information the time average approximation method
(TAAM). The output mutual information for the equalizer l; and decoder l~ , using the
TAAM, is obtained by the expressions,
(3.4)
(3.5)
In (3.4), Yk.n is the nth transmitted symbol for the kth block and L (y ) is the
e k.n
corresponding extrinsic information. Similarly xk.n and Le(xk,J are defined in (3.5). The
TAAM significantly reduces the computational complexity of computing the transfer
functions I; =le (liE, SNR) and liD =l~' (I:) compared with the HM.
The exchange of extrinsic information during the actual iterative decoding process is referred
to as the system trajectory in the EXIT chart. The system trajectory is computed using the
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actual expressions for g;.y" (l) and g::.x" (l) during the iterative process. A particular system
is successfully analyzed using the EXIT chart when the system trajectory is close to the
bounds of the transfer functions in the EXIT chart.
It was shown in [84] that the BER performance can be obtained from the EXIT chart.
However, the predicted BER performance is only accurate if the system trajectory does
approach the bounds of the transfer functions for the equalizer and decoder.
Although the EXIT chart has been shown to predict the iterative decoding for large
interleaver block lengths, this method can only be computed if knowledge of the transmitted
symbols Yn and xn are known at the receiver. For this reason the EXIT chart can only be
performed offline rather than in a real communication system and is referred to as a semi-
analytical technique in the literature.
The EXIT chart will be used in the next section to analyse the different SISO equalizers
given in sections 2.4.2 - 2.4.4 and the MAP decoder. The system trajectories of the TE
systems are computed using the HM and the TAAM and compared with the bounds of the
transfer functions on the EXIT chart.
3.3 EXIT Chart analysis of TE systems
In [38] the EXIT chart analysis was applied to the MAP equalizer, MMSE LE and the
MMSE DFE to determine their respective characteristics. We propose to also use the EXIT
chart to analyse the MMSE LE-EF (I) and (ll) in this section.
The simulation parameters given in section 2.6 are used for the EXIT chart. The parameter
Nh/ocks =153 is set such that at least 107 equiprobable symbols for Yn and their
corresponding LLRs are used to obtain the transfer function I; =le(IjE ,SNR). Similarly,
the traFlsfer function for the decoder is also obtained.
It can be noted from Fig. 2.8 that the MF bound converges to' a BER of 1.5 ·10-6 at a SNR of
4 dB after 14 iterations. The TE systems are shown in Fig. 2.8, after 14 iterations to,
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approach the MF bound at high SNRs. Therefore we seek to analyse these different TE
systems at this particular SNR.
3.3.1 Transfer function of the SISO equalizer and the
MAP decoder
In this section the transfer function of the SISO equalizer and the MAP decoder are shown.
Fig. 3.1 shows the transfer function characteristics of the MAP equalizer, MMSE equalizers
and the MAP decoder using the HM. A comparison between the HM and the TAAM in
computing the transfer functions I; =Ye(IiE ,SNR) and liD =y~1 (I~) will be investigated in
section 3.3.2.
In Fig. 3.1, the output mutual information of the MAP equalizer is higher than the output
mutual information of the MMSE equalizers when liE::; 0.55. Another interesting
observation from Fig. 3.1 is that the upper bound on the output mutual information is
I: =0.95 for all the SISO equalizers. It was outlined in [69] that the limiting aspect of I: ,
even with perfect a priori information, is due to the ISI channel or inner code being non-
recursive in nature. Therefore as the number of iterations increases the MAP decoder
receives a maximum input mutual information of I~ =0.95 which is the MP bound for this
TE system at a SNR of4 dB.
Fig. 3.1 also reveals that the MMSE LE-EF (l) and (ll) have a higher output mutual
information, given the same input mutual information, when compared with the MMSE LE.
Furthermore, for liE 20.55 the MMSE LE-EF (l) surprisingly performs better than the MAP
equalizer. This is thought to be due to the feedback of extrinsic information, inherent in the
MMSE LE-EF (I), being beneficial in a SISO equalizer. However, the transfer functions of
the equalizer and decoder are obtained under the assumption that the PDFs of the a priori
LLRs are Gaussian distributed. If this assumption is valid, the MMSE LE-EF (l) would have
a better performance compared with the MAP equalizer during the later iterations.
The characteristics of the MMSE LE, in Fig. 3.1, are observed to be superior in comparison
with the MMSE DFE at low input mutual information values. The MMSE DFE performs
slightly better in comparison with the MMSE LE when liE 20.60 . Although it may not be
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clear from Fig. 3.1, the MMSE DFE also perfonns better than the MAP equalizer when
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Fig. 3.1: Transfer functions of the MAP equalizer, MMSE equalizers and the MAP decoder
The predicted trajectories of the respective TE systems can also be drawn on the EXIT chart
by vertical (for equalization) and horizontal lines (for decoding) starting with the transfer
function of the decoder liD =y~1 (I~) to predict the number of iterations in order to achieve
convergence. However, for clarity they are not shown in Fig. 3.1.
3.3.2. System trajectories and comparison between the
BM and the TAAM
The system trajectory is the actual trajectory during the iterative equalization and decoding
process. Furthennore, the system trajectory gives a visual interpretation of the rate of
convergence for the particular TE system. This section investigates the HM and TAAM to
compute the system trajectories and transfer functions of a TE system that uses the SISO
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equalizer given in sections 2.4.2- 2.4.4. Figs. 3.2 - 3.7 show the EXIT chart analysis of
various TE systems. The method used to compute the mutual information on the EXIT chart
are denoted in the respective legend.
Figs. 3.2 - 3.3 show the transfer functions and the system trajectories of a TE system when
the MAP equalizer and MMSE LE are used respectively. The computation of the transfer
functions and the system trajectories using the HM and the TAAM, in Fig. 3.2 and Fig. 3.3,
are very similar. These system trajectories approach the bounds of the transfer functions of
the equalizer and decoder respectively. It can also be seen that the MAP equalizer and the
MMSE LE achieves convergence after 2 iterations and 4 iterations respectively. This result
is consistent with the simulation results given in Figs. 2.7 - 2.8 which showed that the MAP
equalizer and the MMSE LE converge to BERs of 4·10-6 and 2.10-5 , at a SNR of 4 dB,
after 2 and 4 iterations respectively.
The system trajectories of the MMSE DFE, in Fig. 3.4, do not follow the bounds of the
transfer functions in the EXIT chart. It is also observed that the system trajectory of the
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Fig. 3.2: EXIT Chart of the MAP equalizer
47








- MMSE LE - TAAM
-!- MAP decoder - HM
-- - MAP decoder - TAAM
- traj. - MMSE LE - HM
- - traj. - MMSE LE - TAAM




Fig. 3.3: EXIT Chart of the MMSE LE
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+- MMSE LE-EF (I) - HM
~ MMSE LE-EF (I) - TAAM
-+- MAP decoder - HM
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Fig. 3.5: EXIT Chart of the MMSE LE-EF (l)
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I 0
Fig. 3.6: EXIT Chart ofthe MMSE LE-EF (H)
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does not yield meaningful results. This is due to the hard decision mapping in computing the
postcursor mean estimates which causes a tremendous error propagation problem. For this
reason the EXIT chart cannot be applied to the MMSE DFE.
The transfer functions for the MMSE LE-EF (I) and (ll), shown in Fig. 3.5 and Fig. 3.6, are
indeed very close when either the HM or the TAAM is used. However, the system
trajectories do not approach the bounds of the transfer functions in the EXIT chart after the
first iteration. The Gaussian assumption made on the PDFs of the a priori LLRs, during the
iterations, is thought to be where the inaccuracies occur in obtaining the transfer functions
for the EXIT chart. Therefore the EXIT chart analysis is not accurate for the MMSE LE-EF
(I) and (II) after the first iteration.
Although the EXIT chart analysis is not accurate after the first iteration, the system trajectory
is a visual representation of the rate of the convergence of a TE system. It is observed that
the system trajectories, using the HM and the TAAM, differ for the MMSE LE-EF (I) and
(ll) after the first iteration. The difference between the system trajectories, using the HM and
the TAAM in Fig. 3.5 and Fig. 3.6, is thought to be due to either the consistency or
symmetric condition or both on g(~.y" (l) and g::.x" (l) being violated during the iterative
decoding process. We therefore only consider the system trajectory relating to the HM. The
MMSE LE-EF (I) is shown in Fig. 3.5 to converge after 4 iterations. Simulation results,
given in Fig. 2.8, validate that the MMSE LE-EF (I) converges to a BER of 3·10-6 after 4
iterations at a SNR of 4 dB. In Fig. 3.6 the system trajectory, relating to the HM, reveals that
the MMSE LE-EF (ll) has a significantly slower convergence rate in comparison with the
MMSE LE or the MMSE LE-EF (I), in Fig. 3.3 and Fig. 3.5 respectively. This suggests that
the MMSE LE-EF (ll) is not an appropriate equalizer for a TE system.
The EXIT chart analysis of the hybrid MAPIMMSE LE-EF (I) is shown in Fig. 3.7. Similar
to the MMSE LE-EF (I) and (ll), in Fig. 3.5 and Fig. 3.6, the EXIT chart analysis of the
hybrid MAPIMMSE LE-EF (I) is only valid until the first iteration. It is also observed that
the system trajectories, relating to the HM and the TAAM, are very similar in Fig. 3.7.
Furthermore, the rate of convergence of the hybrid MAPIMMSE LE-EF (I) is faster that that
of the MMSE equalizers shown in Fig. 3.3 - Fig. 3.6. This is due to the fact that the hybrid
MAP/MMSE LE-EF (I) uses the MAP equalizer during the initial equalization stage, which
results in more reliable LLRs at the output of'hybrid MAPIMMSE LE-EF (I) compared with
the MMSE LE-EF (I). For this reason the error propagation is somewhat suppressed in the
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hybrid MAPIMMSE LE-EF (1). Fig. 3.7 shows that the hybrid MAPIMMSE LE-EF (1)
converges after only 3 iterations. This is validated by the simulation results given Fig. 2.7
which show that the hybrid MAPIMMSE LE-EF (l) converges to a BER of 2.5 ·10-6 after 3
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Fig. 3.7: EXIT Chart of the hybrid MAPIMMSE LE-EF (I)
3.4 The K-S test
The EXIT chart assumes that the PDFs of the a priori information are Gaussian distributed
during the iterations. The system tTajectories, shown in Fig. 3.5 - Fig. 3.7, for the MMSE
LE-EF (1), MMSE LE-EF (ll) and hybrid MAPIMMSE LE-EF (1) do not approach the
transfer function in the EXIT chart. For this reason the PDFs of the a priori equalizer and
decoder information need to be investigated in order to validate whether the Gaussian
assumption is valid during the iterative equalization and decoding process. In this section the
K-S test is presented in order to compare the predicted CDFs to the real CDFs during the
iterative equalization and decoding process.
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We denote the PDFs for the a priori LLRs of the equalizer and decoder, during the iterations,
as :i,~.y" (I) and :i,:~x" (I) respectively. However, we only consider :i,~.y,,=+1 (I) and :i':~X".+1 (I) for
the K-S test. Using the system trajectory, we can predict the expected variance O'~ and mean
O'~ /2 using the inverse of the J (-) function. Note that the expected variance O'~ and mean
O'~ /2 are obtained under that assumption that A,~.y,,=+1 (I) and "1,:',,<,,.+, (l) are Gaussian
distributed and obey the consistency condition. We can then artificially generate two
conditional PDFs, with an ideal Gaussian distribution, i.e. v,~.y,,=+1 (r IO':J and' <X,,=+I (r IO'~)
to compare with A,~.y,,=+, (l) and A;'~x"'+1 (l). A goodness of fit measure can therefore be
performed on A,~.Y.=+I (l) and A(:~x".+, (l) using v:'.y" =+1 (r IO'~) and <X,,=+I (r I0':.), or their
corresponding CDFs, in order to test the validity of the Gaussian assumption for a number of
iterations until convergence.
There are obviously a number of different ways to measure the overall difference between
two PDFs or CDFs, i.e. the absolute value of the area between the curves, the mean square
difference, etc. In this dissertation, the K-S test [87] is chosen as the goodness of fit measure
due to its simplicity and ease of use. The K-S test is a simple non-parametric method to test
for goodness of fit which requires determining the maximum absolute distance (for the two
sided test) between the two CDFs in question. We denote the CDFs of the 1,~.Y.=+1 (l) ,
A(:~x"'+1 (l), v(~.y,,=+1(r IO':J and v::.X"=+1 (r IO':J as 'I/(~.y,,=+1 (I), 'I/::,X,,=., (l), V;,~y,,=+1(r IO'~) and
V;:~X,,=+I (r IO'~) respectively. The maximum absolute distance D obtained from the K-S test,
before equalization, is computed by the expression,
D ~ argmax(1 V;,~y,,=+1 (r IO'~) -'l/,7.y,,=+1 (I) D· (3.6)
Similarly, the D value before decoding is also calculated by replacing V;'~Y.=+I (r IO'~) and
'I/(~.y,,=+1 (I) by V;'(~X,,=+I (r IO';J and 'I/::.X" =+1 (I) in (3.6).
Fig. 3.8 shows the results from the K-S test for different TE systems. The integer and half
number of iterations correspond to the K-S test performed on 'I/::,X"'+1 (l) and 'I/,~,y,,=+l (l)
. respectively. The results of the K-S test are obtained by using 107 LLRs for L(((yJ and
L,,(xn ) over several blocks of transmitted d~ta. The K-S test was also averaged over 100
artificially generated CDFs for V;,~y,,=+1 (r IO';J and V;:~X,,=+I (r IO'~). The K-S test is not
52
CHAPTER 3 ANALYSIS OF TURBO EQUALIZATION SYSTEMS
performed on the MMSE DFE as it was outlined, in section 3.3.2, that the EXIT chart is not
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Fig. 3.8: Comparison of the K-S tests performed on various TE systems
It is interesting to observe from Fig. 3.8 that the D value is lower after equalization than after
decoding. Therefore the Gaussian assumption is more valid after equalization than after
decoding. The D value obtained in the K-S test for the MAP equalizer and the MMSE LE
remains almost constant during the early iterations and only increases in the third iteration .
after decoding. The relative high D value for the MAP equalizer, during th~ first iteration,
can be attributed to the initial skewness of the conditional PDFs [80]. However, the hybrid
MAPIMMSE LE-EF (1), MMSE LE-EF (1) and (II) exhibit an increase in the D value after
the decoding stage during the first iteration. Therefore the PDFs of the a priori information
are not Gaussian distributed after the first iteration when these equalizers are used. This
explains why the system trajectories of the hybrid MAP/MMSE LE-EF (l), MMSE LE-EF
(1) and (ll) do not reach the bounds of the transfer functions in Figs. 3.5 - 3.7.
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3.5 Correlation between a priori and extrinsic LLRs
It was discussed in [84] that the EXIT chart is only valid when the correlation between the
extrinsic infonnation of the decoders is relatively low. For this reason, we seek to investigate
whether the EXIT chart analysis of the hybrid MAPIMMSE LE-EF (l), MMSE LE-EF (l)
and (H) is invalid due to the correlation being relatively high. The correlation value p
between the a priori and extrinsic infonnation after equalization is defined in (3.7) below.
Similarly the correlation value p after decoding is obtained by substituting La (xn.k ) and
Le(xn.k) for La(Yn.k) and Le(Yn.k) in (3.7).
1 N",..., N; L (y ) .L (y )
P = I L " n." e n.k
N;·Nh/ocks k=1 n=tIL,,(Yn.k)·Le(Yn.k)1
(3.7)
Fig. 3.9 shows the plot of the correlation value using 107 LLRs corresponding to data
symbols only over several blocks. The integer and half number of iterations are defmed as
after decoding and equalization respectively. The MMSE DFE is not considered here due to
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Fig. 3.9: Comparison of p values for various TE systems
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In Fig. 3.9, we observe a high correlation value p for the MAP equalizer and the MMSE LE
after decoding during the fourth iteration. It can be noted that p corresponding to the hybrid
MAPIMMSE LE-EF (I), MMSE LE-EF (I) and (ll) after decoding in the fIrst iteration is
relatively low in comparison with p for the MAP equalizer and the MMSE LE after
decoding during the fourth iteration. This suggests that p is not the reason why A(~'Y"'+l (I) is
non Gaussian distributed after the fIrst iteration for TE systems using the hybrid
MAPIMMSE LE-EF, MMSE LE-EF (l) and (ll). Therefore the error propagation effect is the
basis for the PDFs of the a priori LLRs being non Gaussian distributed and is .the reason why
the system trajectories of the TE systems employing the hybrid MAPIMMSE LE-EF (l),
MMSE LE-EF (l) and (ll) do not follow the bounds of the transfer function on the EXIT
chart in section 3.3.2.
Another interesting observation that can be made from Fig. 3.9 is that the curves for the
MMSE LE and the MMSE LE (ll) intersect just after the equalization stage during the third
iteration. The reason for this intersection is due to the MMSE LE-EF (ll) having a faster rate
of convergence relative to the MMSE LE during the early iterations while the MMSE LE-EF
(ll) has a slower rate of convergence compared with the MMSE LE during the later
iterations. This is verified by the system trajectories, shown in Fig. 3.6 and Fig. 3.3, for a TE
system utilizing the MMSE LE-EF (IT) and the MMSE LE receivers respectively.
3.6 Reduced error propagation effect in the~SE
LE-EF (I)
It was explained in section 2.7 that the MMSE LE-EF suffers from the error propagation
problem during the early iterations. A novel method to reduce the error propagation effect in
the MMSE LE-EF (I) is presented in this section.
The error propagation problem inherent in the MMSE LE-EF (I) is due to the feedback of
extrinsic information. C:0nsider (2.35) given in section 2.4.3.3. We propose to introduce a
weighting term pE [0 l],.u E ~ to the extrinsic LLRs in order to reduce the error
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We refer to the MMSE LE-EF (1) using the expression in (3.8), during the first iteration only,
as the modified MMSE LE-EF (1). The system trajectory for the MMSE LE-EF (1) and the
modified MMSE LE-EF (1), using the HM, is shown in Fig. 3.10.
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Fig. 3.10: EXIT chart ofthe MMSE LE-EF (1) and the modified MMSE LE-EF (1)
Fig. 3.10 shows the system trajectory of the modified MMSE LE-EF (l), when J.L =0.5, has
an improved performance in comparison with the system trajectory of the MMSE LE-EF (l)
after equalization during the second iteration. Furthermore, the system trajectory of the
modified MMSE LE-EF (1), when J.L = 0.3, has the same perforrnance as the system
trajectory of the MMSE LE-EF (I) after decoding in the second iteration but then performs
better than the system trajectory of the MMSE LE-EF (1) during the next iteration. This
suggests that the modified MMSE LE-EF (1) does yield a slightly reduced error propagation
effect after the first few iterations compared with the MMSE LE-EF (1). The results obtained
in this section are only empirical and an exact mathematical expression to compute the
optimal weighting term J.L for all the iterations is an open problem..
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3.7 Ci.i.d. computation using the EXIT chart
It was observed in [86] that the transfer functions of the EXIT chart can be used to
approximate the rate of the outer code Rc and the i.i.d. channel capacity .of a frequency
selective channel. This section summarises the above observations made in [86] and an
estimate of the CU .d . of the Proakis C channel is investigated using the EXIT chart.
The transfer function liD = y~1 (I~) of a MAP decoder was observed to exhibit the property
given in (3.9).
I
fYd (l)dl =1- Rc
o
(3.9)
It was discussed in section 3.2 that the convergence threshold is determined by the lowest
SNR at which the two functions I; =Yc(IiE ,SNR) and liD =y~l(I~) do not intersect each
other. Using the area underneath the transfer function of the equalizer and the decoder we
can reformulate the condition for convergence,
1 1
fYe (l)dl > fy~1 (l)dl
o 0
(3.10)
Since the EXIT chart is confined by an area of 1 unit squared, the transfer function
I~ =YAliD ) and the inverse transfer function liD =y~I(I~) is related by the following
expression,
I I
fY d(l)dl = 1- f y~1 (l)dl .
o 0
Using (3.9), (3.10) and (3.11) we obtain,
I
Rc < fYe(l)dl .
o
Furthermore, the total rate of a concatenated system is given by,




where Rc is the rate of the outer code. But for a TE system Rinnercode =1. Substituting (3.12)
into (3.13) yields the following expression,
I
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It was observed that the integral given in (3.14), evaluates to the Cu .". of an ISI channel.
However, a comparison between the actual Cu ,,,, using the Amold-Loeliger method and the
EXIT chart method has not been done. We use the integral given in (3.14) to determine an
estimate of c., for the Proakis C channel. Fig. 3.11 compares the computation of the Ci,i'l.
l.uf.
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Fig. 3.11: Comparison of the Amold-Loeliger and EXIT chart methods to compute CLi.d.
Fig. 3.11 reveals that the two methods that are used to compute the i.i.d. capacity of the
Proakis C channel are very close to each other. The EXIT chart method slightly
underestimates and overestimates the uniform input information rate of the channel for
SNRs ~ 0 dB and SNRs < 0 dB respectively. Therefore the EXIT chart method to compute
the Cu.t!. of a frequency selective channel is very accurate.
3.8 Summary
In this chapter, current analysis methods were reviewed and the motivation for choosing the
EXIT chart to analyse TB systems was given. The basic principles of the EXIT chart were
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also reviewed. We then used the EXIT chart to analyse the proposed MMSE LE-EF (n and
(ll) and compared their characteristics with the existing MAP equalizer, MMSE LE and
MMSE DFE. The transfer functions of the MMSE LE-EF (1) suggested that this equalizer
. perfonns better than the MAP equalizer.
A comparison between the HM and the TAAM, to compute the output mutual infonnation
on the EXIT chart, was presented for TE systems employing the MAP equalizer, hybrid
MAPIMMSE LE-EF (1) and the MMSE equalizers. It was discovered that TAAM method
was only accurate for the MAP equalizer and the MM~E LE. This was thought to be due to
the symmetric and consistency conditions, underlying in the TAAM, being violated when the
other SISO equalizers were used in a TE system.
- It was shown that the MMSE LE-EF (n converges faster than the MMSE LE while the
MMSE LE-EF (ll) had a slower rate of convergence with respect to the MMSE LE.
Furthennore, it was observed that the system trajectories of the MMSE LE':EF (n and (In
did not follow the bounds of the transfer functions on the EXIT chart. This was due to the
error propagation problem inherent in the MMSE LE-EF (1) and (ll). It was also noted that
the error propagation problem was more severe in the MMSE LE-EF (In. A novel technique
to reduce the error propagation problem in the MMSE LE-EF (1) was presented.
We also showed that the hybrid MAP/MMSE LE-EF (n has a faster rate of convergence
with respect to the MMSE LE-EF (1). This was due to the hybrid MAPIMMSE LE-EF (l)
using the MAP equalizer during the initial equalization stage and hence providing more
reliable decisions in comparison with the MMSE LE-EF (1). It was shown that the hybrid
MAPIMMSE LE-EF (n also suffered from the error propagation problem but the error
propagation problem was less severe in the hybrid MAPIMMSE LE-EF (n in comparison
with the MMSE LE-EF (1).
We then tested the Gaussian assumption made on the PDFs of the a priori infonnation,
during the iterations, by the use of the K-S test. It was found that Gaussian assumption holds
relatively well for the MAP equalizer and the MMSE LE but fails for the MMSE LE-EF (n,
MMSE LE-EF (ll) and the hybrid MAPIMMSE LE-EF (1) after decoding in the first
iteration. This was due to the error propagation problem, inherent in the MMSE LE-EF (n,
MMSE LE-EF (ll) and the hybrid MAP/MMSE LE-EF (1), consequentially causing incorrect
MAP decoding during the first iteration.
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Finally, we showed that the EXIT chart could be used to obtain CU.,I.. A comparison
between the computation of CU .d . using the Arnold-Loeliger and the EXlT chart method was
then presented. It was observed that the EXIT chart method provided an accurate measure of
the i.i.d. channel capacity. Therefore the EXIT chart has additional benefits compared with
other measures used for convergence prediction.
60
Chapter 4
Precoders in Turbo Equalization
4.1 Introduction
The TE system shown in Fig. 2.1 was observed to be limited by the perfonnance of the outer
code. The reason for this is that the inner code, or the ISI channel in this case, is non-
recursive in nature. It was shown in [35] that an interleaving gain is observed if the inner
code of a SCCC was recursive. For this reason we attempt to make the inner code of a TE
system appear recursive so that its performance can be further improved.
One such way to make the inner code of a TE system appear recursive is by the use of a
precoder. It was shown in [18] that the perfonnance of a TE system is tremendously
improved by the use of a precoder. This improved perfonnance is due to the inner code, e.g.
the serially concatenated precoder and ISI channel, being recursive in nature which hence
results in an interleaving gain.
A number of precoder schemes have been presented in the literature. In this chapter, we
investigate the impact that precoders have on the channel capacity and introduce the concept
of trellis code capacity. Four precoders are used in a TE system and we investigate the effect
that the precoders' weight has on the convergence of TE systems for long block lengths.
Furthennore, the EXIT chart is used to analyse the four precoded TE systems. A hybrid
nonprecoded/precoded scheme at the transmitter is then proposed and the trellis code
capacities are investigated using the EXIT chart.
The system model for a TE system using a precoder scheme is shown in section 4.2. In
section 4.3 four precoders are described and the trellis code capacities of four precoded
channels are presented. A review of the current literature is given in section 4.4 where a
precoder was used in a TE system. Simulation results of four precoded TE systems and a
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nonprecoded TE system are presented in section 4.5. In section 4.6 precoded TE systems are
analysed using the EXIT chart. The K-S test is used in section 4.7. to investigate whether the
PDFs of the a priori equalizer LLRs are Gaussian distributed. The design of a hybrid
equalization scheme is proposed in section 4.8. Lastly, in section 4.9, a comparison between
the EXIT chart method and the Arnold-Loeliger method to compute the trellis code
capacities is presented..
4.2 System model of a precoded TE system
This section presents the system model of a precoder in a TE system. This system is based
on the system model presented in [88] but here training symbols are employed. Fig. 4.1













Fig. 4.1: Block diagram of a precoded TE system
The transmitter is similar to the TE system shown in Fig. 2.1, but here a precoder is included
before the signal constellation mapping. This dissertation only deals with pr~coders that are
recursive CCs of rate RI' = 1. The precoded bits y~) are mapped to a signal constellation to
form Yn · The symbols Yn are then, together with a block of N training symbols t' '
transmitted over an ISI channel. The inner code is composed of the concatenation of the
precoder and the ISI channel which we denote as the super-channel.
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The receiver structure is similar to the nonprecoded TE system shown in Fig. 2.1. However,
the SISO equalizer, in a precoded TE system, computes the extrinsic LLRs Le (Yn) based on
the trellis of the super-channel.
4.3 Trellis code capacities of precoded channels
In this section we define four precoders to be used in a TE system. The concept of the trellis
code capacity is introduced and evaluated for four precoded channels. A comparison
between the trellis code capacity Cr and the CU .d is then made.
We seek to investigate four precoders with different weights in their feedback connections.
Table 4.1 shows the name of the four precoders with their respective octal representation.






It was explained in [89] that a precoder introduces a form of coding before modulation and
hence the inner code is a type of TCM. Therefore the transmitted symbols y: are no longer
i.i.d. due to the absence of an interleaver between the precoder and the ISI channel. For this
reason the i.i.d. channel capacity is no longer applicable for a precoded channel. Since the
interleaved coded bits Yn are i.i.d., the trellis code capacity of the super-channel can be
computed. In [90] the concept of trellis code capacity was introduced and was defined as the
information rate between the super-channel input sequence Yn and the super-channel output
sequence rn when the super-channel input sequence was i.i.d. and uniformly distributed. We
denote the trellis code capacity of the super-channel comprising ofprecoder 1,2,3 and 4 as
Cr.l , CT•2 , CT .3 and CrA respectively.
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A comparison between Cr and Ci.i.d' for the Proakis C channel, has not been made in the
literature according to the knowledge of the author. We therefore seek to investigate this
aspect. In Fig. 4.2 the trellis code capacities of the four precoded channels are compared with
the i.i.d. channel capacity. The Arnold-Loeliger method is used to compute the trellis code
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Fig. 4.2: Comparison between the trellis code capacities and the i.i.d. channel capacity
We denote the MAP equalization of the super-channel when precoder 1, 2, 3' and 4 are used
as MEPs 1, 2, 3 and 4 respectively. Fig. 4.2 shows that the trellis code capacities are very
close to the i.i.d. channel capacity. It was noted in [91] that the areas underneath the transfer
functions of the MAP equalizer and the MEP on the EXIT chart are the same. It was shown
in section 3.7 that the area the underneath the transfer function of the MAP equalizer
evaluates to the i.i.d. channel capacity. Therefore we can assume that the area underneath the
transfer function of the MEP would yield the trellis code capacity. This assumption is later
shown to be correct in section 4.9. Therefore the results obtained for the trellis code
capacities in Fig. 4.2 are justified.
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In [90], it was discovered that the i.i.d. channel capacity was less than the trellis code
capacity of particular trellis codes. However, in Fig. 4.2 the trellis code capacities are very
close to the i.i.d. channel capacity. A mathematical proof to determine the conditions under
which the trellis code capacity is the same as that of the i.i.d. channel capacity is still an open
problem.
4.4 Current literature
It was shown in [92] that the use of precoders in magnetic recording channels results in a
degraded performance at low SNRs but an improved performance for high SNRs. The low
complexity precoded TE systems, using the M-MAP and M-SOVA equalizers, were
proposed in [93]. Simulation results showed that these precoded TE systems do significantly
outperform a nonprecoded system without any increase in the complexity.
In [94], the performance of a precoded partial response channel in conjunction with high rate
tail-biting CCs was presented. It was shown that the use of a precoder was important in a TE
system and that the use of precoder 1, given in Table 4.1, provided the best performance
amongst the precoders considered.
The effect ofprecoders' weight on the performance ofTE systems was investigated in [18],
for small block lengths. The observations made from the simulation results reveal that there
exists a trade-off between the performance at the turbo cliff and error floor region.
Simulation results showed that the use of weight-two and multiweight precoders are suited
for TE systems which require an error floor at low SNRs and high SNRs respectively.
In the literature there has been no work that deals with the performance of a precoded TE
system for large block lengths and how the weight of a precoder influences the convergence.
In the next section we investigate these aspects in precoded TE systems, using large block
lengths.
4.5 Simulation results
In this section the BER results ofprecoded TE systems are shown. These results compare the
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performance of precoded TE systems with that of a nonprecoded TE system. The MAP
equalizer is used for the equalization of the super-channel when a precoder is used. Since the
number of states in the trellis of the ISI channel and the super-channel remain the same, the
. computational complexity of the MAP equalizer is the same for both a nonprecoded and
precoded channel.
The simulation parameters that were given in section 2.6 are used for the precoded TE
system. We refer to the performance of TE systems employing the MEPs or the MAP
equalizer, briefly by the name of the respective SISQ equalizer. Fig. 4.3 shows the BER
performance of the four MEPs and the MAP equalizer in a TE system. Note that the legend
of the MAP equalizer represents the performance of the nonprecoded TE system. The
iterations to achieve convergence are defined as the number of iterations used such that a
.. BER performance of below 10-5 is achieved. For clarity, the number of iterations in order to
achieve convergence for the MEPs is not shown in Fig. 4.3.
Simulation results, in Fig. 4.3 for the initial equalization and decoding process, show the
performance of the MAP equalizer is much improved compared with the performance of
MEPs 1, 3 and 4. However, the performance of MEP 2 is superior to that of the MAP
equalizer for SNRs > 3 dB. It is thus thought that the use of some precoders do have a
superior performance compared with the no precoder case during the initial iterative
decoding process at high SNRs.
It can also be seen in Fig. 4.3, for 4 and 14 iterations, that the MAP equalizer has a lower
BER performance compared with the MEPs at low SNRs. However, the MEPs have a
superior performance compared with the MAP equalizer at high SNRs. This is due to an
interleaving gain being observed in a precoded TE system. Another observation made from 4
and 14 iterations is that the slope of the turbo cliff region of the MEPs is relatively steep
compared with that of the MAP equalizer. This confirms the comments given in [95] which
stated that a recursive inner code does not exhibit an error shoulder after decoding
convergence.
It is clear from the BER performance of the MEPs that the weights of the precoders do have
an effect on their respective performances. MEPs 1, 2, 3 and 4 are arranged in descending
order of performance for 4 iterations, 14 iterations and iterations to achieve convergence.
However, at 4 iterations we observe a crossover point between MEPs 1 and 2 at a SNR of
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Fig. 4.3: BER performance comparison of the one time equalization and decoding, 4, 14
iterations and iterations to achieve convergence
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In Fig. 4.3, the number of iterations in order to achieve convergence for MEPs 1,2,3 and 4
are 34, 15, 34 and 66 respectively. The simulation results obtained for more than 14
iterations show that the MEPs converge at a much lower SNR compared with the MAP
equalizer. This is due to the interleaving gain observed for precoded TE systems. The SNRs
at which MEPs 1, 2, 3 and 4 achieve convergence are 1.4 dB, 1.7 dB, 1.9 dB and 2.2 dB
respectively. It is thus intuitive to conclude that a TE system using low weight precoders
converge at a lower SNR compared with a TE system using high weight precoders.
It was shown in Fig. 4.2 that the i.i.d. channel capacity was identical to the trellis code
capacities of the precoded channels. For this reasen the i.i.d. channel capacity is shown in
Fig. 4.3 to assess how closely the MEPs do approach this bound. It is observed from Fig. 4.3
that MEP 1 converges 1.4043 dB away from the i.i.d. channel capacity (or trellis code
capacity), after 34 iterations, at a BER of 3.3 ·10-<> .
It can be noted that even with the interleaving gain observed from the simulation results in
Fig. 4.3, the best MEP is still 1.4043 dB away from the i.i.d. channel capacity. This
difference is thought to be due to the relative poor performance of the outer code, ie. the MF
bound. It is thought that the use of more powerful outer encoding/decoding methods would
improve the MF bound and thus a precoded TE system which yields an interleaving gain,
using these encoding/decoding algorithms will achieve a performance very close to the i.i.d.
channel capacity.
4.6 EXIT chart analysis of precoded TE systems
Simulation results in section 4.5 showed that the use of a precoder significantly improved the
performance of a TE system. For this reason we seek to analyse precoded TE systems such
that conclusions can be made as to why a precoded TE system offers substantial coding gain
compared with a nonprecoded TE system at high SNRs and which factors are important in
the convergence of the MEPs.
Some work on the analysis of precoded TE systems has been presented in the literature. In
[18] the union bound analysis technique was presented. It was shown that the union bound
gave a fairly good approximation of the system performance at high SNRs. The design of
precoders based on the union bound was considered in [96]. Convergence prediction
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methods to analyse a precoded TE system were shown in [88, 94, 97].using the fidelity,
mutual information and SNR measure respectively.
It was observed in the literature that two main factors affect the convergence of the MEP.
The first factor was that the MEPs had a loss of information compared with the MAP
equalizer during the initial equalization phase [88, 94, 97]. Furthermore, an analysis proof
was presented in [88] which showed that all MEPs for the 2-tap ISI channel had a loss of
information. In [97], it was shown that different MEPs have different losses of information.
Another factor that affects the convergence of a precoded TE system is the slope of the
MEP's transfer function in the convergence prediction diagrams. It was observed in [94, 97]
that different MEPs have different slopes in their respective transfer functions.
In [88], a method that used a mixture of precoding and no precoding was presented to
improve the convergence of a TE system. An optimization method to determine the ratio of
precoded blocks to nonprecoded blocks was also presented.
To the extent of the author's knowledge, no literature has considered the use of the EXIT
chart to analyse a precoded TB system for large block lengths. In this section the analysis of
precoded TB systems is presented using the EXIT chart.
The EXIT chart is used as the analysis tool due to the reasons given in section 3.1. In this
section, the EXIT chart is used to analyse TE systems employing MEPs 1, 2, 3 and 4. The
characteristics of the MEPs are considered over a range of SNRs, for zero input mutual
information, and with varying input mutual information, at a particular SNR. The system
trajectories of the four precoded TE systems are also presented. The K-S test is used to
investigate the validity of the EXIT chart analysis.
The computation of the transfer functions and system trajectories, using the HM and TAAM,
was found to be very similar for the MAP equalizer in section 3.3.2. However, it was
outlined in section 3.2, ,that the complexity of the TAAM is much lower than the HM. For
this reason we choose to use the TAAM in this section for the computation of the output
mutual information. Unless otherwise stated, the parameters given in section 2.6 and section
3.3 are used for the analysis.
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4.6.1 Zero input mutual information
ID this section the MAP equalizer, MEPs 1, 2, 3 and 4 are analysed, during the initial
equalization stage, in order to compare their respective characteristics. Fig. 4.4 shows the
output mutual information of the four MEPs and the MAP equalizer over varying SNRs.
It was shown in the literature that the use of precoders results in a loss of information during_
the initial equalization phase. This is also observed from the results shown in Fig. 4.4 for
MEPs 1, 3 and 4. However, we do note that MEP 2 does have an improved performance
compared with the MAP equalizer for SNRs > 3 dB. This explains why the performance of
MEP 2, shown in Fig. 4.3 in section 4.5, is superior to the performance of the MAP equalizer
for SNRs > 3 dB. For this reason we can conclude that the performance of the MEP, in
particular ISI channels, can be superior to that of the MAP equalizer during the fIrst
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Fig. 4.4: Plot of output mutual information as a function of SNR for MEPs 1,2,3,4 and the
MAP equalizer
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It was also observed in the literature that different MEPs results in different losses of
information during the initial equalization. This characteristic can also be noted in Fig. 4.4
which shows that the MEP relating to a low weight precoder has a greater loss of
information compared with the MEP relating to a high weight precoder. Furthermore, this
loss of information is shown to be more significant at low SNRs. This explains why the
performance of the MAP equalizer, shown. in Fig. 4.3 in section 4.5 after the initial
equalization and decoding stage, is slightly improved with respect to the MEPs for low SNRs
and why the performance of MEPs 1, 3 and 4 and the MAP equalizer are indistinguishable at
high SNRs.
4.6.2 Varying input mutual information
In this section the transfer functions of the four MEPs are presented and compared with the
transfer function of the MAP equalizer. In Fig. 4.5 a comparison is shown between the













Fig. 4.5: Transfer functions of the MEPs and the MAP equalizer at E
s
/ No = 2.2 dB
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Fig. 4.5 shows that the MEPs do approach l; =1 when liE =1. This characteristic is
important for iterative decoding processes so that an error shoulder does not exist after
decoding convergence [95]. This explains the excellent performance of a precoded TE
system in section 4.5 and why a precoded TE system has a sharp turbo cliff region in
contrast to a nonprecoded TE system which has an error shoulder after decoding
convergence.
It can also be seen from Fig. 4.5 that the slope of the MEPs are higher than that of the MAP
equalizer for high liE values. Further, at high liE values, the slopes for MEPs 1,2, 3 and 4
are arranged in descending order. From the simulation results in Fig. 4.3, MEPs 1,2,3 and 4
were shown to converge in ascending order of SNRs. However, it can be seen from Fig. 4.4
that MEP 1 has a loss of information relative to MEP 2 at a SNR of 1.4 dB. Based on these
above observations, we can conclude that the convergence of precoded TE systems is
influenced more by the slope of the MEP's transfer functions than the loss. of information
during the initial equalization stage.
Another interesting observation from Fig. 4.5 is that MEPs 1 and 2 possess a higher output
mutual information compared with MEPs 3 and 4 at low liE values. However, for high liE,
MEPs 3 and 4 have a higher output mutual information compared with MEPs 1 and 2. This
implies that the MAP equalization of a super-channel using low weight precoders are more
suited for the early iterations while the MAP equalization of a precoded channel using a high
weight precoder performs better during the future iterations.
4.6.3 Convergence thresholds and system trajectories
In this section the EXIT chart is used to determine the convergence threshold and the
predicted convergence of precoded TE systems. A comparison is then made between the:
convergence threshold, predicted convergence and actual convergence. The system
trajecto.ries of the four precoded TE systems are also shown at the predicted convergences.
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Fig. 4.6: EXIT chart of MEP 1
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-l- MAP decoder
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Fig. 4.7: EXIT chart ofMEP 2
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Fig. 4.8: EXIT chart of MEP 3
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Fig. 4.9: EXIT chart of MEP 4
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A summary of the following properties relating to the MEPs are given. in Table 4.1:
convergence thresholds, predicted convergences and actual convergences. The convergence
threshold is defined as the lowest SNR at which the two transfer functions I; =lc(IiE ,SNR)
and liD =l~I(I:) do not intersect. The predicted convergence is defined as the minimum
SNR for whic~ the system trajectory reaches I; =1, while the actual convergence of MEPs
1, 2, 3 and 4 are obtained from Fig. 4.3, in section 4.5, after 34, 15, 34 and 66 iterations
respectively.
Table 4.2: Convergence thresholds, predicted and actual convergences for the MEPs
Equalizer Convergence Predicted Actual
type threshold convergence convergence
MEP 1 1.1 dB 1.4 dB 1.4 dB
MEP 2 1.5 dB 1.7 dB L7dB
MEP 3 1.8 dB 1.9 dB 1.9 dB
MEP 4 2.1 dB 2.2 dB 2.2 dB
The difference between the convergence thresholds and predicted convergences in Table 4.2
is due to the bottleneck region [84] between the transfer functions of the equalizer and
decoder being too small and hence the system trajectories are prohibited to reach I; =1. The
results shown in Table 4.2 reveal that the predicted convergence and the actual convergence
are the same. Therefore the predicted convergence is an accurate estimate of the actual
convergence.
The convergence thresholds obtained for MEPs 1, 2, 3 and 4 are noted to be in ascending
order of magnitudes. This explains why the performance of the MEPs relating to a low
weight precoder, shown in Fig. 4.3 in section 4.5, has a coding gain with respect to the MEPs
corresponding to high weight precoders.
The system trajectories shown in Figs. 4.6 - 4.9 approach the bounds of the transfer function
on the EXIT chart only during the early iterations. The Gaussian assumption made on the
PDFs of the a priori equalizer and decoder LLRs during the iterations, similar to the hybrid
MAP/MMSE LE-EF (1), MMSE LE-EF (1) and (n) in section 3.3.2, is thought to be the
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source of the inaccuracies incurred when the transfer functions are obtained for the EXIT
chart.
A summary is given in Table 4.3 for the number of iterations that the system trajectories
reach the bounds of the transfer functions on the EXIT chart and the number of iterations for
the system trajectories to obtain a value of I; =1 at the MEPs' predicted/actual
convergence.
Table 4.3: Summary of the important characteristics of the system trajectory for the MEPs
Equalizer Number of iterations for the Number of iterations for the
type system trajectory to reach the system trajectory to reach
bounds of the transfer functions (1,1) on the EXIT chart
MEP 1 6 21
MEP 2 6 13
MEP 3 7 25
MEP 4 7 47
The number of iterations to achieve convergence for the MEPs in section 4.5 differs from the
number of iterations for the system trajectory to reach I; =1 shown in Table 4.3 due to the
requirement of having at least 100 bit errors in the BER results.
4.7 The K-S test
The PDFs of the a priori equalizer LLRs are investigated in this section due to the system
trajectories of the precoded TE systems not following the bounds of the transfer functions on
the EXIT chart. The K-S test is presented to compare the predicted CDFs to the real CDFs
for the precoded TE systems during the iterative equalization and decoding process.
The method and parameters of the K-S test given in section 3.4 are used in this section.
Fig. 4.10 shows the D values from the K-S test performed on the conditional CDFs of the a
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priori equalizer LLRs during the iterations for the precoded TE systems.
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Fig. 4.10: K-S test performed on the conditional CDFs of the a priori equalizer LLRs
The D value obtained in the K-S test in Fig. 4.10 for the MEPs remains relatively low and
constant during the early iterations. However, an increase in the D value is observed after the
fifth iteration. Therefore the PDFs of the equalizers' a priori information are not Gaussian
distributed during the fifth iteration when the MEPs are used in a TE system. Further, the
number of iterations for the system traj ectories to reach the bounds of the transfer functions,
shown in Table 4.2, is reasonably close to the number of iterations when the D value
increases. This explains why the MEP's system trajectories do not reach the bounds of the
transfer functions in Figs. 4.6 - 4.9.
4.8 Design of the hybrid MAPIMEP equalizer
It was observed in section 4.6.2 that the transfer functions of the MEPs and the transfer
function of the MAP equalizer had different characteristics. This suggests the use of a hybrid
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equalization scheme would be optimal in a TE system. In this section the design of the
hybrid MAP/MEP receiver is proposed in order to further improve the convergence of a TE
system. Fig. 4.11 shows the transfer functions of the MEPs and the transfer function of the
















Fig. 4.11: Transfer functions of the MEPs, MAP equalizer and the MAP decoder at
Es / No =0.8 dB
It can be seen from Fig. 4.11 that the transfer functions of the MEPs intersect with the
transfer function of the MAP decoder. However, the transfer function of the MAP equalizer
and the MAP decoder do not intersect at low I j
E values. This implies that a hybrid
equalization scheme can be realised as follows: use the MAP equalizer during the early
iterations and then switch to the MEP that has the highest I; for the future iterations. Such a
hybrid equalizer in a TE system would further improve the performance of a TE system.
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The disadvantage of such a hybrid equalizer is that parallel channels are required in order to
obtain the received inputs from both a nonprecoded and precoded channel. A criterion to
determine when to switch between the MAP equalizer and the MEPs would also be needed.
4.9 eT computation using the EXIT chart
It was shown in section 3.6 that the area underneath the transfer function of the MAP
equalizer provides a very close estimate to the actual i.i.d. channel capacity. Extending this
idea, we use the EXIT chart method to compute the trellis code capacities of precoded
channels in this section.
Figs. 4.12 - 4.15 show the trellis code capacities of four precoded channels using two
different methods. Similar to the result observed from section 3.7, at low SNRs the EXIT
chart method slightly overestimates the trellis code capacities. However, the EXIT chart
method slightly underestimates the Cr values at high SNRs. This shows that the EXIT chart
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Fig. 4.12: Comparison of the Arnold-Loeliger and EXIT chart methods to compute C
T,!
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Fig. 4.15: Comparison of the Amold-Loeliger and EXIT chart methods to compute CT,4
4.10 Summary
In this chapter, we considered the use of four precoders in a TE system. The concept of
trellis code capacity was introduced and was applied to four precoded channels. It was
shown that the trellis code capacities of the four precoded channels are very close to the i.i.d.
channel capacity. This demonstrated that the use of these four precoders did not change the
maximum achievable rate of an ISI channel.
The performances of the four precoded TE systems were then presented. It was shown that
precoded TE systems result in an interleaving gain and hence perform better than
nonprecoded TE systems. Furthermore, it was noted that, during the initial equalization and
decoding stage, a TE system employing MEP 2 does perform better than a TE system using
. the MAP equalizer. Interesting observations were revealed as to how the precoders' weight
impacts the convergence of TE systems. We found that TE systems utilizing the MEPs
corresponding to low weight precoders converged at a lower SNR with respect to the MEPs
related to high weight precoders. The precoded TE system employing MEP 1 was observed
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to have the best perfonnance and was shown to converge 1.4043 dB away from the trellis
code capacity at a BER of 3.3 .1O-Q . We noted that the perfonnance ofprecoded TB systems
could be further improved if the MF bound was closer to the i.i.d. channel capacity.
A comparison of the transfer functions of the MEPs and the transfer function of the MAP
equalizer, for zero input information and varying SNRs, was presented using the mutual
infonnation measure. We then found that not all MEPs acquired a loss of infonnation during
the initial equalization stage. The transfer functions of the four MEPs were presented and
compared with the transfer function of the MAP equalizer on the EXIT chart. It was shown
that the slopes of the transfer functions of the MEPs were greater than the slope of the
transfer function of the MAP equalizer at high liE values. The EXIT chart analysis of the
four precoded TE systems was then presented. We observed that the MEP relating to a low
weight precoder possessed a lower convergence threshold and predicted convergence
compared with the MEP corresponding to a high weight precoder. We found that the slope of
the MEPs' transfer function, at high liE values, played a greater role in determining the
convergence of precoded TE systems rather than the loss of information during the initial
equalization stage..
We then assessed the legitimacy of the EXIT chart analysis using the K-S test: We found that
the Gaussian assumption imposed on the PDFs of the a priori LLRs was only valid during
the early iterations.
A hybrid MAP/MEP scheme was proposed such that further improvements in the
performance of TE systems could be achieved. We showed that the convergence of a TB
system could be further improved if this hybrid equalization scheme was realised.
Finally, we used the EXIT chart to compute the trellis code capacities. A comparison
between the computation of the trellis code capacities using the Arnold-Loeliger and the
EXIT chart method was then presented. We found that the EXIT chart method provided an
accurate measure of the trellis code capacities.
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Conclusion and Future Work
In this dissertation, the three ingredients used to make up the turbo principle were discussed.
The turbo principle was then applied to the equalization problem which originated into the
field ofTE [41].
The first part of this research investigated SISO equalization algorithms used for
nonprecoded TE systems. The MMSE LE-EF (I), MMSE LE-EF (ll) and the hybrid
MAPIMMSE LE-EF (I) were proposed to be used in TE systems such that the performance
of MMSE equalizers in TE systems could be improved. We also presented a general
structure for MMSE equalizers from which instances such as the MMSE LE, MMSE DFE,
MMSE LE-EF (I) and (ll) could be derived. We compared the performance of the TE
systems using the proposed MMSE LE-EF (I) and hybrid MAP/MMSE LE-EF (I) to TE
systems employing the existing MAP equalizer, MMSE LE and MMSE DFE. It was found
that the MMSE LE-EF (I) and the hybrid MAP/MMSE LE-EF (I) suffered from the error
propagation problem during the early iterations. However, we observed that these equalizers
did overcome the error propagation problem during the later iterations. Simulation results
demonstrated that the MMSE LE-EF (I) and the hybrid MAP/MMSE LE-E~ (I) performed
better than the MMSE LE in a TE system. The MMSE LE-EF (I) and the hybrid
MAP/MMSE LE-EF (l) were shown to be 4.0043 dB away from i.i.d. channel capacity for a
BER of 1.5.10-5 • This relatively large difference was due to relative poor performance of
the MF bound and not the respective SISO equalization algorithms.
The second part of this research involved the EXIT chart analysis of nonprecoded TE
systems. We compared the transfer functions of the MMSE LE-EF (I) and (11) with the
transfer functions of existing SISO equalization schemes. We then compared the TAAM and
HM to obtain the EXIT chart for the TE systems utilizing the MAP equalizer, hybrid
MAP/MMSE LE-EF (I) and the MMSE equalizers. It was discovered that TAAM method
was only accurate for the MAP equalizer and the MMSE LE. This was thought to be due to
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the violation of the assumptions made in the TAAM, when the other SISO equalizers were
used in a TE system.
We observed that the MMSE LE-EF (I) converged faster than the MMSE LE while the
MMSE LE-EF (11) had a slower rate of convergence with respect to the MMSE LE. This was
due to the error propagation problem being more severe in the MMSE LE-EF (m. We
observed that the error propagation problem in the hybrid MAPIMMSE LE-EF (I) was less
severe compared with the MMSE LE-EF (I) and hence the hybrid MAPIMMSE LE-EF (I)
possessed a faster rate of convergence with respect to the MMSE LE-EF (I). This was due to
the hybrid MAPIMMSE LE-EF (I) using the optimal MAP equalizer for the initial
equalization and hence providing more reliable decisions compared with the MMSE LE-EF
(I). We then used the K-S test in order to assess the validity of the EXIT chart analysis
during the iterations. We found the Gaussian assumption holds reasonably well for the MAP
equalizer and the MMSE LE but fails for the MMSE LE-EF (I), MMSE LE-EF (11) and the
hybrid MAPIMMSE LE-EF (I) after decoding in the first iteration. This was ~ue to the error
propagation problem, inherent in the MMSE LE-EF (I), MMSE LE-EF (11) and the hybrid
MAPIMMSE LE-EF (I), consequentially causing incorrect MAP decoding during the fIrst
iteration. It was also shown that the EXIT chart method provided an accurate measure of the
i.i.d. channel capacity. Therefore the EXIT chart has additional benefits compared with other
measures for predicting the convergence of iterative decoding processes.
The final part of this research involved the performance and analysis of precoded TE
systems. The concept of trellis code capacity was introduced and we computed the trellis
code capacities of four precoded channels. It was shown that precoded TE systems result in
an interleaving gain and hence perform better than nonprecoded TE systems. We also
showed by simulations and analysis that not all MEPs had a loss of information during the
initial equalization. Interesting observations were revealed as to how the precoders' weight
impacts the convergence of TE systems. We found that the TE systems utilizing the MEPs
corresponding to low weight precoders converged at a lower SNR with respect to the MEPs
related to high weight precoders. We observed that the precoded TE system employing MEP
1 had the best performance amongst the MEPs considered and MEP I was observed to
converge 1.4043 dB away from the trellis code capacity for a BER of 3.3 ·10-6 . We noted
that performance of precoded TE systems could be further improved if the MF bound was
closer to the i.i.d. channel capacity.
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The transfer functions of four MEPs was presented and compared with the transfer function
of the MAP equalizer. It was shown that the slopes of the transfer functions of the MEPs
were greater than the slope of the transfer function of the MAP equalizer. The EXIT chart
analysis of four precoded TE systems was then presented. We observed that the MEP
relating to a low weight precoder possessed a lower convergence threshold and
predicted/actual convergence in comparison with the MEP corresponding to a high weight
precoder. We concluded that the slope of the MEPs' transfer function, at high liE values,_
played a greater role in determining the convergence of precoded TE systems rather than the
loss of information during the initial equalization stage.
We then assessed the legitimacy of the EXIT chart analysis using the K-S test. We found that
the Gaussian assumption imposed on the PDFs of the a priori LLRs was only valid during
the early iterations. A hybrid MAPIMEP scheme was proposed such that further
improvements in the performance of TE systems could be achieved. Using the EXIT chart,
we showed that the convergence of a TE ·system can be further improved if this hybrid
equalization scheme was realised. We also found the EXIT chart method did provide an
accurate measure of the trellis code capacities.
It is expected that TE systems should receive increasing attention by the many researchers in
order to develop efficient and reliable communication systems for ISI channels. Topics of
future research could involve any of the topics given in the paragraphs below.
The MMSE LE-EF (I) was shown to offer performance gains with respect to the MMSE LE.
However, the MMSE LE-EF (I) does suffer from the error propagation problem. Further
investigation and characterization of the error propagation effect in the MMSE LE-EF (I)
would yield insightful knowledge of the MMSE LE-EF (I) receiver. We could then use this
knowledge in order to overcome or mitigate the error propagation problem during the early
iterations.
Thus far no analytic expressions exist for SISO equalization algorithms. This is due to the
incorporation of a priori information in SISO equalizers. Future work should investigate how
different patterns and qualities of a priori LLRs affect the performance of SISO equalizers
and hence obtain reasonable assumptions on these SISO equalizers. Analytic results may
then be possible for the respective SISO equalizers based on these assumpti<;>ns. Thereafter,
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once the MAP decoding algorithm is also fully understood, analytic results are possible for
TE systems.
The use of the BAD receiver [15] in an uncoded system was shown to offer an improved
performance with respect to the classical DFE. Therefore using this inventive approach of
the BAD receiver, a bi-directional MMSE LE-EF (1) can be realized for a TE system in order
to further improve the performance of MMSE equalizers in TE. The computational
complexity of the bi-directional MMSE LE-EF (1) would only be of a quadratic order and
would thus offer a lower computational complexity compared with the MAP equalizer if the
length of the time varying FIR filters in the bi-directional MMSE LE-EF (1) is not much
greater than the length of the CIR.
The major disadvantage of the EXIT chart is that it is not accurate after the early iterations
for a TE system. Therefore other distributions should be investigated to model the PDFs of
the a priori information during the later iterations. Another disadvantage is that the EXIT
chart is obtained through simulations. A leading researcher in the field of channel coding has
expressed an urgent need to obtain analytic results for the EXIT chart [98]. However, before
analytic results are obtained for the EXIT chart, the complex MAP decoding algorithm is
required to be fully analyzed. Thus future work should focus on ingenious ideas of analyzing
the MAP decoding algorithm.
The derivation of performance criterion for the hybrid MAPIMEP receiver, in order to
switch between the MAP equalizer and the MEPs, is another source of future work. It is
thought that this task would be simpler 0t;ce analytic results for the MAP equalizer and the
MEPs are obtained. Similar to the idea developed in [38], the mean and yariance of the
mathematical expression for the extrinsic information can be used to derive this performance
criterion for the hybrid MAP/MEP.
It was shown in [72] that the performance of irregular LDPC codes in TE systems closely
approached the i.i.d. channel capacity. However, this TB system did not consider the use of a
precoder and hence an interleaving gain was not achieved. It is thought that the use of a
precoder would improve the speed of convergence. For this reason precoded TE systems
with powerful outer codes such as irregular LDPC codes or the irregular codes considered in
[95] are sources of future research.
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The MAP equalizer has been the popular choice in the literature for the equalization of
precoded channels. However, 5150 MM5E equalizers have not been considered for the
equalization of precoded channels. Future research work should thus investigate the
feasibility of 5180 MMSE equalizers in precoded TE systems.
It was also discussed that precoding is a type of TCM. However, it is welllmown that TCM
is an instant of multilevel codes. The choice of component codes for multilevel codes is very .
important and directly affects its performance. Therefore future research work could involve
using the EXIT chart to design optimized multilevel codes for TE systems.
Lastly, in this dissertation we focused on TE systems that use long block lengths. However,
long block lengths can only be used for delay insensitive services such as email, as well as
on slow fading channels. The design of capacity approaching TE systems for short block
lengths requires serious attention such that high quality delay services like streaming voice
and video can be realized in future communication systems.
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