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1Efficient representation and parallel computation of
string-substring longest common subsequences
Alexander Tiskina
aDepartment of Computer Science, The University of Warwick, Coventry CV4 7AL, UK
Given two strings a, b of length m, n respectively, the string-substring longest common
subsequence (SS-LCS) problem consists in computing the length of the longest common sub-
sequence of a and every substring of b. An explicit representation of the output lengths is of size
Θ(n2). We show that the output can be represented implicitly by a set of n two-dimensional
integer points, where individual output lengths are obtained by dominance counting queries.
This leads to a data structure of size O(n), which allows to query an individual output length
in time O( logn
log logn
), using a recent result by JaJa, Mortensen and Shi. The currently best
sequential SS-LCS algorithm by Alves et al. can be adapted to produce the output in the
above geometric representation. We also develop a new parallel SS-LCS algorithm that runs
on a p-processor coarse-grained computer in O(mn
p
) local computation, O(n log p) commu-
nication, O(log p) barrier synchronisations, and O(n) memory per processor, producing the
output in the above geometric representation. Compared to previously known results, our ap-
proach presents a substantial improvement in algorithm functionality, output representation
efficiency, communication efficiency and/or memory efficiency.
1. Introduction
In this paper, we consider the string-substring longest common subsequence (SS-LCS) prob-
lem, an important special case of the local sequence alignment problem, which has numerous
applications in computational biology (see e.g. [7, Chapter 6], as well as references in [2,3]).
Given two strings a, b of lengths m, n respectively, the SS-LCS problem consists in computing
the length of the longest common subsequence of a and every substring of b. If the output
lengths are represented explicitly, the total size of the output is Θ(n2). To reduce the storage
requirements, we allow the output lengths to be represented implicitly by a smaller data struc-
ture that allows efficient retrieval of individual output values. It is well-known [8,2,3] that a
solution to the SS-LCS problem can be represented by a data structure of size O(n). Retrieval
of an individual output length typically requires scanning of at least a constant fraction of
this data structure, and therefore takes time O(n). In this paper, we show that the output
lengths can be represented by a set of n two-dimensional integer points, where individual out-
put lengths are obtained by dominance counting queries. This leads to a data structure of size
O(n), that allows to query an individual output length in time O( logn
log logn
), using a recent result
by JaJa, Mortensen and Shi [6]. The described approach presents a substantial improvement
in SS-LCS query efficiency over previous approaches.
Alves et al. [3] proposed a sequential SS-LCS algorithm, based on an idea of Schmidt
[9], that runs in O(mn) time and O(n) memory, obtaining an implicit representation of the
output. This algorithm can be adapted to produce the output in our more efficient geometric
representation, without any increase in asymptotic time or memory requirements.
The SS-LCS problem can be solved in the more general setting of computing all boundary-to-
boundary longest (or shortest) paths in a weighted grid graph. The first coarse-grained parallel
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2algorithm for this more general problem was proposed by Alves et al. [1]. The algorithm runs
on a p-processor coarse-grained computer in O(n
2 logm
p
) local computation, O(nm log p
p
) com-
munication, O(log p) barrier synchronisations, and O(nm
p
) memory per processor, obtaining
the output path lengths explicitly. For the SS-LCS problem proper, this was improved upon
by Alves et al. [2], based on ideas of Lu and Lin [8]. Their algorithm runs in O(mn
p
) local
computation, O(m1/2n log p) communication, O(log p) barrier synchronisations, and O(m1/2n)
memory per processor, obtaining an implicit representation of the output. In this paper, we
propose a parallel algorithm that runs in O(mn
p
) local computation, O(n log p) communication,
O(log p) barrier synchronisations, and O(n) memory per processor, producing the output in
our geometric representation. This is a substantial improvement over [2] in communication
and memory efficiency, as well as the output query efficiency.
2. Problem statement and notation
Given a string, we distinguish between its contiguous substrings, and not necessarily con-
tiguous subsequences. For two strings a = a1a2 . . . am and b = b1b2 . . . bn of lengths m, n
respectively, the string-substring longest common subsequence (SS-LCS) problem consists in
computing the length of the longest common subsequence of a and every substring of b.
In addition to standard (non-negative) integer indices 0, 1, 2, . . ., we use (non-negative) odd
half-integer 1 indices 1
2
, 3
2
, 5
2
, . . .. For two integers i, j, we write i E j if j− i ∈ {0, 1}, and i C j
if j − i = 1. We denote
[i : j] = {i, i+ 1, . . . , j − 1, j} 〈i : j〉 = {i+ 1
2
, i+ 3
2
, . . . , j − 3
2
, j − 1
2
}
For a function f and a predicate P defined on a variable i, we write anyi:P (i) f(i) to denote
an arbitrary element of the set {f(i) : P (i)}. This is analogous to the use of mini:P (i) f(i) to
denote the minimum element of this set2.
3. Problem analysis
It is well-known that an instance of the SS-LCS problem can be represented by a weighted
grid dag (directed acyclic graph), defined on a set of nodes vl,i, where l ∈ [0 : m], i ∈ [0 : n].
The edges are defined as follows:
edge vl,i−1 → vl,i of weight 0, for all l ∈ [0 : m], i ∈ [1 : n];
edge vl−1,i → vl,i of weight 0, for all l ∈ [1 : m], i ∈ [0 : n];
edge vl−1,i−1 → vl,i of weight 1 if al = bi, for all l ∈ [1 : m], i ∈ [1 : n].
A common subsequence of string a and substring bi+1 . . . bj of length r corresponds to a path
v0,i  vm,j of total weight r. The solution to the SS-LCS problem is equivalent to finding the
weight A(i, j) of a longest (heaviest) path v0,i  vm,j for all i, j ∈ [0 : n]. If i = j, we have
A(i, j) = 0. By convention, if j < i, then we let A(i, j) = j − i.
1It would be possible to reformulate all our results using only integers. However, using half-integers helps to
make the exposition simpler and more elegant.
2In fact, “min” (or “max”) can always be used instead of “any”; however, such usage would be somewhat
misleading when “any” happens to be sufficient.
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3Theorem 1. Values A(i, j) have the following properties:
A(i, j) E A(i− 1, j); (1)
A(i, j) E A(i, j + 1); (2)
if A(i, j + 1) C A(i− 1, j + 1), then A(i, j) C A(i− 1, j); (3)
if A(i− 1, j) C A(i− 1, j + 1), then A(i, j) C A(i, j + 1). (4)
Proof. A path v0,i−1  vm,j can be obtained by v0,i−1 → v0,i  vm,j. Therefore, A(i, j) ≤
A(i − 1, j). On the other hand, any path v0,i−1  vm,j consists of a subpath v0,i−1  vl,i of
weight at most 1, followed by a subpath vl,i  vm,j. Therefore, A(i, j) ≥ A(i− 1, j)− 1. We
thus have (1) and, by symmetry, (2).
A crossing pair of paths v0,i  vm,j and v0,i−1  vm,j+1 can be rearranged into a non-crossing
pair of paths v0,i−1  vm,j and v0,i  vm,j+1. Therefore, we have the Monge property :
A(i, j) + A(i− 1, j + 1) ≤ A(i− 1, j) + A(i, j + 1)
Rearranging the terms
A(i− 1, j + 1)− A(i, j + 1) ≤ A(i− 1, j)− A(i, j)
and applying (1), we obtain (3) and, by symmetry, (4). 
The properties of Theorem 1 are symmetric with respect to i and n − j. Alves et al. [2,3]
introduce the same properties but do not make the most of their symmetry. We aim to exploit
symmetry to the full.
Corollary 1. Values A(i, j) have the following properties:
if A(i, j) C A(i− 1, j), then A(i, j′) C A(i− 1, j′) for all j′ ≤ j;
if A(i, j) = A(i− 1, j), then A(i, j′) = A(i− 1, j′) for all j′ ≥ j.
Also,
if A(i, j) C A(i, j + 1), then A(i′, j) C A(i′, j + 1) for all i′ ≥ i;
if A(i, j) = A(i, j + 1), then A(i′, j) = A(i′, j + 1) for all i′ ≤ i.
Proof. In both pairs, the properties are each other’s converse and an immediate consequence
of Theorem 1. 
Informally, Corollary 1 says that, if values A are represented as a matrix, then the inequality
between the corresponding elements in two successive rows (respectively, columns) “propagates
to the left (respectively, downwards)”, and the equality “propagates to the right (respectively,
upwards)”. Recall that by convention, A(i, j) = j − i for all index pairs j < i. Therefore, we
always have an inequality between the corresponding elements in successive rows or columns
in the lower triangular part of matrix A. If we fix i and scan the set of indices j from left
(j = 0) to right (j = n), an inequality may change to an equality at most once. We call such
a value of j critical for i. Symmetrically, if we fix j and scan the set of indices i from bottom
(i = n) to top (i = 0), an inequality may change to an equality at most once, and we can
identify values of i that are critical for j. Crucially, for all pairs (i, j), index i will be critical
for j if and only if index j is critical for i. This property lies at the core of our method, which
is based on the following definition.
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4Definition 1. An odd half-integer point (i, j) ∈ 〈0 : n〉2 is called A-critical, if
A
(
i+ 1
2
, j − 1
2
)
C A
(
i− 1
2
, j − 1
2
)
= A
(
i+ 1
2
, j + 1
2
)
= A
(
i− 1
2
, j + 1
2
)
In particular, point (i, j) is never A-critical for i > j. Point (i, j) is A-critical for i = j, iff
A
(
i− 1
2
, j + 1
2
)
= 0.
Corollary 2. For each i (respectively, j), there exists at most one j (respectively, i) such that
the point (i, j) ∈ 〈0 : n〉2 is A-critical.
Proof. By Corollary 1 and Definition 1. 
Definition 1 and Corollary 2 allow us to represent an (n + 1) × (n + 1) SS-LCS matrix
by its set of critical points, which are at most n. The following theorem shows that such
representation is unique, and gives a simple formula for recovering matrix elements.
Definition 2. Point (i0, j0) dominates
3 point (i, j), if i0 < i and j < j0.
Informally, the dominated point is “below and to the left” of the dominating point.
Theorem 2. For an arbitrary integer point (i0, j0) ∈ [0 : n]2, let dA(i0, j0) denote the number
of A-critical points it dominates. We have
A(i0, j0) = j0 − i0 − dA(i0, j0)
Proof. Induction on j0 − i0. 
There is a close connection between Theorem 2 and the canonical representation of general
Monge matrices (see e.g. [5]). The difference is that in the special case of SS-LCS matrices,
the representation size is just O(n).
Informally, Theorem 2 says that the value A(i0, j0) is determined by the number of A-critical
points dominated by (i0, j0). Trivially, this number can be obtained by scanning the set of
all critical points in time O(n). Much more efficient methods exist when preprocessing of the
critical point set is allowed.
The dominance relationship between two-dimensional (in general, multi-dimensional) points
is a classical topic in computation geometry. The following theorems are derived from two
relevant geometric results, one classical and one recent.
Theorem 3. Given an instance of the SS-LCS problem, there exists a data structure which
• has size O(n log n);
• can be built from the set of critical points in time O(n log n);
• allows to query an individual output length in time O(log n).
Proof. Use a 2D range tree [4]. The value A(i0, j0) is then obtained by Theorem 2. 
Theorem 4. Given an instance of the SS-LCS problem, there exists a data structure which
• has size O(n);
• allows to query an individual output length in time O( logn
log logn
).
Proof. As in Theorem 3, but the 2D range tree is replaced by the data structure from [6]. 
While the data structure of Theorem 4 is asymptotically more efficient, the structure of
Theorem 3 is simpler, requires a less powerful computation model, and is more likely to be
practical.
3The standard definition of dominance requires i < i0 instead of i0 < i. Our definition is more convenient in
the context of the LCS problem.
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54. The parallel algorithm
A divide-and-conquer framework for the SS-LCS problem and the more general string editing
problem has been developed in [1–3]. String a is partitioned into substrings, inducing a
partitioning of the representation dag into strips, such that each pair of adjacent strips shares
a single row of nodes. Consider a pair of adjacent strips defined by nodes vl,i, where l0 ≤ l ≤ l1
and l1 ≤ l ≤ l2, respectively. Denote the SS-LCS matrices in the substrips by A, B respectively.
The goal is to merge these matrices to obtain the SS-LCS matrix C for the combined strip
defined by nodes vl,i, where l0 ≤ l ≤ l2.
By Theorem 2, matrices A, B, C can be represented by the sets of at most n A-, B- and C-
critical points. For the special case when either of the strips is of width 1 (e.g. l2−l1 = 1), Alves
et al. [3] describe a merging procedure that runs in timeO(n). Their sequential algorithm based
on this procedure runs in time O(mn), and produces a data structure of size O(n), equivalent
to the set of critical points representing the solution of the original SS-LCS problem. By
adding a post-processing phase based on Theorems 3, 4, the algorithm can be adapted to
produce a query-efficient representation of the output.
We now present an efficient coarse-grained parallel algorithm for the SS-LCS problem. We
assume the bulk-synchronous parallel (BSP) computation model. A BSP computer, introduced
in [10], consists of p processors connected by a communication network. Each processor has
a fast local memory. A BSP computation consists of a sequence of S supersteps. with costs
ws + hs · g + l, 1 ≤ s ≤ S, where ws is the superstep’s local computation cost, hs is the
superstep’s communication cost, and g, l are parameters of the computer. The overall cost of
a BSP computation is W + H · g + S · l, where W = ∑Ss=1 ws is the total local computation
cost, H =
∑S
s=1 hs is the total communication cost, and S is the total synchronisation cost.
Our parallel algorithm is based on a novel sequential strip merging procedure, which works
for arbitrary strip widths l1− l0, l2− l1, and runs in time O(n3/2). At the base of the recursion,
we use the sequential algorithm by Alves et al. [3].
Algorithm 1. String-substring longest common subsequences in BSP .
Parameters: integers m, n. We assume m ≥ n1/2p log p.
Input: strings a, b of length m and n, respectively.
Output: the set of critical points for strings a, b.
Description. The computation proceeds in two stages.
First stage. Partition string a into p substrings of length m/p, inducing a partitioning of the
representation dag into strips, such that each pair of adjacent strips shares a single row of
nodes. The resulting p subproblems are distributed across the processors. Each processor
runs the algorithm by Alves et al. [3] on the local subproblem, obtaining a critical point set
representation of the resulting SS-LCS matrix.
Second stage. Perform log p levels of pairwise subproblem merging. Each subproblem is repre-
sented by a set of at most n critical points. For two subproblems with SS-LCS matrices A, B,
the sets of A- and B-critical points are collected, and the set of C-critical points is computed
sequentially by a designated processor. The computation proceeds as follows.
By Theorem 2, computing C-critical points is equivalent to determining the set of values
dC(i, k) = min
j∈[0:n]
[dA(i, j) + dB(j, k)]
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6for i, k ∈ [0 : n]. Assume for simplicity that n is a power of 2. We proceed by partitioning the
index set 〈0 : n〉2 recursively into regular half-sized square blocks. For each block, we establish
the number of C-critical points contained in it, and proceed with the recursive partitioning of
the block as long as this number is greater than 0.
Consider an h× h block
〈i0 − h : i0〉 × 〈k0 : k0 + h〉
The C-critical points in this block will be determined by A-critical points in 〈i0−h : i0〉×〈0 : n〉,
and B-critical points in 〈0 : n〉 × 〈k0 : k0 + h〉. We call such A- and B-critical points relevant.
For the current block, there are at most h relevant points in each of A, B.
For any j ∈ [0 : n], let δA(j) (respectively, δB(j)) denote the number of relevant A-critical
(respectively, B-critical) points in 〈i0 − h : i0〉 × 〈0 : j〉 (respectively, 〈j : n〉 × 〈k0 : k0 + h〉):
δA(j) = dA(i0 − h, j)− dA(i0, j) δB(j) = dB(j, k0 + h)− dB(j, k0)
Sequence δA is monotonically increasing from δA(0) = 0 to δA(n) ≤ h. Sequence δB is mono-
tonically decreasing from δB(0) ≤ h to δB(n) = 0.
As the block size h gets smaller, sequences δA, δB contain fewer and fewer distinct values.
We represent these sequences compactly by storing, for every d ∈ [−δB(0) : δA(n)], the values
∆A(d) = any
j:δA(j)−δB(j)=d
δA(j) ∆B(d) = any
j:δA(j)−δB(j)=d
δB(j)
M(d) = min
j:δA(j)−δB(j)=d
[dA(i0, j) + dB(j, k0)]
When the set {j : δA(j)− δB(j) = d} is empty, the corresponding values ∆A(d), ∆B(d), M(d)
are undefined and omitted from further computations. Sequences ∆A, ∆B can be computed
in time O(h) by a single scan of the set of relevant A- and B-critical points. Sequence M is
computed in the previous recursive step by a procedure described below. From sequences ∆A,
∆B, M , the following values can be found in time O(h):
dC(i0, k0) = min
d∈[−δB(0):δA(n)]
M(d)
dC(i0 − h, k0) = min
d∈[−δB(0):δA(n)]
[∆A(d) +M(d)]
dC(i0, k0 + h) = min
d∈[−δB(0):δA(n)]
[M(d) + ∆B(d)]
dC(i0 − h, k0 + h) = min
d∈[−δB(0):δA(n)]
[∆A(d) +M(d) + ∆B(d)]
The number of critical points in the current block can then be determined as
dC(i0 − h, k0 + h)− dC(i0 − h, k0)− dC(i0, k0 + h) + dC(i0, k0)
If the above value is non-zero, the recursion proceeds by partitioning the current block of
size h into four subblocks of size h/2. The sets of relevant A- and B-critical points are split
accordingly. Consider each of the four half-sized subblocks. Let i′0, k
′
0, δ
′
A, δ
′
B, M
′ denote the
values defined for the subblock analogously to values i0, k0, δA, δB, M for the original block.
For every d ∈ [−δB(0) : δA(n)], let
∆∗A(d) = any
j:δA(j)−δB(j)=d
δ′A(j) ∆
∗
B(d) = any
j:δA(j)−δB(j)=d
δ′B(j)
832
7Similarly to ∆A, ∆B, sequences ∆
∗
A, ∆
∗
B can be computed in time O(h) by a single scan of
the set of relevant A- and B-critical points. For every d′ ∈ [−δ′B(0) : δ′A(n)], value M ′(d′) can
now be obtained from sequence M by
M ′(d′) = min
d:∆∗A(d)−∆∗B(d)=d′
M(d) for i′0 = i0, k
′
0 = k0
M ′(d′) = min
d:∆∗A(d)−∆∗B(d)=d′
[∆∗A(d) +M(d)] for i
′
0 = i0 − h2 , k′0 = k0
M ′(d′) = min
d:∆∗A(d)−∆∗B(d)=d′
[M(d) + ∆∗B(d)] for i
′
0 = i0, k
′
0 = k0 +
h
2
M ′(d′) = min
d:∆∗A(d)−∆∗B(d)=d′
[∆∗A(d) +M(d) + ∆
∗
B(d)] for i
′
0 = i0 − h2 , k′0 = k0 + h2
Note that evaluation of functions dA, dB is not required. For each of the four subblocks, every
value M(d) contributes to exactly one value M ′(d′), therefore the above computation can be
done in time O(h).
The recursion base is h = 1. At this point, we establish all 1 × 1 blocks containing a
C-critical point, which is equivalent to establishing the C-critical points themselves.
Cost analysis. First stage. The first stage runs in a single superstep, each processor performs
O(mn/p) local computation and requires O(n) memory.
Second stage. The second stage runs in log p supersteps. In every superstep, we have a recur-
sion tree of maximum degree 4, height at most log n, and at most n leaves (corresponding to
C-critical points).
Consider the top logn
2
levels of the recursion tree. As we move down from the root to level
logn
2
, in each level the maximum number of nodes increases by a factor of 4, and the maximum
amount of computational work per node decreases by a factor of 2. Hence, the maximum
amount of work per level increases in geometric progression, and is dominated by level logn
2
.
Consider the bottom logn
2
levels of the recursion tree. Since the tree has at most n leaves, the
maximum number of nodes in a level is at most n. As we move down from level logn
2
to level
log n, in each level the maximum amount of computational work per node still decreases by a
factor of 2. Hence, the maximum amount of work per level decreases in geometric progression,
and is again dominated by level logn
2
.
Thus, the computational work in the whole recursion tree is dominated by the maximum
amount of work done in level logn
2
. This level has at most n nodes, each requiring at most
O(n)/2
logn
2 = O(n1/2) work. Therefore, the local computation cost of merging two strips is
at most n · O(n1/2) = O(n3/2), and the overall local computation cost of the second stage is
O(n3/2 log p).
In every superstep, the recursion tree can be evaluated depth-first. Therefore, at every
given moment we are only required to store the data of the current node and its ancestors
in the recursion tree. As we move down from the root to the current node, in each level the
maximum amount of memory required per node decreases by a factor of 2. Hence, the overall
memory required for merging two strips is dominated by the O(n) memory required by the
root. Therefore, the overall memory cost of the second stage is O(n).
The amount of data communicated between successive supersteps is O(n), therefore the
communication cost of the second stage is O(n log p).
Due to the slackness assumption m ≥ n1/2p log p, the local computation cost of the algorithm
is dominated by the first stage. Overall, the algorithm runs in O(mn/p) local computation,
O(n log p) communication, O(log p) synchronisation, and requires O(n) memory. 
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8Alternatively to the second stage above, the strip representations from individual processors
can be collected in a single designated processor and merged sequentially. This version of the
algorithm has communication cost O(np) (which is higher than that of Algorithm 1, but still
an improvement over [2]), and optimal synchronisation cost O(1).
As before, application of Theorems 3, 4 can significantly improve the query efficiency of our
algorithm’s output.
5. Conclusions
We have presented a new approach to the computation of string-substring longest common
subsequences. Our approach results in a significantly improved output representation, and a
coarse-grained parallel algorithm for the SS-LCS problem with improved communication and
memory costs.
An immediate open question is whether the efficiency of our parallel algorithm can be
improved even further, with the ultimate goal of the optimal O
(
m+n
p
)
communication and
memory, and optimal O(1) synchronisation (although a solution that could achieve both of
these simultaneously seems unlikely). These goals are not currently achieved even for the
standard LCS problem (also known as the Levenshtein distance problem). It would also be
desirable to extend the algorithm to lower values of m relative to n and p. Another interesting
question is whether our algorithms can be adapted to more general sequence alignment, e.g.
the general edit distance problem, or sequence alignment with non-linear gap penalties.
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