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ABSTRACT
PREDICTIVE ANALYSIS ON KNEE X-RAY IMAGE AND MOSQUITO
SPECTRAL DATA
Md Manzur Rahman Farazi
Marquette University, 2021

The aims of this dissertation are to develop predictive algorithms for two
practical applications: classification of knee osteoarthritis (OA) based on knee x-ray
image and age prediction of mosquitoes based on near infrared spectra (NIRS) data.
For the OA classification problem, we develop an automated algorithm that reads
the pixel-wise color intensities for x-ray images and performs an OA severity
classification. Identification of the region of interest (ROI) is a primary step for
successful automated classification process. We develop an efficient algorithm to
detect ROI and from the detected ROI, we extracted width-based features using
pixel intensity difference (PID). The PID features are highly significant in
discriminating the images according to the OA severity level. When combining with
other well-known features and applying an optimal selection method, many of the
PID features ranked top among the selected features. Then, the selected features
are used to classify OA severity. Applying the classification to two levels of OA
severity, healthy knee vs. OA level-2 knee, we achieved more than 85% accuracy.
This dissertation successfully identified ROI and developed width-based features
which are easy to implement and have a strong OA discriminating power.
For the NIRS-based age prediction problem on mosquito vectors, we develop
a change-point model that corrects the problem of under-estimation and
over-estimation of age based on existing methods. It is well known that the NIRS
spectra have a strong relationships with the mosquito’s age. We demonstrate that
this relationship is not linear and use of a linear model causes the under and
over-estimation of age prediction. We propose a change-point model that assumes
different relationships for the young and old mosquitoes. The change-point at which
this relationship changes is unknown, and an algorithm is developed to estimate this
change point. This algorithm yields the change-points of 8-days and 7-days for An.
arabiensis and An. gambiae mosquitoes, which are almost the same as the widely
used 7-days for classifying mosquitoes into young or old. We show that the
change-point model corrects the biasedness in age estimation of mosquitoes. The
developed change-point model will be very helpful in identifying the hot-spot for
mosquito-prone zones more accurately.
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CHAPTER 1
Introduction to Knee X-ray Image and Mosquito Spectral Analysis in
Predictive Analysis

Predictive analysis is a method that uses data and statistics to predict
outcomes of an experiment, behavior, or relation by developing a statistical
model [1]. A model is developed with a number of predictors that are likely to
influence the outcomes with the help of a subset of sample data known as a training
sample. The trained model is validated with the test data. Depending on the
structure and latent criteria of the data, the model can be linear or nonlinear to
build the relationship between the response and the predictors. Predictive modelling
is a branch of machine learning that learns the relationship between the response
and the predictors through a model based on the training data. This model is then
used to predict outcomes in a similar condition.

1.1

A Brief Introduction to the Studies Comprising this Work

Predictive models include simple or generalized regression, support vector machines,
random forest, neural network, and many others. These types of models use a set of
labeled data to learn relationships between variables in the data and then make
inferences about unlabeled data that are similar to the training data set. In this
dissertation, we study and apply predictive modeling in two completely different
domains: knee osteoarthritis (OA) and malaria transmission.

2
Automated Knee Osteoarthritis Classification

In the first problem, we study knee x-ray images to diagnose the level of
osteoarthritis. X-ray imaging is the most common technique to diagnose OA [2].
Our goal is to develop techniques to automate the diagnosis process without human
involvement. Researchers have worked in this arena for quite a long time. Most
machine learning algorithms have yet to match human accuracy in predicting OA
severity from x-ray images [3]. An automated diagnosis method can save time for
our surgeons and cost for healthcare providers by correctly identifying the level of
osteoarthritis. An automated method is likely to achieve a higher accuracy of
predicting osteoarthritis by removing human error, facilitating a more effective
treatment plan for the patient [4].

Age Grading of Malaria Vector Mosquito

The second problem considered in this work is the estimation of the age of malaria
vector mosquitoes. The accurate age estimation of the mosquito is very important
to control mosquito populations [5] and consequently to manage malaria or other
mosquito-borne diseases, because the age of the mosquitoes is a key indicator of
malaria and other outbreak. We will use near-infrared spectroscopy (NIRS), a
spectroscopic method that uses the near-infrared region of the electromagnetic
spectrum, to estimate the age of the mosquito. Using a spectrometer, the head or
thorax of a mosquito is scanned with a probe, and the light absorbance values are
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recorded from 350nm to 2500nm. This spectrum is used to estimate the age of the
mosquito. A successful age predicting technique using NIRS data will be a big step
towards malaria elimination [6].

1.2

Study of Knee Osteoarthritis (OA) Classification

In this section, we will discuss the problem of automated diagnosis of knee
osteoarthritis (OA). We start with highlighting knee anatomy and continue to the
symptoms of knee OA, levels of knee OA, the economic burden of knee OA,
diagnosis procedures of OA, the necessity of automated technique to diagnose knee
OA, and the proposed automated diagnosis technique. Knee osteoarthritis is the
most common joint disease especially in female, elderly, and overweight people [3; 7]
causing pain, swelling, stiffness, and loss of function [8; 9]. OA is the most common
form of arthritis. It is characterized by joint space narrowing, cartilage degradation,
and bone changes [10; 11; 12].

Globally, knee osteoarthritis is a big public health concern. According to a
report in CDC 2013, in 2013-15, around 23% (about 55 million of US adults aged 18
or more) had some sort of doctor-diagnosed arthritis [13]. It is estimated that about
80% of the population over the age of 65 has radio-graphic evidence of osteoarthritis
[14]. It is projected that by 2040, the rate of OA occurrence among adults will rise
to 26%, which is about 79 million people in the USA [15]. Besides the occurrence
rate, the economic burden of OA is also a concerning issue. Osteoarthritis is now
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one of the three most costly health problems in the USA. The total costs related to
OA were $303.5 billion (medical costs were $140 billion, lost wages were $164
billion) in 2013, this cost is about 1% the US GDP [16]. An effective and efficient
automated diagnosis technique will help reduce the treatment cost by reducing the
operating cost of hospitals and clinics. By detecting OA at an early stage, patients
can introduce the low-cost early interventions such as exercise therapy and
change/improve the life-style to avoid obesity and reduce the need for costly knee
surgery at the later stage of life.

Knee Anatomy and Osteoarthritis

The knee is one of the longest joints in our body that comprises the lower end of the
femur (thighbone), the upper end of the tibia (shinbone), and the patella or kneecap
(Figure 1.1) [17]. The ends of these bones are tunicated with a smooth and slippery
cartilage that safeguards the bones when we bend or straighten our knee. There are
two tough and rubbery wedge-shaped shock-absorbing structures between the
thighbone and the shinbone called the medial meniscus. The lateral meniscus
protects cartilage and keeps the joint stable.

The normal or healthy cartilage allows easy gliding of bones in the joint and
prevents them from rubbing directly against each other [17]. There are no blood
vessels inside of the cartilage and no nutrition sources for the cartilage. The lack of
sources for nutrition induces a degeneration of cartilage, and cartilage has very

5

Figure 1.1: Anatomy of a right knee medical illustration
(source: https://www.matthewboyle.co.nz/knee-anatomy, last accessed: 2-5-2021)

limited capacity for self-restoration. Hence, cartilage wears gradually from the joint,
forming cracks and tears. As a result, the knee joint becomes frayed and rough.
Hence, gradually the protective space between the bones decreases, which causes
bone rubbing on bone, and produces painful bone spurs (Figure 1.2). All these
functions eventually cause osteoarthritis. Articular cartilage degeneration is a
gradual process and can occur naturally over time with age or as a secondary
condition to an associated injury. Osteoarthritis develops slowly, and the pain it
causes worsens over time. Based on the condition of cartilage loss, bone spurs,
osteophytes, and joint space narrowing, the severity of osteoarthritis is determined.

6

Figure 1.2: Comparison of normal knee with osetoarthritic knee
(source: https://orthoinfo.aaos.org/en/diseases–conditions/arthritis-of-the-knee/, last accessed:
2-5-2021))

In the next subsection, we will briefly discuss classification of the level of
osteoarthritis.

Classification of the Level of Osteoarthritis

Several methods have been proposed for classifying knee joint arthritis conditions [7;
18]. The Kellgren-Lawrence (KL) system is the most validated and recognised
method of classifying the severity of knee osteoarthritis (OA) using five-scale grades
from 0 to 4, where 0 represents normal, and 4 represents the most severe
radiographic disease. This grading/classification was proposed by Kellgren and
Lawrence in 1957 [18] and accepted by the WHO in 1961. The KL classification is
based on features of osteophytes (bony growths adjacent to the joint space),
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narrowing of part or all of the tibial-femoral joint space, and sclerosis of the
subchondral bone. Figure 1.3 illustrates different levels of knee OA, from normal
(grade 0) to severe (grade 4), using the grading criteria proposed by Kellgren and
Lawrence.

Figure 1.3: Kellgren-Lawrence knee OA classification based on joint space narrowing,
cartilage loss, and bone deformity [18]

The criteria for classifying knee OA [18] are:
OA grade - 0: normal knee
• no radiographic features of OA

OA grade - 1: doubtful OA knee
• tiny piece of bone called osteophytes may grow
• slight damage to the cartilage
• no apparent narrowing of the space between the bones
OA grade - 2: mild OA knee
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• show more osteophyte growth
• the cartilage will begin to thin
• makes the bone thicker and denser
OA grade - 3: moderate OA knee
• obvious damage of cartilage between bones
• space between the bones begins to narrow
• tissue become inflamed, resulting in increased swelling
OA grade - 4: severe OA knee
• joint space between bones is dramatically reduced
• cartilage is almost completely gone
• definite boney deformity
While the classification of OA captures the severity of the symptoms of knee OA, an
effective diagnosis can only confirm the status of the knee condition. An accurate
diagnosis of knee OA is extremely important to formulate an effective treatment
plan for patients in accordance with their level of OA severity. However, there are
many diagnostic procedures each having advantages and disadvantages. In the next
section, we illustrate the various methods of knee OA diagnosis and their challenges.

Challenges in Osteoarthritis Diagnosis

The primary step for the diagnosis of knee osteoarthritis is a physical examination.
However, for an accurate diagnosis of osteoarthritis, imaging tests are necessary.
The most common types of imaging tests are conventional radiographs or x-ray
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imaging, MRI (magnetic resonance imaging), CT (computed tomography) scan, and
Ultrasound. MRI, CT, and Ultrasound are superior methods to x-ray imaging for
detecting osteoarthritis. However, x-ray imaging is the most widely used technique
in clinics and hospitals because x-ray imaging is safe, cost-efficient, and widely
available. X-ray imaging tests of the affected joints create detailed pictures of dense
structures and can show the severely affected cartilage in medial or lateral
compartments, the joint space narrowing of the knee, osteophytes (bone spurs)
formation along the joint margins, and bone deformities. In our study, we use x-ray
imaging for OA diagnosis.

Diagnosis of OA from x-ray images is not difficult for an expert radiologist.
However, the number of images (x-ray, MRI, CT, ultrasound) that they read is
increasing dramatically. According to a study in Academic Radiology, based on 255
eight-hour workdays per year, radiologists are needed to review one image every
three to four seconds to meet workload demands [19]. This number is increasing
everyday, while the number of experts is not. The healthcare system is experiencing
a global shortage of radiologists. England has only 48 trained expert radiologists
per million population, in Germany, this number is 92 per million [20], and in the
U.S., the number of expert radiologists is approximately 100 per million[21].

The KL grading scale is typically used for grading of OA from plain x-ray
images based on the key pathological features: joint space narrowing (JSN),
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cartilage loss, and osteophytes (bone spurs) formation. Because of the complex
nature of the features, the KL grading technique from x-ray images faces a number
of challenges.

• There is no gold standard to measure the joint space narrowing, loss of
cartilage, and bone spurs associated with the level of OA severity [3].
• A visual evaluation made by a practitioner leads to subjective biasedness and
is highly dependent on the experience of the radiologists [4].
• The progress of OA is continuous, while KL grades are discrete [3]. Hence, a
knee x-ray classified as level 1 can actually be somewhere in-between grade 0
and 1 or between level 1 and 2. The in-between cases result in weaker
classification due to the transition from a continuous variable to a discrete
variable. Due to this complex nature of the features, it is quite common to
have misdiagnosis even by expert radiologists. It is reported that radiologists
among themselves are different in opinion on about 30% cases to diagnose the
OA grading [22]. About 20% of the cases, an expert disagrees with his/her
own previous decision after a period of time [23].
• Using a 2D x-ray image to study the 3D knee introduces additional bias.
• The KL classification is based on a number of radiographic visual elements,
but no claim has been made that this number of elements is complete [3].
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Therefore, it can be assumed that the KL grading of OA severity can be
informed by more elements.

Hence, to alleviate the shortage of radiologists in the healthcare system,
reduce the work load of radiologists, lower or eliminate subjectivity, and make the
diagnostic process more systematic, consistent, and reliable, there is an emerging
need for automated diagnosis. Numerous studies have been done for automated
knee OA from x-ray images [3; 11; 24; 25; 26]. Here, we describe a method for
automated grading of knee OA from x-ray images. The proposed automated grading
of knee OA consists of two steps:

• automatically detecting and extracting the region of interest (ROI) and
localizing the knee joints,
• classifying the knee OA from localized knee joints (ROI).

Data for X-ray Image Study

The radiographic knee images used in this dissertation were extracted from the
public dataset Osteoarthritis Initiative (OAI), a multi-center, longitudinal,
prospective observational study of knee osteoarthritis (OA) and public domain
research resource, which is available for public access at https:
//www.nia.nih.gov/research/resource/osteoarthritis-initiative-oai.
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The knees were graded according to the KL grading system developed by the
Boston University x-ray reading center. A sample of images is shown in Figure 1.3,
one image from each OA grade category. The x-ray images were taken between
February 2004 and May 2006 from 4796 men and women ages 45-79 who had, or
who are at high risk for developing, symptomatic knee osteoarthritis. The
distribution of the number of images is given in Table 1.1. In some cases, x-ray
images were taken from both left and right knee of the participants.

Table 1.1: Distribution of the images in each category
OA level

Number of Images

Percentage

Grade 0

2286

40%

Grade 1

1046

18%

Grade 2

1516

26%

Grade 3

757

13%

Grade 4

173

3%

Total

5778

100%

The knee x-ray images used in this project are grayscaled images. An image
is a representation of visual information. The image is comprised with rectangular
potsherd of primary elements called pixels (short for picture element). A pixel is a
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small portion of area that represents the amount of gray intensity to be displayed
for that particular portion of the image. More precisely, a pixel is only a coordinate
when the image is divided into a grid [27]. For any image, pixel values range from 0
(black) to 255 (white), as shown in Figure 1.4.

Figure 1.4: The range of intensity values from 0 (black) to 255 (white) [27]

To get a better idea of pixel intensity values, we have taken the 15 × 15 pixel
block that represents the bottom left-hand corner of a x-ray image from a normal
(OA-0) knee and enlarged it. The images in Figure 1.5 show the enlarged block and
the intensity values of each pixel.

Each knee image is a 224×224 grid of intensity values. We have 5778 images
of five different types of knee OA levels. Hence, the data consists of 5778 matrices
or a dimension of 224×224×5778. For this x-ray image study, the responses are the
grading of images, the OA severity levels, that are predefined by the experts and
taken as the ground truth. However, the inputs (features) are not fixed and not
even well defined. The pixel intensities in the images are the primary features.
During the analysis, more features will be generated from these pixels’ intensities.
Those features represent shape, texture, joint width, and other pathological
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Figure 1.5: An enlarged 15×15 pixel block of an image along with pixel intensity

symptoms of the images. The developed features are used in the classifier to
establish the relationship with the responses. In the statistical machine learning
classification problem, several features are developed manually, and only the
significant features are retained that best describe the knee OA severity level.
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Objectives of the Knee Osteoarthritis Study

The successful detection of the joint not only improves the quality of OA severity
level classification but also helps reduce the computational cost. The main
symptoms of having OA lie around the joint space area. Hence, instead of using the
whole knee, we can use the joint space and surrounding region only, that is, the
localized joint or Region of Interest (ROI). Then, we can search only a smaller
region, reducing the dimensionality. After detecting the ROI, we use feature
extraction techniques and feature selection methods. Using the selected features, we
develop a model to classify the knee OA severity level. Hence, our objectives are

• to develop an algorithm to detect the ROI (joint) from the knee image in a
simple process
• to develop features from the detected ROI, to develop features selection
techniques, and finally develop a classification model to classify knee OA
severity.

1.3

Study of Age Grading of Mosquito using Near Infrared
Spectroscopy

In the second project of this dissertation, we apply well established statistical tools
to estimate the age of the mosquitoes. A brief discussion about this study is given
in this section.
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A mosquito is a very small insect. In most cases, the length of an adult
mosquito is between 3 mm and 6 mm. The smallest ever-known mosquitoes are
around 2 mm (0.1 in), while the largest are around 19 mm (0.7 in) [28] as shown in
Figure 1.6. However, it is a very dangerous animal. In fact, the mosquito is one of

Figure 1.6: An image of a Mosquito
(source: https://healthier.stanfordchildrens.org/en/the-moms-guide-to-mosquitoes/, last accessed:
2-5-2021)

the deadliest animals in the world [29; 30], as described in the piktochart in
Figure(1.7). The ability of mosquitoes to spread disease makes them the greatest
threat for humans. They are responsible for more than 17% of all infectious diseases
and cause hundreds of thousands of deaths every year [31; 32]. Malaria,
Chikungunya, Dengue, Yellow fever, West-Nile virus, zika virus, and several other
diseases are spread through mosquitoes. Malaria is one of the most dangerous,
life-threatening, and ancient mosquito-borne diseases and is endemic in many
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Figure 1.7: The Piktochart of World’s Deadliest Animal: Number of deaths annually
by animals of different animals [30]

countries, with about half of the world’s population at risk as shown in Figure 1.8.
In 2017, there were over 215 million cases of malaria reported with more than
445000 deaths [32]. Africa, South-East Asia, the Eastern Mediterranean, and the
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Western Pacific areas have the higher rate of the global malaria burden. Africa
alone has about 92% of total malaria cases and 93% of malaria deaths [32].

Figure 1.8: Regions where mosquito borne diseases mostly occur
(source: http://www.leaplocal.org/for-locals/health/malaria-and-insect-borne-diseases/, last
accessed: 2-5-2021)

Dengue is the other highly significant mosquito-borne disease, with more
than 3.9 billion people worldwide at risk of infection, and 96 million cases estimated
per year in more than 128 countries [32].

Mosquito borne diseases cause damage not only in human life but also place
a devastating burden on the world economy. In 2017, about $3.1 billion has been
spent to control and eliminate malaria. In the endemic countries, government
expenses have amounted to $900 million, representing 28% of total funding. Because
of the high threat to human life and to the world economy, there has been intensive
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research taking place to develop interventions for the control and treatment of
mosquito born diseases.

Why Is It Important to Know the Age of Mosquitoes?

Older female mosquitoes of the Anopheles genus, especially Anopheles gambiae and
Anopheles arabiensis, can transmit malaria. Malaria is caused by plasmodium
parasites that are spread to people through the bites of adult infected female
Anopheles mosquitoes, called malaria vectors. When a mosquito bites a malaria
infected person, she takes blood from the infected body that contains the
malaria-causing plasmodium parasite. The mosquito then hosts the parasite inside
her body and allows it to develop to maturity. Usually, plasmodium takes 10-14
days inside an Anopheles mosquito to develop fully. When this mosquito bites a
healthy person, she transmits the parasite to them and infects them as well [33].

For most of the mosquito-borne diseases, there are no vaccines for
treatment [6; 34]. Hence, mosquito control is the best line of defense to prevent an
outbreak of these diseases. Various management techniques are used to control
mosquito populations and limit malaria transmission in an area. Hence, controlling
the mosquito-borne disease depends on controlling the aged population of
mosquitoes [5; 34], as adult female mosquitoes are responsible for the spread of
disease [33]. Therefore, knowing the age of the mosquito helps us understand the
capability of the mosquito to spread diseases. By estimating the ages of mosquitoes
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in an area of interest, entomologists can have an idea of the rate of malaria
transmission in that area. It also helps to identify hot-spots (where there is an
abundance of older mosquitoes) of the malaria-prone area and to measure the risk of
possibility of any outbreak due to mosquito-borne diseases in a near future as shown
in Figure 1.9.

Figure 1.9: Age for hot-spot detection: The higher average age of the mosquitoes
suggests a hot-spot (hypothetically) for malaria risk

The age distribution of the mosquitoes is an important source to plan for an
effective use of resources for mosquito control. Most countries where mosquito-borne
diseases are epidemic are underdeveloped or developing countries with very limited
resources for mosquito control. If they have information about the age distribution
of mosquitoes in the region, hot-spots can be identified, and their limited resources
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can be used effectively and wisely, as demonstrated in Figure 1.10, and more lives
can be saved.

Mosquito density in the area with no
information of age

Random use of resources without knowledge of
age distribution

Knowledge of the age distribution shows
inefficient usage of resources

Proper usage of resources by using information
of age distributions of the mosquito

Figure 1.10: Age drives effective treatment planning: (a) Mosquito density in the
area with no information of age; (b) random use of resources without knowledge
of age distribution; (c) knowledge of the age distribution shows inefficient usage of
resources; (d) proper usage of resources by using information of age distributions of
the mosquito

The age distribution of mosquitoes in a treatment area is important to assess
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the efficacy of the mosquito control interventions. The effectiveness of intervention
can be evaluated by estimating the age of the mosquito population in an area before
and after intervention. A decrease in density of the older mosquitoes in an area
after the interventions is considered a success of the intervention, as shown in Figure
1.11.

Figure 1.11: Age for efficient use of resources: (a) Distribution of the mosquito before mosquito control intervention, red mosquitoes represent older mosquitoes; after
intervention- (b) decreasing of older mosquito indicates the effectiveness of the intervention, (c) no change in the older mosquito indicates the non-effectiveness of the
intervention
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Hence, the age distribution of mosquito populations is important to estimate
the proportion of possibly infectious vectors.

Methods of Age Grading

Although the age of the mosquito has been recognized as a good predictor of the
efficiency of vector control, there are no simple methods to estimate the age.
Microscopic methods and noninvasive techniques have been studied to estimate the
age of the mosquito.

Traditional Microscopic Method of Age Grading

The most common technique used to estimate mosquito age involves dissecting their
ovaries by hand to determine whether the mosquitoes have laid eggs [35], as shown
in Figure 1.12. Mosquitoes having laid eggs are considered to be older (on average)
than those not having laid eggs [36].
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Figure 1.12: Mosquito’s ovary dissection process [37]

However, this technique is very expensive, laborious, and requires highly
skilled personnel. Moreover, this method may not be accurate in every case. It is
possible for a young mosquito to have laid eggs or for an old mosquito not to have
laid eggs [38].

Near Infra-red Spectroscopy (NIRS) Method of Age Grading

Several alternative techniques have been introduced to estimate the age of
mosquitoes. The near-infrared spectroscopy (NIRS) is the most recent rapid,
non-invasive, and cost-effective age grading tool [39].

In the NIRS method, the head and thorax of mosquitoes are scanned with a
spectrometer, and the light absorbances are measured. Studies showed that the
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pattern of light absorbance values are different for different aged mosquitoes [39;
40]. The NIRS technique uses machine learning algorithms applied to light
absorbance spectra to estimate the age of the mosquito.

Light absorbance is the amount of light at a specified wavelength that a
given sample prevents from passing through it [41]. It is a logarithmic measure of
the amount of light absorbed. If I is the intensity of the light after it passes through
the sample material, and Io is the intensity before it passes through the sample,
mathematically, absorbance of light A at wavelength y is

Ay = −log10 (I/Io ).

Absorbance can range from 0 to infinity (∞). An absorbance of 0 means the
material does not absorb any light, and an absorbance of 1 means the material
absorbs 90% of the light, an absorbance of 2 means the material absorbs 99% of the
light [41]. Spectral absorption, the measurement of the amount of light absorbed by
a sample, is directly proportional to the concentration of matter in the sample [42;
43]. This is the basis of using light absorbance to estimate the age of the mosquito.
When a mosquito bites an infected person, the mosquito takes parasites with blood
from that infected person. The parasite enters the bloodstream of the mosquito and
travels to her liver. With the development of the parasite, the red blood cell inside
the thorax of the mosquito is invaded. The parasites grow and multiply in the red
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blood cells and change the concentration of the blood of a mosquito [44]. This
change of blood concentration is reflected in the light absorbance. Hence, the
spectral pattern for a day-1 mosquito would be different than the spectral pattern of
a day-10 or a day-20 mosquito. Thus, the spectra can be used to estimate the age of
a mosquito.

Data collection of NIRS spectra is simple and does not require specialized
professionals. It has been observed that age grading using NIRS approach is 35
times less expensive and over 16 times faster than microscope techniques [40].

Data for Mosquito Study

In this dissertation, we have used near-infrared spectra scanned from laboratory
reared Anopheles arabiensis (An. arabiensis) and Anopheles gambiae s.s (An.
gambiae) mosquitoes collected from Ifakara Health Institute’s (IHI) insectary [45].

Scanning of mosquitoes was performed at IHI using a near-infrared
spectroscopy (NIRS) machine. We used spectra of An. arabiensis mosquitoes
collected at 1, 3, 5, 7, 9, 11, 15, 20, and 25 days, and An. gambiae mosquitoes
collected at 1, 3, 5, 7, 9, 11, 15, and 20 days post emergence from the Ifakara Health
Institute insectary.

An. arabiensis mosquitoes were reared in a semi-field system at
circumambient conditions while An. gambiae were reared in a bricks made room at
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controlled conditions. Mosquitoes were often provided with a human blood meal in
a week and 10% glucose solution daily [45]. Using a LabSpec 5000 NIR
spectrometer with an integrated light source (ASD Inc., Longmont, CO), as
illustrated in Figure 1.13, the spectra were collected with proper follow-up the
protocol supplied by Mayagaya and colleagues [39].

(a) Mosquitoes are placed on tray

(b) Machine reads the absorbance values

Figure 1.13: Scanning mosquitoes using a Near InfraRed Spectrometer. (a) a plate
with mosquitoes placed for scanning, (b) spectra from the mosquitoes [39]

The scan was centered on the head and thorax to limit the effects of the
blood meal itself on the spectra. Absorbance values are recorded at from 350 to
2500 nm. A total of 870 An. arabiensis and 786 An. gambiae mosquitoes were
scanned with at least 70 mosquitoes from each age group. The number of
mosquitoes used in this dissertation is shown in Table 1.2.

The spectra collection was led by Dr. Maggy-Sikulu Lord [40]. We are using
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Table 1.2: Distribution of mosquito with species and age

Age
1
3
5
7
9
11
15
20
25

An. arabiensis
Number of Mosquitoes
102
94
98
106
97
100
101
92
80

Age
1
3
5
7
9
11
15
20

An. gambiae
Number of Mosquitoes
104
104
100
105
100
78
102
93

spectra data in this dissertation by permission. Details of spectra collection can be
found in [45; 46; 47].

(a)

(b)

Figure 1.14: Spectral plot for A. arabiensis mosquito: (a) light absorbance pattern
for mosquitoes (b) plot for average absorbance by age at different wavelength

The Figure 1.14(a) shows the pattern of light absorbances collected from a
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sample of An. arabiensis mosquito. A look at Figure 1.14(a) shows that each
mosquito spectrum has two distinct jumps from 1000nm to 1001nm and from
1800nm to 1801nm [48]. They are measurement artefacts. The machine has three
separate detectors for sets of wavelengths, and the jumps occur as we move from
one detector to the next. The first detector measures absorbances at frequencies 350
- 1000nm, the second from 1001 - 1800nm, and the third from 1801 - 2500nm.
However, using a pre-processing of the spectra we can remove or reduce this
artefact. For our study, we use a log transformation [49] of the spectra that removes
heteroscedasticy from data and takes care of the artefacts. The Figure 1.14(b)
shows the average light absorbances for different age category mosquitoes. The clear
separation of the average absorbances indicates the ability of light absorbances in
differentiating the mosquito of different ages.

We test the predictive power of spectral frequencies in separating the ages of
the mosquitoes. We fit a ordinary least square regression of light absorbances at
frequency j on age, where j = 350, . . . , 2500. We want to check whether light
absorbance varies with the age of mosquito. Hence, we fit 2150 individual regression
models. We test the significance of the effect and calculate p-values for the
regression co-efficients from each of the models. The regression co-efficients (slopes)
and p-values are shown in Figure 1.15. In Figure 1.15(a), the regression co-efficient
(slope) from each model shows the effect of age on light absorbance and
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Figure 1.15(b) shows that the effect of light absorbances at many frequencies are
significant (below the horizontal line at p=0.05), indicating that the spectral
frequencies have the predictability in separating the ages of mosquitoes.

(a)

(b)

Figure 1.15: (a) Regression coefficients and (b) p-values for simple linear regression
model when the age of the An. arabiensis mosquito is regressed on each of the spectral
frequencies separately

Challenges of the NIRS Approach in Mosquito Age Grading

To relate spectral variables to the age of mosquitoes, the most frequently used
methods are principal component regression (PCR) [50] and partial least-squares
(PLS) [51] regression.

Using a PLSR method for predicting the Anopheles gambiae sensu stricto,
Mayagaya et al. [39] achieved an accuracy of 80% in predicting the age of Anopheles
mosquitoes, Sikkulu Lord et. al. [40] achieved an overall accuracy of 79%. with An.
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arabiensis and An. gambiae s.s., an accuracy of 89% and 78% were achieved
respectively in [5], while Milali et al. [46] achieved an accuracy of 89%. All the
studies showed very promising accuracy in classifying mosquito as young or old.
However, in predicting individual age, the studies produced significant bias as well;
ages of older mosquitoes were underestimated, and ages of younger mosquitoes were
overestimated as shown in Figure 1.16(b). The studies noticed a tendency to
overestimate the ages of 1-10 day old mosquitoes while the ages of mosquitoes more
than 10 days old tended to be underestimated [40]. All the studies considered a
linear relationship between age and spectra and used a single model to estimate the
age of the mosquitoes. Hence, instead of one model, if we try with change-point
model, one piece of the change-point model for younger mosquitoes and other for
older mosquitoes, the bias is expected to be reduced. With this approach, we also
introduce a sense of non-linearity by using change-point model as a piece-wise linear
model. However, to use change-point model, the challenge is to find an optimal
cutoff point (age).

To face this challenge and to reduce the bias, we propose a change-point
(CP) model. Hence, our objectives are to:

• develop an algorithm to estimate the change point. This change point can be
interpreted as the age at which the physiological growth of a female mosquito
changes, and
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(a)

(b)

Figure 1.16: High bias-ages of younger mosquitoes are overestimated and ages of older
mosquitoes are underestimated

• develop an algorithm for estimating the age of the mosquito based on our CP
model.

1.4

Organization of the Dissertation

We start with defining the problem for the knee OA study in Chapter 1 along with
OA projection methods. We also discuss the objectives and current state-of-art of
the problem. In Chapter 2, we explore some of the techniques used for ROI
detection, and we introduce a sliding window total intensity technique to identify
the ROI. We show the efficacy of our method and briefly describe the comparative
study between our method and existing methods. In Chapter 3, we explore some of
the feature extraction techniques, and we introduce novel features that are helpful
for the classification. We also highlight some feature selection strategies. Then, we
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describe briefly a random forest machine learning model, random forest, that is used
for classification problems. Finally, we compare our results with existing methods.

For the second project about mosquito age grading, we discuss the problem
and steps related to mosquito spectral study in Chapter 1. In Chapter 4, we explore
some of the techniques used for age grading, and we propose change-point based
model to estimate the age of the mosquitoes. We show the efficacy of our method,
and we briefly describe the comparative study between the proposed method and
existing methods. In Chapter 5, we discuss all the predictive analysis tools and
techniques used for this dissertation. We briefly discuss limitations of the proposed
methods. We conclude with a future direction of the study.
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CHAPTER 2
Automatic Localization of Joint Area (Region of Interest) in a Knee
X-ray Image

In image analysis, in many cases, it is of interest to detect and extract a
sub-region of an image. This extracted sub-region then can be used in numerous
applications. This sub-region is commonly called a region-of-interest (ROI). An ROI
can be any region in the image under consideration for a specific purpose. In the
computer vision literature, an ROI is used to identify regions with certain
importance for a specific task [52]. ROI is a sub-region of an image which contains a
snapshot of the whole image on which we want to perform some other operations.
An ROI can replace the original image because the main and key information is
contained in the ROI [53]. Hence, the accurate extraction of the region of interest is
very important.

For most medical images, doctors are interested mostly on the lesion area
because it contains the main information about the disease [53]. Based on this
lesion area, doctors diagnose the disease and formulate a treatment plan [53]. In
knee x-ray imaging, most parts of an x-ray image are background or irrelevant,
while only the area around the joint contains useful information for the purpose of
OA detection [3]. Hence, the area around the joint is the ROI in x-ray imaging. In
particular, for the knee x-ray inages, the ROI consists of the joint space, a
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sub-region of the tibial bone, and a sub-region of the femoral bone. Detection of an
ROI in the x-ray images is important for various reasons. The ROI ensures the
comparability among the images. In the full x-ray images, pixel-by-pixel comparison
may not be feasible or meaningful, because the images are not aligned properly. By
proper identification and detection of the ROI, only the joint space and the adjacent
area of the joint are preserved from all the images. Therefore, the ROI are more
similar across the images, a pixel-by-pixel comparison among the images is possible
and meaningful. Thus, comparisons among the images based on the ROI will be
reliable, accurate, and valid. Using an ROI reduces the size of the image for the
next step of analysis, hence reduces the computation cost. The accurate extraction
of an ROI not only can improve the retrieval efficiency, but also better classify the
pathological signs.

In this chapter, we discuss the importance of ROI detection and existing ROI
detection techniques with their limitations. Then, we present a novel and
computationally efficient method to detect the ROI.

2.1

Rationale for Localization of the Joint Area or Region of Interest

The aim of the knee OA study is to develop an automated method to classify the
level of OA severity. To achieve this goal, the first step is to automatically localize
the joint area or region-of-interest (ROI). When dealing with images, we focus on
the analysis of an ROI in the image, which can reduce the complexity of the
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analysis and amount of calculation. Focusing on an ROI also reduces the complexity
of working on heterogeneous images. A successful detection of the ROI improves the
image classification accuracy as well. However, the task of an efficient ROI detection
remains challenging.

While taking x-rays, it is extremely difficult, especially for the elderly, to
place the knee in the right poses for a time length until the x-rays are taken [3]. If
both left and right knee images needed, because of the differences in the adaptability
of the patients and their ability to position their knee in the proper position, and
their ability to hold these postures until the x-rays are taken, it is practically
difficult to replicate the procedure exactly. As a result, the position of the joint in
the x-ray images may vary significantly. From the discussions above, the main area
to consider for OA is the joint. Hence, the region of interest from an image for
classifying the OA severity is the knee joint. However, since in every x-ray image
the joint can show up at various image coordinates as shown in Figure 2.1, a joint
identification is needed to locate the joint and separate it from the rest of the image.
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Figure 2.1: Joint of the knee appears in different position in the image

By localizing the joint, i.e., the ROI, and separating it from the rest of the
knee, we are able to reduce the size of the images without losing much information,
and thus reduce the computational load because of the reduced dimension.

Our algorithm detects the ROI and separates the ROI from the rest of the
image. Based on the detected ROI, we classify knee OA severity. In Section 2.2, we
review an ROI detection technique, and then we propose our algorithm of detecting
the ROI in Section 2.3.

2.2

Automatic Detection and the Extraction of the Knee Joints

Image segmentation and ROI detection are very important in image analysis study.
To identify the object in the image, ROI detection has been applied in many areas.
Automatic detection and extraction of the knee joint area (i.e., the ROI) from the
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knee x-ray imaging is an important step for automated OA diagnosis. Many studies
have been accomplished to develop an automatic ROI detection by using image
segmentation techniques [54] including: pixel based methods, region based
approach, boundary based approach, model-based approach, and combination of
algorithms [53]. Likewise, many approaches have been developed to detect ROIs in
the knee x-ray images [3; 4; 24; 55; 56; 57; 58; 59]. To detect an ROI from x-rays,
manual [56; 58], semi-automatic [55], and fully automatic [3; 24; 57] methods have
been used.

To the best of our knowledge, the earliest automated technique for ROI
detection is the template matching method proposed by Shamir et al. (2009) [3]. In
the template matching method, the authors first selected the centers (a small region
in the middle of the image) manually from a set of 20 knee x-ray images, such that
each of the centers contains the knee joint. These 20 centers are the templates,
which are used to detect the center from a new image. On the upper left corner
(say, window block) of a new image, each of these templates is positioned, and an
Euclidean distance is calculated between the template and the window block. Then,
the window block is being moved across the image from left to right and top to
bottom in an overlapping way, and distances are calculated for each block. For one
window block in the new image, 20 Euclidean distances are calculated. By sliding
over the entire image, 20 × B = nd (B is the number of blocks in one image)
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distances are calculated. The window block that records the smallest Euclidean
distance out of the nd is determined as the center of the new image. Then, the
center is extended to the right-left and up-down to form the ROI of the image, and
this ROI is used for the automated classification of knee OA. Since each image
contains exactly one joint, and since the rotational variance of the knees are fairly
minimal, this method is believed to find the joint center. However, this process is
time consuming and does not guarantee always to detect the joint, if the image
quality is bad.

The search for a better and efficient approach is continuing in the field. In
this work, we propose a novel approach inspired by the work of Shamir et al. [3],
but a better and simple one. In the next Section 2.3, we discuss our method to
detect ROI in the knee x-ray image.

2.3

Maximum Total Pixel Intensity Window (MTPIW) Method of
Detecting Region of Interest

Our proposed method is inspired from the work of Shamir et al. [3] using a template
matching technique. We modify their technique by introducing a simpler way of
detecting ROI, i.e., the knee joint. Instead of comparing with any previously
marked region, we use the basic concept of knee anatomic structure reflected on the
knee x-ray image. Generally, for a knee x-ray, the focus of the scan is the knee joint
space, the lower part of the tibial bone, and the upper part of the femoral bone.
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Because of the bony and non-bony regions, the pixel intensity values in the knee
joint space area are different from the pixel intensity values of the non-space area of
the knee. An abrupt change in the pixel intensity values is noticed from tibial bone
to joint space and joint space to femoral bone. We use this concept of abrupt
changes in the pixel intensity values in our approach to detect the ROI. The ROI
detection consists of two steps: converting the image into a binary image using a
Canny edge detection technique (Section 2.3) and using a shifted rectangular
window to search for the maximum total pixel intensity window. In the following
sections, we will describe in detail these two steps.

Image Preprocessing using the Canny Edge Detection

The Canny edge detector is an edge detection technique that uses a multi-stage
algorithm [60] to track a wide range of edges in an image, developed by John F.
Canny in 1986. Canny edge detection extracts useful structural information from an
image and converts the given image into a binary image [60]. The edge detector uses
the principal that the joint in the knee image presents an abrupt change in
brightness, and it contains horizontal edges. There is a sharp decline of pixel
intensity from the femur to the cartilage area (joint space) and then a sharp rise
from cartilage to tibia. The Process of Canny edge detection algorithm is applied in
5 steps [60]:
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• Apply Gaussian filter to smooth the image to remove the noise
• Find the intensity gradients of the image
• Apply a non-maximum suppression to remove the wrong or incorrect edges
• Apply double threshold to determine potential edges
• Complete the detection of edges by restraining all the other edges that are
weak and not connected to strong edges.

Figure 2.2: Canny edge detection algorithm converts grayscale image into binary
image

Once the edges are formed, the images become binary images having white
pixels on the edges and all other remaining pixels are black as shown in the
Figure 2.2. The binary images are then used to apply a window searching algorithm
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to find a rectangular window having the maximum total pixel intensity as the region
of interest, i.e., the joint of the knee in an image.

Maximum Total Pixel Intensity Window

Once the image is converted into a binary image using the Canny edge detection
algorithm, we apply our algorithm to detect the ROI. The steps of our algorithm are
summarized below in Figure 2.3.

Figure 2.3: ROI Detection from the binary image by a shifted window search mechanism

We use a rectangular window search mechanism to detect the ROI. With a
rectangular window block, we scan the entire binary image and calculate total pixel
intensity in each window. The window having the maximum total pixel intensity is
the center of the joint in the image. The size of the window block plays an
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important role in the detection of the knee ROI. The dimensions of the images used
in this dissertation are 224 × 224 pixels. We use the rectangular window of size
w × h, where w and h are the width and height of the window, respectively. The
width and height of the window are taken in such a way that it can capture the
joint space completely. We determine the width and height of the window
empirically from a set of 100 images selected randomly from healthy knee (OA0)
images. We have chosen only healthy knee images because in the healthy knee
images, the knee joint spaces are wider than the joint spaces of any other knee
images. Hence, the window that can capture knee joint centers from healthy knee
images can also capture the joint centers from any levels of knee images. After
examining 100 images, we determine width, w = 200 pixels. We discard 24 pixels
from both sides of the knee, as those are mostly background of the image. To
determine the height of the window, we have examined the distribution of total
pixel intensity across the rows and observed the abrupt changes.

As shown in the Figure 2.4 (left), the total pixel intensities across the rows
from the binary image are plotted against row numbers, and the corresponding
binary and grayscale images are placed above the plot horizontally to see the pixel
position of the abrupt changes in the image. As of Figure 2.4 (left) and from the
chosen 100 images, the maximum distance between two abrupt changes is found to
be 50 pixels. However, we have taken 60 pixels to be the height of the window to
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Figure 2.4: left panel: Total pixel intensities across the rows from the binary image
are plotted against row numbers, and the corresponding binary and grayscale images
are placed above the plot to determine the joint space gap; middle & right: a rectangle
of size 200 × 60 captures the joint completely

make sure that we do not loose any area in the joint space. Hence, the window is
able to capture the knee joint, covering the two edges, if done correctly, as shown in
the Figure 2.4 (right).
We use a 200×60 (width × height) rectangular box as a window to find the
center of the joint. With this window, we scan the whole knee image in an
overlapping way. We start with the upper left corner of the image (Figure 2.5-a)
and calculate the total pixel intensity from this window. Then, we move one pixel
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Figure 2.5: ROI detection process: (a:c) scanning the image with a window (red
rectangle) from upper left corner to the bottom right corner in an overlapping way,
(d) window having maximum total pixel intensity, (e) detected center converted into
grayscale, (f) extended center named ROI.

right and calculate the total pixel intensity, and we repeat the process until the
window scans the entire image (Figure 2.5-b:c). For an image, there are (width –
200) × (height – 60)=24×164=3936 possible overlapping positions to be scanned.
As the block search is done on the binary image, the total intensity value around
the center of the joint is supposed to be very high compared to any other region.
Out of all the searched windows, the window that gives maximum total pixel
intensities is considered as the center of the joint in the image (Figure 2.5-d). We
convert the binary image into grayscale image (Figure 2.5-e) and extend the center
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70 pixels upside and 70 pixels downside to make it square of size
200×200 (Figure 2.5-f) for the next step of the analysis.

The detected ROI plays the vital role for the classification accuracy of the
knee OA severity. Hence, it is very important to detect the ROI properly and
accurately. In the next Section, we discuss a method of evaluating the ROI.

2.4

Evaluation of Region of Interest Detection

Measuring the performance of the ROI detection techniques is not as simple as the
general classification problem. In the usual classification problem, the output is
either correct or incorrect. Then, we use sensitivity, specificity, and accuracy to
evaluate the performance of the classifier. However, for object detection, we cannot
say directly correct or incorrect, because in the object detection problem, it is
highly unlikely to identify or capture the whole object. Rather, a region of the
object is detected. Hence, the performance of the algorithm is evaluated by what
proportion of the object is detected.

We measure what proportion of the true object (region) is detected through
a bounding box technique. In the bounding box technique, one box is constructed
manually (with experience) as a ground-truth bounding box that captures the
object or region of interest (ROI). Then, with an algorithm, a predicted bounding
box is formed, and we measure how much of the ground-truth is captured by the
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predicted bounding box, as shown in Figure 2.6. We need to define an assessment
technique that can evaluate the predicted bounding boxes for highly overlapping
with the ground-truth.

Figure 2.6: An example of detecting a stop sign in an image. The predicted bounding
box is drawn in red while the ground-truth bounding box is drawn in green. Our goal
is to compute the Overlapping area (called IoU) between the boxes.
(https://www.pyimagesearch.com/2016/11/07/intersection-over-union-iou-for-object-detection)

To evaluate the object or ROI detection, the most commonly used method is
the intersection over union (IoU), which is also known as the Jaccard similarity
coefficient. The IoU is a statistic used to measure the similarity between sets [61].
IoU is an evaluation technique that quantifies the similarity between the predicted
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bounding box and the ground truth bounding box to evaluate how good the
predicted box is. Formally, the IoU measures the overlap between the ground truth
box and the predicted box over their union as shown in Figure 2.7.

Figure 2.7: The Intersection over Union calculation: the area of overlap between the
bounding boxes divided by the area of union or the ratio between the true positives
(TP) and true positives (TP), false positives (FP), and false negatives (FN)
(source: https://slideplayer.com/slide/12753498)

The IoU score lies between 0 and 1, the closer the two boxes, the higher the
IoU score. We also calculate the precision for the detected ROI, where precision
measures how accurate the detection is, i.e., what percentage of the detection is
correct.

IoU =

TP
,
TP + FP + FN

Precision =

TP
.
TP + FP

and
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2.5

Results

In this section, the results of the proposed ROI detection technique is demonstrated.
The accurate identification of ROI makes the automated diagnosis of knee OA easy.
ROI detection acts as a dimension reduction step. Hence, it reduces the calculation
cost and improves the likeliness of accurate classification of OA.

Results of ROI Detection

We use the intuitive prior knowledge of pixel distribution across the knee as shown
in Figure 2.4. We have successfully detected the ROI for all the images using the
proposed method discussed in Section 2.3. The ROIs of the images are well aligned,
and the joints are now appeared in the middle of each image. The pixel-to-pixel
comparison for image classification are now more meaningful and logical. The
resulting ROIs detected from the images are shown in Figure 2.8.

Intersection over Union Score of Region of Interest

To evaluate the performance of the proposed ROI detection approach, we generated
the ground truth ’ROI’ by manually annotating the knee joint centers (200×200)
pixels in a set of 100 randomly selected images with 20 images from each level of
OA. To make the generated ground truth reliable and accurate, we have read
literature on the knee and tried to understand the formation of OA. Then, we have
constructed the ground truth. In the second stage, we have checked our accuracy in
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Figure 2.8: Region of Interest detection for each level of knee OA.

generating the ground truth. To do so, we have selected the ground truth from the
same images multiple times and calculated our consistency. In this way, we have
achieved the consistency (IoU is more than 95%). Finally, we have constructed the
ground truth of the ROI. In the Figure (2.9 (0-4)), the detected and ground truth
ROI’s are shown. The Blue shaded area is the ground truth, the red shaded area is
the detected ROI, and the intersected area is the IoU.

We calculate the IoU and precision scores for the selected 100 images using
the technique as shown in Figure 2.7. The precision and IoU scores are given in
Table 2.1. The most commonly used threshold is 0.5, i.e., if the IoU ≥ 0.5, it is
considered a true positive [62]. In our approach, we find Precision ≥ 98% and
IoU ≥ 96% for all levels of OA knee images. The mean precision and IoU for the
100 images are 98.63% and 97.31%, respectively. We also compute the time required
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Figure 2.9: Intersection over union for each level of knee; the red box is the ground
truth, the blue box is the detected region, and the green shaded area is the overlapped
area of the two boxes.

to extract an ROI from an image using our MTPIW method and compare the time
required using template matching algorithm, as shown in Table 2.1. It takes about
0.70 second to extract ROI from an image using our MTPIW method and about
32.8 seconds for Shamir et al. [3] template matching method using 20 templates.
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Table 2.1: Precision and IoU score of ROI detection
Knee Type

Precision(%)

IoU(%)

OA0

98.80

97.64

OA1

98.47

97.01

OA2

98.60

97.25

OA3

99.93

97.90

OA4

98.33

96.75

Overall

98.63

97.31

Time needed

Time needed

to extract ROI

to extract ROI

(MTPIW Method)

(Template Matching*)

0.70 sec

32.8 sec

* Time required to extract ROI for one image using 20 templates in
Shamir et al. [3] template matching method.

2.6

Discussion

For automated diagnosis of knee OA grading, automated localization of the ROIs is
the first step. Our algorithm for knee localization is fast and simple. In our method,
we use the fundamental idea of a knee anatomy and structure of knee x-ray image
and transform that idea to generate an algorithm for detecting the ROI. In an x-ray
image, the joint space area is significantly different from the other areas of the knee.
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This difference is observable clearly in the vertical direction. The joint space in the
knee x-ray image is darker than the other parts of the image. From the knee
anatomy, we know that the femur bone is located just above the knee joint space,
and the tibia bone is located right below the joint space. Hence, the pixel intensity
jumps down and up before and after the joint space area in the vertical direction.

With this structure of the knee image, the window search mechanism is able
to find the window having maximum total pixel intensity in a binary image. As we
have converted the images into the binary images using the Canny edge detection
algorithm, the joint space is bounded by the strong edges. Therefore, the total pixel
intensities are very high in the window of joint space area among all possible
windows. Hence, the sliding window algorithm for searching the window having
maximum total pixel intensities is logical. There might be some other edges due to
image quality. However, the total pixel intensities for the window comprising joint
space and two edges still is very high.

As of Figure 2.5, the vertical shifting window to search from a binary image
is very accurate and easily understandable. Binarization of the images yields a high
chance of detecting the joint space. The Figure 2.8 displays that the detected ROIs
of each of the classes are done perfectly. The precision and IoU scores of each of the
OA levels, as shown in the Table 2.1, with average precision and IoU score 98.63%
and 97.31% respectively, support our claim and suggest the effectiveness of our

54
algorithm. Our method is very fast to extract ROI from images. Our MTPIW takes
about 0.70 second to extract ROI from an image whereas the template matching
algorithm of Shamir et al. [3] takes 32.8 seconds, which also establishes the
efficiency of our method.
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CHAPTER 3
Automated Knee Osteoarthritis Severity Grading

Knee osteoarthritis (OA) is one of the major health problems in many
countries in the twenty-first century [63]. A proper treatment plan is necessary
considering the physical and economical impact of OA. An efficient diagnosis of
knee OA is the first step towards a proper treatment plan. Having the limitations
and difficulties of a manual diagnostic process with a radiologist as discussed in
Section 1.2, it has become necessary to develop an efficient automated method to
classify the level of knee OA severity.

In this chapter, we review some of the existing automated knee diagnosis
techniques and propose a new OA classification method by developing new novel
features.

3.1

Techniques for Automated Knee Osteoarthritis Grading

Globally, x-ray imaging is the most common method for diagnosing OA severity.
Radiologists read the images to diagnose OA. However, with an increase in the
number of images and shortage of radiologists, it has become difficult to analyze the
images in time. Hence, an automated diagnosis technique is needed to classify OA
severity.

In the automated technique, instead of a radiologist, an algorithm is trained
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to read the images and classify OA severity from the images. This automated
method of knee OA severity classification is done either by a statistical modeling
techniques or by deep learning techniques.

In the statistical modeling approach, a statistical machine learning model
classifies the severity level of knee OA from the knee images based on some
characteristics of the images, called features, extracted from the images. A feature
is a numerical descriptor developed using pixel intensity values from the images. In
the x-ray images, the features represent the joint space narrowing, osteophytes
(bone spurs), or sclerosis, as shown in Figure 3.1. The features must have the ability

Figure 3.1: Joint space narrowing, osteophytes, sclerosis in a x-ray image

to distinguish images and are used as inputs into a model to classify knee images. In
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practice, a large number of features are constructed from an image, and then, only a
subset of relevant and important features are used to classify the knee OA severity
level. The subset of features are selected using statistical techniques. Shamir et al.
(2009) [3], Tiulpin et al. (2017) [4], Brahim et al. (2019) [64], and Kotti et al.
(2017) [65] have used different statistical techniques to classify OA severity.

In the deep learning (DL) approach, the images are used directly as inputs
for an algorithm. The algorithm itself creates features from the images and decides
which features are important and related to the levels of the images. Researchers
have less control or no control of the number of the features being created. The
most common DL techniques are convolution neural networks (CNN), recurrent
neural networks (RNN), auto-encoder and decoder network, reinforced learning, and
transfer learning. Tiulpin et al. (2018) [59], Gorriz et al. (2019) [12], Antony et al.
(2016) [24], and Antony et al. (2017) [10] have applied different deep learning
techniques to classify OA severity.

Both of the statistical and deep learning techniques have advantages and
disadvantages, and both can achieve a good classification accuracy in classifying the
knee OA severity. However, a consistent and reliable level of accuracy is needed for
the automated method to replace the radiologist. Even though the DL technique
has attracted the attention of researchers, the algorithm it uses is like a black-box,
and the features it constructs are hard to interpret.
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In this dissertation, we develop features that show good results to distinguish
OA severity levels from x-ray images. We further develop a statistical technique to
classify OA severity level using these features. First, we give a brief discussion of
some existing features in Section 3.2. Later, we discuss the new features for knee
OA classification in Section 3.3.

3.2

Existing Features for Automated Classification of Osteoarthritis

In the statistical model approach, the performance of the model in classifying OA
severity from x-ray images greatly depends on the constructed features. Generally,
the features represent the shape and texture of bones, cartilage, and joint space.
The features also are highlight on the bone deformities and/or osteophytes. In the
literature [3; 66; 67], many researchers have developed features related to image
classification. Some of the features are discussed below.

3.2.1

Commonly Used Features

In this section, we illustrate some of the widely used features for knee image
classification.

Moments Features

An image is divided into pixels. Intensities of these pixels convey information about
an image. An image moment is a certain weighted average of the function of pixel
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intensities. Moments, especially first four moments: mean, standard deviation,
skewness, and kurtosis, are widely used in image processing and pattern recognition
analysis [66]. These moments are computed in different directions usually at 00 , 450 ,
900 , 1350 by dividing the image into clusters, as shown in Figure 3.2. In the
Figure 3.2, an image is divided into 5-clusters, and four moments are calculated
from each cluster. Hence, in each direction, 4 × 5 = 20 moments features are
created. These moments features were used in several studies [3; 67].

Figure 3.2: First four moments are calculated at four directions with 5-clusters
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Zernike Features

Teague [68] proposed Zernike moments for image analysis, hence the name Zernike
features. Zernike moments are based on orthogonal Zernike polynomials. Zernike
polynomials, derived by Fritz Zernike (winner of the 1953 Nobel Prize in Physics) in
1934, are a set of functions that are orthogonal over the unit circle [69; 70]. The
Zernike features are useful for describing the shape of an image. The Zernike
features have many desirable properties such as robustness to noise, rotation
invariance, efficiency, fast computation, and multi-level representation for describing
the shapes of patterns [69]. Zernike features were used in Shamir et al. (2009) [3].
We use the R package “IM” to construct Zernike features.

Tamura Texture Features

In general, texture defines the consistency of patterns and colors in an image such
as rough-smooth, hard-soft, and fine-coarse. It gives information about the spatial
arrangement of intensities in a selected region in an image [71]. Texture is an entity
consisting of mutually related groups of pixels and it has many different dimensions.
Tamura features, developed by Tamura et al. [72], are based on human visual
perception and are computed from the image [71]. Coarseness, directionality, and
contrast of an image are the Tamura features, which were also used in Shamir et al.
(2009) [3]. Coarseness measures the image graininess (roughness or noisy) and is
calculated as the average of the largest window sizes needed to identify the texture
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elements centered at different pixel positions. Directionality identifies the presence
of any vertical, horizontal, or diagonal pattern in an image. It illustrates how the
texture in the image is clustered along any particular direction. Contrast evaluates
how gray-level pixel intensities vary in the image and to what degree their
distribution is biased to black or white.

Gray Level Co-occurrence Matrix (GLCM) Feature

Gray level co-occurrence matrix (GLCM) also called the Haralick feature, is one way
of using texture to quantify an image, invented by Haralick in 1973 [73]. GLCM is a
statistical method that examines texture using the spatial relationship of pixels, also
known as the gray-level spatial dependence matrix. GLCM is built on the joint
probability distributions of pairs of pixels. GLCM uses the adjacency concept in
images, which shows how often at a pixel located at a fixed geometric position, each
gray level occurs relative to each other pixel [74]. The GLCM is a square matrix
with dimension Ng , where Ng is the number of gray levels in the image. The
elements of GLCM, E[i, j], are created by counting the number of times a pixel with
value i is positioned beside to a pixel with value j. Then, the matrix is divided by
the total number of such comparisons made, so that each element of the matrix
measures the probability that a pixel with value i is placed adjacent to a pixel of
value j [75]. Since contiguity can happen in each of the four directions in pixel
image such as horizontal, vertical, left and right diagonal, as shown in Figure 3.3,
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four such matrices are calculated. From these four matrices, numeric features are
created to represent the texture in an image [73; 76; 77; 78]. The Haralick texture
features are computed by the Bioconductor R package EBImage [79].

Figure 3.3: GLCM looks for the number occurrences of pairs of pixels in any specific
direction of adjacency. As an example: in a given input image, pixel value 1 and 2
occurs twice in the horizontal direction in the image and hence GLCM records it as
two.

Grey-Level Run Length Matrix (GLRLM) Features

The GLRLM is a technique for extracting higher order statistical texture features
described by Galloway [80] in 1975. Rather than looking at pairs of pixels, the
GLRLM looks at runs of pixels. GLRLM searches for how many pixels of a given
grey value occur in a sequence in any given direction. The elements of GLRLM,
P (i, j), represent the number of runs with pixels intensity value equal to i and
length of run equal to j along a given direction [81]. The GLRLM gives the size of
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homogeneous runs for each grey level. This matrix is computed for the 4 different
directions; horizontal, vertical, left, and right diagonals, as shown in Figure 3.4.
From the GLRL matrices, a set of texture features [80] are computed by the
Bioconductor R package EBImage [79].

Figure 3.4: GLRLM looks for the length of any specific gray-level in any given direction. For example: in a given image in the first row, the length of pixel value 1 in
the horizontal direction is 3, and it occurs once. Hence, the number of length of run
3 for pixel 1 is 3

Grey-Level Zone Length Matrix (GLZLM) Features

The GLZLM, also called the Grey Level Size Zone Matrix (GLSZM), is an advanced
statistical matrix used for texture characterization [82; 83]. It provides information
on the size of homogeneous zones for each grey-level in all directions together and
gives a statistical representation using the estimation of a bivariate conditional
probability density function of the image distribution values [82]. Hence, it looks at
zones that are connected in a single group of a given grey value and finds of how
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many pixels are in the group. This matrix is computed by searching all the four
directions; horizontal, vertical, left, and right diagonals, as shown in Figure 3.5. The
rows of the GLZLM represent grey levels in the image, and the columns represent
the sizes. Element E(i, j) of GLZLM corresponds to the number of homogeneous
zones of size j with the gray level intensity i in an image [82]. From the GLZL
matrices, a set of texture features [83] are computed by the Bioconductor R package
EBImage [79].

Figure 3.5: GLRLM looks for the size of the area of any specific gray-level in any
direction. For example: in a given image, the size of the area of gray-level pixel value
4 is 5, and it occurs once. Hence, GLRLM records it as 1 for gray-level 4 with size 5.

Histogram of Oriented Gradients Features

The Histogram of Oriented Gradients (HOG) is a set of features applied in
computer vision for image processing that focuses on the structure or the shape of
an object (knee joint in our case). The HOG feature calculates the occurrences of
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gradient orientation in specified portions of an image. Robert K. McConnell [84]
first explained the ideas behind HOG in a patent application. The feature turned
out to be used extensively when Navneet Dalal and Bill Triggs [85] presented their
work on HOG features for pedestrian detection in static images at the Conference
on Computer Vision and Pattern Recognition (CVPR). HOG splits an image into
numbers of small squared cells and computes a histogram of oriented gradients in
each cell. From each cell, it returns a feature by normalizing the gradients using a
block-wise pattern. Hence, the number of features created in HOG method depends
on the number of small split cells.

We have used the region of interest (ROI) to construct features extracted
from the full images, as described in Chapter 2. We extracted the above features
from a set of 5778 ROI from 5778 x-ray images from the Osteoarthritis Initiative
(OAI) data base to use on statistical models to classify the knee OA severity level.
Like studies [3; 4; 65; 64] using the above features in statistical model to predict the
knee OA severity level, we got a maximum accuracy about 80%. To get a better
accuracy, we propose a new set of features based on the joint space width
narrowing, one of the key symptom of having osteoarthritis. We develop the
algorithm to construct features from the ROI of the knee x-ray images to determine
the knee joint width.
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3.3

Features based on Pixel Intensity Difference for Joint Space
Narrowing Features

Most of the studies on knee image classification problems use either texture or
shape of the knee image, which can represent the bone deformities or osteophytes.
However, so far we have not found any work linking features representing the joint
space narrowing, even though joint space narrowing is one of the key components of
having knee osteoarthritis. Moreover, researchers acknowledged that the set of
features is not complete [3]. However, joint space narrowing represented by joint
space width (JSW) or joint space area (JSA) are difficult to calculate from x-ray
images. Although the space between the tibial-femural joints are visible in the x-ray
image, it is not easy to calculate. This gives us the motivation to develop new
features representing the joint space narrowing. We develop features representing
JSW using the pixel intensity differences in the image.

In this study, we develop some new features that essentially represent the
radiographic features “joint space narrowing” of OA. Using image segmentation
techniques, we segment the joint space and measure the JSW at various points in
the joint along with JSA. These features, along with existing texture and shape
features, have the potential to make the knee OA severity classification more
accurate.
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3.3.1

Calculating Joint Space Width

Our proposed features are developed based on the principal that vertically, there is
a sharp decline of pixel intensity from the femur bony area to the cartilage area
(joint space) and then a sharp intensity rise from the cartilage area to the tibia
bony area, as shown in Figure 3.6. An image is a sequence of numbers arranged in

Figure 3.6: The gray level variation in a knee x-ray image

a particular order. Each number represents the value of the pixel intensity at a
particular position in the image. For a grey image, such as x-ray images, the pixel
intensity values lie between 0 and 255, where 0 represents the black (dark) and 255
represents the white (bright) color.

We develop an algorithm to find the point of sharp decline of pixel intensity

68
and the point of sharp rise of pixel intensity. Once the points of sharp decline and
rise are identified, the distance between these two points is the width of the joint
space. We construct the features from an ROI which is a 200 × 200 pixels matix.
Let Iij be the pixel intensity value of an ROI at ith and j th column, where
i, j = 1 . . . 200. The pseudo-code to calculate the joint space width is described in
the pseudo-code below.

Algorithm: Pseudo-code to calculate Joint space width
For any image in ROI: Pixel Intensity Iij , i = 1, . . . , 200; j = 1, . . . , 200,
At any column, j = 1, . . . , 200
Calculate row differences dij = I(i+1)j − Iij , for i = 1, . . . , 199
Find Mnj = Min(dij )
j th point on the upper boundary
Find Mxj = Max(dij )
j th point on the lower boundary
Calculate JSWj = |M nj − M xj |
width at column j
Connect all Mnj , for j = 1, . . . , 200
Connect all Mxj , for j = 1, . . . , 200
JSWj ,

for j = 1, . . . , 200 are the joint space widths at column j

In a knee x-ray image, the femur and tibial bony areas are brighter (whitish),
so the pixel intensity values are higher or closer to 255, and the joint space area is
darker with intensity values lower or closer to 0. From the femoral bony area to the
joint space area, there is a sudden drop of magnitude in pixel intensities, and from
joint space area to tibial bony area, there is a sudden jump in intensity. The vertical
pixel intensity differences among successive rows capture these drops and jumps.
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At any column of the ROI, a maximum difference is observed at the point of
the upper edge of the knee joint, and a minimum difference is observed at the point
of the lower edge of the knee joint. We identify these two points as the upper and
lower boundary points of the knee joint space, respectively, as shown in
Figure 3.7(a) (marked as red solid triangles).

(a) mark boundaries of the joint space

(b) connect all the points in the boundaries

Figure 3.7: Boundary formation in the joint space in the knee x-ray image: a) marking
the upper (red) and lower (blue) edges of the joint, b) boundary lines by connecting
all the red points and blue points

We continue marking upper and lower boundary points for all the columns in
the ROI. Then, all the points at the top and bottom edges of the joint are
connected to get a line at the top (red line) and bottom (blue line) of the joint,
respectively, as shown in Figure 3.7(b). The red and blue lines define the boundary
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of the joint. At any column of an ROI, the distance between the upper boundary
point and the lower boundary point is the width (in pixels) of the joint space.

3.3.2

Joint Space Width (JSW) Features

We use the ROIs of the knee images developed in Chapter 2 to construct the
features, and the size of the ROIs is 200× 200. Hence, from an image, 200 joint
space widths are calculated in 200 vertical positions as we slide from left to right
across the knee image. We divide the image into two equal halves as lateral and
medial compartments, as shown in Figure 3.8(a). The function and load of medial
or “inside” compartment of the knee is much different than the lateral or “outside”
compartment of the knee [86]. Hence, the joint space narrowing can be observed
differently in the two compartments of the knee. That is why we calculate the joint
space width separately from each compartment to better understand the knee
osteoarthritis. Based on the boundary of the joint space of a knee formed by our
algorithm, we develop the following features linked to the joint space narrowing.

1. Minimum joint space width in the lateral compartment (MnJSWL)
2. Maximum joint space width in the lateral compartment (MxJSWL)
3. Average joint space width in the lateral compartment (AJSWL)
4. Minimum joint space width in the medial compartment (MnJSWM)
5. Maximum joint space width in the medial compartment (MxJSWM)
6. Average joint space width in the medial compartment (AJSWM)
7. Area in the joint space (JSA)
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We compute the minimum, maximum, and average joint space width from each
compartment of the knee to construct the features: minimum joint space width in
the lateral compartment (MnJSWL), maximum joint space width in the lateral
compartment (MxJSWL), average joint space width in the lateral compartment
(AJSWL), minimum joint space width in the medial compartment (MnJSWM),
maximum joint space width in the medial compartment (MxJSWM), and average
joint space width in the medial compartment (AJSWM). We also compute the joint
space area (JSA) by counting the total number of pixels in the joint space bounded
by the red and blue lines, the blue shaded area as shown in Figure 3.8(b).

Figure 3.8: JSA and JSW of the knee space, (a) JSW is calculated from lateral and
medial side of the knee separately, (b) JSA is the blue shaded area, measured by
counting the number of pixels in the region
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The JSN is directly related to the severity of the knee OA. However, the JSN
can occur on either side of the knee. Hence, measuring the joint space width from
both sides of the knee images ensures detection of JSN. If the measurements are
done correctly, we should observe a decrease in each of the width measurements as
the grading of OA goes higher. Hence, JSA is expected to be lower for higher levels
of OA and higher for lower levels of knee OA images.

Black Pixel Ratio (BPR) in the Knee Image

The BPR is another feature to identify the images based on the levels of OA. The
joint space decreases as the levels go up. Hence, the brighter area gets larger for the
images with higher levels of OA. The BPR monitors this changes across the images
of different levels. We construct three features using the BPR. The proportion of
darker pixels in the lateral compartment, medial compartment, and in the entire
image, i.e., the ROI, are calculated to construct features: lateral black pixel ratio
(LBPR), medial black pixel ratio (LBPR), and black pixel ratio over the whole ROI
(WBPR).

Similarity Coefficient

From the given ROI, we calculate the similarity coefficient (SC) as a measure of how
similar the lateral and medial compartment are. If the image of the ROI is folded in
the middle vertically, as shown in Figure 3.9, then the similarity coefficient
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quantifies the similarity (or dissimilarity) between the two compartments. The two
compartments of the ROI are supposed to be more similar for less affected knees
and less similar for the more affected knees. Let xij be the ith pixel intensity in the

Figure 3.9: The similarity coefficient is calculated by folding the ROI image in the
middle vertically

the j th column of an ROI, where i = 1, . . . , 200 and j = 1, . . . , 200. Then, the
similarity coefficient is calculated as the sum of the squares of the pixel intensity
differences between the two compartments using Equation 3.1.

SC =

200 X
100
X

xij − xi(200−j)

2

(3.1)

i=1 j=1

The similarity coefficient should be lower for the images with a lower level of OA.
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Image Transformation

A transformed image often provides additional information that is difficult to
deduce when analyzing the raw pixels only [87]. Hence, image features are
computed not only on the raw images, but also on several transformed images. The
image features extracted from transformed images have been found highly effective
in classification of many image datasets [87]. In this dissertation, we have used a
Gaussian transformation [88] and a histogram equalisation transformation [89] of
the images and constructed all of the features from raw and from the transformed
images. However, our proposed features are developed only from raw images.

We have constructed a set of 183 features from an image using widely used
methods. We use two different transformations along with the original images.
Hence, the total number of features is 183 × 3 = 549. We propose 11 features
constructed using the pixel intensity difference technique, hence, called PID
features. Therefore, the total number of constructed features is 560.

From this large set of features, a small number of features will be used in the
model for the classification of knee OA severity. The feature selection technique is
discussed in Section 3.5. However, we are also interested to see how good our PID
features are. We check the reliability of the PID features using Fisher’s F-test
discussed in the next section.
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3.4

Test of Significance of the Proposed Features

In our x-ray imaging data analysis, we use an ANOVA technique to test the
significance of the proposed features. The significance of the feature can be
formulated as a multiple hypothesis testing problem. It provides a statistical test of
whether the means of several groups are equal. Using a multiple testing framework,
a procedure is developed to determine whether a feature can discriminate knee OA
severity levels. A multiple testing procedure is discussed below to test the statistical
significance of the features.
Let fijk be the ith value (from the ith image) of the j th severity level of the
OA of k th feature, where k = 1, 2, . . . , 11, j = 0, 1, 2, 3, and 4, and i = 1, 2, . . . nj , nj
being the number of images in the j th level of OA. Further, let µ̄jk =

P

Fijk
Nj

i

represent the population mean value of the k th feature in the j th level of knee OA.
Then, we define the hypotheses

Hk0 : µ̄0k = µ̄1k = µ̄2k = µ̄3k = µ̄4k ,

and

Hka : At least one of the means is different.

Now, we employ a one-way ANOVA technique to test the significance of the
k th feature. Let f¯.jk the the average value in the j th group of the k th feature, f¯..k is
the average value of the k th feature, nj is the number of observations (images) in the
j th group, and N is the total number of images. Then, the ANOVA calculates the
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test statistics
Fk =

between group variability
within group variability
P4

nj (f¯.jk −f¯..k )2
5−1
P nj
(fijk −f¯.jk )2

j=0

=

P4

j=1

.

i=1

N −5

The Fk -value reflects how separable images are in groups; OA0, OA1, OA2,
OA3, and OA4. The p-value (< 0.05) determines whether the differences between
the groups are significant. Applying the criteria of p-value < 0.05 for each
hypothesis leads to a large overlap error when testing multiple hypothesis [90]. To
reduce this error, a false discovery rate (FDR), the expected proportion of false
positives among all the hypotheses rejected [91], technique is used. The FDR
method detects as many significant hypotheses as possible by keeping a relatively
small number of false positives [92; 93]. Finally, using ordered p-values
[p(1) ≤ p(2) ≤ . . . ≤ p(11)], we select the significant features using the FDR
procedures [91].

Using the above criteria, if any feature is found significant, our analysis says
that average values across the groups of that particular feature are different.
However, we do not know which group(s) is (are) different. To find out which
group(s) is (are) different, we conduct a post hoc Tukey test for pairwise
comparison [94]. The Tukey test compares all possible combinations of pairwise
comparison of the levels of the knee. Using the Tukey test, if all pairs are found
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significant, then it can be said that the particular feature is significant in separating
the images according to the levels of knee OA.

Using the above technique, we test the importance of the PID features as
well as their ability to distinguish images according to the level of OA severity. We
have constructed a large set of features consisting of 560 features. Generally, in a
large set, all the features are not equally important and relevant. Moreover, using
all the features makes the model complicated, leads to overfitting problems, and is
computationally expensive. Hence, a small number of relevant features will be used
in the model for the classification of knee OA severity. The feature selection
technique is discussed in Section 3.5.

3.5

Feature Selection and Statistical Model for Image Classification

After extracting features from the images, the well known classifiers support vector
machine (SVM), random forest (RF), or artifical neural network (ANN) are used to
classify the images based on the extracted features. In image analysis problems,
very often the relevant features are unknown a priori, therefore, a large number of
candidate features are introduced to represent an image [95].

However, many of these features are either partially or completely irrelevant
to the target response. Hence, it is very important to select relevant and statistically
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significant features to use for the model for classifying the knee OA severity. Using a
feature selection strategy, we select the most relevant features for the model.

Feature selection reduces the running time of a learning algorithm and
complexity of a model by reducing the number of features. It also reduces the
overfitting problem and improves the accuracy of a model if the right subset of
features is chosen.

3.5.1

Hypothesis Test based Feature Selection

Our aim is to select a subset of the features that can be used in the statistical model
for knee image classification. We use test of hypothesis framework to select the
subset of features for the models [96; 97]. To test any feature k = 1, . . . , we define
the null hypothesis as the mean value of the k th feature is different between healthy
and OA (any level of OA1-OA4).
Let fh,ik be the ith value (from the ith image) of k th feature in the healthy
knee,i = 1, 2, . . . nh , nh being the number of images in the healthy group. And fOA,ik
be the ith value (from the ith image) of k th feature in the OA (osteoarthritic of any
level) knee where i = 1, 2, . . . nj , nOA being the number of images in the
osteoarthritic group, and k = 1, . . . , is the number of features. Further, let
µ̄healthy,k =

Pnh
i

fh,ik
nh

represent the population mean value of the k th feature in the

healthy knee, and µ̄OA,k =

PnOA
i

fOA,ik
nOA

represent the population mean value of the
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k th feature in the osteoarthritic knee. Then, we define the hypotheses

Hk0 : µ̄healthy,k = µ̄OA,k

and

Hka : µ̄healthy,k 6= µ̄OA,k .

Using the student t-statistic [98], we test the hypothesis and compute p-value
against t-statistic value. Any feature earning p-value less than or equal to 0.05 is
considered as a significant feature.

3.5.2

Random Forest Model for Classification

Random forest is an ensemble learning technique for classification and regression,
proposed by Ho in 1995 [99], where the ensemble learning is a process that uses
multiple models to predict an outcome and combines the predictions of each
model [100]. The random forest model makes predictions by combining decisions
from a number of base models, where each of the base models is a simple decision
tree [101]. The fundamental idea behind a random forest is that individually,
predictions made by an individual decision tree may not be accurate, but by
combining them, the predictions are more accurate and closer to the true value on
average. In random forest model, all the base models are constructed independently
using a different sub-sample of the data, which ensures that the random forest
model does not count on any individual feature too heavily. In addition, the random
sampling of the observations in building trees (base models) adds a further element
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of randomness that prevents overfitting. Random forest is able to handle the
non-linear relationship between the features and the target. One of the biggest
advantages of a random forest model is that it has an in-built validation mechanism.
Each tree in random forest selects a sub-sample, only a percentage of the data, and
rest of the data is used for validation. The model calculates accuracy from
out-of-bag samples, where the out-of-bag samples are those not used for training a
specific tree. This out-of-bag acts as a proxy to use a separate test data set. Hence,
the accuracy can be considered as an unbiased measure of performance [101].

A Random forest model also identifies the variables that have the most
predictive power [102]. Variables that are highly important have a significant
impact on the outcome values [100], and random forest model can identify those
variables. Hence, a random forest model can be used for variable selection as well.
Because of these features of random forest model, it has been used widely in image
classification problems, and we also use a random forest model in our image
classification problem.

Model Assessment

To assess the accuracy of the random forest results, we compute the sensitivity,
specificity, and accuracy of the random forest model from the testing set. We split
the data into two sets: a training set with 70% of the data and a test set with 30%
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of the data for each category of the images. We develop a model on training data
and predict for the test set.

To compare normal knee images (OA0) with mild osetoarthritic knee images
(OA2), the sensitivity of the model is the ability to classify OA2 images correctly,
the specificity is the ability of the model to classify OA0 images correctly, and the
accuracy is the ability of the model to correctly identifying the images. Let true
positive “TP” be the number of images correctly predicted as OA2, true negative
“TN” be the number of images correctly predicted as OA0, positive “P” be the
total number of true OA2 images, and negative “N” be the total number of true
OA0 images. Then, the sensitivity, specificity, and accuracy are

Sensitivity =

TP
P

Specificity =

TN
,
N

Accuracy =

(3.2)
and

T P + NP
P +N

(3.3)
(3.4)

We also use a ROC curve and AUC to check the classification ability of the model.
An ROC curve (receiver operating characteristic curve) is a graph showing the
performance of a classification model at all classification thresholds. The AUC
(Area under the ROC Curve), also known as AUROC (Area Under the Receiver
Operating Characteristics), provides a measure of how much a model is capable of
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distinguishing between classes. The AUROC simply represents the degree or
measure of separability.

3.6

Results - Significance of Features

We have used 5778 x-ray images from a publicly available OAI database in this
study grouped into five categories according to the level of OA severity. We have
extracted the ROI from each image and constructed PID features. In this section,
we discuss the significance of the PID features in terms of discriminating ability into
different levels of knee OA severity. We provide both graphical and numerical
approaches.

3.6.1

Significance of the Proposed Features

We perform different techniques to test the significance of the proposed features. To
begin, we use summary statistics for each of the features and monitor how the
maximum, minimum, and 95% confidence interval changes across the levels of OA.
Then, we show graphically by presenting the box plot for each of the proposed
features to see how the distribution of each feature changes. Finally, we perform
ANOVA test and check whether the mean values for a feature in each of the OA
categories are equal.
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Significance of Lateral Minimum Joint Space Width (LMnJSW)

The Table 3.1 shows the summary of the minimum width space in the lateral side of
the knee with 95% confidence intervals of the mean LMnJSW in each knee category.
Figure 3.10 shows the box plot of LMnJSW across five levels of knee OA.

Table 3.1: Summary of LMnJSW
Knee Grading

Minimum

Maximum

95% CI

OA0
OA1
OA2
OA3
OA4

8.00
6.00
5.00
4.02
1.05

23.26
21.38
17.96
13.93
11.99

11.00 ± 4.06
10.61 ± 4.90
10.17 ± 5.50
7.97 ± 4.68
5.79 ± 6.68

Figure 3.10: Box plot of the LMnJSW across OA levels
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Figure 3.10 and Table 3.1 give an overall indication of the ability of this
feature to separate the knee images according to the level of OA severity. We
perform an ANOVA test of whether the means of the minimum width space in the
lateral compartment of the knee across the groups are equal. We set the hypothesis
Ho : The average LMnJSW across the groups are equal.
Ha : At least one of the Mean LMnJSWs is different from the others.
The F -statistic (F = 496.3, p < 0.0001) indicates that we reject the null
hypothesis and conclude that there are differences in means of the five groups of
LMnJSW. However, we do not know which pairs of groups are significantly different.

To compare pairwise groups, we conduct a post hoc Tukey test. The Tukey
test performs ten comparisons to compare the mean of each level of OA to the mean
of every other level of OA.

The Table 3.2 gives the difference in means, confidence levels (lwr-lower and
upr-upper), and the adjusted p-values for all possible pairs. The confidence levels
and p-values show the significance between-group difference for all pairs.
Figure 3.11 shows the 95% confidence interval of the mean differences of the pairs
from the Tukey test. A confidence interval containing 0 (zero) indicates no
significant difference.
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Table 3.2: Tukey multiple comparisons of means of LMnJSW
Comparison
OA0 - OA1
OA0 - OA2
OA0 - OA3
OA0 - OA4
OA1 - OA2
OA1 - OA3
OA1 - OA4
OA2 - OA3
OA2 - OA4
OA3 - OA4

Mean Difference
-0.368
-0.819
-3.008
-5.187
-0.451
-2.639
-4.819
-2.188
-4.368
-2.179

lwt
-0.579
-1.007
-3.246
-5.639
-0.678
-2.910
-5.289
-2.442
-4.828
-2.663

upr
-0.158
-0.631
-2.769
-4.735
-0.224
-2.369
-4.349
-1.935
-3.908
-1.696

p-adj
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

Figure 3.11: Tukey’s simultaneous 95% CIs for differences of means for LMnJSW
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Significance of Medial Minimum Joint Space Width (MMnJSW)

Table 3.3 shows the summary of the minimum width space in the medial side of the
knee, and Figure 3.12 shows the box plot of MMnJSW across five levels of knee OA.

Table 3.3: Summary of MMnJSW
Knee Grading

Minimum

Maximum

95% CI

OA0
OA1
OA2
OA3
OA4

9.01
6.11
5.00
4.02
1.09

24.52
22.12
19.97
16.99
12.99

15.23 ± 5.64
14.75 ± 5.30
14.02 ± 6.01
12.71 ± 6.02
8.03 ± 5.89

Figure 3.12: Box plot of the MMnJSW across OA levels
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Figure 3.12 and Table 3.3 give an overall indication of the ability of this
feature to separate the knee images. We perform an ANOVA test of whether the
means of the minimum width space in the medial side of the knee across the groups
are equal. We set the hypothesis
Ho : The means of MMnJSW across the groups are equal.
Ha : At least one mean MMnJSW is different.
The F -statistic (F = 319.9, p < 0.0001) indicates that we reject the null
hypothesis and conclude that there are differences in means of the five groups of
MMnJSW. However, we do not know which pairs of groups are significantly
different.

To compare pairwise groups, we conduct a post hoc Tukey test. The Tukey
test performs ten comparisons to compare the mean of each level of OA to the mean
of every other level of OA.

Table 3.4 gives the difference in means, confidence levels, and the adjusted
p-values for all possible pairs. The confidence levels and p-values show the
significance between-group difference for all pairs. Figure 3.13 shows the 95%
confidence interval of the mean differences of the pairs from the Tukey test. A
confidence interval containing 0 (zero) indicates no significant difference.
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Table 3.4: Tukey multiple comparisons of means of MMnJSW
Comparison
OA0 - OA1
OA0 - OA2
OA0 - OA3
OA0 - OA4
OA1 - OA2
OA1 - OA3
OA1 - OA4
OA2 - OA3
OA2 - OA4
OA3 - OA4

Mean Difference
-0.495
-1.218
-2.530
-7.206
-0.723
-2.036
-6.711
-1.313
-5.988
-4.675

lwt
-0.762
-1.456
-2.833
-7.779
-1.011
-2.379
-7.307
-1.634
-6.572
-5.288

upr
-0.228
-0.979
-2.228
-6.632
-0.435
-1.693
-6.115
-0.992
-5.405
-4.063

p-adj
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

Figure 3.13: Tukey’s simultaneous 95% CIs for differences of means for MMnJSW
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Significance of Joint Space Area (JSA)

Table 3.5 shows the summary of the JSA of the knee, and Figure 3.14 shows the box
plot of MMnJSW across five levels of knee OA.

Table 3.5: Summary of joint space area
Knee Grading

Minimum

Maximum

OA0
OA1
OA2
OA3
OA4

2501
2003
1800
1503
424

4602
3799
3450
3197
2695

Mean (95% CI)
3122
2958
2837
2523
1992

±
±
±
±
±

405.65
390.81
396.16
411.86
411.82

Figure 3.14: Box plot of the JSA across OA levels
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Figure 3.14 and Table 3.5 give an overall indication of the ability of this
feature to separate the knee images. We perform an ANOVA test of whether the
means of the JSA of the knee across the groups are equal. We set the hypothesis
Ho : The average JSA across the groups are equal.
Ha : At least one average JSA is different from the others.
The F -statistic (F = 775.6.9, p < 0.0001) indicates that we reject the null
hypothesis and conclude that there are differences in means of the five groups of
JSA. However, we do not know which pairs of groups are significantly different.

To compare pairwise groups, we conduct a post hoc Tukey test. The Tukey
test performs ten comparisons to compare the mean of each level of OA to the mean
of every other level of OA.

Table 3.6 gives the difference in means, confidence levels, and the adjusted
p-values for all possible pairs. The confidence levels and p-values show the
significance between-group difference for all pairs. Figure 3.15 shows the 95%
confidence interval of the mean differences of the pairs from the Tukey test. A
confidence interval containing 0 (zero) indicates no significant difference.
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Table 3.6: Tukey multiple comparisons of means of JSA
Comparison
OA0 - OA1
OA0 - OA2
OA0 - OA3
OA0 - OA4
OA1 - OA2
OA1 - OA3
OA1 - OA4
OA2 - OA3
OA2 - OA4
OA3 - OA4

Mean Difference
lwt
-164.46
-199.39
-284.92
-316.09
-599.25
-638.79
-1130.56
-1205.57
-120.47
-158.17
-434.80
-479.67
-966.10
-1044.06
-314.33
-356.34
-845.63
-921.98
-531.30
-611.43

upr
-129.53
-253.76
-559.72
-1055.55
-82.76
-389.92
-888.14
-272.32
-769.29
-451.18

p-adj
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

Figure 3.15: Tukey’s simultaneous 95% CIs for differences of means for JSA
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3.6.2

Discussion of the Significance of the Proposed Features

The proposed features are found highly efficient in separating the knee images
according to the severity levels of OA. We have displayed three of the most
important features from our proposed set of 11 features. The box plots of LMnJSW,
MMnJSW, and JSA (Figure 3.10, 3.12, and 3.14) show the distributions in each
knee category are different for all the three showed plots. The summary of the
features, as shown in Tables 3.1, 3.3, and 3.5 highlight the distribution of the
features across the levels of knee OA. The 95% CIs of the features indicate that the
values of the features are quite different across the knee OA levels. The box plots
and the summary tables indicate that the proposed features have the power to
differentiate levels of OA. We have showed for three features from our proposed set,
however, we have gotten very similar pattern for all of the proposed joint space
based features. However, the pixel ratio and similarity coefficient have not shown
any differences among the categories in box plots.

We further investigate the discriminating power of the features using the
F-test in an ANOVA setting. We test the null hypotheses that there is no difference
in mean feature values among the five groups against the alternative that at least
one mean is different. For each of the three shown features, the F-test rejects the
null hypotheses and establishes that the features are significantly different among
the groups. The F-test support the effectiveness of the features. However, as the
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F-test does not say which groups are different, we perform a post hoc test for all
three features. For the features LMnJSW and JSA, the means are found
significantly different between all pairs of the levels (Tables 3.2 and 3.6 and
Figures 3.11 and 3.15).

Hence, it is now evident that the features LMnJSW, MMnJSW, and JSA are
capable in separating the knee images according to the corresponding levels of OA
based on the given data. We have found very similar results for LMxJSW, LAJSW,
MMxJSW, and MAJSW. However, LBPR, MBPR, WBPR, and Similarity
Coefficient are not found significant in the ANOVA analysis. One of our goals was
to check the efficacy of the proposed features in discriminating the knee images, and
we have found them (7 out of 11) to be significant. Now, we want to use our
proposed significant features together with existing significant features to classify
knee osteoarthritis.

3.7

Classification Results

The significance of the newly developed features are discussed above. In addition to
the proposed features, we have constructed more than 500 commonly used features.
Using stepwise-AIC, we select a set of significant features. We use all the significant
features (both from proposed and commonly used) in a random forest model to
classify knee osteoarthritis severity. We have conducted pairwise comparison to
distinguish osteoarthritic knee images from normal knee images, such as OA1 vs.
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OA0, OA2 vs. OA0, OA3 vs. OA0, and OA4 vs. OA0. However, to check the
ability of the proposed features to discriminate the images, we have performed all
combinations of pairwise comparison. Finally, we do multi-class comparisons among
different levels of knee OA.

3.7.1

Knee OA Classification Results

The results of the comparison among different levels of knee images are presented
below.

Healthy Knee (OA0) vs. Mild OA Knee (OA2)

The confusion matrix and accuracy measurements of classifying osteoarthritic knee
level-2 and normal (healthy) knee are given in Table 3.7. The sensitivity,

Table 3.7: Confusion matrix for healthy vs osteoarthritc level-2 knee
Predicted
Normal
osteoarthritc
Total
Sensitivity
Specificity
Accuracy
95% CI
P-value

Normal
603
24
627

True
osteoarthritc
128
283
411
68.9%
96.2%
85.3%
(83.1%, 87.5%)
<0.0001

Total
731
307
1038
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specificity, and accuracy for classification between OA2 and OA0 are 68.9%, 96.2%,
and 85.3%, respectively. The variable importance plot (Figure 3.16) shows the most
important variables in distinguishing OA2 knee images from OA0 knee images.

Figure 3.16: Plot of important variables for distinguishing OA0 and OA2 knee images
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The ROC curve (Figure 3.17) shows the performance of the model at all
classification thresholds, and AUC (or AUROC) provides the degree of separability
as 88.3%. A higher AUC value indicates a better performance of the model at
distinguishing between the case and control classes [103]. An area of around 90% is
considered as an excellent test [103].

Figure 3.17: ROC plot for classifying OA0 and OA2 knee images
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Healthy Knee (OA0) vs. Moderate OA Knee (OA3)

The confusion matrix and accuracy measurements of classifying osteoarthritic knee
level-3 and normal (healthy) knee are given in Table 3.8.

Table 3.8: Confusion matrix for healthy vs osteoarthritc level-3 knee
Predicted
Normal
osteoarthritc
Total
Sensitivity
Specificity
Accuracy
95% CI
P-value

Normal
619
8
627

True
osteoarthritc
30
175
205

Total
649
183
832

82.4%
98.7%
94.7%
(93.8%, 96.8%)
<0.0001

The sensitivity, specificity, and accuracy of classification between OA2 and
OA0 are 82.4%, 98.7%, and 94.7%, respectively. The variable importance plot
(Figure 3.18) shows the most important variables in distinguishing OA3 knee images
from OA0 knee images.
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Figure 3.18: Plot of important variable for distinguishing OA0 and OA3 knee images

The ROC curve (Figure 3.19) shows the performance of the model at all
classification thresholds, and AUC (or AUROC) provides the the degree of
separability as 98%.
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Figure 3.19: ROC plot for classifying OA0 and OA3 knee images

Healthy Knee (OA0) vs. Osteoarthritic Knee (OA 1, 2, 3, and 4)

The confusion matrix and accuracy measurements of classifying osteoarthritic knee
images of any level and normal (healthy) knee are given in Table 3.9. The
sensitivity, specificity, and accuracy of classification between healthy vs.
osteoarthritc knee images are 81.1%, 77.2%, and 78.9%, respectively. The variable
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Table 3.9: Confusion matrix for healthy vs osteoarthritc (level: 1-4) knee
Predicted
Normal
osteoarthritc
Total
Sensitivity
Specificity
Accuracy
95% CI
P-value

Normal
469
158
627

True
osteoarthritc
176
775
951

Total
645
933
1578

81.1%
77.2%
78.9%
(76.7%, 80.8%)
<0.0001

importance plot (Figure 3.20) shows the most important variables in distinguishing
osteoarthritc knee images from healthy knee images.
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Figure 3.20: Plot of important variables for distinguishing healthy vs. osteoarthritc
knee images

The ROC curve (Figure 3.21) shows the performance of the model at all
classification thresholds, and AUC (or AUROC) provides the the degree of
separability as 88%.
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Figure 3.21: ROC plot for distinguishing healthy vs. osteoarthritc knee images

3.7.2

Discussion of Knee OA Classification

The newly developed features are used in a random forest model as the inputs, and
the performance of the newly developed features is tested using the dataset
described in Chapter I, where the ground truth for the knee images is the manual
classification of the x-rays.

To understand knee OA, at first, we have compared normal knees (OA-0) as
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healthy and all other knees (OA-1, 2, 3, and 4) as osteoarthritic knees. This
comparison is important to diagnose an osteoarthritic knee, irrespective of its level
of severity. Table 3.9 shows the confusion matrix of comparing normal knee with
osteoarthritic knee and Table 3.9 shows the classification accuracy is 78.9%
(P<0.0001). The Table 3.9 also shows the sensitivity and specificity of detecting an
osteoarthritic knee are 81.1% and 78.9%, respectively. This can be important for a
potential practical use of the features since it is less likely to dismiss a positive x-ray
as normal.

In particular, the KL grade 2 of a knee is considered as an actual
osteoarthritic knee. Studies widely compare knees of grade 2 (mild) against grade 0
(normal) knees [7; 24; 58; 64]. The confusion matrix (Table 3.7) shows the
specificity of moderate OA detection is 96.2%, and the sensitivity is 68.9%, with an
accuracy of 85.3% to distinguish grade 0 or 2 level knee.

A similar comparison is performed to test the classification accuracy of KL
grade 3 (moderate OA) from KL grade 0 (normal). The KL grade 3 of a knee is
considered as an advance stage of osteoarthritis. Hence, it is important to classify it
correctly. Table 3.8 shows the classification metrics to classify between normal vs.
moderate. The accuracy is found more than 94.7%, while the sensitivity and
specificity are 82.4% and 98.7%, respectively. The higher percentage of specificity,
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i.e., identifying the normal knee is important to prevent mistreatment. If a normal
knee is identified as OA3, it would go for the treatment needed for OA3.

KL grades are visually more similar to each other in the early stages of OA,
and the classification accuracy improves as the difference between the KL grades
gets larger.

The variable importance plots (Figures 3.16, 3.18, and 3.20) detect the most
relevant features for the random forest model to classify the images as per their
classes. All three plots find our proposed seven features on the top. The proposed
features are found important to classify the images and contribute to improve the
correct classification of the knee images.

In this chapter, we discussed our algorithm to develop features and their
significance. We also discussed the classification technique for classifying knee OA
severity using our PID features.

With this, the first study of my dissertation is completed. The second second
study of my dissertation ‘mosquitoes age grading techniques’ is discussed in detail in
next chapter.
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CHAPTER 4
Age Grading of Mosquito using Near Infra-red Spectroscopy in a
Change-Point Approach

In Chapter 3, we discussed a predictive modeling technique to determine
automatically the knee OA severity level from knee x-ray image data. In this
chapter, we discuss a predictive modeling technique to determine the age of malaria
vector mosquitoes from near infra-red spectroscopy (NIRS) data, as discussed in
Section 1.3.

Knowing the age of a mosquito population is very important to control
mosquitoes and ultimately to eliminate malaria. Knowing the age distribution of a
mosquito population is important to evaluate mosquito control intervention
techniques. However, the methods of determining the age of a mosquito are not
simple. The dissecting technique discussed in Section 1.12 for classifying mosquitoes
into young or adult requires highly skilled personnel and time [35], and the method
itself can be misleading [36]. Recently developed non-invasive techniques for
estimating the age by using NIRS been found to be effective and efficient [39].

Current machine learning techniques for age grading of mosquitoes using
NIRS data produce high bias [40]: ages of the younger mosquitoes are overestimated,
and ages of the older mosquitoes are underestimated, as shown in Figure 1.16.

Figure 1.16 is generated from a partial least square regression (PLSR) model,
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assuming a linear relationship between age and spectral frequencies. Figure 1.16
indicates that instead of using one linear model for all ages, if we use at least two
models (one for a younger aged mosquitoes and one for older mosquitoes), the bias
might be decreased. However, to use two models, we need to divide the data into
two groups based on an ‘age’ in such a way that the relationship between age and
spectra before and after that ‘age’ is different. Moreover, the models would produce
minimum bias. We call this dividing point of ‘age’ a change-point.

In the literature, often the classification of a mosquito as young or old is
based on a cut-off age of ‘7-days’ (less than or equal to age of 7 days is considered
young, and more than 7 days is considered old) [39; 40; 46]. The mosquitoes of ages
above 7 days are considered to be associated with ability to spread disease [104].
This cut-off age is based on an approximate minimum age at which a mosquito can
have laid eggs, given the biology of mosquito and of parasites [35]. However, the
assumption of age based on laying eggs can be wronged, younger mosquitoes may
have laid eggs and older mosquitoes may not have laid eggs [36]. Hence, instead of
using the 7-days, we can estimate the best cut-off age from the spectra data for
classifying mosquitoes as young or old by applying the change-point idea. Based on
the change-point age, we classify the mosquito as young or old, leading to an
estimation of the age distribution of a mosquito population.

In Section 4.1, we introduce and review the concept of change-point widely
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used in the literature, and we develop a technique to detect the change-point. We
discuss an algorithm using the change-point technique for age grading of mosquitoes
in Section 4.2. The performance of the change-point model in estimating the age of
the mosquito population is discussed in Section 4.3.

4.1

Concept of Change-point

The analysis of identifying changes at unknown times and estimating the location of
change in a processes is referred to as change-point analysis [105]. A change-point
analysis is generally done on time-ordered data to identify whether any changes
have occurred. In statistical analysis, change-point detection tries to identify times
when the probability distribution of a process changes [106]. In general, the problem
concerns both detecting whether a change has occurred and identifying the times of
any such changes.

The area of the change-point analysis has been the subject of intensive
research over the past several decades. The subject has evolved considerably and
found applications in many different areas [105].

Change-point analysis was introduced in the quality control context. It also
has developed into a fundamental tool in the area of testing and estimation of
change in the patterns of a regression model [105]. The underlying assumption of a
regression model is that all data come from a single linear model. However, in many
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applications, the underlying model may change over time [107]. In monitoring the
health of control systems, the presence of a problem causes the system to change
from one model state to another model state [108; 109]. In building economic
growth models, various economic indicators follow different models in different time
periods as the economic growth pattern experiences operational changes over the
years [106]. In such applications, it is of interest to detect such changes in the
underlying model. In the regression literature, the change-point model also is
referred to as two- or multiple-phase regression or a broken-line regression [110].
Change-point regression analysis was described first by Quandt in 1958 [111; 112].
The idea to use change-point analysis in regression analysis is that the regression
slope(s) is not expected to be constant but to change suddenly at a time point [113].
In change-point regression, the expected value of the dependent variable or response
is assumed to have a different functional form in several regions of the explanatory
variable space [105].

Numerous methodological approaches have been implemented in examining
changepoint models [105]. If the location of the change-point is known, the
estimation of the parameters of the model is simple and straightforward. However,
if the location is not known, which is the case in most of the real-world situations,
the problem is no longer linear [113]. For an unknown change-point location, an
extra parameter “change-point” needs to be estimated, and the parameters are
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estimated through numerical optimization [113]. Sprent (1961) discussed the
estimation of piecewise linear models for detecting change-points [114]. The
piecewise linear models for detecting change-points uses a recursive technique by
dividing a given series into two sub-series repeatedly and then applying some
function on each sub-series to locate a change-point [115]. Our algorithm is based
on the work of Sprent (1961) [114] and Chong (2001) [115].

4.2

Change-point Regression

Let x = (x1 , x2 , . . . xp ) be the vector representing light absorbances at p number of
frequencies of a mosquito and y be the corresponding age of a mosquito. Further,
let Gτ − be the subset of a group of mosquitoes with age less than or equal to some
unknown age τ , i.e., Gτ − = {i : yi ≤ τ }, and let Gτ + be the subset of a group of
mosquitoes with age greater than age τ , i.e., Gτ + = {i : yi > τ }. We assume that
our observation follows the following model in a change-point framework:

y=





 β0 + β T x + 

for Group Gτ −




 δ0 + δ T x + ν

for Group Gτ + .

(4.1)

where  and ν are errors with E() = 0, Var() = σ2 and E(ν) = 0, Var(ν) = σν2 .
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Estimation of a Change-point

One of our objectives is to estimate the change-point in the spectra data. We will
estimate it in a regression frame. We observe the relationship between the spectra
and the age and how this relation changes over the ages of the mosquitoes. As
Figure 1.16 suggests, the relationship between spectra and the age of the mosquito
changes after a certain age at an unknown change-point age (= τ ), the model
changes from one form to another. Our objective is to estimate such a change-point.
Let xij be the light absorbance of ith mosquito at j th spectra, and yi be the
age of the ith mosquito, then we can write Equation 4.1 as:

yi = β0 + Σpj=1 βj xij + i ,
y i = δ0 +

Σpj=1 δj xij

+ νi ,

for i ∈ Gτ −
(4.2)
for i ∈ Gτ + ,

where i and νi , are independent errors, and βj and δj are the pre-change and the
post-change regression coefficients, respectively. Different modeling techniques can
be used to train Model 4.2. We use partial least square regression (PLSR) [116]. A
general discussion of PLSR is given below.
Suppose X is mean-centered n × p matrix of predictors and Y is
mean-centered n × m the matrix of outcome variables (in our case, rows of X are
the light absorbances and y is the age vector). If the predictors X are highly
collinear (multicollinearity problem), or when there are more predictors than
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observations p >> n, X is singular, and the regression approach is no longer
feasible. To avoid the multicollinearity and non-singularity, PLSR technique can be
used in practice. PLSR finds a set of linear combinations (called components or
scores) of X that are uncorrelated and also relevant for Y (if Y is univariate) or the
scores of Y (if Y is multivariate) [117; 118]. The PLSR technique reduces the
predictors to a smaller set of uncorrelated components that describe maximum
correlation between the predictors and response variables. Finally, least squares
regression is performed on these components instead of on the original data [51].
Hence, the PLSR model is considered as comprising of both outer relations
(decomposing X and Y separately) and an inner relation (relating both scores).
pT and qT are the loading vectors projected from the columns of the
matrices X and Y, respectively, and t and u are the the score vectors projected
from the rows of the matrices X and Y, respectively. PLSR searches for a set of
components (scores) that performs a simultaneous decomposition of Y from X with
the condition that these components (scores) explain as much as possible of the
covariance between Y from X [117]. To accomplish this target, a nonlinear iterative
partial least squares (NIPALS) algorithm, developed by Herman Wold [51], is
used [118]. NIPALS calculates the components (scores) one after another [118], as
follows:
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For each PLS component:
(1) set u = yj

for some j

In the X matrix:
(2) wT = uT X/uT u
(3) wTnew = wTold /||wTold ||
(4) t = Xw/wT w
In the Y matrix:
(5) qT = tT Y/tT t
(6) qTnew = qTold /||qTold ||
(7) u = Yq/qT q
(8)check for convergence.

If the score t does not change according to a pre-defined threshold from the
preceding iteration (step 4), then go to step 9, else go to step 2. If Y is one
dimensional, we can set q to 1; and steps 5-8 are omitted and no more iteration is
needed.

Calculate the X loadings and rescale the scores:
(9) pT = tT X/tT t
(10) pTnew = pTold /||pTold ||
(11) tnew = told /||pTold ||
(12) b = uT t/tT t.

The above process gives a routine for finding the first set of PLS
components. For subsequent components and vectors, we set
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X := X − tpT
Y := Y − uqT

and repeat the same steps. After a certain number of steps α, we get two score
matrices Tn×α and Un×α and another two loading matrices PTα×p and QTα×m .
PLS calculates as many components as there are predictors. However,
choosing an optimum number of components is important to avoid overfitting. To
select the optimal number of components, we use a cross validation (CV) technique
introduced by Stone (1974) [119]. The CV is performed by splitting the data into
k-fold subgroups, training the model with k-1 subgroups, and then predicting for
the remaining group [116; 120]. CV is a reliable way to determine the smaller set of
components in the PLSR model that provides the greatest predictive ability [121;
122].

The process of change-point estimation is described briefly here. We fit one
segment of a PLSR model with the spectra for the mosquito from group Gτ − , we call
this Model 1, fit another segment of a PLSR model with the spectra for a mosquito
from group Gτ + , and we call it Model 2. Let the actual age of the ith mosquito be yi
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and let ŷi be the estimated value of the age of the ith mosquito based on Eq. 4.2;

ŷi =





 β̂0 + Σpj=1 β̂j xij ,

for i ∈ Gτ −




 δ̂0 + Σpj=1 δ̂j xij ,

for i ∈ Gτ + ,

where nτ − is the number of mosquitoes in group Gτ − , and nτ − is the number of
mosquitoes in group Gτ + . Then, we calculate the mean squared error

−

MSEτ −

τ
Σni=1
(yi − ŷi )2
=
,
n−
τ

MSEτ + =

for i ∈ Gτ − , and

Σni=n− +1 (yi − ŷi )2
τ

n+
τ

,

for i ∈ Gτ − .

By combining the two MSEs to calculate the RMSE corresponding to a two-piece
model for a particular value of τ , we get

r
RMSEτ =

nτ − ∗ MSEτ − + nτ + ∗ MSEτ +
.
n

We continue this process of calculating RMSEτ for all τ (= 2, 3, . . . ). After
completing the computation of RMSEτ , we compare all RMSEτ , τ (= 2, 3, . . . ). The
optimal τ , our estimate of the change-point, is

τ̂ = argmin RMSEτ .
τ ∈(2,3,... )
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4.2.1

Age Grading using the Change-point Model

Once the change-point is estimated, the next step is to use this change-point to
estimate the age of the individual mosquito. However, the age estimation is not
simple due to the piece-wise model we have used in the change-point framework. For
a new spectrum, we do not know whether the spectrum belongs to a young mosquito
(from Gτ − ) or to an old mosquito (from Gτ + ). Hence, we do not know which model
to use to estimate age from a new spectrum. Therefore, for a new spectrum, the
first step is to estimate whether the spectrum belongs to Gτ − or Gτ + . When we
determine the class of the new spectrum (Gτ − or Gτ + ), we use the corresponding
trained model to estimate the age of the mosquito from the spectrum. Thus, we
apply two steps to estimate individual age in a change-point model framework:

• Step 1: Classifying the groups of the spectra of the new mosquitoes
into “Gτ − ” or “Gτ + ”
• Step 2: Predicting the age of the mosquito by using the model
based on the class being predicted.

To determine the group of a new spectrum, we train a classification PLSR
model. With the estimated change-point τ̂ , we divide the spectra into two groups;
Gτ̂ − and Gτ̂ + . Membership of a mosquito in group Gτ̂ − is labeled 0, and membership
of the mosquito in group Gτ̂ + is labeled 1. We train a classification model with
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randomly selected training data and then use the trained model to predict the class
d
d
of the spectra in the test set. The predicted classes are denoted by G
τ̂ − and Gτ̂ + .
Once the class has been predicted, the next step is to estimate age of the
mosquito. With the training data, we further train a PLSR model using the spectra
from the group Gτ̂ − ; Model1 : (xi , yi ), i ∈ Gτ̂ − and a PLSR model using the spectra
from the group Gτ̂ + ; Model2 : (xi , yi ), i ∈ Gτ̂ + to build the relationship between
spectra and age. Then, we estimate the age of the mosquitoes from the spectra of
d
the group G
τ̂ − in the test set using the trained Model1 and from the spectra of the
d
group G
τ̂ + in the test set using the trained Model2 . Figure 4.1 shows the procedure
of predicting age of the mosquito in a change-point framework.

In the next section, we illustrate the techniques of assessing the accuracy of
the classification model and of the change-point model.

4.2.2

Assessment of the Change-point Model

The change-point model for age grading of mosquitoes is developed in three steps:

• Estimation of the change-point
• Based on the change-point, new spectra are classified as young or old by
developing a classification model
• Based on the classification of the spectra, we predict the age of each mosquito.
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Figure 4.1: Flowchart of the process to predict the age of the mosquito using our
change-point framework

Hence, to assess the accuracy of the change-point model, we need to evaluate each
step using different techniques as described below.

The change-point is an age so that the spectra of the mosquitoes before and
after the change-point age follow different models. We assume that this difference
occurs due to the natural age, or in other words, due to the maturity of the
mosquitoes. There is no previous study that we know on change-point detection in
mosquito populations. Hence, we cannot compare our findings with any other study.
However, we provide the evidence to support our findings of being called young (less
than or equal to the change-point age) or old (greater than the change-point age)
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from the literature whether the estimated change-point is appropriate for the
mosquito population.

To assess the accuracy of the classification, we use the widely used sensitivity,
specificity, and accuracy measures. Sensitivity of a model is the ability of the model
to classify older mosquitoes correctly, specificity is the ability of the model to
classify younger mosquitoes correctly, and accuracy is the ability of the model to
correctly classify young or old mosquitoes, as defined in the Eq. (4.3, 4.4, and 4.5).

Mathematically, the sensitivity, specificity, and accuracy are

Sensitivity =

TP
,
P

Specificity =

TN
,
N

Accuracy =

(4.3)
and

T P + NP
,
P +N

(4.4)
(4.5)

where the true positive (TP) is the number of mosquitoes correctly predicted as
greater than τ̂ -days old, true negative (TN) is the number of mosquitoes correctly
predicted as less than or equal to τ̂ -days old, positive (P) is the total number of
mosquitoes greater than τ̂ -days old, and negative (N) is the total number of
mosquitoes less than or equal to τ̂ -days old.

To check the accuracy of the predicted age based on the change-point model,
we use root mean squared error (RMSE), mean absolute error (MAE), and R2 . The
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RMSE measures the squared differences between values predicted by a model and
the true values observed [123], the MAE measures the absolute differences between
values predicted by a model and the values observed [124], and R2 determines the
proportion of the variance in the dependent variable that is predictable from the
independent variable(s) [125].
Let yi be the actual age of the ith mosquito and ybi be the predicted value of
the age of the ith mosquito based on the Eq. 4.2 as

ŷi =





 β̂0 + Σpj=1 β̂j xij ,



 δ̂ + Σpj=1 δ̂j xij ,

The mean predicted age is ȳ =
ȳ

τ−

=

P nτ −

i=1
nτ −

ŷi

d
for i ∈ G
τ̂ −
d
for i ∈ G
τ̂ + .

nτ − ∗ȳτ − +nτ + ∗ȳτ +
,
nτ − +nτ +

d
in G
τ̂ − and ȳτ + =

P nτ +
i=1

nτ +

ŷi

with the mean predicted age

d
in G
τ̂ + .

Then, the RMSE, MAE, and R2 are

Pn

(yi − ŷi )2
RM SE = i=1
n
Pn
|yi − ŷi |
M AE = i=1
n
Pn
Pn
2
(ŷi − ȳi )2
2
i=1
i=1 (yi − ŷi )
P
R = Pn
=
1
−
.
n
2
2
i=1 (yi − ȳi )
i=1 (yi − ȳi )

(4.6)
(4.7)
(4.8)
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4.3

Results

We have examined two different species of mosquitoes, Anopheles arabiensis and
Anopheles gambiae. We have 870 and 786 mosquitoes from Anopheles arabiensis
and Anopheles gambiae species respectively, of different ages, presented in Table 1.2.
We use the full data set for each species to estimate the change-points. The RMSE
values are calculated using the algorithm discussed in Section 4.2 for different
candidates of change-points. Figures 4.2(a) and 4.2(b) show the RMSE values
against various candidate change-points for Anopheles arabiensis and Anopheles
gambiae mosquitoes, respectively. The minimum RMSE is found at the age of

(a) An. arabiensis

(b) An. gambiae

Figure 4.2: The figures show the RMSE values against ages of the mosquito. The red
dots show the points of the lowest RMSE values, and the estimated change-points are
circled for (a) An. arabiensis and (b) An. gambiae mosquitoes, respectively.
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8-days and 7-days for Anopheles arabiensis and Anopheles gambiae mosquitoes,
respectively which is also summarized in Table 4.1. Based on the estimated

Table 4.1: Change-point (Age) for different species
Species
An. arabiensis
An. gambiae

Change-point (τ̂ )
8-days
7-days

change-points, we divide the data sets into training and test sets for each species
separately. We take 70% of the data as the training set and 30% as the test set.
The splitting is done by stratification by age group for each species so that in both
training and test sets, the numbers of mosquitoes from each age group are
proportionate to the numbers in the full data. With the test data set, classification
models and change-point models are assessed for each species. With both training
and test data sets, the consistency of the models are checked. Generally, if the
model is not an over-fit, the accuracy of the model is consistent between training
and test sets [126].

Figure 4.3 shows the classification of the An. arabiensis mosquitoes in the
training and test data sets, and Table 4.2 shows the accuracy of the classification of
a test set spectra in classifying young (≤ 8 days) and old (> 8 days) mosquitoes.
Figure 4.3 shows a consistent classification pattern in both training and test set,
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suggesting the model is not overfit. The sensitivity, specificity, and accuracy values
in Table 4.2 are also very high, supporting the reliability of the classification model
and consistent with a previous study [45].

Figure 4.3: Classification of the An. arabiensis mosquitoes

Table 4.2: Classification performance for An. arabiensis mosquitoes

Sensitivity
Specificity
Accuracy
95% CI of Accuracy
P-value

Change-point Model
99.7%
99.5%
99.6%
(97.8%, 99.9%)
<0.0001

ANN [45]
99.5%
98.3%
99.0%
(97.2%, 99.9%)
<0.0001
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Figure 4.4 shows the classification of the An. gambiae mosquitoes in the
training and test data sets, and Table 4.3 shows the accuracy of the classification of
a test set spectra in classifying young (≤ 7 days) and old (> 7 days) mosquitoes. A
steady classification in both training and test sets and the high sensitivity,
specificity, and accuracy values support the reliability and validity of the model and
also consistent with a previous study [45].

Figure 4.4: Classification of the An. gambiae mosquitoes
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Table 4.3: Classification performance for An. gambiae mosquitoes

Change-point Model

ANN [45]

Sensitivity

99.5%

99.5%

Specificity

99.6%

99.3%

Accuracy

99.4%

99.4%

95% CI

(98.5%, 99.9%)

(98.4%, 99.9%)

P-value

<0.0001

<0.0001

After predicting the group (Ĝτ − or Ĝτ + ) of the spectra of the test set, we
estimate the age of the mosquitoes using the change-point model Eq. 4.2 based on
the group predicted. The estimated value of the ages of the An. arabiensis
mosquitoes from both the training and test set are plotted in Figure 4.5. The
estimated values are very similar for both the training and test set, indicating the
change-point model is consistent, and so is not over-fit. We have calculated the
average age of all the mosquitoes of age 1-day, average age of all the mosquitoes of
age 3-days, average age of all the mosquitoes of age 5-days, and repeat the average
age estimation for all age groups, as shown in Table 4.4. The standard deviation in
each age group reflects the margin of error in estimating ages.
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Figure 4.5: Left: Estimated age plot vs. true age of the An. arabiensis mosquitoes
in the testing (purple) and training (blue) set using our change-point model; Right:
Box plot of the estimated age of each age group from the test set

Table 4.4: Estimated average age of the An. arabiensis mosquitoes in the test set
Actual Age
1
3
5
7
9
11
15
20
25

Estimated Age
1.54±0.96
2.80±1.88
4.94±1.63
6.81±1.55
9.92±2.96
11.43±3.12
15.16±4.72
20.28±2.74
24.14±4.53

N
31
28
29
32
29
30
30
28
24

The age of the An. gambiae mosquitoes are predicted using our change-point
model (Eq. 4.2) based on the predicted group. As shown in Figure 4.6, the
estimated values of the ages are consistent for both the training and test set,
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indicating the change-point model is not over-fit. The predicted average age of each
age group mosquitoes, as shown in Table 4.5, is within a margin of error of 3 days,
indicating a good prediction of the ages.

Figure 4.6: Left: Estimated age plot vs. true age of the An. gambiae mosquitoes
in the testing (purple) and training (blue) set using our change-point model; Right:
Box plot of the estimated age of each age group from test set

Table 4.5: Estimated age of the An. gambiae mosquitoes in the test set
Actual Age
1
3
5
7
9
11
15
20

Estimated Age
1.40±0.82
2.84±1.02
4.96±1.18
7.08±1.67
9.30±3.14
11.12±2.51
14.50±1.82
20.32±3.43

N
31
31
30
31
30
23
31
28
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Tables 4.4 and 4.5 and Figures 4.5 and 4.6 indicate that our change-point
model is consistent and performing well in estimating age of the two studied species.
The model is not overfit. Hence, it is reliable to use.

We have seen in Figure 1.16 the bias in estimating ages of the mosquitoes
using single PLSR model. Using our change-point model, we estimate the bias using
Eq. 4.9 produced by our change-point model,

bias = actual age − estimated age.

(4.9)

Figure 4.7 shows the biases produced by the single-PLSR and the
change-point PLSR model for An. arabiensis and An. gambiae mosquitoes,
respectively, in estimating ages of the mosquitoes from NIRS data. Using our
change-point model, the biases are reduced significantly, especially for An.
arabiensis mosquitoes.

Table 4.6 summarizes the performances of the change-point PLSR and the
single PLSR model and in estimating the age of the An. arabiensis and An. gambiae
mosquitoes, respectively. Table 4.6 also compares the RMSE values with a previous
study [45] using the same data set. The RMSE, MAE, and R2 values produced by
the change-point model are better than those of the single PLSR model. The R2
values of 0.95 and 0.96 indicate that our change-point model is highly efficient in
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(a) An. arabiensis

(b) An. gambiae

Figure 4.7: Comparison between change-point model and single model using bias.
The red lines show the biases for single PLSR model and blue line for change-point
model for (a) An. arabiensis and (b) An. gambiae mosquitoes, respectively.

explaioning the relationship between the spectral frequencies and ages of An.
arabiensis and An. gambiae mosquitoes, respectively, whereas with a single PLSR,
these values are 75% and 85%, respectively. With a change-point model, the RMSE
values are 1.53 and 1.10 for An. arabiensis and An. gambiae mosquitoes,
respectively. These values are better than the previous study. Table 4.6 suggests the
validity of the change-point model in estimating ages of the mosquitoes.

Table 4.6: Goodness of fit of the CP-PLS model in estimating ages
Metric
RMSE
MAE
R2

An.
CP-PLSR
1.53
1.13
0.95

arabiensis
PLSR ANN [45]
3.47
2.8
2.11
0.75
-

CP-PLSR: Change-point PLSR

An. gambiae
CP-PLSR PLSR ANN [45]
1.10
2.91
1.6
0.77
1.09
0.96
0.85
-
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Note that we have used spectra from lab-raised mosquitoes, and the ages are
known even for test set mosquitoes. Hence, the estimated age of the test set
mosquitoes using the change-point model can be compared with the actual age. If
the ages of the test set mosquitoes are truly unknown, then the accuracy
measurements such as R2 , RMSE, and MAE would not be computable.

However, to compare the estimated ages with the actual ages when actual
ages are unknown, we can use density plots. Using a density plot, we see the
similarities among the estimated age in the test set mosquitoes, actual age of the
training set mosquitoes, and the estimated age in the training set mosquitoes. The
similar patterns of the density plots of these four groups suggest a good predictive
performance of the change-point model and provide evidence that the change-point
model is reliable and valid. In practice, rather than the correct age of each
mosquito, the density of the ages of the mosquitoes from an area matters more.
From the density plot of ages, we get a much better idea whether an area is
populated mostly with with young or old mosquitoes. The density plots of ages of
relatively young vs. old mosquito populations is shown in Figure 4.8.
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Figure 4.8: Density plot of the ages of a relatively young (blue) vs. old (red) An.
arabiensis mosquito population

Figure 4.9(a) shows the density plot of An. arabiensis mosquitoes for actual
age and estimated age from training and test data. The similar patterns among the
density plots indicate that the estimated ages using the change-point model are very
close to actual ages.

Figure 4.9(b) shows the density plot of An. gambiae mosquitoes for actual
age and estimated age from training and test data. The similar patterns among the
density plots indicate that the estimated ages using the change-point model are very
close to actual ages.

We can test the similarity of two densities using Kolmogorv-Smirnov
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(a) An. arabiensis

(b) An. gambiae

Figure 4.9: Density plot of the estimated ages and true ages of (a) An. arabiensis
(b) An. gambiae mosquitoes in the test (purple) and training (blue) sets using our
change-point model

test [127]. To compare the densities of the actual ages in the test set and estimated
ages in the training set, let F1 (x) and F2 (x) be the cumulative distribution functions
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for each of the densities. Then, let |F1 (x) − F2 (x)| be the differences for each of the
x’s. The test statistic, Dn = sup(x)|F1 (x) − F2 (x)|, is the supremum of the set of
distances. If two densities are same, then Dn converges to 0 almost surely when the
sample size, n goes to ∞ [127]. Hence, a lower value of Dn indicates the equality of
the two densities.

Table 4.7: Kolmogorov-Smirnov test statistics to compare densities of the estimated
ages and true ages of the An. arabiensis and An. gambiae mosquitoes in the test
and training sets using our change-point model
Comparison
Actual Age (Training) vs.
Actual Age (Test)
Actual Age (Training) vs.
Estimated Age (Test)
Estimated Age (Training) vs.
Actual Age (Test)
Estimated Age (Training) vs.
Estimated Age (Test)

An. arabiensis
D=0.002 (p=0.9)

An. gambiae
D=0.004 (p=0.9)

D=0.08 (p=0.12)

D=0.09 (p=0.18)

D=0.07 (p=0.22)

D=0.08 (p=0.25)

D=0.05 (p=0.74)

D=0.06 (p=0.52)

Using Kolmogorv-Smirnov test, we compared the equality of the densities of
the ages in the test and training sets and found no evidence that the densities are in
any way different. The results are shown in Table 4.7.

4.4

Discussion

The study of age grading of mosquitoes is aimed at improving the current
state-of-the-art accuracies in classifying young/old mosquitoes and in predicting the
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individual age of the mosquitoes using the change-point model trained on near
infrared spectra. To achieve the aim, we first estimate the change-points for each of
two species mosquito separately. Based on estimated change-points, we develop
model to classify mosquitoes as young or old. Finally, using the change-points, we
develop a change-point model and estimate the individual ages of the mosquitoes of
each of two species.

The change-points give the insight from the data about the eligibility of the
mosquito to spread the diseases. These ages can be regarded as the ages after which
the mosquitoes are able to spread diseases, yet we are not certain. We have applied
the PLSR in the change-point framework and determined the change-points as
8-days for An. arabiensis and 7-days for An. gambiae mosquitoes. These ages are
almost same as the widely used ‘7’-days to classify mosquitoes into young and old in
the literature [39; 40; 45; 46; 47; 128]. Our data-driven change-points strengthen the
use of ‘7’-days in defining the maturity ages of the mosquitoes.

Previous studies [39; 40; 46; 129] trained a single PLSR model for
classification by classifying the An. arabiensis mosquitoes as less than seven days
and greater or equal to seven days and got an maximum accuracy around 91%.
Using our estimated change-point ages, we get accuracies around 96% and 99% for
An. arabiensis and An. gambiae mosquitoes, respectively. These values are almost
exactly same as of another similar study [45].
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As summarized in Table 4.6, the change-point PLSR model scores better
RMSE, MAE, and R2 values for An. arabiensis and An. gambiae mosquitoes
compare to a single PLSR model. The values are much better than the values
achieved by a single PLSR model. These results have strengthened the assertion
that the change-point regression can perform better than one PLSR model. The
biases in the change-point models are less than to a single PLSR model. The density
plots of the mosquitoes (Figures 4.9(a) and 4.9(b)) show the distribution of the ages
of the mosquitoes that can be used to predict the potential risk in the near future.

4.5

Conclusion

We conclude that using NIR spectra collected from laboratory and semi-field reared
mosquitoes have demonstrated that the change-point regression model performs
better than using a single PLSR model. The change-point model introduces
non-linearity by using a piece-wise model to build the relationship between NIR
spectra and age. The achieved higher accuracies resulted from our change-point
model suggest using this method in estimating age of the mosquitoes as a tool for
evaluating the performance of mosquito control program or for assessing the risk
zone for a malaria out-break.
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CHAPTER 5
Conclusion and Future Considerations

This chapter discusses conclusions from our research. Future work
possibilities and suggestions are presented.

We have studied and performed predictive analysis on two different domains;
x-ray images for classifying automatically the level of knee osteoarthritis (OA)
severity and Near Infra-red spectroscopy (NIRS) for estimating the age of two
different species mosquitoes. Our two projects are related to two important health
problems; knee osteoarthritis and malaria. We believe our findings will help to
improve the quality of life in these sectors.

5.1

Summary of the Knee Osteoarthritis Study

The automated classification of knee images has been accomplished in two steps. In
the first step, we developed an algorithm to identify the region-of-interest (ROI)
from knee x-ray images, the most informative portion of the knee. In the second
step, we developed an algorithm to extract a number of features from the ROI. Our
algorithm is based on the pixel intensity difference (PID) in the knee x-ray image to
represent the joint space, and we used those features to classify the level of knee OA
severity. Our algorithm detected the ROI from the knee x-ray images with high
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accuracy. The standard object detection method, intersection over union (IOU),
shows that we identified about 97% of the true ROI.

After identifying the ROI, we developed new features (PID features) to
represent the joint space narrowing, and to our knowledge, nobody has previously
developed features from knee x-ray images to represent joint width. The PID
features are found significant to distinguish the knee images according to the level of
OA severity. We included some of the widely used features for the classification of
knee OA severity. When combining with other well-known features, and then
applying an optimal selection method, seven out of eleven of the PID features were
ranked very high among the selected features. This also has strengthened the
importance of the PID features. Moreover, the ROI detection algorithm and the
PID feature construction are very simple and can be implemented easily over a large
data set.

We used PID features to classify the images according to level of OA severity
and demonstrated a very high accuracy. To distinguish between healthy and
unhealthy knee x-ray images, we achieved about 79% accuracy. We also compared
pairwise classification, such as: OA0 (healthy) vs. OA2 (OA severity level 2), OA0
vs. OA3, and OA0 vs. OA4, and we achieved accuracies of 85%, 95%, and 97%,
respectively. Due to the complex nature of the images and similarity between the
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images of adjacent levels, the automated classification of the knee x-ray images
according to the level of OA severity is still a difficult problem.

5.2

Summary of the Mosquito Age Grading Study

Female older mosquitoes are responsible for spreading many diseases, including
malaria. Hence, the age grading of mosquitoes is very important to get an idea
about the age distribution of the mosquitoes leading to measure the risk of any
outbreak due to mosquito borne diseases. Knowing the age is also important to
assess the effectiveness of mosquito control interventions.

Mosquitoes age grading is done noninvasively using spectral frequencies in
the recent literature. However, we observe that based on existing age grading
techniques using a single model, there is a tendency to overestimate the ages of 1-10
day old mosquitoes and to underestimate the ages of mosquitoes greater than 10
days. To minimize this estimation error, we introduced a change-point based
technique in age grading of mosquitoes. The idea behind using the change-point is
that the spectra change as mosquito grows. Due to the physiological changes,
environmental factors, or exposition of malaria vector, spectral changes happen.

The mosquito age grading has been done in two steps. In the first step, we
estimated the change-point age. The change-point age gives an idea about the
maturity level of the mosquito that might be related to the ability to spread disease.
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Based on the change-point age, the age grading classification achieves higher
accuracy compare to conventional 7-day based classification in classifying young or
old mosquitoes. We achieved about 99% correct classification for both An.
arabiensis and An. gambiae mosquitoes, respectively.

Then, we have developed a change-point based model to estimate the age of
the mosquitoes. The accuracy of the estimated ages using our change-point model is
higher than the accuracy of the estimated ages using single model. We have studied
two different species of mosquitoes and found consistent results for the species in
estimating ages using change-point technique. The change-point model enhanced
the quality of age estimation and can be recommended to identify hot spots in
malaria prone-zones. With the change-point model, we estimated age with R2 values
of 95% and 96% for An. arabiensis and An. gambiae mosquitoes, respectively.

5.3

Contributions of Our Research

In the research on knee x-ray images, we contributed to develop an algorithm to
construct pixel intensity difference based features representing the joint width.
These PID features are reasonable to consider for enhancing automated OA
diagnosis.

In the research of mosquito spectral data, we illustrated that the spectral
data did not follow same relationship with mosquitoes’ age. We introduced a
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change-point algorithm that allowed us to consider a different relationship between
age and spectra. Applying our change-point analysis, we also considered a form of
non-linear relationship between age and spectra.

5.4

Future Research

We have used only x-ray images of the front view. The additional image view such
as a side-view, or a top view image of the knee could provide more accurate
identification of knee osteoarthritis. Moreover, inclusion of the clinical events such
as age of the person, gender, obesity status, and the pain level could identify the
osteoarthritis level more accurately.Clinical factors and additional x-ray views were
not available, so we could not use them. In the future, we can add more factors
including clinical events and more image views in the analysis.

The change-point model, developed in this dissertation, can be applied to
many health-related problems. As an example, consider our first problem of knee
osteoarthritis which occurs due to cartilage deformation in the knees among the
adult population. If given data on x-ray images of knees of different age groups, the
techniques we developed for NIRS data can be applied to detect the age at which
the cartilage deformity started to take place. The change-point model we develop
also can be applied to any pandemic such as COVID-19 related problems. It is well
known that COVID-19 is affecting the adult population more severely than the
young population. This is due to a poor immune response among the adult
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population which can be captured through mRNA data. The technique we
developed applied to mRNA data of different age groups, can be used to detect the
age at which the immune response changes.
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