Consider a complex simple Lie algebra g of rank n. Denote by Π a system of simple roots, by W the corresponding Weyl group, consider a reduced expression w = s α1 • ... • s αt (each α i ∈ Π) of some w ∈ W and call diagram any subset of 1, ... ,t . We denote by U + [w] (or U w q (g)) the "quantum nilpotent" algebra defined as in [11] .
1. The map ζ : ∆ = {j 1 < ... < j s } → u = s αj 1 • ... • s αj s is a bijection from the set of admissible diagrams onto the set {u ∈ W | u ≤ w}.
2. For each admissible diagram ∆ = {j 1 < ... < j s }, s αj 1 • ... • s αj s is a reduced expression of u = ζ(∆).
3. The map ζ ′ : ∆ = {j 1 < ... < j s } → u ′ = s αj s • ...
• s αj 1 is a bijection from the set of admissible diagrams onto the set {u ∈ W | u ≤ v = w −1 }.
4.
For each admissible diagram ∆ = {j 1 < ... < j s }, s αj s • ...
• s αj 1 is a reduced expression of u ′ = ζ ′ (∆).
If the Lie algebra g is of type A n and w is choosen in order that U + [w] is the quantum matrices algebra O q (M p,m (k)) with m = n − p + 1 (see section 2.1), then, by [5] , the admissible diagrams are known to be the Γ -diagrams in the sense of A. Postnikov [18] . In this particular case, the equality of Le -diagrams and positive subexpressions (of the reduced expression of w) have also been proved (with quite different methods) by A. Postnikov ([18] , theorem 19.1.) and by T. Lam On the other hand, R. Marsh and K. Rietsch [16] defined the notion of positive subexpression of the reduced w's expression considered over. These positive subexpressions are defined by particular subsets of 1, ... , t that we call the positive diagrams. R. Marsh and K . Rietsch proved in [16] that they are in one to one natural correspondence with the elements of the Weyl group which are smaller or equal to w (for the Bruhat order). In this paper, we prove (theorem 5.3. 1) that the positive diagrams coincide with the admissible diagrams, which can be interpreted saying that R. Marsh and K. Rietsch positive subexpressions are quantum objects.
In particular, this implies (corollary 5.3. 1):
1. The map ζ : ∆ = {j 1 < ... < j s } → u = s αj 1 • ... • s αj s is a bijection from the set of admissible diagrams onto the set {u ∈ W | u ≤ w}, 2. Consider an admissible diagram ∆ = {j 1 < ... < j s } and some integer i ∈ 1, ... , t . Set ∆ ∩ i + 1, ... , t = {j c , ... , j s } (1 ≤ c ≤ s). Then the expression s αi • s αj c • ... • s αj s is reduced. In particular, s αj 1 • ... • s αj s is a reduced expression of ζ(∆), 3. Consider some u ∈ W with u ≤ w. Then, the only admissible diagram ∆ such that ζ(∆) = u is recursively defined as follows:
is a negative root, • Consider some integer i ∈ 1, ... , t − 1 , assume that ∆ ∩ 1, ... , i = {j 1 , ... In the particular case U + [w] = O q (M p,m (k)) mentioned over, this last result gives back a theorem of A. Postnikov [18] and a theorem of T. Lam and L . Williams [15] .
Background on Weyl groups.
Following J. C. Jantzen ([11] ), we use the following conventions all along this paper.
• g is a complex simple Lie algebra.
• Φ is the (irreducible) root system of g with respect to a fixed Cartan subalgebra.
• Π is a fixed basis of Φ, Φ + denotes the subset of positive roots, and we set n = |Π|, N = |Φ + | (1 ≤ n ≤ N ).
• W is the Weyl group of Φ and ( , ) is the unique scalar product on the real vector space V generated by Φ, such that β 2 = 2 ( β := (β, β)) for all short roots β in Φ.
• For any β in Φ, we set d β = β 2 2 , β ∨ = β d β , and s β denotes the reflection with respect to β (s β (x) = x − (β ∨ , x)β for any x in V ).
• k is a field with char(k) = 2 and, in addition, char(k) = 3 if Φ has type G 2 .
• q ∈ k * := k \ {0}, q is not a root of unity.
• The k-algebra U q (g) and it's canonical generators E α , F α , K ±1 α (α ∈ Π) are defined as in [11] . We denote by U + (or U + q (g)) the subalgebra generated by the E α (α ∈ Π).
• Denote by ZΠ the root lattice. The algebra U q (g) is ZΠ-graded and, if α in Π, deg(E α ) = α, deg(F α ) = − α, deg(K ±1 α ) = 0.
• For any ρ = α ∈ Π m α α (m α ∈ Z) in the root lattice ZΠ, we set K ρ = α ∈ Π K mα α . The multiplicative group T = {K ρ | ρ ∈ ZΠ} is called the Torus (of U q (g)). This group acts on the algebra U q (g) by
In particular, for any homogeneous element u of U q (g) with degree deg(u) = γ ∈ ZΠ, we have K ρ .u = q −(ρ,γ) u.
Quantum algebras U + [w].
Consider any w ∈ W , set t = l(w) and consider a reduced expression
It is well known that β 1 = α 1 , β 2 = s α1 (α 2 ), ... , β t = s α1 ... s αt−1 (α t )
are distinct positive roots and that the set {β 1 , ..., β t } does not depend on the reduced expression (1) of w. For any α ∈ Π, define the braid automorphism T α of the algebra U q (g) as in ( [11] , p. 153), and set
The following results are classical ( [11] , chapter 8):
• We denote by U + [w] (or U w q (g)) the subalgebra of U + generated by X β1 , ... , X βt . This algebra does not depend on the above reduced expression (1) of w (although the variables X β1 , ... , X βt depend of (1)).
• The ordered monomials
(as a k-vector space).
• Since the above generators X βi are homogeneous, the ZΠ-graduation of U q (g) induces a ZΠ-graduation of U + [w] and the action of the Torus T on U q (g) induces, by restriction, an action of T on U + [w].
• If 1 ≤ i < j ≤ t, we have the following straightening formula due to Levendorskii and Soibelman :
with a ∈ N j−i−1 , c a ∈ k, and c a = 0 for only finitely many a. P j,i is homogeneous with degree β i + β j so that, if j = i + 1, we have P j,i = 0.
The reader will observe a little difference between those formulas and the original Levendorskii -Soibeman's one ( [14] , prop. 5.5.2.), in which the left member of (2) is X βj X βi − q (βi,βj) X βi X βj . The reason is that Levendorskii and Soibelman use a version of the quantum group U q (g) which slightly differs from our's. Under our conventions, a direct proof of formulas (2) and (3) is given in [17] .
• When w = w 0 , we have t = N , {β 1 , ..., β t } = Φ
An example
Assume, for sake of simplicity, that k = C is the complex numbers field, that g has type A n with n ≥ 3 and that the simple roots ǫ 1 , ... , ǫ n are ordered such as the Dynkin diagram is
Consider the following particular reduced expression of the longest element in W :
Denote by
.. , Y n,n+1 the canonical generators of U + with respect to this reduced decomposition and observe that:
Proof

This results from the equality
2. Recall (see section 2.1) that
Since {ǫ j−i , ... , ǫ 1 } ⊥ {ǫ j , ... , ǫ j+2−i } and {ǫ j−i−1 , ... , ǫ 1 } ⊥ ǫ j+1−i , Y i,j+1 is equal to
with, by [11] ,
Moreover, we have
This implies that
Since {ǫ j , ǫ j−1 ... , ǫ j+2−i } ⊥ ǫ j−i , we have
Denote by v a square root of q and, as in [1] , denote by e i,j the generators of U + constructed by H. Yamane [19] . We know that:
• e j,j+1 = E ǫj for 1 ≤ j ≤ n.
• e i,j+1 = ve i,j e j,j+1 − v −1 e j,j+1 e i,j for 1 ≤ i < j ≤ n.
This implies:
• v i−j e i,j+1 = (v i−j+1 e i,j )e j,j+1 − e j,j+1 q −1 (v i−j+1 e i,j ) for 1 ≤ i < j ≤ n and, from lemma 2.1. 1, we deduce (by induction on j − i):
Now, consider an integer p with 1 < p < n and set
If p < j < n, we observe that {ǫ j−p , ... , ǫ 1 } ⊥ {ǫ j+1 , ... , ǫ j+1−p+1 , ... , ǫ n , ... , ǫ n−p+1 }. This implies that
2 denote the number of simple reflections which appear respectively in the expressions of w, w 1 , w 2 given above, we observe that d + d 1 + d 2 is equal to the length of w 0 . This implies:
Lemma 2.1. 3
(5)
is a reduced expression of w.
If
This implies that the canonical generators X i,j+1 of U + [w] verify
Since the Yamane generators e i,j+1 (p ≤ j ≤ n , 1 ≤ i ≤ p) verify the commutation relations of quantum matrices, it results from lemma 2.1. 2 that the generators Y i,j+1 verify the same property. Now, as T
−1
w1 is an automorphism of U q (g) and as the ordered monomials in the variables X i,j+1 (where the order on these variables is defined by the inverse lexicographic order on the indexes (i, j + 1)) are a basis of U + [w], we conclude that
) with m = n − p + 1 and with canonical generators the variables
Diagrams.
w, t, the simple roots α i , the positive roots β i (1 ≤ i ≤ t), are defined as in section 2.1., and we set In the following, we sometimes also omit the symbol • in the composition of maps.
Consider a diagram ∆. For any i ∈ 1, ... , t , we set
and we denote
• for any i ∈ 1, ... , t, t + 1 , w
Remark (The case of example 2.1)
Assume we are in the situation of example 2.1, so that
Set m = n − p + 1, so that t = mp, and consider a rectangular tableau consisting in p × m boxes labeled from 1 to mp as mentioned in the following figure. 
is surjective from the set of diagrams onto the set {u ∈ W | u ≤ w} (resp. {u ∈ W | u ≤ v}).
The map
is a subexpression of (6) in the sense of Marsh and Rietsch [16] .
Proof This is because v 
Proof
Since u is a subexpression of v, we have u 0 = Id and
Now, there exists a unique diagram ∆ which satisfies those conditions. It is defined by 
is a positive subexpression of (6) in the sense of Marsh and Rietsch [16] , namely: 
Consider any i ∈ 1, ... , t , set j = t − i + 1 and {j 1 < ... < j s } = ∆ ∩ j + 1, ... , t = ∆ ∩ t − i + 2, ... , t , so that v 
, we obtain:
Let us set u = s αj 1 ... s αj s and recall that l( 
Since the mapping i → j = t − i + 1 is a bijection of 1, ..., t , we conclude: 
Some properties of positive diagrams.
In this section, we use the same conventions as in section 2.2. 
is a positive subexpression of (6) with v
This proves that f is bijective.
Denote by g the bijection
is a bijection from the set of positive diagrams onto the set {u ∈ W | u ≤ w}.
Consider any p ∈ 1, ... , t , p = 1, t, and set
We have w = w 1 w 2 and, since (1) is a reduced expression of w, (7) and (8) are reduced expressions of w 1 and w 2 respectively. Denote by ∆ any subset of 1, ... , p , so that ∆ is a diagram with respect to (7) and with respect to (1) both.
Proposition 2.3. 2 (∆ is positive with respect to (7)) ⇔ (∆ is positive with respect to (1))
Proof Assume that ∆ is positive with respect to (1) and consider any j ∈ 1, ... , p . We have ∆ ∩ j + 1, ... , p = ∆ ∩ j + 1, ... , t and, using the characterization of positive diagrams given in proposition 2.2. 1, we obtain that ∆ is positive with respect to (7) . Assume that ∆ is positive with respect to (7) and consider any j ∈ 1, ... , t . If j ≤ p, we have ∆ ∩ j + 1, ... , t = ∆ ∩ j + 1, ... , p , so that the characterization given in proposition 2.2. 1 is satisfied. If j > p, we have ∆ ∩ j + 1, ... , t = ∅, so that the characterization given in proposition 2.2. 1 is again satisfied. Now, consider a non empty diagram ∆ (with respect to (1)) and two integers j, m in 1, ... , t with j < m and m ∈ ∆. Let us recall that (β 1 , ... , β t ) is the sequence of positive roots associated to the reduced expression (1)) of w (section 2.1) and let us denote:
• ∆ ∩ j + 1, ... , m − 1 = {j 1 < ... < j r } (unless this set is empty),
) is the sequence of (non necessarily positive) roots defined recursively by γ p+1 = β m and, for
Until the end of this section, we assume that ∆ ∩ j + 1, ... , m − 1 is nonempty, so that p and the roots γ i (1 ≤ i ≤ p + 1) are well defined.
and observe that, since (1) is a reduced expression of w, (9) is a reduced expression of w ′ .
Proof Assume that i = p and set u p = s α1 ... s α lp −1 , so that:
Now, we can prove:
Then ∆ is not positive (with respect to (1)).
Proof By lemma 2.3. 1, we have β j = − γ 1 and, by lemma 2.3. 2, we can write
is obtained by omitting s α l 1 , ... , s α lp in the reduced expression (9) of w ′ and that
, lemma 10.2.C), this implies that l(s αj s αj 1 ... s αj r s αm ) < r + 2. As m ∈ ∆, we have ∆ ∩ j + 1, ... , t = {j 1 < ... < j s } with s > r and j r+1 = m. So, l(s αj s αj 1 ... s αj s ) ≤ l(s αj s αj 1 ... s αj r s αm ) + s − (r + 1) < r + 2 + s − (r + 1) = s + 1 and, by proposition 2.2. 1, ∆ is not positive.
3 Background on the deleting derivations algorithm.
Conventions.
In this section, we use the conventions of section 2.1 and we set R = U + [w]. In order to simplify a little bit the notations, we set
• X i = X βi for any i ∈ 1, ..., t , so that R = k < X 1 , ... , X t >. Moreover, X 1 , ... , X t are called the canonical generators (with respect to the reduced decomposition (1)) of R.
• Recall (section 2.1) that, for each ρ in the root lattice ZΠ, the map h ρ : u → K ρ .u is in Aut(R), the group of automorphisms of the algebra R.
• Let us set H = {h ρ | ρ ∈ ZΠ} and observe that H is an abelian subgroup of Aut(R).
• Recall that R is ZΠ-graded and that, for any homogeneous element u of degree γ in R, for any ρ ∈ ZΠ, we have
2 , and observe that q i is not a root of unity.
• If 1 ≤ i < j ≤ t, the Levendorskii-Soibeman formula can be written
with a ∈ N j−i−1 , c a ∈ k, and c a = 0 for only finitely many a . Moreover, P j,i is homogeneous with degree β i + β j so that, if j = i + 1, we have P j,i = 0. In the general case, this also implies that, if c a = 0, then
• Since β i and β j are positive roots, β i + β j is non zero. So, if c a = 0, then a is nonzero.
• From this, we get that the generators X 1 , ... , X t of R satisfy the equalities and the assumption 6.1.1. of ( [4] , section 6.1.).
• Moreover, since the ordered monomials
, are a basis of R, it results from ([4], propositions 6.1.1. and 6.1.2.) that R satisfies the conventions of ( [4] , section 3.1.). In particular, R is an iterated Ore extension of the ground field k and so, R is a noetherian domain.
• We denote by F = F ract(R) the division ring of fractions of R.
• By ( [4] , proposition 6.1.1.), we also get that R is the k-algebra generated by the "variables" X 1 , ... , X t submitted to the relations (10).
• For each l ∈ 1, ... , t , we set h l = h β l ∈ H, and observe that, if i ∈ 1, ... , t , we have
• Since each X i is homogeneous, it is an H-eigenvector and, since λ 1,1 = q −(β1,β1) is not a root of unity, the assumption 4.1.2. of [4] is satisfied. Since each λ i,j is a power of q, the assumption 4.1.1. of [4] is also satisfied. As explained in [4] (proof of lemma 4.2.2.) this implies that each prime ideal of R is completely prime.
• Recall that each automorphism h ∈ H can be extended in a (unique) automorphism (denoted h also) of F , so that H can be seen as a subgroup of Aut(F ).
The algebras R (m) .
Recall ( [4] , section 3.) that, for any m ∈ 2, ... , t + 1 , there exists a family (X
) of new "variables" in F , called the canonical generators (with respect to the reduced decomposition (1)) of the algebra
>, and which satisfies the following properties:
• If 1 ≤ i < j ≤ t, we have the following simplified Levendorskii-Soibelman formula:
with
where the coefficients c a are the same as in (11) . • The ordered monomials (
still satisfies the conventions of ( [4] , section 3.1.). In particular, R (m) is an iterated Ore extension of the ground field k and so, R (m) is a noetherian domain.
• We have F ract(R (m) ) = F ract(R) = F .
• By ( [4] , proposition 6.1.1.), R (m) is the k-algebra generated by the "variables"
submitted to the relations (12).
• For each ρ in the root lattice ZΠ and for each i ∈ 1, ... , t , we still have
and, as above, this implies that R (m) satisfies the assumptions 4.4.2. and 4.4.1. of [4] . As explained in ( [4] , proof of lemma 4.2.2), this implies that each prime ideal of R (m) is completely prime.
• If u ∈ F , and if γ ∈ ZΠ, we say that u is homogeneous of degree
is homogeneous of degree β i .
• If u 1 , ... , u r are homogeneous of same degree γ, then any linear combination of u 1 , ... , u r (with coefficients in k) is homogeneous of degree γ.
• Clearly, if u 1 is homogeneous of degree γ 1 and u 2 is homogeneous of degree γ 2 , then u 1 u 2 is homogeneous of degree γ 1 + γ 2 .
• Likewise, if u is nonzero and homogeneous of degree γ, then u −1 is homogeneous of degree − γ.
• So, if u 1 , ... , u r are nonzero and homogeneous of degrees γ 1 , ... , γ r respectively, if a = (a 1 , ... , a r ) ∈ Z r , then u a := u is homogeneous of degrees a 1 γ 1 + ... + a r γ r .
• For each j ∈ 1, ... , t , denote by δ
. This means that, for
• If j ∈ 1, ... , t , we have
. It satisfies the following properties:
• For each i ∈ 1, ... , t , we have X
Until the end of this section, we assume that m ∈ 2, ... , t .
• Recall that q m = λ m,m is not a root of unity and define quantum integers [l] qm (resp. quantum factorial [l] ! qm ) for l ∈ N, as in ( [4] , section 2.).
• For each i ∈ 1, ... , t , we have
. In particular, we have X
).
• We observe that, since k < X
are non zero.
• There exists a unique homomorphism of k-algebras
• When m = 2, we set 1.
• R = k < Z 1 , ... , Z t > is the k -algebra generated by the variables Z 1 , ... , Z t submitted to the relations:
• For any i ∈ 1, ... , t , we have X
N} is a multiplicative system of regular elements in R (m) and in R (m+1) . It satisfies the Ore condition (on both sides) in each one of those rings and we have
Prime and H-prime spectrum of R (m) , admissible diagrams
Consider any integer m ∈ 2, ... , t + 1 . As usual, we denote by Spec(R (m) ) (resp. H − Spec(R (m) )) the set of all prime ideals (resp. H-invariant prime ideals) of R (m) . Recall (see section 3.2) that each prime ideal of R (m) is completely prime. If m ∈ 2, ... , t , we denote by
Let us now recall the main properties of the maps φ m .
• Denote by P (m+1) any prime ideal in Spec(R (m+1) ) and set
, there exists a unique algebra homomorphism g :
.. , t , and P (m) = Ker (g).
In this case,
, lemma 5.5.5.) so that, by the injectivity of φ m , P (m+1 ) is H -invariant if and only if P (m) is H -invariant.
• A diagram ∆ is said admissible (with respect to the reduced decomposition (1)) if there exists a prime ideal P of R ( = R (t+1) ) whose canonical image P (2) in Spec(R) ( = Spec(R (2) )) verifies:
• Consider a diagram ∆ and denote by P (2) ∆ = ({Z i | i ∈ ∆}) the ideal generated by the variables Z i with i ∈ ∆. Then, by ([4] , proposition 5.5.1.), we have
2. Conversely, for any Q ∈ H − Spec(R (2) ), there exists a (unique) diagram ∆ such that Q = P
∆ , namely ∆ = {i ∈ 1, t | Z i ∈ Q}.
• A diagram ∆ is admissible if and only if there exists P ∆ ∈ Spec(R) (= Spec(R (t+1) )) such that
(See [4] , theorem 5.5.1. and observe that, since each φ i is injective, P ∆ is unique.)
• The map ∆ → P ∆ is a bijection from the set of admissible diagrams onto the set H − Spec(R) (= H − Spec(R (t+1) )). In fact, if ∆ is admissible, then P ∆ is H -invariant because P
is. So, ∆ → P ∆ is a map from the set of admissible diagrams into H − Spec(R). It is injective because the map
with ∆ an admissible diagram such that P = P ∆ .
New results on H-invariant prime ideals.
In this section, we consider an integer m ∈ 2, ... , t + 1 , and we denote by P (m) an H-invariant prime ideal. We set 
A necessary and sufficient condition for P
(m) to be in Im(φ m ).
Assume that m ≤ t and recall (section 3.2) that R (m) is the k -algebra generated by the variables X 
for i < j, and with P (m) 
Proof.
Assume that P (m) ∈ Im(φ m ), so that P (m) = φ m (P (m+1 ) ) with P (m+1 ) ∈ Spec(R (m+1) ), and assume that condition a) is not satisfied. This implies that P (m) = ker(g) where g :
, ... , X
m−1 ) and and that
, proposition 4.3.1.) and so, δ
If condition a) is satisfied, then P (m) ∈ Im(φ m ) by ( [4] , lemma 4.3.1.).
Assume that condition b) is satisfied. So, if 1 ≤ i ≤ m − 1, we have, as previously,
So, by the universal property of algebras defined by generators and relations, there exists a (unique) homomorphism ǫ :
. This homomorphism is surjective, and its kernel ker(ǫ) = P (m+1 ) is a prime ideal of R (m+1) . We observe that, since X (m) m ∈ P (m) , we have X (m+1) m ∈ P (m+1 ) , and that ǫ induces an automorphism
Corollary 4.1. 1 Assume 2 ≤ m ≤ t + 1 and consider some Q ∈ Spec(R (m) ).
is the canonical image of P in Spec(R (2) ), then
Proof.
We prove this by decreasing induction on m.
• If m = t + 1, we have Q ∈ Spec(R) and P = Q satisfies the required properties.
• Assume 2 ≤ m ≤ t. By proposition 4.1. 1, we have
which is false. So, we have:
/ ∈ Q ′ and, by the induction assumption, there exists P ∈ Spec(R) such that Q ′ is the canonical image of P in Spec(R (m+1) ). This implies that Q = φ m (Q ′ ) is the canonical image of P in Spec(R (m) ). Moreover, again by the induction assumption, we have
Some properties of A (m) .
For each integer j ∈ 2, ... , m − 1 , we set 
) and a subalgebra
t > of D m which satisfy the following properties.
If l and i are in 1, ... , t , we have
2. Choose l ∈ 1, ... , t and denote by d
There exists a unique homomorphism f
i . f j is surjective and ker(f j ) = P (j ) .
If
for each i ∈ 1, ... , t .
If x
(j+1) j = 0, and i ∈ 1, ... , t , then
. In particular, we have x
with c
(We observe that, since k < x
, ... , x For all l and i in 1, . .. , t , we have h l (x
i . This immediately implies that h l (A (j) ) = A (j) and h l induces, by restriction, an automorphism of A (j) .
If
2. By 4., we have d
r (P ) = 0 for some r ∈ N, and (d 
For j ∈ 2, ... , m − 1 , denote by H j the following assumption:
There exists a sequence (x
, ... , x t >. It remains to prove that property 3. is satisfied and that
• Assume that x (j+1) j = 0, so that X (j+1) j ∈ Ker(f j+1 ) = P (j +1 ) . Recall that, in this case, P (j ) is the kernel of the homomorphism g :
By the assumption H j , f j+1 :
, and we have ker(f j ) = ker(g) = P (j ) . Since, in this case, we have
for each i, we obtain that f j satisfies the property 3. Moreover, if l and i are in 1, ... , t , we have
• Assume that x
is invertible in D m , f j+1 can be extended in an homomorphism
and let us compute f j+1 (X (j) i ) for each i ∈ 1, ... , t .
-If j ≤ i, then we have X
. So, we get
and the restriction f j of f j+1 to R (j) is the unique homomorphism
. This proves that f j satisfies the property 3 and it remains to verify that, for any l in 1, ... , t , we have
By the assumption H j , we can use property 5. at the rank j + 1, so that
Recall (see section 3.3) that, since Recall that P (2) = P
∆ (see section 3.3), R = R (2) and set
in z i . So, we can also describe ∆ and ∆ as follows: 
Until the end of section 4.2, we assume that ∆ is nonempty. So, we have: = (a 1 , . .. , a e ) ∈ Z e ) are k -linearly independent.
If we transform by f 2 , we obtain the required equality.
3. Denote by R = k < Z l1 , ... , Z le > the subalgebra of R generated by Z l1 , ... , Z le . By the property 1., f 2 induces (by restriction) a surjective homomorphism f 2 : R → A and ker( f 2 ) = R ∩ P (2) . As each P ∈ P
is a linear combination of monomials in which at least one of the variables Z ji with 1 ≤ i ≤ s appears, this intersection is reduced to zero and then, f 2 is an isomorphism which transforms each Z li in z li . As the ordered monomials in Z l1 , ... , Z le are linearly independent, we have the same property for the ordered monomials in z l1 , ... , z le . This easily implies that z l1 , ... , z le are nonzero and that the Laurent ordered monomials in z l1 , ... , z le are also linearly independent.
Each x (m) i
is a Laurent polynomial in z l 1 , ... , z le .
The conventions are the same as in section 4.2. and we still assume that ∆ is nonempty.
Let us consider some i in 1, ... , t .
If u ∈ D m and if γ ∈ ZΠ, we say (as in section 3.2) that u is homogeneous of degree γ if h ρ (u) = q −(ρ,γ) u for all ρ in ZΠ. Since q is not a root of unity and V is spanned by Π, the degree of a nonzero homogeneous element is uniquely defined. Moreover, we immediately have the following properties:
• If u 1 is homogeneous of degree γ 1 and u 2 is homogeneous of degree γ 2 , then u 1 u 2 is homogeneous of degree γ 1 + γ 2 .
• So, if u 1 , ... , u r are nonzero and homogeneous of degrees γ 1 , ... , γ r respectively, if a = (a 1 , ... , a r ) ∈ Z r , then u a := u 
If j
i ) and we know (see section 3.2) that δ
Transforming by f j , we get the required result.
Consider ρ in ZΠ. By proposition 4.2. 1, we have
4. By 1., we have 
If
j ≤ l 1 , then x (j) i = z i .
Assume that l 1 < j and denote by d the greatest integer such that
We prove this by induction on j. If j = l d + 1, there is nothing to prove. Assume j > l d + 1 and set
(by the induction assumption).
1. The proof is the same (observing that there is nothing to prove if j = 2). Now, assume that l 1 < m and denote by p the greatest integer such that l p < m. Proposition 4.3. 1 Consider some j in 2, ... , m and assume that i < j.
If
Assume that l 1 < j and denote by d the greatest integer such that
with K ≥ 1 and:
= z i and, since i < l 1 , we have i ∈ ∆, so that z i = 0.
2. (a) By (lemma 4.3. 2, 2.), we have x
and, since l d + 1 ≤ i, this is also equal to z i .
(b) We prove this result by decreasing induction on i.
As in 2.a., we have x
and, since x
with L ≥ 1 and each
Assume that i = l d − 1. Then, by lemma 4.3. 1, we have d
and the proof is over. Now, assume that i < l d − 1 and,
with M ≥ 1, and:
This implies the following results:
•
So, it turns out that each
• If d = 1 and h < l d , we have (by the first point of the proposition) x
with K ≥ 1 and each Q l in k.
• Now, assume that d > 1.
If
, each P l can be written as follows:
> . So, we conclude that, in this case,
with K ≥ 1, (a 1 , ... , a K ) ∈ Z K and: 
• Assume that d = 1. If h < l d , then, by (proposition 4.3. 1, 2.b.), we have
with M ≥ 1 and each Q l in k. By (proposition 4.3. 1, 1.) , we also have x
with M ≥ 1 and each Q l ∈ k. By (proposition 4.3. 1, 1.) we also have x
As over, we conclude that (a 1 , . .. , a K ) ∈ Z K and each u l ∈ k.
• 1, 2.a. ), the proof is over.
from the induction assumption that the proposition is true for each x
with i ≤ h < l d . This implies that
As each Q l is a summand of (ordered) Laurent monomials in z lc , ... , z l d−1 , it turns out that
⋄ For each a in F , we have a ≺ 0 and η(a) ∈ k * . 
This proposition implies immediately
>. So, the corollary results immediately from the k -linear independence of the ordered Laurent monomials in z l1 , ... , z le (see proposition 4.2. 2).
A new sufficient condition for P
The notations are the same as in the preceding sections, but we do not assume that ∆ is nonempty a priori. Assume that P (m) is not in Im(φ m ) so that, by proposition 4.1. 1, X (m) m ∈ P (m) and there is some j in 1, ... , m − 1 such that
Let us choose such a j maximal. So, we have
for any i in j + 1, ... , m − 1 and we observe that, since U / ∈ P (m) , we have u := f m (U ) = 0 in A (m) .
Recall that ∆ = {i ∈ [|1 , ... , t |] | Z i ∈ P (2 ) } = {j 1 < ... < j s } (unless this set is empty),
unless this set is empty).
Lemma 4.4. 1 ∆ is nonempty, l 1 < m, m / ∈ ∆ and, if p denotes the greatest integer such that l p < m, we have j < l p < m.
Proof First, recall that:
. This is 0 if m = j + 1 or a (finite) summand
with each a in N m−1−j if m > j + 1 and, moreover, a is nonzero when c a = 0.
Assume that m = j + 1. In this case, we have
and we obtain a contradiction.
So, we have m > j + 1, and
• It results of the choice of j that Θ (m) (δ
Assume that l > j + 1, so that (by section 3.2)
with each c a ∈ k.
is a linear combination of products
) is a linear combination of products
)) ∈ P (m) for j < i < m, we conclude that
We observe that this result is also true when l = j + 1 since, in this case, δ
) is zero (see section 3.2). So, if we transform the equality of lemma 4.4. 3 by the algebra homomorphism f m , we obtain:
Recall (see section 3. 1, (a 1 , . .. , a M ) ∈ Z M and:
• If p > 1 and j ≥ l p−1 , then each u i ∈ k.
• If p > 1 and j < l p−1 , then each u i ∈ k < x (lp) j+1 , ... , x (lp) lp−1 >, so that we can write
In both cases, we may assume that u 1 , ... , u M are all nonzero, that a 1 < ... < a M , and we observe that
lp−1 > and is homogeneous of degree β m + β j − a i β lp . In fact, since u is homogeneous of degree β m + β j and z lp = x (lp) lp is homogeneous of degree β lp , we have, for any ρ ∈ ZΠ,
and, by corollary 4.3. 2, we can identify the coefficients of z ai lp , so that q
By (proposition 4.3. 3, 1.) we have x
lp . So, using lemma 4.4. 4 with l = l p , we obtain:
and, by (lemma 4.3. 1, 4.),
As over, if 1 ≤ i ≤ M , we can identify the coefficients of z This implies that M = 1 and we conclude:
• a p = (β ∨ lp , β m ).
• u p is homogeneous of degree
Now, we extend this result as follows:
• Denote by (γ d , ... , γ p , γ p+1 ) the sequence of (non necessarily positive) roots recursively defined by γ p+1 = β m and,
• If (γ c , ... , γ p , γ p+1 ) is the sequence of (non necessarily positive) roots recursively defined by γ p+1 = β m and, for
In this case, u c is homogeneous of degree 0 and, since each
is homogeneous of degree β l d (see lemma 4.3. 1), we obtain that u is also homogeneous of degree a c β lc + ... + a p β lp . So, as the degree of u is uniquely defined, we have β m + β j = a c β lc + ... + a p β lp and, by proposition 2.3. 3, we conclude:
is not a positive diagram with respect to (1) in the sense of definition 2.2. 2.
5 Connections between admissible and positive diagrams.
w and the algebra R = U + [w] are defined as in section 2. The admissible diagrams (with respect to the reduced expression (1)) are defined as in section 3.3.
We know that the longest element w 0 has a reduced expression of the form
such that s α1 ... s αt is the reduced expression (1) of w.
In this section, we shall use the following conventions:
• Denote by R 0 = U + [w 0 ] the algebra associated to the reduced expression (17) as explained in section 2.1. and set F 0 = F ract(R 0 ) it's division ring of fractions.
• As in section 3.1, we set X i = X βi for 1 ≤ i ≤ N and we observe that X 1 , ... , X t are also the generators of R = U + [w] defined in section 2.1, so that R = k < X 1 , ... , X t > is a subalgebra of R 0 = k < X 1 , ... , X N >.
• For any ρ ∈ ZΠ we still denote by h ρ the automorphism of R 0 defined as in section 3.1.
• Each h ρ can uniquely be extended in an automorphism, still denoted h ρ , of F 0 .
• We still denote by H the set of all the automorphisms h ρ of F 0 (ρ ∈ ZΠ). It is a subgroup of Aut(F 0 ).
• For any m in 1, ... , N + 1 , we define the algebra R 
A property of admissible diagrams.
Consider ∆ a diagram with respect to (1) (ie. a subset of 1, ... , t ). It is also a diagram with respect to (17) but it is not quite clear whether the properties "∆ is admissible with respect to (1)" and "∆ is admissible with respect to (17) " are equivalent. In this section, we clarify this point.
Lemma 5.1. 1
There exists a unique algebra isomorphism
g: R = k < X 1 , ... , X t > → k < X (t+1) 1 , ... , X (t+1) t > ⊂ R (t+1) 0 which transforms each X i (1 ≤ i ≤ t) in X (t+1) i .
For any ρ ∈ ZΠ and B ∈ R, we have
. , such that
The map P → g(P) is a bijection from the set of H -invariant prime ideals of R onto the set of
Observe that, by the results recalled in 3.2, the family ((
as a right R -module. This implies that Q ∩ R = P and, since 1 / ∈ P, that each (
This implies that Q is an R -bimodule.
Since, for any a and b in N N −t , we have (
and assume that AB ∈ Q. As in section 4.3, denote by the inverse lexicographic order in N N −t and assume that, neither A, nor B is in Q. Write
with F a non empty finite subset of N N −t and each A a in R. Since, A / ∈ Q, at least one coefficient A a is not in P. If we choose such a coefficient with a minimal, we get:
with A 1 ∈ Q and a ≺ a ′ for any a ′ in F ′ . Similarly, we have
) ∈ Q, this implies that A a B b ∈ P, which is impossible since P is completely prime. This implies that Q is (completely) prime.
Since P is H -invariant and each monomial X (t+1) ) a (a ∈ N N −t ), is a H -eigenvector, Q is H -invariant.
Lemma 5.1. 4 Consider P 0 ∈ Spec(R 0 ) and P ∈ Spec(R).
). For any m ∈ 2, ... , t + 1 , we denote by P (m) (resp. P . Then
Proof
• If m = t + 1, we have R (m) = R, P (m) = P and P (m) 0 = Q. So, we have the required equality by assumption.
• Assume m ≤ t and
, we have
We have P
Since m ≤ t, X . So,
is an algebra homomorphism which transforms each X (m) i
). This implies that ǫ • g is the restriction of g 0 to R (m) and so, that Ker (ǫ • g) = P
(m) 0 ∩ R (m) . Since ǫ is injective, we also have Ker(ǫ • g) = Ker (g) = P (m) and the proof is over. (17) .
• Assume that ∆ is admissible with respect to (17) . This means (see section 3.3) that there exists some P 0 in Spec(R 0 ) such that it's canonical image P ) and set P = Q ∩ R. We know that P ∈ Spec(R) and, by lemma 5.1. 4, it's canonical image P (2) in Spec(R (2) ) verifies
So,
Since ∆ is a subset of 1, ... , t ), this implies that
So ∆ is admissible with respect to (1).
• Assume that ∆ is admissible with respect to (1) . This implies (see section 3.3) that there exists some P in H − Spec(R) whose canonical image P (2) in Spec(R (2) ) is the ideal of R (2) generated by {Z i | i ∈ ∆} (P (2) = 0 if ∆ = ∅). Since P is H − invariant, it results from lemma 5.1. 3 that there exists a (H − invariant) prime ideal Q of R (t+1) 0 , such that -P = Q ∩ R. This proves that ∆ is admissible with respect to (17).
5.2
The case w = w 0 .
Assume (in this subsection only) that w = w 0 .
Lemma 5.2. 1
For any diagram ∆ (with respect to (1)) we have:
∆ positive ⇒ ∆ admissible.
Proof
As in section 3.3, we denote by P 
∆ ∈ H − Spec(R (2) ). Consider an integer m with 2 ≤ m ≤ t + 1. We first prove, by induction on m, that there exists a prime ideal ideal P (m) ∈ Spec(R (m) ) such that P (2) ∆ is the canonical image of P (m) in Spec(R (2) ).
• If m = 2, we just have to choose P (2) = P
∆ .
• Assume that, for some m with 2 ≤ m ≤ t, there exists a prime ideal ideal P (m) ∈ Spec(R (m) ) such that P (2) ∆ is the canonical image of P (m) in Spec(R (2) ). Since ∆ is positive, we deduce from proposition 4.4. 1 that P (m)
= φ m (P (m+1 ) ) with P (m+1 ) in Spec(R (m+1) ).
So, P (2) ∆
is the canonical image of P (m+1 ) in Spec(R (2) ), and our affirmation is proved.
In particular, there exists P ∈ Spec(R (t+1) ) = Spec(R) such that P is the canonical image of P in Spec(R (2) ). This means (see section 3.3) that ∆ is admissible.
Proposition 5.2. 1
The positive diagrams (with respect to (1)) coincide with the admissible diagrams (with respect to (1)).
Proof By lemma 5.2 1, the set of positive diagrams is contained in the set of admissible diagrams. By proposition 2.3. 1, the number of positive diagrams is equal to the number of u in the Weyl group W such that u ≤ w (where ≤ denotes the Bruhat order). Since we assume that w = w 0 , we get that the number of positive diagrams is equal to the cardinal |W | of W . Since the set of admissible diagrams is in one to one correspondence with H − Spec(R) = H − Spec(U + ), the number of admissible diagrams does not depend on the reduced decomposition of w. In [17] , Antoine Mériaux gives a precise description of admissible diagrams, for each type of the simple complex Lie algebra g, and for a particular reduced decomposition of w 0 so that he can compute their number and check that it is precisely equal to |W |. This implies that the positive diagrams coincide with the admissible diagrams.
Let us observe that, in this proof, we use a result of Antoine Mériaux to prove that the number of admissible diagrams (which is also the cardinal of H − Spec(U + )) is equal to |W |. This equality can also be obtained using results of M. Gorelik, N. Andruskiewitsch and F. Dumas ([8] and [2] ) or T. J. Hodges and T. Levasseur and M. Toro [10] but this should require some (minor) restricted assumptions on the choice of the ground field k (char(k) = 0) or on the parameter q (q transcendent).
The general case.
We can now prove, in the general case (ie. w is not any longer assumed to be the longest element of W ):
Proof
Consider a diagram ∆ with respect to (1) (ie. a subset of 1, ... , t ), so that ∆ is also a diagram with respect to (17) .
• Assume that ∆ is positive (with respect to (1)). By proposition 2.3. 2, ∆ is positive with respect to (17) and, by proposition 5.2. 1, ∆ is admissible with respect to (17) . Now, by proposition 5.1. 1, ∆ is admissible with respect to (1).
