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Abstract
In this paper we employ generalized convexity of complex functions to establish several sufficient op-
timality conditions for minimax programming in complex spaces. Using such criteria, we constitute a
parametrical dual, and establish the weak, strong, and strict converse duality theorems in the framework.
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1. Introduction
Mathematical programming in complex space has many applications. In the electrical net-
work, the alternating currents/voltages are using complex variable z ∈ Cn to stand for elements
of network. The theory of complex programming is employed in variant fields of electric engi-
neering, such as blind deconvolution, blind equalization, minimal entropy, optimal receiver, etc.
(cf. Lai and Liu [14,15]).
Complex programming was firstly studied by Levinson [16] who considered linear pro-
gramming in complex space. Shortly after Swarup and Sharma [22] studied linear fractional
programming in complex space. Henceforth, many authors investigated nonlinear fractional or
nonfractional complex programming in different viewpoints. See [1–15,17–19,21,24], etc. Re-
cently, Chen, Lai and Schaible [5] have introduced a generalized Charnes–Cooper variable trans-
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H.-C. Lai et al. / J. Math. Anal. Appl. 323 (2006) 1104–1115 1105formation (GCCT) to change fractional complex programming into a nonfractional programming
problem, and have showed that the optimal solution of complex fractional programming prob-
lem can be reduced to an optimal solution of the equivalent nonfractional complex programming
problem, and vice versa. While the existence of optimal solution, continuity, convexity and its
various generalizations are valuable properties for the analysis and solution of such problems.
However convexity and continuity are not sufficient, in general, to guarantee the existence of an
optimal solution in programming problem. Usually one needs to assume compactness of feasible
solutions. For example, we see that f (x) = e−x is convex and continuous in R but a minimum
does not exist. While generalized convexity sometimes guarantees that a local minimum is a
global minimum, and the existence of a minimum in case of noncompact feasible region is sep-
arate matter.
The purpose of this paper is to employ this idea of generalized convexity (see Chen and
Lai [4], see also Lai and Liu [14,15]) to establish several sufficient optimality conditions in the
framework of minimax programming problem in complex space. It is remarkable that a nonlinear
complex function f (z) cannot have a convex real part (cf. Ferrero [9, Proposition 3.1]), thus in
our works, all nonlinear complex functions f (z) in a programming problem are considered in
the form f (z, z) by variable z accompany with its conjugate complex z. In this paper, we will
constitute firstly a minimax programming in complex space in the following form:
(PC) Minimize
ξ∈X Maximizeη∈Y Reϕ(ξ, η)
subject to − g(ξ) ∈ S ⊂ Cp,
where Y is a compact subset of {η = (w, w¯) | w ∈ Cm} in C2m, S is a polyhedral cone in Cp ,
and for each η ∈ Y , the mappings
ϕ(·, η) :C2n → C and g :C2n → Cp
are analytic over the manifold X = {ξ = (z, z) ∈ C2n | z ∈ Cn}.
Denote by XP = {ξ = (z, z) ∈ C2n | −g(ξ) ∈ S ⊂ Cp} the feasible set of (P ).
It is easy to verify that the manifold X is a closed convex cone over real field R (not over
complex field C). In order to have the convex real part of a nonlinear complex function, it needs to
take function f (ξ, η) with ξ = (z, z) ∈ C2n and η = (w,w) ∈ C2m in our requirement of complex
minimax problem since any nonlinear analytic function f (z), z ∈ Cn, cannot have convex real
part (cf. Ferreor [9], cf. also Lai and Liu [14,15]).
The special case of problem (PC) is regarded as the real case. That is to consider a minimax
programming problem in real variable in the form
(Pr) Minimize
x∈Rn
Maximize
y∈Y f (x, y)
subject to g(x) 0,
where Y is a compact subset in Rm, f (·,·) :Rn × Rm → R and g :Rn → Rp are C1-mappings,
that is, continuous differentiable functions.
Schmittedorf [20] established the necessary and sufficient optimality conditions for prob-
lem (Pr) under conditions of convexity. Later Weir [23] relaxed the convexity assumptions to
be pseudoconvex/quasiconvex functions to establish sufficient conditions for optimal solution
of (Pr), and then proved the weak, strong and strict converse duality theorems. Usually suf-
ficient optimality conditions need extra assumptions in the converse of necessary optimality
conditions. So several generalized convexities are constituted to establish the sufficient condi-
tions for programming problem. Recently, Lai and Liu defined the generalized convexity, namely
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tions in complex fractional programming and investigated the dual models and duality theorems.
In this paper, we will treat with the complex minimax programming of analytic functions
by defining so-called generalized (F , ρ, θ)-convex functions and establish several sufficient
optimality conditions for complex programming problem (PC). Employing such sufficient con-
ditions, we constitute a parametric dual problem to (PC), and prove the weak, strong and strict
converse duality theorems.
2. Some notations and preliminary results
For convenience, recall the following usual symbols notations in complex space. Let
C
n
(
R
n
)= n-dimensional vector space of complex (real) numbers,
X = {(z, u) ∈ C2n | u = z}⊂ C2n = Cn × Cn (is a closed convex cone),
A = [aij ] ∈ Cm×n, the set of all m × n complex matrices,
AH = [aji], the conjugate transpose of A = [aij ],
〈z,u〉 = uHz, the inner product of u, z in Cn.
We say that a subset S of Cp is a polyhedral cone if there is an integer k ∈ N and a matrix
A ∈ Cp×k such that
S = ARk+ =
{
Ax
∣∣ x ∈ Rk+},
that is, S is generated by a finite number of vectors (the columns of A) or equivalently that
S ⊂ Cp is a polyhedral cone if it is the intersection of a finite number of closed half-space
having the origin on the boundary, or there is an integer k ∈N and k-points u1, u2, . . . , uk in Cp
such that
S =
k⋂
j=1
H(uj ) =
{
z ∈ Cp ∣∣ Re〈z,uj 〉 0, j = 1,2, . . . , k},
where H(uj ), j = 1,2, . . . , k, are closed half-spaces involving the point uj . A polyhedral cone
S in Cp is a closed convex cone. The polar (or dual) of the set S is given by
S∗ = {u ∈ Cp ∣∣ Re〈z,u〉 0 for all z ∈ S}.
Clearly S∗∗ = S provided S is a polyhedral cone. Note that if Y is compact in C2m and for each
ξ ∈ X ⊂ C2n, the set
Y(ξ) =
{
η ∈ Y
∣∣∣ Reϕ(ξ, η) = sup
ζ∈Y
Reϕ(ξ, ζ )
}
is also a nonempty compact subset of C2m when ϕ(ξ, ·) is analytic on Y ∈ C2m. It follows that
for each η = (w,w) ∈ Y , the mappings
ϕ(·, η) :C2n → C and g :C2n → Cp
are analytic on ξ = (z, z) ∈ X ⊂ C2n. Let ξ0 = (z0, z0) ∈ X be given. Then
ϕ(ξ, η) − ϕ(ξ0, η) = ϕ′ξ (ξ0, η)(ξ − ξ0) + o
(|ξ − ξ0|), ξ0 = (z0, z0) ∈ X
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g(ξ) − g(ξ0) = g′(ξ0)(ξ − ξ0) + o
(|ξ − ξ0|),
where
ϕ′ξ (ξ0, η)(ξ − ξ0) =
(∇zϕ(ξ0, η),∇zϕ(ξ0, η))
(
z − z0
z − z0
)
= ∇zϕ(ξ0, η)(z − z0) + ∇zϕ(ξ0, η)(z − z0) ∈ C,
g′(ξ0)(ξ − ξ0) =
(∇zg(ξ0),∇zg(ξ0))
(
z − z0
z − z0
)
= ∇zg(ξ0)(z − z0) + ∇zg(ξ0)(z − z0) ∈ Cp,
while the gradient vector of ϕ(·, ·;η) :C2n → C is a 1 × 2n matrix:(∇zϕ(·, ·;η),∇zϕ(·, ·;η))≡
(
∂ϕ
∂ui
(ξ0, η),
∂ϕ
∂vi
(ξ0, η)
)
and the Jacobian of g :C2n → Cp is a p × 2n matrix:(∇zg(ξ0),∇zg(ξ0))=
(
∂g
∂ui
,
∂g
∂vi
)
=
(
∂gi
∂ui
(ξ0),
∂gi
∂vi
(ξ0)
)
.
Note that if ϕ(·, η) :C2n → C, then ϕ′ξ (·, η) ∈ L(C2n,C), the set of all linear functionals from
C
2n to C.
If g(·) :C2n → Cp , then g′ξ (·) ∈ L(C2n,Cp), the set of all linear operators from C2n into Cp .
The Frize John type necessary optimality condition is easily reduced to a complex program-
ming problem (PC). For convenience, we state such result as follows (cf. Lai and Liu [15]).
Theorem 2.1 (Necessary condition). Let ξ0 = (z0, z0) ∈ XP ⊂ C2n be an optimal solution of
(PC). If ξ0 is a regular point for the analytic function g :C2n → Cp , that is, the components
(g′1(ξ0), g′2(ξ0), . . . , g′p(ξ0)) of g′(ξ0) are linearly independent, or equivalently〈
g′(ξ0),μ
〉= 0 ⇒ μ = 0 for μ ∈ Cp,
then there exist multipliers λ ∈ Rk+ with |λ| =
∑k
i=1 λi = 1, a nonzero μ ∈ S∗ ⊂ Cp and vectors
ηi ∈ Y(ξ0), i = 1,2, . . . , k, such that
k∑
i=1
λi
(∇zϕ(ξ0, ηi) + ∇zϕ(ξ0, ηi))+ 〈μ,∇zg(ξ0)〉+ 〈μ,∇zg(ξ0)〉= 0, (2.1)
Re
〈
μ,g(ξ0)
〉= 0. (2.2)
3. Sufficient optimality conditions
The sufficient conditions for optimal solution of (PC) will be obtained from the converse of
necessary optimality conditions by some extra assumptions. Dutta and Bhata [8] investigated
the complex minimax programming for sufficient optimality conditions and duality theorems by
assuming that the complex functions be convex. Recently, Lai and Liu studied the (F , ρ, θ)-
convexity in [14,15] defined (F , ρ, θ)-convexity to treat with the sufficient optimality theorem
for complex program of analytic functions. For convenience, recall the (F , ρ, θ)-convexity for
our requirement (cf. Lai and Liu [14,15]).
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F :Cn × Cn × Cn → R
is sublinear, it means sublinear with respect to the third variable, that is, given z1, z2 ∈ Cn,
F satisfies
F(z1, z2;u1 + u2)F(z1, z2;u1) +F(z1, z2;u2),
F(z1, z2;αu) = αF(z1, z2;u)
for any α  0 in R+ and u1, u2, u ∈ Cn. Further we define a functional
θ :Cn × Cn → R+
being such that θ(z1, z2) = 0 only if z1 = z2 in Cn. Then for a real number ρ ∈ R, define
(F , ρ, θ)-convexity for analytic functions ϕ and g in the problem (P ) as follows.
Definitions. (Cf. Lai and Liu [14,15].)
(1) (a) For any η ∈ Y ⊂ C2m, the real part of ϕ(·, η) :X ⊂ C2n → C is said to be (F , ρ, θ)-
convex (strictly (F , ρ, θ)-convex) w.r.t. (= with respect to, for short) R+ on the manifold
X = {ξ = (z, u) ∈ C2n | u = z} if for any ξ = (z, z), ξ0 = (z0, z0) ∈ X, we have
Re
[
ϕ(ξ, η) − ϕ(ξ0, η)
]
F(z, z0;∇zϕ(ξ0, η) + ∇zϕ(ξ0, η))+ ρθ(z, z0)[
>F(z, z0;∇zϕ(ξ0, η) + ∇zϕ(ξ0, η))+ ρθ(z, z0)].
(b) The mapping g :C2n → Cp is said to be (F , ρ, θ)-convex (strictly (F , ρ, θ)-convex)
w.r.t. the polyhedral cone S ⊂ Cp on the manifold X if for any μ ∈ S and ξ = (z, z), ξ0 =
(z0, z0) ∈ X, we have
Re
〈
μ,g(ξ) − g(ξ0)
〉
F(z, z0;μ∇zg(ξ0) + μH∇zg(ξ0))+ ρθ(z, z0)[
>F(z, z0;μ∇zg(ξ0) + μH∇zg(ξ0))+ ρθ(z, z0)].
(2) (a) Reϕ(·, η) is said to be (F , ρ, θ)-quasiconvex (strictly (F , ρ, θ)-quasiconvex) w.r.t. R+
on X if for any ξ0 = (z0, z0), ξ = (z, z) ∈ X such that
Re
([
ϕ(ξ, η) − ϕ(ξ0, η)
])
 0
[
Re
([
ϕ(ξ, η) − ϕ(ξ0, η)
])
< 0
]
⇒ F(z, z0;∇zϕ(ξ0, η) + ∇zϕ(ξ0, η))−ρθ(z, z0).
(b) The mapping g :C2n → Cp is said to be (F , ρ, θ)-quasiconvex (strictly (F , ρ, θ)-
quasiconvex) w.r.t. the polyhedral cone S ⊂ Cp on the manifold X if for any μ ∈ S
and ξ = (z, z), ξ0 = (z0, z0) ∈ X, such that
Re
〈
μ,g(ξ) − g(ξ0)
〉
 0
[
Re
〈
μ,g(ξ) − g(ξ0)
〉
< 0
]
⇒ F(z, z0;μ∇zg(ξ0) + μH∇zg(ξ0))−ρθ(z, z0).
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pseudoconvex) w.r.t. R+ on the manifold X if for ξ = (z, z), ξ0 = (z0, z0) in X such that
F(z, z0;∇zϕ(ξ0, η) + ∇zϕ(ξ0, η))−ρθ(z, z0)
⇒ Re(ϕ(ξ, η) − ϕ(ξ0, η)) 0 [Re(ϕ(ξ, η) − ϕ(ξ0, η))> 0].
(b) The mapping g :C2n → Cp is said to be (F , ρ, θ)-pseudoconvex (strictly (F , ρ, θ)-
pseudoconvex) w.r.t. the polyhedral cone S ⊂ Cp on the manifold X if for any μ ∈ S
and any ξ = (z, z), ξ0 = (z0, z0) in X such that
F(z, z0;μ∇zg(ξ0) + μH∇zg(ξ0))−ρθ(z, z0)
⇒ Re〈μ,g(ξ) − g(ξ0)〉 0 [Re〈μ,g(ξ) − g(ξ0)〉> 0].
In order to get the sufficient optimality conditions for problem (PC), we consider the converse
of necessary optimality conditions (Theorem 2.1) by adding extra assumptions that we have
defined above like the generalized (F , ρ, θ)-convexity.
Note that the feasible set XP of problem (PC) is contained in X ⊂ C2n. We now establish the
main theorem for sufficient conditions of (PC) as follows.
Theorem 3.1 (Sufficient conditions). Let ξ0 = (z0, z0) ∈ XP ⊂ C2n be a feasible solution of (PC).
Suppose that
(A) for a positive integer k, there exist λ = (λ1, λ2, . . . , λk) ∈ Rk+ with
∑k
i=1 λi = 1, a nonzero
μ ∈ S∗, the dual cone of S in Cp and vectors ηi ∈ Y(ξ0), i = 1,2, . . . , k, such that the
(necessity) conditions (2.1), (2.2) hold;
(B) in addition, any one of the following conditions (a) or (b) holds:
(a) Re[∑ki=1 λiϕ(·, ηi)] is a (F , ρ1, θ)-pseudoconvex function w.r.t. R+ on X; g(·) is
a (F , ρ2, θ)-quasiconvex mapping w.r.t. the polyhedral cone S in Cp on X, and
ρ1 + ρ2  0.
(b) Re[∑ki=1 λiϕ(·, ηi) + 〈g(·),μ〉], μ ∈ S∗ is a (F , ρ, θ)-pseudoconvex w.r.t. R+ on X,
and ρ  0.
Then ξ0 = (z0, z0) is an optimal solution of (PC).
Proof. Suppose on the contrary that ξ0 = (z0, z0) ∈ XP is not an optimal solution of (PC). Then
there is another feasible point ξ = (z, z) ∈ XP such that
sup
η∈Y
Reϕ(ξ, η) < sup
η∈Y
Reϕ(ξ0, η).
Since Y(ξ0) is compact, there exist ηi ∈ Y(ξ0), i = 1,2, . . . , k, such that
Reϕ(ξ, ηi) < Reϕ(ξ0, ηi) for i = 1,2, . . . , k,
it follows that for λi  0, i = 1,2, . . . , k, with ∑ki=1 λi = 1, we have
Re
[
k∑
λi
(
ϕ(ξ, ηi) − ϕ(ξ0, ηi)
)]
< 0. (3.1)i=1
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μ ∈ S∗, we then obtain
Re
〈
μ,g(ξ)
〉
 0 = Re〈μ,g(ξ0)〉. (3.2)
Now if hypothesis (a) holds, Re[∑ki=1 λiϕ(·, ηi)] is (F , ρ1, θ)-pseudoconvex, then (3.1) implies
F
(
z, z0;
k∑
i=1
λi
(∇zϕ(ξ0, ηi) + ∇zϕ(ξ0, ηi))
)
< −ρ1θ(z, z0). (3.3)
By the (F , ρ2, θ)-quasiconvexity of g, the inequality (3.2) implies that
F(z, z0;μ∇zg(ξ0) + μH∇zg(ξ0))−ρ2θ(z, z0). (3.4)
Since F is sublinear, it follows that expressions (2.1), (3.3) and (3.4) imply that
(ρ1 + ρ2)θ(z, z0) < 0.
This contradicts the fact ρ1 + ρ2  0 as θ(z, z0) > 0. Hence ξ0 = (z0, z0) is an optimal solution
of (PC).
If hypothesis (b) holds, from the inequalities (3.1) and (3.2) we obtain
Re
[
k∑
i=1
λiϕ(ξ, ηi) +
〈
μ,g(ξ)
〉]
< Re
[
k∑
i=1
λiϕ(ξ0, ηi) +
〈
μ,g(ξ0)
〉]
. (3.5)
Using the (F , ρ, θ)-pseudoconvexity of Re[∑ki=1 λiϕ(·, ηi)+〈μ,g(·)〉], the inequality (3.5) im-
plies that
F
(
z, z0;
k∑
i=1
λi
[∇zϕ(ξ0, ηi) + ∇zϕ(ξ0, ηi)]
+ 〈μ,∇zg(ξ0)〉+ 〈μ,∇zg(ξ0)〉
)
< −ρθ(z, z0). (3.6)
From the expressions (2.1), (3.6) and the sublinearity of F , we have
ρθ(z, z0) < 0
which contradicts the fact ρ  0. This proves that ξ0 is optimal of (PC).
Therefore the proof of theorem is complete. 
The following theorem includes three sufficient optimality conditions that are proved by Chen
and Lai in [4] under the distinct conditions as follows.
Theorem 3.2. (See [4, Theorems 3.2–3.4].) Under the assumption (A) in Theorem 3.1 if we
assume in addition that any one of conditions (c)–(e) holds:
(c) Re[∑ki=1 λiϕ(·, ηi)] is strictly (F , ρ1, θ)-quasiconvex function w.r.t. R+ on X; g(·) is strictly
(F , ρ2, θ)-pseudoconvex mapping w.r.t. the polyhedral cone S in Cp on X, and ρ1 +ρ2  0;
(d) Re[∑ki=1 λiϕ(·, ηi)] is strictly (F , ρ1, θ)-quasiconvex function w.r.t. R+ on X; g(·) is a
(F , ρ2, θ)-quasiconvex mapping w.r.t. the polyhedral cone S in Cp on X, and ρ1 + ρ2 > 0;
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and ρ > 0,
then ξ0 = (z0, z0) is an optimal solution of (PC).
4. Parametric dual model
From this section on, for ξ = (z, z) ∈ C2n, we let
W(ξ) =
{
(k, λ, η) ∈N × Rk+ × C2mk
∣∣∣∣∣ λ = (λ1, λ2, . . . , λk) ∈ Rk+ with
k∑
i=1
λi = 1,
and η = (η1, η2, . . . , ηk) with ηi ∈ Y(ξ), i = 1,2, . . . , k
}
. (4.1)
By the optimality conditions of the preceding sections, we will show that the following formation
is a dual problem to the minimax complex problem (PC ):
(D) max
(k,λ,η)∈W(ξ)
sup
(ξ,μ,μ,t)∈X(k,λ,η)
t (= tξ,η),
where X(k,λ,η) denotes the set of all feasible solutions (ξ,μ,μ, t) ∈ C2n ×Cp ×Cp ×R which
satisfy
k∑
i=1
λi
(∇zϕ(ξ, ηi) + ∇zϕ(ξ, ηi))+ μ∇zg(ξ) + μH∇zg(ξ) = 0, (4.2)
k∑
i=1
λi
[
Reϕ(ξ, ηi) − t
]
 0, (4.3)
Re
〈
μ,g(ξ)
〉
 0, (4.4)
(k, λ, η) ∈ W(ξ), (4.5)
0 = μ ∈ S∗. (4.6)
If, for a triplet (k, λ, η) ∈ W(ξ), the set X(k,λ,η) = ∅, then we define the supremum over
X(k,λ,η) to be −∞.
Note that each component ηj , j = 1,2, . . . , k, of η = (η1, . . . , ηk) ∈ C2mk is in Y(ξ).
Then, we can derive the following weak duality theorem between (PC ) and (D):
Theorem 4.1 (Weak duality). Let ξ = (z, z) ∈ XP be a feasible solution of (PC) and
(k, λ, η, ξ,μ,μ, t) be a feasible solution of (D). If any one of the conditions (a)–(e) in Theo-
rems 3.1 and 3.2 holds, then
sup
η∈Y
Reϕ(ξ, η) t. (4.7)
Proof. Suppose on the contrary that there is ξ˜ = (z1, z1) ∈ XP which satisfies
sup Reϕ(ξ˜ , η) < t.
η∈Y
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Reϕ(ξ˜ , η) < t for all η ∈ Y.
It follows that
Re
[
λiϕ(ξ˜ , ηi)
]
 λit for all i = 1,2, . . . , k,
with at least one strict inequality since λ = 0, ∑ki=1 λi = 1. Thus
k∑
i=1
Re
[
λiϕ(ξ˜ , ηi)
]
<
k∑
i=1
λit. (4.8)
From the inequalities (4.3) and (4.8), we have
k∑
i=1
Re
[
λiϕ(ξ˜ , ηi)
]
<
k∑
i=1
λit 
k∑
i=1
Re
[
λiϕ(ξ, ηi)
]
. (4.9)
Utilizing the feasibility of ξ˜ = (z1, z1) to (PC ), we see that for μ ∈ S∗, and the inequality (4.4)
implies that
Re
〈
μ,g(ξ˜ )
〉
 0 Re
〈
μ,g(ξ)
〉
. (4.10)
If hypothesis (a) holds, using the (, ρ1, θ)-pseudoconvexity of Re∑ki=1 λiϕ(·, ηi), we get from
the inequality (4.9), ξ = (z, z) ∈ XP , that

(
z1, z;
k∑
i=1
λi∇zϕ(ξ, ηi) +
k∑
i=1
λi∇zϕ(ξ, ηi)
)
< −ρ1θ(z1, z), ηi ∈ Y(ξ). (4.11)
Using the (, ρ2, θ)-quasiconvexity of g, we get from the inequality (4.10) that
(z1, z;μ∇zg(ξ) + μH∇zg(ξ))−ρ2θ(z1, z). (4.12)
From expressions (4.2), (4.11), (4.12), and the sublinearity of , we have
(ρ1 + ρ2)θ(z1, z) < 0,
which contradicts the fact ρ1 + ρ2  0. Hence the inequality (4.7) of the theorem is true.
If hypothesis (b) holds, from the inequalities (4.9) and (4.10), we have
Re
[
k∑
i=1
λiϕ(ξ˜ , ηi) + uHg(ξ˜ )
]
< Re
[
k∑
i=1
λiϕ(ξ, ηi) + μHg(ξ)
]
. (4.13)
Using the (, ρ, θ)-pseudoconvexity of Re∑ki=1 λiϕ(·, ηi) + μHg(·), the inequality (4.13) im-
plies that

(
z1, z;
k∑
i=1
λi∇zϕ(ξ, ηi) +
k∑
i=1
λi∇zϕ(ξ, ηi) + μ∇zg(ξ) + μH∇zg(ξ)
)
< −ρθ(z1, z).
(4.14)
From the expressions (4.2), (4.14), and the sublinearity of , we have
ρθ(z1, z) < 0
which contradicts the fact ρ  0. Hence the inequality (4.7) of the theorem is true.
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the same lines as hypothesis (b).
Hence, the proof of the theorem is complete. 
Theorem 4.2 (Strong Duality). Let ξ0 be an optimal solution of problem (PC). If ξ0 is also a reg-
ular point for the mapping g :C2n → Cp , then there exist (k, λ, η) ∈ W(ξ0) and (ξ0,μ,μ, t) ∈
X(k,λ,η) such that (k, λ, η, ξ0,μ,μ, t) is a feasible solution of (D). If the hypotheses of The-
orem 4.1 are fulfilled, then (k, λ, η, ξ0,μ,μ, t) is an optimal solution for (D), and the two
problems (PC) and (D) have the same optimal values.
Proof. If ξ0 is an optimal solution of (PC), and the constraint map g is regular at ξ0 (equivalent
that g possess the Slater qualification), then there is an optimal value α of (PC) such that
α = sup
η∈Y
Reϕ(ξ0, η) = min
ξ∈XP
sup
η∈Y
Reϕ(ξ, η).
By Theorem 2.1, ξ0 deduces to satisfy the conditions (2.1) and (2.2), this shows that there exist
(k, λ, η) ∈ W(ξ0), (ξ0,μ,μ, t) such that (k, λ, η, ξ0,μ,μ, t) is a feasible solution of (D).
In addition, if all hypotheses of Theorem 4.1 hold, then
(k, λ, η, ξ0,μ,μ, t)
is an optimal solution of (D) with value
t0 = tξ0,η0 = max
η∈Y Reϕ(ξ0, η) = α.
Here Y is compact in Cm, the supremum over Y is attained, and the proof of theorem is com-
plete. 
Theorem 4.3 (Strict Converse Duality). Let ζˆ and (kˆ, λˆ, ηˆ, ξˆ , uˆ, uˆ, tˆ ) be optimal solutions of
(PC) and (D) respectively, and assume that the assumptions of Theorem 4.2 are fulfilled. In
addition if condition
(f) Re∑kˆi=1 λˆiϕ(·, ηˆi ) is strictly (, ρ1, θ)-pseudoconvex w.r.t. R+, g(·) is a (, ρ2, θ)-quasi-
convex function w.r.t. the polyhedral cone S in Cp , and ρ1 + ρ2  0
holds, then ζˆ = ξˆ ; that is, ξˆ is an optimal solution of (P ).
Proof. Suppose on the contrary that (zˆ, zˆ) = ζˆ = ξˆ = (zˆ1, zˆ1). It will reach a contradiction. From
Theorem 4.2, we know that
sup
η∈Y
Reϕ(ζˆ , η) = tˆ . (4.15)
Utilizing the feasibility of ζˆ for (PC), μˆ ∈ S∗, and the inequality (4.3), we have
Re
〈
μˆ, g(ζˆ )
〉
 0 Re
〈
μˆ, g(ξˆ )
〉
. (4.16)
Since g(·) is (, ρ2, θ)-quasiconvex, the inequality (4.16) implies that
(zˆ, zˆ1; μˆ∇zg(ξˆ ) + μˆH∇zg(ξˆ ))−ρ2θ(zˆ, zˆ1). (4.17)
By (4.2) and the sublinearity of , we have
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(
zˆ, zˆ1;
kˆ∑
i=1
λˆi∇zϕ(ξˆ , ηˆi ) +
k∑
i=1
λˆi∇zϕ(ξˆ , ηˆi )
)
+ (zˆ, zˆ1;μ∇zg(ξˆ ) + μˆH∇zg(ξˆ ))
 
(
zˆ, zˆ1;
kˆ∑
i=1
λˆi∇zϕ(ξˆ , ηˆi) + ∇zϕ(ξˆ , ηˆi ) + μ∇zg(ξˆ ) + μˆH∇zg(ξˆ )
)
= 0.
Thus, by (4.17), we have

(
zˆ, zˆ1;
kˆ∑
i=1
λˆi∇zϕ(ξˆ , ηˆi ) +
kˆ∑
i=1
λˆi∇zϕ(ξˆ , ηˆi )
)
−(zˆ, zˆ1; μˆ∇zg(ξˆ ) + μˆH∇zg(ξˆ ))
 ρ2θ(zˆ, zˆ1)
−ρ1θ(zˆ, zˆ1) (sinceρ1 + ρ2  0).
Since Re
∑kˆ
i=1 λˆiϕ(·, ηˆi) is strictly (, ρ1, θ)-pseudoconvex, by the inequality above and (4.2),
kˆ∑
i=1
Re
[
λˆiϕ(ζˆ , ηˆi)
]
>
kˆ∑
i=1
Re
[
λˆiϕ(ξˆ , ηˆi)
]

kˆ∑
i=1
λˆi tˆ .
Therefore, there exists a certain i0 such that
Reϕ(ζˆ , ηˆi0) > tˆ.
It follows that
sup
η∈Y
Reϕ(ζˆ , η) Reϕ(ζˆ , ηˆi0) > tˆ,
which contradicts the equality (4.15). Therefore, we conclude that ζˆ = ξˆ , and the proof of theo-
rem is complete. 
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