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EXPLICIT INVERSIONS OF CERTAIN MATRICES I
RUIMING ZHANG
Abstrat. In this note, we demonstrate a method to invert some Hankel
matries expliitly by using the kernel polynomials for the related lassial
orthogonal polynomials.
1. Introdution
In the theory of orthogonal polynomials, We ould alulate the determinants
of some Hankel matries one we know the three term reurrene relation for the
assoiated orthogonal polynomials and vie versa. It is well-known that the kernel
polynomials of the orthogonal polynomials enodes important information about
the assoiated Hankel matries. These matries are generalizations of the Hilbert
matries. In this note we present a method to invert some Hankel matries assoi-
ated with lassial polynomials by using the kernel polynomials.
The following theorem very is a well known fat from the theory of orthogonal
polynomials:
Theorem 1.1. Given a probability measure µ on R with a support of innite many
points. Let us onsider the Hilbert spae of µ-measurable funtions
(1.1) X :=
{
f(x)|

|f(x)|2dµ(x) <∞
}
with the inner produt dened as
(1.2) (f, g) :=

f(x)g(x)dµ(x), f, g ∈ X .
Assume that {wn(x)}∞n=0 is a sequene of linearly independent funtions in X with
w0(x) = 1. Let
(1.3) αjk :=

wj(x)wk(x)dµ(x), j, k = 0, 1...,
(1.4) Πn :=


α00 α01 . . . α0n
α10 α11 . . . α1n
.
.
.
.
.
.
.
.
.
.
.
.
αn0 αn1 . . . αnn

 , n ∈ N ∪ {0} ,
and
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(1.5) ∆n := detΠn, n ∈ N ∪ {0} .
Then the n-th orthonormal funtion with positive oeient in wn(x) is given by
the formula
(1.6) pn(x) =
1√
∆n∆n−1
det


α00 α01 α02 . . . α0n
α10 α11 α12 . . . α1n
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
αn0 αn1 αn2 . . . αnn
w0(x) w1(x) w2(x) . . . wn(x)


for n ∈ N , with
(1.7) p0(x) = w0(x) = 1.
Furthermore, the oeient of pn(x) in wn(x) is
(1.8) γn :=
√
∆n−1
∆n
.
Proof. The proof is the same as for the ase wn(x) = x
n
, whih ould be found in
any orthogonal polynomials textbooks suh as [2℄. 
Corollary 1.2. For n ∈ N, we have
(1.9) ∆n =
n∏
k=1
1
γ2n
.
Proof. This is a trivial onsequene of (1.7) and (1.8). 
Lemma 1.3. Let
(1.10) kn(x, y) :=
n∑
k=0
pk(x)pk(y), n ∈ N ∪ {0} .
Then, for any pi(x) in the linear span of {wk(x)}n0 , we have
(1.11)

pi(x)kn(x, y)dµ(x) = pi(y).
Proof. To see (1.11), just expand pi(x) in pk(x), k = 0, 1 . . . , n. 
Lemma 1.4. For eah n ∈ N∪{0}, the funtion kn(x, y) satisfying (1.11) is unique.
Proof. Suppose there are two suh funtions hn(x, y) and kn(x, y) , then,
0 < ||hn(·, y)− kn(·, y)||2(1.12)
=(hn(·, y)− kn(·, y), hn(·, y)− kn(·, y))
=(hn(·, y)− kn(·, y), hn(·, y))− (hn(·, y)− kn(·, y), kn(·, y))
=0,
whih is a ontradition. 
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Lemma 1.5. Let
(βjk)0≤j,k≤n : = Π
−1
n , n ∈ N ∪ {0} .(1.13)
Then,
kn(x, y) =
n∑
j,k=0
βjkwj(y)wk(x).(1.14)
Proof. Let
f(x) =
n∑
k=0
ukwk(x),(1.15)
then,
(f(·),
n∑
j,k=0
βjkwj(y)wk(·))(1.16)
=
n∑
m=0
um(wm(·), k(·, y))
=
n∑
m=0
um
n∑
j,k=0
βjkwj(y)(wm, wk)
=
n∑
m=0
um
n∑
j=0
wj(y)
n∑
k=0
βjkαkm
=f(y).
By Lemma 1.4, we have
kn(x, y) =
n∑
j,k=0
βjkwj(y)wk(x).(1.17)

Corollary 1.6. The kernel in Lemma 1.3 is also given by
kn(x, y) = − 1
∆n
det


0 1 w1(y) · · · wn(y)
1 α00 α01 . . . α0n
w1(x) α10 α11 . . . α1n
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
wn(x) αn0 αn1 . . . αnn

(1.18)
for n ∈ N ∪ {0}.
Proof. Sine
kn(x, y) =
n∑
j,k=0
βjkwj(y)wk(x),(1.19)
with
(βjk)0≤i,j≤n = Π
−1
n .(1.20)
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Then,
βjk =
Πn(k, j)
detΠn
=
Πn(k, j)
∆n
,(1.21)
where Πn(k, j) is the (k, j)-th o-fator. Therefore,
kn(x, y) =
1
∆n
n∑
j,k=0
Πn(k, j)wj(y)wk(x).(1.22)
It is lear that
n∑
j,k=0
Πn(k, j)wj(y)wk(x) = −
∣∣∣∣∣ 0 (W(y))
T
W(x) Πn
∣∣∣∣∣ ,(1.23)
by diret determination expansion, whih is
kn(x, y) = − 1
∆n
∣∣∣∣∣ 0 (W(y))
T
W(x) Πn
∣∣∣∣∣ ,(1.24)
where
W(x) =


1
w1(x)
.
.
.
wn(x)

 ,(1.25)
and
(W(y))
T
=
(
1, w1(y) , · · · , wn(y)
)
.(1.26)

Lemma 1.5 enables us to ompute the inverse the Gram matrix in terms of the
orthonormal funtions {pn(x)}∞n=0.
Corollary 1.7. Assume that {wn(x)}∞n=0, {pn(x)}∞n=0 and Πn = (αjk)0≤j,k≤n as
in Theorem 1.1. Suppose we have two families of linear funtionals {uk}∞k=0 and
{vk}∞k=0 over the linear spae generated by {wn(x)}∞n=0 with
uj(wk) = δjk,(1.27)
and
vj(wk) = δjk(1.28)
for j, k = 0, 1, .... Then,
βjk =
n∑
m=0
uk(pm(x))vj(pm(y)),(1.29)
where
(1.30) (βjk)0≤j,k≤n = Π
−1
n .
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Proof. From Lemma 1.5, we have
(1.31)
n∑
j,k=0
βjkwj(y)wk(x) =
n∑
m=0
pm(y)pm(x).
Then we apply the funtional uj and vk both sides of the above equation, the laim
of the orollary follows. 
2. Main Results
2.1. Preliminaries. The Euler's Γ(z) is dened as [1℄
1
Γ(z)
: = z
∞∏
j=1
(
1 +
z
j
)(
1 +
1
j
)−z
, z ∈ C(2.1)
For a, a1, ..., ar ∈ C, the shifted fatorials are dened as
(a)n : =
Γ(a+ n)
Γ(a)
, (a1, ..., ar)n :=
r∏
j=1
(aj)n, n ∈ Z, r ∈ N.(2.2)
The generalized hypergeometri series rFs with parameters {a1, ..., ar} and {b1, ..., bs}
is formally dened by
rFs
(
a1, a2, ..., ar
b1, b2, ..., bs
; z
)
:=
∞∑
n=0
(a1, ..., ar)n
(a1, ..., as)n
zn
n!
.(2.3)
The Barnes G-funtion is dened as
G(z) : = (2pi)z/2e−[z(z+1)+γz
2]/2
∞∏
n=1
(1 +
z
n
)ne−z+z
2/(2n),(2.4)
where
γ : = lim
n→∞
(
n∑
k=1
1
k
− lnn
)
.(2.5)
The Barnes G-funtion is an entire funtion with the property
G(z + 1) = Γ(z)G(z),(2.6)
n∏
k=0
Γ(z + k) =
G(z + n+ 1)
G(z)
,(2.7)
and
G(n) =
{
0 n = 0,−1,−2, ...∏n−2
i=0 i! n = 1, 2, ...
.(2.8)
In following, in all the ases exept the last one we use funtionals
ui(p(x)) = vi(p(x)) =
1
i!
[
dip(x)
dxi
]
x=0
,(2.9)
and for the last ase we use
ui(p(x)) = vi(p(x)) =
1
i!
[
dip(x)
dxi
]
x=1
,(2.10)
where p(x) is a polynomial in variable x.
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2.2. The Hermite Polynomials. The Hermite polynomials {Hn(x)}∞n=0 are de-
ned as [1℄
Hn(x) = (2x)
n
2F0
( −n2 ,−n2 + 12
− ;−
1
x2
)
(2.11)
for n ≥ 0 and
H−1(x) = 0.(2.12)
They satisfy
(2.13) DHn(x) = 2nHn−1(x), n ∈ N ∪ {0} .
Hermite polynomials satises

R
Hn(x)Hm(x) exp(−x2)dx = 2nn!
√
piδmn(2.14)
for n,m = 0, 1, ....
Thus, the orthonormal polynomials
hn(x) : =
Hn(x)√
n!2n
√
pi
(2.15)
have leading oeients
γn =
√
2n
n!
√
pi
.(2.16)
Clearly,
 ∞
−∞
yne−y
2
dy =
1 + (−1)n
2
Γ
(
n+ 1
2
)
,(2.17)
and
αij =
1 + (−1)i+j
2
Γ
(
i+ j + 1
2
)
,(2.18)
for i, j = 0, 1, ..., n. Thus,
det
(
1 + (−1)i+j
2
Γ
(
i+ j + 1
2
))n
j,k=0
= 2−
n(n+1)
2 pi
n+1
2
n∏
k=0
k!(2.19)
or
det
(
1 + (−1)i+j
2
Γ
(
i+ j + 1
2
))n
j,k=0
= 2−
n(n+1)
2 pi
n+1
2 G(n+ 2)(2.20)
for n = 0, 1, ....
The (i, j)-th entry of Π−1n = (βjk)
n
j,k=0 is
βij =
1
i!j!
n∑
k=max(i,j)
1
k!2k
√
pi
[
diHk(x)
dxi
]
x=0
[
djHk(y)
dyj
]
y=0
(2.21)
=
n∑
k=max(i,j)
1
k!2k
√
pi
{
2i
(
k
i
)
Hk−i(0)
}{
2j
(
k
j
)
Hk−j(0)
}
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or
βij =
2i+j√
pi
n∑
k=max(i,j)
1
k!2k
{(
k
i
)
Hk−i(0)
}{(
k
j
)
Hk−j(0)
}
.(2.22)
for i, j = 0, 1, ..., n.
Theorem 2.1. For n ∈ N ∪ {0}, the matrix(
1 + (−1)i+j
2
√
pi
Γ
(
i+ j + 1
2
))
0≤i,j≤n
(2.23)
has the determinant
det
(
1 + (−1)i+j
2
√
pi
Γ
(
i+ j + 1
2
))n
i,j=0
= 2−
n(n+1)
2 G(n+ 2),(2.24)
and its inverse matrix is
 n∑
k=max(i,j)
2i+j
{(
k
i
)
Hk−i(0)
}{(
k
j
)
Hk−j(0)
}
k!2k


0≤i,j≤n
.(2.25)
2.2.1. The Laguerre Polynomials. The Laguerre polynomials {Lαn(x)}∞n=0 may be
dened as [1℄
Lαn(x) =
(α+ 1)n
n!
1F1
( −n
α+ 1
;x
)
(2.26)
for n ≥ 0, and we assume that
Lα−1(x) = 0.(2.27)
We also have
dLαn(x)
dx
= −Lα+1n−1(x)(2.28)
and
 ∞
0
Lαm(x)L
α
n(x)x
αe−xdx =
Γ(α+ n+ 1)
n!
δmn,(2.29)
for α > −1 and n,m = 0, 1, .... The orthonormal polynomials
pn(x) = (−1)n
√
n!
Γ(α+ n+ 1)
Lαn(x),(2.30)
have the leading oeients
γn =
1√
n!Γ(α+ n+ 1)
(2.31)
for n = 0, 1, .... Clearly
 ∞
0
xn+αe−xdx = Γ(α+ n+ 1),(2.32)
and
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αij = Γ(α + i+ j + 1)(2.33)
for i, j = 0, 1, ..., n, Then,
det (Γ(α+ i+ j + 1))
n
j,k=0 =
n∏
k=0
{k!Γ(α+ k + 1)} ,(2.34)
or
det (Γ(α+ i+ j + 1))
n
j,k=0 =
G(n+ 2)G(α+ n+ 2)
G(α + 1)
.(2.35)
Let Π−1n = (βjk)
n
j,k=0 , then,
βij =
1
i!j!
n∑
k=max(i,j)
k!
Γ(α+ k + 1)
[
diLαk (x)
dxi
]
x=0
[
djLαk (y)
dyj
]
y=0
(2.36)
=
1
i!j!
n∑
k=max(i,j)
k!
Γ(α+ k + 1)
[
(−1)iLα+ik−i(x)
]
x=0
[
(−1)jLα+jk−j (y)
]
y=0
,
or
βij =
(−1)i+j
i!j!
n∑
k=max(i,j)
k!Lα+ik−i (0)L
α+j
k−j (0)
Γ(α+ k + 1)
(2.37)
for j, k = 0, 1, ..., n.
Theorem 2.2. For n = 0, 1, ..., the matrix
((α+ 1)i+j)0≤i,j≤n(2.38)
has determinant
det ((α+ 1)i+j)
n
i,j=0 =
G(n+ 2)G(α+ n+ 2)
G(α+ 1)Γ(α+ 1)n+1
,(2.39)
and inverse (∑n
k=max(i,j)
(α+1)k
k!
(
k
i
)(
k
j
)
(−1)i+j(α+ 1)i(α+ 1)j
)
0≤i,j≤n
(2.40)
2.2.2. The Ultraspherial Polynomials. The Ultraspherial polynomials(or Genen-
bauer polynomials)
{
Cλn(x)
}∞
n=0
are dened as, [1℄
Cλn(x) =
(2λ)n
n!
2F1
( −n, 2λ+ n
λ+ 12
;
1− x
2
)
(2.41)
for n ≥ 0, and we assume that
Cλ−1(x) = 0.(2.42)
We also have
dCλn(x)
dx
= 2λCλ+1n−1(x),(2.43)
 1
−1
Cλm(x)C
λ
n (x)(1 − x2)λ−
1
2 dx =
piΓ(2λ+ n)
22λ−1n!(λ+ n)[Γ(λ)]2
δmn,(2.44)
for λ > − 12 and n,m = 0, 1, .... The orthonormal polynomials
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pn(x) =
√
22λ−1n!(λ+ n)[Γ(λ)]2
piΓ(2λ+ n)
Cλn(x)(2.45)
have leading oeients
γn =
√
(λ + n)22λ+2n−1Γ(λ+ n)2
pin!Γ(2λ+ n)
.(2.46)
It is lear that
 1
−1
xn(1 − x2)λ− 12 dx = 1+ (−1)
n
2
B
(
n+ 1
2
, λ+
1
2
)
,(2.47)
and
αij =
1 + (−1)i+j
2
B
(
i+ j + 1
2
, λ+
1
2
)
,(2.48)
for i, j = 0, 1, ..., n, where B(p, q) is the beta integral
B(p, q) =
 1
0
xp−1(1− x)q−1dx, ℜ(p),ℜ(q) > 0.(2.49)
Then,
det
(
1 + (−1)i+j
2
B
(
i + j + 1
2
, λ+
1
2
))
=
n∏
k=0
pik!Γ(2λ+ k)
(λ+ k)22λ+2k−1Γ(λ+ k)2
,
(2.50)
or
det
(
1 + (−1)i+j
2
B
(
i+ j + 1
2
, λ+
1
2
))
=
pin+1G(n+ 2)
2(n+1)(n+2λ−1)(λ)n+1
G(2λ+ n+ 1)G(λ)2
G(2λ)G(λ + n+ 1)2
.
(2.51)
The (i, j)-th entry of the inverse matrix Π−1n = (βjk)
n
j,k=0 is
βij =
1
i!j!
n∑
k=max(i,j)
22λ−1k!(λ+ k)[Γ(λ)]2
piΓ(2λ+ k)
[
diCλk (x)
dxi
]
x=0
[
djCλk (y)
dyj
]
y=0
(2.52)
=
22λ−1[Γ(λ)]2
i!j!pi
n∑
k=max(i,j)
k!(λ+ k)
Γ(2λ+ k)
[
2i(λ)iC
λ+i
k−i (x)
]
x=0
[
2j(λ)jC
λ+j
k−j (x)
]
y=0
,
or
βij =
2i+j(λ)i(λ)jΓ(λ)
i!j!
√
piΓ(λ + 12 )
n∑
k=max(i,j)
k!(λ+ k)Cλ+ik−i (0)C
λ+j
k−j (0)
(2λ)k
(2.53)
for i, j = 0, 1, ..., n.
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Theorem 2.3. Let (αij)0≤i,j≤n be the matrix with entries
αij =
1 + (−1)i+j
2
B
(
i+ j + 1
2
, λ+
1
2
)
(2.54)
for i, j = 0, 1, ..., n, then,
det
(
1 + (−1)i+j
2
B
(
i + j + 1
2
, λ+
1
2
))
=
n∏
k=0
pik!Γ(2λ+ k)
(λ+ k)22λ+2k−1Γ(λ+ k)2
,
(2.55)
or
det
(
1 + (−1)i+j
2
B
(
i+ j + 1
2
, λ+
1
2
))
=
pin+1G(n+ 2)
2(n+1)(n+2λ−1)(λ)n+1
G(2λ+ n+ 1)G(λ)2
G(2λ)G(λ + n+ 1)2
.
(2.56)
The inverse matrix (βij)0≤i,j≤n has entries
βij =
2i+j(λ)i(λ)jΓ(λ)
i!j!
√
piΓ(λ + 12 )
n∑
k=max(i,j)
k!(λ+ k)Cλ+ik−i (0)C
λ+j
k−j (0)
(2λ)k
(2.57)
for i, j = 0, 1, ..., n.
2.2.3. The Jaobi Polynomials. The Jaobi polynomials
{
P
(α,β)
n (x)
}∞
n=0
may be
dened as [1, 2℄
P (α,β)n (x) =
(α + 1)n
n!
2F1
( −n;n+ α+ β + 1
α+ 1
;
1− x
2
)
(2.58)
for n ≥ 0, and
P
(α,β)
−1 (x) = 0.(2.59)
We also have
dP
(α,β)
n (x)
dx
=
n+ α+ β + 1
2
P
(α+1,β+1)
n−1 (x),(2.60)
and
 1
−1
P (α,β)m (x)P
(α,β)
n (x)w(x)dx = hnδmn(2.61)
for α, β > −1 and n,m = 0, 1, ... with
w(x) : = (1− x)α(1 + x)β ,(2.62)
and
hn : =
2α+β+1Γ(α+ n+ 1)Γ(β + n+ 1)
(2n+ α+ β + 1)Γ(α+ β + n+ 1)n!
.(2.63)
The orthonormal polynomials
pn(x) =
√
(2n+ α+ β + 1)Γ(α+ β + n+ 1)n!
2α+β+1Γ(α+ n+ 1)Γ(β + n+ 1)
P (α,β)n (x)(2.64)
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with leading oeients
γn =
2n+(α+β)/2Γ
(
α+β+1
2 + n
)
Γ
(
α+β+2
2 + n
)√
α+β+1
2 + n√
n!piΓ(α+ β + n+ 1)Γ(α+ n+ 1)Γ(β + n+ 1)
(2.65)
for n = 0, 1, .... The moments of the Jaobi measure are
µn =
2α+β+1Γ(α+ 1)Γ(β + 1)
(−1)nΓ(α+ β + 1) 2F1
( −n, β + 1
α+ β + 1
; 2
)
(2.66)
for n = 0, 1, .... Then (i, j)-th entry of the Hankel matrix Πn = (αjk)
n
j,k=0 is
αij =
(−1)i+jΓ(α+ 1)Γ(β + 1)
2−α−β−1Γ(α+ β + 1)
2F1
( −i− j, β + 1
α+ β + 1
; 2
)
(2.67)
for i, j = 0, 1, ..., n. Then,
detΠn =
(
pi
2n+α+β
)n+1(
α+β+1
2
)
n+1
G(n+ 2)G
(
α+β+1
2
)2
G
(
α+β+2
2
)2
G
(
α+β+3
2 + n
)2
G
(
α+β+4
2 + n
)2(2.68)
×G(α+ β + n+ 2)G(α + n+ 2)G(β + n+ 2)
G(α+ β + 1)G(α+ 1)G(β + 1)
,
and the (i, j)-th entry of the inverse matrix Π−1n is
βij =
1
i!j!
n∑
k=max(i,j)
(2k + α+ β + 1)Γ(α+ β + k + 1)k!
2α+β+1Γ(α+ k + 1)Γ(β + k + 1)
(2.69)
×
[
diP
(α,β)
k (x)
dxi
]
x=0
[
djP
(α,β)
k (y)
dyj
]
y=0
=
1
i!j!
n∑
k=max(i,j)
(2k + α+ β + 1)Γ(α+ β + k + 1)k!
2α+β+1Γ(α+ k + 1)Γ(β + k + 1)
×
[
(k + α+ β + 1)iP
(α+i,β+i)
k−i (x)
2i
]
x=0
[
(k + α+ β + 1)jP
(α+j,β+j)
k−j (y)
2j
]
y=0
,
or
βij =
n∑
k=max(i,j)
(2k + α+ β + 1)Γ(α+ β + k + 1)k!
Γ(α+ k + 1)Γ(β + k + 1)
(2.70)
×
{
(k + α+ β + 1)iP
(α+i,β+i)
k−i (0)}{(k + α+ β + 1)jP (α+j,β+j)k−j (0)
i!j!2α+β+i+j+1
}
.
for i, j = 0, 1, ..., n.
Theorem 2.4. For n = 0, 1, ..., the matrix(
2F1
( −i− j, β + 1
α+ β + 1
; 2
))
0≤i,j≤n
(2.71)
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has the determinant
det
(
2F1
( −i− j, β + 1
α+ β + 1
; 2
))n
j,k=0
(2.72)
=
(
Γ(α + β + 1)2−(2α+2β+n+1)pi
Γ(α+ β + 1)Γ(α+ β + 1)
)n+1
×
G(n+ 2)G
(
α+β+1
2
)2
G
(
α+β+2
2
)2
G
(
α+β+3
2 + n
)2
G
(
α+β+4
2 + n
)2
× G(α+ β + n+ 2)G(α+ n+ 2)G(β + n+ 2)(
α+β+1
2
)
n+1
G(α+ β + 1)G(α+ 1)G(β + 1)
,
and its inverse matrix (βij)0≤i,j≤nwith
βij =
n∑
k=max(i,j)
k!(2k + α+ β + 1)(α+ β + 1)k
(−2)i+ji!j!(α+ 1)k(β + 1)k(2.73)
×
{
(k + α+ β + 1)iP
(α+i,β+i)
k−i (0)}{(k + α+ β + 1)jP (α+j,β+j)k−j (0)
}
.
for i, j = 0, 1, ..., n.
If we take the polynomial sequene
wn(x) = (x− 1)n(2.74)
for n = 0, 1, ..., and the linear funtionals dened in (2.10). Then the (i, j)-th entry
of Πn = (αjk)
n
j,k=0 is
αij =
 1
−1
(x − 1)i+jw(x)dx(2.75)
or
αij =
2α+β+i+j+1Γ(α+ i+ j + 1)Γ(β + 1)
(−1)i+jΓ(α+ β + i+ j + 2)(2.76)
for i, j = 0, 1, ..., n, and its determinant is given by
detΠn =
G(α + n+ 1)G(β + n+ 1)G(α + β + n+ 1)
2(n+α+β)(n+1)G(α+ 1)G(β + 1)G(α + β + 1)
(2.77)
×
pin+1G(n+ 2)G
(
α+β+1
2
)2
G
(
α+β+2
2
)2
(
α+β+1
2
)
n+1
G
(
α+β+1
2 + n+ 1
)2
G
(
α+β+2
2 + n+ 1
)2 ,
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and the it inverse matrix has entries
βij =
1
i!j!
n∑
k=max(i,j)
(2k + α+ β + 1)Γ(α+ β + k + 1)k!
2α+β+1Γ(α+ k + 1)Γ(β + k + 1)
(2.78)
×
[
diP
(α,β)
k (x)
dxi
]
x=1
[
djP
(α,β)
k (y)
dyj
]
y=1
=
n∑
k=max(i,j)
(2k + α+ β + 1)Γ(α+ β + k + 1)k!
2α+β+1Γ(α+ k + 1)Γ(β + k + 1)
×
[
(k + α+ β + 1)iP
(α+i,β+i)
k−i (x)
i!2i
]
x=1
[
(k + α+ β + 1)jP
(α+j,β+j)
k−j (y)
j!2j
]
y=1
,
or
βij =
n∑
k=max(i,j)
(2k + α+ β + 1)Γ(α+ β + k + 1)k!
Γ(α+ k + 1)Γ(β + k + 1)
(2.79)
×
{
(k + α+ β + 1)iP
(α+i,β+i)
k−i (1)}{(k + α+ β + 1)jP (α+j,β+j)k−j (1)
i!j!2α+β+i+j+1
}
for i, j = 0, 1, ..., n. Sine
P (α,β)n (1) =
(α+ 1)n
n!
,(2.80)
then
βij =
Γ(α+ β + 1)(α+ β + 1)i(α+ β + 1)j
2α+β+i+j+1(α+ 1)i(α+ 1)jΓ(α+ 1)Γ(β + 1)
(2.81)
×
n∑
k=max(i,j)
{
(2k + α+ β + 1)(α+ 1)k
k!(α+ β + 1)k(β + 1)k
}
×
{(
k
i
)(
k
j
)
(α+ β + i+ 1)k(α+ β + j + 1)k
}
for i, j = 0, 1, ..., n. Therefore, we have proved the following:
Theorem 2.5. For n = 0, 1, ..., the determinant of the matrix
(
(α+ 1)i+j
(α+ β + 2)i+j
)
0≤i,j≤n
(2.82)
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is
det
(
(α+ 1)i+j
(α+ β + 2)i+j
)n
i,j=0
(2.83)
=
G
(
α+β+1
2
)2
G
(
α+β+2
2
)2
G(α+ 1)G(β + 1)G(α + β + 1)
×
(
piΓ(α + β + 2)
22n+2α+2β+1Γ(α+ 1)Γ(β + 1)
)n+1
× G(n+ 2)G(α+ n+ 1)G(β + n+ 1)G(α+ β + n+ 1)(
α+β+1
2
)
n+1
G
(
α+β+1
2 + n+ 1
)2
G
(
α+β+2
2 + n+ 1
)2 ,
and its inverse matrix (γij)0≤i,j≤n has elements
γij =
(−1)i+j(α + β + 1)i(α+ β + 1)j
(α+ 1)i(α+ 1)j(α+ β + 1)
(2.84)
×
n∑
k=max(i,j)
{
(2k + α+ β + 1)(α+ 1)k
k!(α+ β + 1)k(β + 1)k
}
×
{(
k
i
)(
k
j
)
(α+ β + i+ 1)k(α+ β + j + 1)k
}
for i, j = 0, 1, ..., n.
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