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Abstract
Langevin Dynamics simulations of polymer translocation are performed where the polymer is
stretched via two opposing forces applied on the first and last monomer before and during translo-
cation. In this setup, polymer translocation is achieved by imposing a bias between the two pulling
forces such that there is net displacement towards the trans-side. Under the influence of stretching
forces, the elongated polymer ensemble contains less variations in conformations compared to an
unstretched ensemble. Simulations demonstrate that this reduced spread in initial conformations
yields a reduced variation in translocations times relative to the mean translocation time. This
effect is explored for different ratios of the amplitude of thermal fluctuations to driving forces to
control for the relative influence of the thermal path sampled by the polymer. Since the variance
in translocation times is due to contributions coming from sampling both thermal noise and initial
conformations, our simulations offer independent control over the two main sources of noise, and
allow us to shed light on how they both contribute to translocation dynamics. Experimentally
relevant conditions are highlighted and shown to correspond to a significant decrease in the spread
of translocation times, thus indicating that stretching DNA prior to translocation could assist in
nanopore-based sequencing and sizing applications.
PACS numbers: 87.15.ap, 82.35.Lr, 82.35.Pq
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I. INTRODUCTION
The translocation of polymers across membranes through nanopores is central in biologi-
cal processes at the cellular level [1] and in the development of DNA analysis techniques [2].
Applications such as nanopore-based sequencing technologies have led to numerous experi-
mental [3–8], theoretical [9–17], and computational [18–32] studies of polymer translocation.
Experimental histogram distributions of the translocation times τ exhibit surprisingly large
variances — particularly so when considering the perfect monodispersity of DNA. This large
variance in the translocation time is a prominent source of uncertainty for applications such
as using nanopores for DNA size determination. It also introduces complications for se-
quencing applications where a consistent and orderly passage of bases is desirable. Hence,
techniques to reduce this variation are of great interest in the development of nanopore
technologies. In this work we propose and explore a methodology for reducing this variation
by stretching the polymer prior to translocation.
In an idealized translocation setup that does not include effects such as polymer-wall
interactions, the degradation of the nanopore or interactions with ions or impurities in the
solvent, the variance in translocation time is known to come from two different contribu-
tions: i) Brownian noise arising from thermal fluctuations (i.e., the stochastic path that
a polymer follows in a particular translocation event) and ii) conformational noise arising
from otherwise identical polymers starting translocation in different conformations [11, 33–
36]. Hence, the variance in the translocation time can be reduced by either reducing the
Brownian noise (e.g., turning down the temperature) or by reducing the variation between
the different initial conformations (i.e., starting all translocation events from very similar
initial states).
In this work, we narrow the distribution of initial conformations by stretching the poly-
mer. Prior to the translocation, the polymer is stretched by the application of a force to the
first and last monomer in opposite directions. As the stretching force is increased, conforma-
tions in which the polymer starts compressed near the pore or even in a relaxed state become
less and less likely. In the limit of a very strong stretching force, all events would start with
the polymer in a linear conformation along the pore axis. Reducing conformational noise by
confining the polymer in a long cylinder [35] or a cylindrical cavity [36] prior to translocation
has been investigated previously. However, the use of this dual-force stretching setup can
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reduce complications like knots and hairpins.
The stretching force, Fs, thus enables us to implicitly control the range of initial con-
formations while Brownian fluctuations can be controlled via the simulation variable kBT .
Once the polymer is relaxed in a stretched state, the translocation process is initiated by
increasing the force applied on the end of the polymer initially located in the pore by
an amount Fd such that there is a net displacement towards the trans-side through the
nanopore. Driving the translocation via end-pulling eliminates the need to consider the
effects of monomer crowding on the trans-side of the membrane, yielding a clean setup to
investigate translocation dynamics.
II. THE STRETCHING-PULLING FORCE SETUP
Figure 1 shows a schematic of how both a stretching force and a driving force are im-
plemented in our simulations. A stretching force Fs is applied to the first monomer (i = 1)
perpendicular to the plane of the membrane in the trans direction while the same force
is applied to the last monomer (i = N) in the opposite direction. Although the force Fs
stretches out the polymer, the net force on the polymer remains zero. Hence, to drive the
translocation process, an additional pulling force Fd is applied to the first monomer. The
DNA is prepared by stretching using Fs on opposite ends; these stretching forces continue
to keep the DNA extended during the course of the translocation process. This pulling force
setup corresponds to translocation as controlled by optical tweezers or attached magnetic
beads [37–39]. While this has been previously studied via simulations [22, 29], the new
feature here is the combination of the stretching and pulling forces. A previous simula-
tion study also employed a double force arrangement but in that work, a force in the pore
opposed the pulling force [40].
Lehtola et al. [41] investigated how the initial polymer configuration affects the scaling
law behaviors by simulating a polymer chain with an initial configuration of monomers in a
straight line. They observed a scaling τ ∼ Nα with an exponent of α = 2, which is the same
as the driven limit of Sung and Park [9] where the monomer-fluid friction dominates over the
monomer-nanopore friction. These findings indicate that, not only the applied force and the
length of the chain, but also the initial polymer conformation affects the scaling exponent
strongly.
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FIG. 1: (Color online) In this force configuration, the polymer is stretched by applying two equal
and opposite forces ±Fsxˆ on the polymer ends. An additional force Fdxˆ is applied to the first
monomer to drive the polymer to the trans-side. The translocation coordinate s(t) is defined as
the monomer index inside the pore.
A. Polymer simulations
A setup that is very close to a standard coarse-grained Langevin Dynamics (LD) simula-
tion approach is used to model the system [42]. The excluded volume interactions between
the N = 100 monomer beads are implemented via the WCA potential [43]:
UWCA(r) =
3
(
4LJ
[(
σ
r
)12 − (σ
r
)6]
+ 
)
for r < rc
0 for r ≥ rc.
(1)
Here the nominal well depth LJ serves as a fundamental energy scale, and the nominal
bead diameter σ as the fundamental length scale. Unless otherwise noted, we report length,
energy and force variables in units of σ, LJ, and LJ/σ respectively. The cutoff distance is
set to rc = 2
1/6σ such that this potential is purely repulsive.
To connect monomers along the contour length of the polymer, the finitely extensible
nonlinear elastic (FENE) potential is used. Note that for this work, as relatively high
stretching forces are used, we multiply these two standard potentials (WCA and FENE) by
a factor of three in order to reduce bond-stretching artifacts:
UFENE(r) = −3
(
1
2
kr20ln
(
1− r
2
r20
))
. (2)
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To prevent bond crossing [44] the parameters are chosen to be k = 30LJ/σ
2 and r0 = 1.5σ.
Monomer positions are integrated in time using the Langevin equation of motion [42].
Monomers are subject to random thermal kicks which have a variance 2ζkBT/∆t in each
dimension, where ∆t = 0.01 is the integration time step. Since we will vary the magnitude
of thermal fluctuations via the variable of kBT , we report temporal quantities in units of
ζσ2/LJ.
The membrane is modelled as a mathematical surface with a pore of radius 1.5σ. The
beads and the membrane interact via the WCA potential. The nanopore thus has an effective
diameter of 2σ and a length of σ.
The external stretching force ±Fsxˆ is applied on the first and last monomer (respectively)
and the polymer is equilibrated. The warmup procedure consists of pre-stretching the poly-
mer with −Fsxˆ whilst having the first monomer confined in the pore. After the warmup,
the monomer held in the pore is released and pulled by additional external force (Fs +Fd)xˆ.
However, since the tension blob size scales as ∼ kBT/Fs, decreasing (increasing) the value of
kBT for a given stretching force Fs will yield an increased (decreased) end-to-end distance.
To decouple this change in the amount of pre-stretching upon variations in the control pa-
rameter kBT , the polymer is stretched by pulling on both ends with a force Fs = FˆskBT/σ.
This ensures that the dimensionless stretching force Fˆs = Fsσ/kBT yields the same degree
of deformation. Thus, when we report a particular value for Fˆs, this will always amount
to the same degree of polymer deformation, irrespective of the value of kBT used in the
simulations.
The simulation is re-started with a new initial conformation whenever the polymer is
found to be completely on the cis-side of the membrane; this is considered to be a failed
translocation attempt. A total of 1000 successful translocations are generated for each data
point.
In a recent manuscript, we demonstrated that the dynamics of polymer translocation
through a nanopore are significantly affected by the balance between the magnitude of the
force driving the polymer towards the trans-side, and the diffusive aspects arising from
thermal noise [45]. To quantify this relationship, one can define the translocation Pe´clet
number as the ratio between the polymer relaxation time and its translocation time τ [11,
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45, 46]:
Pt =
1
τ
R2g0
D0
≈ Fd
kBT
, (3)
where Rg0 and D0 are the free solution radius of gyration and diffusion coefficient of the
polymer respectively. In that work, we found that typical coarse-grained (CG) simulation
setups, where the force and diffusion coefficient are on the order of unity in LD units, yield a
Pt that is too low for modelling realistic dsDNA translocation events [45]. The two relevant
energy scales are thus the thermal energy kBT and the potential energy associated with
monomers crossing the nanopore, Fdσ, where σ is the effective width of the membrane. In
the current simulations, we map the effect of pre-stretching over a wide range of Fdσ/kBT
ratios — from 1 to 100. Values of interest are thus: Fdσ/kT ≈ 1− 10, which corresponds to
typical CG setups; Fdσ/kBT ≈ 50 which corresponds to a good (albeit too flexible) model
of dsDNA; and Fdσ/kBT ≥ 100, which corresponds to even more coarse-grained models.
In order to cover a range where Fd ∈ (1 − 100)kBT/σ while remaining both in the
overdamped limit (Fd cannot be arbitrarily high) and being able to obtain events in a
reasonable simulation time (Fd cannot be arbitrarily low), both Fd and kBT are varied.
Simulations at driving forces of Fdσ/LJ = 0.1, 0.2, 0.5, and 1.0 are performed for two values
of the thermal energy: kBT = 0.01LJ and kBT = 0.10LJ. To compare across cases, we
report a dimensionless driving force Fˆd = Fdσ/kBT . Note that the cases overlap at Fˆd = 10
— attained using the two combinations: i) Fd = 0.1LJ/σ with kBT = 0.01LJ; and ii)
Fd = 1LJ/σ with kBT = 0.1LJ — which allows us to verify that there is only minimal
differences between these cases and that the effects overwhelmingly arise from the value of
Fˆd.
III. RESULTS
A. Translocation times τ
Figure 2 shows the translocation time distributions at different stretching forces Fˆs =
0, 1, 5, 25 for three driving forces Fˆd. Note that for these plots as well as others in the
present manuscript, the translocation time τ is scaled by the driving force Fd. The absolute
translocation time is trivially shorter for cases with a higher driving force; the rescaling used
here assumes that 〈τ〉 ∼ F−1d , which is not exactly the case, as we shall see later. Examining
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FIG. 2: (Color online) Histogram distributions of the translocation time with different stretching
forces Fˆs. The three plots show different driving regimes (Fˆd = 1, Fˆd = 10, and Fˆd = 100).
the qualitative differences between the Fˆd= 1, 10, 100 panels, one notes that the overlap
between the distributions diminish with increasing driving magnitude Fˆd. Recall that the
source of variance has contributions from both thermal noise and initial conformations; in-
creasing Fˆd mostly reduces the contributions from the thermal noise, whereas increasing
Fˆs reduces the contributions from the initial conformations. Thus the segregation between
the Fˆs histograms as Fˆd is increased arises from reducing the effect of thermal noise. Con-
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versely, the Fˆd=100 panel clearly showcases how conformational noise is suppressed with
pre-stretching. A striking feature here (and at all simulated Fˆd values) is that the mean
translocation time 〈τ〉 increases considerably with increasing Fˆs.
This is shown more clearly in Fig. 3 for all Fˆd values. Again, the mean translocation
time 〈τ〉 is rescaled by the force Fd. The data in Fig. 3 exhibit two plateaus: one at low
Fˆs with no (or little) pre-stretching and one at Fˆs → ∞ where the initial conformations
are rod-like. At Fˆs = 0, the slight increase of 〈τ〉Fd with increasing Fˆd highlights how
the driving regime affects the translocation time. Both datasets corresponding to Fˆd = 10
(with different combinations of kBT and Fd) give the same result, demonstrating that these
simulations are indeed following the same the physical process.
In the high pre-stretching limit Fˆs →∞ the conformations all approach a rod-like initial
state. We expect the data to asymptotically collapse for the different Fˆd values here since
the 〈τ〉 ∼ 1/Fd should be strictly valid for rods, as confirmed in Fig.3.
Increasing
FIG. 3: (Color online) The average translocation 〈τ〉 time scaled by the driving force Fd as a
function of the scaled stretching force Fˆs.
Two effects need to be highlighted in order to understand the increase in 〈τ〉 with Fˆs.
First, we need to consider the tension-propagation (TP) translocation dynamics while taking
into account the fact that tension propagates faster along a stretched polymer. As the
polymer is pulled through the pore the net force is simply the pulling force Fd applied to
the first monomer. However, the net drag on the polymer is proportional to the number
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of monomers that have been set into motion; monomers outside the range of the tension
front do not contribute to the drag [11–15]. When Fˆs is low and the polymer is not in a
stretched conformation, the number of monomers being dragged increases as translocation
proceeds, but it is initially quite low as the pulling force is pulling out the slack in the coil
rather than dragging the entire coil. Conversely, when the stretching force is very high, the
polymer starts nearly fully extended and thus more monomers contribute to the drag earlier;
the tension front then quickly reaches the end of the polymer at which point all monomers
contribute to the drag. This picture is consistent with the tension propagation model and
has recently been explicitly tested for the case of driven polymer translocation from a tube
[35, 36]. The plateau observed at high Fˆs indicates the saturation of the underlying polymer
deformation.
For large Fˆd values, the driving force dominates over thermal forces, hence the evolution
of the polymer is largely deterministic: the relative unimportance of thermal fluctuations
means that the polymer does not relax as translocation progresses, i.e., the process is highly
out of equilibrium.
Conversely, at small Fˆd values, the polymer is allowed to partially adapt as translocation
proceeds. The driving force deforms the polymer via tension propagation which effectively
moves the center of mass of the trans-monomers away from the nanopore. If the polymer
relaxes somewhat from this non-equlibrium state, it does so by primarily having monomers
move towards the pore. Hence, as the thermal energy is increased, the effective drag is
reduced and the translocation time decreases. This is seen in Fig. 3 at low Fˆs where the
higher kBT curves are below the lower kBT curves and within each kBT case, higher driving
forces yield larger translocation times. As the stretching force Fˆs increases, the impact of
the non-equilibrium effects is diminished. At high Fˆs values, the chain is nearly completely
stretched and acts almost as a single body for the entire translocation process regardless of
the balance between Fd and kBT . Consequently, very little deviation of τ between Fˆd values
is observed in this limit and the data converge. Note that the Fˆs = 0 case is studied in detail
in ref [45] where we demonstrate that this additional increase in τ at low Fˆs reflects varying
degrees of non-equilibrium effects.
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B. Translocation time standard deviations στ
Returning to Fig. 2, the variation in the widths στ of the distributions depend not only
on Fˆs but also on Fˆd. In the last panel with Fˆd = 100, corresponding to the driving force
dominating over thermal forces, the width στ decreases with increasing Fˆs. For Fˆd = 1
(first panel) and Fˆd = 10 (middle panel), the behaviour is less obvious and the width is
only weakly dependent upon Fˆs. Comparing across panels, στ decreases with increasing Fˆd
at any particular Fˆs value. This reflects the suppression of diffusion resulting in reduced
variation of the stochastic paths and narrower distributions.
The value of στ is plotted against Fˆs for different Fˆd values in Fig. 4. As expected, στ
decreases with Fˆs at large Fˆd values. At Fˆd = 1, the width intially decreases but subsequently
increases while at Fˆd = 2 and 5, στ is essentially independent of Fˆs.
= 1
= 2
= 5
= 10
= 10
= 20
= 50
= 100
FIG. 4: (Color online) Standard Deviation στ plotted as a function of the stretching force Fˆs for
several values of the driving force Fˆd.
As discussed, there are two contributing factors to the width of the distribution of translo-
cation times: the ensemble of initial conformations and the effects of thermal noise during
the translocation process. One expects that the latter mechanism, the variation due to dif-
fusion, to grow with time. Recalling that the translocation time increases significantly as
the stretching force increases, this means that there are two competing effects for the data
shown in Fig. 4. Due to the fact that the mean translocation time 〈τ〉 increases with Fˆs,
10
FIG. 5: (Color online) Fluctuations of s(t) vs scaled time t/〈τ〉. The top panel shows a single
stretching force together with a deterministic simulation and a t1 line to guide the eye. The
bottom panel shows different stretching situations as different curves. The circle symbol dot near
t = 〈τ〉 indicates the time for the first translocation of the ensemble, i.e., the ensemble population
decreases from this point onwards.
diffusion will obviously cause στ to increase with Fˆs. On the other hand, increasing Fˆs re-
duces the ensemble of initial conformations and this causes a reduction in στ with increasing
Fˆs.
The competition between these effects yields the behaviour seen in Fig. 4 At low Fˆd and
low Fˆs, στ is relatively independent of Fˆs (excluding the non-monotonic case of Fˆd = 1)
indicating that these two effects almost balance out. This is largely true also for the case of
high Fˆd and low Fˆs.
However, the behaviour at high Fˆs depends on Fˆd. At low Fˆd, στ increases with increasing
Fˆs indicating that the diffusive effects dominate over the further reduction in the range of
initial conformations. On the other hand, at high Fˆd, στ decreases with increasing Fˆs and
hence diffusive effects are marginal compared to the narrowing of the distributions that
arises from the reduced conformational phase space. Low Fˆd thus corresponds to diffusion
dominated dynamics while for high Fˆd the process is primarily driven, as one would expect.
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Up to this point, we have been interested in the fluctuations at a specific time, namely
the end of the translocation process where the translocation coordinate s(t) equals N and
the time t equals τ , s(τ) = N . Thus, the focus has been on the accumulated noise στ .
However, the physical picture put forth by the tension-propagation theory suggests that
when an end-pulling process is considered [11], the noise arising from the initial conforma-
tions plateaus when the tension front reaches the last monomer. After this stage the N
monomers of the polymer move in unison with a constant velocity, and the source of fluctu-
ations is solely Brownian. Thus the way by which the fluctuations grow should exhibit the
characteristic two-steps of the underlying dynamics. To explore this, we examine statistics
of the translocation coordinate s as a function of time t.
Log-log plots of the variance σ2s = 〈(s(t) − 〈s(t)〉)2〉 as a function of the scaled time
t/〈τ〉 are shown in Fig. 5. In the top panel of Fig. 5 we show a selected Fˆs = 5 case with
two additional curves chosen to highlight the contrast between fluctuations arising from
Brownian noise versus those due to initial conformations. To do this, we perform a set of
deterministic simulations where the polymer is initiated with conformations according to
Fˆs = 5 but kBT is set to zero such that there is no thermal noise. Hence, the resulting
fluctuations arise solely due to variations in the initial conditions. These deterministic data
are shown as a labeled dashed line. To contrast this, we also plot the expected fluctuations
arising from Brownian motion, modelled as a line with slope unity (∼ Dt1) with an arbitrary
prefactor chosen to match the data at the end of the process. This is shown as the dotted
line in the top panel of Fig. 5 (note that this line should be taken to guide the eye, as the
instantaneous diffusion coefficient of the polymer depends upon the fractional amount of
monomers set in motion by the applied force). Examining the top panel of Fig. 5 using
these two additional curves, the fluctuations from the selected Fˆs = 5 case start very near
the deterministic result. However, the deterministic line saturates near t/〈t〉 ≈ 0.08. This
corresponds to the time where the tension front reaches the last monomer. Correspondingly,
the fluctuations in the simulations begin to level off—but cannot completely flatten due to
diffusion effects. In general, it is assumed that the motion of a translocating polymer follows
a power law 〈∆s(t)2〉 ∼ tβ with β close to unity [47]. Fluctuations arising from thermal noise
should eventually dominate over the effect from initial conformations which saturate before
the translocation time 〈τ〉. The proposed linear 〈∆(t)2〉 ∼ t1 line closely follows the data
for long times.
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The family of curves presented in the bottom panel of Fig. 5 represents data for varying
stretching forces. As expected, polymers with higher pre-stretching exhibit a lower amount
of fluctuations: as Fˆs is increased the curves shift downwards. The curves differ not only in
the absolute amount of fluctuations but also in the rate at which these fluctuations grow. As
expected in the final—Brownian noise only—stage of translocation, the fluctuations appear
to follow the expected diffusive power law. In situations of low pre-stretching, this diffusive
regime is short-lived since the onset occurs very close to the end of the translocation process.
In the opposing limit of high pre-stretching, the diffusive regime completely dominates.
In early times however, fluctuations arise from both the conformational noise (molecular
individualism) and Brownian diffusion. Hence, pre-stretched polymers start with a low
variance in s(t) that increases approximately linearly with t while polymers at Fˆs = 0 start
with a large variance in s(t) and essentially does not exhibit the diffusive regime. In between
these extremes, a cross-over from initial conformation to thermal noise can be observed. The
crossover (close to the tension-propagation time) depends upon the amount of pre-stretching,
consistent with references [35, 48].
C. Scaled variations
It is convenient to calculate the standard deviation στ normalized by the mean transloca-
tion time 〈τ〉. This quantity, which reflects the relative width of the distributions, is known
as the coefficient of variation and is given by
cv =
στ
〈τ〉 . (4)
These values are plotted in Fig. 6a. Now, almost without exception, the normalized distri-
bution width decreases with increasing Fˆs thus indicating that reducing the range of initial
conformations does reduce the uncertainty in the measured translocation time, even though
translocation takes longer.
To quantify these effects further, we plot in Fig 6b the percent difference in the coefficient
of variation χv. It is calculated as the difference between cv with no stretching force and cv
at the highest stretching force normalized by cv at Fˆs = 0:
χv ≡ cv(Fˆs = 0)− cv(Fˆs = 25)
cv(Fˆs = 0)
× 100. (5)
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FIG. 6: (Color online) a) Coefficient of variation cv = στ/〈τ〉 plotted as a function of the stretching
force Fˆs for several values of the driving force Fˆd. b) Plot of the percent decrease of the coefficient
of variation cv as a function of the driving force Fˆd.
The decrease in the variance of the translocation times is strongly dependent on the
driving regime Fˆd. For Fˆd = 1− 10 for instance, the percent relative decrease lies between
40− 50%. At these low driving forces, the relative decrease actually decreases slightly with
increasing driving force. Note that there is a slight discrepancy between the kBT = 0.1
and kBT = 0.01 cases which do not quite overlap at Fˆd = 10. Above Fˆd = 10, the relative
decrease increases significantly with increased driving force. For Fˆd = 100, the relative width
of the distribution decreases by 70% between Fˆs = 0 and Fˆs = 25. The data is saturating
at large stretching forces.
FIG. 7: (Color online) Phase diagram of the coefficient of variation cv as a function of the two
variables that control the two noise sources: the stretching force Fˆs and the driving force Fˆd. Note
the nonlinear layout of both force axes.
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Figure 7 displays this same data as a phase diagram in Fˆs and Fˆd. One can see that both
increasing the effective driving force (by increasing Fd or decreasing the temperature) and
pre-stretching the polymer yield improved (lower) coefficients of variation. The largest effect
is observed when both of these factors are employed simultaneously. However, the region
near the lowest cv is quite flat indicating that both effects saturate and thus nearly optimal
results are obtained once a sufficient strong stretching force is coupled with a sufficiently
large Pe´clet number.
IV. CONCLUSIONS
In this manuscript, we constructed a simulation model to study translocation such that
two sources of noise (conformational and Brownian) can be modulated via two independent
control parameters. This was achieved by a stretching-pulling force scenario in which a
force of Fs is applied to the first monomer and −Fs is applied to the last monomer to stretch
out the polymer both before translocation begins. These two forces also keep the polymer
stretched during translocation while an additional force Fd is applied to the first monomer
which pulls the polymer through pore into the trans-region.
We used kBT to control for Brownian noise and Fs for initial conformations across a range
of translocation Pe´clet numbers by varying Fd and kBT .
We found that pre-stretching the polymer has two significant benefits: not only does the
variance of the translocation time τ decrease, but the mean value of τ increases. Hence, the
process is slowed down and the accuracy of the measured times is increased; both of these
are beneficial for DNA sizing technologies. The measured benefits are found to strongly
depend on the ratio Fdσ/kBT since high amounts of diffusion can overwhelm the benefits of
limiting the range of initial polymer conformations.
Although the present implementation is difficult to realize experimentally, these results
suggest that stretching the polymer prior to and during translocation via some mechanism
could be very beneficial for nanopore-based sorting and sequencing applications. Current
work focuses on experimentally viable methods of pre-stretching DNA that preserve these
beneficial effects.
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