Supplementary Note: Low sensitivity to chromatic aberration in SLSM For a Gaussian-type light-sheet, a trade-off often exists between minimizing the lasersheet thickness, which improves the axial resolution of the system, and maximizing its confocal range, which enlarges the area of uniform illumination. In multi-colour imaging, as a hyperbolic laser-sheet is tuned more thinly for higher resolution, its confocal length decreases exponentially. Thus, the misalignment caused by chromatic aberration between different wavelength laser-sheets may be significant compared to the narrow illumination range. Therefore, standard SPIM usually requires an additional Apo objective to further minimize the chromatic aberration. SLSM otherwise generates a relatively thick and uniform laser-sheet to cover a wide FOV and uses a computational technique for thinning of the laser-sheet. By virtue of the high uniformity across a large range, the SLSM modality is more insensitive to chromatic aberration, enabling use of a single cylindrical lens for multi-colour illumination.
Supplementary Fig. S2a shows profiles of three-colour laser-sheets (405, 488, and 532 nm) generated by a cylindrical lens (ACY254-150-A, Thorlabs). The laser-sheets were continuously measured at different positions using a CMOS sensor and reconstructed to display their confocal ranges. As the FWHM of the beam waist extends to ~6 μm with a confocal range of ~210 μm (indicated using white frames), the focus shift between 405-and 532-nm lasers is measured as ~250 μm. As a comparison, a 17-μm laser-sheet has an almost 10 times longer confocal range with only a slightly larger focus shift of ~280 μm. Therefore, the 6 μm laser-sheets suffer from severe misalignment with thickness variation at the center of 405 nm more than 10 μm (Fig. S2c ). However, this variation is measured as within 2 μm under the 17-μm laser-sheet setting (Fig. S2d) . Thus, by computationally sharpening a uniform laser-sheet, SLSM greatly facilitates experimental implementation using simple optics.
Supplementary Note: Reduced spherical aberration in SLSM
In optical microscopy, the spherical aberration mainly arising from the index mismatch between the sample and working medium could be a dominant source of image deterioration. Theoretically, the spherical aberration increases approximately proportionally to the cube of the objective NA. Experimentally, the NA increases when a high-magnification objective is employed; thus, the signals detected from the depths of the specimen are degraded. To suppress this side effect, samples are usually imaged underwater when SPIM and its structure variants are employed. Compared to regular SPIM modalities, SLSM uses lower-magnification/NA detection objectives, thereby having considerably weaker sensitivity to spherical aberration. As a result, this technique supports a simpler setup circumventing the need for imaging under water.
To verify this feature, we characterized the spherical aberrations of 4×/0.13, 10×/0.3, and 40×/0.6 objectives based on a SPIM system. For the same point source taken through the same working media indices (for water, glass, and air), the results obtained for the 4×/0.13 objective ( Supplementary Fig. S3a-1) show the least aberration, with almost symmetrical forward and backward defocusing patterns (left to right). In contrast, the results for both the 10×/0.3 and 40×/0.6 objectives exhibit very obvious positive spherical aberration with compromised backward defocusing patterns. Thus, it is expected that the SVR output computed from an aberration-free LR dataset will exhibit considerably less spherical aberration than HR images directly acquired using a high-magnification/large-NA objective.
We imaged an embryonic zebrafish heart, which was buried inside the body tissue, comparing the side effects due to spherical aberration for 4×/0.13, 10×/0.3, and 40×/0.6 objectives. To minimize the disturbance from noise and tissue scattering, we choose the homozygous Tg (CMLC:gfp) fish with strong fluorescent signals labelled at the cardiomyocytes and scanned a 150-μm superficial area of the fish ventricle only.
Six plane images from 50-μm depth (10-μm spacing for each) are shown in Fig. S3b for comparison. It is obvious that the images yielded by the 40×/0.6 objective suffer from severe haze and blurring (Fig. S3b3) . Similar deterioration is also apparent for the images obtained using the 10×/0.3 objective (Fig. 34b2) . However, the SVR images originally obtained using the 4×/0.13 objective remain clear and haze-free, indicating resistance to spherical aberration (Fig. S3b1 ).
Supplementary Note: Implementation of SVR algorithm in SLSM Image acquisition
By using the aforementioned SLSM system with specific scanning vector s and optical sectioning depth I, we obtain a sequence of large-FOV, LR images denoted by P.
Further, P contains m slices each having dimensions of − , − , and pixel sizes of reslr-x, reslr-y. As s is non-orthogonal to either the x-or y-axes, each s yields known unit shifts of sx and sy in the lateral direction and of sz in the axial direction.
Image extraction
The raw dataset P is then subdivided into multiple groups of LR 3-D images Pk, where = 1, 2, 3 … , . To achieve lossless sampling in the axial direction, we set the z step size ( reslr-z) in each Pk as one third of l. Then, each frame in P is extracted and reassigned to Pk according to the relation
represents the z position in a given Pk.
− denotes the total slice number in each Pk and can be calculated from
The generated Pk , with dimensions Dimlr-x  Dimlr-y  Dimlr-z and voxel size reslr-x  reslr-y  reslr-z, are equivalent to a series of measurements that simply accept the native resolution from the system optics but contain sub-voxel spatial correlations with each other. The total number of Pk (i.e., n) is determined by, under a given nonaxial scanning vector and step size, the number of steps necessary to generate a shift across an entire LR voxel. In our configuration, as the entire voxel scan is always accomplished by finishing a one-voxel-sized shift in the lateral direction, the number of Pk images is then calculated from = .
Iterative SVR computation
We define the HR image to be solved as I, which has the following dimensions on each axis:
Here, ex, ey, and ez are resolution enhancement factors that indicate the extent of the scale-up in the lateral and axial directions. Their product, defined as etotal = ex  ey  ez,
is kept approximately the same as the number of LR images (Pk), to minimize both the under-and over-determined problems. Then, one of the LR images, e.g., P1, is interpolated to fill the HR grid, creating an initial estimate of HR I1 for iterative optimization, which is performed according to the relation
As mentioned in the main text, the core aspect of the SVR procedure is the search for a HR estimate I that is consistent with many LR measurements Pk after a sequential subvoxel shift Sk, optical blurring Ok, and digital sampling Dk are applied. Thus, I can be solved by minimizing the following cost function:
in which  measures the difference between the estimate and measurements.
Practically, the steepest descent method can be used to iteratively approach the minimization regardless of the inaccuracy of the initiate estimate, where
Here, ,,
the program sequentially degrades I1 a total of n times using the following steps:
(1) The 3-D shift operation, where
(2) The 3-D convolution operation Ok, which is performed using a measured PSF kernel that is simply the 3-D image of a sub-resolution point source, or a generated PSF kernel that has a Gaussian-like distribution with the sigma value in each axis defined as
Here, , , indicates the estimated extent of the sub-voxel point source in each direction.
(3) The 3-D decimation operation Dk, which is implemented by choosing the voxels in each degraded model with coordinates
These n groups of degraded I1 are compared with the corresponding Pk through calculation of the sum of their difference in a HR grid, with
, and D T represent the opposite shift, padding interpolation, and deconvolution operation, respectively, and also correspond to the inverse operations of
S, O, and D.
Then, the second estimate I2 can be obtained by implementing the steepest descent formula
This process is iterated until a converged solution is achieved with less than 0.1% difference between the output In and input I(n-1). The computation finally determines a unique HR image ISVR having maximum similarity to the serial LR measurements (Pk) after the given degradations are applied.
Voxel realignment
Compared with the real sample structure, the solved HR ISVR still exhibits slight deformation caused by the nonaxial scanning. To eliminate this inaccuracy, we re-align each slice of ISVR in the x-y plane to offset the lateral signal drift. For the j th (j = 1, 2, 3…, ℎ − ) slice, the number of pixels shifted on the x-and y-axes is given by
After voxel realignment is applied, we obtain the final output Ifinal, thereby reconstructing the object with greatly increased SBP and accurate signal distribution.
The complete SVR computation flowchart is shown in Fig. S4 .
Supplementary Note: Multi-view SVR fusion
In multi-view SLSM, image sequences of different views are recorded with a stepping angle θi , where = 1, 2, 3 … , . They are then processed one by one using the aforementioned method, generating multiple voxel-super-resolved for all views.
Rotation
Each is first interpolated to the isotropic voxel setting and then rotated − degrees around the rotation axis (y-axis) at the centre of the volume, generating intermediate images , = Rotate( , − ) for future registration and fusion.
Registration and Fusion
As the object movement during acquisition may not be exactly aligned across multiple views, the rotated images must be further registered before high-accuracy fusion. Choosing 1, (0° view) as the reference image, we register the second view 2, to the reference image by iteratively matching their histograms:
.
Then, an initial fusion of these two images from different views is generated by taking the weighted average of the registered views in the frequency domain:
Next, this initial fusion 1,2, is used for the next registration-fusion iteration, in which the reference image becomes the fusion of the last stage:
where = 3, … , .
By repeating this process, we finally obtain the fused output Imv that reasonably gathers the HR information from all SVR views and thereby exhibits isotropic super-resolution capacity. Details of the weighted fusion process can be found in the previous work of
Swoger et al. It should be noted that, in the current development stage, the mv-SLSM is based on histogram registration and weighted fusion only, for proof-of-concept. In the future, we believe this technique can be further combined with more accurate beadbased registration and artefact-free Bayesian deconvolution, to achieve even better performance.
Supplementary Note: Optimal SLSM data extraction
In the process of subdividing raw image sequence P into multiple LR measurements Pk, the choice of z step size in Pk should be carefully balanced between extraction of more slices for lossless z-sampling and extraction of fewer slices that can reduce the image size. Thus, various extraction rates were tested and compared in this work, for raw SLSM images of microbeads recorded with an ultra-fine step size of 113 nm. As shown and neonate mouse hearts, without the need for cryostat sectioning. In this work, the hearts were first optically clarified in their entirety with least light scattering. For adult zebrafish heart labelled with green fluorescent proteins (cmlc:GFP), high-throughput imaging of cardiomyothytes was achieved with a final SPB of ~11 gigavoxels (Fig.   S11 ). Thus, quasi-real-time visualization (~2 min) and quantification of the landscapes of the cardiac structures were enabled. An oblique coronal plane of the heart was extracted to show the dense trabeculation networks, and several areas were magnified to highlight the fine trabeculae patterns that are otherwise difficult to resolve in regular light-sheet imaging ( Fig. S10f1 versus S10f2).
For the rainbow-Cre neonate mouse heart, the CLARITY method was implemented, with the scattering lipid components of the cells being diffused in detergent and a completely translucent heart being rendered on the mesoscale (Fig. S11a) . The expression of Cre induced random recombination between the mutated paired lox P sites causing expression of cerulean, m-orange, and m-cherry. An SLSM setup with 2×/0.06 objective detection and ~18-μm laser-sheet sectioning was used to image a complete heart of ~75 mm 3 volume size. Here, 4-view SVR computation was conducted to scale the 3-D image from 1.5 to 65 gigavoxels with improved cellular precision ( These demonstrations verify the feasibility of SLSM for conducting high-throughput, quantitative organ imaging, which is desirable in several biomedical applications such as pathology, histology, and neuroscience. A coaxial multi-colour laser (405/488/532/637 nm) is line-focused by a cylindrical lens to form a hyperbolic laser-sheet that provides plane illumination of the sample. An adjustable slit is set to truncate the collimated Gaussian beam and, thereafter, tune the laser-sheet properties, e.g., its thickness and confocal range. A low-magnification detection path is set orthogonal to the laser-sheet, collecting the fluorescent emission from the illuminated planes and imaging them onto the sensor plane of an sCMOS camera. b, Photograph of constructed SLSM system. A 4-axis stage assembled with a pair of customized tilting plates is used to control the sample movement (3-D translational motion plus y-axis rotation). As the sample is nonaxially scanned through the laser-sheet by a motorized actuator, the sCMOS camera is tightly synchronized to record the sequential plane images with an ultra-fine step size. Automated image acquisition is implemented using a customized LabVIEW program. 
