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a b s t r a c t
Let X be a hyperelliptic curve of arithmetic genus g and let f : X → P1 be the hyperelliptic
involution map of X . In this paper we study higher syzygies of linearly normal embeddings
of X of degree d ≤ 2g . Note that the minimal free resolution of X of degree ≥ 2g + 1 is
already completely known. Let A = f ∗OP1 (1), and letL be a very ample line bundle on X of
degree d ≤ 2g . Form = max {t ∈ Z | H0(X,L⊗A−t) 6= 0}, we call the pair (m, d−2m) the
factorization type of L. Our main result is that the Hartshorne–Rao module and the graded
Betti numbers of the linearly normal curve embedded by |L| are precisely determined by
the factorization type ofL.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paper, we work over an algebraically closed field K of arbitrary characteristic. We denote by Pr the
projective r-space over K .
In the theory of projective curves, one of themost important problems is to understand howa curve canmap to projective
spaces. Let L be a base point free line bundle of degree d on a projective integral curve X of arithmetic genus g , defining a
mapφ|L| : X → Pr where r = h0(X,L)−1. Thismap iswell understood if d is large enough. If d is bigger than 2g , thenφ|L| is
an embedding and its image is a projectively normal and hence an arithmetically Cohen–Macaulay curve. See [1] for smooth
case and [2] for arbitrary case. Furthermore, if d = 2g+1+p for some p ≥ 1 then (X,L) satisfiesGreen–Lazarsfeld’s property
Np in the sense that φ|L|(X) is projectively normal, its homogeneous ideal is generated by quadrics and the syzygies among
them are generated by linear syzygies until the (p− 1)th step. This result was first proved by Green [3] for smooth curves.
Later Green and Lazarsfeld [4] proved the same statement for arbitrary integral curves by showing that a finite set Γ ⊂ Pn
of (2n+1−p) points in general position satisfies the propertyNp. See also Theorem 1.6 in [5]. Nowadays, a guiding problem
in this field is a conjecture of Green–Lazarsfeld [6] which states that if X is smooth, d ≥ 2g + 1− Cliff(X)− 2 · h1(X,L)+ p
and L is very ample, then (X,L) satisfies the property Np unless φ|L|(X) admits a (p + 2)-secant p-plane. This conjecture
was proved for p = 0 by Green–Lazarsfeld [6]. But it is still widely open for positive p. So it seems hard to say much about
higher syzygies of linearly normal curves of degree≤ 2g .
In this paper we study the problem outlined in the previous paragraph when X is a hyperelliptic curve, i.e. g ≥ 2 and
there is a degree two map f : X → P1. More precisely, we are intended to classify all very ample line bundles on X and to
describe the Hartshorne–Rao module and the minimal free resolution of the homogeneous ideal of φ|L|(X) ⊂ Pr whenL is
very ample.
To state our results precisely, we require some notation and definitions which refine the degree, the most important
invariant ofL. Recall that A = f ∗OP1(1) is the unique g12 on X . Also ωX = Ag−1 and hence X locally Gorenstein.
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Definition 1.1. (1) A line bundle B on X is said to be normalized if H0(X, B) 6= 0 while H0(X, A−1 ⊗ B) = 0.
(2) For a line bundleL of degree d on X , we define the integermL by
mL = max{t ∈ Z | H0(X,L⊗ A−t) 6= 0}.
The pair (mL, d− 2mL)will be called the factorization type ofL.
Remark 1.2. (1) Let B be a normalized line bundle on X of degree b. Then 0 ≤ b ≤ g + 1 by Riemann–Roch. Obviously
B = OX if b = 0 and B = OX (P) for a smooth point P of X if b = 1. Also for any integer 2 ≤ b ≤ g + 1, the line bundle
OX (P1 + · · · + Pb) of degree b is normalized if P1, . . . , Pb ∈ X are smooth points such that no two of the Pi’s are in the
same fiber of f : X → P1.
(2) Any line bundle on X can be written uniquely as the product of a power of A and a normalized line bundle. Indeed,
BL := L⊗ A−mL is a normalized line bundle on X by definition and we can writeL as AmL ⊗ BL. The factorization type
ofL consists of the exponent of A and the degree of BL. 
Theorem 3.1 shows that the base point freeness and the very ampleness of a line bundle depend only on its factorization
type. In particular, a line bundle L on X with the factorization type (m, b) is very ample if and only if b = 0, 1 and
m + b ≥ g + 1 or 2 ≤ b ≤ g + 1 and m + b ≥ g + 2. Since X has a normalized line bundle of degree b for every
0 ≤ b ≤ g + 1 (cf. Remark 1.2. (1)), this result implies not only the existence but also all the occurring factorization type of
a very ample line bundle of degree d for every d ≥ g + 3. For example, the possible factorization type (m, b) of a very ample
line bundle of degree d ∈ {g + 3, g + 4, . . . , 2g} is as follows:
1. If d = 2k, then (m, b) ∈ {(k− i, 2i) | g + 2− k ≤ i ≤ b g+12 c}. Thus there exist exactly (k− d g+12 e) distinct factorization
types.
2. If d = 2k+1, then (m, b) ∈ {(k− i, 2i+1) | g+1−k ≤ i ≤ b g2c}. Thus there exist exactly (k−d g2e) distinct factorization
types.
Once we know that L is very ample, it is natural to investigate the Hartshorne–Rao module and the minimal free
resolution of the homogeneous ideal of φ|L|(X) ⊂ Pr . To this aim, the most successful method has been the use of the
rational normal surface scroll
S :=
⋃
x∈P1
〈f −1(x)〉 ⊂ Pr
which contains X . In Corollary 3.3, we show that S = S(m+ b− g − 1,m). For d ≥ 2g + 1, a result of Castelnuovo [1] and
Fujita [2] shows that φ|L|(X) ⊂ Pr is arithmetically Cohen–Macaulay. Therefore φ|L|(X) and its generic hyperplane section
Y ⊂ Pr−1 have the same graded Betti numbers. Since Y is a finite subscheme of the generic hyperplane section of S which
is a rational normal curve, one can obtain all the graded Betti numbers of Y by Proposition 2.3 in [5] or Corollary 3.4 in [7].
In particular, the factorization type ofL does not affect the graded Betti numbers of φ|L|(X).
Suppose that d ≤ 2g and let (m, b) be the factorization type ofL. ThusL = Am ⊗ Bwhere B is a normalized line bundle
of degree b. Since m and b satisfy 4 ≤ b ≤ g + 1 and m + b ≥ g + 2 by Theorem 3.1, the rational normal surface scroll
S is smooth. Let C0 and f denote respectively the minimal section of S and a fiber of the projection map pi : S → P1. It is
shown in Theorem 3.1 that A and B are respectively equal to the restrictions of the line bundles OS(f) and OS(C0) on S, and
X is linearly equivalent to 2C0+ (2g + 2− b)f as a divisor of S. Let Γ be the intersection X ∩ C0. ThusOX (Γ ) = B. Indeed Γ
is the unique effective divisor in the linear system |B| (cf. Remark 3.2). We study φ|L|(X) ⊂ Pr by using the smooth rational
normal surface scroll S and the finite scheme Γ lying on the rational normal curve C0. Let R be the homogeneous coordinate
ring of Pr . Let IX , RX = R/IX and IX be the homogeneous ideal, the homogeneous coordinate ring and the sheaf of ideals of
φ|L|(X), respectively. Let
· · · →
⊕
j≥1
R(−i− j)βi,j(X) → · · · →
⊕
j≥1
R(−1− j)β1,j(X) → R→ RX → 0
be a minimal free resolution of RX as a graded R-module.
The following is our main theorem:
Theorem 1.3. Let L be a very ample line bundle on X of degree d ≤ 2g and with the factorization type (m, b). Let ν , τ and p be
integers defined by
ν :=
⌈
b− 1
m+ b− g − 1
⌉
, τ :=
⌊
2g + 1− b
m
⌋
, and p := ν(m+ b− g − 1)− b+ 1.
(1) For each j ≥ 2,
h1(Pr , IX (j)) =
j−2∑
k=0
h1(P1,OP1(jm+ b− 2g − 2− k(g + b− b))).
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Therefore j-normality holds if and only if j ≥ ν , and the Hartshorn–Rao module MX = ⊕j∈Z H1(Pr , IX (j)) is of the following
form:
MX = H1(Pr , IX (2))⊕ · · · ⊕ H1(Pr , IX (ν − 1)).
Moreover, MX is generated by H1(Pr , IX (2)) as a graded R-module.
(2) The graded Betti numbers of φ|L|(X) ⊂ Pr are as follows:
(a) βi,1(X) = i
(
r−1
i+1
)
for all i ≥ 1;
(b) βi,j(X) = 0 for 2 ≤ j ≤ τ − 1 and all i ≥ 1;
(c) β1,τ (X) > 0;
(d1) β1,ν(X) = · · · = βp,ν = 0 and βr,ν = 2g + 1− d;
(d2) βi,ν(X) > 0 for all p+ 1 ≤ i ≤ r
(e) βi,j(X) = 0 for all i ≥ 1 and j ≥ ν + 1.
Therefore the Castelnuovo–Mumford regularity of φ|L|(X) ⊂ Pr is equal to ν+ 1. Also φ|L|(X) ⊂ Pr satisfies property Nν,p while
it fails to satisfy property Nν,p+1.
Note that for d ≤ 2g , ν ≥ 3 and so φ|L|(X) ⊂ Pr fails to satisfy 2-normality. In particular, it is not arithmetically
Cohen–Macaulay and hence the hyperplane section method does not work anymore.
Theorem1.3 showshow the factorization ofLdetermines theHartshorne–Raomodule and theminimal free resolution of
φ|L|(X) ⊂ Pr . Indeed it is true that all the graded Betti numbers are uniquely determined by the factorization type although
we obtain only some of them (Lemma 4.2). On the other hand, Theorem 1.3 also implies that one can read off the values of
m and b from the minimal free resolution since the Betti diagram determines the integers ν and p uniquely and hence does
m and b.
Organization of the paper. In Section 2, we recall some definitions and basic facts which will be used throughout the
remaining part of the paper. In Section 3, we study the base point freeness and the very ampleness of line bundles on
hyperelliptic curves. Finally, Section 4 is devoted to the proof of ourmain result and to provide some remarks and examples.
2. Definitions and preliminaries
Wework over an algebraically closed field K of arbitrary characteristic. For an (r + 1)-dimensional K -vector space V , we
form the symmetric algebra R :=⊕`≥0 Sym`(V ). If x and y are positive integers, let d xye and b xyc denote the smallest integer
≥ xy and the largest integer≤ xy , respectively.
2.1. Minimal free resolution and Castelnuovo–Mumford regularity
For a finitely generated graded R-module F =⊕`∈Z F`, consider a minimal free resolution
· · · →
⊕
j
R(−i− j)βi,j(F) → · · · →
⊕
j
R(−j)β0,j(F) → F → 0
of F as a graded R-module. Thus βi,j(F) = dimK Tori+ji (F , K). We say that F ism-regular if βi,j(F) = 0 for all i ≥ 0 and j ≥ m.
The Castelnuovo–Mumford regularity of F is defined by Reg(F) = min{m | F ism-regular}.
For a nonzero coherent sheaf F on Pr , let
F =
⊕
`∈Z
H0(Pr ,F (`)).
be its associated graded R-module. We say that F ism-regular if F is. Originally, Mumford [13] defined them-regularity of
F by the vanishing H i(Pr ,F (m − i)) = 0 for all i ≥ 1. It is well known that these two definitions are equivalent (cf. [8]).
There is a well-known connection between a minimal free resolution of F and some cohomology groups related to F .
Lemma 2.1 (Theorem (1.b.4) in [3] or Theorem 5.8 in [9]). Let F be a nonzero coherent sheaf on Pr , and let F = ⊕`∈Z H0
(Pr ,F (`)) be its associated graded R-module. Then there is an exact sequence
0→ Tori+ji (F , K)→ H1
(
Pr ,
i+1∧
M ⊗ F (j− 1)
)
→
i+1∧
V ⊗ H1(Pr ,F (j− 1))→ H1(Pr ,
i∧
M ⊗ F (j))→
H2
(
Pr ,
i+1∧
M ⊗ F (j− 1)
)
→
i+1∧
V ⊗ H2(Pr ,F (j− 1))→ · · ·
whereM = ΩPr (1) and V = H0(Pr ,OPr (1)).
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2.2. Higher normality and property Nk,p
A closed subscheme X ⊂ Pr is said to be m-regular if its sheaf of ideals IX is m-regular. Let IX and RX = R/IX be the
homogeneous ideal and the homogeneous coordinate ring of X , respectively. We denote by βi,j(X) the (i, j)th graded Betti
number in the minimal free resolution of R/IX .
2.2.1
For j ≥ 1, X is said to be j-normal if the restriction map
H0(Pr ,OPr (j))→ H0(X, Lj)
is surjective, or equivalently, H1(PrK , IX (j)) = 0. If j-normality holds for all j ≥ 1, then X ⊂ Pr is said to satisfy property N0.
2.2.2
For k ≥ 2 and p ≥ 1, the property Nk,p of X is defined by the vanishing βi,j(X) = 0 for 1 ≤ i ≤ p and all j ≥ k (cf. [10]).
For example, X satisfies the property Nk,1 if IX is generated in degrees ≤ k. Thus Green–Lazarsfeld’s property Np for p ≥ 1
means that X satisfies property N0 and property N2,p.
3. Line bundles on a hyperelliptic curve
Let X be a hyperelliptic curve of arithmetic genus g , i.e. a projective integral (possibly singular) curve such that g ≥ 2
and there is a degree two map f : X → P1. Let A = f ∗OP1(1). This section is devoted to prove a criterion for the base point
freeness and the very ampleness of line bundles on X .
Theorem 3.1. Let L = Am ⊗ B be a line bundle on X where m ∈ Z and B is a normalized line bundle of degree b. Then
(1) L is base point free if and only if either
(i) b = 0 and m ≥ 0 or
(ii) 1 ≤ b ≤ g + 1 and m+ b ≥ g + 1.
(2) L is very ample if and only if either
(i) b = 0, 1 and m+ b ≥ g + 1 or
(ii) 2 ≤ b ≤ g + 1 and m+ b ≥ g + 2.
Proof. By Eisenbud–Koh–Stillman’s method in [11],
(3.1) X is embedded into the smooth rational ruled surface
S = P(OP1 ⊕ OP1(b− g − 1)).
Furthermore, letting C0 and fdenote respectively theminimal section of S and a fiber of the projectionmappi : S → P1,
the following three statements hold:
(a) A = OS(f)⊗ OX ;
(b) B = OS(C0)⊗ OX ; and
(c) X is linearly equivalent to 2C0 + (2g + 2− b)f as a divisor of S.
To verify (3.1), consider the line bundle Ag+2 ⊗ B of degree 2g + 4+ b. Note that it is a nonspecial very ample line bundle,
and the image
X ⊂ Pr , r = g + b+ 4,
embedded by |Ag+2 ⊗ B| satisfies property N3. In particular, X does not admit a tri-secant line. If we choose bases {e1, e2}
and {f1, . . . , fr−1} of H0(X, A) and H0(X, Ag+1 ⊗ B), respectively, then the multiplication map
µ : H0(X, A)⊗ H0(X, Ag+1 ⊗ B)→ H0(X, Ag+2 ⊗ B)
defines the 2× (r − 1)matrixM(A, Ag+1 ⊗ B) := (µ(ei ⊗ fj)). Regarded as a matrix of linear forms on Pr ,M(A, Ag+1 ⊗ B)
is a 1-generic matrix and hence its 2× 2 minors define a rational normal surface scroll S ⊂ Pr which contains X . Note that
µ is a surjective map, and so S is smooth. Let S = P(OP1 ⊕ OP1(−e)) for some e ≥ 0. Let C0 and f denote respectively the
minimal section of S and a fiber of the projection map pi : S → P1. Write X ≡ kC0 + `f where k ≥ 1 and ` ∈ Z. Since X
is not a smooth rational curve, k ≥ 2. On the other hand, the rulings of S are k-secant lines to X . So X ⊂ Pr fails to be cut
out by quadrics if k ≥ 3, which completes the proof that k = 2. This implies that the restriction map pi |X : X → P1 has
degree two. Therefore f = pi |X by the uniqueness of the hyperelliptic involution (cf. [12, Proposition 2.6.] and [14]), and
so OS(f) ⊗ OX = A, which completes the proof of (a). To verify (b) and (c), write the hyperplane bundle OS(1) of S ⊂ Pr
as OS(C0 + nf), n ∈ Z. We will show that n = g + 2. The exact sequence 0 → OS(−X) → OS → OX → 0 induces the
isomorphism
H i(S,OS(C0 + (n− j)f)) ∼= H i(X, Ag+2−j ⊗ B) for i ∈ {0, 1} and all j ∈ Z.
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In particular,
H0(S,OS(C0 + (n− g − 2)f)) ∼= H0(X, B) 6= 0
while
H0(S,OS(C0 + (n− g − 3)f)) ∼= H0(C, A−1 ⊗ B) = 0.
This implies that n = g + 2 and so OS(C0)⊗ OX = B. The equalities
deg(S) = g + 3+ b = (C0 + (g + 2)f)2 = −e+ 2(g + 2)
show that e = g + 1− b. Finally, the equalities
deg(Ag+2 ⊗ B) = 2g + 4+ b = (C0 + (g + 2)f).(2C0 + `f) = −2e+ `+ 2(g + 2)
show that ` = b+ 2e = 2g + 2− b.
Now we turn to the proof of the theorem. By (3.1),L is the restriction of the line bundle L := OS(C0 +mf) on S to X .
(1) Remember that 0 ≤ b ≤ g + 1. If b = 0 and hence B = OX , thenL = Am is base point free if and only ifm ≥ 0. Now
assume that b ≥ 1. Since H0(X,L) ∼= H0(S, L), we have Bs |L| = X ∩ Bs |L|. For m < g + 1 − b, C0 ⊂ Bs |L| and hence
X ∩ C0 ⊂ Bs |L|. Since length (X ∩ C0) = b ≥ 1, this completes the proof that L fails to be base point free. On the other
hand, ifm ≥ g + 1− b then L is base point free which guarantees the base point freeness ofL.
(2) It is sufficient to classify all very ample line bundles among base point free line bundles. If m ≥ g + 2 − b then L is
very ample line bundle which implies the very ampleness of L. Now, assume that m ≤ g + 1 − b. By (1), L is base point
free if and only if either
(a) b = 0 and 0 ≤ m ≤ g + 1 or else
(b) 1 ≤ b ≤ g + 1 andm = g + 1− b.
Clearly Am is very ample if and only if m ≥ g + 1. For the case (b), L is base point free and defines an embedding of S \ C0.
Furthermore C0 maps to a point. Since length (X ∩ C0) = b,L is very ample if and only if b = 1, which completes the proof
of (2). 
Remark 3.2. Since H i(X, Am ⊗ B) ∼= H i(S,OS(C0 +mf)) for all i ≥ 0, we have
hi(X, Am ⊗ B) = hi(P1,OP1(m))+ hi(P1,OP1(m+ b− g − 1)).
Thus H1(X, Am ⊗ B) = 0 if and only ifm+ b ≥ g . In particular, any very ample line bundle on X is nonspecial. 
Corollary 3.3. Let L be a very ample line bundle on X with the factorization type (m, b). Then φ|L|(X) is contained in the rational
normal surface scroll S(m+ b− g − 1,m).
Proof. In (3.1), it was shown that X is embedded in the rational ruled surface S = P(OP1 ⊕ OP1(b − g − 1)) and L is the
restriction of the line bundle L := OS(C0 + mf) to X . Since L is very ample, m + b ≥ g + 1 by Theorem 3.1 and hence L is
base point free. Moreover, H0(S, L) ∼= H0(C,L). Therefore φ|L|(X) is contained in the image of the map on S defined by the
linear system |L|which is precisely the rational normal surface scroll S(m+ b− g − 1,m). 
4. Minimal free resolution
This section is devoted to the proof of Theorem 1.3.
Notation and Remarks 4.1. We keep the notations in Theorem 1.3.
(1) Let L be a very ample line bundle on X of degree d ≤ 2g and with the factorization type (m, b), defining the linearly
normal embedding
X ⊂ Pr , r = d− g.
By Theorem 3.1, it holds that 4 ≤ b ≤ g + 1 andm+ b ≥ g + 2.
(2) According to Corollary 3.3, X is contained in the rational normal surface scroll S := S(m+ b− g−1,m)which is smooth
sincem+ b ≥ g + 2. Let IS be the sheaf of ideals of S ⊂ Pr . Let IS and RS = R/IS be respectively the homogeneous ideal and
the homogeneous coordinate ring of S. It is well known that S is 2-regular and βi,1(S) = i
(
r−1
i+1
)
(e.g. Lemma 2.1 in [15]).
(3) Let L denote OS(1) and consider the graded R-module
F =
⊕
j∈Z
H0(S,OS(−X)⊗ Lj).
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There are the following three exact sequences:{0→ IS → IX → OS(−X)→ 0 (a)
0→ IS → IX → F → 0 (b)
0→ F → RS → RX → 0 (c).
(4.1)
Keeping the above notations in mind, we first prove three lemmas.
Lemma 4.2. (1) For all i ≥ 1,
Tor i+ji (RX , K) ∼=
{
Tor i+1i (RS, K)⊕ Tor i+1i−1(F , K) if j = 1, and
Tor i+ji−1(F , K) if j ≥ 2.
(2) For all i ≥ 1,
βi,j(X) =
i
(
r − 1
i+ 1
)
+ βi−1,1(F) if j = 1, and
βi−1,j(F) if j ≥ 2.
Proof. Note that Tori+ji (F , K) = 0 if i ≥ 0 and j ≤ 1 since the degree j-piece of F vanishes for all j ≤ 1. Also
dimK Tor
i+j
i (RS, K) =
i
(
r − 1
i+ 1
)
if j = 1, and
0 if j ≥ 2
by Notation and Remarks 4.1. (2). Then the long exact sequence from (4.1)(c) induces the desired facts. 
Lemma 4.3. (1) Fj = 0 if and only if j ≤ τ .
(2) reg(F) = ν + 1.
Proof. (1) Note that the degree j piece of F is
H0(S,OS(−C)⊗ Lj)= H0(S,OS((j− 2)C0 + (jm− 2g − 2+ b)f))
∼=
⊕j−2
k=0H
0(P1,OP1(jm+ b− 2g − 2− k(g + 1− b))).
Therefore H0(S,OS(−C)⊗ Lj) = 0 if and only if jm− 2g − 2+ b ≤ −1, or equivalently, j ≤ τ .
(2) For any j ≥ 1, H2(S,OS(−X)⊗ Lj) = 0. Also for j ≥ 2,
H1(S,OS(−X)⊗ Lj) ∼=
j−2∑
k=0
H1(P1,OP1(jm+ b− 2g − 2− k(g + 1− b)))
holds. Thus H1(S,OS(−X)⊗ Lj) = 0 if and only if
jm+ b− 2g − 2− (j− 2)(g + 1− b) ≥ −1
or equivalently j ≥ ν. Therefore reg(F) = ν + 1. 
Lemma 4.4. Let ML be the kernel of the evaluation map H0(S, L)⊗ OS → L.
(1) For every i ≥ 0 and j ≥ 3, there is an exact sequence
0→ Tori+ji (F , K)→ H1
(
S,
i+1∧
ML ⊗ OS(−X)⊗ Lj−1
)
→
i+1∧
V ⊗ H1(S,OS(−X)⊗ Lj−1)→ H1
(
S,
i∧
ML ⊗ OS(−X)⊗ Lj
)
→ 0.
(2) For every s ≥ 0 and t ≥ 2, there is an exact sequence
· · · → H0(S,OS((t − 3)C0 + {(t + 1)m+ 2b− 3g − 2− s}f))⊕(r−1s−1) →
H1(S,OS((t − 2)C0 + (tm+ b− 2g − 2− s)f))⊕(r−1s ) →
H1
(
S,
s∧
ML ⊗ OS(−X)⊗ Lt
)
→
H1(S,OS((t − 3)C0 + {(t + 1)m+ 2b− 3g − 2− s}f))⊕(r−1s−1) → 0.
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Proof. Note thatML is the restriction ofM = ΩPr (1) to S. By Lemma 2.1, there is the following long exact sequence:
0→ Tori+jj (F , K)→ H1
(
S,
i+1∧
ML ⊗ OS(−X)⊗ Lj−1
)
→
i+1∧
V ⊗ H1(S,OS(−X)⊗ Lj−1)→ H1
(
S,
i∧
ML ⊗ OS(−X)⊗ Lj
)
→
H2
(
S,
i+1∧
ML ⊗ OS(−X)⊗ Lj−1
)
→ · · · .
Thus the proof of (1) is completed if
H2
(
S,
i+1∧
ML ⊗ OS(−X)⊗ Lj−1
)
= 0 for every i ≥ 0 and j ≥ 3. (4.2)
To this aim, consider the rank two vector bundle E := pi∗L on P1. Since L = OS(C0+mf), we have E = OP1(m+b−g−1)⊕
OP1(m). LetME denote the kernel of the evaluation map H
0(P1, E) ⊗ OP1 → E . By Snake Lemma, we have the following
commutative diagram:
0
↓
0 M
↓ ↓
0→pi∗ME→pi∗H0(P1, E)⊗ OS→pi∗E→ 0
↓ ‖ ↓
0→ ML → H0(S, L)⊗ OS → L → 0
↓ ↓
M 0
↓
0
whereM = OS(−C0 + (m+ b− g − 1)f). In particular, the first column gives us the short exact sequence
0→
s∧
pi∗ME →
s∧
ML →
s−1∧
pi∗ME ⊗M → 0 (4.3)
for all s ≥ 1, which induces the cohomology long exact sequence
· · · → H2
(
S,
s∧
pi∗ME ⊗ OS(−X)⊗ Lt
)
→ H2
(
S,
s∧
ML ⊗ OS(−X)⊗ Lt
)
→ H2
(
S,
s−1∧
pi∗ME ⊗M ⊗ OS(−X)⊗ Lt
)
→ · · · .
(4.4)
Note that the first and the third term in (4.4) vanish for all t ≥ 2 by applying the projection formula to pi : S → P1. Thus
(4.2) holds. For (2), recall thatME = OP1(−1)⊕(r−1). The desired sequence is obtained by substituting L = OS(C0 + mf),
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M = OS(−C0 + (m+ b− g − 1)f), and X ≡ 2C0 + (2g + 2− b)f to the cohomology long exact sequence
· · · → H0
(
S,
s−1∧
pi∗ME ⊗M ⊗ OS(−X)⊗ Lt
)
→ H1
(
S,
s∧
pi∗ME ⊗ OS(−X)⊗ Lt
)
→ H1
(
S,
s∧
ML ⊗ OS(−X)⊗ Lt
)
→ H1
(
S,
s−1∧
pi∗ME ⊗M ⊗ OS(−X)⊗ Lt
)
→ · · ·
induced from (4.3). 
Lemma 4.5. Let MX be the restriction of M = ΩPr (1) to X. Then
H1
(
X,
i∧
MX ⊗Lν ⊗ B−1
)
= 0 for all i ≥ 0.
Proof. Consider the graded R-module
R(X,L) =
⊕
j∈Z
H0(X,Lj)
associated to OX . Since L is nonspecial, R(X,L) is 2-regular. Also Lemma 2.1 says that the (i − 1, ν)th graded Betti
number of R(X,L) is equal to h1(X,
∧i
MX ⊗ Lν−1). Therefore h1(X,∧iMX ⊗ Lν−1) = 0 for all i ≥ 1. This implies
that H1(X,
∧i
MX ⊗Lν ⊗ B−1) = 0 for all i ≥ 1 sinceL⊗ B−1 = Am is an effective divisor on the curve X . 
Lemma 4.6. Let Γ be the finite scheme X ∩ C0 and let IΓ be the sheaf of ideals of Γ ⊂ Pr . Then
H1
(
Pr ,
p+1∧
M ⊗ IΓ (ν)
)
6= 0.
Proof. Note that Γ lies on the rational normal curve
C0 ⊂ 〈C0〉 = Pm+b−g−1
and length(Γ ) = b = ν(m+ b− g − 1)+ 1− p. Let βp+1,ν(Γ ) and β ′p+1,ν(Γ ) denote the (p+ 1, ν)th graded Betti numbers
of Γ ⊂ Pr and Γ ⊂ 〈C0〉, respectively. Thus βp+1,ν(Γ ) ≥ β ′p+1,ν(Γ ). By Proposition 2.2 in [16],
β ′p+1,ν(Γ ) =
(
m+ b− g − 1
p+ 1
)
> 0
and reg(Γ ) = ν + 1. Since Γ is ν-normal, Lemma 2.1 says that
βp+1,ν(Γ ) = h1
(
Pr ,
p+1∧
M ⊗ IΓ (ν)
)
.
In consequence, we have h1(Pr ,
∧p+1
M ⊗ IΓ (ν)) ≥ β ′p+1,ν(Γ ) > 0. 
Now we give the
Proof of Theorem 1.3. We first prove the statements in (2) and then in (1).
(2) From (4.1) we have
0→ H0(Pr , IS(j))→ H0(Pr , IX (j))→ H0(S,OS(−X)⊗ Lj)→ 0
for all j ∈ Z. Thus Lemma 4.3. (1) says that IX and IS have the same jth degree pieces for all j ≤ τ . Since τ ≥ 2, this implies
that βi,j(X) = βi,j(S) for all i ≥ 1 and 1 ≤ j ≤ τ − 1. Also β1,τ (X) is equal to the dimension of the degree (τ + 1) piece of F
and so
β1,τ (X) = h0(S,OS(−X)⊗ Lτ+1) > 0
by Lemma 4.3. (1). This completes the proofs of (a), (b) and (c).
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(e) comes immediately from Lemmas 4.2 and 4.3. (2).
For (d1), note that H1(S,OS(−X)⊗ Lν) = 0 by Lemma 4.3. (1) and hence
βi,ν(X) = βi−1,ν(F) = h1
(
S,
i∧
ML ⊗ OS(−X)⊗ Lν
)
for all i ≥ 1 (4.5)
by Lemma 4.2. (2) and Lemma 4.4. (1). Thus we get the desired vanishing β1,ν(X) = · · · = βp,ν(X) = 0 by using the exact
sequence in Lemma 4.4. (2) since
H1(S,OS((ν − 2)C0 + (νm+ b− 2g − 2− i)f)) = 0
and
H1(S,OS((ν − 3)C0 + {(ν + 1)m+ 2b− 3g − 2− i}f)) = 0
for all 1 ≤ i ≤ p. Also (4.5) gives us the formula
βr,ν = h1
(
S,
r∧
ML ⊗ OS(−X)⊗ Lν
)
= h1(S,OS(−X)⊗ Lν−1) = 2g + 1− d.
For (d2), note that X ⊂ Pr is (ν + 1)-regular by (f ) and so it is ν-normal. Thus Lemma 2.1 shows that
βi,ν(X) = h1
(
Pr ,
i∧
M ⊗ IX (ν)
)
for all i ≥ 1. (4.6)
Consider the finite subscheme Γ := X ∩ C0 of X . Since OX (Γ ) = B, we have the exact sequence
0→ IX → IΓ → B−1 → 0 (4.7)
where IΓ denotes the sheaf of ideals of Γ ⊂ Pr . For each i ≥ 1, (4.7) induces the cohomology long exact sequence
· · · → H1
(
Pr ,
i∧
M ⊗ IX (ν)
)
→ H1
(
Pr ,
i∧
M ⊗ IΓ (ν)
)
→ H1
(
X,
i∧
MX ⊗Lν ⊗ B−1
)
→ · · · ,
where the third term vanishes by Lemma 4.5. By (4.6), it follows that
βi,ν(X) ≥ h1
(
Pr ,
i∧
M ⊗ IΓ (ν)
)
for all i ≥ 1.
In particular, βp+1,ν(X) > 0 by Lemma 4.6. This completes the proof of (d2) since reg(X) = ν + 1.
(1) Since reg(X) = ν + 1, X ⊂ Pr is j-normal if and only if either j = 1 or j ≥ ν. ThusMX is of the following form:
MX = H1(Pr , IX (2))⊕ · · · ⊕ H1(Pr , IX (ν − 1)).
Also by using (4.1) and (4.3), we have
h1(Pr , IX (j)) = h1(S,OS(−X)⊗ Lj)
= ∑j−2k=0 h1(P1,OP1(jm+ b− 2g − 2− k(g + b− b)).
Finally, the exact sequence 0 → RX → R(X,L) → MX → 0 shows that MX is generated by H1(Pr , IX (2)) as a graded
R-module since R(X,L) is 2-regular. 
Corollary 4.7. (1) For i = 1, 2, let (Xi,Li) be a pair of a hyperelliptic curve Xi of arithmetic genus g and a very ample line bundle
Li on Xi of degree d ≤ 2g. Then the linearly normal curves
X1 ⊂ PH0(X1,L1) and X2 ⊂ PH0(X2,L2)
have the same Betti diagrams if and only if L1 andL2 have the same factorization types.
(2) For a given d ∈ {g + 3, g + 4, . . . , 2g}, there exist precisely (k− d g+12 e) (resp. (k− d g2e)) distinct Betti diagrams of linearly
normal hyperelliptic curves of arithmetic genus g and degree d = 2k (resp. degree d = 2k+ 1).
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Table 1
Hyperelliptic curves of genus 10.
d (m, b) ν p τ γ2 γ3 γ4 γ5 γ6 γ7
15 (3, 9) 8 0 4 6 8 6 4 2 1
(2, 11) 5 0 5 6 8 7 0 0 0
16 (4, 8) 7 0 3 5 4 3 2 1 0
(3, 10) 5 1 3 5 5 1 0 0 0
(5, 7) 6 0 2 4 3 2 1 0 0
17 (4, 9) 4 0 3 4 2 0 0 0 0
(3, 11) 4 2 3 4 2 0 0 0 0
(6, 6) 5 0 2 3 2 1 0 0 0
18 (5, 8) 4 1 2 3 1 0 0 0 0
(4, 10) 3 0 2 3 0 0 0 0 0
(7, 5) 4 0 2 2 1 0 0 0 0
19 (6, 7) 3 0 2 2 0 0 0 0 0
(5, 9) 3 1 2 2 0 0 0 0 0
(4, 11) 3 2 2 2 0 0 0 0 0
Proof. (1) Let X ⊂ Pr be a linearly normal hyperelliptic curve of arithmetic genus g and degree d ≤ 2g . Lemma 4.2 shows
that all the graded Betti numbers of X are uniquely determined by the factorization type of the hyperplane bundle of X since
the numerical type of the smooth rational normal surface scroll S and the divisor class of X in S depend only on it. On the
other hand, one can read off ν and p from the Betti diagram of X by Theorem 1.3. Obviously the factorization type can be
recovered by ν and p. This completes the proof.
(2) Theorem 3.1 shows that for a given d ∈ {g + 3, g + 4, . . . , 2g}, the possible factorization type (m, b) of a very ample
line bundle of degree d is as follows:
1. If d = 2k, then (m, b) ∈ {(k− i, 2i) | g + 2− k ≤ i ≤ b g+12 c}. Thus there exist exactly (k− d g+12 e) distinct factorization
types.
2. If d = 2k+1, then (m, b) ∈ {(k− i, 2i+1) | g+1−k ≤ i ≤ b g2c}. Thus there exist exactly (k−d g2e) distinct factorization
types.
This completes the proof of (2) since (1) guarantees that the number of distinct Betti diagram is equal to that of distinct
factorization type. 
We provide some examples which will illustrate our results in this paper.
Example 4.8. LetL be a very ample line bundle of degree d ≤ 2g and with the factorization type (m, b).
(1) If d = g + 3, then (m, b) = (1, g + 1) by Theorem 3.1. Therefore ν = g , τ = g and p = 0. Theorem 1.3 shows that
h1(P3, IX (j)) =
{
(j− 1)(g − j) for 1 ≤ j ≤ g , and
0 for all j ≥ g + 1.
Also IX is generated by forms of degree 2, g and g + 1.
(2) If d = 2g , then (m, b) = (g − i, 2i) for some 2 ≤ i ≤ g+12 . Thus ν = 3, τ = 2 and p = i− 2. Theorem 1.3 shows that
h1(Pg , IX (j)) =
{
1 for j = 2, and
0 for all j ≥ 3.
Also X ⊂ Pg satisfies propertyN3,i−2 but fails to satisfy propertyN3,i−1. In particular, IX should have quartic generators when
(m, b) = (g − 2, 4)while it is generated by quadratic and cubic equations when 3 ≤ i ≤ g+12 .
(3) When g = 10 and 15 ≤ d ≤ 19, we can tabulate the information obtained from Theorems 1.3 and 3.1. To simplify
notation, we denote h1(Pr , IX (j)) by γj. See Table 1 below.
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