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To unify the several disparate control hardware protocols into one consistent software protocol requires that the hardware devices be addressed logically rather than physically, the physical connections being supplied by the control system.
To accomplish this, the control system must have some link between the devices' logical names and their physical connections. This link is supplied by a data base which is managed by a commercial data base management system. This paper discusses the reasoning behind the choice of a commercial system, the particular DBMS chosen and some of the pros and cons of using the DBMS as well as some of our experiences trying to join tools of the commercial world with the real-time world. The box labeled RIU-11 is another PDP 11/34 which provides a port for both computers into the RICE Interface Unit (RIU) and ultimately the major portion of the data and control system, the RICE.
Also dual ported through this computer is a box labeled MT. This is the master timer, the device which provides all timing signals for the whole accelerator. Finally, there is a box labeled NETl1. This is a PDP 11/34 which provides both control computers with access to the previously mentioned PDP 11/10's, of which there are presently five. Figure 1 Addressing the problem of the many different instrumentation protocols as well as making the programs independent of the specifics of the hardware in the data and control system, we decided to use the philosophy of an operating system and view the control computer as a computer with approximately 12,000 peripherals. When a user wishes to write information on a disk drive he "opens" a file. The action of opening the file allows the operating system to provide the hardware specific information to read or write the file. This information is obtained from an operating system input-output device "data base." The particular I/O request is routed through the appropriate device driver and the reading or writing takes place. When the file is no longer needed it is "closed," thus informing the operating system that the hardware information can be flushed.
Using this model, the accelerator device hardware information for the 12,000 devices is kept in a data base. Each device is given a "logical" name which acts as the primary key for its retrieval. When a device is ''opened," the information about that device is fetched from the data base.
Driven by the contents of that device's "record," subsequent operations are directed to the appropriate hardware driver. The accelerator control system opens the data base as part of the boot process and keeps it open, making item retrieval as efficient as possible.
Choice of DBMS
To manage this data, we chose to use a commercial Data Base Management System (DBMS) rather than writing one of our own. This decision was based on a few rather simple points. First, a commercial system has probably had more effort put into it than we could afford, to maximize its throughput as well to make its user interaction simple and intuitive.
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Applicability of DBMS
The data base just described must provide data to a piece of software which interfaces to our higher level applications. This software, called the Data System, provides subroutine calls which applications programs can use. These calls include an ASSIGN which connects the program to the DATA SYSTEM, an OPEN which fetches the data base record for the appropriate device, a READ which gets data from a device, and a COMMAND which commands a device. Since a given program must be able to open a device and be assured, at that time, that no other program can also control the same device, a locking mechanism must somehow be provided. Once locked, the device must also be unlocked even if the application program crashes. This requires that the DATA SYSTEM operate in a higher level (kernel mode in VMS, the VAX operating system) than that in which the calling program operates. The method provided by VMS to catch just this sort of circumstance was found not to work in kernel mode. It was for this reason that we abandoned the idea of using the data base itself for the actual data that programs could are easy to program and are provided with a great deal CONVERSION iXof power.
We have also found ways of coupling the 
