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Abstract: The phenomenology of flavor mixing of heavy Majorana neutrinos is studied. The physical
degrees of freedom, which propagate like free particles until they decay in the presence of flavor mixing,
are identified by diagonalizing the resummed propagator. It is shown that they should be interpreted
as quasiparticles which lose Majorana nature.
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1 Introduction
The Standard Model of particle physics does not explain the non-zero masses of neutrinos, and one of
the simplest ways to solve the problem is introducing heavy right-handed (RH) Majorana neutrinos
into the model, which can generate small non-zero masses of light neutrinos by the seesaw mechanism
[1–3]. Moreover, those heavy Majorana neutrinos can simultaneously solve another important problem
of particle physics, i.e., the origin of matter. The CP violation effect in the decay of heavy Majorana
neutrinos can generate an asymmetry between matter and antimatter, which can explain the current
matter density observed in the universe. This mechanism is called leptogenesis [4].
In order to generate such a CP violation effect, the presence of multiple flavors of Majorana
neutrinos is essential. When the masses of heavy Majorana neutrinos are almost degenerate, the CP
asymmetry generated by mixing of those multiple flavors can be hugely enhanced such that even masses
of heavy Majorana neutrinos in the TeV scale are large enough to allow successful leptogenesis. This
mechanism is called resonant leptogenesis [5, 6], and this scenario is particularly interesting since such
relatively light RH Majorana neutrinos can be discovered in the particle colliders currently available.
Hence, the theoretical analysis of flavor mixing and CP violation has been an interesting research
topic. The first expression of the CP asymmetry in the decays of heavy Majorana neutrinos was
derived in reference [7], where it was obtained from non-amputated diagrams with one-loop corrections
to the decaying heavy Majorana fields. The associated Feynman diagrams are given in figure 1, where
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Nα, Li, and φ denote the heavy Majorana field, left-handed (LH) lepton SU(2)-doublet, and Higgs
SU(2)-doublet, respectively. The resulting expression is, however, divergent when the masses of heavy
Nα
φ
Li
−ifiαR
(a)
Lj
φ
NRβ
Nα
φ
Li
−ifjαR
−if∗jβL −ifiβR
(b)
Lcj
φ∗
NRβN
c
Rβ
Nα
φ
Li
−if∗jαL
−ifjβR −ifiβR
(c)
Nα
φ∗
Lci
−if∗iαL
(d)
Lcj
φ∗
N cRβ
Nα
φ∗
Lci
−if∗jαL
−ifjβR −if∗iβL
(e)
Lj
φ
NRβN
c
Rβ
Nα
φ∗
Lci
−ifjαR
−if∗jβL −if∗iβL
(f)
Figure 1. Tree-level diagrams and their one-loop corrections to the decaying heavy Majorana neutrinos used
in references [7, 8]. This approach is inappropriate because of the divergences in the diagrams with loops.
neutrinos are degenerate. In order to find an expression of the CP asymmetry with a regulator such
that it is applicable to resonant leptogenesis, several different methods were used. In reference [5],
it was obtained from the same non-amputated diagrams with the tree-level internal propagators of
Majorana neutrinos replaced by sorts of resummed propagators. Alternatively in reference [6], the
CP asymmetry is obtained by expanding the non-diagonal resummed propagator around its poles,
and an identical expression to that in reference [5] was obtained. However, in references [8, 9], the
CP asymmetry was calculated by diagonalizing the resummed propagator matrix of heavy Majorana
neutrinos, and a different regulator was derived. In a different approach discussed in references [10, 11],
the CP asymmetry is calculated in the framework of the non-equilibrium quantum field theory, and
another form of the regulator was obtained.
In fact, there exist some problems in the derivations given in the literature. The way how the CP
asymmetry was calculated in reference [7] is actually flawed since it is inappropriate to consider the loop
correction to heavy neutrino fields only up to the single one-particle irreducible (1PI) contributions
as in figure 1. In that approach, the internal propagator i/(/p − mNβ ) diverges for β = α since Nα
is on-shell as an external field, i.e., /p = mNα , and such a divergence can be avoided by intentionally
disregarding the contribution of β = α. The only way to legitimately handle such a divergence (or
non-perturbative effect) is to consider the loop corrections by resummation. Instead of considering
the decays of heavy neutrinos, the loop corrections to the propagator of heavy neutrinos should be
taken into account for resummation. We can resolve the problem of divergence, first resumming
loop corrections outside the region of divergence and then analytically continuing it to the region
of divergence in the complex plane of p2. In contrast, replacing the internal propagator in the loop
diagrams of figure 1 with a resummed propagator does not work, since the resulting S-matrix element
vanishes for on-shell Nα, similarly to what was shown for particle-antiparticle mixing in reference
[12]. In the derivation discussed in reference [5], the tree-level propagator i/(/p −mNβ ) was replaced
by i/[/p − mNβ + Σββ(/p)], which implies that the resummation had not been fully taken. Hence, a
non-vanishing S-matrix element could be erroneously obtained.
In an alternative approach in reference [8], the pole expansion of the non-diagonal resummed
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propagator was performed under the assumption that the field associated with the physical pole is
close to Nα, which was thought to be achieved by on-shell renormalization as in many other works
which studied renormalization of the theory with multiple flavors of Majorana fields [5, 6, 9, 13–15].
However, this is possible only when the mass difference between flavors is large, i.e., ∆mN  ΓN .
When the mass difference is small, i.e., ∆mN . ΓN , the mixing matrix from Nα to the physical degrees
of freedom requires large non-unitary mixing among flavors. Such a mixing matrix cannot be absorbed
into the field-strength renormalization factor ZN , since it should satisfy ZN = U + O(f2/4pi) where
U is a unitary matrix and f is the Yukawa coupling. Otherwise, the perturbativity of the theory
represented by O(f2/4pi) cannot be maintained. In other words, we cannot find counterterms of
O(f2/4pi), if such a large non-unitary mixing matrix is absorbed into ZN so that ZN 6= U+O(f2/4pi).
Hence, in the case of a small mass difference, the on-shell renormalization scheme or complex mass
scheme cannot be applied, and the physical degree of freedom should be much different from Nα.
We will see that the generic non-perturbative effect in an on-shell unstable particle causes such large
non-unitary mixing of flavors.
In references [8, 9], the CP asymmetry was derived under the assumption of ∆m/m O(f2/4pi).
Hence, it is evident that their result cannot be applied to resonant leptogenesis in which the CP
asymmetry is thought to be maximal when ∆m ∼ ΓN . In fact, even for a large mass difference,
their result cannot be said to be an improvement over the expression derived in reference [7], since
the consistency in perturbative expansion was lost in the derivation: the contributions of O(Σ2) was
neglected in calculating the effective Yukawa coupling, while the regulator which was kept is also an
effect of O(Σ2) to the whole resulting expression. This problem is actually common in the other works
in the literature which aimed at obtaining the regulator, and thus it is no surprise that they obtained
different regulators because neglecting the contributions of O(Σ2) was done in different ways. We will
see that it is not such a small perturbative correction which regulates the effective Yukawa couplings.
In addition, the discussions in references [10, 11] are based on thermal physics, as mentioned above.
Even though the basic motivation of research is closely related to resonant leptogenesis which requires
the thermal environment, the CP asymmetry is by itself a quantity that must be well-defined for
any mass difference at zero temperature. We should be able to calculate the CP asymmetry without
introducing thermal physics.
In this paper, we try to solve the problem by diagonalizing the resummed propagator and expand-
ing it around the poles. Since the resummed propagator of heavy Majorana fields has a complicated
chiral structure, its diagonalization turns out to be a difficult task. Using the associated mixing ma-
trices, we will identify the field corresponding to each component of the diagonalized propagator, and
show that it cannot be written as a single linear combination of Nα. In consequence, it turns out that
the degree of freedom that propagates like a free particle until it decays should be interpreted as a
quasiparticle, i.e., an emergent particle dynamically generated by interactions. Since the physics of
quasiparticles requires an extensive study by itself, we will not try to provide the complete solution to
the problem of finding the CP asymmetry here. The derivations of the decay widths and CP asym-
metry will be discussed in a follow-up paper [16]. Even though the overall discussion will be similar to
that in reference [12], each step in the case of Majorana particles turns out to be more challenging in
general. Since the on-shell renormalization scheme or complex mass scheme cannot be blindly applied
to any mass difference as mentioned above, we will also carefully renormalize the Lagrangian and self-
energy step-by-step, considering the constraints on the counterterms. Even though all the calculations
will be done up to the one-loop order in the self-energy in this paper, it should be emphasized that
such a precision does not mean that it is legitimate to calculate the loop corrections as in figure 1.
The generic non-perturbative effect in an on-shell unstable particle makes the collective loop effects
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go beyond the typical perturbative correction of the theory, and resummation is the way to handle it.
This paper is organized as follows: in section 2, some basic properties of Majorana fields are
briefly reviewed; in section 3, mass and field-strength renormalization for a single flavor of a RH
Majorana neutrino is examined; in section 4, the discussion of renormalization is generalized to the
case of multiple flavors, and the renormalized resummed propagator is derived. The constraint on the
renormalized self-energy is also discussed; in section 5, the resummed propagator is diagonalized to
find the pole masses and total decay widths of RH Majorana neutrinos. The expressions of the mixing
matrices, self-energy, counterterms, and residue of the propagator are also derived; in section 6, it
is shown that the degree of freedom which has the time evolution of the damped plane wave should
be interpreted as a quasiparticle; in section 7, multiple examples for various mass differences are
presented; in appendix A, the trick to simplify the calculation of diagrams with Majorana propagators
is explained; in appendix B, various one-loop diagrams are explicitly calculated.
2 Basic properties of Majorana fields
In this section, we briefly review the properties of RH Majorana neutrinos. The renormalized La-
grangian involving RH Majorana neutrinos is written as
L = 1
2
∑
α
Nαi/∂Nα − 1
2
∑
α
mNαNαNα −
∑
i,α
fiαLiφ˜RNα −
∑
i,α
f∗iαNαφ˜
†LLi (2.1)
where Nα, Li, and φ are the RH Majorana neutrino, LH lepton SU(2)-doublet, and scalar SU(2)-
doublet, respectively. Throughout the paper, Greek indices always denote RH neutrino flavors, while
Latin indices usually denote LH lepton flavors. We have defined φ˜ := iσ2φ as usual, and R, L are the
chiral projection operators defined by R := (1 + γ5)/2 and L := (1− γ5)/2. The parameters mNα and
fiα are the tree-level mass of Nα and Yukawa coupling, respectively.
Charge conjugation transforms a particle to its antiparticle, and the charge conjugation operator
C acting on spinors is defined by an operator that satisfies C−1γµC = −(γµ)T where T denotes the
transpose of a matrix. In the Dirac-Pauli representation of γµ, it is given by C := iγ2γ0, and the
charge conjugate of a field ψ is defined by ψc := γ0Cψ∗ where ψ∗ := (ψ†)T. A fermionic field Nα is
called Majorana, if it satisfies N cα = Nα, i.e., if the fermion generated by a Majorana field is its own
antiparticle. Since charge conjugation changes the chirality of a field, we can write Nα = NRα +N
c
Rα
where NRα := RNα.
Since a Majorana particle is its own antiparticle, there exist three different types of non-vanishing
contraction between Nα and Nα:
〈0|T{Nα(x)Nα(y)}|0〉 =
∫
d4p
(2pi)4
eip·(x−y)
i
/p−mNα
, (2.2)
〈0|T{Nα(x)Nα(y)}|0〉 =
∫
d4p
(2pi)4
eip·(x−y)
i
/p−mNα
C, (2.3)
〈0|T{Nα(x)Nα(y)}|0〉 =
∫
d4p
(2pi)4
eip·(x−y)C
i
/p−mNα
. (2.4)
We call the first one Dirac-type, and the others Majorana-type. It is generally complicated to calculate
an S-matrix element involving Majorana fields, not only because of the existence of several different
types of propagators, but also because of the presence of C which requires careful tracking of spinor
indices. In actual calculations, however, we can transform Majorana-type propagators into Dirac-type,
– 4 –
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Figure 2. One-loop diagrams which contribute to i(Σ0)βα(/p).
and absorb C into existing fields in the S-matrix element so that its calculation is no more complicated
than a diagram only with Dirac-type propagators. We will discuss it in detail in appendix A.
The self-energy of a Majorana field is also different from that of a Dirac field since it has two
contributions:
iΣ(/p) = i/p
[
RΣR(p
2) + LΣL(p
2)
]
, (2.5)
which is a matrix defined over the flavor space of Majorana fields. The one-loop contributions to the
self-energy of Nα are shown in figure 2, and they are given by
(Σ0R)βα(p
2) =
∑
i
f∗iβfiα
16pi2
[
− log
(
p2
Λ2
)
+ ipi
]
, Σ0L(p
2) = (Σ0R)
T(p2). (2.6)
Here, we have assumed massless Li and φ for simplicity, and Λ
2 is defined by
log Λ2 :=
1

− γ + log 4pi + 2, (2.7)
where 1/ is the regulator in dimensional regularization and γ is the Euler-Mascheroni constant. Note
that, in this paper, we will calculate each self-energy, i.e., each 1PI diagram, up to the one-loop order
O(f2/4pi). As mentioned in section 1, the collective loop effect of mixing becomes non-perturbative
when the unstable particle goes on-shell, and it should be carefully dealt with. Nevertheless, consider-
ing up to one loop for each 1PI diagram is still a good approximation as long as the Yukawa couplings
are small, i.e., |f |/4pi  1.
These loop corrections cause mixing among different flavors of Majorana fields, and the main pur-
pose of this paper is to discuss how to handle such loop-induced mixing and study its phenomenology.
3 Renormalization for a single flavor
In advance of discussing multiple flavors, we examine the mass and field-strength renormalization for
a single flavor of a RH Majorana neutrino. For simplicity, only one LH lepton flavor will be considered
here. The case of multiple flavors of RH Majorana neutrinos and LH leptons is a generalization of
this simple case. Beginning from a bare Lagrangian, we will discuss renormalization of the self-energy
and construct the renormalized Lagrangian. The renormalized resummed propagator as a function of
the renormalized self-energy will be derived by a gemetric series, and the final form of the propagator
will be obtained by expanding it around its pole and taking the leading contribution. The residue of
the pole will also be explicitly calculated and we will see that it cannot be set to unity.
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The bare Lagrangian involving the RH Majorana neutrino is given by
L = 1
2
N0i/∂N0 − 1
2
m0N0RN0 − 1
2
m∗0N0LN0 − f0L0φ˜0RN0 − f∗0N0φ˜†0LL0, (3.1)
where N0, L0, and φ0 are the bare RH Majorana neutrino, LH lepton SU(2)-doublet, and scalar SU(2)-
doublet, respectively. The renormalized fields and the corresponding field-strength renormalization
factors are given by
N0R =: Z
1
2
NNR, N
c
0R = Z
1
2∗
N N
c
R, L0 =: Z
1
2
LL, φ0 =: Z
1
2
φ φ, (3.2)
and we also define the renormalized mass, mass renormalization factor, and renormalized Yukawa
coupling as
m0 =: ZMmN , f0Z
1
2∗
L Z
1
2∗
φ Z
1
2
N =: f. (3.3)
Here, mN can be chosen to be a positive real number, for which ZM must be real. In addition, we do not
need an additional vertex renormalization factor Zf for the Yukawa coupling: f0Z
1
2∗
L Z
1
2∗
φ Z
1
2
N = Zff ,
since the vertex loop-correction is ultraviolet (UV) finite. Introducing a counterterm
Z
1
2
N =: 1 +
1
2
δN , (3.4)
and defining
δmN := mNZMZN −mN (3.5)
we write the bare Lagrangian in terms of renormalized fields and couplings as
L = 1
2
N0Ri/∂N0R +
1
2
N c0Ri/∂N
c
0R −
1
2
m0N c0RN0R −
1
2
m∗0N0RN
c
0R − f0L0φ˜0N0R − f∗0N0Rφ˜†0L0
=
1
2
|ZN |NRi/∂NR + 1
2
|ZN |N cRi/∂N cR −
1
2
mNZMZNN cRNR −
1
2
mNZ
∗
MZ
∗
NNRN
c
R
− f0Z∗LZ∗φZNLφ˜NR − f∗0ZLZφZ∗NNRφ˜†L
=
1
2
NRi/∂NR +
1
2
N cRi/∂N
c
R −
1
2
mNN cRNR −
1
2
mNNRN
c
R − fLφ˜NR − f∗NRφ˜†L
+
1
4
(δ∗N + δN + · · · )NRi/∂NR +
1
4
(δ∗N + δN + · · · )N cRi/∂N cR −
1
2
δmNN cRNR −
1
2
δm∗NNRN
c
R
=
1
2
Ni/∂N − 1
2
mNNN − fLφ˜RN − f∗Nφ˜†LL
+
1
4
(δ∗N + δN + · · · )Ni/∂N −
1
2
δmNNRN − 1
2
δm∗NNLN, (3.6)
where the counterterms are explicitly written up to O(f2/4pi).
The renormalized self-energy of the RH neutrino up to O(f2/4pi) is now given by
Σ(/p) := /p
[
Σ0R(p
2) +
1
2
(δ∗N + δN )
]
− RδmN − Lδm∗N , (3.7)
where for massless L and φ
Σ0R(p
2) :=
|f |2
16pi2
[
− log
( |p2|
Λ2
)
+ i(pi − arg [p2])
]
. (3.8)
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Note that we have allowed a complex value for p2 in this expression by analytic continuation. In order
to have a UV-finite self-energy Σ(/p) for any p, δmN must be finite, which implies δmN can be regarded
as a part of the renormalized complex mass. Since it is always possible to redefine the phase of NR to
have a real mass, we may set δmN = 0, i.e., ZM = Z
−1
N , without loss of generality. Moreover, δN can
be chosen as a real number since its imaginary part has no role in renormalization. Hence, the bare
Lagrangian can be rewritten as
L = 1
2
N0i/∂N0 − 1
2
m0N0N0 − f0L0φ˜0RN0 − f∗0N0φ˜†0LL0
=
1
2
Ni/∂N − 1
2
mNNN − fLφ˜RN − f∗Nφ˜†LL+ 1
4
(2δN + δ
2
N )Ni/∂N, (3.9)
and the renormalized self-energy is now given by
Σ(/p) = /pΣR(p
2), (3.10)
where
ΣR(p
2) = Σ0R(p
2) + δN . (3.11)
Here, δN is a real number, which implies the imaginary part of ΣR(p
2) should be identical to that of
Σ0R(p
2). This is a constraint on the renormalization condition for the self-energy, as is well-known.
Even though there exist several different types of propagators for Majorana fields, it is always
possible to use only the Dirac-type propagator, which will be explained in appendix A. Hence, we
consider only a Dirac-type propagator in the following discussion. The resummed propagator can
therefore be obtained by a geometric series as follows:
i∆(/p) =
i
/p−mN +
i
/p−mN [iΣ(/p)]
i
/p−mN +
i
/p−mN [iΣ(/p)]
i
/p−mN [iΣ(/p)]
i
/p−mN + · · ·
=
∞∑
n=0
i
/p−mN
{
[iΣ(/p)]
i
/p−mN
}n
= i
{
/p−mN + Σ(/p)
}−1
= i
{
[1 + ΣR(p
2)]/p−mN
}−1
. (3.12)
To invert the expression of ∆−1(/p), we write
∆(/p) = R∆RR(p
2) + R/p∆RL(p
2) + L/p∆LR(p
2) + L∆LL(p
2). (3.13)
Since
1 = ∆−1(/p)∆(/p) =
{
[1 + ΣR(p
2)]/p−mN
}
R[∆RR(p
2) + /p∆RL(p
2)]
+
{
[1 + ΣR(p
2)]/p−mN
}
L[∆LL(p
2) + /p∆LR(p
2)], (3.14)
we can write
0 = L[∆−1(/p)∆(/p)]R = L/p
{
[1 + ΣR(p
2)]∆RR(p
2)−mN∆LR(p2)
}
, (3.15)
R = R[∆−1(/p)∆(/p)]R = R
{−mN∆RR(p2) + [1 + ΣR(p2)]p2∆LR(p2)}. (3.16)
Hence,
∆RR(p
2) =
mN
[1 + ΣR(p2)]2p2 −m2N
=
mN [1 + ΣR(p
2)]−2
p2 −m2N [1 + ΣR(p2)]−2
, (3.17)
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∆LR(p
2) =
1
mN
[1 + ΣR(p
2)]∆RR(p
2). (3.18)
In addition, from 0 = R(∆−1∆)L and L = L(∆−1∆)L, we also obtain
∆LL(p
2) =
mN
[1 + ΣR(p2)]2p2 −m2N
=
mN [1 + ΣR(p
2)]−2
p2 −m2N [1 + ΣR(p2)]−2
, (3.19)
∆RL(p
2) =
1
mN
[1 + ΣR(p
2)]∆LL(p
2). (3.20)
Defining
P (p2) := mN [1 + ΣR(p
2)]−1, (3.21)
we write
i∆RR(p
2) = i∆LL(p
2) =
P (p2)
mN
iP (p2)
p2 − P 2(p2) , (3.22)
i/p∆LR(p
2) = i/p∆RL(p
2) =
P (p2)
mN
i/p
p2 − P 2(p2) . (3.23)
The resummed propagator is therefore written as
i∆(/p) =
P (p2)
mN
i[/p+ P (p2)]
p2 − P 2(p2) . (3.24)
This is usually not the final form of the propagator in practical application, and the next step is to
expand it around its pole and take the leading contribution. To be consistent with the Breit-Wigner
resonance pattern, the physical pole p2
N̂
of the propagator must be in the form of
p2
N̂
= m2
N̂
− imN̂ΓN̂ , (3.25)
where mN̂ and ΓN̂ are the pole mass and total decay width of N . The complex mass pN̂ is the solution
of the equation
p = P (p2) = mN [1 + ΣR(p
2)]−1. (3.26)
Up to O(f2/4pi), we can write P (p2) = mN [1− ΣR(p2)] and pN̂ = mN̂ − iΓN̂/2, and thus
Re[ΣR(p
2
N̂
)] =
mN̂
mN
− 1, Im[ΣR(p2N̂ )] =
ΓN̂
2mN
. (3.27)
Since
lim
p2→p2
N̂
p2 − P 2(p2)
p2 − p2
N̂
= 1− dP
2
dp2
(p2
N̂
), (3.28)
the residues of the pole are written as
lim
p2→p2
N̂
(p2 − p2
N̂
)∆RR(p
2) = lim
p2→p2
N̂
(p2 − p2
N̂
)∆LL(p
2) = RN̂pN̂ , (3.29)
lim
p2→p2
N̂
(p2 − p2
N̂
)∆LR(p
2) = lim
p2→p2
N̂
(p2 − p2
N̂
)∆RL(p
2) = RN̂ (3.30)
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where we have defined
RN̂ :=
pN̂
mN
[
1− dP
2
dp2
(p2
N̂
)
]−1
. (3.31)
Using
dΣ0R
dp2
= − |f |
2
16pi2
1
p2
, (3.32)
we can write
RN̂ =
pN̂
mN
[
1− 2m2N
dΣR
dp2
(p2
N̂
)
]
=
pN̂
mN
[
1− 2m2N
dΣ0R
dp2
(p2
N̂
)
]
=
pN̂
mN
(
1 +
|f |2
8pi2
m2N
p2
N̂
)
. (3.33)
Hence, up to O(f2/4pi)
RN̂ =
pN̂
mN
(
1 +
|f |2
8pi2
)
, (3.34)
which shows that the residue is not unity because pN̂ is complex while all the other factors are real.
Furthermore, ZM = Z
−1
N implies
δM = −δN = Re[Σ0R(p2N̂ )] + 1−
mN̂
mN
, (3.35)
where equation 3.27 has been used. For on-shell renormalization, we must choose Re[ΣR(p
2
N̂
)] = 0 to
have mN = mN̂ . The renormalized resummed propagator given by equations 3.22-3.24 can finally be
rewritten as
i∆RR(p
2) = i∆LL(p
2) = RN̂
ipN̂
p2 − p2
N̂
+ · · · ,
i/p∆LR(p
2) = i/p∆RL(p
2) = RN̂
i/p
p2 − p2
N̂
+ · · · ,
i∆(/p) = iR∆RR(p
2) + iR/p∆RL(p
2) + iL/p∆LR(p
2) + iL∆LL(p
2)
= RN̂
i(/p+ pN̂ )
p2 − p2
N̂
+ · · · .
(3.36)
(3.37)
(3.38)
4 Renormalization for multiple flavors
Now let us generalize the renormalization procedure to the case of multiple flavors, where the self-
energy and resummed propagator are matrices defined over the flavor space of RH Majorana neutrinos.
We will follow the same steps as in the case of a single flavor: the renormalized Lagrangian will be
constructed from a given bare Lagrangian, and meanwhile the self-energy matrix of RH Majorana
neutrinos will be renormalized. The resummed propagator as a function of the self-energy will be
obtained by a gemetric series at a matrix level.
The bare Lagrangian for multiple flavors is written as
L = 1
2
∑
α
N0αi/∂N0α − 1
2
∑
α,β
(M0)βαN0βRN0α − 1
2
∑
α,β
(M0)
∗
βαN0βLN0α
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−
∑
i,α
(f0)iαL0iφ˜0RN0α −
∑
i,α
(f0)
∗
iαN0αφ˜
†
0LL0i. (4.1)
The renormalized fields and field-strength renormalization factors are given by
N0Rβ =:
∑
α
(Z
1
2
N )βαNRα, N
c
0Rβ =
∑
α
(Z
1
2
N )
∗
βαN
c
Rα, (4.2)
L0j =:
∑
i
(Z
1
2
L )jiLi, φ0 =: Z
1
2
φ φ. (4.3)
In addition, the renormalized mass, mass renormalization factor, and renormalized Yukawa couplings
are written as
(M0)βα =: (Z
1
2T
M MNZ
1
2
M )βα, Z
1
2∗
φ (Z
1
2 †
L f0Z
1
2
N )iα =: fiα. (4.4)
Without loss of generality, we may choose real diagonal MN , i.e., (MN )βα =: mNαδβα where mNα is a
real positive number. Moreover, as in the single-flavor case, a vertex counterterm is not needed since
the vertex-loop correction is UV finite. Introducing a field-strength counterterm matrix
Z
1
2
N =: 1 +
1
2
δN , (4.5)
and defining
δMN := Z
1
2T
N Z
1
2T
M MNZ
1
2
MZ
1
2
N −MN , (4.6)
we rewrite the bare Lagrangian as
L = 1
2
∑
α
N0Rαi/∂N0Rα +
1
2
∑
α
N c0Rαi/∂N
c
0Rα −
1
2
∑
α,β
(M0)βαN c0RβN0Rα −
1
2
∑
α,β
(M0)
∗
βαN0RβN
c
0Rα
−
∑
i,α
(f0)iαL0iφ˜0N0Rα −
∑
i,α
(f0)
∗
iαN0Rαφ˜
†
0L0i
=
1
2
∑
α,β
(Z
1
2 †
N Z
1
2
N )βαNRβi/∂NRα +
1
2
∑
α,β
(Z
1
2 †
N Z
1
2
N )
∗
βαN
c
Rβi/∂N
c
Rα
− 1
2
∑
α,β
(Z
1
2T
N Z
1
2T
M MNZ
1
2
MZ
1
2
N )βαN
c
RβNRα −
1
2
∑
α,β
(Z
1
2T
N Z
1
2T
M MNZ
1
2
MZ
1
2
N )
∗
βαNRβN
c
Rα
−
∑
i,α
Z
1
2∗
φ (Z
1
2 †
L f0Z
1
2
N )iαLiφ˜NRα −
∑
i,α
Z
1
2
φ (Z
1
2 †
L f0Z
1
2
N )
∗
iαNRαφ˜
†Li
=
1
2
∑
α
NRαi/∂NRα +
1
2
∑
α
N cRαi/∂N
c
Rα −
1
2
∑
α
mNαN
c
RαNRα −
1
2
∑
α
mNαNRαN
c
Rα
−
∑
i,α
fiαLiφ˜NRα −
∑
i,α
f∗iαNRαφ˜
†Li
+
1
4
∑
α,β
(δ†N + δN + · · · )βαNRβi/∂NRα +
1
4
∑
α,β
(δ†N + δN + · · · )∗βαN cRβi/∂N cRα
− 1
2
∑
α,β
(δMN )βαN cRβNRα −
1
2
∑
α,β
(δMN )
∗
βαNRβN
c
Rα
=
1
2
∑
α
Nαi/∂Nα − 1
2
∑
α
mNαNαNα −
∑
i,α
fiαLiφ˜RNα −
∑
i,α
f∗iαNαφ˜
†LLi
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+
1
4
∑
α,β
(δ†N + δN + · · · )βαNβi/∂RNα +
1
4
∑
α,β
(δ†N + δN + · · · )∗βαNβi/∂LNα
− 1
2
∑
α,β
(δMN )βαNβRNα − 1
2
∑
α,β
(δMN )
∗
βαNβLNα, (4.7)
where the counterterms are written up to O(f2/4pi) for simplicity.
The renormalized self-energy up to O(f2/4pi) is given by
Σ(/p) = /pR
[
Σ0R(p
2) +
1
2
(δ†N + δN )
]
+ /pL
[
Σ0R(p
2) +
1
2
(δ†N + δN )
]T
+ RδMN + LδM
∗
N (4.8)
where for massless Li and φ
(Σ0R)βα(p
2) :=
∑
i
f∗iβfiα
16pi2
[
− log
( |p2|
Λ2
)
+ i(pi − arg [p2])
]
. (4.9)
Here, we have allowed a complex value for p2 again by means of analytic continuation. In order to have
UV-finite Σ(/p) for any p, δMN must be finite, which in turn implies δMN may be regarded as a part of
the renormalized mass of Nα. Since MN is the renormalized mass matrix of RH neutrinos by choice,
we may set δMN = 0, i.e., ZM = Z
−1
N , without loss of generality. Furthermore, we may choose a
Hermitian matrix for δN , because its skew-Hermitian part has no role in renormalizing Σ0R(p
2). Note
that an arbitrary matrix X can be written as X = XH +XS where XH := (X +X
†)/2 is Hermitian
and XS := (X −X†)/2 is skew-Hermitian. The renormalized Lagrangian and counterterms are now
written as
L = 1
2
∑
α
Nαi/∂Nα − 1
2
∑
α
mNαNαNα −
∑
i,α
fiαLiφ˜RNα −
∑
i,α
f∗iαNαφ˜
†LLi
+
1
4
∑
α,β
(2δN + δ
2
N )βαNβi/∂Nα, (4.10)
and the renormalized self-energy matrix up to O(f2/4pi) is
Σ(/p) = /pRΣR(p
2) + /pLΣ
T
R(p
2), (4.11)
where we have defined
ΣR(p
2) := Σ0R(p
2) + δN . (4.12)
Here, δN can be chosen as a Hermitian matrix without loss of generality as mentioned above, and
thus the skew-Hermitian parts of ΣR(p
2) and Σ0R(p
2) must be identical. This is a constraint on the
renormalization condition for the self-energy, and δN will be accordingly chosen in section 5.
As in the single-flavor case, it is sufficient to consider only Dirac-type propagators in actual
calculations. Hence, the resummed propagator can be obtained by the geometric series at a matrix
level as follows:
i∆(/p) = i(/p−MN )−1 + i(/p−MN )−1[iΣ(/p)]i(/p−MN )−1
+ i(/p−MN )−1[iΣ(/p)]i(/p−MN )−1[iΣ(/p)]i(/p−MN )−1 + · · ·
– 11 –
Li
φ
NRα NRβ
−ifiαR
−if∗iβL
(a) i/pR(Σ0R)βα(p
2)
N cRα
Lci
φ∗
N cRβ
NRα NRβ
−if∗iαL
−ifiβR
(b) i/pL(Σ0L)βα(p
2)
Figure 3. One-loop diagrams which contribute to i(∆RR)βα(p
2).
Li
φ
NRβ
NRα N
c
Rβ
−ifiαR
−if∗iβL
(a) i/pR(Σ0R)βα(p
2)
N cRα
Lci
φ∗
NRα N
c
Rβ
−if∗iαL
−ifiβR
(b) i/pL(Σ0L)βα(p
2)
Figure 4. One-loop diagrams which contribute to i(∆LR)βα(p
2).
=
∞∑
n=0
i(/p−MN )−1
{
[iΣ(/p)]i(/p−MN )−1
}n
, (4.13)
from which we deduce
−i∆−1(/p) = −i[/p−MN + Σ(/p)] = −i
{
[1 + LΣR(p
2) + RΣTR(p
2)]/p−MN
}
. (4.14)
To invert ∆−1(/p), we write ∆(/p) as
∆(/p) = R∆RR(p
2) + R/p∆RL(p
2) + L/p∆LR(p
2) + L∆LL(p
2). (4.15)
Note that both ΣR(p
2) and ΣL(p
2) = ΣTR(p
2) contribute to each chiral component ∆AB(p
2) (A,B =
L,R). To illustrate it, some examples of one-loop diagrams are given in figures 3 and 4. Using this
chiral decomposition, we obtain
1 = ∆−1(/p)∆(/p) =
{
[1 + LΣR(p
2)]/p−MN
}
R[∆RR(p
2) + /p∆RL(p
2)]
+
{
[1 + RΣTR(p
2)]/p−MN
}
L[∆LL(p
2) + /p∆LR(p
2)]. (4.16)
From
0 = L[∆−1(/p)∆(/p)]R = L/p
{
[1 + ΣR(p
2)]∆RR(p
2)−MN∆LR(p2)
}
, (4.17)
R = R[∆−1(/p)∆(/p)]R = R
{−MN∆RR(p2) + [1 + ΣTR(p2)]p2∆LR(p2)}, (4.18)
it is easy to find
∆RR(p
2) =
{
[1 + ΣTR(p
2)]M−1N [1 + ΣR(p
2)]p2 −MN
}−1
, (4.19)
∆LR(p
2) = M−1N [1 + ΣR(p
2)]∆RR(p
2). (4.20)
Similarly, 0 = R[∆−1(/p)∆(/p)]L and 0 = L[∆−1(/p)∆(/p)]L imply
∆LL(p
2) =
{
[1 + ΣR(p
2)]M−1N [1 + Σ
T
R(p
2)]p2 −MN
}−1
, (4.21)
∆RL(p
2) = M−1N [1 + Σ
T
R(p
2)]∆LL(p
2). (4.22)
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5 Diagonalization of the propagator matrix
In this section, the resummed propagator will be diagonalized and the associated mixing matrices will
be obtained. Expanding each component of the diagonalized propagator around its pole, we will also
obtain the final form of the propagator useful for practical applications. The residues and effective
Yukawa couplings will be found as well, and the self-energy satisfying the constraints on renormaliza-
tion conditions will also be presented.
First we define a pole of ∆AB(p
2) as a solution of
det[∆−1AB(p
2)] = 0, (5.1)
where the determinant is taken over the flavors. This definition implies that a similarity transformation
would be involved in diagonalizing the propagator, and thus the corresponding mixing matrix is non-
unitary in general.
Since the chiral components of the propagator are all different, it may look unclear whether their
poles are identical. Here we prove that ∆RR, ∆LR, ∆RL, and ∆LL indeed have identical poles. Since
equation 4.20 implies
det[∆LR(p
2)] = det
[
M−1N {1 + ΣR(p2)}
]
det[∆RR(p
2)] (5.2)
and det
[{1 + ΣR}−1MN] 6= 0, the solutions of det[∆−1LR] = 0 is the same as those of det[∆−1RR] = 0.
Hence, ∆LR and ∆RR have identical poles. We can similarly show that ∆RL and ∆LL have identical
poles. Furthermore, we may rewrite equations 4.19 and 4.21 as
M
− 12
N ∆
−1
RR(p
2)M
− 12
N = M
− 12
N [1 + Σ
T
R(p
2)]M
− 12
N M
− 12
N [1 + ΣR(p
2)]M
− 12
N p
2 − 1, (5.3)
M
− 12
N ∆
−1
LL(p
2)M
− 12
N = M
− 12
N [1 + ΣR(p
2)]M
− 12
N M
− 12
N [1 + Σ
T
R(p
2)]M
− 12
N p
2 − 1. (5.4)
By Sylvester’s theorem which says det[1 − XY ] = det[1 − Y X] for arbitraty matrices X and Y , we
deduce det[∆−1RR] = det[∆
−1
LL]. Hence, ∆RR and ∆LL have identical poles. q.e.d.
Now let us discuss how to diagonalize the propagator. Defining
A(p2) := 1 + ΣR(p
2), (5.5)
we can compactly write
∆RR(p
2) = (ATM−1N A p
2 −MN )−1, ∆LR(p2) = M−1N A∆RR, (5.6)
∆LL(p
2) = (AM−1N A
Tp2 −MN )−1, ∆RL(p2) = M−1N AT∆LL. (5.7)
We first consider the diagonalization of ∆RR. Introducing another shorthand notation
B(p2) := M
1
2
NA
−1(p2)M
1
2
N , (5.8)
we write
∆RR = (A
−1M
1
2
N )(p
2 −BTB)−1(A−1M 12N )T. (5.9)
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Since BTB is a symmetric matrix, there exists an orthogonal matrix OL such that
P 2(p2) := OTL(p
2)BT(p2)B(p2)OL(p
2) (5.10)
is diagonal. Furthermore, P (p2) can be chosen as a diagonal matrix with Re[Pα̂(p
2)] > 0, where
Pα̂ := Pα̂α̂. Note that we use Latin characters with a hat for the indices of the diagonalized propagator
and the associated field. Now ∆RR can be written as
∆RR = (M
− 12
N BOLP
−1M
1
2
N )(M
−1
N P
2)(p2 − P 2)−1(M− 12N BOLP−1M
1
2
N )
T (5.11)
where we have used the fact that MN and P are diagonal matrices, e.g., MNP = PMN . We also
define
OR(p
2) := B(p2)OL(p
2)P−1(p2), (5.12)
i.e.,
P (p2) = OTR(p
2)B(p2)OL(p
2) = OTL(p
2)BT(p2)OR(p
2), (5.13)
which gives
∆RR = (M
− 12
N ORM
1
2
N )(M
−1
N P
2)(p2 − P 2)−1(M− 12N ORM
1
2
N )
T. (5.14)
This matrix OR is an orthogonal matrix since
OTROR = (BOLP
−1)T(BOLP−1) = P−1OTLB
TBOLP
−1 = P−1P 2P−1 = 1. (5.15)
Moreover, we have
OTRBB
TOR = (BOLP
−1)T(BBT)(BOLP−1) = P−1(OTLB
TBOL)(O
T
LB
TBOL)P
−1 = P 2, (5.16)
which is needed to diagonalize ∆LL:
∆LL = [(A
T)−1M
1
2
N ](p
2 −BBT)−1[(AT)−1M 12N ]T
= [(AT)−1M
1
2
N ]OR(p
2 − P 2)−1OTR[(AT)−1M
1
2
N ]
T
= (M
− 12
N OLM
1
2
N )(M
−1
N P
2)(p2 − P 2)−1(M− 12N OLM
1
2
N )
T. (5.17)
Defining
CR(p
2) := M
− 12
N OR(p
2)M
1
2
N , CL(p
2) := M
− 12
N OL(p
2)M
1
2
N , (5.18)
we can finally write
C−1R ∆RR(C
T
R)
−1 = C−1L ∆LL(C
T
L)
−1 = (M−1N P
2)(p2 − P 2)−1. (5.19)
In addition,
C−1L ∆LR(C
T
R)
−1 = C−1L (M
−1
N A∆RR)(C
T
R)
−1 = (C−1L M
−1
N ACR)[C
−1
R ∆RR(C
T
R)
−1]
= (C−1L M
−1
N ACR)[M
−1
N P
2(p2 − P 2)−1]
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= [M
− 12
N (O
T
RBOL)
−1M−
1
2
N P
2](p2 − P 2)−1
= (M−1N P )(p
2 − P 2)−1. (5.20)
Similarly,
C−1R ∆RL(C
T
L)
−1 = (M−1N P )(p
2 − P 2)−1. (5.21)
Hence, CR(p
2) and CL(p
2) are the mixing matrices which diagonalize the resummed propagator matrix.
Note that we have not defined OR as an orthogonal matrix that diagonalizes BB
T, since this
definition leaves an unwanted uncertainty in OR relative to OL. For example, if a matrix O is defined
as an orthogonal matrix which diagonalizes a symmetric matrix Q by OTQO, we have a freedom in
choosing the sign of each column of O when constructing it out of the corresponding eigenvector. If
both OL and OR are defined as such, we might have unwanted signs in the elements of the diagonalized
forms of ∆RL and ∆LR depending on our choice, since their diagonalization involves both OL and
OR. Even though we may allow some freedom in OL, the freedom in OR should be eliminated for the
proper diagonalization of ∆AB for all A,B.
Let us denote the diagonalized propagator and the fields corresponding to its diagonal components
by i∆̂(/p) and N̂α̂, respectively. The diagonalized propagator can be written as
∆̂(/p) = R∆̂RR(p
2) + R/p∆̂RL(p
2) + L/p∆̂LR(p
2) + L∆̂LL(p
2), (5.22)
where each chiral component satisfies
∆AB(p
2) = CA(p
2)∆̂AB(p
2)CTB(p
2). (5.23)
Then,
∆̂α̂(p
2) =
Pα̂(p
2)
mNα
/p+ Pα̂(p
2)
p2 − P 2α̂(p2)
, (5.24)
where δβ̂α̂∆̂α̂ := ∆̂β̂α̂, and
(∆̂RR)α̂(p
2) = (∆̂LL)α̂(p
2) =
Pα̂(p
2)
mNα
Pα̂(p
2)
p2 − P 2α̂(p2)
,
/p(∆̂LR)α̂(p
2) = /p(∆̂RL)α̂(p
2) =
Pα̂(p
2)
mNα
/p
p2 − P 2α̂(p2)
.
(5.25)
(5.26)
It should be emphasized that this diagonalization is exact as long as
ΣL(p
2) = ΣTR(p
2) (5.27)
is satisfied. This relationship is correct up to O(f2/4pi) where the self-energy is given by equation 4.11,
but it is unclear whether it still holds up to a higher order in perturbation. Our working precision is
at most O(f2/4pi), and the diagonalization above can thus be considered to be exact. If equation 5.27
is satisfied up to the infinite order in perturbation, then the diagonalization discussed here is exact up
to the infinite order as well.
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To obtain the expression of P (p2), we show the followings:
OTL(p
2)OR(p
2) = 1 +O(f2/4pi), (5.28)
which is true whether the complex mixing angle of OA(p
2) is small or large. This is trivially satisfied
when ∆mN  ΓN , since OA(p2) ∼ 1+O(f2/4pi) in such a case, as we will see in section 7. On the other
hand, when ∆mN . ΓN , we will also show that OA(p2) is a large-mixing matrix, and thus it is unclear
whether OTLOR is indeed close to the identity. In that case, we can write mNβ = mNα + O(f2/4pi),
and thus
B−1(p2) = M−
1
2
N AM
− 12
N =
1
mNα
[1 +O(f2/4pi)]. (5.29)
We therefore have
P−1(p2) = OTLB
−1OR =
1
mNα
OTLOR +O(f/4pi), (5.30)
which implies that OTLOR is positive diagonal up to the leading order in perturbation, since P
−1(p2)
is a diagonal matrix with a positive real part by choice. This in turn implies OTLOR = 1 up to the
leading order. To explicitly see that for two flavors, we parametrize OA(p
2) by
OA(p
2) =
(
cos zA sin zA
− sin zA cos zA
)
, (5.31)
where zA(p
2) is a complex-valued angle. Then, we can write
OTL(p
2)OR(p
2) =
(
cos zL − sin zL
sin zL cos zL
)(
cos zR sin zR
− sin zR cos zR
)
=
(
cos (zR − zL) sin (zR − zL)
− sin (zR − zL) cos (zR − zL)
)
. (5.32)
The off-diagonal components vanish up to the leading order, only if zR = zL up to the same precision.
Hence, we conclude OTLOR = 1 +O(f2/4pi). As a consequence, we also have
CTL(p
2)CR(p
2) = 1 +O(f2/4pi), (5.33)
which will be useful for several purposes. q.e.d.
Now let us derive the expression of Pα̂(p
2). It is written as
P (p2) = OTRBOL = M
1
2
NC
−1
R A
−1(CTL)
−1M
1
2
N = MN
[
CTL(1 + ΣR)CR
]−1
. (5.34)
Defining the diagonal self-energy matrix Σ̂R(p
2) by
1 + Σ̂R(p
2) := CTL(p
2)A(p2)CR(p
2) = CTL(p
2)[1 + ΣR(p
2)]CR(p
2), (5.35)
we write
P (p2) = MN [1 + Σ̂R(p
2)]−1. (5.36)
Note that Σ̂R(p
2) ∼ O(f2/4pi) due to equation 5.33. We also introduce a shorthand notation for each
diagonal component of Σ̂R(p
2): δβ̂α̂(Σ̂R)α̂(p
2) := (Σ̂R)β̂α̂(p
2).
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To be consistent with the Breit-Wigner resonance pattern of the scattering cross section, the
complex pole of the propagator should be in the form of
p2
N̂α̂
= m2
N̂α̂
− imN̂α̂ΓN̂α̂ . (5.37)
where mN̂α̂ and ΓN̂α̂ are the pole mass and total decay width of N̂α̂. The complex mass pN̂α̂ is a
solution of the equation
p = Pα̂(p
2) = mNα [1 + (Σ̂R)α̂(p
2)]−1 = mNα
{
CTL(p
2)[1 + ΣR(p
2)]CR(p
2)
}−1
α̂α̂
. (5.38)
Up to O(f2/4pi), we can write Pα̂(p2) = mNα [1− (Σ̂R)α̂(p2)] and pN̂α̂ = mN̂α̂ − iΓN̂α̂/2, and thus
Re[(Σ̂R)α̂(p
2
N̂α̂
)] = Re
[
cα̂ +
∑
β,γ
dα̂βγ(ΣR)βγ(p
2
N̂α̂
)
]
=
mN̂α̂
mNα
− 1,
Im[(Σ̂R)α̂(p
2
N̂α̂
)] = Im
[
cα̂ +
∑
β,γ
dα̂βγ(ΣR)βγ(p
2
N̂α̂
)
]
=
ΓN̂α̂
2mNα
,
(5.39)
(5.40)
where we have defined
CN̂α̂R := CR(p
2
N̂α̂
), cα̂ :=
∑
β
(CN̂α̂L )βα̂(C
N̂α̂
R )βα̂ − 1, dα̂βγ := (CN̂α̂L )βα̂(CN̂α̂R )γα̂. (5.41)
Note that equation 5.33 also implies cα̂ . O(f2/4pi). When the mass difference between RH neutrinos
is small, it turns out that cα̂ and d
α̂
βγ themselves are complicated functions of (ΣR)βγ(p
2
N̂α̂
), and thus,
in such a case, (Σ̂R)α̂(p
2
N̂α̂
) is much different from (ΣR)αα(p
2
N̂α̂
). Some examples will be given in
section 7.
The final form of the propagator is obtained by expanding it around the complex pole and taking
the leading part. Since
lim
p2→p2
N̂α̂
p2 − P 2α̂(p2)
p2 − p2
N̂α̂
= 1− dP
2
α̂
dp2
(p2
N̂α̂
), (5.42)
the residues of the pole are written as
lim
p2→p2
N̂α̂
(p2 − p2
N̂α̂
)(∆̂RR)α̂α̂(p
2) = lim
p2→p2
N̂α̂
(p2 − p2
N̂α̂
)(∆̂LL)α̂α̂(p
2) = RN̂α̂pN̂α̂ , (5.43)
lim
p2→p2
N̂α̂
(p2 − p2
N̂α̂
)(∆̂LR)α̂α̂(p
2) = lim
p2→p2
N̂α̂
(p2 − p2
N̂α̂
)(∆̂RL)α̂α̂(p
2) = RN̂α̂ (5.44)
where
RN̂α̂ :=
pN̂α̂
mNα
[
1− dP
2
α̂
dp2
(p2
N̂α̂
)
]−1
. (5.45)
Using
d(ΣR)βγ
dp2
= −
∑
i
f∗iβfiγ
16pi2
1
p2
, (5.46)
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we can write up to O(f2/4pi)
RN̂α̂ =
pN̂α̂
mNα
[
1− 2m2Nα
d(Σ̂R)α
dp2
(p2
N̂α̂
)
]
=
pN̂α̂
mNα
[
1 +
1
8pi2
∑
i
(f∗CN̂α̂L )iα̂(fC
N̂α̂
R )iα̂
]
. (5.47)
Defining the effective Yukawa couplings by the loop corrections to the field-strength as
f̂iα̂ := (fC
N̂α̂
R )iα̂, f̂
c
iα̂ := (f
∗CN̂α̂L )iα̂, (5.48)
we write
RN̂α̂ =
pN̂α̂
mNα
(
1 +
1
8pi2
∑
i
f̂ ciα̂f̂iα̂
)
. (5.49)
Similarly to the single-flavor case, the residue RN̂α̂ cannot be set to unity in general whichever renor-
malization condition is chosen.
As we have discussed in the derivation of equation 4.12, the counterterm δN can be chosen as a
Hermitian matrix without loss of generality. For example, we may choose
(δN )βα =
∑
i
f∗iβfiα
16pi2
log
( |pN̂
β̂
pN̂α̂ |
Λ2
)
, (5.50)
which implies
(ΣR)βα(p
2) =
∑
i
f∗iβfiα
16pi2
[
− log
( |p2|
|pN̂
β̂
pN̂α̂ |
)
+ i(pi − arg [p2])
]
. (5.51)
Moreover, we have chosen the mass renormalization factor by ZM = Z
−1
N to write the Lagrangian as
equation 4.10. In the case of a single flavor, the choice of δN given by equation 5.50 corresponds to
an on-shell renormalization scheme in the sense of mN̂ = mN since it makes ΣR(p
2) have only an
imaginary part. In the case of multiple flavors, however, equation 5.50 does not result in mN̂α̂ = mNα
in general, since (Σ̂R)α̂(p
2) is not guaranteed to have only a real part because of the non-zero off-
diagonal components in ΣR(p
2). In fact, for a small mass difference, i.e., ∆mN . ΓN , the condition
mN̂α̂ = mNα has no specific meaning, since N̂α̂ associated with mN̂α̂ is totally different from Nα
associated with mNα . In other words, the on-shell renormalization scheme, which is supposed to
impose N̂α̂ = Nα by choosing mN̂α̂ = mNα , cannot work for ∆mN . ΓN . We will discuss this with
more details in section 6. In actual calculations up to O(f2/4pi) with real-valued p2, we can use the
expression
(ΣR)βα(p
2) =
∑
i
f∗iβfiα
16pi2
[
− log
(
p2
mNβmNα
)
+ ipi
]
(5.52)
since log |pN̂α̂ | = logmNα +O(f2/4pi).
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The components of the renormalized diagonal resummed propagator given by equations 5.24-5.26
can now be rewritten as
i(∆̂RR)α̂(p
2) = i(∆̂LL)α̂(p
2) = RN̂α̂
ipN̂α̂
p2 − p2
N̂α̂
+ · · · ,
i/p(∆̂LR)α̂(p
2) = i/p(∆̂RL)α̂(p
2) = RN̂α̂
i/p
p2 − p2
N̂α̂
+ · · · ,
i∆̂α̂(/p) =
[
iR∆̂RR(p
2) + iR/p∆̂RL(p
2) + iL/p∆̂LR(p
2) + iL∆̂LL(p
2)
]
αα
=
iRN̂α̂
/p− pN̂α̂
+ · · · .
(5.53)
(5.54)
(5.55)
Moreover, we may write equation 5.23 as
i(∆RR)βα(p
2) =
∑
γ̂
(C
N̂γ̂
R )βγ̂
iRN̂γ̂pN̂γ̂
p2 − p2
N̂γ̂
(C
N̂γ̂
R )αγ̂ + · · · ,
i(∆LL)βα(p
2) =
∑
γ̂
(C
N̂γ̂
L )βγ̂
iRN̂γ̂pN̂γ̂
p2 − p2
N̂γ̂
(C
N̂γ̂
L )αγ̂ + · · · ,
i(∆RL)βα(p
2) =
∑
γ̂
(C
N̂γ̂
R )βγ̂
iRN̂γ̂
p2 − p2
N̂γ̂
(C
N̂γ̂
L )αγ̂ + · · · ,
i(∆LR)βα(p
2) =
∑
γ̂
(C
N̂γ̂
L )βγ̂
iRN̂γ̂
p2 − p2
N̂γ̂
(C
N̂γ̂
R )αγ̂ + · · · ,
(5.56)
(5.57)
(5.58)
(5.59)
which provide a simpler analysis of mixing than equation 5.23 does. The residue RN̂γ̂ can be set to
unity in calculations up to O(f2/4pi).
Using the effective Yukawa couplings defined by equation 5.48 and ignoring the vertex-loop cor-
rection, we can rewrite, for example, the scattering amplitude of Lki φ
k → Lljφl as
iM(Lki φk → Lljφl) =
∑
α,β
uLlj (pLlj )(−ifjβR)[i∆βα(/p)](−if
∗
iαL)uLki (pLki )
=
∑
α̂
uLlj (pLlj )(−if̂jα̂R)
iRN̂α̂/p
p2 − p2
N̂α̂
(−if̂ ciα̂L)uLki (pLki ) + · · · . (5.60)
Here, k, l are SU(2) indices without the Einstein summation convention. As in this example, we
may sometimes replace the Yukawa couplings and non-diagonal propagator with the effective Yukawa
couplings and diagonalized propagator for practical purposes. However, such a prescription is not
allowed, if the replacement implies that the degree of freedom corresponding to the component of the
diagonalized propagator should be regarded as an external state of a physical process. We now discuss
what it means.
6 Generation of quasiparticles
In this section, we identify the degree of freedom associated with ∆̂α̂. We will see that it should be
interpreted as a quasiparticle which loses Majorana nature.
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The correlation function corresponding to the non-diagonal propagator is∫
d4p
(2pi)4
e−ip·(x−y)i∆βα(/p) = 〈Ω|Nβ(x)Nα(y)|Ω〉, (x0 > y0). (6.1)
Note that it should be already time-ordered since ∆βα is defined with a specific direction of energy
transfer. Let us first consider ∆RR, whose component is given by
i(∆RR)βα(p
2) =
∑
γ̂
(C
N̂γ̂
R )βγ̂
iRN̂γ̂pN̂γ̂
p2 − p2
N̂γ̂
(C
N̂γ̂
R )αγ̂ + · · · . (6.2)
The associated chiral component of the two-point function is∫
d4p
(2pi)4
e−ip·(x−y)Ri(∆RR)βα(p2)R = 〈Ω|RNβ(x)Nα(y)R|Ω〉, (x0 > y0), (6.3)
and thus the correlation function corresponding to the component of the diagonalized propagator is
written as ∫
d4p
(2pi)4
e−ip·(x−y)R
iRN̂α̂pN̂α̂
p2 − p2
N̂α̂
+ · · · = 〈Ω|RN̂fα̂(x)N̂ iα̂(y)R|Ω〉, (x0 > y0), (6.4)
where N̂ iα̂ := (N̂
f
α̂)
c and
N̂fRα̂ := RN̂
f
α̂ = R
∑
β
[(CN̂α̂R )
−1]α̂βNβ =
∑
β
[(CN̂α̂R )
−1]α̂βNRβ . (6.5)
In a similar way, we can also find from ∆LL
N̂fLα̂ := LN̂
f
α̂ = L
∑
β
[(CN̂α̂L )
−1]α̂βNβ =
∑
β
[(CN̂α̂L )
−1]α̂βN cRβ . (6.6)
Furthermore, from ∆LR which can written as
i(∆LR)βα(p
2) =
∑
γ̂
(C
N̂γ̂
L )βγ̂
iRN̂γ̂
p2 − p2
N̂γ̂
(C
N̂γ̂
R )αγ̂ + · · · , (6.7)
and also from the corresponding time-ordered two-point function∫
d4p
(2pi)4
e−ip·(x−y)Li/p(∆LR)βα(p2)R = 〈Ω|LNβ(x)Nα(y)R|Ω〉, (x0 > y0), (6.8)
we obtain ∫
d4p
(2pi)4
e−ip·(x−y)L/p
iRN̂α̂
p2 − p2
N̂α̂
+ · · · = 〈Ω|LN̂fα̂(x)N̂ iα̂(y)R|Ω〉, (x0 > y0). (6.9)
Similarly, we can also find from ∆RL and ∆RL∫
d4p
(2pi)4
e−ip·(x−y)R/p
iRN̂α̂
p2 − p2
N̂α̂
+ · · · = 〈Ω|RN̂fα̂(x)N̂ iα̂(y)L|Ω〉, (x0 > y0), (6.10)∫
d4p
(2pi)4
e−ip·(x−y)L/p
iRN̂α̂
p2 − p2
N̂α̂
+ · · · = 〈Ω|LN̂fα̂(x)N̂ iα̂(y)R|Ω〉, (x0 > y0). (6.11)
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Hence, the diagonalized propagator can be written as∫
d4p
(2pi)4
e−ip·(x−y)
iRN̂α̂
/p− pN̂α̂
+ · · · = 〈Ω|N̂fα̂(x)N̂ iα̂(y)|Ω〉, (x0 > y0), (6.12)
where
N̂fα̂ = (N̂
i
α̂)
c =
∑
β
[
(CN̂α̂R )
−1R+ (CN̂α̂L )−1L
]
α̂β
Nβ . (6.13)
Calculating the Fourier transform in equation 6.12 in the rest frame, we can write
e
−ip
N̂α̂
(x0−y0)
= e
−im
N̂α̂
(x0−y0)
e
−(Γ
N̂α̂
/2)(x0−y0) ∝ 〈Ω|N̂fα̂(x)N̂ iα̂(y)|Ω〉, (x0 > y0), (6.14)
i.e., this is the correlation function associated with the degree of freedom that propagates like a free
particle until it decays.
Now we prove N̂fα̂ 6= N̂ iα̂. Since equation 5.33, i.e., (CN̂α̂L )TCN̂α̂R = 1+O(f2/4pi), is satisfied, we can
write (CN̂α̂∗L )
−1 = CN̂α̂†R +O(f2/4pi). It follows that (CN̂α̂∗L )−1 6= (CN̂α̂R )−1 since CN̂α̂R is non-unitary.
Hence,
N̂ iα̂ = γ
0C(N̂fα̂)
∗ =
∑
β
[
(CN̂α̂∗L )
−1R+ (CN̂α̂∗R )−1L
]
α̂β
Nβ 6= N̂fα̂ . q.e.d. (6.15)
For ∆mN . ΓN , the difference between N̂fα̂ and N̂ iα̂ can go beyond O(f2/4pi). In section 7, an ex-
ample in which the difference is as large as O(1) will be presented. This occurs due to the generic
non-perturbative effect for an on-shell unstable particle. Let us consider the loop effect in figure 5. For
Nα
i
/p−mNα
Nβ
i
/p−mNβ
Nγ
i
/p−mNγ
Nδ
i
/p−mNδ
· · · · · ·iΣβα(/p) iΣγβ(/p) iΣδγ(/p)
Figure 5. A non-perturbative effect is generated when N̂α̂ is on-shell.
on-shell N̂α̂ where /p ∼ mNα , the factor Σβα(/p)/(/p−mNα) gets highly enhanced so that the collective
loop effect goes well beyond the typical perturbative correction O(f2/4pi) of the theory. An on-shell
stable particle does not necessarily have such a non-perturbative effect especially in the on-shell renor-
malization scheme where Σβα(mNα̂) = 0 and lim/p→mN̂α̂ |Σβα(/p)/(/p−mN̂α̂)| ∼ O(f
2/4pi). In contrast,
an unstable particle has an absorptive part in the self-energy, and it is not affected by the choice of
renormalization conditions, i.e., Σβα(p
2
Φ̂α̂
) ∼ Σβα(m2Φ̂α̂) ∼ O(f
2/4pi) in any renormalization scheme.
As a result, the deviation of the quasiparticle from a unitary combination of Nα can be much larger
than the typical perturbative correction.
In this section, we have obtained two interesting results about the particle of N̂α̂ which is the
degree of freedom that propagates like a free particle until it decays in the presence of flavor mixing:
1. The particle of N̂α̂ emerges as an excitation of N̂
i
α̂ and ends as an excitation of N̂
f
α̂ where
N̂fα̂ = (N̂
i
α̂)
c 6= N̂ iα̂.
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2. The particle of N̂α̂ loses Majorana nature.
The first result implies that the degree of freedom should be interpreted as a quasiparticle, i.e., an
emergent particle dynamically generated by interactions. Since it cannot be related to a single linear
combination of basis states, the Majorana condition cannot be applied. This phenomenon is similar
to the generation of quasiparticles by particle-antiparticle mixing of neutral scalar particles discussed
in reference [12]. The quasiparticle in that case is no longer a CP eigenstate, which is also similar to
the second result mentioned above.
7 Examples
In this section, the mixing matrices and effective Yukawa couplings for two flavors will be explicitly
calculated. We will discuss three different cases, two of which are in the mutually opposite limits in
terms of the mass difference, i.e., ∆mN  ΓN and ∆mN  ΓN . Those cases can be analytically
studied, which will help understand the intermediate case ∆mN ∼ ΓN . The case of ∆mN ∼ ΓN
can only be numerically analyzed, and an example with large non-unitary mixing will be presented.
Beyond two flavors, it is in general complicated to carry out calculations in an analytic way, but we
can follow the same steps as in the two-flavor case discussed here.
For two flavors of RH Majorana neutrinos, the matrices A and B defined by equations 5.5 and 5.8
are explicitly written as
A(p2) =
(
1 + (ΣR)11 (ΣR)12
(ΣR)21 1 + (ΣR)22
)
, (7.1)
B(p2) = M
1
2
NA
−1M
1
2
N =
1
det[A]
(
mN1 [(1 + (ΣR)22] −√mN1mN2(ΣR)12
−√mN1mN2(ΣR)21 mN2 [1 + (ΣR)11]
)
, (7.2)
where
det[A(p2)] = [1 + (ΣR)11][1 + (ΣR)22]− (ΣR)12(ΣR)21. (7.3)
Hence,
BT(p2)B(p2) =
1
{det[A]}2
(
a1 b12
b12 a2
)
, (7.4)
where
a1(p
2) := m2N1 [1 + (ΣR)22]
2 +mN1mN2 [(ΣR)21]
2, (7.5)
a2(p
2) := m2N2 [1 + (ΣR)11]
2 +mN1mN2 [(ΣR)12]
2, (7.6)
b12(p
2) := −√mN1mN2
{
mN1 [1 + (ΣR)22](ΣR)12 +mN2 [1 + (ΣR)11](ΣR)21
}
. (7.7)
Using the identity
{det[A(p2)]}2 = a1a2 − b
2
12
m2N1m
2
N2
, (7.8)
we can write
BT(p2)B(p2) =
m2N1m
2
N2
a1a2 − b212
(
a1 b12
b12 a2
)
. (7.9)
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The eigenvalues of BTB as functions of p2 are given by
P 21 (p
2) =
m2N1m
2
N2
a1a2 − b212
λ1, P
2
2 (p
2) =
m2N1m
2
N2
a1a2 − b212
λ2 (7.10)
where
λ1(p
2) :=
1
2
[
(a1 + a2)−
√
(a2 − a1)2 + 4b212
]
, (7.11)
λ2(p
2) :=
1
2
[
(a1 + a2) +
√
(a2 − a1)2 + 4b212
]
. (7.12)
Here, the square-root of a complex number is defined by its principal branch: arg[
√
z] ∈ (−pi/2, pi/2]
for a complex number z. The orthogonal matrix OL which diagonalizes B
TB by P 2(p2) = OTLB
TBOL
is given by
OL(p
2) =
√
b212/b12√
(a1 − λ1)2 + b212
(
b12 a1 − λ1
−(a1 − λ1) b12
)
. (7.13)
Here, the phase factor
√
b212/b12 is introduced to set (OL)αα = 1 when a1 − λ1 = 0. We can also
obtain the other mixing matrices from OR(p
2) = BOLP
−1, CR(p2) = M
− 12
N ORM
1
2
N , and CL(p
2) =
M
− 12
N OLM
1
2
N .
7.1 Large mass difference
Let us first consider a large mass difference, which has been denoted by ∆mN  ΓN and can be more
accurately written as
|mNβ −mNα |  mNβO(f2/4pi). (7.14)
In addition, for convenience, we assume that the mass difference is not too large:
mNα  mNβO(f2/4pi). (7.15)
In this section, we will determine the order of perturbation in terms of ΣR(p
2) rather than f2/4pi. Up
to O(Σ2), ∣∣∣∣ 4b212(a2 − a1)2
∣∣∣∣ = 4mN1mN2 [m2N1O(Σ2) +m2N2O(Σ2)](m2N2 −m2N1)2  1, (7.16)
and we can therefore use 4b212/(a2 − a1)2 as a small expansion parameter.
The eigenvalues of {det[A]}2BTB up to O(Σ2) are given by
λ1(p
2) =
1
2
[
(a1 + a2)− (a2 − a1)− 2b
2
12
a2 − a1
]
= a1 − b
2
12
m2N2 −m2N1
, (7.17)
λ2(p
2) =
1
2
[
(a1 + a2) + (a2 − a1) + 2b
2
12
a2 − a1
]
= a2 +
b212
m2N2 −m2N1
, (7.18)
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where we have assumed
√
(a2 − a1)2 = a2 − a1. The other possibility is
√
(a2 − a1)2 = a1 − a2, in
which case we may rename λ1 to λ2 and vice versa. Then, up to O(Σ)
P 21 (p
2) =
m2N1m
2
N2
a1a2 − b212
λ1 =
m2N1m
2
N2
a2
= m2N1 [1− 2(ΣR)11], (7.19)
P 22 (p
2) =
m2N1m
2
N2
a1a2 − b212
λ2 =
m2N1m
2
N2
a1
= m2N1 [1− 2(ΣR)22], (7.20)
where we have used condition 7.15. Hence, we can write up to O(Σ)
Pα̂(p
2) = mNα [1− (ΣR)αα(p2)], (7.21)
i.e.,
(Σ̂R)α̂(p
2) = (ΣR)αα(p
2). (7.22)
The complex mass is given by
pN̂α̂ = Pα̂(p
2
N̂α̂
) = mNα [1− (ΣR)αα(p2N̂α̂)] = mN̂α̂ − i
ΓN̂α̂
2
, (7.23)
and thus
Re[(ΣR)αα(p
2
N̂α̂
)] =
mN̂α̂
mNα
− 1, Im[(ΣR)αα(p2N̂α̂)] =
ΓN̂α̂
2mNα
. (7.24)
Now we calculate CA(p
2) and effective Yukawa couplings. Up to O(Σ2), we can write
a1 − λ1 = b
2
12
m2N2 −m2N1
, (a1 − λ1)2 + b212 = b212, (7.25)
and thus up to O(Σ)
OL(p
2) =
(
1 a1−λ1b12
−a1−λ1b12 1
)
=
 1 b12m2N2−m2N1
− b12
m2N2
−m2N1
1

=
 1 −√mN1mN2 [mN1 (ΣR)12+mN2 (ΣR)21]m2N2−m2N1√
mN1mN2 [mN1 (ΣR)12+mN2 (ΣR)21]
m2N2
−m2N1
1
 , (7.26)
OR(p
2) = BOLP
−1
=
 1 −√mN1mN2 [mN2 (ΣR)12+mN1 (ΣR)21]m2N2−m2N1√
mN1mN2 [mN2 (ΣR)12+mN1 (ΣR)21]
m2N2
−m2N1
1
 . (7.27)
We therefore obtain
CR(p
2) = M
− 12
N ORM
1
2
N =
 1 −mN2 [mN2 (ΣR)12+mN1 (ΣR)21]m2N2−m2N1
mN1 [mN2 (ΣR)12+mN1 (ΣR)21]
m2N2
−m2N1
1
 ,
CL(p
2) = M
− 12
N OLM
1
2
N =
 1 −mN2 [mN1 (ΣR)12+mN2 (ΣR)21]m2N2−m2N1
mN1 [mN1 (ΣR)12+mN2 (ΣR)21]
m2N2
−m2N1
1
 .
(7.28)
(7.29)
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The effective Yukawa couplings incorporating the vertex-loop correction as well are defined by equation
B.22, and they are given by
F̂iα̂ = (D
N̂α̂
R fC
N̂α̂
R )iα
= fiα +mNαVRL(m
2
Nα) + fiβ
mNα [mNβ (ΣR)αβ(m
2
Nα
) +mNα(ΣR)βα(m
2
Nα
)]
m2Nβ −m2Nα
,
F̂ ciα̂ = (D
N̂α̂
L f
∗CN̂α̂L )iα
= f∗iα +mNαVLR(m
2
Nα) + f
∗
iβ
mNα [mNβ (ΣR)βα(m
2
Nα
) +mNα(ΣR)αβ(m
2
Nα
)]
m2Nβ −m2Nα
,
(7.30)
(7.31)
where β 6= α and we have used ΣR(p2N̂α̂) = ΣR(m
2
N̂α̂
) = ΣR(m
2
Nα
) which is correct up to O(Σ). Note
that equations 7.30 and 7.31 are the effective Yukawa couplings that are consistent with the oldest
expression of the CP asymmetry [7] in the literature, if the vertex loops are neglected and the decay
widths of N̂α̂ are calculated from
Γ(N̂α̂ → Liφ) =
mN̂α̂
16pi
f̂∗iα̂f̂iα̂, Γ(N̂α̂ → Lciφ∗) =
mN̂α̂
16pi
f̂ c∗iα̂ f̂
c
iα̂. (7.32)
These expression of decay widths are, however, invalid since they are obtained by regarding the
quasiparticle as an external state. The quasiparticle is dynamically generated by interactions, and its
property can be correctly studied only when it is treated as an intermediate state. In section 7.3, we
will see that the total decay width calculated from
∑
i
[
Γ(N̂α̂ → Liφ) + Γ(N̂α̂ → Lciφ∗)
]
does not give
the correct value.
All the other expressions of effective Yukawa couplings presented in the literature are sorts of
some perturbative corrections to equations 7.30 and 7.31. In particular, the focus has been to find
the next-order correction, i.e., the regulator, to the denominators of their O(f3/4pi) terms. However,
the correction for a small mass difference is actually as large as the leading order terms due to the
non-perturbative effects mentioned in section 6. We will explicitly see such cases in the following
examples.
7.2 Extremely small mass difference
When the mass difference is in the opposite limit:
|mNβ −mNα |  mNαO(f2/4pi), (7.33)
which has been denoted by ∆mN  ΓN , there does not exist a useful expansion parameter in general.
For example, ∣∣∣∣ (a1 − a2)24b212
∣∣∣∣ = ∣∣∣∣ [m2N2O(Σ) +m2N1O(Σ)]2mN1mN2 [mN1O(Σ) +mN2O(Σ)]2
∣∣∣∣ (7.34)
may or may not be smaller than one. Hence, to investigate this case in an analytic way, we consider
an extreme case of
N1 6= N2, mN := mN1 = mN2 , fi := fi1 = fi2. (7.35)
For two flavors to be theoretically distinguishable, i.e., N1 6= N2, the masses or Yukawa couplings will
have to be at least slightly different, and the conditions should be considered to be correct only up to
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the working precision. In this case, we have
(Σ0R)βα(p
2) =
∑
i
|fi|2
16pi2
[
− log
( |p2|
Λ2
)
+ i(pi − arg [p2])
]
. (7.36)
Choosing every component of δN to be identical, we can make the renormalized self-energy satisfy
Σ′R(p
2) := (ΣR)βα(p
2). (7.37)
Defining
a(p2) := a1 = a2 = m
2
N [(1 + Σ
′
R)
2 + (Σ′R)
2], (7.38)
b(p2) := b12 = −2m2N (1 + Σ′R)Σ′R, (7.39)
we can write
λ1(p
2) = a− b = m2N (1 + 2Σ′R)2, λ2(p2) = a+ b = m2N , (7.40)
where
√
b2 = b has been assumed. If
√
b2 = −b, we may rename λ1 to λ2 and vice versa. Then,
P 21 (p
2) =
m2N1m
2
N2
a1a2 − b212
λ1 =
m4N
a+ b
= m2N , (7.41)
P 22 (p
2) =
m2N1m
2
N2
a1a2 − b212
λ2 =
m4N
a− b = m
2
N (1− 2Σ′R)2. (7.42)
Up to O(Σ), we can write
P1(p
2) = mN , P2(p
2) = mN [1− 2Σ′R(p2)]. (7.43)
i.e.,
(Σ̂R)1(p
2) = 0, (Σ̂R)2(p
2) = 2Σ′R(p
2). (7.44)
The complex poles are now written as
pN̂1 = P1(p
2
N̂1
) = mN = mN̂1 − i
ΓN̂1
2
, (7.45)
pN̂2 = P2(p
2
N̂2
) = mN [1− 2Σ′R(p2N̂2)] = mN̂2 − i
ΓN̂2
2
, (7.46)
and thus
mN̂1 = mN , ΓN̂1 = 0, Re[Σ
′
R(p
2
N̂2
)] =
1
2
(
mN̂2
mN
− 1
)
, Im[Σ′R(p
2
N̂2
)] =
ΓN̂2
4mN
. (7.47)
Note that N̂1 is a field of a stable particle, which is dynamically generated from the apparently unstable
particles by exact cancellation of self-energies.
Moreover, using
a1 − λ1 = b, (7.48)
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we can write
OL(p
2) =
1√
2
(
1 1
−1 1
)
, OR(p
2) = BOLP
−1 =
1√
2
(
1 1
−1 1
)
. (7.49)
Hence,
CR(p
2) = M
− 12
N ORM
1
2
N =
1√
2
(
1 1
−1 1
)
, CL(p
2) = M
− 12
N OLM
1
2
N =
1√
2
(
1 1
−1 1
)
. (7.50)
The effective Yukawa couplings are given by
f̂i1 = (fC
N̂1
R )i1 =
1√
2
(1− 1)fi = 0, f̂i2 = (fCN̂2R )i2 =
1√
2
(1 + 1)fi =
√
2fi,
f̂ ci1 = (f
∗CN̂1L )i1 =
1√
2
(1− 1)f∗i = 0, f̂ ci2 = (f∗CN̂2L )i2 =
1√
2
(1 + 1)f∗i =
√
2f∗i .
(7.51)
(7.52)
Note that OA(p
2) and CA(p
2) are maximal-mixing unitary matrices. In fact, before any calculation
and derivation as done here, we could have gone to a new basis using those unitary matrices. The mass
matrix is still diagonal in the new basis, and the effective Yukawa coupligs calculated here are just
normal Yukawa couplings there. In that case, not only two RH neutrinos are completely decoupled
because the Yukawa coupling matrix is diagonal, but also one of them is completely stable because
it is a free field without any interaction. In other words, the basis we chose here is actually an
inconvenient one which requires a more complicated analysis. The analysis as is done here, however,
is still illuminating since this is an extreme case which allows an analytic approach and it shows that
CA(p
2) is a large mixing matrix when the mass difference is small. When the mass difference is small
but not so extreme as in this case, we cannot simply change the basis because the mass matrix in the
new basis would no longer be diagonal. The current case with identical masses is unique because the
mass matrix is still diagonal after change of basis by CA(p
2). In general, the requirement that the
mass matrix be diagonal eliminates the freedom to change a basis, and the analysis needs to be done
as discussed here.
7.3 Small mass difference
When the mass difference is not so extremely small and satisfies
|mNβ −mNα | ∼ mNαO(f2/4pi), (7.53)
i.e., ∆mN ∼ ΓN , we do not generally have a useful expansion parameter similarly to the case of
an extremely small mass difference, and have to depend on numerical calculation to find the mixing
matrices and effective Yukawa couplings. Here, we discuss an example where CA(p
2) are non-unitary
large-mixing matrices.
We choose the masses of RH neutrinos
mN1 = 1 TeV, mN2 −mN1 = 10−9.2 TeV (7.54)
and a Yukawa coupling matrix
f =
(
10−0.1ei0.2pi 10−0.2e−i0.8pi
ei0.1pi ei1.2pi
)
· 10−4. (7.55)
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Using the expression of the self-energy given by equation 5.52:
(ΣR)βα(p
2) =
∑
i
f∗iβfiα
16pi2
[
− log
(
p2
mNβmNα
)
+ ipi
]
, (7.56)
we find
ΣR(m
2
Nα) =
(
3.24469i 0.61477− 2.88915i
−0.61477− 2.88915i 2.78145i
)
· 10−10. (7.57)
The matrices A(m2Nα) and B(m
2
Nα
) can be found from ΣR(m
2
Nα
), and OL(m
2
Nα
) is obtained by find-
ing the orthogonal mixing matrix which diagonalizes BT(m2Nα)B(m
2
Nα
). The complex pole p2
N̂α̂
=
P 2(m2Nα) is one of the eigenvalues of B
T(m2Nα)B(m
2
Nα
):
p2
N̂α̂
= [OTL(m
2
Nα)B
T(m2Nα)B(m
2
Nα)OL(m
2
Nα)]αα. (7.58)
We can find the other mixing matrices from OR(m
2
Nα
) = B(m2Nα)OL(m
2
Nα
)P−1(m2Nα), C
N̂α̂
R =
M
− 12
N OR(m
2
Nα
)M
1
2
N , and C
N̂α̂
L = M
− 12
N OL(m
2
Nα
)M
1
2
N . The complex masses pN̂α̂ are found to be
pN̂1 = 1 + (1.79767− 3.55150i) · 10−10 TeV, (7.59)
pN̂2 = 1 + (−1.79767− 2.47464i) · 10−10 TeV, (7.60)
i.e.,
mN̂1 = 1 + 1.79767 · 10−10 TeV, ΓN̂1 = 7.10299 · 10−10 TeV, (7.61)
mN̂2 = 1− 1.79767 · 10−10 TeV, ΓN̂2 = 4.94927 · 10−10 TeV. (7.62)
In addition, CN̂α̂A are given by
CN̂α̂R = C
N̂α̂
L =
(
1.24519− 0.130381i 0.213356 + 0.760928i
−0.213356− 0.760928i 1.24519− 0.130381i
)
, (7.63)
CN̂α̂R − CN̂α̂L =
(
1.31165 + 4.67795i −7.65503 + 0.801543i
7.65503− 0.801543i 1.31165 + 4.67795i
)
· 10−11. (7.64)
The deviation of CN̂α̂A from unitarity is as large as O(1):
(CN̂α̂A )
†CN̂α̂A =
(
2.19202 1.95063i
−1.95063i 2.19202
)
+
(
0 1.05028
1.05028 0
)
· 10−10, (7.65)
In addition, they indeed satisfy (CN̂α̂L )
TCN̂α̂R = 1 +O(f2/4pi) as implied by equation 5.33:
(CN̂α̂L )
TCN̂α̂R = 1 +
( −2.04870i 1.68746 + 5.80278i
2.91700 + 5.80278i 2.04870i
)
· 10−10. (7.66)
The assoicated effective Yukawa couplings are given by
f̂ =
(
0.687768 + 0.965131i −0.902131 + 0.193361i
0.949879 + 1.00180i −1.11624 + 0.163194i
)
· 10−4, (7.67)
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f̂ c =
(
1.13043− 0.355864i −0.0948769 + 0.917729i
1.76382− 0.0185878i −0.492687 + 1.49514i
)
· 10−4. (7.68)
As mentioned in section 5, the effective Yukawa couplings can be regarded as ordinary Yukawa
couplings for many practical purposes. However, it is not allowed when such a prescription implies the
quasiparticle should be treated like an asymptotic state. For example, the formula of the total decay
width commonly used in the literature [5, 6, 8, 9, 15] is given by
ΓN̂α̂ =
mN̂α̂
16pi
∑
i
(f̂∗iα̂f̂iα̂ + f̂
c∗
iα̂ f̂
c
iα̂), (7.69)
and it is obtained by regarding N̂α̂ as an external field. This formula gives ΓN̂1 = 1.55699 · 10−9 TeV
and ΓN̂2 = 1.08489 · 10−9 TeV, which are indeed different from the values in equations 7.61 and 7.62.
Since quasiparticles are degrees of freedom dynamically generated by interactions, they cannot be
treated like external states and their properties can only be studied from the scattering mediated by
on-shell quasiparticles. Such a method to calculate the decay widths of quasiparticles and basis states
in the case of particle-antiparticle mixing is developed in reference [12]. In a follow-up paper [16], a
similar method will be developed for the flavor mixing of heavy Majorana particles, and the effect of
CP violation will be studied.
8 Conclusion
In summary, we have studied how to handle the mixing of multiple flavors of heavy Majorana neutrinos,
and discussed the physics behind it. Since the on-shell renormalization scheme or complex mass scheme
cannot be applied to any mass difference of heavy Majorana neutrinos, we have carefully discussed
the mass and field-strength renormalization step-by-step. In order to identify the propagating particle
as well as to calculate its pole mass and total decay width, we have examined the diagonalization of
the resummed propagator. The diagonalization procedure presented here is exact at least up to the
one-loop order in the self-energy, and thus allows an attentive study for any mass difference. We have
seen that, for a small mass difference, the mixing matrices from the basis states of heavy Majorana
particles to the physical degrees of freedom require large non-unitary mixing among flavors, and it is
caused by the generic non-perturbative effect in an on-shell unstable particle. We have also identified
the physical degree of freedom associated with each component of the diagonalized propagator, and
have shown that it cannot be expressed as a single linear combination of basis states. Hence, it should
be interpreted as a quasiparticle, i.e., an emergent particle dynamically generated by interactions.
Since the Majorana condition cannot be applied to it, it must lose Majorana nature. In follow-up
papers, the discussion will be continued to obtain the decay widths of quasiparticles and basis states,
and the CP asymmetry in the decays of heavy Majorana neutrinos will be derived. Its application to
leptogenesis will also be studied.
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A Calculation trick for diagrams with Majorana-type propagators
Calculating an S-matrix element involving propagators of Majorana fields is complicated in general
due to the presence of three different types of propagators as mentioned in section 2. Moreover, charge
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conjugation operators usually appear in the expression of an S-matrix element, and they require careful
tracking of spinor indices for calculation. Here, we discuss a trick which simplifies the calculation of
an S-matrix element with Majorana fields such that it is no more complicated than the calculation
of an S-matrix element only with Dirac fields. The strategy is that, for a given process involving
propagators of Majorana fields, we appropriately change the forms of Lagrangian terms such that only
the Dirac-type propagators appear in the corresponding S-matrix element and the charge conjugation
operators are all absorbed into the existing fields.
NRα N
c
Rα
φ
Li
φ∗
Lcj
−if∗iαL −if∗jαL
Figure 6. Tree-level contribution to Liφ→ Lcjφ∗.
As a specific example, let us consider the scattering Liφ→ Lcjφ∗ whose tree-level diagram is given
in figure 6. The associated Lagrangian interaction term is
−f∗iαNαφ˜†LLi, (A.1)
and we claim that it can be rewritten as
−f∗iαNαφ˜†LLi = f∗iαLci φ˜∗LNα. (A.2)
Similarly, its Hermitian conjugate term can be rewritten as
−fiαLiφ˜RNα = fiαNαφ˜TRLci . (A.3)
In order to derive equation A.2, first note that
ψ = ψ†γ0 = [C−1γ0(γ0Cψ∗)]Tγ0 = (ψc)T(γ0)T(C−1)Tγ0 = −(ψc)T(C−1)Tγ0γ0 = (ψc)TC−1 (A.4)
where we have used CT = C−1 = −C and C−1γµC = −(γµ)T. Hence, explicitly writing spinor indices
(a, b, · · · ) and using the Einstein summation convention, we can write
(Nα)a = (Nα)b(C
−1)ba, (Lci )a = (Li)b(C
−1)ba, (A.5)
Suppressing flavor indices while keeping only spinor indices (a, b, · · · ) and SU(2) indices (i, j, · · · ), we
can now rewrite the Lagrangian term as
Na(φ˜
†)iLabLib = Nc(C
−1)ca(φ˜∗)iLabLib = L
i
b(φ˜
∗)iLba(−C−1)acNc
= −Lib(C−1)bdCde(φ˜∗)iLea(C−1)acNc = −Lc
i
d(φ˜
∗)iLdeCea(C−1)acNc
= −Lcid(φ˜∗)iLdcNc. (A.6)
We can also derive this identity in a more straightforward way, using LT1 = L1 where L1 is an arbitrary
Lagrangian term, as follows:
Nαφ˜
†LLi = N†αγ
0φ˜†LLi = (N†αγ
0φ˜†LLi)T = LTi Lφ˜
∗(γ0)TN∗α
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= (γ0CL∗i )
†γ0CLφ˜∗(γ0)TC−1γ0(γ0CN∗α) = Lci φ˜
∗LC(γ0)TC−1γ0Nα
= −Lci φ˜∗LNα, (A.7)
where we have used C† = C−1 = −C and C−1γµC = −(γµ)T.
The correlation function for Li(x1)φ(x1)→ Lcj(x2)φ∗(x2) is generally written as
〈Ω|T{φ˜T(x2)Lcj(x2)Li(x1)φ˜(x1)}|Ω〉 = 〈0|T{φ˜TI (x2)LcIj(x2)LIi(x1)φ˜I(x1)ei
∫
d4xLint[LIi,φI ,NIα]}|0〉
〈0|T{ei ∫ d4xLint[LIi,φI ,NIα]}|0〉 ,
(A.8)
where the subscript I means the corresponding field is in the interaction picture. Now we drop I
for simplicity, and consider the numerator only with connected diagrams after disconnected ones are
canceled out by the denominator. The tree-level contribution to this correlation function can be
written as∫
d4x d4y 〈0|T{Lj(x2)C−1φ˜(x2)Li(x1)φ˜(x1)[−if∗jαNα(x)φ˜†(x)LLj(x)][−if∗iαNα(y)φ˜†(y)LLi(y)]}|0〉
=
∫
d4x d4y 〈0|T{φ˜T(x2)Lcj(x2)Li(x1)φ˜(x1)[−if∗jαLcj(x)φ˜∗(x)LNα(x)][−if∗iαNα(y)φ˜†(y)LLi(y)]}|0〉,
(A.9)
where equation A.2 have been used. Here, we have suppressed the SU(2) indices for simplicity, but
the correlation function should be understood as an expression for each combination of SU(2) indices
such as (φ˜†)k(x)LLkj (x) without the Einstein summation convention. In addition, to have legistimate
contractions such as Lj(x)Lj(x2) and φ˜(x2)φ˜
†(x) on the LH side of equation A.9, we have rewritten
the external fields as
φ˜TLcj = (φ˜
TLcj)
T = (γ0CL∗j )
Tφ˜ = −L†jC(γ0)Tφ˜ = LjCφ˜ = −LjC−1φ˜, (A.10)
where CT = C−1 = −C and C−1γµC = −(γµ)T have been used. The minus sign due to this transforma-
tion has been absorbed into the first interaction term which had an opposite sign after applying the
trick of equation A.2. After this procedure, the contraction of Nα(x)Nα(y) which would produce a
Majorana-type propagator turned into the contraction of Nα(x)Nα(y) which would produce a Dirac-
type propagator. The operator C in the Majorana-type propagator generated by the contraction of
Nα(x)Nα(y) would be canceled out by C
−1 after Lj . We can alternatively say that C has been absorbed
into Lcj on the RH side of equation A.9. Treating L
c
j as an ordinary field and using the contraction of
Lcj(x)L
c
j(x2), we can simply write down the propagator of L
c
j which is identical to that of Lj , without
tediously tracking the spinor indices as in the presence of C. The way of handling signs as we have
discussed is the correct procedure since the LH and RH sides of equation A.9 indeed have identical
signs after contraction of all the fields. In other words, the sign change due to the transformation of
interaction terms as in equation A.2 does not really cause any sign change such as −ifiα → ifiα in
Feynman rules.
For the tree-level scattering Lki φ˜
k → (Lcj)l(φ˜∗)l where k and l are the SU(2) indices, the associ-
ated interaction terms are f∗iαLci φ˜
∗LNα and −f∗jαNαφ˜†LLj . In terms of a Dirac-type propagator, the
scattering amplitude is written as
iMtree
[
Lki φ˜
k → (Lcj)l(φ˜∗)l
]
=
∑
α
uc
Llj
(pLlj )(−if
∗
jαL)
i
/p−mNα
(−if∗iαL)uLki (pLki )
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=
∑
α
vLlj (pLlj )(−if
∗
jαL)
i
/p−mNα
(−if∗iαL)uLki (pLki ). (A.11)
Here, we have used ucs = v−s, where s denotes spin and it has been suppressed above for simplicity.
As the second example, let us consider one-loop corrections to the propagator in Liφ → Lcjφ∗ whose
NRα
Lk
φ
NRβ N
c
Rβ
φ
Li
φ∗
Lcj
−if∗iαL −ifkαR
−if∗kβL −if∗jβL
(a)
NRα N
c
Rα
Lck
φ∗
N cRβ
φ
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φ∗
Lcj
−if∗iαL −if∗kαL
−ifkβR −if∗jβL
(b)
Figure 7. One-loop corrections to the propagator in Liφ→ Lcjφ∗.
diagrams are given in figure 7. For figure 7a, we can apply the trick to the fields in the correlation
function as follows:
LjC
−1φ˜Liφ˜(−if∗jβNβφ˜†LLj)(−if∗kβNβφ˜†LLk)(−ifkαLkφ˜RNα)(−if∗iαNαφ˜†LLi)
→ −φ˜TLcjLiφ˜(if∗jβLcj φ˜∗LNβ)(−if∗kβNβφ˜†LLk)(−ifkαLkφ˜RNα)(−if∗iαNαφ˜†LLi)
→ φ˜TLcjLiφ˜(−if∗jβLcj φ˜∗LNβ)(−if∗kβNβφ˜†LLk)(−ifkαLkφ˜RNα)(−if∗iαNαφ˜†LLi), (A.12)
where the sign change in the first interaction term is again compensated. The scattering amplitude is
given by
iMR1-loop
[
Lki φ˜
k → (Lcj)l(φ˜∗)l
]
=
∑
α,β
vLlj (pLlj )(−if
∗
jβL)
i
/p−mNβ
[
i/pR(ΣR)βα(p
2)
] i
/p−mNα
(−if∗iαL)uLki (pLki ). (A.13)
In addition, for figure 7b, the sign changes in the first three interaction terms are also compensated
as follows:
LjC
−1φ˜Liφ˜(−if∗jβNβφ˜†LLj)(−ifkβLkφ˜RNβ)(−if∗kαNαφ˜†LLk)(−if∗iαNαφ˜†LLi)
→ −φ˜TLcjLiφ˜(if∗jβLcj φ˜∗LNβ)(ifkβNβφ˜TRLck)(if∗kαLckφ˜∗LNα)(−if∗iαNαφ˜†LLi)
→ φ˜TLcjLiφ˜(−if∗jβLcj φ˜∗LNβ)(−ifkβNβφ˜TRLck)(−if∗kαLckφ˜∗LNα)(−if∗iαNαφ˜†LLi). (A.14)
and thus
iML1-loop
[
Lki φ˜
k → (Lcj)l(φ˜∗)l
]
=
∑
α,β
vLlj (pLlj )(−if
∗
jβL)
i
/p−mNβ
[
i/pL(Σ
T
R)βα(p
2)
] i
/p−mNα
(−if∗iαL)uLki (pLki ). (A.15)
In short, we can always replace a Majorana-type propagator with a Dirac-type propagator. The
sign change of Yukawa couplings due to the application of the trick does not require any change of
Feynman rules.
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B One-loop contributions to the self-energy and vertex
In this section, we explicitly calculate the one-loop diagrams used in this paper, applying the trick
discussed in appendix A when it is required. For simplicity, we assume that Li and φ are massless.
B.1 Self-energy
This is an elementary one-loop calculation, but it is presented for completeness. Initially we will assume
p2 is real, but later it will be analytically continued to a complex value. The one-loop diagrams are
given in figure 8. Considering two sets of degrees of freedom in Li(k)φ(p−k) due to two pairs of SU(2)
Li
φ
Nα Nβ
−ifiαR
−if∗iβL
(a) i/pR(Σ0R)βα(p
2)
Lci
φ∗
Nα Nβ
−if∗iαL
−ifiβR
(b) i/pL(Σ0L)βα(p
2)
Figure 8. One-loop diagrams which contribute to the self-energy of Nα.
components, we can write
i/pR(Σ0R)βα(p
2) = 2
∑
i
∫
ddk
(2pi)d
(−if∗iβL)
i
/k
(−ifiαR) i
(p− k)2 = 2L
∑
i
f∗iβfiα
∫
ddk
(2pi)d
/k
k2(p− k)2
= 2L
∑
i
f∗iβfiα
∫
ddk
(2pi)d
∫ 1
0
dx
/k
[(1− x)k2 + x(p− k)2]2 , (B.1)
where d = 4−2 is the spacetime dimension. Manipulating the Feynman parameter and the momentum
integration in the standard way, we rewrite∫
ddk
(2pi)d
/k
[(1− x)k2 + x(p− k)2]2 =
∫
dd`
(2pi)d
x/p
[`2 + x(1− x)p2]2 , (B.2)
where ` = k − xp. Hence,∫
ddk
(2pi)d
/k
k2(p− k)2 =
∫ 1
0
dx
∫
dd`
(2pi)d
x/p
[`2 + x(1− x)p2]2
= i/p
∫ 1
0
dx x
Γ(2− d2 )
(4pi)d/2Γ(2)
[−x(1− x)p2]−(2−d/2) = i/p
∫ 1
0
dx x
1
(4pi)2
(4pi)Γ()[−x(1− x)p2]−
= i/p
1
(4pi)2
∫ 1
0
dx x
[
1

− γ + log 4pi − log{−x(1− x)p2}+O()
]
= i/p
1
32pi2
[
1

− γ + log 4pi + 2− log p2 + ipi +O()
]
, (B.3)
where we have used log (−1) = −ipi. So far p2 has been assumed to be real. The value of p2 as a
complex number is supposed to be in the region around (0,∞) on the real axis in the complex plane,
because a physical pole is generally given by p2
N̂α̂
= m2
N̂α̂
− imN̂α̂ΓN̂α̂ with mN̂α̂  ΓN̂α̂ . Choosing
the branch cut of log z at (−∞, 0] so that it is an analytic function except for a region around (−∞, 0],
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we may analytically continue log p2 to allow a complex value for p2 such as p2
N̂α̂
= m2
N̂α̂
− imN̂α̂ΓN̂α̂ .
Now we can write∫
ddk
(2pi)d
/k
k2(p− k)2 = i/p
1
32pi2
[
1

− γ + log 4pi + 2− log |p2|+ i(pi − arg [p2]) +O()
]
. (B.4)
Defining
log Λ2 :=
1

− γ + log 4pi + 2, (B.5)
we finally obtain
(Σ0R)βα(p
2) =
∑
i
f∗iβfiα
16pi2
[
− log
( |p2|
Λ2
)
+ i(pi − arg [p2])
]
. (B.6)
In addition, it is also straightforward to show that
Σ0L(p
2) = ΣT0R(p
2), (B.7)
which completes the calculation of the bare self-energy for complex-valued p2.
B.2 Vertex
Here, we calculate the one-loop correction to the vertex, whose Feynman diagrams are given in figure
9. Note that there does not exist any diagram with a Dirac-type propagator of Nβ in the vertex-loop.
Lcj
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N cRβ
NRβ
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−if∗jαL
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N cRβ
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Lci
−ifjαR
−if∗iβL
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(b) −iL/p(VLR)iα(p2)
Figure 9. One-loop diagrams which contribute to the vertex.
In those diagrams, the Majorana propagators are not in the s-channel, and thus it is unclear whether
the resummed propagator should be used or not since the associated non-perturbative effect emerges
around the resonance. Even though we decide to use the resummed propagator, there still exists an
ambiguity since the final form of the propagator after the pole expansion is only valid around the
resonance. For an off-shell Majorana particle, the neglected part in the propagator after the pole
expansion could be comparable to the dominant part we have kept. Hence, for a careful calculation
with the resummed propagator, we have to check whether the contribution of the neglected part
matters or not up to the working precision. Here, we do not consider such a subtlety, and use only
the tree-level ones for those internal propagators for simplicity.
We introduce the vertex function V (/p) and decompose it into chiral components
V (/p) = RVRR(p
2) + R/pVRL(p
2) + L/pVLR(p
2) + LVLL(p
2), (B.8)
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where VRR(p
2) = f and VLL(p
2) = f∗ due to the absence of diagrams with Dirac-type propagators.
For example, V (/p) contributes to Lki φ
k → Lljφl where k and l are SU(2) indices as follows:
iM(Lki φk → Lljφl)
=
∑
α,β
uLlj (pLlj )R
{[−iVjβ(/p)][i∆βα(/p)][−iViα(/p)]}LuLki (pLki )
=
∑
α,β
uLlj (pLlj )R
{
(−ifjβ)
[
i∆RR(p
2)
]
βα
[−i/pVRL(p2)]iα + (−ifjβ)[i/p∆RL(p2)]βα(−if∗iα)
+
[−i/pVRL(p2)]jβ[i/p∆LR(p2)]βα[−i/pVRL(p2)]iα + [−i/pVRL(p2)]jβ[i∆LL(p2)]βα(−if∗iα)}
uLki (pLki ). (B.9)
First we calculate VRL(p
2) for Nα(p)→ Llj(k)φl(p− k):
−iR/p(VRL)iα(p2) =
∑
j,β
∫
dd`
(2pi)d
(−ifiβR) i/`−mNβ
(−ifjβR) i/`+ /p− /k
(−if∗jαL)
i
(k − `)2
= R
∑
j,β
fiβfjβf
∗
jα
∫
dd`
(2pi)d
mNβ (/`+ /p− /k)
(`2 −m2Nβ )(`+ p− k)2(k − `)2
= 2R
∑
j,β
fiβfjβf
∗
jα
∫
dd`
(2pi)d
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz δ(1− x− y − z)
mNβ (/`+ /p− /k)
[x(`2 −m2Nβ ) + y(`+ p− k)2 + z(k − `)2]3
. (B.10)
The integration over ` can be rewritten as∫
dd`
(2pi)d
mNβ (/`+ /p− /k)
[x(`2 −m2Nβ ) + y(`+ p− k)2 + z(k − `)2]3
=
∫
ddq
(2pi)d
mNβ [/q + (1− y)(/p− /k) + z/k]
[q2 + 2yz(p · k)− xm2Nβ ]3
→
∫
ddq
(2pi)d
(1− y)mNβ/p
(q2 + yzp2 − xm2Nβ )3
, (B.11)
where q = ` + y(p − k) − zk and we have used 2p · k = 2(p − k) · k = p2 and uLi/k = 0. Defining
rβ(p
2) := m2Nβ/p
2, we write∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz δ(1− x− y − z)
∫
ddq
(2pi)d
(1− y)mNβ/p
(q2 + yzp2 − xm2Nβ )3
= i
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz δ(1− x− y − z) (1− y)mNβ/p
[
1
2(4pi)2
(−yzp2 + xm2Nβ )−1 +O()
]
=
i
√
rβ
2(4pi)2
/p
|p|
∫ 1
0
dz
∫ 1−z
0
dy
[
1− y
−yz + rβ(1− y − z) +O()
]
=
i
√
rβ
2(4pi)2
/p
|p|
∫ 1
0
dz
[
1− z
rβ + z
− (1 + rβ)z
(rβ + z)2
log
(
z
rβ
)
+ ipi
(1 + rβ)z
(rβ + z)2
+O()
]
, (B.12)
where we have used log (−1) = −ipi in the last step. Using∫ 1
0
dz
z
(rβ + z)2
= log (1 + r−1β )−
1
1 + rβ
, (B.13)
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sβ(p
2) :=
∫ 1
0
dz
[
1− z
rβ + z
− (1 + rβ)z
(rβ + z)2
log
(
z
rβ
)]
, (B.14)
we obtain∫
dd`
(2pi)d
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz δ(1− x− y − z) mNβ (
/`+ /p− /k)
[x(`2 −m2Nβ ) + y(`+ p− k)2 + z(k − `)2]3
→
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz δ(1− x− y − z) (−i)
∫
ddqE
(2pi)d
(1− y)mNβ/p
(q2E − yzp2 + xm2Nβ )3
= − i
√
rβ
2(4pi)2
/p
|p|
[
sβ − ipi
{
1− (1 + rβ) log (1 + r−1β )
}
+O()]. (B.15)
Hence,
−i/p(VRL)iα(p2)
= −i/p
∑
β
fiβ(f
Tf∗)βα
16pi2
mNβ
p2
[
sβ(p
2)− ipi
{
1−
(
1 +
m2Nβ
p2
)
log
(
1 +
p2
m2Nβ
)}]
, (B.16)
and similarly
−i/p(VLR)iα(p2)
= −i/p
∑
β
f∗iβ(f
†f)βα
16pi2
mNβ
p2
[
sβ(p
2)− ipi
{
1−
(
1 +
m2Nβ
p2
)
log
(
1 +
p2
m2Nβ
)}]
, (B.17)
where to repeat for clearance
sβ(p
2) :=
∫ 1
0
dx
[
1− x
rβ + x
− (1 + rβ)x
(rβ + x)2
log
(
x
rβ
)]
, rβ(p
2) :=
m2Nβ
p2
. (B.18)
We can define momentum-dependent mixing matrices:
(DR)ji(/p) := δji + /p
∑
α
f∗jαf
∗
iα
16pi2
mNα
p2
[
sα(p
2)− ipi
{
1−
(
1 +
m2Nα
p2
)
log
(
1 +
p2
m2Nα
)}]
,
(DL)ji(/p) := δji + /p
∑
α
fjαfiα
16pi2
mNα
p2
[
sα(p
2)− ipi
{
1−
(
1 +
m2Nα
p2
)
log
(
1 +
p2
m2Nα
)}]
,
(B.19)
(B.20)
so that
f + /pVRL(p
2) = DR(/p)f, f
∗ + /pVLR(p2) = DL(/p)f∗. (B.21)
Furthermore, choosing the branch cut of log z at (−∞, 0] on the real axis, we may analytically continue
log p2 and log (1 + p2/m2Nα) to allow a complex value for p
2.
The effective Yukawa couplings incorporating all the loop effects in the vertex as well as in the
field-strength can be defined by
F̂iα̂ := (D
N̂α̂
R fC
N̂α̂
R )iα, F̂
c
iα̂ := (D
N̂α̂
L f
∗CN̂α̂L )iα, (B.22)
where
DN̂α̂R := DR(pN̂α̂), D
N̂α̂
L := DL(pN̂α̂). (B.23)
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