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Résumé
Ces dernières années, de nombreuses recherches ont été menées dans le domaine de la simulation des
systèmes distribués, afin d’analyser et de comprendre leur comportement. Certains de ces simulateurs
se focalisent sur le problème d’ordonnancement de tâches, d’autres sont spécifiquement développés
pour la modélisation du réseau et seulement peu d’entre eux proposent tous les outils nécessaires pour
simuler la consommation énergétique d’une application, d’une machine ou d’un centre de calcul. Cet
article décrit les outils qui doivent être intégrés dans un simulateur pour être en mesure de lancer des si-
mulations destinées à améliorer le comportement énergétique des machines. L’accent est mis davantage
sur le DVFS (Dynamic Voltage and Frequency Scaling) et sa mise en œuvre dans CloudSim, le simula-
teur qui a été utilisé pour les expériences décrites dans cet article, mais aussi sur la façon de simuler et
la méthodologie adoptée pour assurer la qualité des mesures et des simulations.
Mots-clés : simulations, énergie, dvfs
1. Introduction
De nos jours, les simulateurs sont, en autre, utilisés pour étudier la consommation énergétique des
centres de calcul. En effet, l’utilisation croissante de ces centres de calcul rend l’analyse de leur consom-
mation d’énergie de plus en plus importante. Certaines métriques afin d’évaluer leur efficacité énergé-
tique sont connues (PUE, ERE) [17] et beaucoup de recherches sont en cours pour trouver de nouvelles
méthodes de réduction d’énergie. Cela engendre une amélioration et/ou la création de nouveaux algo-
rithmes qui nécessitent des phases de tests approfondies afin de valider leur efficacité.
Chacune des phases de développement et de tests de ces algorithmes sont très longues en raison du
nombre de tentatives nécessaires pour vérifier et améliorer leur performance. De réelles plates-formes
peuvent être utilisées pour dérouler ces phases de validation, mais cela engendre un temps de prépara-
tion non négligeable et les mesures physiques ne sont pas toujours possibles ou faciles à faire en fonction
de l’équipement disponible. C’est pourquoi, les simulateurs sont de plus en plus couramment utilisés
dans ce domaine.
Certains de ces simulateurs possèdent déjà quelques outils concrets de réduction de la consommation
desmachines/cpu, d’autres donnent la possibilité de mesurer la consommation énergétique totale d’une
simulation, mais il semble qu’aucun d’entre eux ne réunissent tous les outils nécessaires afin de fournir
un simulateur complet. Un autre point important est de savoir comment utiliser ces simulateurs, c’est
pourquoi la partie validation des expériences prend une part importante de cet article.
Cet article est organisé comme suit. Premièrement un état de l’art des modèles énergétiques, des outils
de réduction de consommation d’énergie et des simulateurs compose la section 2. Ensuite, la section 3
décrit toutes les modifications qui ont été ajoutées dans CloudSim. La section 4 présente des explica-
tions sur l’expérimentation et la validation du simulateur, puis une comparaison entre la simulation et
l’exécution réelle d’une application en modélisation électromagnétique est faite en section 5. Enfin, la
section 6 conclut et expose des idées sur des travaux futurs.
2. État de l’art
2.1. Modèle énergétique
Dans [18], Rivoire établit une liste et une comparaison entre beaucoup de modèles énergétiques diffé-
rents. Deux catégories peuvent être définies : des modèles très précis et détaillés , et des modèles de haut
niveau appelés black-box models.
Des modèles du CPU très fins ont été proposés par Joseph et Martonosi [10] et par Isci et Martonosi [9].
Ces modèles sont très précis du point de vue de la modélisation de la consommation des processeurs et
s’appuient sur des détails spécifiques de la micro-architecture de certains modèles de CPU.
Les modèles dits de haut niveau sont plus généraux à tous points de vue, cela augmente leur portabilité
et leur rapidité. Ces modèles simples sacrifient un peu la précision des calculs, mais n’obligent pas à
avoir une connaissance très détaillée de l’architecture des processeurs utilisés.
Dans cet article, le modèle de puissance utilisé est le modèle linéaire (à fréquence constante) PTOT =
(1 − α) ∗ PCPUIdle + α ∗ PCPUFull, avec α la charge CPU, PCPUIdle et PCPUFull les puissances délivrées
par le CPU à 0% et 100% d’utilisation. Bien sûr, certains modèles plus précis pourraient être utilisés
comme dans [6].
2.2. Méthodes de réduction d’énergie
La première solution, appelée méthode ON/OFF, permet d’éteindre les machines trop peu utilisées
(par rapport à un seuil d’utilisation) et de pouvoir les rallumer seulement si cela est nécessaire. Le cas
échéant tous les processus qui s’exécutent dessus sont déplacés sur d’autres machines, et ainsi, les ma-
chines précédemment sous-utilisées, peuvent être éteintes. À l’inverse, lorsque toutes les machines sont
sur-utilisées et que la demande est trop forte, alors une ou plusieurs machines sont redémarrées.
Comme décrit juste au dessus, il est parfois nécessaire de déplacer des processus de machines en ma-
chines. C’est le mécanisme de migration [11]. Il permet de déplacer une machine virtuelle (et tout son
environnement) d’une machine à une autre. Ces déplacements ne sont pas gratuits en terme d’énergie
car, chaque mouvement demande un certain temps et il est donc également important de prendre en
compte le coût total d’une telle action. Cette technique permet de libérer des machines et ensuite de les
éteindre, et en même temps d’utiliser les machines en fonctionnement à leur potentiel maximum (conso-
lidation).
Enfin le DVFS (Dynamic Voltage and Frequency Scaling) [13] permet demodifier dynamiquement la ten-
sion et la fréquence des CPUs d’unemachine en fonction de leur taux d’utilisation. Dans le noyau Linux,
le DVFS peut être activé dans 5 modes différents : Performance, PowerSave, UserSpace, Conservative
et OnDemand. Chaque mode a un gouverneur qui décide si la fréquence doit être modifiée (augmenter
ou diminuer). Le gouverneur fonctionne avec un seuil haut et un seuil bas et vérifie périodiquement si
la charge CPU est inférieure (ou supérieure) à ces seuils pour prendre sa décision. Baisser la fréquence
CPU réduit la consommation, cela ralentit une application consommant beaucoup de calcul, mais sans
affecter le temps passé en E/S ou en communication.
2.3. Simulateurs
SIMGRID [5] est un simulateur qui fournit des fonctionnalités de base pour la simulation d’applications
distribuées hétérogènes dans des environnements distribués. Son utilisation est parfaitement adaptée
à l’évaluation des heuristiques, au prototypage, au développement ou à l’amélioration d’applications
réelles plutôt dans le domaine des grilles.
GroudSim [16] propose des outils de simulation évènementiels pour les grilles de calcul et le cloud com-
puting. Les principaux domaines de simulation sont les transferts de fichiers, la charge des ressources
disponibles et le calcul des coûts de fonctionnement. Il peut être utilisé avec un package contenant des
informations sur la probabilité de défaillance matérielle, le module d’événements peut alors détecter
des erreurs se produisant sur la machine ou dans le réseau et lancer une procédure de reconfiguration
sur les entités concernées.
GSSIM [2] [14] est un simulateur qui permet l’étude des politiques d’ordonnancement par une descrip-
tion de l’architecture très flexible et des interactions entre les modules d’ordonnancement. Les formats
standards de workflow sont acceptés, "Standard Workload Format» (SWF) et "Grid Workload Format»
(GWF). Un fichier XML supplémentaire peut être défini pour inclure des informations plus détaillées
(exemple : contraintes de temps). GSSIM permet la virtualisation et intègre aussi des modèles énergé-
tiques ainsi qu’une représentation précise de l’utilisation des ressources.
GreenCloud [12] est une extension du simulateur de réseau Ns2 [8]. Il offre aux utilisateurs une mo-
délisation et une analyse détaillées de l’énergie consommée par les éléments qui composent le réseau :
serveurs, routeurs et les liens entre eux. De plus, il permet d’analyser la répartition de la charge dans
le réseau, ainsi que les communications avec grande précision (paquets TCP). Sur le plan de l’énergie
GreenCloud définit trois types de consommation d’énergie : calcul (CPU), communications et physique
du centre de calcul (système de refroidissement) et intègre deux méthodes de réduction d’énergie : le
DVS (Dynamic Voltage Scaling) et le DNS (Dynamic Network Shutdown).
CloudSim [4], est un simulateur de Cloud Computing basé sur le simulateur GridSim [3]. L’architecture
du centre de calcul est très bien modélisée et peut être facilement modifiée par l’utilisateur en fonction
de ses besoins. CloudSim intègre la virtualisation, permet le développement de politiques de placement,
la simulation réseau inter-centre de calcul ainsi que les coûts d’un service IaaS (Infrastructure as a Ser-
vice) de Cloud Computing. Coté énergie, CloudSim permet l’extinction de machine, la migration de
machines virtuelles et l’intégration de modèles énergétiques.
Après référencement de tous ces simulateurs, il semble qu’aucun d’entre eux n’a le DVFS réellement
implémenté. Notre choix s’est porté sur CloudSim car ce dernier réunit quasiment tous les critères pour
créer des simulations permettant l’analyse de la consommation d’énergie d’une expérience.
3. Intégration du DVFS dans CloudSim
Dans un package DVFS, les gouverneurs des 5 modes du DVFS, tel qu’ils sont présents dans le noyau
Linux comme décrits dans la section 2.2 ont été implémentés. Leur rôle est de déterminer si la fréquence
du CPU doit être modifiée et leur décision est directement liée à leur règle de décision intrinsèque. Dans
le simulateur un changement de fréquence impacte donc directement la capacité en MIPS (Millions
Instructions Per Second) des CPUs.
L’utilisation du DVFS impacte directement la capacité d’exécution des CPU (et donc des machines) qui
devient variable dans cette version de CloudSim. Ceci implique également de modifier la manière dont
le simulateur gère le placement et la gestion desmachines virtuelles. Par exemple si le système décide de
réduire la fréquence, la somme des capacités de toutes les VM peut temporairement dépasser la capacité
maximale de la machine qui les héberge. Dans ce cas, la taille de chaque VM doit être revue temporaire-
ment à la baisse proportionnellement à la nouvelle capacité de la machine. La même situation se produit
lorsque que de nouvelles machines virtuelles doivent être hébergées. Si la somme des capacités de toutes
les machines virtuelles en cours d’exécution et celles des nouvelles machines virtuelles créées dépassent
la capacité de la machine qui les accueille, le même processus de réduction de capacité des machines
virtuelles est appliqué avant d’accueillir celles-ci dans la machine.
Également, lorsqu’une partie de la capacité d’une machine est libérée, on peut regarder si la capacité des
machines virtuelles toujours en fonctionnement peut être augmentée. Ce cas a lieu quand une machine
virtuelle a terminé son exécution ou lorsque la fréquence du CPU a été augmentée, toutes les capacités
des machines virtuelles sont alors augmentées proportionnellement à la capacité libre sur la machine,
tout en veillant à ne pas dépasser la capacité maximale de départ.
L’ajout du DVFS dans CloudSim a également nécessité de modifier la gestion des événements. En effet,
le mode PowerSave induit un certain retard dans l’exécution des tâches en raison du CPU qui fonctionne
à sa fréquence plus basse. Dans ces conditions, l’évolution des événements séquentiels doit être directe-
ment liée avec la fin de chaque événement, la description statique des événements ne tenant pas compte
de ce retard d’exécution. Ainsi, une nouvelle option a été ajoutée pour créer des événements à la fin de
l’exécution d’un broker : un broker peut contenir une ou un ensemble de tâches, appelées cloudlet dans
CloudSim. Au moment de la création du broker, on peut lui spécifier un post-event ce qui déclenchera
sans délai un nouvel évènement à la fin de celui-ci.
La dernière modification apportée au sein du simulateur concerne le modèle énergétique. En effet, le
modèle énergétique utilisé dépend de la machine que l’on veut comparer avec le simulateur. La défini-
tion du modèle utilisé dans cette expérimentation est décrite dans la section 4.2.
4. Validation mono-machine
L’objectif de cette expérimentation est de valider le comportement du DVFS et le calcul de consom-
mation d’énergie dans CloudSim. L’idée principale est d’exécuter une séquence d’instruction sur une
machine réelle, ayant un noyau Linux avec le DVFS activé et de mesurer la consommation totale dépen-
sée. Ensuite, il s’agit de simuler exactement la même expérimentation dans CloudSim puis, activer le
DVFS et comparer les valeurs de consommation d’énergie entre CloudSim et celle de la machine réelle
dans chaque mode de DVFS.
4.1. Cadre expérimental
Toutes les expérimentations ont été effectuées sur une machine standard (appelée HOST par la suite)
équipée d’un processeur Intel (R) Core (TM) 2 Quad CPU Q6700@2.66GHz et 4 Go de Ram utilisée sous
Ubuntu TLS 10.4 (noyau Linux 2.6.32). Toutes les mesures de consommation d’énergie ont été réalisées
avec un "plogg" powermètre sans fil [15] qui permet de voir et d’enregistrer la consommation d’énergie
en temps réel.
4.2. Étalonnage de la consommation d’énergie :
Afin de calibrer le calcul de la consommation d’énergie dans le simulateur, il faut tout d’abord connaître
les valeurs de fréquence admises par le CPU de la machine. Puis les valeurs de puissance délivrées,
à 0% et 100% d’utilisation CPU pour chaque fréquence (soit 2*Nb_Freq mesures). Dans CloudSim la
fréquence s’exprime en MIPS (Million d’Instructions Par Seconde). Les différentes fréquences ont donc
été calculées proportionnellement à celle de la machine HOST .
Fréquences
HOST 2.67 2.40 2.133 1.867 1.60
% 100 89.89 79.89 69.93 59.925
CloudSim 2500 2247 1997 1748 1498
TABLE 1 – Fréquences utilisables sur la ma-
chine HOST (en GHz), et celles introduites
dans CloudSim (en MIPS)
Charge
Fréquences (GHz)
1.60 1.867 2.113 2.40 2.67
0% 82.7 82.85 82.95 83.10 83.25
100% 88.77 92.00 95.5 99.45 103.0
TABLE 2 – Puissances délivrées par la machine
HOST à un taux d’utilisation de 0% et 100%
pour chaque fréquence
4.3. Méthodologie
Le défi consiste à exécuter une expérimentation qui implique de nombreux changements de fréquences
afin de tester le comportement du DVFS, mais aussi des phases de charge constantes pour utiliser le
modèle de puissance sur toute sa gamme.
Chronologiquement, le déroulement de l’expérience (visible sur la figure 2(a)) est : (A) une phase de
montée en charge régulière de 0 % à 96 %, (B) une phase de pleine charge à 96 %, (C) une phase de re-
descente linéaire jusqu’à 50%, (D) un pic de charge à 80 %, (E) une phase de redescente linéaire jusqu’à
30 %, (F) un pic de charge à 96 %, (G) une phase de charge constante de 30 %.
Pour exécuter ce scénario sur la machine HOST , une application de test a été implémentée en langage
C. La charge voulue est obtenue en exécutant une boucle dont chaque itération est composée d’une
période de calcul et d’une période de sommeil. Lorsque le DVFS est activé, la charge CPU est vérifiée
tous les "sampling_rate" (10ms). Pour être sûr que la décision du gouverneur DVFS soit prise directement
en relation avec la charge CPU générée par la boucle de calcul, chaque temps d’itération de cette boucle
doit être exactement égale à l’intervalle "sampling_rate".
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FIGURE 1 – Décomposition de la boucle en langage C
Ce scénario est créé dans CloudSim en exécutant un ensemble de broker, chacun contenant des VM
dans lesquelles des cloudlet sont exécutés. Comme expliqué dans la section 3, un broker peut contenir un
post-event qui est lancé à la fin de l’exécution du broker. En définissant différents types de VM (MIPS)
et différents types de cloudlet (nombre d’instructions), il est possible d’augmenter et de gérer la charge
du CPU avec précision. La taille d’une VM définit le pourcentage d’augmentation de la charge du pro-
cesseur et la taille des cloudlet définit le temps d’exécution des VM. Donc, ce scénario est créé par un
ensemble de broker qui eux mêmes lancent une série de couple VM/cloudlet. Enfin, pour respecter le
même intervalle "sampling_rate" que dans le noyau Linux, l’intervalle de temps de simulation est aussi
fixé à 10ms.
4.4. Graphique et Résultats
4.4.1. Comparaison de la charge CPU
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(a) Comparaison en mode PERFORMANCE
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(b) Comparaison en mode ONDEMAND
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(c) Comparaison en mode CONSERVATIVE
 0
 20
 40
 60
 80
 100
 0  50  100  150  200  250  300
C
h
a
rg
e 
C
P
U
 (
%
)
Temps (seconde)
Comparaison des courbes de charge CPU en mode POWERSAVE 
HOST
Simulation
(d) Comparaison en mode POWERSAVE
FIGURE 2 – Comparaison des charges CPU entre la machine réelleHOST et la simulation CloudSim dans
les différents modes de DVFS
La figure 2(a) présente les courbes de charge CPU obtenues à fréquence maximale lors de l’expérience
sur la machine réelle HOST et celle obtenues lors de la simulation dans CloudSim. A fréquence maxi-
male l’enjeu était d’avoir exactement la même charge CPU, pour être sûr que l’expérience et la simula-
tion commencent dans les mêmes conditions. Ensuite, l’expérience à été lancée dans les 3 autres modes
DVFS pour évaluer le comportement du simulateur.
4.4.2. Comparaison de la consommation énergétique
Le tableau 3 récapitule les temps d’exécution et les consommations d’énergie des différentes expériences
et simulations, puis les compare en terme de taux d’erreur.
Mode DVFS HOST CloudSim Erreur (%)Durée (s) Consommation (Wh) Durée (s) Consommation (Wh)
PERFORMANCE 213 5.72 213 5.61 -1.92
ONDEMAND 213 5.57 213 5.49 -1.43
CONSERVATIVE 213 5.68 213 5.64 -1.71
POWERSAVE 259 6.37 260 6.33 -0.63
TABLE 3 – Comparaison des résultats de consommation énergétique entre la machineHOST et CloudSim
dans les quatre modes de DVFS
4.4.3. Analyse des résultats
Il est intéressant de constater que sur un exemple simple comme celui-ci, les résultats, au point de vue
du temps d’exécution et des consommations énergétiques respectent la logique des différents modes
du DVFS et qu’il y a une cohérence entre les mesures réelles et les résultats du simulateur. Les modes
OnDemand (figure 2(b)) et Conservative (figure 2(c)), ont des temps d’exécution similaire au mode Per-
formance car il n’implique pas (ou très peu) de ralentissement d’exécution en augmentant la fréquence
des CPUs directement lorsque cela est nécessaire, et ainsi le mode OnDemand est celui qui donne le
meilleur résultat de consommation énergétique car il est plus réactif lors des diminutions de fréquence
que le mode Conservative. Le résultat du mode PowerSave est compréhensible, car même si théori-
quement c’est ce mode qui donne les consommations les plus basses à un instant t, l’expérience est
beaucoup plus longue, dûe à la faible fréquence du CPU, ce qui n’est pas favorable d’un point de vue
énergétique.
5. Application Électromagnétique : TLM
Ayant analyser le comportement du DVFS dans CloudSim avec une application simple dans la section
précédente, cette section présente d’autres résultats de comparaison avec une application parallèle plus
complexe implémentant la méthode TLM (Transmission Line matrix Method).
La TLM est une méthode numérique pour la simulation électromagnétique qui représente un environ-
nement de propagation de champs électromagnétique à travers un réseau de lignes de transmission. Ce
modèle de propagation réside sur l’équivalence qui existe entre les champs électriques et magnétiques
ainsi qu’entre les tensions et les courants dans un réseau de lignes de transmission. Une présentation
détaillée de la méthode TLM, est décrite dans [7].
La résolution de cette méthode de manière parallèle sur une grille de calcul, est basée sur un découpage
de la structure suivant les trois axes. Les volumes obtenus sont assimilés à des tâches, exécutées chacune
sur une machine, un CPU, ou un coeur de processeur, échangeant des informations via la bibliothèque
MPI (Message Passing Interface).
5.1. Solveur CPLEX
Le solveur IBM Ilog CPLEX a été utilisé pour déterminer la fréquence optimale fixe, en fonction des
paramètres d’entrée de la TLM (taille de la structure et nombre d’itérations), du débit et de la latence
réseau et des valeurs de puissance des machines. Le problème a été décrit comme suit :
H : Nœud utilisé
Tnet et Tcpu : Temps réseau et Temps CPU.
F = {f1, f2, ..., fn−1, fn} : Fréquences disponibles sur le noeud H, avec fn−1 < fn.
lHcpu(fi) et d
H
cpu(fi) : Puissances délivrées par le noeud H à 0% et 100% d’utilisation CPU.
zfi : Variable binaire, égale à 1 si fi est utilisée, 0 sinon.
Le modèle de prédiction de temps CPU et temps réseau de la TLM présenté dans [1] a été utilisé :
Tcpu = C1+nlnxnynzC2 , Tnet =
(
L+
nxny
D
)
∗ 4nl , avec nx, ny,nz les dimensions de l’environnement
TLM, nl le nombre d’itérations, C1 et C2 des constantes estimées par des expérimentations passées, L et
D la latence et le débit réseau.
L’expression de l’énergie E à minimiser est :
E = Tnet ∗
[
lHcpu(f1) ∗ z
f
a + ...+ l
H
cpu(fn) ∗ z
f
n
]
+ (Tcpu ∗ fn)
[
dHcpu(f1)∗z
f
a
f1
+ ... +
dHcpu(fn)∗z
f
n
fn
]
avec la contrainte :
∑n
i=1 z
f
i = 1, qui autorise l’utilisation d’une seule fréquence à la fois.
5.2. ExpérimentationsGrid’5000 et simulations CloudSim
Les expérimentations ont été menées sur le site de Reims de Grid’5000, dont la configuration est : HP
Proliant DL165 G7, CPU :AMDOpteron 6164 HE 1.7GHz, 12 MB L3 cache, 44 nœuds de 2 CPUs avec 12
cœurs par CPU (1056 cœurs). La TLM a été exécutée sur deux nœuds utilisés à 100%, soit sur 48 cœurs,
avec une tâche TLM sur chacun des cœurs. Les paramètres d’entrée utilisés sont : nx=172,ny=90,nz=12,
nl=26000. Le débit et la latence mesurés sur Reims sont :D=700Mbit/s et L=4*10−5s.
5.3. Résultats
Les valeurs en gras dans le tableau 4 sont les valeurs obtenues avec CloudSim, les autres sont les valeurs
moyennes relevées lors des expérimentations sur Grid’5000.
Mode DVFS
Durée (s) Énergie (Wh)
Moyenne Ecart-Type % Erreur Moyenne Ecart-Type % Erreur
Performance (1.7GHz) 8320 8338315 414 -0.06 832 75 -0.12
Optimale (1.5GHz) 8580 8318262 367 -3.7 832 30 0.12
OnDemand 8320 743
8320 367 0 827 40 11.31
TABLE 4 – Comparaison des résultats de temps d’exécution et de consommation entre les expériences
Grid’5000 (moyennes calculées sur environ 5 expériences) et CloudSim
5.3.1. Analyse des résultats
Concernant les résultats obtenus avec le simulateur, on peut remarquer que l’on retrouve la logique
attendue : la fréquence optimale théorique donnée par le solveur obtient un résultat de consommation
plus faible que la fréquencemaximale, malgré un temps d’exécution plus long et le mode OnDemand est
encore plus économique avec un gain -10.5% par rapport à la fréquence optimale. Les soucis de latence
réseau et de débit sont gommés dans le simulateur, alors que les valeurs relevées lors des expérimenta-
tions réelles sont très influencées par ces variations. En analysant les résultats de deux modes différents
ayant été exécutés sur les mêmes nœuds, ou deux expériences à fréquences égales sur les deux mêmes
nœuds, on se rend compte que c’est essentiellement le temps de communication entre les tâches qui a
beaucoup varié. Cette variation parasite perturbe le résultat global, alors que le changement de mode
DVFS impacte uniquement le temps de calcul et n’influence pas le temps passé en communication. Les
valeurs d’écart-type élevées montrent la dispersion non négligeable des mesures relevées, dûes grande-
ment à la variation de performance du réseau de l’environnement utilisé. Pour le calcul énergétique, les
PDUs disponibles sur le site de Reims ont été interrogés une fois par seconde, mais leurs mesures ne sont
actualisées que par intervalle de 3 secondes ce qui nuit également au calcul de l’énergie consommée.
6. Conclusion
Le but de cet article était tout d’abord de décrire tous les outils nécessaires dans un simulateur afin
d’être en mesure de simuler la consommation énergétique d’une ou plusieurs machines durant une
expérience, de décrire la méthodologie à appliquer afin de pouvoir comparer et évaluer une implémen-
tation du DVFS dans CloudSim sur un exemple simple. La première partie de l’article montre le bon
fonctionnement du DVFS dans le simulateur, et la deuxième partie met en évidence la difficulté d’ob-
tenir des valeurs de consommation fiables sur une plate-forme réelle, notamment dûes aux mesures
de puissance peu précises mais aussi aux temps d’exécution assez variables en fonction des ressources
utilisées. Les futures expériences se dérouleront dans un environnement plus isolé avec des systèmes
de mesures de puissances cumulées plus précis. Les travaux futurs avec le simulateur CloudSim seront
dédiés au développement d’algorithmes de placement et gestion de qualité de service.
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