-INTRODUCTION
The position-sensitive atom probe (POSAP) has provided, for the first time, the capability of obtaining both chemical identity and spatial information from a sequence of single atoms field evaporated from a specimen, thus allowing the chemical variations present in the sample to be reconstructed in 3-dimensions [1, 2, 3] . Despite limitations in mass resolution, this instrument has shown the unique advantages of being able to access such data. In particular, the ability to analyse small particles without the difficulties of probe hole alignment, and the direct observation of phase morphology provide powerful complements to the information that can be obtained from conventional atom probes. However, these advantages also entail distinct problems in data storage and, more particularly, in representation.
Although the objects to be displayed are, in principle, simple -the most basic rendering being no more than a set of atom positions -the means by which the data should be presented to the viewer, so as to retain the 3-D information, is far from obvious. The sheer volume of information presents a problem if we wish to manipulate the data (e.g. rotate, zoom) at a reasonable animation rate.
The recent advent of graphics supercomputers presents a cost-effective solution to the difficulties of real-time visualisation of 3-dimensional atom probe data. Not only are these computers equipped with software designed for displaying 3-D objects (as opposed to the more conventional 2-D graphics libraries) but the hardware is configured for the high-speed rendering required if the graphical objects are to be animated in real-time. In addition, the computing power of such systems provides a suitable means to apply a range of data analysis techniques, even on the hundreds of thousands of ions routinely collected in an analysis with the 15' acceptance angle of the POSAP. In this paper, we have used a StellarTM GS I OOOTM graphics supercomputer f4] to develop a range of representation and analysis techniques for use on the data obtained from the Oxford POSAP. All programs where written in C using the StellarTM PHIGS+ graphics library with extra representations generated using the StellarTM Application Visualisation System (AVSTM) software.
-DATA REPRESENTATION
As might perhaps be expected, no single method of graphical representation (or visualisation) of 3-dimensional atom probe data is applicable to all cases, and different techniques must be chosen according to the information which is required. It seems however that in many situations the most straightforward methods can prove to be the most effective. The simplest technique possible is to display the position of each atom of the element of interest with a marker, usually a single pixel dot. In figure 1, this method is used to display the Cu distribution from the POSAP analysis of a 6' precipitate in A1-4%Cu-0.3%Mg-0.4%Ag solution treated and aged for 24 h at 170'C (see 151 for further details). Multiple species may be represented by markers of different colours, although the use of more than 3 colours simultaneously is of limited value. The special nature of the marker as a graphics primitive which is not affected by the later stages of rendering (scaling, lighting, etc.) means that a large number of atoms can be represented in this way whilst still allowing a reasonably fast refresh rate for rotations, etc.. It is this capability for real-time graphics manipulation which imparts much of the important spatial information to the observer, despite the simple representation. Indeed, the use of more complex rendering methods, such as perspective or depth cueing (dimming objects as a function of their distance from the observer) seems to impart little extra information; rather this can detract from the interpretation of the image. A 3-dimensional box is also displayed, which can be moved and sized interactively, allowing a region of interest to be defined for a selective analysis.
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Although it is possible, when there is a low-index pole in the field of view, to construct an absolute depth scale 121, more usually the z ordimate of an atom must be estimated from the total number of ions detected, using some calibration for the number of ions per atomic plane. In most cases any error in this estimate will only lead to a slight distortion of the observed morphologies, which, while not serious, must be borne in mind in the interpretation of the images. However, such an estimate includes an implicit assumption that field evaporation is occumng uniformly from all parts of the analysed area, which is not necessarily true. The effect of non-uniform evaporation can be seen especially in thin films, as is shown in the analysis of a metallic multilayer, figure 2a. Using a simple depth-scaling algorithm, the layers appear to be non-uniform in thickness, although the interfaces are chemically abrupt over any small region (as shown by selected area depth profiles computed fmm the data [6]). But the presence of distinct variations in the apparent density of atoms shows that this is an artefact of the depth scaling, rather than a feature of the layers. By calculating the depth of an atom on the basis of the number of ions detected in its vicinity, this effect can be eliminated (figure 2b), showing that the layers are in fact uniform and reasonably flat. The question of defining a distance scale (in any direction) is more difficult in multi-phase alloys where a significant difference in evaporation field exists, since strong local magnification effects occur. It may be possible to rescale the data obtained from such structures, on the basis of constant atomic density, but such an algorithm would need to be worked out with extreme care if it is not to introduce more artefacts than it removes.
. -.. The use of point markers to represent the data is particularly effective in the analysis of isolated particles, but tends to appear a little confusing when observing percolated structures, where differences in composition are often smaller (and may be further complicated by local magnification effects). By including depth cueing the representation can be made clearer, but interpreting the images remains difficult, especially for the fmest structures. Variations in composition can be represented more quantitatively by a grid mesh (e.g figure 3) where the colour at each intersection of the grid is related to the composition of the region around the point. This concept of a composition grid is important, not only for graphical representation, but also in defining 'blocks' for statistical and morphological analysis (see below). For the grid representation, the analysis volume is broken up into cubes (figure 4a) of side equal to of the image diameter. Each cube will now contain a small number of atoms, from which the composition is calculated. The actual number of atoms falling into every sample cube will vary, not only from specimen to specimen, but also in different parts of a given analysis due to local magnification effects or variation in detection efficiency.
The composition mesh itself is drawn using line segments between the grid points, the colour along this line being a linear interpolation of the colours calculated for the points at the two ends. Z-buffering is used, so that lines closer to the observer hide those further away. In order to remove the aliasing effect that is observed for a totally regular lattice (the grid almost disappears when viewed along principle directions), the mesh points are mndomised slightly about their real positions, giving a uniform impression whatever the viewing angle. The actual colouring used in the displayed mesh can follow a number of schemes, the simplest being the use of a single hue, the intensity of which is equal to the atomic fraction of the element of interest. A more complex technique, which works well with spinodally decomposed alloys, is to use two colours for the two 'phases', as in the analysis of a CF3 grade duplex stainless steel, shown in figure 3 . The Fe-rich regions are represented by blue grid points, and the Cr-rich regions are coloured green, with the threshold composition between the two phases being defined by the mean of the upper and lower deciles of the sample distribution. (A set of decile is that group of compositions which divides the sample distribution into 10 equal paris.) Although it might seem easier to use a mean for the threshold value, this would be subject to variations with the volume fraction of the phases. Similarly, a median value would lend too much weight to statistical variations at the upper and lower end of the distribution. Although the grid mesh now uses a more complex rendering to represent the data, the reduction in the number of graphics primitives means that the refresh rate for the image is still sufficiently short for intemctive manipulation of the image. It is also noticeable that the z-buffering also produces a degree of depth cueing, since Cr-rich regions at the back of the object appear distinctly dimmer than those regions at the front. This is useful for systems where depth-cued lines are unavailable, or are rendered at unacceptable rates. An alternative representation of the mesh using planes of coloured semi-transparent triangles was also tried, but found to be less effective than the simpler technique using lines. Although only single representations have been discussed, it is obviously possible to combine techniques where the need arises. Thus, within a mesh representation, the position of atoms of a lesser constituent can be indicated using suitably sized markers or, where rendering speeds allow, spheres.
-STATISTICAL ANALYSIS
As is the case for depth profiling in conventional atom probe analysis, characterisation of composition fluctuations at a low amplitude in 3-dimensional atom probe data requires specific statistical analysis. Fortunately, some of the techniques used for the analysis of sampled data are applicable to both cases, and so permit some degree of comparison between results obtained with the two instruments. The process of sampling the 3-D data is carried out in one of two ways (as shown in figure 4), depending on whether the spatial information in the initial data is to be retained, or whether a uniform block size is required. In an autocorrelation analysis, where the spatial information is important, the number of ions used to calculate the composition at each point may vary (such as in conventional atom probe data, where the composition of successive atomic planes will be calculated on varying numbers of ions in each plane). Only the number of composition points is required for testing the significance of the resulting autocorrelogram. The analysis of sample distributions, however, requires a constant sample size for the problem to be tractable.
For a 3-D grid of composition points, both the composition data and its autocorrelation can be represented as a matrix, with the lag now being a 3-dimensional vector, k. For a matrix of composition points C k ) , the autocorrelation is given by:
Nx NV Nz Figure 5 shows the projections of the 3-D autocorrelogram obtained from the analyses of a CF3 grade duplex stainless steel (Fe-21.6%Cr-8%Ni-1.4%Si-0.5%Mn-0.03%C) aged for lOOOOh at 40OSC, and 70000h at 300°C. Each line in the meshes that make up the surfaces represents a unit step of kx or ky and the height displacement is proportional to the value R M . In order to accommodate the cylindrical shape of the analysed volume, only terms for which C w and C(x+kJ are both in this volume are considered. This is equivalent to embedding the cylinder in a medium of homogenous composition equal to the analysed mean. It can be seen that the 3-D autocorrelogmm has many features in common with the conventional 1-dimensional version -from a positive region around R(0,0,0)=1.0, the plot goes through a series of positive and negative regions with a wavelength which is similar to that of the composition data. The position of the first minimum varies with direction in the x-y plane and this is consistent with the well-known variability in the autocorrelation function obtained from conventional AP experiments. The same care must be taken in interpreting the 3-D autocorrelogram; for example, lags greater than 'I4 of the number of samples in any direction are dominated by end effects and should be ignored. As in 1-dimensional autocorrelograms, the mean and variance of R&)
can be used as a test of statistical significance. The standard deviation of the values of the autocorrelation function shown in figure 5a differs very significantly (20 standard errors) from that expected from a random distribution, whilst the difference for the autocorrelogram of figure 5b is only 2.5 standard errors (5% significance level).
For constant block-size sampling, the analysis area is divided into cells, and the ions falling into each cell are sampled into the required blocks ( figure 4b ). This is equivalent to carrying out several adjacent atom probe depth profiles simultaneously across the image. Although there is loss of registry between the z range of the resulting blocks, this is not important for a sample distribution analysis since the null hypothesis (a random solute distribution) would give a binomial frequency distribution irrespective of the spatial arrangement of the blocks. By sampling the POSAP data in this way, the amplitude of composition fluctuations (Pa) present in the material can be calculated using the maximum likelihood method [7] . For any given cell size used in sampling, it is found that the significance of the calculated amplitude, given by Pa/a(Pa), varies as a function of block size in the same way as observed for conventional atom probe data. This is shown in figure 6 , which gives the Pa measurements for the stainless steel aged for 70000h at 300°C. Small block sizes average over a small volume, but the limited number of ions in each sample restricts the significance in the calculated P, . As the block size increases, so does the significance, until the sample volume becomes so large that sampling begins to smooth out the composition fluctuations, and the Pa falls. By taking the most significant values of Pa for the various cell sizes, we can see the variation of measured maximum Pa values as a function of cell size (figure 7). The best estimate for the amplitude of the composition fluctuations is given by the maximum of this second curve, Pa = 0.08. This value compares with Pa=O. 1 1 measured in the conventional atom probe [8] , which is within the variations obsewed between different specimens in AP analysis. Analysis of the steel aged for lOOOOh at 400°C yielded a value of Pa=0.21, identical with atom probe results from the same material.
-MORPHOLOGY
Whilst the autocorrelation and sample distribution analyses are extensions of techniques previously used on I-dimensional atom probe data, the spatial information obtained from instruments such as the POSAP makes it possible to carry out studies of morphology which would be impossible with any other technique. These include, in particular, the analysis of percolation, connectivity and fractal dimensions. This type of parameterisation has been attempted using field-ion micrographs and field evaporation micrographs [9, 101, but the POSAP allows direct measurements on the basis of chemical variations, without the necessity for image processing techniques. Such measurements are of particular interest in the analysis of spinodally decomposed alloys, since bulk physical properties may depend not only on the amplitude and scale of the composition fluctuations but also on the detailed topology of the microstructure. Unlike isolated particles, which are reasonably well defined by size and number densities, percolated microstructures (which contain an infinite particle) are difficult to characterise. The development of suitable strategies is therefore of great importance. One can conceive of two ways of making such morphological measurements, one being on the basis of the distribution of single atoms, the other using the topology of A and B regions from the 3-D grid of composition points described earlier. Although the direct use of atom positions is complicated by the loss of spatial information inherent in the field evaporation process, so that nearest neighbour relationships are not known exactly, some of the methods used in the characterisation of amorphous alloys (e.g the construction of radical and Voronoi polyhedra) may provide a way to extract data on short range phenomena. However, the grid construction provides a more practical approach to morphological measurements.
The simplest morphological property of a microstructure that can be investigated is whether or not it is percolated, that is whether it is possible to traverse the volume of the material whilst remaining within one phase. Having defined the set of B points, or nodes (figure 8), percolation of the grid structure can be determined using a short recursive algorithm. An important distinction to be born in mind is that the structure being investigated has been synthetized from the measured data and is therefore an artificial structure, albeit one with an intimate relationship to the microstructure under investigation. Where the analysis volume is reasonably large, and not intersected by large isolated precipitates, this measurement gives a good indication of percolation in the original material. This technique is especially useful in the case of fine structures where interconnectivity cannot be seen clearly in the FIM or POSAP image. In figure 3a for example, the fine Cr rich phase forms a thread-like structure which shows all indications that it & interconnected, but such an assertion is difficult to prove solely on the basis of this image. Using the grid method, we can show that it is indeed percolated, as is the structure in figure 3b.
An alloy is either percolated or not, and a test of percolation does not enable more subtle distinctions between different percolated strucures to be made. Furthermore, as was pointed out above, the structure is a synthetic one and the properties of the structure are dependent on the scale chosen to construct the grid. However, using fractal techniques, this behaviour can be used as a means to characterise the structure. A unique 'fractal dimension' of these structures is not well defined and the results presented here are some of the prelimary studies of the scaling of different properties of the grid structure. There will be a lower cut-off to any scaling of the order of the atomic dimensions and an upper cutoff of the order of the size of the analysed volume. One simple scaling ratio that was considered was the gradient, D, of In(V1) vs. In(l/r) plot, where V1 is the number of links making up the structure (a volume term), as shown in figure 8 and r is the length scale (distance between grid points). For a non-fractal structure a value of three is expected for D.
The results for a 5nm diameter copper precipitate in a Fe-l.lSat%Cu alloy aged for 2hrs at SOO' C, and the CF3 alloy aged for 70000h at 350'C are shown in figure 9a. Both have a ratio greater than 3, with a value of D=3.3 for the precipitate and, as expected, an even greater value of D=3.4 for the more ramified spinodal structure, although the difference is rather small.
In figure 9b , the scaling of the ratio of the surface (measured by the number of A-B connections) and the volume (measured by the total number of B-nodes) is examined. Here, only the large connected regions of the structure are considered, rather than including any isolated particles that might also be present (as shown in figure 8 ). The log of the number of surface links (S1) is plotted against the log of the number of B nodes (V,) in this figure. A computed curve for a sphere is compared to the measured values for the precipitate and the spinodal structure considered above. The slope computed for the sphere is 0.66, in agreement with the value that would be expected for a non-fractal object. The value for the precipitate is 0.8 and the value for the percolated structure is 0.9, indicating once again that both structures are mmified and that the percolated structure is the more ramified of the two. Although these results are at a preliminary stage, both these examples show that the fractal dimensions of a structure may provide a method of quantifying the differences in topology between different microstructures. 
