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RESUME : La réalisation d'un système précis de reconnaissance des langues de signes arabe (RLSAr) a un large im-
pact social. Un tel système rendra la communication facile entre les sourds-muets et les citoyens ordinaires dans le 
monde arabe. Cependant, la réalisation d'un système (RLSAr) reste très difficile à réaliser puisque la (LSA) présente de 
nombreux détails et caractéristiques en raison des grandes variations dans les actions des mains. Dans ce travail, nous 
proposons un système de (RLSAr) basé sur les réseaux de neurones convolutionnels qui extrait automatiquement les 
caractéristiques discriminantes des signes représentant les chiffres et les caractères. Nous validons le système proposé 
sur un jeu de données réel et nous démontrons son efficacité par rapport aux approches traditionnelles basés sur les k-
plus proches voisins (KNN) machines à vecteurs de support (SVM). 
Mots clés : Langage de signes arabe, Apprentissage profond, réseaux de neurones convolutionnels (CNNs), reconnais-
sance des gestes. 
1 INTRODUCTION  
La communauté des sourds repose sur la langue des 
signes comme principal moyen de communication. 
Pour des millions de personnes dans le monde qui 
souffrent de déficience auditive, l'interaction avec les 
personnes malentendantes est assez difficile. Le princi-
pal objectif de la reconnaissance de la langue des 
signes (RLS) est le développement des systèmes auto-
matiques pour faciliter la communication avec la com-
munauté des sourds. La langue des signes étant avant 
tout un ensemble de gestes, ce qui met le développe-
ment des systèmes de (RLS) fortement lié aux progrès 
des techniques de la reconnaissance des gestes. La 
reconnaissance des gestes implique des processus 
complexes tels que la modélisation du mouvement, 
l'analyse du mouvement, la reconnaissance de formes 
et l'apprentissage automatique [1].  La reconnaissance 
des gestes peut être obtenue en utilisant une approche 
basée sur la vision ou basée sur un capteur [2].  
L’approche basée sur la vision nécessite l'acquisition 
d'images ou de vidéos des gestes de la main via une 
caméra vidéo tandis que pour l’approche basées sur les 
capteurs nécessitent l'utilisation de capteurs et d'ins-
truments pour capter le mouvement, la position et la 
vitesse de la main. Comparée aux autres gestes, la 
langue des signes est plus structurée. Elle a un grand 
ensemble de signes où chaque signe a une signification 
spécifique.  
Par exemple, la langue des signes américaine (ASL) 
compte environ 6000 signes [3].  
Dans le monde entier, il existe différentes langues de 
signes, telles que la langue des signes américaine, la 
langue des signes australienne, la langue des signes 
coréenne et la langue des signes arabe. Chacune a ses 
caractéristiques et différentes significations pour diffé-
rents gestes. 
L’objectif de ce travail est de proposer un premier 
système de (RLS) pour reconnaître la langue des signes 
arabe (LSAr). Ce système est basé sur les réseaux de 
neurones convolutionnels pour la reconnaissance des 
gestes statiques de (LSAr) représentants les chiffres et 
les  caractères. L’idée est de tirer bénéfice des perfor-
mances et robustesse des CNNs pour l’extraction des 
caractéristiques de ces gestes.  
Le reste de cet article est structuré de la façon sui-
vante : La section 2 présente un bilan des travaux exis-
tants pour la (RLSAr). L'architecture du système pro-
posé est présentée dans la section 3. Les résultats expé-
rimentaux sont détaillés dans la section 4. Enfin, des 
conclusions sont tirées des résultats expérimentaux. 
2 TRAVAUX CONNEXES 
Les techniques de reconnaissance des gestes proposées 
dans la littérature ne sont pas toujours adéquates pour 
les RLS. En conséquence, le domaine de la RLS a 
développé sa propre littérature au fil des années. Les 
systèmes (RLSAr), en particulier, n'ont pas fait objet 
d’une grande attention que durant ces dernières années.  
Dans [4], les auteurs ont utilisé des gants colorés pour 
collecter les données des alphabets (RLSAr) auprès de 
plusieurs utilisateurs, où un système adaptatif 
d’inférence neuro-fuzzy était l’approche de reconnais-
sance.  Fasihuddin et al. [5] ont proposé un système 
interactif  permettant aux  apprenants non handicapés 
qui souhaitent apprendre la langue des signes arabe de 
pratiquer la (RLSAr) à différents niveaux et de s'auto-
évaluer. Ce système utilise l’algorithme K-plus proche 
voisin pour la classification des signes.  Dans [6], les 
auteurs ont proposé un système visuel automatique qui 
traduit les signes de mots arabe isolés en texte. Ce 
système comporte quatre étapes principales : la seg-
mentation et le suivi de la main par un détecteur de la 
peau, l'extraction des caractéristiques et enfin la classi-
fication se font par la distance euclidienne puisque les 
données ne sont pas assez volumineuse. Luqman et al. 
[7] ont allé plus loin en proposant un système automa-
tique effectuant en même temps une analyse morpho-
logique, syntaxique et sémantique sur une phrase arabe 
pour la traduire en une phrase avec la grammaire et la 
structure de (LSAr). Maraqa et al. [8], ont comparé 
deux systèmes basés sur les réseaux de neurones : feed-
forward [9] et récurrents [10] et ils ont trouvé que le 
système ayant une architecture entièrement récurrente 
offre les meilleures performances avec une précision de 
95% pour la reconnaissance des signes statiques. 
3 ARCHITECTURE DU SYSTEME PROPOSE : 
Le système utilisé est un réseau neuronal convolutif 
[8]. La figure 1 montre l’architecture détaillée du sys-
tème proposé. Elle est constituée de sept couches adja-
centes,  la couche Conv1 est une couche de convolu-
tion avec six cartes de caractéristiques de taille 28×28 
avec un filtre de taille 5×5. La couche Max-pool1 est 
une couche de pooling de taille 2×2. La couche dropout 
est une couche pour désactiver 50 % des neurones. La 
couche Conv2 est la deuxième couche de convolution 
avec 16 cartes de caractéristiques de taille 10×10 avec 
un filtre de taille 5×5 la couche Max-pool2 est une 
couche de pooling avec une taille 2×2, ces premières 
couches servent à extraire les caractéristiques de 
l’image en entrée. Les trois dernières couches Fc1, Fc2 
et Softmax sont responsable de prédire la classe de 
l’image présentée en entrée du modèle parmi les 39 
classes des chiffres et lettres du langage de signes 
Arabe. 
Fig 1 : Architecture du système proposé  
4 RESULTATS EXPERIMENTAUX 
4.1.1 Base de données 
Pour évaluer le système proposé nous avons utilisé une base 
de données des images contenant 2030 images des chiffres 
(de 0 à 10) et 5839 images de 28 lettres du langage de signes 
Arabe, c-à-d un total de 7869 images couleurs de taille 
256×256 pixels. Cet ensemble d’images est collectée par un 
ensemble d’étudiants de la faculté Polydisciplinaire de Ouar-
zazate, relevant de l’université Ibn Zohr d’Agadir. Ces 
images sont acquises par une caméra professionnelle de 
marque Canon®. La figure 2 montre quelques images ex-
traites de la base de données utilisée. Nous notons que toutes 
les images de la base de données ont été redimensionnées à 
32 × 32 pixels avant d’alimenter notre système de reconnais-
sance. 
 
Fig 2 : Exemples d’images extraites de la base de 
données utilisée. 
4.1.2 Résultats et discussions 
Pour l’expérimentation, les images de notre base de 
données ont été mélangées de manière aléatoire et 
scindées en un ensemble d’apprentissage et de test. 
Pour étudier les performances de notre système, nous 
varions le nombre d'images de l'ensemble d'apprentis-
sage de 50% à 80% et entre 50 % et 20% dans l'en-
semble de test et nous enregistrons le taux de recon-
naissance obtenu à l'aide de ces ensembles. Le tableau 
2 illustre le taux de reconnaissance obtenu en utilisant 
différentes tailles de l’ensemble d’apprentissage. 
Comme nous pouvons le constater, la précision atteint 
90,02% lorsque 80% des images de la base de données 
sont utilisées pour l’entraînement.  
 
  
Nombre d’images  
d’apprentissage (%) 
Taux de reconnaissance 
(%) 
50 83.27 
60 85.64 
70  88.47 
80  90.02 
Tableau 1 : Taux de reconnaissance Vs nombre d'échantil-
lons d'entraînement 
Les figures 3 et 4 montrent les courbes obtenues du 
taux de reconnaissance et de perte respectivement en 
fonction du  nombre d’époques par notre modèle pro-
posé. La Fig. 3 montre que notre réseau se comporte 
très bien et aucun signe de sur-ajustement n’est remar-
qué dans la figure 4.  
fig 3 : Taux de reconnaissance en utilisant 80 % d’images 
durant l ‘apprentissage 
fig 4 : Taux d’erreur en utilisant 80 % d’images durant 
l ‘apprentissage 
Finalement, le système proposé est comparé à diverses 
techniques de classification les plus utilisées dans le 
domaine de (RLSAr) à savoir le classifieur K-plus 
proche voisin (Kpp) avec distance euclidienne et les 
machines à vecteurs de support (SVM) avec différents 
noyaux. Le tableau 2 présente les performances obte-
nues par la méthode proposée et les autres classifieurs 
en utilisant 80 % des données pour l’apprentissage. 
Comme nous pouvons le constater, l’approche propo-
sée offre les meilleures performances malgré la diversi-
té des classifieurs utilisés. 
. 
Classifieur Le taux de reconnais-
sance 
Kpp [12] 66% 
SVM à noyau linéaire [13]  84% 
SVM à noyau polynomiale 
[14] 
85% 
SVM  à noyau RBF [15] 88% 
Système proposé 90.02 % 
Tableau 2 : Comparaison du système proposé avec d’autres 
classifieurs 
5 CONCLUSION 
Dans ce papier nous avons proposé un système de 
reconnaissance des chiffres et des lettres de la langue 
de signes arabe basé sur les réseaux de neurones à 
convolution. Le système proposé extrait les caractéris-
tiques de chaque caractère directement à partir des 
images sans étapes de prétraitement. L’évaluation de 
notre système montre son efficacité à reconnaître les 
chiffres et les lettres ; il donne des performances inté-
ressantes par  rapport aux autres systèmes existants 
dans la littérature. 
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