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In einem Artikel von 1964 [LC1] hat Le Cam den sogenannten -Abstand zwi-
schen Experimenten eingef

uhrt (siehe auch [LC2] und [LC,Y]). Wenn dieser Ab-
stand f

ur zwei gegebene Experimente klein ist, so gilt, grob gesagt, da die stati-
stischen Eigenschaften beider Modelle

ahnlich sind.
Das Ziel dieser Arbeit ist es, mithilfe des -Abstandes asymptotische

Aquiva-
lenz zwischen einer Folge von nichtparametrischen Experimenten und einer Folge
Gauscher Shift-Experimente zu beweisen.
Ein wichtiges Hilfsmittel zum Beweis dieser

Aquivalenz ist das sogenannte Coup-
ling von stochastischen Prozessen. Als Coupling bezeichnet man die Konstrukti-
on von Zufallsvariablen auf einem gemeinsamen Wahrscheinlichkeitsraum, so da
diese nahe beieinander liegen. Die hier benutzte Methode wird auch als Ungari-
sche Konstruktion oder KMT Approximation bezeichnet.
Wir beweisen in dieser Arbeit, da ein Modell, in dem unabh

angige, nicht iden-




Das zweite Hauptresultat ist der Beweis f

ur die funktionale Version eines Coup-
lings des sequentiellen empirischen Prozesses und des Kiefer-M

uller Prozesses
(Satz(5.15)). Dieser Satz ist dann das wichtigste Hilfsmittel zum Beweis des

Aqui-
valenzresultates, er ist aber auch von eigener Bedeutung.
Die asymptotische






ur nichtparametrische Modelle zu denieren. Asymptoti-
sche

Aquivalenz zweier Folgen von Experimenten formalisiert die Aussage, da






agt der -Abstand zweier Experimente  > 0, so gilt, da f

ur jede Entschei-
dungsfunktion im ersten Experiment eine solche im zweiten existiert, so da die




uber den Parameterraum und alle durch
1 beschr

ankten Verlustfunktionen beliebig nahe an  liegt.
Mit anderen Worten: Asymptotische

Aquivalenz beinhaltet eine Existenzaussage








unschenswert, wenn man gleichzeitig mit dem Beweis asym-
ptotischer

Aquivalenz ein Rezept bekommen w

urde, wie nun Entscheidungsfunk-
tionen \






das einfachere Modell untersuchen und k

onnte sich ohne viel Arbeit einen opti-
malen Sch

atzer oder Test im komplizierteren Modell verschaen.
Einleitung 7
In dieser Lage ist man beim Ergebnis von Brown und Low [B,L], wo asymptoti-
sche

Aquivalenz von nichtparametrischer Regression und einem Gauschen Shift-
Modell bewiesen wird.
Im vorliegenden Fall ist dies leider nicht so einfach. Zwar ist der Beweis konstruk-
tiv (wie der Name \Ungarische Konstruktion" bereits vermuten l

at), allerdings
ist der Beweis viel zu lang und die Konstruktion im Satz(5.15) zu kompliziert,
als da man eine einfache Regel erwarten kann, mit der sich Prozeduren

aquiva-





Aquivalenzresultate zu nden. Klemel

a und Nussbaum





Glattheitsklasse nicht optimalen) Resultate beweisen.
Die letzten Jahre haben eine ganze Reihe von Ergebnissen hervorgebracht, in de-
nen asymptotische

Aquivalenz von (komplizierten) Modellen zu Gauschen Mo-
dellen bewiesen wurde. Das erste war 1991 das bereits erw

ahnte von Brown &
Low [B,L].
Nussbaum [N] hat 1996 einen Durchbruch erzielt, als er ein nicht Gausches
(Dichte-)Modell durch ein Gausches approximieren konnte. In dieser Arbeit wur-
de auch erstmals die Bedeutung der Ungarischen Konstruktion in diesem Zusam-
menhang klar - insbesondere deren funktionale Versionen.
Die Resultate von Grama und Nussbaum [G,N] und von Milstein und Nussbaum
[M,N] und auch das hier vorgestellte beruhen auf

ahnlichen Prinzipien wie denen,
die in der Arbeit von Nussbaum [N] entwickelt wurden.
Das von uns betrachtete Experiment hat eine Struktur, die bereits von Millar in





n-konsistente, asymptotisch normale Sch

atzer existieren. Dies ist auch
eine Motivation daf

ur gewesen, dieses Modell auf asymptotische

Aquivalenz zu
einem Gauschen Shift-Modell zu untersuchen.
In diesem statistischen Experiment beobachtet man n unabh

angige Zufallsvaria-
ble, die allerdings nicht dieselbe Verteilung besitzen, sondern vielmehr ist die i-te
Beobachtung gem

a einer Dichte h(i=n; :) verteilt. Dabei ist die Funktion h eine
Familie von Dichten auf dem Einheitsintervall.
Die Funktionen h geh

oren der Klasse von h

olderstetigen Funktionen auf dem
Einheitsquadrat mit Glattheitsparameter  > 3 an, so da wir es mit einem
nichtparametrischen Modell zu tun haben.
Dieses Modell beinhaltet das von Nussbaum in [N] untersuchte und verallgemei-
nert es in der Hinsicht, da die Daten nicht mehr identisch verteilt sein m

ussen.
Allerdings wird die von Nussbaum erreichte Optimalit

at in Bezug auf den Glatt-
7
8 Einleitung
heitsparameter hier nicht erreicht.
Wie der Vergleich mit Resultaten von Brown und Low [B,L] und Nussbaum [N]







ultigkeit behalten sollte, gerade gegeben durch die h

olderstetigen Funktionen
mit Glattheit  > 1. F





ahnt, wird beim Beweis der asymptotischen

Aquivalenz ganz ent-
scheidend von einem Coupling des sequentiellen empirischen Prozesses und des
(diskretisierten) Kiefer-M

uller Prozesses Gebrauch gemacht.
Forschung auf diesem Gebiet begann in den Sechziger Jahren etwa mit den Arbei-
ten von Brillinger, Kiefer und M

uller ([B], [Ki], [M]). Wegen des Satzes von Dudley
und Strassen \nearby variables for nearby laws" (vgl. [D] S.318) war klar, da
man f

ur nahe beieinander liegende Wahrscheinlichkeitsmae auch Zufallsvariable
(bzw. stochastische Prozesse) auf einem gemeinsamen Wahrscheinlichkeitsraum
so denieren kann, da diese nahe beieinander liegen.
Eine von vielen Autoren benutzte Methode zur Konstruktion ist die Skorokhod-
Einbettung. Die aus dieser Konstruktion folgenden Konvergenzgeschwindigkeiten
sind jedoch nicht optimal.
Einen Durchbruch erzielten im Jahre 1975 die drei Ungarn Komlos, Major und
Tusnady, indem sie Konstruktionen fanden (und zwar f

ur den Partialsummenpro-





bis auf Potenzen von logn erreichten.
Auch die hier f

ur den Beweis von Satz(5.15) benutzte Konstruktion geht - bis auf
einige Modikationen - auf diese Arbeit zur

uck.
Diese Ungarische Konstruktion fut auf den sogenannten Quantilungleichungen,
d.h. der Qualit

at der Approximation von Zufallsvariablen durch die Quantiltrans-
formationen (vgl. Lemmata (5.21) und (5.24)). Diese Quantilungleichungen wer-
den in der Arbeit [K,M,T] zwar erw

ahnt, jedoch nicht bewiesen.
Bretagnolle und Massart [B,M] ver

oentlichten schlielich einen Beweis f

ur das
sogenannte Tusnady-Lemma (die Quantilungleichung f

ur die Binomialverteilung)
und Castelle und Laurent-Bonvalot [C,L-B] einen f

ur die Quantilungleichung der
hypergeometrischen Verteilung.




oentlicht worden und bildete gewisserma-
en den Startpunkt f

ur die vorliegende Dissertation; erst die Quantilungleichung
f

ur die hypergeometrische Verteilung erm

oglicht den Beweis von Satz(5.15).
Einen neuen Aspekt behandelte Koltchinskii [K] 1992 in seiner Arbeit, als er ein
Coupling-Resultat f

ur die funktionalen Versionen von empirischem Proze und
Brownscher Br

ucke bewies. Man fat dabei die Prozesse als durch Funktionen
8
Einleitung 9
indiziert auf, indem man





Es ist genaugenommen blo ein Zwischenergebnis (Theorem 3.5, S. 80) von Koltchins-
kii, welches f

ur die Anwendung auf die Theorie der Experimente von Bedeutung
ist; n

amlich das Approximationsresultat f

ur eine endliche Klasse von Funktionen.
Der Satz(5.15) ist deshalb auch in Anlehnung an dieses Ergebnis von Koltchinskii





ur verschiedene (unendliche) Funktionenklassen untersuchen; allerdings
w

urde dies den Rahmen dieser Arbeit sprengen.
Der erste Teil der Arbeit widmet sich der Theorie der Experimente und beinhaltet
den Beweis der asymptotischen

Aquivalenz der bereits beschriebenen Modelle.
Zun





Aquivalenz von statistischen Experimenten
gegeben, in der auch die wichtigsten technischen Hilfsmittel erl

autert werden.
Im zweiten Kapitel folgt eine Denition der Modelle, samt der Formulierung des
Satzes(2.3), der die asymptotische

Aquivalenz der Modelle zum Inhalt hat.







uber die Vorgehensweise und einige Begr

undungen
zu den wichtigsten Schritten gegeben. Im dritten Kapitel werden schlielich die
n

otigen Zwischenbehauptungen aufgestellt und mit deren Hilfe dann der Satz(2.3)
bewiesen.
Zum Schlu des ersten Teils geben wir im vierten Kapitel ein Gegenbeispiel f

ur
diesen Satz im Falle  = 1 an.
Der zweite Teil der Arbeit besch

aftigt sich ausschlielich mit dem Coupling des






achst eine kurze Einf






ur die Existenz einer solchen Approximation genauer
beleuchtet.
Zum Schlu folgt der etwas lange und technische Beweis des Satzes.
9
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
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;  2 )) i = 0; 1




















von den oenen Mengen erzeugte -Algebra. Solche Experimente nennen wir im
Folgenden kurz Polnisch; wir werden k

unftig immer annehmen, da Experimente
Polnisch sind, denn alle auftretenden Experimente haben diese Eigenschaft.






























































Bemerkung 1.3 Der so denierte Abstand ist eine Halbmetrik auf dem Raum




























, die alle denselben Parameterraum 
haben.
Die Idee dieses Abstandes ist es, grob gesagt, die Dierenz in der statistischen In-
formation zu messen, die in einer Beobachtung in jedem Experiment enthalten ist.
Der -Abstand kann aber auch mithilfe der Entscheidungstheorie interpretiert
werden:
Seien:






 S 7 ! [0; 1] eine Entscheidungsfunktion (Markovkern) und
l :  S 7 ! IR
+
eine Verlustfunktion (mebare Abbildung).





















Mithilfe dieser Begrie l

























































Denition 1.5 Wir nennen zwei Experimente

aquivalent, falls ihr -Abstand
gleich Null ist.
Zwei Folgen von Experimenten heien asymptotisch

aquivalent, falls die Folge
ihrer -Abst

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Der so denierte Abstand zwischen Experimenten steht nicht im Widerspruch
zum Konzept der Suzienz:
Sei IE = (
;A; (IP









eine suziente Statistik f

ur das Experiment IE.















als Bildma von IP

unter der Abbildung T):
(IE; T IE) = 0
Dieses Resultat sollte man auch erwarten k

onnen, denn Suzienz bedeutet schlie-
lich, da keine statistische Information verlorengeht, wenn man die Daten mit-
tels der Abbildung T betrachtet. Daher sollten die so denierten Experimente

aquivalent sein, denn in je einer Beobachtung in jedem Experiment ist dieselbe
Information enthalten.

























der Hellinger Abstand der Mae. Dabei ist  >> P und  >> Q und die Deni-
tion ist unabh

angig von der Wahl von .
Wir werden im Folgenden mit dieser Metrik anstelle der Totalvariation arbei-
ten, denn erstens erzeugen beide dieselbe Topologie auf dem Raum der Wahr-
scheinlichkeitsmae eines Raumes und zweitens ist das Verhalten des Hellinger
Abstandes f

ur Produktmae besonders g

unstig:

















































Zum Beweis siehe [S], Lemma 2.19.
Ein ganz entscheidendes Hilfsmittel zum Absch

atzen des -Abstandes ist die
Konstruktion von stochastischen Prozessen auf einem gemeinsamen Wahrschein-














;  2 )) i = 0; 1
dominierte Experimente, d.h. es gebe ein 
0








ur i = 0; 1

































dieser Prozesse auf einem gemeinsamen Wahrscheinlichkeitsraum (









jIP ) i = 0; 1


















Diese Proposition wird nun benutzt, um die Absch

atzung des -Abstandes zu-







uhren. Wie bereits in der Einleitung erw

ahnt, benutzen
wir die sogenannte Ungarische Konstruktion, um Versionen des sequentiellen em-
pirischen Prozesses und des diskretisierten Kiefer-M

uller Prozesses zu nden.
Man beachte, da das Supremum in dieser Ungleichung auerhalb des Erwar-
tungswertes gebildet wird. Dies ist der Grund daf

ur, da wir lediglich ein funk-
tionales Coupling Resultat f

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Bemerkung 1.10 Die Likelihoodprozesse haben oensichtlich die Eigenschaft
von Dichten, denn es gilt:
i)
i







Daher kann man den Hellinger Abstand auch zwischen Likelihoodprozessen de-
nieren. Da man den L
1


























































Desweiteren benutzen wir folgende Formeln zur Berechnung des Hellinger Ab-
standes:
Lemma 1.11 Seien IP
i
diejenigen Wahrscheinlichkeitsmae auf (C[0; 1];B
C[0;1]
),







(t)dt+ dW (t) t 2 [0; 1]; i = 1; 2






























ur das Brownsche Blatt:
Lemma 1.12 Seien IP
i











(s; t) = g
i
(s; t)dsdt+ dW (s; t) (s; t) 2 [0; 1]
2
; i = 1; 2






























Wir benutzen im Folgenden oft den Likelihoodproze der Experimente. Daher






Lemma 1.13 Seien Wahrscheinlichkeitsmae IP
h
mit h 2 L
2
([0; 1]; ) durch die
Verteilungen der Prozesse
dx(t) = h(t)dt+ dW (t)
deniert, wobei t 2 [0; 1],  > 0 und W eine Brownsche Bewegung ist. Dann gilt




















Analoges gilt im zweidimensionalen Fall:
Lemma 1.14 Seien Wahrscheinlichkeitsmae IP
h







die Verteilungen der Prozesse
dx(s; t) = h(s; t)dsdt+ dW (s; t)
deniert, wobei (s; t) 2 [0; 1]
2
,  > 0 und W ein Brownsches Blatt ist. Dann gilt























Den Beweis der Lemmata (1.11) und (1.13) ndet man in [S]. Man wende Beispiel
70.9. auf den Satz 69.4., bzw. die Bemerkung 69.8. an (vgl auch [I,K] S. 328.).
F

ur den Beweis der Lemmata (1.12) und (1.14) mu man nachweisen, da









ein Gausches Shift-Experiment ist (vgl. Denition 69.2. in [S], S.343).
Dies funktioniert ganz analog zum Beweis von Satz 70.3. in [S], wobei man mit









); B = ff ; f 2 C[0; 1]
2












(Man vergleiche auch mit Beispiel (2.9), S. 118 in [Mi2]).
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Kapitel 2
Ein Modell mit unabh

angigen,
nicht identisch verteilten Daten







: i:n:i:d: 2 [0; 1] und y
i
 h(i=n; :); h 2 
IF
n










dW (s; t) (s; t) 2 [0; 1]
2
; h 2 
(Dabei ist h(s,.) f

ur alle s 2 [0; 1] eine Dichte auf [0,1], W ist ein zweidimen-
sionales Brownsches Blatt und i.n.i.d. steht f

ur \independent and nonidentically
distributed".)
Bemerkung 2.1 Ein Brownsches Blatt W auf IR
2
hat folgende Eigenschaften
(vgl. [Wa], S.284 und [C,Wa], S. 126 Theorem 2.2.):
F







)), sei I(f) :=
R
fdW , dann gilt:
a) I(f) ist eine Gausche Zufallsvariable mit Eigenwert 0
b) f

















older-Kugel mit Glattheit  und Durchmesser C













































und z 2 IN
2




















gilt (vgl. Denition 1, S.4 in
[T]).
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Desweiteren sei f

ur  > 0
F











h(s; t)dt = 1g
Dann gilt der folgende
Satz 2.3 Falls f






















2.1 Die lokale Approximation
Wir werden Satz(2.3) beweisen, indem wir zun














ur ein festes h
0



















; 8jzj  1g
(wobei z 2 IN
2














atzer einer Ableitung erster Ordnung der
Funktion h, wenn man wei, da diese Funktion h

olderstetig mit Glattheit 3 ist
(vgl. auch Bemerkung (3.22)).




) gerade von minimaler Gr










) gerade noch asymptotisch fast sicher in dieser Umgebung
liegen kann.











2 [0; 1] y
i
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Mithilfe von Proposition(1.9) k










) nach oben absch

atzen, indem wir Versionen ihrer Like-
lihoodprozesse auf einem gemeinsamen Wahrscheinlichkeitsraum nden, die nahe
beieinander liegen.























































angig und alle gleichverteilt auf dem Einheitsintervall, 1
A
sei die Indikator-
funktion der Menge A und f



















Mithilfe von Lemma (1.13) folgt f































: i:i:d:  U [0; 1] gelten und
21










ist eine diskretisierte Version des Kiefer-M















uglich des Prozesses K
n
.
Bemerkung 2.6 Wir k























ur ist, da das Coupling Resultat (5.15) nur dann optimal angewendet




) gerade dem Kehr-
wert der Quadratwurzel der Anzahl der Beobachtungen in den Experimenten ist.








) als Produkte von Ex-
perimenten schreiben, f

ur die dies erf

ullt ist.
Wir denieren diese Experimente, indem wir jeweils lediglich blo einen Teil der
Beobachtungen der \groen" Experimente benutzen (vgl. Denition (3.2)). Diese
Idee wurde bereits in [N] und [G,N] angewendet.





(j = 0; 1) jeweils die Produkte der unabh

angigen Likelihoodprozesse der nunmehr
\doppelt lokalisierten" Experimente sind.
Der Satz (5.15) wird dann benutzt, um Versionen der Likelihoodprozesse dieser
\doppelt lokalisierten" Experimente zu konstruieren. Diese Likelihoodprozesse ha-








), die wir eben berechnet
haben.









konstruiert, indem wir die Ungarische Konstruktion jeweils auf unabh

angige Fak-
toren der Likelihoodprozesse angewendet haben.




ur den Hellinger Abstand der Likelihood-
prozesse:



















) auf einem gemeinsamen


























ur n!1, wobei H
2
(:; :) der Hellinger Abstand ist.
22
globalisierung der resultate 23
Oensichtlich f

uhrt diese Proposition unmittelbar zum Beweis von Satz (2.5) und
zwar mithilfe von Bemerkung (1.10).














angt. Andernfalls kann man das lokale Resultat
sicher nicht \globalisieren". Im n








) zu vier anderen Gauschen Experimenten. Das
letzte von ihnen h

angt nicht mehr explizit von h
0
ab.








































































(Sei (s; t) 2 [0; 1]
2




) und W ein zweidimensionales Brownsches
Blatt.)














Zusammen mit Satz (2.5) und der Dreiecksungleichung f

ur den -Abstand haben






































weglassen kann, ohne die






ist in diesem Modell ein a-priori bekannter Parameter und deshalb k

onnen







der i-ten Beobachtung addieren.
23
24 Kapitel 2.ein modell mit i.n.i.d. daten
2.2 Globalisierung der Resultate








achst werden die Beobachtungen im Experiment IE
n
in zwei (etwa gleichgroe)













die zweite Menge von Beobachtungen in IE
n
ersetzt wird durch die entsprechende
\asymptotisch












utekriterium aus Lemma(2.11) erf

ullt, sind die















fast sicher" in der Umgebung 
n









ur den Durchmesser von 
n
(h)





Nun wird diese Prozedur noch einmal wiederholt, um auch die erste Menge von
Beobachtungen durch ihr \asymptotisches

Aquivalent" von Beobachtungen zu
ersetzen. Man ben





ur h - diesmal jedoch aus den




Diese Idee der Globalisierung wurde von Nussbaum in [N] entwickelt.
Wir wollen dies nun konkretisieren:















, die lediglich von den Beobachtungen fy
2i





























n blo Werte in einer endlichen Menge 
0;n







bei wahrem Parameter h.




















angig mit den Dichten y
j













dW (s; t) und h 2 .)
24
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Satz 2.12 F



















Lemma 2.13 In IF
#
n

































lediglich endlich viele Werte in  an-
nimmt. IP
n;h
habe dieselbe Bedeutung wie eben.
Mithilfe dieses Lemmas l

at sich Satz(2.3) nun

ahnlich beweisen wie der vorige
Satz.
Beweis von Satz(2.3):











wobei h 2  und
dy
1









































Ahnlich wie beim Satz(2.12) folgt:















aquivalent ist, in dem n unabh

angige, identisch verteilte stochastische Prozesse
beobachtet werden - jeder verteilt gem

a:







Dieses Experiment ist aber - mithilfe desselben Suzienzargumentes - wiederum

aquivalent zum Experiment IF
n






3.1 Zur lokalen Approximation
Bemerkung 3.1 In diesem Kapitel werden wir oft die Existenz von absoluten
positiven Konstanten beweisen. Damit ist gemeint, da diese Konstanten lediglich
von den Gr

oen C,  und  aus Satz(2.3) abh







In diesem Abschnitt werden wir die Proposition (2.7) beweisen.









Produkte von Experimenten schreiben, in denen jeweils weniger Beobachtungen


















 1 gilt. Man betrachte
f

























































































































(j = 0; 1) die Likelihoodprozesse obiger Experimente.
Wegen der Unabh

































































) auf einem gemeinsamen Wahrscheinlich-









), da diese gerade die Produkte der unabh

angi-
gen Likelihoodprozesse obiger Experimente sind.




ute, so da wir













onnen, um Proposition (2.7) zu beweisen.
Die nun folgende Proposition ist der entscheidende Schritt zum Beweis der asym-
ptotischen

Aquivalenz; hier geht die Ungarische Konstruktion, d.h. Satz (5.15)
ein:
28
zur lokalen approximation 29
Proposition 3.4 Es gibt eine Konstante K > 0 und auf dem Wahrscheinlich-
keitsraum von Satz(5.15) existieren Versionen (

j;k;n





) so da f































































































































































ur die Konstruktion dieser Prozesse k

onnen wir nun unser Coupling Resultat

























(5.13) aus Teil II).
Die nun folgenden Lemmata sind sowohl f










ultig, wie man den Beweisen leicht entnimmt. Schlielich unterscheiden sich
diese Funktionen lediglich durch die lineare Transformation a
k
und haben somit















Lemma 3.5 Es gibt eine Konstante K > 0, so da f




















(wobei z 2 IN
2










scheidend sind die Eigenschaften h; h
0





Lemma 3.6 Es gibt eine Konstante K > 0, so da f













(u; :); )  K
2
n
















































i): wegen des Mittelwertsatzes gibt es ein  2 [0; 1], so da gilt:



























A := [((u+ s
1
; v + s
2




















































































(u; v)  (u+ s
1
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= [(u; v)  (u+ s
1
; v)]  [(u+ s
1






























) aus Satz(5.15) absch

atzen:
Lemma 3.7 Es gibt eine Konstante K
1












































folgt der Beweis unmittelbar, denn nach Gleichung(3.4) gilt y  1 f










(y)  logn (vgl.
Denition(5.13)).



















) (Gleichungen (3.1) und (3.2)) k

onnen wir die Pro-

































) deniert, mit dem Unterschied,
da der Radius 
n

































Es existiert eine Konstante K > 0, so da f
































8n 2 IN (3.3)









lediglich den Parameterraum vergr

oert und dann die Notation vereinfacht, indem





Oenbar folgt dann aus (3.3) sofort die Proposition (3.4).
Der Beweis der Ungleichung (3.3):
31
32 Kapitel 3.beweise
Wir schreiben der K













8x; y  0 :







































































































































ur eine absolute Konstante E > 0 und nur f

ur x  1 und n  3).
F

ur alle x  1, n  3 und G
0

































































angig und identisch gleichverteilte Zufallsvariable auf
[0,1] sind.)
Auerdem betrachten wir den folgenden Proze:
32





















ur festes h) nicht Eins. Trotzdem k

onnen wir den Hellingerabstand dieses
Prozesses zu den vorigen Likelihoodprozessen berechnen.)
Wir werden wie folgt vorgehen:
i) Es gibt ein Konstante K
1



























































) (mit den Konstanten aus der Ungleichung (3.5)).
Wir denieren das Ereignis






















































































(Ab jetzt werden wir die Parameter h und h
0

































































































































































































(nach der Cauchy-Schwarzschen Ungleichung)



































































































































































































































































































und also folgt i). Man beachte, da in Formel (3.5)






Man betrachte den Raum L
2
(

































































dasjenige Element der Einheitssph



























Wir haben nun bewiesen, da es eine Konstante K > 0 gibt, so da f

































womit die Proposition(3.4) bewiesen ist.
Nun zum Beweis von Proposition (2.7):
Beweis:
Mithilfe von Lemma(1.8) folgt, da f























































































































und also folgt f

ur alle k 2 f1; :::; [k
n








































































ur n!1, womit Proposition(2.7) bewiesen ist.








In diesem Abschnitt beweisen wir den Satz(2.8).















































































































































dabei ist t 2 [0; 1], bzw. (s; t) 2 [0; 1]
2







angige Brownsche Bewegungen, bzw. W ein zweidimensionales Brownsches
Blatt und f













































) jeweils gleich sind f

ur i = 2; 3.









































































































































(i=n; s) = t:
(vgl. [N] S.2423.)
Also sind die W

i
(i = 1; :::; n) unabh

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Das Symbol =
d
















wodurch die Proposition bewiesen ist.










2  und f







































































































Wir betrachten die Taylor-Entwicklung des Logarithmus:

























































































































2 [0; 1] f


























(i=n; t))dt  K
4
n







Um B  K
2
n















Da es wegen der Ungleichung(3.6) eine Konstante K
0
> 0 gibt, so da
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Der Beweis von i) ist nun einfach, denn f




























Wiederum mithilfe von Bemerkung (1.10) und den Lemmata (1.8) und (1.11)




















Wir benutzen wieder die Taylor-Entwicklung des Logarithmus:


























































































































womit ii) bewiesen ist.

































(s; t) 2 [0; 1]
2














































































































)) = 0. Der Grund daf

ur ist der, da h
0
in dem Ex-













) durch eine bekannte, deterministische und inver-
tierbare Transformation.






































































(u; v)dW (u; P
0
(u; v))
ist nun wieder ein Brownsches Blatt, so da (

































































































aquivalent sind. Dieses Resultat gilt aber sogar global und















(t); h 2 
IF
n










dW (s; t) h 2 




















Wir benutzen die Formel aus Lemma(1.12); mit dieser Formel kann man das
Experiment IF
n
\diskretisieren". Diese Idee wurde erstmals von Brown und Low
angewendet (vgl.[B,L]).

























(s; t) := h(i=n; t).


























































































































achstes betrachten wir die Statistik
T (y) := (n[y(1=n; t)  y(0; t)]
t2[0;1]
; :::; n[y(n=n; t)  y(n  1=n; t)]
t2[0;1]
):







































































































angige Brownsche Bewegungen sind, was wiederum bedeu-
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valent, da wir die Beobachtungen in IE
3;n



















Wir haben nun Satz(2.8) und damit eine lokale Version des Satzes(2.3) bewiesen -
n










ur den Beweis der S

atze (2.12) und (2.14) werden wir ein Lemma benutzen,
welches man in [N] S.2427 (Lemma 9.3) ndet:
Sei IM := (X;X ; (P

;  2 )) ein Experiment. Angenommen es seien eine Familie














  eine endliche Teilmenge und
b


































ur jeden Markovkern K : X A
i

















































;  2 )) i = 1; 2
Dann gilt das folgende
Lemma 3.12 Angenommen, f

ur alle  2  sind die Experimente G
i
() i = 1; 2







())   (3.8)






















Bemerkung 3.13 Wir werden dieses Lemma auf unser Globalisierungsproblem




() die \lokal asymptotisch

aquivalenten"
Experimente sein und IM wird so gew








ur die wir asymptotische

Aquivalenz beweisen wollen (d.h. die
Experimente aus Satz(2.12) bzw. Satz(2.14)).
F

ur den Beweis von Satz(2.12) sei also  = h,  = h
0
























angig sind mit y
j
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so gilt oensichtlich f








(:); :) 2 C

(2C)












































































Aus Korollar(2.9) folgt f

























Dieses Korollar gilt n






























































































































































ur n!1 ist das Lemma bewiesen.
Nun zum Satz(2.12).
Beweis:
Wir betrachten das Experiment:
IM : fy
2i





2 [0; 1] unabh

angig sind und y
j











ist Polnisch (vgl. [D] corollary 11.2.5)).
48
















() nicht mehr explizit vom Zentrum  abh

angen.











































ugend groes n 2 IN die Ungleichung (3.8) und wegen Lemma(2.11) errei-












 = h;  = h
0






IM : fy(s; t); (s; t) 2 [0; 1]
2
g
mit dy(s; t) = h
1
2











; i = 1; :::; ng
mit y
j











() : fy(s; t); (s; t) 2 [0; 1]
2
g























































h aus Lemma(2.13) l

at sich nun das Lemma(3.12)
anwenden und f









Wir werden nun die Sch

atzer konstruieren, die die Lemmata(2.11) und (2.13)
erf

ullen. Da wir die Sch

atzer mithilfe von Wavelets konstruieren werden, geben
wir zun

achst ein paar grundlegende Eigenschaften von Multi-Skalen-Analysen












are Multi-Skalen-Analyse von L
2


























x  k) : 0  k  2
j



















Bemerkung 3.15 Zur Konstruktion dieser Basis (mehr dazu ndet man in [M1]):
Die Superskripte 0; 1 beziehen sich jeweils auf die Endpunkte des Intervalls [0; 1].












(IR), wobei ' einen kompakten Tr

ager ha-


















, indem man alle Funktionen aus B nimmt, deren Tr

ager einen nichtleeren
Durchschnitt mit dem Intervall [0; 1] haben. Diese Menge teilt man in drei Teil-
mengen: solche Funktionen, deren Tr

ager in ]0; 1[ liegt und solche, f





Auf diese Menge wendet man das Gram-Schmidtsche Orthogonalisierungsverfah-
ren an, und erh






agers von ' h

angt blo von der Regularit

at r ab.





























ist durch die Menge aller Produkte der Ele-
mente von C gegeben.
Diese Basis hat 2
2j









are Multi-Skalen-Analyse hat die folgenden Eigenschaften:
51
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Dieser Satz ist auch als \Meyers Lemma" bekannt (vgl.[D,J,K,P], S.513) und den
Beweis ndet man in [M2], S.31, theoreme 3, bzw. S.30 lemme 8. Mit den bereits
angegebenen Eigenschaften der Basis der Multi-Skalen Analyse ist der Beweis im

ubrigen trivial.













































ur alle s <









Den Beweis ndet man in [M1] S.129 Proposition 2 und [M2] S.53 Proposition 5.
Proposition 3.19 Sei f 2 C
s
(C) mit 0 < s 2 IR
+
. Dann gilt f

ur jedes z 2 IN
2
















Bemerkung 3.20 Wir w

















stante  > 0, so da gilt:
F












































die Verteilung von h

n










atzen einer Ableitung erster Ordnung einer h

olderstetigen
Funktion auf dem Einheitsquadrat mit Glattheit . Im allgemeinen lautet diese
















Der Vergleich zur Minimax-Rate f

ur Funktionen auf der reellen Achse zeigt, da
man f










als den linearen Wavelet-Sch



























































































Zum Beweis von Lemma(3.21):
Beweis:

































wobei der Erwartungswert bez
















































































































































































































































Bemerkung 3.25 Durch die Wahl von 2
j(n)












































































ankten Zufallsvariablen ist, k

onnen wir























































































































































































































ubliche Vorgehensweise in solchen F

allen ist es nun, den
Bias- und den Varianz-Term so auszubalancieren, da ihre Konvergenzraten gleich
sind. Dadurch erreicht man n

amlich, da die Konvergenzrate ihrer Summe mini-
mal wird.

































assigen. Aus b) folgt f

ur eine




















+ ::: + x
n




















































































































(das ist Rate von A
n
).

















amlich sind Bias- und Varianzterm von derselben Gr

oen-
ordnung und ihre Summe ist somit minimal.
F

ur den Bias-Term gilt nach Lemma(3.24) und Bemerkung(3.25) f

ur eine Kon-



























































































































































































































































































ur n ! 1. Wir w

ahlen nun  > 0 so, da f

ur alle










































































































































: i = 1; :::; ng




ahlt, ist die Rate, mit der die Anzahl der Beobach-
tungen w

achst. Da wir an Konstanten nicht interessiert sind, ist es also egal, ob
wir n oder [
n
2


































































(wobei z 2 IN
2























































) die Menge aller Funktionen auf dem Einheitsquadrat, f

ur
die alle partiellen Ableitungen (auf ]0; 1[
2




Oenbar ist  eine beschr
















) kompakt (vgl. [A] theorem 1.31.(3)).






akompakt. Es gibt somit eine endliche Teilmenge

0;n
von , so da die Kugeln mit Radien 
n
=2 mit den Elementen aus 
0;n
als

















das Element in 
0;n
, welches am n



















































































































































(Die letzte Inklusion gilt f





















































ur n!1 wegen (3.10)).




nimmt lediglich Werte in
der endlichen Menge 
0;n
















ur den Beweis von Lemma(2.13) gen


























gilt. Es macht n


























atzen wir das Signal und betrachten hierzu das Modell:






















































folgt mithilfe derselben Argumentation wie im Beweis von Lemma(2.11) (wobei
die Rechnungen wegen der Normalit






















ur n!1, bei geeigneter Wahl von  > 0.






) anstelle von  nehmen k

onnen, denn im Beweis benutzen wir blo





Zum Beweis von Lemma(2.13) ben

otigen wir zwei weitere technische Lemmata:
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Lemma 3.31 Sei C;  > 0, g 2 C










wobei die Konstante C
0



























j  [] und die Anzahl der Sum-






 C gibt es eine Zahl C
1
> 0, die lediglich von ;  und C
abh













ur alle z 2 IN
2
mit jzj  [].
Es bleibt zu zeigen, da (vorausgesetzt  6= []) f

ur alle z 2 IN
2






















ur eine Konstante C
1
> 0, die lediglich von ;C und  abh

angt.





] haben wir zu zeigen, da f

ur























































































































Erster Fall : a+ b = []
Dann gilt A+B  Ckhk
 []
2
, denn g 2 C

(C).












































































), so folgt f



























= k(g   h)(g + h)k
1

































































) und also erhalten wir im
Modell














































( > 0 wird wieder geeignet gew

ahlt.)
Aus demselben Grund wie im Beweis von Lemma(3.21) k






















































ur ein Konstante C
1















































ur n!1 und eine Konstante C
1
> 0, die blo von C;  und  abh

angt.
Die letzte Eigenschaft ist ein Analogon zu Lemma(3.21) und wir k

onnen Lemma(2.13)










ur zwei Folgen statistischer Experimente asymptotische Nicht

aquivalenz
nachzuweisen, werden wir Bayes Probleme nden, so da die asymptotischen











;  2 
n
)); i = 1; 2
die Experimente und sei 
n






































ankte Verlustfunktion ist und das
Inmum

uber alle Entscheidungsfunktionen genommen wird.






























so heit diese die asymptotische Bayes Entscheidungsfunktion.
Wir benutzen nun folgende
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f

ur n 7 ! 1. Dann folgt f




























aquivalente Entscheidungsfunktion in IE
2;n
. Es ist leicht einzusehen, da diese
ebenfalls eine asymptotische Bayes Entscheidung in IE
2;n
ist. Obige Proposition
folgt dann leicht mithilfe von Proposition (1.4).
Wir m

ussen also nun - um asymptotische Nicht

aquivalenz zu zeigen - ein Bayes
Problem nden, so da die asymptotischen Bayes Risiken verschieden sind. Es
gen

ugt daher, eine Teilfolge der Experimente zu betrachten. Weil auerdem aus
asymptotischer

Aquivalenz zweier Experimente sofort asymptotische

Aquivalenz
aller Subexperimente folgt (ein Subexperiment erh






ugt es hier, parametrische Modelle zu betrachten.





1; wenn ! 2 A
0; sonst
4.1 Das Bayes Problem





aquivalenz von Brown und Zhang ([B,Z]).









2 [0; 1]; y
i













dW (s; t); (s; t) 2 [0; 1]
2
; h 2 
n
(W sei wiederum ein Brownsches Blatt.)
Wir w

ahlen eine Folge n = k
2
mit k 2 IN und dazu m = m
n
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Zur Konstruktion der Funktion h

:


































ur  ist die Funktion






(1  j2s  1j)(1  j4t  1j) ; t 2 [0;
1
2
]; s 2 [0; 1]
 (1  j2s  1j)(1  j4t  3j) ; t 2]
1
2
; 1]; s 2 [0; 1]
0 ; sonst
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angig von  ist und da f






















ur ein  > 0 und alle m 2 IN

























































ur alle  2 
n
Das Bayes Problem ist somit gestellt. Wir werden nun die Risiken berechnen.
4.2 Berechnung der Bayes Risiken
4.2.1 Das Gausche Modell
Im Modell IE
2;n
beobachten wir den stochastischen Proze
dy
n


























suzient, wie man anhand des Neyman Kriteriums nachpr

ufen kann.

























das bayes risiko im gau- modell 69
Weil wir es nun mit einem in  v

ollig symmetrischen Problem zu tun haben,













































(wobei  die Verteilungsfunktion der Standardnormalverteilung ist).
Andererseits betr




























































































































ur das Bayes Risiko mithilfe des zentralen Grenzwert-
satzes:
69


















































ur n 7 ! 1.













































































urden wir annehmen, da die Glattheit der Funktionen im Para-
meterraum gr

oer als eins ist, so funktioniert dieses Gegenbeispiel nicht mehr.
Der Grund daf

ur ist, da wenn die Funktion h

die Glattheit  besitzen soll, so
m

ussen wir die Gleichung (4.1) durch folgende ersetzen:

j;l











usste die Funktion  ebenfalls h

olderstetig mit Glattheit  sein. Be-
rechnet man dann mit derselben Methode wie eben, bzw. so wie in der n

achsten
Sektion die asymptotischen Bayes Risiken der beiden Modelle, so ergibt sich hierf

ur
jeweils 1/2, wenn man  > 1 annimmt.
Dies l

at vermuten, da die kritische Glattheit f

ur den Satz (2.3) gleich eins ist,
wie bereits in der Einleitung angedeutet.
70
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4.2.2 Das Dichtemodell
Wir berechnen nun das asymptotische Bayes Risiko im zweiten Modell.
Im Modell IE
1;n






















































































Nach der Bayesschen Formel erhalten wir f

ur die Posterior Verteilung:
IP (
j;l









Insbesondere sind die Zufallsvariablen f
j;l




Da nun der Bayes Sch

atzer dadurch charakterisiert ist, da er das a-posteriori


























; j; l = 1; :::; mg
unabh



























teilungen IP (:jY = y) und IP (:j = ).
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Unser Ziel ist es, unter dem Ma IP
y












amlich den Satz von Lyapunov (vgl. [Bi]
S.44, theorem 7.3). Mithilfe der Taylorentwicklung f

ur den Logarithmus










































































































































































) nicht von j und l abh

angt.
























































































































































= 0 und V ar(x
1
+ ::: + x
n
)  V gilt:
8 > 0 : IP (jx
1
+ ::: + x
n











(Einen Beweis ndet man z.B. in [P].)
Es ergibt sich f
























































































































































und also folgt f



































Da die Konstante C universell f

ur alle  2 
n
gilt, folgt die Behauptung unmit-
telbar.
Im Beweis der n

achsten Proposition dienen die S
j;l





ur alle  > 0 existiert ein n
0



















































































































































































































Wir kommen nun zur bereits angek

undigten Anwendung des zentralen Grenz-
wertsatzes:


































wobei  die Verteilungsfunktion der Standardnormalverteilung ist.
Beweis:















































































































































Wir betrachten nun das Ereignis
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) 7 ! 1 f


















; )  x)  ( x)j 7 ! 0
f

















den Satz von Lyapunov anwenden (vgl. [Bi] S.44, Theo-
rem 7.3.). Im

ubrigen ist die Konvergenz von Verteilungsfunktionen gegen die
Verteilungsfunktion  immer gleichm

aig (Satz 3.1.13 aus [G,S], S.140).












) = f! 2 
; 9n
0
















































































und nach dem Lemma von Borel-Cantelli folgt IP (A
C

















































































Wegen 0  f
n
























































































ur n 7 ! 1, wobei
D
! Konvergenz in Verteilung bedeutet. Auerdem ist

0















ur i  1 unabh

angige Zufallsvariable sind mit
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und aus ii) folgt direkt die Behauptung.
Zum Beweis von i):
F




















































































(;  ) 7 ! 0
f

ur n 7 ! 1.
Um also i) zu beweisen, m

ussen wir die G

ultigkeit von a) und c) nachweisen:
Zu a):
Sei ohne weitere Einschr






















































































































































(t)  1) + o(1)






exp(it (ml=n; x))dx(1 +O(m
 1



































[exp(it (s; x))  1]dsdx+ o(1)





























[exp(it (s; t))  1]dsdt)
















































ager haben, ist klar,
da f





























(;  ) + o(1)
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ugt also, zu zeigen, da f










j  C 8j; l; s;m;  (4.3)
Sei zun













































































gilt und somit folgt (4.3) sofort.
Wir haben nun c) bewiesen und also folgt auch i).
Nun zum Beweis von ii):
Es gilt f






































)  1j  

80






)  1j = j[(2p
j;l















































































und mithilfe des \continuous mapping theorem" folgt die Behauptung ii) leicht.
































(Wegen der Gleichung (4.2) im Beweis von Proposition (4.8).)
















ur n!1 wegen Propositon (4.6).
F














(;  )) + o(1);
wobei  die Verteilungsfunktion der Standardnormalverteilung ist und

0















; i  1 unabh

angig sind mit




 U [0; 1]
Es ist nun leicht, mittels der eingangs erw

ahnten Proposition folgendes zu bewei-
sen:






















































IEN = k k
1




ugend kleines  > 0 gilt:

0

























; ::: eine Folge unabh



























wobei B eine Brownsche Br

ucke ist. Die schwache Konvergenz kann man durch
Einf

uhren einer geeigneten Metrik charakterisieren:
Denition 5.1 Seien P und Q Wahrscheinlichkeitsmae auf einem metrischen
Raum (S; d), so heit
(P;Q) := inf
>0








:= fy 2 Sjd(x; y) <  f

ur ein x 2 Sg;
die Prokhorov Metrik.
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Die oben denierte Gr

oe  ist eine Metrik auf dem Raum der Wahrscheinlich-
keitsmae auf (S; d) und sie charakterisiert die schwache Konvergenz in folgendem
Sinn:




; :::Wahrscheinlichkeitsmae auf (S; d), so kon-
vergiert die Folge IP
n





; IP ) = 0
(Zum Beweis siehe Proposition 11.3.2 in [D].)
Die Konvergenzgeschwindigkeit eines Invarianzprinzips kann also durch die Prok-
horov Metrik angegeben werden. Diese Metrik l

at sich nun ihrerseits durch die
Ky-Fan Metrik zwischen Zufallsvariablen absch

atzen.
Denition 5.3 Seien x und y gemeinsam verteilte Zufallsvariable mit Werten in
einem metrischen Raum (S; d). Dann heit
(x; y) := inf
>0
fIP (d(x; y) > )  g
die Ky-Fan Metrik.
Proposition 5.4 Seien x und y Zufallsvariable mit Werten in einem separablen
metrischen Raum (S; d), dann gilt:
(L(x);L(y))  (x; y);
wobei L(:) die Verteilung der Zufallsvariable bezeichnet.
(Zum Beweis siehe Proposition 11.3.5 in [D].)
Diese Absch

atzung ist sogar \scharf" in dem Sinne, da zu gegebenen Maen P
und Q immer gemeinsam verteilte Zufallsvariable existieren, so da deren Ky-Fan
Abstand beliebig nahe am Prokhorov Abstand der Mae ist:




L(x) = P;L(y) = Q
f(x; y)g
Dabei wird das Inmum

uber allen Zufallsvariablen mit den gegebenen Verteilun-





Dieser Satz stammt von Strassen und Dudley und man nennt dieses Prinzip auch
\nearby variables for nearby laws"- einen Beweis ndet man in [D] (corollary
11.6.4).
Mithilfe dieser Methoden haben in den Sechziger Jahren u.a. Brillinger und Stras-
sen die Konvergenzgeschwindigkeiten f

ur das Invarianzprinzip f

ur den empirischen
Proze bewiesen. Typischerweise erreichte man mit der sogenannten Skorokhod-
Einbettung (als Konstruktionsmethode f








(bis auf logn-Terme) (vgl. z.B. [B]).
Da bekannt war, da die Skorokhod-Einbettung in Bezug auf die erreichbare Kon-
vergenzgeschwindigkeit ihre Grenzen hat (vgl. [K,M,T 2] S.151), haben Komlos,
Major und Tusnady in ihrem Artikel [K,M,T] 1975 eine neue Konstruktionsme-
thode beschrieben. Basierend auf einer dyadischen Zerlegung des Parameterrau-
mes und mittels Quantiltransformationen konnten sie nachweisen, da die optima-
le Konvergenzgeschwindigkeit f






ist ([K,M,T 2], Theorem 5, S. 160).
Wie nun bereits in der Einleitung erw









; ::: eine Folge unabh

angiger, auf dem Einheitsintervall
















der sequentielle empirische Proze.
Auch f

ur diesen gilt ein Invarianzprinzip; dieses wurde von D.W. M

uller in [M]
erstmals bewiesen; dort wurde auch erstmals der Kiefer-M

uller Proze beschrie-
ben und zwar als Grenzproze des sequentiellen empirischen Prozesses.
Denition 5.7 Sei (K(s; t))
(s;t)2[0;1]
2
ein zentrierter Gauscher Proze mit ste-
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(Vgl. [S,W], Theorem 1 S.131).
In dem bereits erw

ahnten Artikel [K,M,T] von Komlos, Major und Tusnady wurde
auch f

ur dieses Invarianzprinzip ein Coupling mit (bis auf logarithmische Terme)
optimaler Konvergenzgeschwindigkeit bewiesen.






































Gleichheit in Verteilung bedeutet. In diesem Sinne ist K
n
eine Art
diskretisierte Version von K.
Satz 5.11 (KMT) Es gibt einen Wahrscheinlichkeitsraum und auf diesem exi-






, so da f



















(s; t)j  (C logn + x) logn)  Ke
 x
(dabei sind C,K, positive absolute Konstanten).
(Zum Beweis siehe [K,M,T] Theorem 4 S. 114).




otigen wir eine funktionale Version
dieses Resultats. Gemeint ist damit folgendes:
Denition 5.12 F

































werden nicht mehr durch die Parameter (s; t) 2 [0; 1]
2









ahlt man z.B. als Indexmenge die Indikatorfunktionen
f1
[0;s][0;t]












An der Proposition(1.9) erkennt man, da wir f

ur unsere Anwendung innerhalb
des Erwartungswertes kein Supremum nehmen m

ussen. Dies bedeutet, da es
gen

ugt, eine funktionale Version der starken Approximation zu beweisen, bei der
man eine endliche Menge von Indexfunktionen betrachtet.
Ein solches Resultat wurde 1994 erstmals von V. Koltchinskii [K] (Theorem 3.5)
bewiesen. Dort konnte eine funktionale Version des Couplings des empirischen
Prozesses und der Brownsche Br

ucke gezeigt werden. Koltchinskii hat zun

achst
ebenfalls eine endliche Indexmenge vorausgesetzt, um das Ergebnis dann auf all-
gemeinere (insbesondere unendliche) Indexmengen zu erweitern. Diese Vorgehens-
weise ist mit unserem Resultat (Satz(5.15)) ebenfalls m

oglich.




ussen wir gewisse Gr

oen denieren,
die die Glattheit von Funktionen messen. Es ist nat

urlich, da die Approxima-
tionsg





angt. Die Art und Weise, wie die Glattheit
gemessen wird, r








ur g 2 L
2










































u 2 [0; 1] \ [0; 1]  
1




































(f(s; v)  f(s+ 
1





Bei der Denition von R
2
M
(f) treen wir die Vereinbarung, da eine Summe
gleich Null ist, wenn von 0 bis  1 summiert wird. (Wir treen diese Vereinbarung
f








































































































































und n = n
1


























und somit folgt sofort f

ur alle n 2 IN :
m  [log
2
(n)] + 1  2 log
2
(n)  K log(n)
f

ur eine absolute Konstante K > 0.
Das Hauptresultat dieses Teils der Arbeit und wichtigstes Hilfsmittel f

ur den
ersten Teil ist der folgende Satz.
Satz 5.15 Es gibt einen Wahrscheinlichkeitsraum und f








auf diesem Raum, so da gilt:
F












































 D[#F exp( Gx) + n exp( Gy)]











5.1 Die Ungarische Konstruktion




mithilfe des Prozesses K
n
denieren. Diese Konstruk-
tion heit auch die Ungarische Konstruktion - benannt nach Komlos, Major und
Tusnady, die diese als erste beschrieben haben (vgl. [K,M,T]).




art werden, bevor sie
90
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genauer mathematisch beschrieben wird.
Zun

achst betrachten wir das Problem, zu gegebenen stetigen Verteilungsfunktio-
nen F und G gemeinsam verteilte Zufallsvariable X und Y so zu denieren, da
gilt:
i) L(X) = F; L(Y ) = G
ii) jX   Y j ist klein
Die von Bartfai in [Ba] vorgeschlagene L

osung beruht auf der simplen Beobach-
tung, da wenn X und Y gegeben sind, die Transformationen F (X) und G(Y )
jeweils auf dem Einheitsintervall gleichverteilt sind. Es ist also naheliegend, die
Zufallsvariablen durch die Gleichung
F (X) = G(Y )




festgelegt (dabei ist F
 1
die verallgemeinerte Inverse der Verteilungsfunktion F).





Y gemeinsam verteilte Zufallsvariable mit
L(
~
X) = F und L(
~








 IE(X   Y )
2
(vgl. [Ba].)
Falls nun die Verteilungen F und G beide nahe beieinander liegen, zum Beispiel
im Sinne der Prokhorov Metrik, so kann man wegen des Prinzips \nearby varia-
bles for nearby laws" hoen, da man durch die Quantiltransformation auch nahe
beieinanderliegende Zufallsvariable mit den entsprechenden Verteilungen erh

alt.
Man nennt Ungleichungen, die die Qualit

at der Approximation von Zufallsva-
riablen mithilfe der Quantiltransformation angeben auch Quantilungleichungen.
F

ur die Ungarische Konstruktion unserer Prozesse sind insbesondere die Quan-
tilungleichungen f

ur die Binomial- und die Hypergeometrische Verteilung von
Bedeutung.
Im Falle der Binomialverteilung ist diese als Tusnady-Lemma bekannt und wurde
1989 von Bretagnolle und Massart in [B,M] bewiesen. Einen Beweis f

ur die Hyper-
geometrische Verteilung konnte erst k

urzlich von Castelle und Laurent-Bonvalot
[C,L-B] gefunden werden.
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Wir wollen im Folgenden gewisse Inkremente der sequentiellen empirischen Ver-
























sequentiellen empirischen Proze bildenden Zufallsvariablen sind. (Wir bezeich-
nen diese Gr

oen auch als Inkremente des sequentiellen empirischen Prozesses,
obwohl das etwas ungenau ist.)
Oensichtlich gen






zu konstruieren. Die Verteilung dieser Inkremente hat aber nun













































sche Verteilung jeweils mit den entsprechenden Parametern bezeichnen.)










entsprechende Inkremente des diskretisierten
Kiefer-M

uller Prozesses bezeichnet (vgl. Denition(5.18)), die eine Folge von un-
abh





als Quantiltransformationen dieser Inkremente des Prozes-
ses K
n
zu denieren. Die Honung dabei ist, da die Prozesse nahe beieinander
liegen, weil dies f

ur gewisse Inkremente gilt. Dadurch, da die Binomialverteilung
und die hypergeometrische Verteilung durch die Normalverteilung gut approxi-
mierbar sind, haben die Quantiltransformationen eine gewisse G

ute, die durch
die Lemmata (5.21) und (5.24) beschrieben ist.
Man beginnt die Konstruktion zun







ur j  1 kann man
dann die Inkremente U
r;j;l
i;k
denieren (vgl. Denition(5.22)), ohne da man dabei










ur j  1





den sequentiellen empirischen Proze bilden, festgelegt.
Man





jr; j; l; i; kg die gew

unschte gemeinsame Verteilung der Inkremente
des sequentiellen empirischen Prozesses besitzen.
Von dieser Konstruktion werden im Beweis (f

ur festes n) jeweils blo endlich viele
Schritte ben











ur j  j(r; n) und i  i(r; n) festlegen mu. Die restlichen Inkremente
92
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at der Approximation die wir anstre-
ben spielen sie keine Rolle.
Um nun diese Konstruktion f

ur die funktionalen Versionen der stochastischen Pro-
zesse auszunutzen, geht man so vor, da man einen von gewissen Haar-Funktionen






) betrachtet. Die stochastischen Integra-
le

uber diese Haar-Funktionen bez

uglich der stochastischen Prozesse sind dann





ur Funktionen aus diesem Teilraum ausgenutzt werden. Beliebige Funk-
tionen werden dann auf diesen Teilraum projiziert, und die Tatsache, da diese
Projektion eine gute Approximation f

ur die Funktion selbst ist, liefert schlielich
das Ergebnis. Der Term R
M
(f) aus Denition (5.13) mit gerade die G

ute der
Approximation von f durch diese Projektion.
5.2 Die Konstruktion des Prozesses
Sei (














































wobei l 2 f0; :::; 2
j














































in der vorhin beschriebenen Art und Weise denieren.
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jr; i; k; j; lg
unabh

angig und alle standardnormalverteilt.
Denition 5.20 Der erste Teil der Konstruktion:
Sei f




















































bezeichnet hierbei die verallgemeinerte Inverse der Verteilungsfunktion der
Binomialverteilung mit Parametern m und
1
2
und  ist die Verteilungsfunktion
der Standardnormalverteilung. Falls U
r;0;0
i 1;k
= 0 gilt, sei 
0
das Dirac-Ma an der

















gemeinsame Verteilung. Weitere Details kann man in [K,M,T] S. 124 f. nachle-
sen. Es gelten nun folgende Quantilungleichungen:
94


























































Die Aussage wird oft als Tusnadys Lemma bezeichnet und einen Beweis ndet
man in [B,M].
Denition 5.22 Der zweite Teil der Konstruktion:





ur j  1 denieren. Dies ist deshalb
m

oglich, weil wir innerhalb jeden Blocks 
r
0;0
die Reihenfolge der fx
s






























































(:jm;n; k) die verallgemeinerte Inverse der Verteilungsfunktion der
hypergeometrischen Verteilung mit Parametern m,n und k. Ist einer der drei Pa-
rameter gleich 0, so sei wiederum H(:jm;n; k) das Dirac-Ma an der Stelle 0.















Lemma 5.24 Wir haben nunmehr den sequentiellen empirischen Proze kon-
struiert (f















































































































j  1   gilt.
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Den Beweis ndet man in [C,L-B], Lemma 2.5.
Bemerkung 5.25 F


















































; i  i
0
+1; j  j
0
+1; l  2
j
 1; k  2
i
 1;



















; i  i
0
; j  j
0
; l  2
j
  1; k  2
i













; i  i
0














































ur jedes n 2 IN existiert ein Wahrscheinlichkeitsraum und auf






, so da gilt:
F

ur alle x  0; y > 1
und f









































(A,B,C,D und G sind positive, absolute Konstanten.)
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5.4 Der Beweis von Lemma (5.27)
Beweis: F


































onnen. Die Basis dieses Teilraumes wird ein Ten-



















alt alle Funktionen aus L
2
































alt alle Funktionen aus L
2










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































atzen, werden wir im wesentlichen die Quan-
tilungleichungen f






die Tatsache, da die Summanden dieses Terms bedingt normalverteilt sind.
Den Term 
2















































































































































































Bemerkung 5.32 Um den ersten Term abzusch

atzen, benutzen wir wiederum
die Quantilungleichungen - diesmal f

ur die hypergeometrische Verteilung. F

ur
den zweiten Term nutzen wir seine bedingte Unabh

angigkeitsstruktur aus und der
dritte Term hat wieder bedingt normalverteilte Summanden.
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(f) denieren, welche die G

ute der Approximation
der Funktion f durch die Projektion f
M
M





ur die Glattheit von f. Mithilfe von Q
M







































































































































































































































(f) nach oben ab-
gesch







(f) den Vorteil, da er einfacher








man bei dieser Absch

atzung nichts entscheidendes.
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1) y 2 [1; n]
Hier sch



















































=: A +B + C
Die Methoden zum Absch

atzen dieser Summanden sind:
A: Bernsteins Ungleichung
B: Quantilungleichungen





2) y  n






























Sei von nun an y 2 [1; n].





































































)  V , so gilt:
















































onnen wir Bernsteins Ungleichung anwenden mit
Y
i




































































































































































































































































































































































atzung des Terms C:
Proposition 5.38 F








































Wir benutzen folgende Eigenschaft der Normalverteilung:
Y  N (0; 
2





































































































































































































































































































Wir werden nun den Term B wie zuvor beschrieben absch

atzen. Der Einfachheit
halber schreiben wir f statt f
M
M























































und die folgenden Lemmata benutzen:
Lemma 5.39 Sei  eine Zufallsvariable mit IE() = 0 und f

ur a; b > 0 gelte:











Lemma 5.40 Sei  eine -mebare Zufallsvariable und    eine Sub--
Algebra und A 2 . Gelte IE(j) = 0 IP -f.s. und f
















) IP   f:s:
(Diese Lemmata ndet man in [K], S.85.)
Lemma 5.41 Sei X eine Zufallsvariable und t  0, so da IE exp(tX) <1 gilt.
Dann folgt:
8 > 0 : IP (X  )  exp( t)IE exp(tX)
(Zum Beweis siehe [P] S.191)
Das n

achste Lemma ist lediglich eine geringe Verallgemeinerung des vorigen:
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Lemma 5.42 Sei X eine Zufallsvariable, t  0 und A ein mebares Ereignis, so
da IE[1
A
exp(tX)] <1 gilt. Dann folgt:
8 > 0 : IP (fX  g \ A)  exp( t)IE[exp(tX)1
A
]
Bemerkung 5.43 Wir k

onnen im obigen Lemma die Vereinbarung 1  0 =
0  1 := 0 treen, so da die Funktion exp(tX) auerhalb der Menge A auch























































































































jj  i  1; k = 0; :::; 2
j
  1g)
Lemma 5.45 Die Zufallsvariablen f
r;i;k
jk = 0; :::; 2
i








) = 0 f

ur jedes k.
Beweis: Die bedingte Unabh

angigkeit folgt unmittelbar aus der Konstruktion,














































































































































Man beachte, da f

ur eine Zufallsvariable   N (0; 1) und f



















































































































Wegen der bedingten Unabh
















































































ur jedes j < i und jedes k 2 f0; :::; 2
j


















































































































































































































































































alt man wegen der Unabh















































































































































(nach Denition von Q
M
(f))







]8z  0 : IP (
1;1









































































































































































































































































jk = 0; :::; 2
i


























; i  i
0
















; i  i
0


































































Den Beweis dieses Lemmas ndet man im Anhang.
Wir benutzen wieder, da f
































































































(Dies gilt wegen der bedingten Unabh





















































































































































































































































































angigkeit der Blocks folgt schlielich:















































(Wegen der Denition von Q
M



















Aus Lemma(5.42) folgt dann:
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Indem wir dieselben Rechnungen auf  
1;2
anwenden erhalten wir:






































































ur alle i; j M
r





















 1j  1 8l 2 f0; :::; 2
j








und daher sind die Konstanten in den Ungleichungen (5.3)
und (5.4) auf diesem Ereignis universell. Andererseits ist die Einschr

ankung auf
das Ereignis ,(n) \(n) keine allzugroe Restriktion, da die Wahrscheinlichkeit






























































































; l  2
j
  1; i  i
0
; k  2
i
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Aus der Konstruktion der Inkremente folgt dann:





  1; k  2
i







































































> 0 ist eine absolute Konstante.)
Beweis: Es gibt absolute, positive Konstanten, so da f

ur alle i; j M
r
 1 und




(n) : 8l; k : jY
r;j;l
i;k







Dies folgt direkt aus der Gleichung (5.4).
Wir w

ahlen nun a > 0 so, da f












































] = IE[exp(2ajc+ d
2
j)]

















































































































, so erhalten wir mit-
hilfe von obiger Aussage 1):
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]; 8z  0 :
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IP (f
2;1






















































































































































































































































































































> 0 ist eine absolute Konstante.
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; i  i
0
; l = 0; :::; 2
j










jl = 0; :::; 2
j
  1; k = 0; :::; 2
i
  1g








































Diese Lemma kann mit elementaren Methoden leicht bewiesen werden.
Beweis:
Wir werden Lemma(5.40) auf die Zufallsvariable A
r;j;l
i;k






























































ur jedes a 2 (0;
p
2)
Die erste Gleichung sieht man leicht ein.
Zum Beweis der Ungleichung ii):
Man beachte, da die Zufallsvariable A
r;j;l
i;k
- bedingt auf D
r
i;j
- ein Produkt von
unabh

angigen Zufallsvariablen ist. Die Faktoren sind bedingt zentriert binomial-
bzw. zentriert hypergeometrisch verteilt. Wir k

onnen daher diesen bedingten Er-





existieren, so da die Ungleichun-
gen (5.1) und (5.3) gelten. Mit anderen Worten, wir k

onnen beim Berechnen des
bedingten Erwartungswertes annehmen, da die Zufallsvariablen aus Quantil-








































































































Wir haben hier die Konvention 0  1 = 0 benutzt (vgl. Bemerkung (5.43)).








































































































































































































Weil die Zufallsvariablen fA
r;j;l
i;k
jl = 0; :::; 2
j
  1; k = 0; :::; 2
i













































































































































unter Beachtung von (M
r
)  K(logn) f






































































































































































































































































































































































; i  i
0
; l = 0; :::; 2
j
  1; k = 0; :::; 2
i








































































































































wir eine obere Schranke f
























atzen und zwar unter Verwendung der
Quantilungleichungen (5.1),(5.2),(5.3) und (5.4).
Folgendes Lemma liefert ein solches Resultat:
































und K positive, absolute Konstanten sind.)
Der Beweis steht im Anhang.
Wir benutzen nun wieder folgende Tatsache:
Y  N (0; 
2































































































































































































































































































































ebenfalls gelten und wenn
man wie zuvor Lemma (5.42) anwendet, erh

alt man:






























> 0 sind absolute Konstanten.)
Wir haben nunmehr folgende Resultate bewiesen:
F



































































































ur alle x  0 und y 2 [1; n]:
122


















































































































> 0 sind absolute Konstanten)
F

ur Zufallsvariable X,Y und f

ur a; b; c  0 mit c  a+ b gilt
IP (jX + Y j  c)  IP (jXj  a) + IP (jY j  b);
soda wir mithilfe der obigen Ungleichungen folgendes Resultat erhalten:
F


























































































































ur positive, absolute Konstanten A;B und C gilt.
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(f)]g \ ,(n) \(n)

 14 exp( dx)
(A;B;C; d > 0 sind absolute Konstanten.)
Wir sch

atzen nun die Wahrscheinlichkeiten im Fall y > n ab:
Proposition 5.57 F















































) = 0; jY
i






8 > 0 : IP (jY
1
+ ::: + Y
n









































































































































































































































































































































Indem wir folgende Eigenschaft einer Gauschen Zufallsvariable benutzen:
Y  N (0; 
2
























































Aus den letzten beiden Propositionen folgt nunmehr:
F












































































x) + 2 exp( 
x
2




Zusammen mit Korollar (5.56) beweist dies das Lemma (5.27).
5.5 Der Beweis von Satz(5.15)
Beweis: Um Lemma (5.27) f















onnen wir ohne weitere Einschr

ankung annehmen, da y > 1 gilt, indem wir
D und G> 0 so w

ahlen, da D exp( G)  1 gilt. Dann ist der Satz (5.15) f

ur
y 2 [0; 1] trivialerweise richtig.
Proposition 5.59 F

ur alle y > 1 gilt:
IP (,
c
(n))  8n exp( cy); IP (
c




(Wobei c > 0 eine absolute Konstante ist.)
Beweis:
Wir werden das folgende Lemma von Wellner benutzen ([W] S.76, Lemma 3):
Sei Z  Bin(n; a) mit m = na.
Dann gilt f

ur alle x  0,  2 f1; 1g:
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(n))  8n exp( cy)
(f

ur eine absolute Konstante c > 0)
Das Ereignis (n) ist mithilfe von standardnormalverteilten Zufallsvariablen de-
niert. Wir k

onnen wieder die folgende Tatsache benutzen:
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Nun l










































) \ A])  IP (A \ E \ F ) + IP (E
c








































































































(n)) + IP (
c
(n))
 (#F)14 exp( dx) + 24n exp( cy)
 D[(#F) exp( Gx) + n exp( Gy)]
































































2 f0; :::; 2
s
  1g, denn:










































































2.Fall : Sei k = 2k
1
































































Also folgt die Ungleichung (6.1).
F























































































































































 1, was wegen der Denition von M
r
gilt.)






























(Der Einfachheit halber lassen wir die Indizes k und l in 
2
weg.)














































 i+ 1; j
0























































































Als erstes werden wir nun den Term 
1
bis auf i = 0 \reduzieren", indem wir
diejenigen Terme addieren und gleich wieder subtrahieren, die n






achst l = 2
K
















































































































(Wobei a und b die Konstanten aus der Quantilungleichung (5.3) sind.)






















































































































Indem wir diesen Algorithmus weiterf
































































































































Wegen i + 1  M
r







































Die folgende Rechnung zeigt, da die Einschr

ankung k = 2
K
, die wir eingangs
gemacht haben, nicht n

otig ist:
Sei k = 2k
1
+ 1 mit k
1


















































































ist derselbe Ausdruck, wie () im vorigen Schritt
F

ur ein beliebiges k  2
i































Im zweiten Schritt werden wir 
2
bis auf j = 0 \reduzieren", indem wir einen

ahnlichen Algorithmus wie im ersten Teil anwenden.
132
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(Wegen Ungleichung (5.1) und Lemma(5.47).)
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Insgesamt ist somit das Lemma bewiesen.
Beweis von Lemma(5.55):

















































































Wegen der Denition der Projektion gilt f
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^w + u 2 
i;k
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