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Abstract
The multiplicity of solutions for semilinear elliptic equations with exponential growth nonlineari-
ties is treated. The approach to the problem is a variational method.
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1. Introduction
Let N  3 and Ω ⊂RN be a bounded domain with a smooth boundary ∂Ω . Our purpose
in this paper is to consider the multiple existence of solutions of problem
(P)
{−u− λu+ aeu = εf on Ω ,
∂u
∂n
= 0 on ∂Ω ,
where λ,a and ε ∈R+, f ∈ H−1(Ω) and n is the outernormal vector.
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N. Hirano, W.S. Kim / J. Math. Anal. Appl. 314 (2006) 210–218 211Problem (P) is a simplified model of problems occur in physics (cf. [6, Part IX, Sec-
tion 39]), mathematical biology [4] and geometry (cf. [1, Chapter 5]). In [7], the authors
treated some structure of the solution set for a stationary system of chemotaxis which is
related to the problem (P). In [5], the authors considered problem (P) with a = ε = 1 and
λ = λ2, the smallest non-zero eigenvalue of − together with Neumann boundary condi-
tions. The authors remarks that the ideas in [5] are not extendable when λ > λ2 and that
the monotonicity was essential to the method of their paper. For more results related to our
problem, the reader is referred to papers [2,3,9] and references therein.
In our paper, we assume
(H) λn < λ < λn+1 for some n 2.
Then the result is
Theorem 1. Let f ∈ L2(Ω). Assume (H). Then there exist positive numbers ε0 and a0 such
that for each ε ∈ (0, ε0) and a ∈ (0, a0), problem (P) possesses at least two solutions.
2. Preliminaries
For each p ∈ [1,∞], we denote by | · |p the norm of Lp(Ω). The norm ‖ · ‖ of H 1(Ω)
is defined by ‖u‖2 = |∇u|22 +|u|22 for u ∈ H 1(Ω). We denote by ‖ · ‖∗ the norm of the dual
space H−1(Ω) of H 1(Ω). The inner product in L2(Ω) is denoted by 〈·, ·〉. We denote by
Br(x) the ball in H 1(Ω) centered at x ∈ H 1(Ω) with radius r > 0; λ1 < λ2  λ3  · · · be
the eigenvalues of the Laplacian on Ω with Neumann boundary condition. We also denote
by ϕi an eigenfunction corresponding to the eigenvalue λi for each i  1. We note that
λ1 = 0 and ϕ1 = c for some c ∈ R. For i  2, each eigenfunction ϕi is sign changing. We
define subspaces E1 and E2 of H 1(Ω) by
E1 = span{ϕ1, ϕ2, . . . , ϕn} and E2 = span{ϕ1, ϕ2, . . . , ϕn}⊥.
We also put H = H 1(Ω) and
Hm = span{ϕ1, . . . , ϕm} for m 1.
From the definition of E1, there exists C∞ > 0 such that |ϕ|∞  C∞|ϕ|2 for all ϕ ∈ E1.
Throughout the rest of this paper, we fix f ∈ L2(Ω) with f  0. Then for ε > 0, we define
a functional Iεf by
Iεf (u) = 12 |∇u|
2
2 −
λ
2
|u|22 + a
∫
Ω
eu − ε
∫
Ω
f u for u ∈ D(I),
where
D(I) =
{
u ∈ H :
∫
Ω
eu < ∞
}
.
We note that each critical point um of Iεf in Hm is a solution of problem
〈−u− λu+ eu − εf, v〉 = 0 for all v ∈ Hm.
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J+εf (u) =
1
2
|∇u|22 −
λ
2
|u|22 + a
∫
Ω
eu
+ −
∫
Ω
εf u for u ∈ D(I),
for each u ∈ H. It is obvious from the definition that
Iεf (u) J+εf (u) for all u ∈ D(I) and ε > 0.
Lemma 1. There exist d > 0, a0 > 0 and ε′0 > 0 such that for each ε ∈ (0, ε′0),
inf
{
J+εf (tϕ): t  0
}
 a|Ω| − d
for all ϕ ∈ E1.
Proof. Let ϕ ∈ E1. Then for each ε > 0,
J+εf (tϕ) =
t2
2
|∇ϕ|22 −
λt2
2
|ϕ|22 + a
∫
Ω
etϕ
+ − εt
∫
Ω
fϕ
 t
2
2
(λn − λ)|ϕ|22 + a
∫
Ω
etϕ
+ − εt
∫
Ω
fϕ
 t
2
2
(λn − λ)|ϕ|22 + a|Ω|et |ϕ|∞ + εt |f |2|ϕ|2
 a|Ω| + t(a|Ω||ϕ|∞ + ε|f |2|ϕ|2)
+ t2
(
λn − λ
2
|ϕ|22 +
a|Ω|
2
|ϕ|∞
)
+O(t3).
Then noting that λn − λ < 0 and |ϕ|∞  C∞|ϕ|2, we have that there exist positive num-
bers d , a0 and ε′0 such that for each a ∈ (0, a0) and ε ∈ (0, ε′0),
inf
{
J+εf (ϕ): t  0
}
 a|Ω| − d for all ϕ ∈ E1. 
Lemma 2. Let (a, ε) ∈ (0, a0, )× (0, ε′0). Then there exists τ : E1 \ {0} →R+ a continuous
mapping such that
J+εf
(
τ(ϕ)ϕ
)= a|Ω| − d.
for all ϕ ∈ E1 \ {0}.
Proof. Let (a, ε) ∈ (0, a0)× (0, ε′0), and ϕ ∈ E1 \ {0}. Suppose that ϕ+ = 0. Then
d3
dt3
J+εf (tϕ) = a
∫
Ω
(ϕ+)3etϕ+ > 0.
Therefore we have that t → d2
dt2
J+εf (tϕ) is increasing. Since J
+
εf (0) = a|Ω| > a|Ω| − d,
we find by Lemma 1 that there exists a unique positive number τ(ϕ) such that
J+
(
τ(ϕ)ϕ
)= a|Ω| − d and J+ (tϕ) > a|Ω| − d for all t ∈ [0, τ (ϕ)).εf εf
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is obvious that τ : E1 \ {0} →R+ is continuous. 
Lemma 3. There exists ε′′0 > 0 such that for each a > 0 and ε ∈ (0, ε′′0),
Iεf (ϕ) a|Ω| − d/2 for all ϕ ∈ E⊥1 ∩D(I).
Proof. Let a > 0. Noting that et  1 + t for all t ∈ R, we find that
Iεf (ϕ)
1
2
(|∇ϕ|22 − λ|ϕ|22)+ a
∫
Ω
(1 + ϕ)− ε
∫
Ω
fϕ
for all ϕ ∈ E⊥1 ∩D(I). Then since∫
Ω
ϕ = 0 for all ϕ ∈ E⊥1 ∩D(I),
we have
Iεf (ϕ)
1
2
(
|∇ϕ|22 −
λ
λn+1
|∇ϕ|22
)
+ a|Ω| − ε|f |2|ϕ|2
 a|Ω| + |∇ϕ|2
(
1
2
(
1 − λ
λn+1
)
|∇ϕ|2 − ε
λ2
|f |2
)
.
Then by taking ε′′0 sufficiently small, we have that the assertion holds. 
Let ψ : Rn → E1 be an isomorphism. We denote by Sn−1 the unit sphere of Rn. We
define a mapping α : Sn−1 → E1 by
α(z) = τ(ψ(z))ψ(z) for z ∈ Sn−1. (2.1)
3. A priori estimate
We put ε0 = min{ε′0, ε′′0 }. Throughout the rest of this paper, we assume that (a, ε) ∈
(0, a0)× (0, ε0).
Lemma 4. Let {um} ⊂ H be a sequence such that for each m 1, um ∈ Hm is a critical
point of Iεf in Hm. Then {‖eum/2‖} and {‖um‖} are bounded.
Proof. Suppose that {um} satisfies the assumption. Let Pm : H → Hm be the metric pro-
jection for each m 1. From the definition, each um satisfies〈−um − λum + aeum − εf, v〉= 0 for all v ∈ Hm. (3.1)
We first see that {∫
Ω
eum : m 1} is bounded. By putting v = 1 in (3.1), we have
a
∫
eum = λ
∫
um + ε
∫
f. (3.2)Ω Ω Ω
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∫
Ω
um 
∫
Ω
u+m, we have
a
∫
Ω
(
1 + u+m +
(u+m)2
2
)
 a
∫
Ω
eum  λ
∫
Ω
u+m + ε
∫
Ω
f.
This implies that {∫
Ω
u+m: m 1} is bounded, and then {
∫
Ω
um: m 1} is bounded from
above. It then follows from (3.2) that {∫
Ω
eum : m 1} is bounded. Then one can see that
{|u+m|2: m 1} is bounded. We next show that {|Pnum|2: m 1} is bounded. Suppose that
m 1. Then by putting v = Pnum in (3.1), we find∫
Ω
(|∇Pnum|2 − λ|Pnum|2)+ a
∫
Ω
(
Pnume
um − εf Pnum
)= 0. (3.3)
Then
(λ− λn)
∫
Ω
|Pnum|2  ε|f |2|Pnum|2 + a|Pnum|∞
∫
Ω
eum

(
ε|f |2 + aC∞
∫
Ω
eum
)
|Pnum|2
for each m 1. Therefore we find that {|Pnum|2: m 1} is bounded. We next put v = um
in (3.1). Then we find∫
Ω
(|∇um|2 − λ|um|2 − εf um)= −a
∫
Ω
ume
um. (3.4)
Then ∣∣∇(I − Pn)um∣∣22 − λ∣∣(I − Pn)um∣∣22 − ε|f |2∣∣(I − Pn)um∣∣2 + a
∫
Ω
ume
um
−|∇Pnum|22 + λ|Pnum|22 + ε|f |2|Pnum|2.
Since |∇(I − Pn)um|22  λn+1|(I − Pn)um|22, the left-hand side of the inequality above is
bounded from below. Since {|Pnum|2} is bounded, we obtain that {
∫
Ω
ume
um : m 1} and
{|∇(I − Pn)um|2: m 1} are bounded. Consequently, we find {‖un‖: m 1} is bounded.
Finally, we put v = Pmeum in (3.1). Then∫
Ω
(
eum |∇um|2 − λumeum + a
∣∣Pmeum ∣∣2 − εf Pmeum)= 0. (3.5)
We have
4
∣∣∇(eum/2)∣∣22 + a∣∣Pmeum ∣∣22  λ
∫
Ω
ume
um + ε|f |2
∣∣Pmeum ∣∣2.
Therefore from the boundedness of the right-hand side of the inequality above, we have
that {‖eum/2‖: m 1} is bounded. This completes the proof. 
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point of Iεf in Hm. Suppose, in addition, that c = limm→∞ Iεf (um) exists. Then there
exists a subsequence {umi } of {um} and a solution u ∈ H of (P) such that Iεf (u) = c,
umi → u ∈ H strongly in H 1(Ω) and eumi → eu strongly in L2(Ω).
Proof. Let {um} ⊂ H be a sequence satisfying the assumption. By Lemma 4, we may
assume that there exists subsequence, say again, um and u ∈ H such that um → u weakly
in H 1(Ω), eum → eu strongly in L2(Ω) and um → u strongly in L2(Ω). Then it is easy
to verify that u is a solution of problem (P). Then since〈−(um − u)− λ(um − u)+ a(eum − eu), v〉= 0 for each m 1 and v ∈ Hm,
we have by putting v = um − Pmu that∣∣∇(um − Pmu)∣∣22  λ|um − Pmu|22 + a
∫
Ω
(eum − eu)(um − Pmu) for all m 1.
Then |∇(um − Pmu)|2 → 0, as m → ∞. Since |∇(Pmu − u)|2 → 0, as m → ∞, we
obtain that |∇(um − u)|2 → 0, as n → ∞. It then follows that Iεf (u) = c. This completes
the proof. 
Lemma 6. For each m  1, functional Iεf satisfies Palais–Smale condition on Hm, i.e.,
for each sequence {vi} ⊂ Hm such that limi→∞ ‖Pm∇Iεf (vi)‖ = 0 and limi→∞ Iεf (vi) =
d ∈ R, there exists a convergent subsequence {vik } ⊂ {vi} such that v = limk→∞ vik is a
critical point of Iεf in Hm.
Proof. Let m 1 and {vi} ⊂ H be a sequence such that limi→∞ ‖Pm∇Iεf (vi)‖ = 0 and
limi→∞ Iεf (vi) = d ∈ R. Then by the same argument as in the proof of Lemma 4, we
obtain that {‖evi/2‖} and {‖vi‖} are bounded. Then noting that Hm is finite-dimensional,
we can choose a subsequence {vik } of {vi} such that vik → v ∈ Hm strongly in H 1(Ω) and
evik → ev strongly in L2(Ω). Then one can see that v is a critical point of Iεf in Hm. This
completes the proof. 
Lemma 7. (1) There exists C0 > 0 such that for each β > 0,
Iεf (u− β) < Iεf (u)+C0 for all u ∈ D(I).
(2) For each bounded subset A ⊂ D(I),
lim
β→∞ supu∈A
Iεf (u− β) = −∞.
Proof. Let u ∈ H and β > 0. Then from the definition, we have
Iεf (u− β) = 12 |∇u|
2
2 −
λ
2
|u− β|22 + a
∫
Ω
eu−β − ε
∫
Ω
f (u− β)
= 1
2
|∇u|22 −
λ
2
|u|22 + a
∫
eu − ε
∫
f u+ a(e−β − 1)
∫
euΩ Ω Ω
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∫
Ω
u− λ
2
β2|Ω| + εβ
∫
Ω
f
 Iεf (u)+ a(e−β − 1)
∫
Ω
eu + λβ
∫
Ω
u− λ
2
β2|Ω| + εβ
∫
Ω
f. (3.6)
Then noting that there exists C0 > 0 such that
a(e−β − 1)
∫
Ω
eu + λβ
∫
Ω
u− λ
2
β2|Ω| + εβ
∫
Ω
f  C0
for all u ∈ D(I) and β > 0 the first assertion follows. Assertion (2) also follows from the
inequality above. 
4. Proof of theorem
Put c = a|Ω| − d. From Lemmas 4 and 5 in the previous section, to show the existence
of two critical points of Iεf , it is sufficient to show that there exist sequences {um} ⊂ H
and {vm} ⊂ H such that um and vm are critical points of Iεf in Hm for each m  1, and
Iεf (um)  a|Ω| − d/2 and Iεf (vm)  a|Ω| − d for each m  1. We now fix m  1 and
put I = Iεf |Hm where Iεf |Hm denotes the restriction of Iεf on Hm. We denote by K the
set of critical points of Iεf |Hm. By a standard argument, we can get a locally-Lipschitz
pseudo-gradient vector field V : Hm → Hm associate with ∇I such that
(V1) ‖V (v)‖ 2 min{‖∇I (v)‖,1} for all v ∈ Hm;
(V2) 〈V (v),∇I (v)〉 > min{‖∇I (v)‖,1}‖∇I (v)‖ for all v ∈ Hm
(cf. [8, Chapter II, Section 3]). Let ρ : [0,∞) × Hm → Hm be the function defined by the
solution of initial value problem:{
d
dt
ρ(t, u) = −V (ρ(t, u)) for t > 0,
ρ(0, u) = u. (4.1)
Then we find ρ satisfying the following conditions:
(1) I (ρ(t, u)) < I (ρ(s, u)) for each t > s  0 and u ∈ H \K ;
(2) I (ρ(t, u)) = I (ρ(0, u)) for all t > 0 if and only of u ∈ K .
Moreover, we have by Palais–Smale condition that if there exists no critical point in I d for
some d ∈R and v ∈ I d, then limt→∞ I (ρ(t, v)) = −∞.
Proof of the existence of critical point u of Iεf |Hm with Iεf (u) a|Ω| − d
Here we denote by I c the level set defined by I c = {u ∈ Hm | I (u) c} for each c ∈R.
Then from the definition (2.1) of α(z), we have that
I
(
α(z)
)
 c for all z ∈ Sn−1.
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condition by Lemma 6, we have
inf
t0
sup
z∈Sn−1
I
(
ρ
(
t, α(z)
))= −∞.
Then there exists t0 > 0 such that
sup
z∈Sn−1
I
(
ρ
(
t0, α(z)
))
< c −C0. (4.2)
We put ξ(z) = ρ(t0, α(z)) for z ∈ Sn−1. By (2) of Lemma 7, we can choose k > 0 suffi-
ciently large that
sup
(σ,z)∈[0,1]×Sn−1
I
(
σξ(z)− 2k)< c. (4.3)
We define a homotopy of mappings η : [0,1] × Sn−1 → Hm by
η(s, z) =


ρ(3t0s,α(z)) for s ∈ [0,1/3] × Sn−1,
ξ(z)− 6k(s − 1/3) for s ∈ [1/3,2/3] × Sn−1,
3(1 − s)ξ(z)− 2k for s ∈ [2/3,1] × Sn−1.
From the definition of ρ, I (η(s, z)) < c for [0,1/3] × Sn−1. We have by (4.2) and (1) of
Lemma 7 that I (η(s, z)) < c for all (s, z) ∈ [1/3,2/3] × Sn−1. We also have by (4.3) that
I (η(s, z)) < c for all (s, z) ∈ [1/2,1] × Sn−1. Therefore recalling that α(z) = η(0, z) on
Sn−1 and η(1, z) = −2k, we obtain that α is homotopic to a constant function −2k in I c,
that is {α(z): z ∈ Sn−1} is contractible in I c. On the other hand, we have by Lemma 3 that
I (v) a|Ω| − d/2 > c on E⊥1 ∩Hm. That is{
η(s, z): (s, z) ∈ [0,1] × Sn−1}∩ (E⊥1 ∩Hm)= ∅.
This is a contradiction because {α(z): z ∈ Sn−1} is not contractible in Hm \ (E⊥1 ∩Hm) by
the definition. Thus we find that there exists a critical point um of I in I c.
Proof of the existence of critical point u of Iεf |Hm with Iεf (u) a|Ω| − d/2
Let
Γ = {β ∈ C(Dn;Hm): β(x) = α(x) for x ∈ ∂Dn}
and
c1 = inf
β∈ maxx∈Dn I
(
β(x)
)
where Dn is the unit disk of Rn. From the definition of Γ , we have that{
β(x): x ∈ Dn}∩ (E⊥1 ∩Hm) = ∅ for β ∈ Γ.
Then by Lemma 3, c1  a|Ω| − d/2 > c. Then we have, by Theorem 4.2 of [8], that there
exists a critical point v of I with critical value c1. This completes the proof.
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