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ABSTRACT
The design and optimization of modern radio com-
munication systems requires realistic models of the
radio propagation channel. Especially for the test of
mobile radio hardware devices, real-time implemen-
tations of such channel models are needed. Geometry
based channel models are computationally intensive,
since for every propagation path, every time instance
and every delay or frequency bin a complex exponen-
tial has to be evaluated. On a real-time hardware
channel emulator, like the ARC SmartSim, the num-
ber of paths P, that can be simulated, is limited by
the available processing power. In this paper, a new
method is introduced, that allows both to increase
the number of paths P and to reduce the overall
computational complexity.
1. INTRODUCTION
The COST 259 geometry based stochastic channel
model (GSCM) [1,2] assumes that the electromag-
netic waves are scattered at objects randomly placed
in the simulation environment. It uses ray trac-
ing techniques to calculate the attenuation, delay,
Doppler shift, direction of departure, direction of ar-
rival, and polarization of every multipath component
(MPC) of the channel. Scattering objects with sim-
ilar properties are combined in clusters.
This very general channel model can be used to sim-
ulate a wide range of scenarios. The COST 259
GSCM distinguishes macrocells (outdoor urban), mi-
crocells (outdoor city) and picocells (indoor). Each
of them uses diﬀerent parameters for the placement
of the clusters and the scatterers. While for macro-
cells a small number of clusters (1-2) is suﬃcient to
model the channel accurately (compared with mea-
surements), picocells require a mean number of 16
clusters [1]. To achieve a Rayleigh fading statis-
tic, approximately 20-30 paths per cluster are nec-
essary [3]. This results in approximately 400 paths
in total.
However, the simulation of such scenarios has a very
high computational complexity, since for every prop-
agation path, every time instance and every delay
or frequency bin a complex exponential has to be
evaluated. On a real-time hardware channel emula-
tor, like the ARC SmartSim [4], the number of paths
P, that can be simulated, is limited by the available
processing power.
In [5, 6] we have shown that the overall computa-
tional complexity can be reduced by several orders
of magnitude by projecting the time-variant transfer
function of the channel in the subspace spanned by
multidimensional discrete prolate spheroidal (DPS)
sequences. By adjusting the dimension of the sub-
space, it is possible to trade complexity for accuracy.
Furthermore, the subspace representation is indepen-
dent of the number of paths and the projection can
be calculated eﬃciently in O(1) operations directly
from the path parameters given by the model.
In this paper we show how the subspace based
method can be incorporated in a GSCM and im-
plemented on the ARC SmartSim channel emulator.
Therefore we derive a subspace representation of the
time-variant impulse response of the channel. We
show, that this implementation is equivalent to the
implementation described in [4]. The complexity of
the proposed method is however smaller for a wide
range of scenarios.
The paper is organized as follows. The notation
is introduced in Section 2. In Section 3, the ARC
SmartSim channel emulator and its signal model is
described. Section 4 describes the GSCM in more
detail. In Section 5, the subspace representation
of time-variant, frequency selective channels is de-
rived. The implementation of the subspace methods
on the ARC SmartSim is treated in Section 6. Fi-
nally, a complexity comparison and the memory re-
quirements of the methods are given in Section 7.
Conclusions are drawn in Section 8.
_____________________________________________________ 
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SmartSim channel emulator.
2. NOTATION
Vectors are denoted by v and matrices by V.T h e i r
elements are denoted by vi and Vi,l. The transpose of
a vector or a matrix is given by ·T and its conjugate
transpose by ·H. The norm of vector a is denoted
through  a . The Kronecker product is denoted by
⊗. |X| denotes the number of elements of X if X
is a discrete index set or the area of X if X is a
continuous region. The identity matrix of dimension
M is given by IM and the Fourier transform matrix
FQ of length Q is given by (FQ)n,q = e2πjnq/Q.
3. THE ARC SMARTSIM CHANNEL EM-
ULATOR
The hardware of the ARC SmartSim channel emu-
lator is a modular architecture comprised of a base-
band signal processing unit, an analogue frontend
and a radio frequency (RF) frontend. The base-
band signal processing unit is a parallel architecture
of DSP boards, which are described in Subsection
3.1. The analogue and RF boards are described in
Subsection 3.2.
3.1. The Baseband Processing Unit
The DSP boards basically consist of a TI C6416 DSP
and a Xilinx Virtex 2 FPGA. Figure 2 depicts a block
diagram of the board. The DSP has a ﬁxed point
architecture with 16 bit precision. The FPGA pro-
vides digital baseband interfaces for input and out-
put signals, as well as for communication over the
internal backplane. The baseband signals are imple-
mented by means of LVDS (Low Voltage Diﬀeren-
tial Signalling) and using standard “Channel Link”
connectors. A maximum sample rate of 40MSPS is
supported and the dynamic range is 16 bit for inputs
and 32 bit for outputs. A Motorola Coldﬁre micro-
processor is used for conﬁguration of the board and
communication with a PC. A more detailed descrip-
tion of the board is given in [7,8].
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Figure 2. Block diagram of the DSP-board
Figure 3. MIMO 2 → 4 scenario and the correspond-
ing conﬁguration of development platform.
The MIMO channel emulation method is depicted in
Figure 3 for a MIMO channel with NT =2t r a n s m i t
antennas and NR = 4 receive antennas. The input
signals xj(t),j=0 ,...,N T − 1, are fed into the
ﬁrst NT boards and then distributed to the other
boards. Each DSP board computes the channel’s
impulse response hi,j(t,τ) based on the COST259
GSCM for one pair of transmit and receive antennas
(i,j) and its convolution with the input signal
yi,j(t)=

hi,j(t,τ)xj(t − τ)dτ. (1)
Thus, in a NT × NR MIMO scenario, NTNR DSP-
boards are needed. After the convolution, the results
of NT adjacent boards are summed up, resulting in
yi(t)=
NT−1 
j=0
yi,j(t). (2)
3.2. Analogue and RF Units
Each DSP-board can optionally be equipped with an
analogue frontend providing in- and outputs at anNear MS Cluster
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Near BS Cluster
Figure 4. Geometrical model for signal propagation
intermediate frequency (IF) of 140MHz with a max-
imum bandwidth of 40MHz and a dynamic range of
14 bit input and 16 bit output respectively. The
board comprises a digitizer, which is built by two TI
ADS5500, a D/A converter plus a Xilinx XC2VP30
FPGA, which handles I/O interfacing, digital mix-
ing, and controlling of the board.
The RF frontends are separated from the rest of the
system and reside in an own rack identical to the
rack of the platform to reduce inﬂuences on the sys-
tem. Both the transmitter and the receiver are im-
plemented on a separate board. The current version
of the RF receiver is designed for WiMAX signals
with a center frequency of 2.58GHz and a bandwidth
of 20MHz. Extensions complying WLAN and UMTS
standards are planned for the next version.
4. THE GEOMETRY BASED STOCHAS-
TIC CHANNEL MODEL
The principle of the geometry based stochastic chan-
nel model (GSCM) is shown in Figure 4 [1,2]. A base
station (BS) and a mobile station (MS), each having
several antennas, are placed within the simulation
area and a velocity vector is assigned to the MS.
The model assumes that scatterers are arranged in
clusters. For each cluster an angular delay power
spectra (ADPS) is deﬁned. There is a cluster of
scatterers near the BS, another one around the MS
and several far clusters model the large scale environ-
ment. The positions of the scatterers in the clusters
are modeled stochastically.
Assuming specular reﬂection at the scatterers, ray-
tracing is used to compute the attenuation, delay,
Doppler shift, direction of departure, direction of ar-
rival of every MPC of the channel. Transmitted sig-
nals can be scattered once (dashed lines) or twice
(dotted lines); cf. Figure 4. The solid line denotes
the line of sight path.
For every MPC p the attenuation ηp(t), the initial
phase φp, the Doppler shift ωp,a n dt h ed e l a yτp(t)i s
calculated. ηp(t) incorporates the path loss given by
the path loss model and the channel variations due
to the large scale fading. The phase φp incorporates
the angles of arrival and departure respectively. The
impulse response between transmit antenna i and re-
ceive antenna j is then given by
h i,j(t,τ)=

p∈Pi,j
ηp(t)e2πj(ωpt+φp)δ(τ − τp(t)), (3)
where Pi,j is the set of paths from transmit antenna
i to receive antenna j and δ is the dirac impulse.
5. SUBSPACE REPRESENTATION
OF TIME-VARIANT FREQUENCY-
SELECTIVE CHANNELS
In this section we describe a new method for the
simulation of time-variant frequency selective chan-
nels using a subspace representation. The subspace
representation is independent of the number of prop-
agation paths and thus able to reduce the complexity
of geometry based channel models [5,6].
5.1. Sampled Signal Model
The subspace representation of time-variant fre-
quency selective channels is best viewed in the fre-
quency domain. Thus, we deﬁne the time-variant
transfer function L i,j(t,f) of the channel by Fourier
transforming the time-variant impulse response (3)
L i,j(t,f)=

h (i,j)(t,τ)e−2πjfτdτ (4)
=

p∈Pi,j
ηp(t)e−2πj(ωpt+φp)e−2πjτp(t)f.
(5)
The channel can only be measured respectively sim-
ulated for a ﬁnite number of time samples in the de-
lay domain or—equivalently—a ﬁnite number of fre-
quency samples in the frequency domain. This cor-
responds to applying a rectangular ﬁlter to the chan-
nel. Let r(τ) denote the ﬁlter in the delay-domain
and R(f) the ﬁlter in the frequency domain and
h(i,j)(t,τ)=h (i,j)(t,τ) ∗ r(τ)( 6 )
L(i,j)(t,f)=L (i,j)(t,f) · R(f), (7)
the ﬁltered impulse response and transfer function
respectively (∗ denotes convolution).To obtain the sampled time-variant transfer func-
tion, t and τ are sampled at rate 1/TS and f is sam-
pled at rate Q/FS = TSQ,w h e r eQ is the number of
frequency bins within the bandwidth B. Q has to be
chosen such that Q>N,w h e r eN = NC +2 NF +1
and NC = τmax/TS is the support of the impulse
response and 2NF + 1 is the length of the ﬁlter
r(τ). Further, it is assumed that the attenuation
ηp(t)=ηp and τp(t)=τp are constant for the du-
ration T. Then the sampled time-variant impulse
response and transfer function write
hi,j
m,n = hi,j(mTS,nT S)
=

p∈Pi,j
ηpej2π(νpm+φp)r(nTS − τp)( 8 )
gi,j
m,q = Li,j(mTS,q/(TSQ))
=

p∈Pi,j
ηpej2π(νpm+φp)e−j2πθpq/Q, (9)
where νp = ωpTS is the normalized Doppler fre-
quency and θp = τp/TS is the normalized delay.
Denote by g the vector of elements of the time-
variant transfer function gi,j
m,q in the ﬁnite time
interval m ∈{ 0,...,M − 1},w h e r eM =
T/TS, and in the ﬁnite frequency bandwidth q ∈
{− Q/2 ,..., Q/2 −1}, indexed lexicographically,
g =[ g0,− Q/2 ,g 0,− Q/2 +1,...,g M−1, Q/2 −1]T.
(10)
Further, deﬁne h as the vector of elements of the
time-variant impulse response hm,n similarly to (10).
h c a na l s ob ec a l c u l a t e db yaD F Ti nt h ef r e q u e n c y
domain from (9) by
h =( IM ⊗ FQ)g. (11)
5.2. Subspace Representation
The subspace representation is based on the follow-
ing two observations. Firstly, the simulation is car-
ried out for a limited time T and a limited bandwidth
B. Secondly, the variation of the channel in time and
frequency is limited by the maximum Doppler shift
ωmax and the maximum delay τmax,i .e . ,|ωp| <ω max
and 0 ≤ τp <τ max for p ∈ P.
Therefore, g can be represented in the sub-
space spanned by the ﬁrst D indexlimited two-
dimensional discrete prolate spheroidal (DPS) se-
quences v
(d)
m,q(W,I),d =0 ,...,D− 1[ 6 ] ,w h e r e
W =[ −νDmax,ν Dmax] × [0,θ max], and (12)
I = {0,...,M− 1}×{ −   Q/2 ,..., Q/2 −1}
(13)
denote the bandlimit region and the region of energy-
concentration respectively. If the indexlimited DPS
sequences v
(d)
m,q(W,I) are collected in a vector v(d)
similar to (10) and the vectors are further collected
in the columns of the matrix
V =[ v(0)(W,I),...,v(D−1)(W,I)], (14)
the subspace representation of g is
α = VHg, (15)
ˆ g = Vα. (16)
The projection of a one-dimensional complex expo-
nential,
γd(νp)=
M−1 
m=0
v
(d)
m (νDmax,M)e
2πjνpm (17)
can be calculated approximately by a simple scaling
and shifting of the sequence v
(d)
m (νDmax,M) [5,6]
γd(νp) ≈ ˜ γd(νp)=c(νDmax,M)v
(d)
m(νp/νDmax)(νDmax,M)
(18)
where c(νDmax,M) is the scaling factor and m(x)=
 (1 + x)(M − 1)/2  is the shifting function. In [5,6]
is is shown, that ˜ γd(νp) → γd(νp)a sM →∞ .T h u s ,
oversampling M results in better approximation.
Since W can be written as a Cartesian product (12),
the basis coeﬃcients αd can be calculated approxi-
mately as
˜ αd =

p∈Pi,j
ηpe
2πiφp˜ γd0(νp)˜ γd1(θp). (19)
Note, that this calculation is independent of M and
Q.
We deﬁne the approximate subspace representation
of g as
˜ g = V˜ α. (20)
A subspace representation ˆ h of the sampled time-
variant impulse response can be calculated from ˆ g by
a discrete Fourier transform (DFT) in the frequency
variable q.
ˆ h =( IM ⊗ FQ)ˆ g. (21)
Deﬁning the basis functions in the delay domain by
U := (IM ⊗ FQ)V, ˆ h can be calculated using the
same basis coeﬃcients α
ˆ h = Uα. (22)
The approximate subspace representation ˜ h is de-
ﬁned similarly to (20).
5.3. Bias and Subspace Dimension
The bias of the approximate subspace representation
is given by
bias
(D)
˜ h = E

1
MQ
 h − ˜ h
(D)
 2

, (23)where the superscript (D) denotes the number of ba-
sis functions used. In [5,6] it was shown that the bias
decreases exponentially with the subspace dimension
D until the error ﬂoor given by the approximation
(18) is reached.
We wish to simulate channels with an accuracy not
lower than the machine precision of 16 bit, Eprec =
2−15 (cf. Section 3.1). This can be accomplished in
a two-step procedure. First the oversampling factor
of the approximation is determined, so that the ap-
proximation error is smaller than Eprec. Then, the
minimum subspace dimension is calculated using
Dmin =a r g m i n
D
{bias
(D)
˜ h ≤ Eprec}. (24)
6. REAL-TIME IMPLEMENTATION AS-
PECTS
In this Section, we describe how the GSCM is imple-
mented on the hardware described in Section 3 and
how the DPS subspace representation can be used to
increase the number of paths.
At the beginning of each simulation run, the global
parameters of the scenario are initialized and dis-
tributed to the DSP boards, such that each DSP
board is able to compute the radio channel for one
pair of transmit and receive antennas.
The real-time channel emulation is then divided into
two main parts, namely the propagation module, and
the convolution module. The propagation module is
implemented in the DSP and calculates the param-
eters of all MPCs of the channel. The convolution
module is implemented in the FPGA. It takes the in-
put samples and convolves them with the calculated
impulse response.
6.1. Propagation Module
The computation of parameters of the MPCs is di-
v i d e di nal a r g es c a l ea n das m a l ls c a l eu p d a t et o
fulﬁll the real-time constraints.
The large scale update updates the positions of the
scatterers according to the stochastic properties of
the channel model and thus simulates long term fad-
ing. Since these values are varying signiﬁcantly only
after a MS movement of approx. ten wave lengths
they are refreshed every 10 ms (corresponding to a
carrier frequency of 2GHz and a maximum speed of
500km/h). In the large scale update, the diﬀerent
attenuation values like the shadow fading, the at-
tenuation of the scatterers and the rice factor are
calculated and are linearly interpolated in between.
The path lengths of the MPCs are calculated twice in
z
-1 xm
hm,0
z
-1
hm,1
z
-1
hm,2 hmN ,- 1
ym
Figure 5. Conventional FIR Filter structure
this 10 ms update interval and are piecewise quadrat-
ically interpolated in between. For a detailed view
on the calculations of this parameters see [1,2,9].
In the small scale update, the attenuation ηp,t h e
initial phase φp, the Doppler shift ωp and the delay
τp of all MPCs p ∈ Pi,j are calculated. The small
scale update occurs every T =0 .5ms, since those
values are varying very fast even when the MS is
moving only a fraction of a wavelength.
The parameters ηp,φ p,ω p and τp are now used
to calculate the approximate basis coeﬃcients ˜ α ac-
cording to Equation (19).
6.2. Convolutional Module
The convolutional module receives the subspace co-
eﬃcients ˜ α from the DSP and calculates the time-
variant impulse response ˜ h according to Equation
(22).
Then, the sampled input signal xm = x(mTS)i sc o n -
volved with the impulse response ˜ hm,n
ym =
N−1 
n=0
˜ hm,nxm−n. (25)
Equation (25) can be implemented using a tapped
delay line (TDL) depicted in Fig. 5. This imple-
mentation is diﬀerent to the one used in [4], where
the input signal is highly oversampled with oversam-
pling factor OT a n dw r i t t e nt oa“ H i s t o r yR A M ”( s e e
Fig. 6). From there, for each path, the correctly de-
layed input samples are multiplied with their com-
plex attenuation βm,p = ηpe2πj(mνp+φp) and added
up to yield one output sample. In the Appendix it is
shown, that the proposed implementation is equiva-
lent to the History RAM implementation.
7. COMPLEXITY COMPARISON AND
MEMORY REQUIREMENTS
In this section, the complexities and the memory re-
quirements of three diﬀerent implementations for them,0 m,1 m,2 mP ,- 1
History RAM
oldest
samples
newest
samples
delay address 
0
1
2
P-1
ym
xm
Figure 6. Convolution with the History RAM
channel simulation are reported. The ﬁrst two im-
plementations use a tapped delay line, where the tap
weights are either generated using DPS sequences
(22) or where the tap weights are calculated using
(8). They are compared to the implementation using
the History RAM [4]. Further, the memory require-
ments of the new method are given.
7.1. Complexity Comparison
The complexity is measured using number of com-
plex multiplications (CM) and number of evaluations
of a complex exponential (CE). We count the num-
ber of operations for a single time step m of length
TS.
The complexity of the History RAM (HR) implemen-
tation is
CHR =( OT(2NF + 1))CM + P(CM + CE), (26)
where the ﬁrst term accounts for the oversampling
ﬁlter with oversampling factor OT (29) and the sec-
ond term accounts for the number of paths (30).
The complexity of the TDL implementation, where
the tap weights are calculated using (8) is
CTDL =( 2 NF + NC +1 ) C M+P(CM + CE), (27)
where the ﬁrst term accounts for the implementation
of the tapped delay line (25) and the second term
accounts for calculating the time-variant impulse re-
sponse (8).
The complexity of the TDL implementation, where
the tap weights are calculated using DPS sequences
(22) is
CDPSS =( 2 NF + NC +1 ) C M+DCM, (28)
where the ﬁrst term accounts for the implementation
of the tapped delay line (25) and and the second term
accounts for calculating the time-variant impulse re-
sponse (22).
For the complexity comparison, the parameters of
Table 1 are used. The maximum normalized Doppler
shift is ﬁxed to νDmax =1 .2044 · 10−5, which corre-
sponds to a user velocity of 100kmph. In Figure 7,
Parameter Value
Carrier frequency fc 2 · 109 Hz
Bandwidth B 3.84 · 106 Hz
Sample rate 1/TS 15.36 · 106 Hz
Update interval T 0.5 · 10−3 sec
Blocklength M = T/TS 7680 samples
Delay bins Q 256 bins
Filter group delay NF 5
OSF History RAM OT 8
Table 1. Simulation parameters for the numerical
experiments.
0 50 100 150 200 250 300 350
0
100
200
300
400
500
600
NC
P
TDL
History RAM
DPSS
Figure 7. Minimum complexity regions of the im-
plementation of the convolution in dependence of the
number of paths P and maximum delay of the chan-
nel NC (in samples).
the minimum complexity regions of the diﬀerent im-
plementations are plotted in dependence of the de-
lay of the channel in samples NC and the number
of paths P. The subspace dimension D has been
calculated using (24).
It can be seen that the tapped delay line implementa-
tion performs best for small delay spreads and small
number of paths. If the delay spread is large, but the
number of paths is small, i.e., the impulse response
of the channel is sparse, then the implementation us-
ing the History RAM is favorable. In all other cases,
i.e., when the number of paths is large, then the
implementation using the DPS sequences should be
preferred.
7.2. Memory requirements
The special choice of the bandlimit region (12)
and the time-concentration regions (13) as Carte-
sian products enables eﬃcient storage of the two-
dimensional DPS sequences, because they can be cal-
culated as a Kronecker product of one-dimensionalνDmax(·10−4)
NC 0.1204 0.2409 0.3613 0.4818 0.6022
64 95 99 103 107 110
128 159 163 167 171 174
192 223 227 231 235 238
256 287 291 295 299 302
320 351 355 359 363 366
384 415 419 423 427 430
Table 2. Memory requirements for the two-
dimensional DPS sequences in kByte in dependence
of the maximum normalized Doppler shift νDmax and
maximum number of delay taps NC. Every complex
sample is allocated 32 bits.
sequences. Therefore, to store U,o n l yMD0 + QD1
elements need to be stored, where D0 and D1 are the
maximum number of one-dimensional DPS vectors
needed to construct the two-dimensional vectors. D0
and D1 can be calculated using the one-dimensional
equivalent of Equation (24). The results are summa-
rized in Table 2 using the parameters of Table 1. For
comparison, the History RAM implementation of [4]
needs only 8kByte of memory.
8. CONCLUSIONS
We have presented a low-complexity implementation
of the COST 259 geometry based stochastic chan-
nel model (GSCM) that is especially suited for real-
time channel emulation. The method allows to sim-
ulate scenarios with a very high number of propaga-
tion paths. Compared to other implementations the
newly proposed method has less complexity for most
scenarios. On the other hand, the memory require-
ments are higher.
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APPENDIX: EQUIVALENCE OF HISTORY
RAM AND TAPPED DELAY LINE
In the History RAM implementation [4], the input
signal xm = x(mTS) is ﬁrst oversampled to a rate
1/TD, with an integer oversampling factor OT =
TS/TD using an interpolation ﬁlter with coeﬃcients
rl = r(lTD). The ﬁlter length is L =2 NFOT +1 .
Thus, the oversampled signal writes
¯ xk = x(kTD)=
NFOT 
l=−NF OT
rl¯ ¯ xk−l, (29)
where
¯ ¯ xk =

xm k = mOT
0o t h e r w i s eFurther, also the time-variant impulse response (3)
is oversampled with rate 1/TD,
¯ h 
k,l =
P−1 
p=0
γp(kTD)δl−¯ θp,
where
γp(t)=ηpe
2πj(φp+ωpt)
¯ θp =  τp/TD ,
The oversampled input signal ¯ xk is then convolved
with the oversampled impulse response ¯ hk,l to yield
¯ yk =
NCOT −1 
l=0
¯ h 
k,l¯ xk−l (30)
=
P−1 
p=0
γp(kTD)˜ xk−¯ θp,
which is exactly the History RAM implementation
in Figure 6.
On the other hand, using (29), (30) can be written
as
¯ yk =
NCOT−1 
l=0
¯ h 
k,l

NFOT 
l=−NFOT
rl¯ ¯ xk−l−l

=
(NF+NC)OT 
l=−NFOT

NCOT−1 
l=0
¯ h 
k,lrl−l

¯ ¯ xk−l.
Since ¯ ¯ xk =0i fk =0 m o dOT, the downsampled
version of ¯ yk is
ym =¯ ymOT
=
NF+NC 
n=−NF

NC−1 
n=0
¯ h 
mOT,nOTr(n−n)OT

xm−n
=
NF+NC 
n=−NF
hm,nxm−n,
where
hm,n =
P−1 
p=0
γp(mTS)r(nTS − τp),
which is the same as (8).