The effect of mean stress is a significant factor in design for fatigue, especially under high cycle service conditions. The incorporation of mean stress effect in random loading fatigue problems using the frequency domain method is still a challenge. The problem is due to the fact that all cycle by cycle mean stress effects are aggregated during the Fourier transform process into a single zero frequency content. Artificial neural network (ANN) has great scope for non-linear generalization. This paper presents artificial neural network methods for including the effect of mean stress in the frequency domain approach for predicting fatigue damage. The materials considered in this work are metallic alloys. The results obtained present the ANN method as a viable approach to make fatigue damage predictions including the effect of mean stress. Greater resolution was obtained with the ANN method than with other available methods.
Introduction
The effect of mean stress is a significant factor in design for fatigue especially under high cycle service conditions. Various methods such as Goodman, Gerber and Soderberg, have been proposed for accounting for the effect of mean stress under predictable fatigue loading conditions [1] . The formulars relate the applicable stress amplitude to the mean stress and the strength of the material. Under random loading conditions, these methods are easily incorporated on a cycle by cycle basis in time domain cycle counting methods, especially using the rainflow counting method [1] .
The incorporation of mean stress effect in random loading fatigue problems on a cycle by cycle basis is not yet achievable using current frequency domain spectral based methods. This problem is due to the fact that all cycle by cycle mean stress effects are zero frequency content which are all aggregated in the Fourier transform process into one content. The attempts to incorporate the effect of mean stress in frequency domain method have therefore focussed on using the global stress history mean value to account for this effect. Petrucci and Zucarrello [2] developed an empirical fit approach to incorporate the joined probability distribution effects of stress and mean stress using 45 loading signals. There has hardly been an independent rigorous verification of the results of using the method in the literature.
Dirlik's method is undoubtedly the most cited frequency domain solution for random fatigue problems. It did not however explicitly incorporate the effect of mean stress. The effect is implicitly present in the model because the spectral moments used, particularly zero spectral moment, incorporates the zero frequency content. Kihl and Sarkani [3] introduced a mean stress effect in a spectral based random fatigue analysis but this was limited to narrowband loading cases. Nieslony et al [4, 5] recently proposed a method which can be described as a power spectral transformation approach for including the effect of mean stress. This method is explained further in the section on theory. There have also not been an independent verification of the procedure. There have been applications of ANN to other types of fatigue problems in the literature. Bhadeshia [6] indicated that fatigue is one of the most difficult mechanical properties to predict and suggested that the application of ANN could assist with establishing relationships between, material and loading variables, and crack propagation life. Artymiak et al [7] demonstrated the use ANN for the prediction of S -N curves based on a database of fatigue properties for steel alloys. Pujol and Pinto [8] used ANN to develop cumulative fatigue damage functions based on results of experiemental tests carried out on a steel alloy. Iacoviello et al [9] introduced ANN as a tool for the analysis of the effect of stress ratio on fatigue propagation in a duplex steel. In the realm of random loading fatigue, Kim et al [10] showed the possibility for ANN to be able to identify a spectral type and use this with various models such as Wirsching-Light [11] , Zhao-Baker [12] , Benasciutti-Tovo [13] and Dirlik [14] to predict fatigue damage. This paper presents an alternative approach to those reviewed in the foregoing. Artificial neural networks have been known to provide greater scope for non-linear generalisation and have the ability to deal with a large number of input variables than direct application of optimisation methods [15] , [16] , [17] . The paper presents an artificial neural network frequency based approach for the analysis of random loading fatigue problems including the effect of mean stress. The materials considered in this work are metallic alloys. The method is based on the selection and use of input parameters that allow the artificial neural network to recognize signals and generalise for the solution of the problem. The input parameters include spectral moments, stress history -material properties. A broad range of spectral types, material properties, fatigue factor conditions and mean stress ranges were considered with up to 50,000 different signals.
Effects of different input combinations and number of signals used for training were also considered.
Theory
In a previous publication [18] , theoretical background covering aspects such as characterisation of random loading, fatigue life, type of loading, material properties, and artificial neural network method were highlighted. This paper summarises these aspects to provide a background and then adds essential details necessary to account for the effect of mean stress in machine learning frequency domain random fatigue loading analysis context.
Characterisation of random processes and fatigue loading
It is helpful because of a few subsequent steps that will be required to revisit the definition of the Fourier transform X(f) of a time domain signal x(t), which is given by equation (1) .
According to Parseval's theorem [19] the energy under the time and frequency domains are the same, as expressed in equation (2) .
(1) (2) where t represents time and f represents frequency. The linearity property of Fourier transform is expressed as in equation (3) ℱ{ 1 1 ( ) + 2 2 ( ) } = 1 1 ( ) + 2 2 ( )
where ℱ is a Fourier transform operator and c1 and c2 are constants that can be real or complex. The input output relationships of random processes are more conveniently described using the frequency domain representation. The power spectral density (PSD) equation (4) describes the variation of the power content of a signal e.g. Sx, in real terms with frequency.
is the PSD and the symbol E is used to denote the expectation of the value in bracket. The value of ) ( f G x used in this work was normalised with respect to the sampling frequency. For the composite function in equation (3) and assuming that c1 = c, X1 = X and c2 = 0, the PSD can be written as shown in equation (5) (5) In the context of fatigue, the power input during loading into a component is related to the fatigue damage by parameters based on the PSD. The main parameters used are the moments of the PSD which are given by equation (6) . (6) where mi is the i th moment of the PSD Gx(f); i = 0, 1, 2, 4 are used for fatigue loading characterisation. Other parameters derived from the moments such as given in equations (7) and (8) (7) (8) provide estimates for the number of upward mean crossing and the number of peaks in the signal per second respectively. The irregularity factor, , of the signal is given by equation (9) (9) reflects the spread of the process,  tending to a value of 0 or 1 corresponds to a broad band or a narrow band signal respectively. An alternative description of bandwidth characteristics of a signal is given by the Vanmarcke's parameter [13]   2 2 ) ( ) (
Frequency domain damage prediction models
The Miner's linear cumulative damage rule for different fatigue loading states (Sai, Smi and ni) is given by equation (10) (10) where E(D) is damage fraction, Sai, Smi and ni, in the case of stress fatigue loading analysis, are the amplitude, the mean stress and number of cycles representing the loading corresponding to state i. Ni is the number of cycles under the loading state that on its own will cause fatigue failure. The life Ni is determined in terms of the fatigue properties of the material and the mean stress as highlighted in equations (11) and (12) (11) (12) where a and b are the fatigue strength and exponents values for the material based on stress amplitude. The parameter i  in equation (10) is the Goodman's correction factor for accounting for the effect of mean stress and Su is the ultimate strength of the material. Other empirical relations such as Soderberg, Morrow, Gerber, Smith Watson Topper relations are also used to account for the effect of mean stress [1] . The Goodman's relation which appears to have widespread usage is the basis of the approach used in this work. Instead of damage calculation based on the stress amplitude Sai, an alternative route is to use the equivalent stress amplitude Sa0 which from the Goodman's relation is given by equation (13)
The frequency domain expression for fatigue damage prediction which includes Miner's rule
[20] is generally written as in equation (14) (14) where T is the fatigue loading signal sampling time, E(P) = (m4 / m2) 1/2 is the number of peaks in the signal per second as indicated in equation (8) 
where Z is the stress range normalised using the square root of the spectral moment m0. All other parameters R, Q, D1, D2 and D3 are intrinsically functions of the spectral moments mi, i=0,1,2 and 4. This model does not explicitly contain the effect of mean stress and there are no parameters in the model such as ratios of mean stress to the ultimate or yield strength.
Mean stress effect in frequency domain fatigue analysis
A cycle by cycle mean stress parameter is not an available option in the frequency domain method as highlighted in the introduction. This is based on the fact that all mean stress effects are lumped together in the power spectral density as the zero frequency content.
Petrucci and Zuccarello [2] presented a fatigue damage formula in the form shown in equation (16) . (16) The function are also functions of the spectral moments mi, i=0,1,2 and 4 , the parameter = / derived from the use of the Goodman's formula for accounting for the effect of mean stress. Smax is the maximum stress in the stress history, and k is a fatigue material property.
Nieslony et al recently presented a method for transforming a zero mean centre PSD to include the effect of mean stress. The transformed PSD could then be used with any spectral based probability distribution function such as the Dirlik's formula [14] . The presentation was 
The mean stress, , is then subtracted from every data point in the Sx stress history to give = − , i.e thus shifting the spectrum to a global zero mean state. Denoting the as the power spectral density of the shifted signal , the modified power spectral density accounting for the effect of the mean stress as in equation (5) is given by = 2 0 . This then is the function to be used in equation (4) in order to determine the moments
and , , , variables its and , 0,1,2,4 to be used for the fatigue characterisation including the effect of mean stress. Nieslony also introduced other possible definitions of .
This paper presents an artificial neural network frequency based approach which incorporates the effect of mean stress. As highlighted in the introduction, the method is based on the selection and use of input parameters that allows the artificial neural network to recognize signals and generalize for the solution of random loading fatigue problems that include the effect of mean stress. Various ANN models were developed and tested. Table 1 gives a summary of the inputs and output of the main ANN models considered. The additional parameters that were introduced as inputs during the development are given in equations (18) and following
where is the minimum value of Sx; was previously introduced as part of the Petrucci Zuccarello's method description.
As to be expected the fatigue properties of the material and the spectral moments , i = 0,1,2,4
were essential inputs for fatigue analysis. The Goodman parameter was also essential to account for the mean stress effect. Further exploration showed that the complementary parameter improved the ability of the ANN to make predictions with greater accuracy and consistency. The parameters and were also found to be helpful in reducing the statistical spread of the predictions, in other words, they improved the precision of the prediction. The moments , i = 0,1,2,4 and the KG parameter were considered in order to implement the Nieslony's transformation approach [4] for the modification of Dirlik's formula [14] . Of course the Dirlik formula was not used in the ANN approach. The logarithmic value of the damage E(D) was used as the output target value. This helped to reduce the impact of the spread of the damage values which was different by several orders. Data leading to damage values lower than 10 -6 were rejected in order to avoid dilution of the training process with insignificant contributions to the training.
Although it has been suggested that half the sum of input and output neuron the ANN training and testing in this study. In order to include extreme conditions, the numbers of signals developed and used ranged from 1000 to 50,000.
Machine learning artificial neural network implementation
As in previous work [18] , three layers of neuron which is generally accepted as sufficient to represent any non-linear function approximation was used. Each of the hidden and output layer neuron is connected to the neurons in the preceding layer. The preceding layer to the output layer is the hidden layer and correspondingly the preceding layer to the hidden layer is the input layer. The strengths of the connections between neurons are described as weights.
Before an ANN can be used, it needs to be trained on data for which the inputs and the corresponding target outputs are known. The training process used in this work was based on the feedforward -backpropagation multilayer perceptron (MLP) method. The training proceeds by feeding known inputs into the network and obtaining its corresponding predictions for the output. In this process, each internal and output neuron receives a weighted sum of the input from the preceding neurons. The output from each neuron is transformed by an activation function before being used as an input for the next layer of neurons. The sigmoid function which is numerically desirable in the perceptron model as it ensures that all values passing to the next neuron lie in the range [0,1] was used between the input and hiding layer. The parameters used in the ANN which consistently gave good prediction in a previous work can be found in reference [18] . The output layer used a linear transfer function, to ensure that erroneous outputs were easy to identify.
The output from the ANN will not in general match the known output corresponding to the inputs used from the data set, at least in the first feedforward through process. The mis-match error, usually the mean square error value, is then used in the backpropagation process to adjust or modify the weights so that better prediction can be made by the network in the next feedforward iteration process. A number of iterations of feedforward -backpropagation are required before the weights become useful and able to make a right prediction on the current data and subsequently on a previously unseen input data. Various backpropagation algorithms have been devised for the training of networks. One of the methods used in this analysis was based on the +Rprop algorithm which is known to have excellent convergence characteristics [15] , [24] . The parameters required for the optimal convergence of the training in this approach has been identified for most problems and are not dependent on trial and error. For research flexibility purposes, the implementation of the ANN in this work was carried out using a set of in house routines developed in a MATLAB [25] environment. The Levenberg Marquart backpropagation method in MATLAB which generates equally good prediction as in the inhouse programs but faster was later used.
Overall procedure
The description of the overall procedure used in this work is very similar to that presented with a flowchart in Durodola et al [18] . The analysis starts with the composition of trial space of many different spectral forms as illustrated in Figure 1 . Table 2 .
As highlighted in the foregoing, different sample sizes ranging from 1000 to 50000 were analysed in the course of the study. The materials considered in this work are metallic alloys. For every combination of spectra parameters, the corresponding time domain signal for the selected spectrum was generated using equation (19) [29],
where n is the sample number, N is the number of discretisation of the spectrum (PSD), with 
were considered. In order to introduce a mean stress effect, the signal was then randomly shifted along the stress ordinate so that in general ≠ 0. The final x(t) obtained was then scaled so that the highest peak or deepest valley lied within 5 to 83% of the ultimate tensile strength value. The mean stress values incorporated ranged from -0.6 to 0.6Su. This scaling reduced the possibility of any of the time data leading to extremely low values of oscillation before final fatigue damage occurs. This process provided a pool of input output for the training of the ANN described in section 2.3. The signals were analysed using ANN structures described in the foregoing as well as in house rainflow counting routine. The analysis used the material fatigue properties to determine corresponding damage intensity (i.e. damage per second) for each of the signals generated. 
Results

This
ANN prediction of damage including effect of mean stress
The aim of this section is to demonstrate the agreement of the ANN prediction with rainflow counting method. The results shown here are based on an ANN4, see Table 1 , developed using 50000 stress histories all generally including ≠ 0 states that were randomly effected.
Two typical stress histories with different mean stress levels are shown in Figures 2(a) and (b). 
Comparison of prediction with other methods
This section compares the performance of the ANN4 prediction with Dirlik's method and Dirlik's method with the power spectral density modified by using the Goodman's relation. The
Goodman's factor was based on global mean stress as highlighted in the foregoing. ANN4 was used to analyse freshly generated stress histories. Ten trials were carried out, with each containing ten batches of tests and each batch contained 500 signals or patterns. The ten trials and ten batches allowed 100 correlation tests to be carried out for the comparisons. This process led to the generation of 50,000 signals for testing that were independent of the original 50,000 that were used for training and validation of the neural network. The coefficient of fit between rainflow counting and predicted results were determined. 
Effect of input characteristics
The effect of input parameters on the performance of prediction is analysed in this section. The input parameters are those characterising ANN1, ANN2, ANN3 and ANN5 having presented results for ANN4 in sections 3.1 and 3.2. Ten trials were carried for the analysis of each of the ANN method, each trial consisted of ten batches and each batch consisted of 500 signals as in the case of section 3.2. Also as in that case this process led to the generation of independent 50,000 signals for each of the methods tested. Figures 7 to 10 give the probability and cumulative probability distribution plots for the coefficient of fits for the 100 independent batches tested in each case. As can be seen in the plots, the unmodified Dirlik showed the most spread in the coefficient of fit for predictions. It can be seen that ANN1 which is based on minimal information of the mean stress effect showed good performance. There was progressive improvement in the results obtained as the number of inputs increased in ANN2 and ANN3. ANN5 which is based on the transformation of the spectral density also showed very good performance but appears to lead to occasionally unexpectedly high deviations. This trait also shows in the modified Dirlik method.
Effect of number of signals used for training the ANN
The trials in this case were based on the ANN4 network. The numbers of patterns used for the training of the network were 500, 1000, 2000, 5000, 10000, 20000 and 50000 as indicated in Table 5 . As in section 3.1, 70, 15 and 15% proportion of the stress history population were used for training, validation and testing respectively for the development of the networks. The networks were then tested using one trial each; each trial consisted of ten batches with each batch consisting of 500 signals or patterns. The mean coefficient of fit and the root mean square error for the ten batches for the different predictions methods are shown in Table 5 
Discussion
Although ANN1 type performed excellently well for the cases of zero mean stress effect [18] there was no expectation for it to give good performance in the case that mean stress effect is present. Preliminary investigation with a large training data set 50000 with ANN1 showed direct correlation between prediction and rainflow counting results. The resolution was however the general issue. The difference between predicted and rainflow result derived from the coefficients of fit in some cases were as high 30%. ANN2 performed much better with possible percentage difference of about 11%. The plots in Figures 6 to 10 show that ANN4 was the most consistent in yielding a maximum difference of 10%. This led to the acceptance of the ANN4 as the best model. Although ANN5 based on modified spectral moments showed generally good performance, it was found to be susceptible to occasional significant difference between predicted and target values. This issue was also found with the modified Dirlik method.
One of the known issues that could happen in ANN modelling is the possibility of over fitting during learning. In this circumstance the ANN is able to give very accurate predictions with seen data but will be incapable of the same performance on unseen data. The problem is straight forward to detect. When new unseen data is used to test an ANN with over fitting learning defect, the prediction from the network will deviate significantly from expectation. As can been seen in section 3, several new independent trials with large population of signal of size 50000 in many cases were used in this work to verify the ANNs developed. No over fitting learning issues were detected.
The results from the number of signals used for training showed that 5000 data sets upwards gave about the same level of standard deviation in the coefficient of fit. It was also found that the performance convergence characteristics during training were more consistent when large data sets were used. From Figure 6 , 90% of the ANN4 predictions lied between a factor of 94%
and 101% of the rainflow counting target values. Also from the figure, it can be seen that 100%
of the predictions was between 90% and 103% of the rainflow counting results. In the case of modified Dirlik an over prediction of 20 to 30% is possible. In general, the ANN approach developed herein provides a new viable avenue for random fatigue damage prediction even for the cases where mean stress effect is present.
It is helpful to highlight the limits of the analysis carried out in this paper. The spectral and material properties considered have been limited to those practically feasible values shown in Table 1 . The limits can however be changed to cover any application that may be found to fall out of the existing scope. An ANN model is usually only used to solve similar problems as those used for its training.
Conclusions
Artificial neural network approach has been presented as a new viable spectral based method for the analysis of random fatigue loading problems including the effect of mean stress.
Excellent correlation factors and coefficients of fit were obtained when compared to the rainflow counting method. The method yields better agreement and resolution with time domain results compared to recent frequency domain methods that include the effect of mean stress.
The correction required for ANN4 to match rainflow counting is less than 6% with a probability confidence level of 90%. Existing methods can deviate by up to 33% from rainflow counting results. Future work will be considering performance of ANNs on non Gaussian random fatigue loading signals. Tables   Table 1 Input and output parameters for the ANNs developed Table 2 Limits of property and spectral moments considered Table 3 Comparison of logarithmic values of rainflow counting and ANN4 results for 20 signals from two separate batches (a) and (b) in a trial Table 4 Comparison of logarithmic values of rainflow counting, ANN4, Dirlik and modified Dirlik results for 10 signals from two separate batches (a) and (b) in a trial Table 5 Comparison of coefficient of fit between rainflow counting and ANN4, Dirlik and modified Dirlik results and root mean square errors for 10 separate batches in two trials (a) and (b). Each batch contained 500 signals. Table 6 
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