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ЗАГАЛЬНІ ПОЛОЖЕННЯ 
Методичні вказівки спрямовані на допомогу студентам оволодіти практи-
чними навичками з побудови економетричних моделей реальних економічних 
явищ з метою прогнозування за різними економічними показниками. 
Дисципліна «Економетрика» є нормативною дисципліною циклу природ-
ничо-наукової та загальноекономічної підготовки бакалаврів за напрямом 
6.030504 - Економіка і підприємництво. Відповідно до навчального плану 
її вивчають у 4 семестрі 2 курсу. Обсяг практичних занять становить 6 ауди-
торних години (3 практичних заняття). Обсяг самостійної роботи становить 86 
годин. Вивчення дисципліни «Економетрика» спрямовано на підготовку висо-
кокваліфікованих фахівців, що володіють теоретичними знаннями та практи-
чними навичками з питань визначення кількісних та якісних взаємозв'язків 
економічних об'єктів і процесів за допомогою математичних і статистичних ме-
тодів та моделей. 
Відповідно до робочої програми курсу «Економетрика» у методичних вка-
зівках до практичних занять розглянуто найважливіші теми, зокрема побудова 
лінійної моделі множинної регресії за методом найменших квадратів, часові 
ряди і прогнозування, система структурних рівнянь. Знання й навички, що 
отримані під час вивчення цих тем, є основою для вивчення наступних склад-
ніших тем курсу, та найчастіше застосовуються у практичній діяльності. 
У методичних вказівках до самостійної роботи для кожної теми зазначено 
обсяг витрат часу на вивчення, що відповідає програмі курсу. Наприкінці мето-
дичних вказівок наведено список основних і додаткових підручників, які реко-
мендується використовувати. Кожна тема супроводжується посиланнями на ві-
дповідні їй сторінки підручників. Після вивчення теоретичного матеріалу треба 
дати відповіді на запитання для самоперевірки з теми, а також розв’язати зада-
чі, пропоновані для самостійного розв'язання. Для полегшення роботи перед за-
дачами для самостійного розв'язання наведене розв'язання аналогічних 
прикладів. 
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МЕТОДИЧНІ ВКАЗІВКИ ДО ПРАКТИЧНИХ ЗАНЯТЬ 
 
Практичне заняття 1 (2 години) 
Тема ПЗ: МНОЖИННИЙ РЕГРЕСІЙНИЙ АНАЛІЗ 
Мета – оволодіння основними етапами економетричного моделювання, 
визначенням параметрів моделі при порушенні властивості гомоскедастичності 
та аналізу множинної економетричної моделі. 
 
Вказівки до виконання завдання 
 
Множинна регресія - рівняння зв'язку з кількома незалежними змінними: 
),...,,(ˆ 21 mxxxfy = , 
де у - залежна змінна (результативна ознака); 
x1, x2, xm - незалежні змінні (фактори). 
Для оцінки параметрів рівняння множинної регресії застосовують метод 
найменших квадратів (МНК): 
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Для її розв’язання можна застосувати метод визначників: 
Δ
Δ= aa , Δ
Δ= 11 bb , Δ
Δ= mm bb . 
Інший вид рівняння множинної регресії - рівняння регресії в стандартизо-
ваному масштабі: 
mxmxxy
tttt βββ +++= L
21 21 , 
де 
y
y
yyt σ
−= , 
1
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t σ
−=  - стандартизовані змінні; 
βi - стандартизовані коефіцієнти регресії. 
Стандартизовані коефіцієнти регресії (β-коефіцієнти)  визначають з 
наступної системи рівнянь: 
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Зв'язок коефіцієнтів множинної регресії bi із стандартизованими коефіці-
єнтами b описується співвідношенням 
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σβ= . 
Параметр a визначається як mm xbxbxbya −−−−= K2211 . 
Середні коефіцієнти еластичності для лінійної регресії розраховують за 
формулою 
y
xbE jjyx j = . 
Для розрахунку часткових коефіцієнтів еластичності застосовують 
наступну формулу: 
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Тісноту сумісного впливу чинників на результат оцінює індекс множин-
ної кореляції: 
2
2
,, 121
y
залy
xxyx m
R σ
σ−= . 
Значення індексу множинної кореляції лежить у межах від 0 до 1 і має 
перевищувати або дорівнювати максимальному парному індексу кореляції: 
),1(,,,21 mirR im yxxxyx =≥ . 
Індекс множинної кореляції для рівняння в стандартизованому масштабі 
можна записати у вигляді 
∑= im yxixxyx rR β,,21 . 
Якщо залежність лінійна, коефіцієнт множинної кореляції можна визна-
чити через матрицю парних коефіцієнтів кореляції: 
11
,, 121 r
rR
mxxyx Δ
Δ−= . 
Часткові коефіцієнти (або індекси) кореляції, що вимірюють вплив на у 
фактора x, при незмінному рівні інших факторів, можна визначити 
за формулою 
2
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Часткові коефіцієнти кореляції змінюються в межах від -1 до +1. 
Якість побудованої моделі в цілому оцінює коефіцієнт (індекс) детермі-
нації. Коефіцієнт множинної детермінації розраховується як квадрат індексу 
множинної кореляції 2 21 mxxyxR . 
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Скорегований індекс множинної детермінації містить поправку на кіль-
кість ступенів свободи і розраховується за формулою 
1
)1()1(1ˆ 22 −−
−−−=
mn
nRR , 
де n - кількість спостережень; 
m - кількість факторів. 
Значущість рівняння множинної регресії в цілому оцінюється за допомо-
гою F-критерію Фішера: 
m
mn
R
RF 1
1 2
2 −−⋅−= . 
Частковий F-критерій оцінює статистичну значущість присутності кож-
ного з факторів у рівнянні. У загальному вигляді для чинника x1 частковий 
F-критерій визначиться як 
l
mn
R
RR
F
ml
mllml
x
xxyx
xxxyxxxyx
част
1
1 2
22
1
1111
1
−−⋅−
−= +− . 
Оцінка значущості коефіцієнтів чистої регресії за допомогою t-критерію 
Стьюдента збігається до обчислення значення 
1
l
l x
b
l
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bt == , 
де lbm - середня  квадратична помилка коефіцієнта регресії bl. Її можна 
визначити за наступною формулою 
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. 
Під час побудови рівняння множинної регресії може виникнути проблема 
мультиколінеарності факторів, їх тісного лінійного зв'язку. 
Вважають, що дві змінні явно колінеарні, тобто знаходяться одна з одною 
в лінійній залежності, якщо rxixj ≥ 0,7. 
Величина парних коефіцієнтів кореляції виявляє лише явну колінеарність 
факторів. Для оцінки мультиколінеарності факторів може використовуватися 
визначник матриці парних коефіцієнтів кореляції між факторами. 
Якби фактори не корелювали між собою, то матриця парних коефіцієнтів 
кореляції між ними була б одиничною матрицею, оскільки всі недіагональні 
елементи rxixj (xi≠xj) дорівнювали би нулю. Так, для рівняння, що включає три 
пояснюючих змінних, 
ε++++= 332211 xbxbxbay , 
матриця коефіцієнтів кореляції між факторами має визначник, що дорівнює 1: 
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Якщо ж, навпаки, між чинниками існує повна лінійна залежність і всі ко-
ефіцієнти кореляції дорівнюють 1, то визначник такої матриці дорівнює 0: 
0
111
111
111
==RDet . 
Чим ближчий до 0 визначник матриці міжфакторної кореляції, тим силь-
ніше мультиколінеарність факторів та ненадійніше результати множинної ре-
гресії. І навпаки, чим ближче до 1 визначник матриці міжфакторної кореляції, 
тим менше мультиколінеарність факторів. 
Для застосування МНК потрібно, щоб дисперсія залишків була гомоске-
дастичною. Це означає, що для кожного значення фактору xj залишки εi мають 
однакову дисперсію. Якщо ця умова не виконується, то має місце гетероскедас-
тичність. 
При порушенні гомоскедастичності ми маємо нерівності 
ijji ≠≠≠ ,222 σσσ εε . 
Якщо обсяг вибірки малий, для оцінки гетероскедастичності може вико-
ристовуватися метод Гольдфельда-Квандта. Основна ідея тесту Гольдфельда-
Квандта полягає в наступному: 
- впорядкування n спостережень у міру зростання змінної x; 
- виключення з розгляду C центральних спостережень; при 
цьому (n - C) : 2 > p, де p - кількість оцінюваних параметрів; 
- розділення сукупності з (n - C) спостережень на дві групи (відповідно з 
малими та з великими значеннями фактору x) і визначення за кожною групою 
рівнянь регресії; 
- визначення залишкової суми квадратів для першої (S1) та другої (S2) 
груп і знаходження їх відношення: R = S1 : S2. 
Якщо нульова гіпотеза про гомоскедастичність виконується, відношення 
R задовольнятиме F-критерію із ступенями свободи ((n - C - 2p) : 2) для кожної 
залишкової суми квадратів. Чим більше величина R перевищує табличне зна-
чення F-критерію, тим більше порушено передумову про рівність дисперсій за-
лишкових величин. 
Задача 1.1. Нехай є наступні дані (умовні) про змінний видобуток  
вугілля на одного робітника y  (т), потужності шару 1x  (м) та рівні механізації 
робіт 2x  (%), що характеризують процес видобутку вугілля у 10 шахтах. Вихід-
ні дані наведені у таблиці 1.1. Визначити параметри рівняння  
регресії )x,x(yx 21ϕ=) . 
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Таблиця 1.1 – Вихідні дані 
№ 1 2 3 4 5 6 7 8 9 10 
1x  8 11 12 9 8 8 9 9 8 12 
2x  5 8 8 5 7 8 6 4 5 7 
y  5 10 10 7 5 6 6 5 6 8 
Розв’язання 
Припустимо, що між змінними y , 1x , 2x  існує лінійна кореляційна зале-
жність та знайдемо рівняння регресії y  на 1x  та 2x . 
Для зручності подальших обчислень складемо таблицю 1.2 ( $ xy yε = − ). 
 
Таблиця 1.2 –Поточні розрахунки 
№ 1x  2x  y  21x  
2
2x  
2y  1 2x x⋅  1x y⋅ 2x y⋅  $ xy  2ε  
1 2 3 4 5 6 7 8 9 10 11 12 
1 8 5 5 64 25 25 40 40 25 5,13 0,016 
2 11 8 10 121 64 100 88 110 80 8,79 1,464 
3 12 8 10 144 64 100 96 120 80 9,64 0,127 
4 9 5 7 81 25 49 45 63 35 5,98 1,038 
5 8 7 5 64 49 25 56 40 35 5,86 0,741 
6 8 8 6 64 64 36 64 48 48 6,23 0,052 
7 9 6 6 81 36 36 54 54 36 6,35 0,121 
8 9 4 5 81 16 25 36 45 20 5,61 0,377 
9 8 5 6 64 25 36 40 48 30 5,13 0,762 
10 12 7 8 144 49 64 84 96 56 9,28 1,631 
Сума 94 63 68 908 417 496 603 664 445 68 6,329 
Середнє 
значення 9,4 6,3 6,8 90,8 41,7 49,6 60,3 66,4 44,5 – – 
2σ  2,44 2,01 3,36 – – – – – – – – σ  1,56 1,42 1,83 – – – – – – – – 
 
Для визначення параметрів рівняння регресії в цьому випадку необхідно 
розв’язати наступну систему нормальних рівнянь: 
1 2
1 2
1 2
10   94  63 68,
94 908 603 664,
63 603 417 445.
a b b
a b b
a b b
+ + =⎧⎪ + + =⎨⎪ + + =⎩
 
Звідки отримаємо, що 3,54a = − , 1 0,854b = , 2 0,367b = . Тобто рівняння мно-
жинної регресії має вигляд:  
$
1 23,54 0,854 0,367xy x x= − + ⋅ + ⋅ . 
Це рівняння показує, що при збільшенні тільки потужності шару 1x  (при 
незмінному 2x ) на 1 м здобування вугілля на одного робітника y  зросте у се-
редньому на 0,854 т, а при збільшенні тільки рівня механізації робіт 2x  (при не-
змінному 1x ) на 1% – у середньому на 0,367 т. 
Знайдемо рівняння множинної регресії у стандартизованому масштабі: 
1 21 2
,y x xt t tβ β ε= + +  
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при цьому визначимо стандартизовані коефіцієнти регресії: 
1
1 1
1,560,854 0,728
1,83
x
y
b
σβ σ= = ⋅ =
, 
2
2 2
1,420,367 0,285
1,83
x
y
b
σβ σ= = ⋅ =
. 
Отже отримали рівняння 
1 2
0,728 0,285y x xt t t= ⋅ + ⋅$ . 
Стандартизовані коефіцієнти регресії можна порівнювати один з одним. 
Отже можна побачити, що потужність шару впливає на змінний видобуток ву-
гілля більше за рівень механізації робіт. 
Порівнювати вплив факторів на результат можна так само за допомогою 
середніх коефіцієнтів еластичності: 
xi
i
ii y
xbE ⋅= , 
або 
18,1
8,6
4,9854,0 =⋅=iE ,        34,0
8,6
3,6367,0 =⋅=iE . 
Отже, збільшення тільки потужності шару (від свого середнього значен-
ня) або тільки рівня механізації робіт на 1% збільшує в середньому змінний ви-
добуток вугілля на 1,18% або 0,34% відповідно. Це підтверджує, що вплив на 
результат y  фактору 1x  є більшим за фактор 2x . 
 
Задача 1.2. Оцінити якість рівняння, що отримане у попередній задачі. 
 
Розв’язання 
Спочатку визначимо парні коефіцієнти кореляції: 
1
1
1 1 66,4 6,8 9,4 0,869
1,83 1,56yx y x
y x y xr σ σ
⋅ − ⋅ − ⋅= = =⋅ ⋅
, 
2
2
2 2 44,5 6,8 6,3 0,639
1,83 1,42yx y x
y x y xr σ σ
⋅ − ⋅ − ⋅= = =⋅ ⋅
, 
1 2
1 2
1 2 1 2 60,3 9,4 6,3 0,488
1,56 1,42x x x x
x x x xr σ σ
⋅ − ⋅ − ⋅= = =⋅ ⋅
. 
Їхні значення вказують на досить тісний зв'язок змінного видобутку ву-
гілля на одного робітника y  з потужністю шару 1x  та на помірний зв'язок з рів-
нем механізації робіт 2x . У той самий час міжфакторний зв'язок 1 2x xr  не дуже 
сильний (
1 2
0,49 0,7x xr = <  ). Це показує, що обидва фактори є інформативними, 
тобто необхідно включити до моделі 1x  та 2x . 
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Визначимо сукупний коефіцієнт кореляції 
1 2yx x
R . Для цього спочатку 
знайдемо визначник матриці парних коефіцієнтів кореляції: 
1 0,87 0,64
0,87 1 0,49 0,139064
0,64 0,49 1
rΔ = =  
та визначник матриці міжфакторної кореляції: 
11
1 0,49
0,7599
0,49 1
rΔ = = . 
Тоді коефіцієнт множинної кореляції визначимо за формулою: 
1 2
11
0,1390641 1 0,904
0,7599yx x
rR
r
Δ= − = − =Δ
. 
Можна сказати, що 81,7% (коефіцієнт детермінації 
1 2
2 0,817yx xR = ) варіації 
результативної ознаки пояснюється варіацією представлених у рівнянні ознак-
факторів, що вказує на досить тісний зв'язок ознак з результатом. 
Приблизно той самий результат (розходження пов'язані з помилками 
округлень) дістанемо для коефіцієнта множинної регресії, якщо скористаємося 
формулами: 
1 2
2
ост
2
0,63291 1 0,901
3,36yx x y
R σσ= − = − =
, 
1 2
0,728 0,87 0,285 0,64 0,903
iyx x i yx
R rβ= ⋅ = ⋅ + ⋅ =∑ . 
Скорегований коефіцієнт множинної детермінації 
  ( ) ( )2 1 10 11 1 1 1 0,817 0,7651 10 2 1nR R n m− −= − − ⋅ = − − ⋅ =− − − −  
вказує на помірний зв'язок між результатом та ознаками. Це зумовлено малою 
кількістю спостережень. 
Визначимо часткові коефіцієнти кореляції за формулами: 
1 2
1 2
2
2
2
1 1 0,8171 1 0,831
1 1 0,408
yx x
yx x
yx
R
r
r⋅
− −= − = − =− −
, 
1 2
2 1
1
2
2
1 1 0,8171 1 0,503
1 1 0,755
yx x
yx x
yx
R
r
r⋅
− −= − = − =− −
, 
( ) ( ) ( )( )1 2 1 21 2 2 1 2 2 22 2
0,869 0,639 0,488 0,830
1 0,489 1 0,6391 1
yx yx x x
yx x
yx x x
r r r
r
r r
⋅
− ⋅ − ⋅= = =
− −− ⋅ −
, 
( ) ( ) ( )( )2 1 1 22 1 1 1 2 2 22 2
0,639 0,869 0,488 0,498
1 0,488 1 0,8691 1
yx yx x x
yx x
yx x x
r r r
r
r r
⋅
− ⋅ − ⋅= = =
− −− ⋅ −
. 
Звідси можна зробити висновок, що фактор 1x  надає сильніший за 
фактор 2x  вплив на результат. 
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Оцінимо надійність рівняння регресії в цілому та показника зв'язку за до-
помогою F -критерію Фішера. Фактичне значення F -критерію: 
2
факт 2
1 0,817 10 2 1 15,63
1 1 0,817 2
R n mF
R m
− − − −= ⋅ = ⋅ =− −
. 
Табличне значення F -критерію за п’ятивідсотковий рівень значущості 
( 0,05α = , 1 2k = , 2 10 2 1 7k = − − = ): табл 4,74F = . Оскільки 
факт табл15,63 4,10F F= > = , то рівняння визнається статистично значущим. 
Оцінимо доцільність включення фактору 1x  після фактору 2x  та 2x  після 
1x  за допомогою частки F -критерію Фішера: 
( )1 2 2
1
1 2
2 2
2
0,817 0,4083 7 15,65
1 1 0,817
yx x yx
x
yx x
R r
F n
R
− −= ⋅ − = ⋅ =− −
, 
( )1 2 1
2
1 2
2 2
2
0,817 0,7553 7 2,37
1 1 0,817
yx x yx
x
yx x
R r
F n
R
− −= ⋅ − = ⋅ =− −
. 
Табличне значення частки F -критерію за п’ятивідсотковий рівень зна-
чущості ( 0,05α = , 1 1k = , 2 10 2 1 7k = − − = ): табл 5,59F = . Оскільки 
1 табл
15,65 5,59xF F= > = , а 2 табл2,37 5,59xF F= < = , то включення фактору 1x  до 
моделі статистично виправдане, коефіцієнт чистої регресії 1b  є статистично 
значущим, а додаткове включення фактору 2x , після того, як уже введений фа-
ктор 1x , є недоцільним. 
Рівняння регресії, що включає тільки один значущий аргумент 2x : 
$
12,754 1,016y x= − + . 
 
Задача 1.3. За 30 територіями є дані, подані в таблиці 1.3. 
 
Таблиця 1.3 – Вихідні дані 
Ознака Середнє значення 
Середнє 
квадратичне  
відхилення 
Лінійний коефіцієнт  
парної кореляції 
Середньоденний ду-
шовий дохід, грн. (y) 86,8 11,44 - 
Середньоденна заробі-
тна плата одного пра-
цюючого, грн. (x1) 
54,9 5,86 ryx1=0,8405 
Середній вік безробіт-
ного, років (x2) 33,5 0,58 
ryx2=-0,2101 
rx1x2=-0,1160 
 
1. Побудувати рівняння множинної регресії в стандартизованій і природ-
ній формі; розрахувати часткові коефіцієнти еластичності, порівняти їх з β1 і β2, 
пояснити відмінності між ними. 
2.  Розрахувати лінійні коефіцієнти часткової кореляції та коефіцієнт 
множинної кореляції, порівняти їх з лінійними коефіцієнтами парної кореляції, 
пояснити відмінності між ними. 
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3.  Розрахувати загальний та часткові F-критерії Фішера. 
 
Розв’язання 
1. Лінійне рівняння множинної регресії у від x1 та x2 має вигляд: 
y=a+b1x1+b2x2. 
Для розрахунку його параметрів застосуємо метод стандартизації змінних 
і побудуємо шукане рівняння в стандартизованому масштабі: 
ty = β1tx1 +β2tx2. 
Розрахунок β−коефіцієнтів здійснимо за формулами 
8273,0
9865,0
8161,0
116,01
116,02101,08405,0
1 22 21
2121
1 ==−
⋅−=−
−=
xx
xxyxyx
r
rrrβ , 
1141,0
9865,0
1126,0
116,01
116,08405,02101,0
1 22 21
2112
2 −=−=−
⋅−−=−
−=
xx
xxyxyx
r
rrrβ . 
Отримаємо рівняння 
ty = 0,8273tx1 – 0,1141tx2. 
Для побудови рівняння в природній формі розрахуємо b1 та b2, викорис-
товуючи формули для переходу від βj до bi 
ix
y
iib σ
σβ= ;, 6151,186,5
44,118273,0
1 =⋅=b , 2505,258,0
44,111141,0
2 −=⋅−=b . 
Значення а визначимо із співвідношення 
52,735,332505,29,546151,18,862211 −=⋅+⋅−=−−= xbxbya , 
y= -73,52+1,62x1-2,25x2. 
Для характеристики відносної сили впливу x1 та x2 на у розрахуємо 
середні коефіцієнти еластичності: 
y
xbE jjyxj = , 
%025,1
8,86
9,5462,1
1 =⋅=yxE ,      %868,0
8,86
59,3325,2
2 −=⋅−=yxE . 
Із збільшенням середньої заробітної платні x1 на 1% від її середнього рів-
ня середній душовий дохід у зростає на 1,02% від свого середньою рівня; при 
підвищенні середнього віку безробітного x2 на 1% середньодушовій дохід у 
знижується на 0,87% від свого середнього рівня. Очевидно, що сила впливу се-
редньої заробітної платні x1 на середній душовий дохід у виявилася більшою, 
ніж сила впливу середнього віку безробітного x2. До аналогічних висновків про 
силу зв'язку приходимо при порівнянні модулів значень β1 та β2: 
|β1| = |0,8273|>|β2| = |-0,1141|. 
Відмінності у силі впливу фактору на результат, що одержані шляхом по-
рівняння yxjE  та βj,  пояснюються тим, що коефіцієнт еластичності виходить із 
співвідношення середніх, а β−коефіцієнт  - із співвідношення середніх квадра-
тичних відхилень. 
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2. Лінійні коефіцієнти часткової кореляції розрахуємо за рекурентною 
формулою: 
( )( ) 8404,0)116,01)(2101,01( 116,0`210,08405,011 222 212 2
2121
21 =−−
⋅−=−−
⋅−=
xxyx
xxyxyx
xyx
rr
rrr
r , 
( )( ) 209,0)116,01)(8405,01(
116,0`8405,02101,0
11 222 21
2
1
2112
12 −=−−
⋅+−=
−−
⋅−=
xxyx
xxyxyx
xyx
rr
rrr
r , 
( )( ) 1144,0)2101,01)(8405,01(
2101,0`08405,0116,0
11 222 2
2
1
2121
21 =−−
⋅+−=
−−
⋅−=
yxyx
yxyxxx
yxx
rr
rrr
r . 
Якщо порівняти значення коефіцієнтів парної та часткової кореляції, то 
приходимо до висновку, що із-за слабкого міжфакторного зв'язку (rx1x2 = 0,116) 
коефіцієнти парної та часткової кореляції відрізняються неістотно: висновки 
про тісноту та напрям зв'язку на підставі коефіцієнтів парної та часткової коре-
ляції співпадають: 
Ryx1 = 0,8405,     ryx2 = -0,2101,     rx1x2 = 0,116,     ryx1x2 = 08404, 
ryx2x1 = -0,2092,     rx1x2y = 0,1144. 
Розрахунок лінійного коефіцієнта множинної кореляції здійснимо з вико-
ристанням коефіцієнтів ryxj та βj. 
8481,07193,01141,02101,08273,08405,0221121 ==⋅+⋅=+= ββ yxyxxyx rrR . 
Залежність у від x1 та x2 характеризується як тісна, в якій 72% варіації се-
реднього душового доходу визначаються варіацією врахованих в моделі факто-
рів: середньої заробітної платні та середнього віку безробітного. Інші чинники, 
що не включені у модель, складають відповідно 28% від загальної варіації у. 
3. Загальний F-критерій перевіряє гіпотезу H0 про статистичну значу-
щість рівняння регресії та показника тісноти зв'язку (R2 = 0): 
6,34
2
27
2807,0
7193,01
1 2 21
2
21 =⋅=−−⋅−= m
mn
R
R
F
xyx
xyx
факт , Fтабл=3,4; α=0,05. 
Порівнюючи Fтабл та Fфакт, приходимо до висновку про необхідність від-
хилити гіпотезу H0, оскільки Fтабл = 3,4 < Fфакт = 34,6. З імовірністю 1-α = 0,95 
робимо висновок про статистичну значущість рівняння в цілому та показника 
тісноти зв'язку Ryx1x2, які сформувалися під невипадковою дією 
факторів x1 та x2. 
Часткові F-критерії Fx1 та Fx2 оцінюють статистичну значущість присут-
ності чинників x1 та x2 у рівнянні множинної регресії, оцінюють доцільність 
включення до рівняння одного фактору після іншого фактору, тобто Fx1 оцінює 
доцільність включення у рівняння фактору х1, після того, як в нього був вклю-
чений фактор x2. Відповідно Fx2 вказує на доцільність включення у модель фак-
тору x2 після фактору x1. 
9,64
1
1230
8481,01
2101,08481,0
1
1
1 2
22
2
21
2
2
2
21
1 =−−⋅−
−=−−⋅−
−= mn
R
rR
F
xyx
yxxyx
фактx , 
Fтабл=4,21; α=0,05. 
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Порівнюючи Fтабл і Fфакт, приходимо до висновку про доцільність вклю-
чення у модель фактору x1 після фактору x2, оскільки Fx1факт=64,9 > Fтабл. Гіпоте-
зу H0 про неістотність приросту R2y за рахунок включення додаткового фактора 
x1 відхиляємо та приходимо до висновку про статистично підтверджену доціль-
ність включення фактора x1 після фактора x2. 
Доцільність включення у модель фактора x2 після фактора x1 
перевіряє Fx2: 
234,1
1
1230
8481,01
8405,08481,0
1
1
1 2
22
2
21
2
1
2
21
2 =−−⋅−
−=−−⋅−
−= mn
R
rR
F
xyx
yxxyx
фактx . 
Мале значення Fx2факт (дещо понад 1) свідчить про статистичну незначу-
щість прирісту r2yx1, за рахунок включення у модель фактора x2 після фактора x1. 
Отже, підтверджується нульова гіпотеза H0 про недоцільність включення у мо-
дель фактора x2 (середній вік безробітного). Це означає, що парна регресійна 
модель залежності середнього доходу від середньої заробітної платні є достат-
ньо статистично значущою, надійною і що немає необхідності покращувати її, 
включаючи додатковий чинник x2 (середній вік безробітного). 
 
Практичне заняття 2 (2 години) 
Тема ПЗ: ЧАСОВІ РЯДИ І ПРОГНОЗУВАННЯ 
 
Мета - сформувати вміння та навички щодо аналізу часових рядів з ура-
хуванням автокореляції рівнів. 
 
Вказівки до виконання завдання 
 
Часовий ряд – це сукупність значень показника за декілька послідовних 
періодів. 
Кожен рівень часового ряду формується з трендової (T), циклічної (S) і 
випадкової (E) компонент. Моделі, в яких часовий ряд представлений як сума 
компонент, називаються адитивними моделями, як добуток - мультиплікатив-
ними моделями часового ряду. 
Адитивна модель має вигляд: Y=T+S+E. 
Мультиплікативна модель має вигляд: Y=T*S*E. 
Побудова адитивної і мультиплікативної моделей збігається до розрахун-
ку значень T, S і E для кожного рівня ряду. 
Побудова моделей має наступні кроки: 
1) вирівнювання початкового ряду методом ковзаючої середньої; 
2) розрахунок значень сезонної компоненти S; 
3) усунення сезонної компоненти з початкових рівнів ряду і отримання 
вирівняних даних в аддитивній (T+E) або в мультиплікативній (T*E) моделі; 
4) аналітичне вирівнювання рівнів (T+E) або (T*E) і розрахунок значень T 
з використанням одержаного рівняння тренду; 
5) розрахунок набутого за моделлю значення (T+S) або (T*S); 
6) розрахунок абсолютних або відносних помилок. 
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Автокореляція рівнів ряду - це кореляційна залежність між послідовними 
рівнями часового ряду: 
∑ ∑
∑
= =
−
=
−
−−
−−
=
n
t
n
t
tt
n
t
tt
yyyy
yyyy
r
2 2
2
21
2
1
2
211
1
)()(
))((
, 
де  ∑
=−=
n
t
tyn
y
2
1 1
1 ,   ∑
=
−−=
n
t
tyn
y
2
12 1
1
 - коефіцієнти автокорреляції рівнів 
ряду першого порядку; 
∑ ∑
∑
= =
−
=
−
−−
−−
=
n
t
n
t
tt
n
t
tt
yyyy
yyyy
r
3 3
2
42
2
3
3
423
2
)()(
))((
, 
де ∑
=−=
n
t
tyn
y
3
3 2
1
,   ∑
=
−−=
n
t
tyn
y
3
24 2
1
 - коефіцієнти автокорреляції рівнів 
ряду другого порядку. 
Формули для розрахунку коефіцієнтів вищих порядків можна одержати з 
формули лінійного коефіцієнта кореляції. 
Послідовність коефіцієнтів автокореляції рівнів першого, другого і далі 
порядків називають автокореляційною функцією часового ряду, а графік 
залежності її значень від величини лага (порядку коефіцієнта автокореляції) - 
корелограмой. 
Побудову аналітичної функції для моделювання тенденції (тренду) часо-
вого ряду називають аналітичним вирівнюванням часового ряду. Для цього 
найчастіше застосовують наступні функції: 
лінійну                               btayt +=ˆ , 
гіперболу                           t
bayt +=ˆ , 
експоненту                        btat ey
+=ˆ , 
степеневу функцію           bt tay +=ˆ , 
параболу другого і вищих порядків mmt tbtbtbay ++++= ...ˆ 221 . 
Параметри трендів визначають звичайним МНК, як незалежну змінну 
приймають час t=1, 2,…, n, а як залежну змінну - фактичні рівні часового 
ряду tyˆ . Критерієм відбору якнайкращої форми тренду є найбільше значення 
скоректованого коефіцієнта детермінації R2. 
При побудові моделей регресії по часових рядах для усунення тенденції 
використовуються наступні методи. 
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Метод відхилень від тренду припускає обчислення трендових значень для 
кожного часового ряду моделі, наприклад, tyˆ  і txˆ  і розрахунок відхилень від 
трендів tt yy ˆ−  і tt xx ˆ− . Для подальшого аналізу використовують не поча-
ткові дані, а відхилення від тренду. 
Метод послідовних різниць полягає в тому, що якщо ряд містить лінійний 
тренд, то початкові дані замінюються першими різницями: 
)( 11 −− −+=−= ttttt byy εεΔ , 
якщо параболічний тренд - другими різницями: 
)2(2 2121
2
−−− +−+=−= tttttt b εεεΔΔΔ . 
У разі експоненціального і ступеневого тренду метод послідовних різ-
ниць застосовується до логарифмів вихідних даних. 
Модель, що включає фактор часу, має вигляд: 
ttt tbxbay ε+++= 21 . 
Параметри а і b цієї моделі визначають звичайним МНК. 
Автокореляція в залишках - кореляційна залежність між значеннями за-
лишків εt за теперішній і попередній моменти часу. 
Для визначення кореляції залишків використовують критерій  
Дарбіна-Уотсона і розрахунок величини: 
.40,
)(
1
2
2
2
1
≤≤
−
=
∑
∑
=
=
−
dd n
t
t
n
t
tt
ε
εε
 
Коефіцієнт автокореляції залишків першого порядку визначається за 
формулою: 
.11, 1
1
2
2
1
1 ≤≤−= ∑
∑
=
=
−
εε
ε
εε
rr n
t
t
n
t
tt
 
Критерій Дарбіна-Уотсона і коефіцієнт автокореляції залишків першого 
порядку пов’язані співвідношенням ( ).12 1εrd −=  
Економетричні моделі, що містять не тільки поточні, але і лагові значення 
факторних змінних, називаються моделями з розподіленим лагом. 
Модель з розподіленим лагом в припущенні, що максимальна величина 
лага кінцева, має вигляд 
tptpttt xbxbxbay ε+++++= −− K110 . 
Коефіцієнт регресії b0 при змінній xt характеризує середню абсолютну 
зміну yt при зміні на 1 од. свого вимірювання в деякий фіксований момент 
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часу t, без урахування дії лагових значень фактору x. Цей коефіцієнт називаєть-
ся короткостроковим мультиплікатором. 
У момент (t+1) дія факторної змінної xt на результат yt складе (b0+b1) умо-
вних одиниць; у момент (t+2) дію можна охарактеризувати сумою (b0+b1+b2) і 
т.д. Ці суми називають проміжними мультиплікаторами. Для максимального 
лага (t+l) дія фактору на результат описується сумою (b0+b1+…+ bl=b), яка на-
зивається довгостроковим мультиплікатором. 
Величини βj=bj/b, j=0,1, називаються відносними коефіцієнтами моделі з 
розподіленим лагом. Якщо всі коефіцієнти bj мають однакові знаки, то для 
будь-якого j 
.та
l
j
jj 110
1
=<< ∑
=
ββ  
Величина середнього лага моделі множинної регресії визначається за фо-
рмулою середньої арифметичної зваженої 
∑
=
=
l
j
jl
1
β  
та є середнім періодом, протягом якого відбуватиметься зміна результату під 
впливом зміни фактору у момент t. 
Медіанний лаг - це період, протягом якого з моменту часу t буде реалізо-
вана половина загальної дії фактору на результат: 
,5,0
1
0
≈∑−
=
Меl
j
jβ  
де lMe - медіанний лаг. 
Оцінку параметрів моделей з розподіленими лагами можна проводити 
згідно одному з двох методів: методу Койка або методу Алмон. 
У розподілі Койка робиться припущення, що коефіцієнти при лагових 
значеннях пояснюючої змінної убувають в геометричній прогресії: 
.10,,2,1,0,0 <<== λλ Klbb ll  
Рівняння регресії перетворюється до вигляду 
ttttt xbxbxbay ελλ +++++= −− K220100 . 
Після нескладних перетворень одержуємо рівняння, оцінки параметрів 
якого приводять до оцінок параметрів початкового рівняння. 
Моделі, що містять як фактори лагові значення залежної змінної, назива-
ються моделями авторегресії, наприклад 
tttt ycxbay ε+++= −110 . 
Як і в моделі з розподіленим лагом, b0 у цій моделі характеризує коротко-
часну зміну yt під впливом зміни xt на 1 од. Довгостроковий мультиплікатор в 
моделі авторегресії розраховується як сума короткочасного і проміжних 
мультиплікаторів: 
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.
1
)1(
1
03
1
2
110
3
10
2
10100 c
bcccbcbcbcbbb −=++++=++++= LL  
Така інтерпретація коефіцієнтів моделі авторегресії і розрахунок довго-
строкового мультиплікатора ґрунтуються на передумові про наявність нескін-
ченного лага в дії поточного значення залежної змінної на її майбутні значення. 
 
Задача 2.1. За даними за 18 місяців побудоване рівняння регресії залеж-
ності прибутку підприємства у від цін на сировину x1 і продуктивності праці x2 
(од. продукції на 1 працівника): 
21 45,1200ˆ xxy +−= . 
При аналізі залишкових величин були використані значення, що наведені 
в таблиці 2.1. 
 
Таблиця 2.1 – Значення змінних 
№ y x1 x2 
1 210 800 300 
2 720 1000 500 
3 300 1500 600 
 … … … 
 
( ) 40000,10500 212 =−= ∑∑ −ttt εεε . 
Потрібно: 
1) для трьох позицій розрахувати 21
2
1 )(,,,,ˆ −− − tttttty εεεεε ; 
2) розрахувати критерій Дарбіна-Уотсона; 
3) оцінити одержаний результат при 5%-му рівні значущості; 
4) вказати, чи придатно рівняння для прогнозу. 
 
Розв’язання 
1) tyˆ  визначається шляхом підстановки фактичних значень x1 і x2 у рів-
няння регресії: 
.**,yˆ
,**,yˆ
,**,yˆ
3506004150051200
7005004100051200
200300480051200
3
2
1
=+−=
=+−=
=+−=
 
Залишки tε  розраховуються за формулою 
ttt yy ˆ−=ε . 
Отже 
102002101 =−=ε , 207007202 =−=ε , 503503003 −=−=ε , 
2500,400,100 23
2
2
2
1 === εεε , 
де 1−tε  - ті самі значення, що і tε , але із зміщенням на один місяць. 
Результати обчислень зведемо в таблицю 2.2. 
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Таблиця 2.2 – Результати поточних обчислень 
№ 
tyˆ  tε  1−tε  )( 1−− tt εε 21 )( −− tt εε  2tε  
1 200 10 - - - 100 
2 700 20 10 10 100 400 
3 350 -50 20 -70 4900 2500 
 … … … … … … 
     40000 10500 
  
2) критерій Дарбіна-Уотсона розраховується за формулою 
.
81,310500
40000)(
2
2
1
==
−= ∑
∑ −
t
ttd ε
εε
 
3) фактичне значення d порівнюємо з табличними значеннями на 5%-му 
рівні значущості. При n=18 місяців і m=2 (число факторів) нижнє значення d 
дорівнює 1,05, а верхнє - 1,53. Оскільки фактичне значення d близько до 4, мо-
жна вважати, що автокореляція в залишках характеризується від’ємною вели-
чиною. Щоб перевірити значущість від’ємного коефіцієнта автокореляції, знай-
демо величину 
4 - d = 4 = -3,81 = 0,19, 
що істотно менше за нижню межу критерію 1,05. Це означає наявність в 
залишках автокореляції. 
4) рівнянням регресії не можна скористатися для прогнозу, оскільки в 
ньому не усунена автокореляція в залишках, яка може мати різні причини. Ав-
токореляція в залишках може означати, що в рівняння не включений якийсь іс-
тотний фактор. Можливо також, що форма зв'язку неточна, а можливо, у рядах 
динаміки є загальна тенденція. 
 
Задача 2.2. Є дані про величину доходу на одного члена сім'ї і витрати на 
товар А, що наведені у таблиці 2.3. 
 
Таблиця 2.3 – Вихідні дані 
Показник 2011 2012 2013 2014 2015 2016 
Витрати на товар А 30 35 39 44 50 53 
Доход на одного члена  
сім'ї, % до 2011 р  
100 103 105 109 115 118 
 
Потрібно: 
1. Визначити щорічні абсолютні прирости доходів і витрат і зробити ви-
сновки про тенденцію розвитку кожного ряду. 
2. Перелічити основні шляхи усунення тенденції для побудови моделі по-
питу на товар А залежно від доходу. 
3. Побудувати лінійну модель попиту, використовуючи перші різниці рі-
внів початкових динамічних рядів. 
4. Пояснити економічний зміст коефіцієнтів регресії. 
5. Побудувати лінійну модель попиту на товар А, включивши до неї фак-
тор часу. Інтерпретувати одержані параметри. 
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Розв’язання 
1. Позначимо витрати на товар у, а доходи одного члена сім'ї x. Щорічні 
абсолютні прирости визначаються за формулами 
1−−= ttt yyyΔ  і 1−−= ttt xxxΔ . 
Розрахунки зведемо в таблицю 2.4. 
 
Таблиця 2.4 – Результати поточних обчислень 
ty  tyΔ  tx  txΔ  
30 - 100 - 
35 5 103 3 
39 4 105 2 
44 5 109 4 
50 6 115 6 
53 3 118 3 
 
Значення yΔ  не мають чітко вираженої тенденції, вони варіюють навколо 
середнього рівня, що означає наявність у ряді динаміки лінійного тренду (лі-
нійної тенденції). Аналогічний висновок можна зробити і з ряду х: абсолютні 
прирости не мають систематичної спрямованості, вони приблизно стабільні, а 
отже, ряд характеризується лінійною тенденцією. 
2. Оскільки ряди динаміки мають загальну тенденцію до зростання, то 
для побудови регресійної моделі попиту на товар А залежно від доходу необ-
хідно усунути тенденцію. З цією метою модель може будуватися за першими 
різницями, тобто )( xfy ΔΔ = , якщо ряди динаміки характеризуються лінійною 
тенденцією. 
Інший можливий шлях урахування тенденції при побудові моделей - 
знайти за кожним рядом рівняння тренду: 
)(ˆ tfyt =  і )(ˆ tfxt =  
та відхилення від нього: 
tt yydy ˆ−= ;   tt xxdx ˆ−= . 
Далі модель будуємо за відхиленнями від тренду 
)(dxfdy = . 
При побудові економетричних моделей частіше використовується інший 
шлях урахування тенденції - включення до моделі фактору часу. Інакше кажу-
чи, модель будується за початковими даними, але до неї як самостійний фактор 
включається час, тобто ),(ˆ txfyt = . 
3. Модель має вигляд 
xbay ΔΔ +=ˆ . 
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Для визначення параметрів а і b застосовується МНК. Система нормаль-
них рівнянь наступна: 
⎪⎩
⎪⎨
⎧
+=
+=
∑∑∑
∑∑
.xbxaxy
,xbnay
2ΔΔΔΔ
ΔΔ
 
Підставимо числові дані: 
⎩⎨
⎧
+=
+=
.ba
,ba
741888
18523
 
Вирішивши систему, маємо 
a=2,565  і  b=0,565, 
отже модель має вигляд 
by 565,0565,2ˆ +=Δ . 
4. Коефіцієнт регресії b=0,565 грн. Він означає, що із зростанням прирос-
ту душового доходу на 1%-ий пункт витрати на товар А збільшуються із серед-
нім прискоренням, що дорівнює 0,565 грн. 
5. Модель має вигляд 
ctbxay ++=ˆ . 
Скористаємось МНК та отримаємо систему нормальних рівнянь: 
⎪⎪⎩
⎪⎪⎨
⎧
++=
++=
++=
∑∑∑∑
∑∑∑∑
∑∑∑
.tcxtbtayt
,xtcxbxayx
,tcxbnay
2
2
 
Розрахунки зведемо в таблицю 2.5. 
 
Таблиця 2.5 – Результати розрахунків 
t y x yx yt xt x2 t2 
1 30 100 3000 30 100 10000 1 
2 35 103 3605 70 206 10609 4 
3 39 105 4095 117 315 11025 9 
4 44 109 4796 176 436 11881 16 
5 50 115 5750 250 575 13225 25 
6 53 118 6254 318 708 13924 36 
21 251 650 27500 961 2340 70664 91 
 
Система рівнянь матиме вигляд 
⎪⎩
⎪⎨
⎧
++=
++=
++=
.cba
,cba
,cba
91234021961
23407066465027500
216506251
 
Вирішивши її, одержимо 
a=-5,42,   b= 0,322,   c=3,516. 
Рівняння регресії має вигляд 
y=-5,42+0,322x+3,516t. 
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Параметр b= 0,322 фіксує силу зв'язку у і x. Його величина означає, що із 
зростанням доходу на одного члена сім'ї на 1%-ий пункт за умови незмінної те-
нденції витрати на товар А зростають в середньому на 0,322 грн. Параметр 
c=3,516 характеризує середньорічний абсолютний приріст витрат на товар А 
під впливом інших факторів за умови незмінного доходу. 
 
 
ПРАКТИЧНЕ ЗАНЯТТЯ 3 (2 години) 
 
Тема ПЗ: СИСТЕМА СТРУКТУРНИХ РІВНЯНЬ 
 
Мета - сформувати вміння та навички щодо розв’язання проблеми іден-
тифікації, яка виникає при переході від приведеної форми моделі до структур-
ної, тобто визначення однозначної відповідності між приведеною і структур-
ною формами моделі. 
 
Вказівки до виконання завдання 
 
За допомогою системи взаємозалежних (одночасних) рівнянь описують 
складні економічні процеси. Розрізняють кілька видів систем рівнянь. 
Система незалежних рівнянь має місце, коли кожну залежну змінну y 
розглядають як функцію того самого набору факторів x: 
 
⎪⎪⎩
⎪⎪⎨
⎧
++++=
++++=
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.xaxaxay
........................................................
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,xaxaxay
nmnmnnn
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222221212
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Для розв'язання цієї системи та знаходження її параметрів 
використовують МНК. 
Система рекурсивних рівнянь має місце, коли залежна змінна y одного 
рівняння виступає у вигляді фактору x в іншому рівнянні: 
 
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
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−− .xaxaxaybybyby
.................................................................................
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Для розв'язання цієї системи та знаходження її параметрів 
використовують МНК. 
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Система взаємозалежних (спільних) рівнянь має місце, коли ті самі за-
лежні змінні в одних рівняннях входять у ліву частину, а в інших – у праву: 
 
⎪⎪⎩
⎪⎪⎨
⎧
++++++++=
++++++++=
++++++++=
−− .xaxaxaybybyby
...................................................................................................
,xaxaxaybybyby
,xaxaxaybybyby
nmnmnnnnnnnn
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Така система рівнянь називається структурною формою моделі. 
Ендогенні змінні – взаємозалежні змінні, які визначаються усередині 
моделі (системи) y. 
Екзогенні змінні – незалежні змінні, які визначаються поза системою x. 
Передвизначені змінні – екзогенні та лагові (за попередні моменти часу) 
ендогенні змінні системи. 
Коефіцієнти a і b при змінних – структурні коефіцієнти моделі. 
Система лінійних функцій ендогенних змінних від усіх передвизначених 
змінних системи – приведена форма моделі: 
⎪⎪⎩
⎪⎪⎨
⎧
+++=
+++=
+++=
,xxxyˆ
..................................................
,xxxyˆ
,xxxyˆ
mnmnnn
mm
mm
δδδ
δδδ
δδδ
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K
K
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22221212
12121111
 
де δ - коефіцієнти приведеної форми моделі. 
Необхідна умова ідентифікації – виконання рахункового правила: 
D+1=H - рівняння є ідентифікуємим; 
D+1<H - рівняння є неідентифікуємим; 
D+1>H - рівняння є понадідентифікуємим, 
де H - число ендогенних змінних у рівнянні; 
D - число передвизначених змінних, відсутніх у рівнянні, але присутніх 
у системі. 
Достатня умова ідентифікації – визначник матриці, складеної з коефіці-
єнтів при змінних, відсутніх у досліджуваному рівнянні, не дорівнює нулю, і 
ранг цієї матриці не менше за число ендогенних змінних системи без одиниці. 
Для розв'язання ідентифікуємого рівняння застосовується непрямий 
МНК, для розв'язання понадідентифікуємих - двокроковий МНК. 
Непрямий МНК полягає в наступному: 
- складають приведену форму моделі та визначають чисельні значення 
параметрів кожного її рівняння за звичайним МНК; 
- шляхом алгебраїчних перетворень переходять від приведеної форми до 
рівнянь структурної форми моделі, одержуючи тим самим чисельні оцінки 
структурних параметрів. 
Двокроковий МНК полягає в наступному: 
- складають приведену форму моделі та визначають чисельні зна-
чення параметрів кожного її рівняння за звичайним МНК; 
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- виявляють ендогенні змінні, що знаходяться у правій частині структур-
ного рівняння, параметри якого визначають за двокроковим МНК, і знаходять 
розрахункові значення з відповідних рівнянь приведеної форми моделі; 
- за звичайним МНК визначають параметри структурного рівняння, вико-
ристовуючи як вихідні дані фактичні значення передвизначених змінних та ро-
зрахункові значення ендогенних змінних, що знаходяться у правій частині да-
ного структурного рівняння. 
 
Задача 3.1. Потрібно оцінити наступну структурну модель на 
ідентифікацію: 
⎪⎩
⎪⎨
⎧
++=
++=
++=
,xaxayby
,xaybyby
,xaxayby
3331312323
2223231212
3131113131
 
виходячи з приведеної форми моделі рівнянь 
⎪⎩
⎪⎨
⎧
++−=
+−=
++=
,xxxy
,xxxy
,xxxy
3213
3212
3211
585
263
1042
 
та знайти структурні коефіцієнти моделі. 
 
Розв'язання 
1. Модель має три ендогенні (y1, y2, y3) і три екзогенні (x1, x2, x3) змінні. 
Перевіримо кожне рівняння системи на необхідну (H) і достатню (Д) умо-
ви ідентифікації. 
Перше рівняння. 
H: ендогенних змінних – 2(y1, y3), відсутніх екзогенних - 1 (x2). 
Виконується необхідна рівність: 2=1+1, отже, рівняння точно є 
ідентифікуємим. 
Д: у першому рівнянні відсутні y2 і x2. Побудуємо матрицю з коефіцієнтів 
при них в інших рівняннях системи (табл. 3.1). 
 
Таблиця 3.1 – Коефіцієнти матриці 
Рівняння 
Відсутні змінні 
y2 x2 
Друге -1 a22 
Третє b32 0 
 
Det A = -1*0-b32*a22≠0. 
Визначник матриці не дорівнює 0, ранг матриці дорівнює 2, отже викону-
ється достатня умова ідентифікації, і перше рівняння точно є ідентифікуємим. 
Друге рівняння. 
H: ендогенних змінних – 3(y1, y2, y3), відсутніх екзогенних-2 (x1, x3). 
Виконується необхідна рівність: 3=2+1, отже, рівняння точно є 
ідентифікуємим. 
Д: у другому рівнянні відсутні x1 і x3. Побудуємо матрицю з коефіцієнтів 
при них в інших рівняннях системи (табл. 3.2). 
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Таблиця 3.2 – Коефіцієнти матриці 
Рівняння 
Відсутні змінні 
x1 x3 
Перше a11 a13 
Третє a31 a33 
 
Det A = a11*a33-a31*a13≠0. 
Визначник матриці не дорівнює 0, ранг матриці дорівнює 2, отже викону-
ється достатня умова ідентифікації, і друге рівняння точно є ідентифікуємим. 
 
Третє рівняння. 
H: ендогенних змінних – 2(y2, y3), відсутніх екзогенних-1 (x2). 
Виконується необхідна рівність: 2=1+1, отже, рівняння точно є 
ідентифікуємим. 
Д: у третьому рівнянні відсутні y1 і x2. Побудуємо матрицю з коефіцієнтів 
при них в інших рівняннях системи (табл. 3.3). 
 
Таблиця 3.3 – Коефіцієнти матриці 
Рівняння 
Відсутні змінні 
y1 x2 
Перше -1 0 
Друге b21 a22 
 
Det A = -1*a22-b21*0≠0. 
Визначник матриці не дорівнює 0, ранг матриці дорівнює 2, отже викону-
ється достатня умова ідентифікації, і третє рівняння точно є ідентифікуємим. 
Отже досліджувана система точно є ідентифікуємою та може бути вирі-
шена за непрямим МНК. 
2. Обчислимо структурні коефіцієнти моделі: 
1) з третього рівняння приведеної форми виразимо x2 (оскільки його не-
має в першому рівнянні структурної форми): 
8
55 313
2
xxyx −+= . 
Отриманий вираз містить змінні y3, x1 і x3, які потрібні для першого рів-
няння структурної форми моделі (СФМ). Підставимо отриманий вираз x2 у пе-
рше рівняння приведеної форми моделі (ПФМ): 
3131
3
313
11
575450
10
8
5542
x,x,y,y
xxxyxy
++=⇒
⇒+−++=
 - отримали перше рівняння СФМ; 
2) у другому рівнянні СФМ немає змінних x1 і x3. Структурні параметри 
другого рівняння СФМ можна визначити у два етапи: 
Перший етап: виразимо x1 у цьому випадку з першого або третього рів-
няння ПФМ. Наприклад, з першого рівняння: 
321
321
1 52502
104 xxy,xxyx −−=−−= . 
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Підстановка даного виразу в друге рівняння ПФМ не вирішила б задачу 
до кінця, оскільки у виразі присутнє x3, якого немає в СФМ. 
Виразимо x3 з третього рівняння ПФМ: 
5
85 213
3
xxyx −+= . 
Підставимо його у вираз x1: 
1231
213
211 56505
85
5250 xxyy,xxyxy,x −+−=⎟⎠
⎞⎜⎝
⎛ −+−−= , 
.
xyy,
x
6
650 231
1
+−=  
Другий етап: аналогічно, щоб виразити x3 через шукані y1, y3 і x2, заміни-
мо у виразі x3 значення x1 на отримане з першого рівняння ПФМ: 
.xx,y,y,
x)xxy,(*y
x 3213232133 56350205
852505 −−+=−−−+=  
Отже 
.x,y,y,x 2133 6008300330 −+=  
Підставимо отримані x1 і x3 у друге рівняння ПФМ 
⇒−++−−+−= )x,y,y,(xx)xyy,y 213222312 6008300330266
8650
3  
2312 2443404160 x,y,y,y +−=  - друге рівняння СФМ. 
Це рівняння можна одержати з ПФМ іншим шляхом. 
Підсумовуючи всі рівняння, одержимо 
.
xxyyy
xxxy
,xxxy
,xxxy
32321
3213
3212
3211
176
585
263
1042
+=++
++−=
+−=
++=
 
Далі з першого та другого рівнянь ПФМ виключимо x1, помножимо пер-
ше рівняння на 3, а друге – на (-2) і, просумувавши їх, отримаємо: 
3221
3212
3211
262423
41262
301263
xxyy
xxxy
xxxy
+=−
−+−=−
++=
. 
Потім аналогічним шляхом з отриманих рівнянь виключаємо x3, а саме: 
17
26
262423
176
3221
32321 −
⎩⎨
⎧
+=−
+=++
xxyy
xxyyy , 
⇒=−−
+=−
⇒−−=−−−
2321
3221
32321
252266025
4424083451
442156262626
xyyy
xxyy
xxyyy
 
⇒−−= 2312 252262560 xyyy  
2312 2443304160 x,y,y,y −−= ; 
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3) з другого рівняння ПФМ виразимо x2, тому що його немає в третьому 
рівнянні СФМ 
312
312
2 33305016706
23
x,x,y,
xxy
x ++−=++−= . 
Підставимо отриманий вираз в третє рівняння ПФМ: 
⇒+++−+−= 331213 5)333,05,0167,0(85 xxxyxy , 
3123 664,7336,1 xxyy +−−=  - третє рівняння СФМ. 
У такий спосіб СФМ прийме вигляд: 
⎪⎩
⎪⎨
⎧
+−−=
−−=
++=
.x,xy,y
,x,y,y,y
,x,x,y,y
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МЕТОДИЧНІ ВКАЗІВКИ ДО САМОСТІЙНОЇ РОБОТИ 
 
ЗМ 1.1 Економетричне моделювання. Побудова загальної лінійної моделі 
 
Тема 1 ПРЕДМЕТ І ЗАДАЧІ ДИСЦИПЛІНИ (2 години) 
Предмет, методи й завдання дисципліни 
Етапи економетричного моделювання 
Економетрична модель, класифікація 
Література: [1] c. 6-23; [2] c. 15-41; [4] c. 4-16. 
Запитання для самоконтролю 
1. Наведіть визначення економетрики. 
2. За якими ознаками економетрику визначають як відокремлену науку? 
3. З якими науками пов’язана економетрика? 
4. З якою метою проводять економетричні дослідження? 
5. Охарактеризуйте етапи економетричного дослідження. Які питання ви-
рішує економетрика? 
6. Яку роль відіграє математична статистика у формуванні економетрич-
них методів? 
7. Які типи даних використовують у екометричних дослідженнях. Які 
проблеми даних виникають? 
8. Поясніть складові загальної економетричної моделі. 
9. Поясніть відмінності між ендогенними і екзогенними змінними. 
10. У чому полягає ідентифікація та верифікація економетричної моделі? 
11. Поясніть терміни «регресія», «умовне математичне сподівання» та 
«збурення». 
12. Які класи моделей використовують для аналізу або прогнозу в 
економетриці? 
13. Які властивості повинна мати регресійна модель з одним рівнянням, 
побудована на основі просторової вибірки? 
14. Поясніть терміни «гомоскедастичність» та «гетероскедастичність». 
15. Яку вибірку спостережень називають часовим рядом? 
16. Які економетричні моделі належать до систем одночасних рівнянь? 
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Тема 2 ПАРНИЙ РЕГРЕСІЙНИЙ АНАЛІЗ (14 годин) 
Побудова загальної лінійної моделі 
Лінійна модель парної регресії 
Оцінка значущості рівняння лінійної регресії 
Література: [1] c. 50-75; [2] c. 43-77; [4] c. 16-31. 
Запитання для самоконтролю 
1. Поясніть терміни «рівняння регресії» і «функція регресії». 
2. Які помилки належать до помилок специфікації? До помилок виміру? 
3. На яких підставах вибирають вид регресійної залежності? 
4. Як розраховують залишкову дисперсію? Загальну дисперсію ознаки y? 
5. У чому полягає сутність методу найменших квадратів? 
6. Якими властивостями має володіти лінійна модель, щоб оцінки її параме-
трів мали найменшу дисперсію в класі всіх лінійних незміщених оцінок? 
7. Поясніть, що таке коефіцієнт регресії? Коефіцієнт кореляції? Коефіці-
єнт детермінації? 
8. Як визначають статистичну значущість рівняння регресії в цілому? 
9. З якою метою визначають стандартну помилку коефіцієнта регресії? 
Який критерій для цього використовують? 
10. Як визначають довірчий інтервал для коефіцієнта регресії? 
11. З якою метою і як визначають значущість лінійного коефіцієнта 
кореляції? 
12. У якому випадку використовують лінійну модель множинної регресії? 
13. Що таке коефіцієнти «чистої» регресії? Який в них економічний зміст? 
14. У якому випадку використовують стандартизовані коефіцієнти регресії? 
15. Що характеризують показник множинної кореляції та показник 
детермінації? 
16. Що таке лінійний коефіцієнт множинної кореляції і скорегований ін-
декс множинної кореляції? 
17. Для чого розраховують часткові коефіцієнти кореляції? 
18. Як оцінюють значущість рівняння множинної регресії в цілому та зна-
чущість коефіцієнтів чистої регресії? 
19. Поясніть, у чому полягає процедура відбору факторів під час побудови 
рівняння регресії за методом виключення? 
20. Охарактеризуйте помилки специфікації моделі. У чому вони полягають? 
21. Поясніть зміст коефіцієнта регресії, назвіть способи його оцінювання, 
покажіть, як його використовують для розрахунку мультиплікатора у 
функції споживання. 
22. Поясніть, що розуміють під кількістю ступенів свободи. Як її визна-
чають для факторної та залишкової сум квадратів? 
23. Поясніть призначення та концепцію критерію Фішера. 
24. Як оцінюють значущість параметрів рівняння регресії? 
25. На яких посиланнях базується використання методу найменших квадратів? 
26. Які властивості оцінюваних параметрів забезпечує використання ме-
тоду найменших квадратів? 
27. Поясніть сутність середньої помилки апроксимації. Як її визначають? 
28. Що оцінюють за допомогою коефіцієнта еластичності? 
 
 29
Приклад 2.1. Дані про залежність змінного видобутку вугілля одного ро-
бітника Y (т) та потужністю шару X (м) на 10 шахтах наведені у таблиці 2.1. 
 
Таблиця 2.1 – Вихідні дані 
i 1 2 3 4 5 6 7 8 9 10 
xi 8 11 12 9 8 8 9 9 8 12 
yi 5 10 10 7 5 6 6 5 6 8 
 
Знайти лінійне рівняння регресії Y за X. 
 
Розв'язання 
Лінійне рівняння парної регресії має вигляд 
$
xy a b x= + ⋅ . 
Для визначення його параметрів зробимо обчислення у таблиці 2.2. 
 
Таблиця 2.2 – Поточні розрахунки 
 
x  y  x y⋅  2x  2y  $ xy  $ xy y−  $( )2xy y−  iA , % 
1 2 3 4 5 6 7 8 9 10 
1 8 5 40 64 25 5,38 -0,38 0,1422 15,33 
2 11 10 110 121 100 8,43 1,57 2,4768 13,08 
3 12 10 120 144 100 9,44 0,56 0,3107 4,11 
4 9 7 63 81 49 6,39 0,61 0,3679 5,5 
5 8 5 40 64 25 5,38 -0,38 0,1422 5,81 
6 8 6 48 64 36 5,38 0,62 0,3881 2,83 
7 9 6 54 81 36 6,39 -0,39 0,1548 0,85 
8 9 5 45 81 25 6,39 -1,39 1,9417 4,68 
9 8 6 48 64 36 5,38 0,62 0,3881   
10 12 8 96 144 64 9,44 -1,44 2,0812   
Разом 96 71 668 913 502,00 75,00 8,00 17,39 52,19 
Середнє 
значення 9,4 6,8 66,4 90,8 49,6 6,80 0,00 0,84 6,52 
 
 1,65 1,93 – – – 1,67 0,97 0,93 – 
 
 2,71 3,73 – – – 2,80 0,93 0,87 – 
 
та скористаємось формулами: 
016,1
71,2
8,64,94,66),cov(
222
=⋅−=
−
−==
xx
yxxyyxb
xσ , 
75,24,9016,18,6 −=⋅−=−= xbya . 
Отримали рівняння 
xy 016,175,2ˆ += , 
з якого випливає, що при збільшенні потужності шару X на 1 м видобуток на 
одного робітника Y зростає у середньому на 1,016 т. Вільний член у цьому рів-
нянні не має реального змісту. 
 
Приклад 2.2. Для умов попереднього прикладу обчислити коефіцієнт ко-
реляції між змінними X та Y. 
σ
2σ
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Розв'язання 
Для визначення коефіцієнта кореляції скористаємось формулою 
866,0
93,1
65,1016,1 =⋅==
y
x
xy br σ
σ
. 
Таке значення коефіцієнту кореляції вказує на тісний лінійний зв'язок між 
ознаками. Коефіцієнт детермінації 75,02 =xyr  показує, що рівняння регресії по-
яснює 75% дисперсії результативної ознаки, а на долю інших факторів припа-
дає 25%. 
 
Приклад 2.3. Для умов прикладу 2.1 оцінити якість рівняння регресії в 
цілому за допомогою F -критерію Фішера та статистичну значущість коефіціє-
нтів регресії та кореляції. 
Розв'язання 
Для оцінки якості рівняння регресії в цілому за допомогою F -критерію 
Фішера розрахуємо його фактичне значення: 
( ) 24)210(
75,01
75,02
1 2
2
=−−=−⋅−= nr
r
F
xy
xy . 
Табличне значення ( 1 1k = , k2=n-2=8, 0,05α = ): 32,5=таблF . Оскільки 
факт таблF F> , визнаємо статистичну значущість рівняння в цілому. 
Для оцінки статистичної значущості коефіцієнтів регресії та кореляції ро-
зрахуємо t -критерій Стьюдента та довірчі інтервали кожного з показників. 
Розрахуємо випадкові помилки параметрів лінійної регресії та коефіцієн-
та кореляції 
( )
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8
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2
ˆ 22 ==−
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Тоді фактичні значення t -статистик: 
63,3
28,0
016,1 ===
b
b m
bt ,     02,1
7,2
75,2 ===
a
a m
at ,    49,0
77,1
866,0 ===
r
r m
rt . 
Табличне значення t -критерію Стьюдента при 0,05α =  та кількості сту-
пенів свободи 82 =−= nν  дорівнює 31,2=табt . Отже таблbt t> , параметр b є 
статистично значущим, ta<tтабл і параметр a є незначущим, tr<tтабл, показник тіс-
ноти зв'язку так само є незначущим. 
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Розрахуємо довірчі інтервали для параметрів регресії a  та b : aa t m± ⋅ ; 
bb t m± ⋅ . Отримаємо, що a∈[-5,45; -0,05]; b∈[0,74; 1,3]. 
 
Задачі для самостійного розв'язання 
 
Задача 2.1. Дані про рівень механізації робіт Х(%) та продуктивності 
праці Y (т/год) для 14 однотипних підприємств наведені у таблиці 2.3. 
 
Таблиця 2.3 - Дані про рівень механізації та продуктивність 
xi 32 30 36 40 41 47 56 54 60 |55 61 67 69 76 
yi 20 24 28 30 31 33 34 37 38 |40 41 43 45 48 
Необхідно: 
а) оцінити тісноту і напрям зв'язку між змінними за допомогою коефіціє-
нта кореляції; 
6) знайти рівняння регресії Y за X. 
 
Задача 2.2. За результатом досліджень кореляційної залежності між 
ціною на нафту X та індексом нафтових компаній Y одержані наступні дані: 
х =16,2 (грош.од), у = 4000 (умовн. од), sx2 =4, sy2 =500, Cov(X,Y)=40. 
Необхідно: 
а) скласти рівняння регресії Y за X; 
б) використовуючи рівняння регресії, знайти середнє значення індексу 
при ціні на нафту 16,5 грош. од. 
 
Задача 2.3. За даними задачі 2.1: 
а) знайти рівняння регресії Y за X; 
б) знайти коефіцієнт детермінації R2 та пояснити його смисл; 
в) перевірити значущість рівняння регресії на 5%-му рівні за F-критерієм; 
г) оцінити середню продуктивність праці на підприємствах з рівнем ме-
ханізації робіт 60% та побудувати для неї 95%-ий довірчий інтервал; аналогіч-
ний довірчий інтервал знайти для індивідуальних значень продуктивності праці 
на тих самих підприємствах. 
 
Задача 2.4. За даними 30 нафтових компаній одержано наступне рівняння 
регресії між оцінкою Y (грош. од.) та фактичною вартістю X (грош. од.) цих 
компаній: yx = 0,8750x + 295. Знайти: 95%-ві довірчі інтервали для середнього 
та індивідуального значень оцінки підприємств, фактична вартість яких  
склала 1300 грош. од., якщо коефіцієнт кореляції між змінними дорівнює 0,76, а 
середнє квадратичне відхилення змінної X дорівнює 270 грош. од. 
 
Тема 3 МНОЖИННИЙ РЕГРЕСІЙНИЙ АНАЛІЗ (12 годин) 
Лінійна модель множинної регресії 
Оцінка значущості множинної регресії і показники якості моделі 
Мультиколінеарність та її вплив на оцінки параметрів моделі 
Лінійні регресійні моделі з гетероскедастичними залишками 
Узагальнений метод найменших квадратів (УМНК) 
Регресійні моделі із змінною структурою. Фіктивні змінні 
Література: [1] c. 82-115, 150-167; [2] c. 109-166, 182-214, ; [4] c. 31-68. 
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Запитання для самоконтролю 
1. У чому полягає специфікація моделі множинної регресії? 
2. Сформулюйте вимоги до факторів щодо включення їх до моделі 
множинної регресії. 
3. До яких ускладнень призводить мультиколінеарність факторів? Як 
її подолати? 
4. Які коефіцієнти використовують для оцінювання порівняльного 
впливу факторів на результативну ознаку? 
5. Яке призначення часткової кореляції під час побудови моделі мно-
жинної кореляції? 
6. Як пов’язані один з одним t-критерій Стьюдента для оцінювання 
значущості bi та часткові F-критерії? 
7. Охарактеризуйте основні посилання щодо застосування методу 
найменших квадратів для побудови регресійної моделі. 
8. Охарактеризуйте сутність аналізу залишків регресійної моделі. 
9. Як перевірити наявність гомо- або гетероскедастичності залишків? 
10. Сформулюйте умови застосування узагальненого методу най-
менших квадратів. 
11. Якими властивості повинні мати оцінки параметрів регресії? 
12. Як впливає на параметри множинної лінійної моделі порушення 
умови, що математичне сподівання збурювання ε дорівнює нулю? 
13. Як впливає на параметри множинної лінійної моделі порушення 
умови, що дисперсія збурювання ε постійною? 
14. Який спосіб використовують для вивчення гомо- і гетероскедастич-
ності? 
15. На підставі якого дослідження роблять висновок про автокорельо-
ваність залишків? 
16. Як поводяться при недотриманні основних передумов МНК? 
17. Чим відрізняється узагальнений МНК від звичайного? У яких випа-
дках його використовують? 
18. Які властивості притаманні оцінкам параметрів моделі, отриманим 
на основі узагальненого МНК? 
 
Приклад 3.1. Для дослідження залежності між продуктивністю праці 
(X1), віком (X2) і виробничим стажем (X3) була проведена вибірка з 100 робітни-
ків тієї самої спеціальності. Обчислені парні коефіцієнти кореляції виявилися 
значущими і склали: r12=0,20; r13=0,41; r23=0,82. Обчислити часткові коефіцієн-
ти кореляції та оцінити їх значущість на рівні α=0,05. 
 
 
Розв’язання 
Часткові коефіцієнти кореляції обчислюють за формулою  
( )( )22 11 jkik
jkikij
ijk
rr
rrr
r −−
−= , ( ) ( ) 26,082,0141,01
82,041,02,0
22
2
123 −=−−
⋅−=r . 
аналогічно отримаємо r132=0,44; r231=0,83. 
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Оцінимо значущість r123. Значення статистики t-критерію за формулою 
при n'=n-p+ 2= 100-3+2=99 (за абсолютною величиною) 
( ) 65,226,01
29926,0
21
=
−−
−−=r  
перевищує табличне t0,95;97=1,99, отже, частковий коефіцієнт кореляції r123 є 
значущим. Аналогічно встановлюється значущість інших часткових коефіцієн-
тів кореляції. 
Порівнюючи часткові коефіцієнти кореляції rijk з відповідними парними 
коефіцієнтами, бачимо, що за рахунок «очищення зв'язку» найбільшій зміні 
піддався коефіцієнт кореляції між продуктивністю праці (X1) та віком (X2) робі-
тників (змінилося не тільки його значення, але й знак r12=0,20; r123=-0,26, при-
чому обидва ці коефіцієнти є значущими). 
Отже, між продуктивністю праці (X1) та віком (X2) робітників існує пря-
мий кореляційний зв'язок (r12=0,20). Якщо ж усунути (елімінувати) вплив змін-
ної «виробничий стаж» (X3), то в чистому вигляді продуктивність праці (X1) 
знаходиться у зворотному за напрямом (і слабкому за тіснотою) зв'язку з віком 
робітників (X2) (r123=-0,26). Це цілком зрозуміло, якщо розглядати вік тільки як 
показник працездатності організму на певному етапі його життєдіяльності. Так 
само можуть бути інтерпретовані й інші часткові коефіцієнти кореляції. 
 
Задачі для самостійного розв'язання 
 
Задача 3.1. Дані про споживання певного продукту Y (умовн. од.) залеж-
но від рівня урбанізації (частки міського населення) Х1, відносного освітнього 
рівня Х2 та відносного заробітку Х3 для дев'яти географічних районів наведені у 
таблиці 3.1. 
 
Таблиця 3.1 - Споживання продукту залежно від низки факторів 
i (номер 
району) xi1 хi2 xi3 yi 
1 42,2 11,2 31,9 167,1 
2 48,6 10,6 13,2 174,4 
3 42,6 10,6 28,7 160,8 
4 39,0 10,4 26,1 162,0 
5 34,7 9,3 30,1 140,8 
6 44,5 10,8 8,5 174,6 
7 39,1 10,7 24,3 163,7 
8 40,1 10,0 18,6 174,5 
9 45,9 12,0 20,4 185,7 
Середні 41,85 10,62 24,42 167,07 
 
Стандартні відхилення σx1 = 4,176; σx2 = 0,7463; σx3 = 7,928; σy=12,645. 
Кореляційна матриця наведена в таблиці 3.2. 
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Таблиця 3.2 - Кореляційна матриця 
 X1 X2 X3 Y 
X1 1 0,684 -0,616 0,802 
Х2 0,684 - 1 -0,173 0,770 
X3 0,616 -0,173 1 -0,629 
Y 0,802 0,770 -0,629 1 
 
Використовуючи покрокову процедуру відбору найбільш інформативних 
пояснюючих змінних, визначити відповідну регресійну модель, виключивши 
при цьому мультиколінеарність. Оцінити значущість коефіцієнтів регресії оде-
ржаної моделі за t-критерієм. 
 
Задача 3.2. В таблиці 3.3 наведені дані про вагу Y (у фунтах) та вік X (у 
тижнях) 13 індичок, вирощених в областях А, В, С. 
 
Таблиця 3.3 – Вихідні дані 
i xi yi Область походження 
1 28 12,3 A 
2 20 8,9 A 
3 32 15,1 A 
4 22 10,4 A 
5 29 13,1 B 
6 27 12,4 B 
7 28 13,2 B 
8 26 11,8 B 
9 21 11,5 C 
10 27 14,2 C 
11 29 15,4 C 
12 23 13,1 C 
13 25 13,8 C 
 
Є підстава вважати, що на вагу індичок робить вплив не тільки їх вік, але 
й область походження. Необхідно: 
а) знайти рівняння парної регресії Y за X та оцінити його значущість; 
б) ввести відповідні фіктивні змінні та знайти загальне рівняння множин-
ної регресії за всіма пояснюючими змінними (включаючи фіктивні); 
в) оцінити значущість загального рівняння множинної регресії за F-
критерієм та значущість його коефіцієнтів за t-критерієм на рівні α=0,05; 
г) простежити за зміною скорегованого коефіцієнта детермінації при пе-
реході від парної до множинної регресії; 
д) оцінити на рівні α=0,05 значущість відмінності між вільними членами 
рівнянь, що одержуються із загального рівняння множинної регресії Y для кож-
ної області. 
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Задача 3.3. Під час побудови лінійної залежності витрат на одяг від дохо-
ду за вибіркою для 10 жінок одержані наступні суми квадратів та добутків спо-
стережень: 
110
10
1
=∑ ix , 154010
1
2 =∑ ix , 6010
1
=∑ iy , 82810
1
=∑ ii yx , 44810
1
2 =∑ iy . 
Аналогічні обчислення сум за вибіркою з 5 чоловіків дали: 
35
5
1
=∑ ix , 3255
1
2 =∑ ix , 155
1
=∑ iy , 1405
1
=∑ ii yx , 615
1
2 =∑ iy . 
За загальною (об'єднаною) вибіркою оцінено регресію з використанням 
фіктивної змінної Z (Z= 1 для чоловіка і Z= 0 для жінки), яка має вигляд: 
yˆ  = -0,06 + 0,438x + 0,46z + 0,072(zx). 
На рівні значущості α=0,05 перевірити гіпотезу, що функція споживання 
одна і та сама для чоловіків та жінок, якщо виконані всі передумови класичної 
нормальної лінійної регресії. 
 
Задача 3.4. З метою дослідження впливу чинників X1 - середньомісячної 
кількості профілактичних налаштувань автоматичної лінії та X2 - середньоміся-
чної кількості обривів нитки на чинник Y - середньомісячну характеристику 
якості тканини (у балах) за даними 37 підприємств легкої промисловості були 
обчислені парні коефіцієнти кореляції: ry1=0,105, ry2=0,024 та r12=0,996. Визна-
чити часткові коефіцієнти кореляції ry12 та ry21 і оцінити їх значущість 
на 5%-му рівні. 
 
ЗМ 1.2 Економетричні моделі динаміки. 
Система структурних рівнянь 
 
Тема 4 ЧАСОВІ РЯДИ І ПРОГНОЗУВАННЯ (10 годин) 
Загальні відомості про часові ряди і завдання їх аналізу 
Автокореляція рівнів часового ряду 
Моделювання тенденції часового ряду 
Моделювання сезонних коливань 
Автокореляція залишків часового ряду. Критерій Дарбіна-Уотсона 
Література: [1] c. 133-149, 167-185; [2] c. 296-324, 436-446, ; [4] c. 69-80. 
Запитання для самоконтролю 
1. Наведіть визначення часового ряду. 
2. Чим відрізняються часові ряди від звичайних просторових вибірок? 
3. Які фактори впливають на рівні часового ряду? 
4. Які компоненти містить реальний часовий ряд? 
5. Поясніть адитивну і мультиплікативну моделі часового ряду. 
6. Поясніть, що таке тренд часового ряду і які види тренду зустрічаються? 
7. Як визначають значущість тренду? 
8. Перелічіть основні етапи аналізу часових рядів. 
9. Перелічіть найпоширеніші методи аналізу часових рядів. 
10. Поясніть, що таке автокореляція рівнів часового ряду. Як її можна виміряти? 
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11. Перелічіть властивості коефіцієнта автокореляції. 
12. Що таке автокореляційна функція часового ряду і корелограма? 
13. З якою метою виконують аналітичне вирівнювання часового ряду? 
14. Які функції найчастіше застосовують для побудови трендів? 
15. Який метод дозволяє визначити параметри тренду? 
16. Які методи використовують для згладжування часового ряду? 
17. В чому полягає метод ковзних середніх? 
18. Поясніть, як провадиться усунення сезонних коливань за методом ковзної 
середньої? 
19. З якою метою провадиться спектральний аналіз часового ряду? 
20. Поясніть, у чому полягає зв'язний аналіз часових рядів? 
21. Перелічіть основні елементи часового ряду. 
22. Що являє собою автокореляція рівнів часового ряду та як її оцінюють кі-
лькісно? 
23. Приведіть визначення автокореляційної функції часового ряду. 
24. Перелічіть основні види трендів. 
25. Яку інтерпретацію мають параметри лінійного та експоненційного трендів? 
26. Запишіть загальний вигляд мультиплікативної та адитивної моделей ча-
сового ряду. 
27. Охарактеризуйте основні етапи побудови мультиплікативної та адитивної 
моделей часового ряду. 
28. З якою метою виявляють наявність сезонного ефекту? 
 
Приклад 4.1. Часовий ряд попиту yt наведений як таблиця 4.1. 
 
Таблиця 4.1 - Часовий ряд попиту 
Рік, t 1 2 3 4 5 6 7 8 
Попит, 
yt 213 171 291 309 317 362 351 361 
 
За даними таблиці визначіть середнє значення, середнє квадратичне від-
хилення, коефіцієнти автокореляції (для лагів t=1;2) і частковий коефіцієнт 
автокореляції 1-го порядку. 
Розв’язання 
Знаходимо середнє значення часового ряду за формулою: 
88296
8
3613513623173092911712131 ,
n
y
y
n
t
t
t =+++++++==
∑
=  (од.). 
Дисперсію і середнє квадратичне відхилення обчислимо за співвідношенням 
61,434388,29638,92478 2
222 =−=−= ttt yys , 
31,6561,4343 ==ts (од.), 
де 3892478
8
361351362317309291171213 222222221
2
2 ,
n
y
y
n
t
t
t =+++++++==
∑
= . 
Знайдемо коефіцієнт автокореляції r(τ) часового ряду (для лага τ = 1), 
тобто коефіцієнт кореляції між послідовностями семи пар спостережень yt та 
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yt+1 (t= 1,2...,7), скориставшись даними таблиці 4.2. 
 
Таблиця 4.2 - Послідовності пар спостережень yt та yt+1 
yt 213 171 291 309 317 362 351 
yt+1 171 291 309 317 362 351 361 
 
Обчислюємо необхідні суми: 
2014351362317309291171213
7
1
=++++++=∑
=t
ty , 
609506351362317309291171213 2222222
7
1
2 =++++++=∑
=t
ty , 
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t
ty τ , 
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2 =++++++=∑
=
+
t
ty τ , 
.642583361351351362
362317317309309291291171171213
7
1
=⋅+⋅+
+⋅+⋅+⋅+⋅+⋅=∑
=
+
t
tt yy τ  
Тепер обчислимо коефіцієнт автокореляції 
725,0
2162694458720146095067
216220146425837)1(
22
=−⋅−⋅
⋅−⋅=r . 
Коефіцієнт автокореляції r(2) для лага τ = 2 між членами ряда yt і уt+2 
(t= 1,2...,6) за шістьма парами спостережень обчислюємо аналогічно: 
r(2) = 0,842. 
Для визначення часткового коефіцієнта кореляції 1-го порядку rчаст(2)= 
=r021 між членами ряду yt і yt+2 при виключенні впливу yt+1 спочатку знайдемо 
(по аналогії з попереднім) коефіцієнт автокореляції r(1,2) між членами ряду yt+1 
і yt+2: r(1,2)=0,825, а потім обчислимо rчаст(2): 
627,0
825,01725,01
825,0725,0842,0)2(
22021
=−−
⋅−== rrчст . 
Знання автокореляційних функцій r(τ) і rчаст(τ) може надати істотну допо-
могу під час підбору та ідентифікації моделі аналізованого часового ряду і ста-
тистичній оцінці його параметрів. 
 
Приклад 4.2. За даними прикладу 4.1 знайти рівняння невипадкової 
складової (тренду) для часового ряду yt, вважаючи тренд лінійним. 
 
Розв’язання 
Відповідно до методу найменших квадратів параметри лінійної залежнос-
ті визначають з системи нормальних рівнянь. З урахуванням, що значення t 
утворюють натуральний ряд чисел від 1 до n, суми ∑
=
n
t
t
1
 та ∑
=
n
t
t
1
2  можна виразити 
як кількість членів ряду n за відомими формулами: 
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Далі: 
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Система нормальних рівнянь має вигляд: 
⎩⎨
⎧
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=+
.bb
,bb
1176620436
2375368
10
10  
Отримаємо b0=181,32 та b1=25,679. Отже рівняння тренду має вигляд: 
tyt 679,2532,181ˆ += , 
тобто попит щорічно збільшується у середньому на 25,7 одиниць. 
Перевіримо значущість отриманого рівняння тренду за F-критерієм на 
5%-му рівні значущості. Обчислимо дисперсії. 
Дисперсія, що зумовлена регресією 
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Дисперсія залишкова 
Qзал=Q-QR=34748,9-27695,3=7053,6. 
Обчислимо значення статистики 
5623
67053
63276952 ,
,
,
Q
)n(QF
зал
R =⋅=−= . 
Оскільки F > F0,05;1;6, рівняння тренду є значущим. 
 
Задачі для самостійного розв'язання 
 
Задача 4.1. Дані про врожайність озимої пшениці y (ц/га) за 10 років на-
ведено у таблиці 4.3. 
 
Таблиця 4.3 - Врожайність озимої пшениці y (ц/га) 
t 1 2 3 4 5 6 7 8 9 10 
yt 16,3 20,2 17,1 7,7 15,3 16,3 19,9 14,4 18,7 20,7 
 
Знайти середнє значення, середнє квадратичне відхилення та коефіцієнти 
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автокореляції для лагів τ = 1;2 часового ряду. 
 
Задача 4.2. За даними табл. 4.3 знайти рівняння тренду часового ряду yt, 
вважаючи що він лінійний. Перевірте значущість тренду часового ряду 
на рівні 0,05. 
Задача 4.3. У таблиці 4.4 подані дані, що відображають динаміку зрос-
тання доходів на душу населення yt (грош. од.) за восьмирічний період. 
 
 
 
Таблиця 4.3 - Доходи на душу населення yt (грош. од.) 
t 1 2 3 4 5 6 7 8 
yt 1133 1222 1354 1389 1342 1377 1491 1684 
 
Вважаючи, що тренд лінійний і умови класичної моделі виконані, знайти 
рівняння тренду, оцінити його значущість на рівні 0,05 та дати точковий і з на-
дійністю 0,95 інтервальний прогнози середнього та індивідуального значень 
доходів на дев’ятий рік. 
 
Тема 5 СИСТЕМА СТРУКТУРНИХ РІВНЯНЬ (8 годин) 
Поняття системи структурних рівнянь 
Структурна та приведена форми моделі 
Проблема ідентифікації 
Методи оцінки параметрів структурної форми моделі 
Література: [1] c. 224-242; [2] c. 246-284; [4] c. 81-94. 
Запитання для самоконтролю 
1. Які основні причини використання систем одночасних рівнянь? 
2. Перелічіть можливі способи побудови систем рівнянь. Чим вони ві-
дрізняються один від одного? 
3. Як пов’язані одна з одною структурна та приведена форми моделі? 
У чому їх основна розбіжність? 
4. Чому для оцінювання систем одночасних рівнянь майже не викори-
стовують звичайний метод найменших квадратів? 
5. У чому полягає сутність непрямого методу найменших квадратів? 
6. У чому полягають проблеми ідентифікації моделі? Які умови іден-
тифікації існують? 
7. Охарактеризуйте причини неідентифікованості та надідентифікова-
ності систем структурних рівнянь? 
 
Приклад 5.1. Розглянемо модель виду: 
⎩⎨
⎧
+++=
+++=
− ,ybybaC
,)DC(bay
21322
111
ε
ε
 
де y – валовий національний дохід; 
y-1 - валовий національний дохід попереднього року; 
C - особисте споживання; 
D - кінцевий попит (окрім особистого споживання); 
ε1 та ε2 -  випадкові складові. 
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Інформація про приріст чинників за дев’ять років наведена у таблиці 5.1. 
 
Таблиця 5.1 - Приріст чинників за дев’ять років 
Рік D y-1 y C 
1 -6,8 46,7 3,1 7,4 
2 22,4 3,1 22,8 30,4 
3 -17,3 22,8 7,8 1,3 
4 12 7,8 21,4 8,7 
5 5,9 21,4 17,8 25,8 
6 44,7 17,8 37,2 8,6 
7 23,1 37,2 35,7 30 
8 51,2 35,7 46,6 31,4 
9 32,3 46,6 56 39,1 
Сума 167,5 239,1 248,4 182,7 
 
Для цієї системи отримана система приведених рівнянь: 
⎩⎨
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++=
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.y,D,,C
,y,D,,y
1
1
2020338406368
2610668802198
 
Провести ідентифікацію моделі та розрахувати параметри першого рів-
няння структурної моделі. 
Розв'язання 
Модель містить дві ендогенні змінні (y та C) та дві екзогенні змінні 
(D та y-1). Друге рівняння є точно ідентифікованим, оскільки містить дві ендо-
генні змінні та не містить одну екзогенну змінну з системи. 
Перше рівняння є надідентифікованим, оскільки у ньому на параметри 
при C та D накладено обмеження – вони повинні дорівнювати один одному. У 
цьому рівнянні міститься одна ендогенна змінна y. Змінна C у цьому рівнянні 
не розглядається як ендогенна, оскільки вона міститься у рівнянні разом з змін-
ною D. У цьому рівнянні відсутня одна екзогенна змінна, існуюча у системі. 
Отже, за рахувальним правилом отримуємо 1+1=2:D+1>H. Це перевищує кіль-
кість ендогенних змінних у цьому рівнянні, відповідно система є 
надідентифікованою. 
Для визначення параметрів надідентифікованої моделі скористаємося 
двокроковим методом найменших квадратів. 
На першому кроці за точно ідентифікованим другим рівнянням визначи-
мо теоретичні значення ендогенної змінної C. Для цього у приведене рівняння 
12020338406368 −++= y,D,,C . 
Підставимо значення D та y-1 з умови. Отримаємо 
Cˆ 1 = 15,8,  Cˆ 2 = 16,8, Cˆ 3 = 7,4, Cˆ 4 = 14,3, Cˆ 5 = 15, Cˆ 6 = 27,4, 
Cˆ 7 = 24, Cˆ 8 = 33,2, Cˆ 9 = 29. 
На другому кроці за надідентифікованим рівнянням структурної форми 
моделі змінюємо фактичні значення C на теоретичні Cˆ  та розраховуємо нову 
змінну Cˆ +D у таблиці 5.2. 
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Таблиця 5.2 – Поточні розрахунки 
Рік D Cˆ  Cˆ +D 
1 -6,8 15,8 9 
2 22,4 16,8 39,2 
3 -17,3 7,4 -9,9 
4 12 14,3 26,3 
5 5,9 15 20,9 
6 44,7 27,4 72,1 
7 23,1 24 47,1 
8 51,2 33,2 84,4 
9 32,3 29 61,3 
Сума 167,5 182,9 350,4 
 
Далі до надідентифікованого рівняння застосуємо метод найменших ква-
дратів. Позначимо нову змінну Cˆ +D=Z та розв’яжемо рівняння 
Y=a1+b1Z. 
Система нормальних рівнянь має вигляд 
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ba
ba
, 
a1=7,678,   b1=0,512. 
Отже, перше рівняння структурної моделі матиме вигляд 
Y=7,678+0,512(C+D). 
 
Задачі для самостійного розв'язання 
 
Задача 5.1. Розглядається система рівнянь: 
212
121
εδ
εγβ
+=
++=
YY
YXY
. 
Перевірити, чи є ця система ідентифікуємою. Чи зміниться відповідь, як-
що у склад регресорів другого рівняння включити: а) константу; б) змінну X. 
 
Задача 5.2. До системи двох рівнянь виду: 
212222
121111
εγβ
εγβ
++=
++=
YXY
,YXY
 
застосовано непрямий метод найменших квадратів. Для коефіцієнтів приведе-
ної форми 
212222
121111
εγβ
εγβ
++=
++=
YXY
,YXY  
отримані наступні оцінки c1=2,2, c2=0,4, c3=0,08, c4=-0,5. 
Знайти оцінки двокрокового методу найменших квадратів щодо системи. 
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Задача 5.3. Під час оцінювання системи 
212222
121111
εγβ
εγβ
++=
++=
YXY
,YXY
 
за двокроковим та трикроковим методами найменших квадратів отримано од-
накові оцінки. Чи будуть оцінки, визначені за звичайним методом найменших 
квадратів, спроможними? 
 
ЗМ 1.3 Методи аналізу на підставі статистичних рівнянь. 
Модель з автокорельованими залишками. Моделі розподіленого лагу 
 
Тема 6 НЕЛІНІЙНІ ОДНОФАКТОРНІ МОДЕЛІ (10 годин) 
Види нелінійних моделей парної регресії 
Моделі нелінійні щодо пояснюючих змінних 
Моделі нелінійні за оцінюваними параметрами 
Виробнича функція Кобба-Дугласа 
Література: [1] c. 124-130; [2] c. 77-108; [4] c. 95-104. 
Запитання для самоконтролю 
1. Якою нелінійною функцією можна замінити параболу другої степені, 
якщо не спостерігається зміна спрямованості зв’язку ознак? 
2. Перелічіть види моделей нелінійних щодо уведених змінних та оці-
нюваних параметрів. 
3. Охарактеризуйте відмінності у застосуванні методу найменших ква-
дратів до моделей нелінійних щодо змінних та до моделей нелінійних щодо 
оцінюваних параметрів. 
4. Як визначають коефіцієнти еластичності за різними видами регре-
сійних моделей? 
5. Які показники кореляції, що використовують за нелінійні співвідно-
шення досліджуваних ознак? 
6. Як обирають перетворення лінеаризації для моделей із внутрішнею 
нелінійністю? 
7. За якими ознаками класифікують методи оцінювання параметрів не-
лінійних моделей? 
 
Приклад 6.1. Нехай відомі значення двох ознак наведені у таблиці 6.1. 
 
Таблиця 6.1 – Поточні розрахунки 
i y x 
1 68,8 45,1 
2 61,2 59 
3 59,9 57,2 
4 56,7 61,8 
5 55 58,8 
6 54,3 47,2 
7 49,3 55,2 
Визначити параметри степеневої функції та рівнобічної гіперболи. 
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Розв'язання 
Для побудови степеневої моделі y=axb треба лінеаризувати змінні. Вико-
наємо це шляхом логарифмування обох частин рівняння 
lgy=lga+blgx, 
Y=C+bX, 
де Y=lgy, C=lga, X=lgx. 
Скористаємось методом найменших квадратів та одержимо лінійне 
рівняння 
XY 298,0278,2ˆ −= . 
Виконаємо потенціювання та одержимо рівняння 
298,0298,0278,2 7,18910ˆ −− ⋅=⋅= xxy . 
Для побудови рівнобічної гіперболи x
bay 1⋅+=  лінеаризуємо її заміною 
x
z 1= . Тоді отримаємо y=a+bz. Параметри a та b за методом найменших квад-
ратів мають наступні значення: a=38,5, b=1051,4. Рівняння рівнобічної гіпербо-
ли має вигляд 
x
y 14,10515,38 ⋅+= . 
 
Задачі для самостійного розв'язання 
 
Задача 6.1. Визначити параметри експонентної функції для умови 
прикладу 6.1. 
 
Задача 6.2. Нелінійне однофакторне рівняння регресії має вигляд 
εαε β +=+= xexfy )( . 
Треба розкласти функцію f(x) в ряд Тейлора другого порядку у точці x0=0 
та визначити, чому дорівнює границя розкладання в ряд n-го порядку при n→∞. 
 
Задача 6.3. Є нелінійне однофакторне рівняння регресії 
2
10
ααα tt xy += . 
Записати систему нормальних рівнянь для визначення оцінок параметрів 
α0, α1 та α2. 
 
Задача 6.4. Чи можна наступні рівняння перетворити на рівняння, лінійні 
за параметрами? 
а) εα β ⋅⋅= xey ; 
б) εα β +⋅= − xey ; 
в) εβα ++= xey ; 
г) εβ
α +−= xy . 
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Тема 7 РЕГРЕСІЙНІ ДИНАМІЧНІ МОДЕЛІ (8 годин) 
Причини виникнення лагових ефектів в економетричних моделях 
Методи оцінки параметрів з урахуванням лагових ефектів 
Література: [1] c. 191-215; [2] c. 454-494; [4] 105-116. 
Запитання для самоконтролю 
1. Наведіть приклади економічних завдань, для яких економетричне 
моделювання потребує використання моделей з розподіленим лагом та моделей 
авторегресії. 
2. Що в економіці називають лагом? Що є причиною лага? 
3. Які регресійні моделі називають авторегресійними? 
4. Які проблеми виникають під час оцінювання параметрів авторегре-
сійних моделей? 
5. Які гіпотези висувають щодо залишків лагових моделей? 
6. Охарактеризуйте інтерпретацію параметрів моделі з розподіленим 
лагом. Перелічіть абсолютні та відносні чинники сили зв’язку моделі з розподі-
леним лагом. 
7. Охарактеризуйте інтерпретацію параметрів моделі авторегресії. 
 
Приклад 7.1. На підставі часових рядів, що характеризують чисту проду-
кцію та капітальні вкладення, треба побудувати взаємну кореляційну функцію. 
Вихідні дані наведені у таблиці 7.1. 
 
Таблиця 7.1 – Вихідні дані 
Рік 
Капітальні 
вкладення, 
тис.грн. 
Чиста про-
дукція, тис. 
грн. 
Рік 
Капітальні 
вкладення, 
тис.грн. 
Чиста про-
дукція, тис. 
грн. 
1 3857 24334 11 17006 72165 
2 4686 28678 12 17352 78743 
3 5515 33021 13 17838 80381 
4 5209 32432 14 18878 82204 
5 7522 40325 15 19090 77833 
6 10390 49334 16 20016 81413 
7 13678 54717 17 17736 77484 
8 15976 53818 18 11951 75443 
9 13880 55968 19 11469 85038 
10 13949 61517 20 9068 75809 
 
 
Розв'язання 
Виконаємо розрахунки коефіцієнтів кореляції для різних значень τ за 
формулою: 
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та зведемо їх у таблицю 7.2. 
 
Таблиця 7.2 - Розрахунки коефіцієнтів кореляції 
τ 1 2 3 4 5 6 7 8 9 10 
rτ 0,89 0,86 0,89 0,92 0,92 0,85 0,75 0,64 0,4 0,55 
 
Отже, найбільше значення коефіцієнту кореляції дорівнює 0,92, він відпові-
дає двом значенням τ (4 та 5), тобто найбільшого впливу капітальних вкладень на 
обсяг чистої продукції треба очікувати впродовж четвертого та п’ятого років. 
Динамічна модель розподіленого лага має вигляд: 
tttttt uxaxaxaxay ++++= −−− 5342310 , 
де yt – чиста продукція в період t; 
aj, j=0,1,2,3 - вагові коефіцієнти лагових змінних; 
xt-τ, τ=3,4,5 - капітальні вкладення в період t-τ. 
 
Задачі для самостійного розв'язання 
 
Задача 7.1. Оцінюється модель Y=βX+ε за звичайним методом найменших 
квадратів. Одержано рівняння виду 
xy 2,1ˆ = . 
Проте відомо, що вимірювання регресора X виконуються з помилками, ди-
сперсія яких дорівнює 10. Чи можна вважати, що істинне значення коефіцієнта β 
є додатним, якщо: а) дисперсія X дорівнює 100; б) дисперсія X дорівнює 10? 
 
Задача 7.2. Для оцінки лагового рівняння yt=γyt-1+εt застосований звичай-
ний метод найменших квадратів та одержано рівняння 
95,1,9,0ˆ 1 == − dyy t . 
Помилки регресії є стаціонарним авторегресійним процесом першого по-
рядку. Чи можна вважати, що коефіцієнт λ: а) перевищує 0,5; б) перевищує 0,7, 
якщо обсяг вибірки великий. 
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Додаток 
Таблиця F-розподілу Фішера-Снедекора 
для рівня значущості α=0,05 (5%) 
n-m-1 
m 
1 2 3 4 5 6 7 8 9 10 
1 161 200 216 225 230 234 237 239 241 242 
2 18,5 19,0 19,2 19,2 19,3 19,3 19,4 19,4 19,4 19,4 
3 10,1 9,55 9,28 9,20 9,01 8,94 8,89 8,85 8,81 8,79 
4 7,71 6,94 6,59 6,39 6,26 6,16 6,09 6,04 6,00 5,96 
5 6,61 5,79 5,41 5,19 5,05 4,95 4,88 4,82 4,77 4,74 
6 5,99 5,14 4,76 4,53 4,39 4,28 4,21 4,15 4,10 4,06 
7 5,59 4,74 4,35 4,12 3,97 3,87 3,79 3,73 3,68 3,64 
8 5,32 4,46 4,07 3,84 3,69 3,58 3,50 3,44 3,39 3,35 
9 5,12 4,26 3,68 3,63 3,48 3,37 3,29 3,23 3,18 3,14 
10 1,96 4,10 3,71 3,48 3,33 3,22 3,14 3,07 3,02 2,98 
 
 
 
 
Таблиця t-розподілу Стьюдента 
(критичні значення t (α, n-m-1)) 
Тест Рівень значущості α 
Двобіч-
ний 50 % 20 % 10 % 5 % 2 % 1 % 0,2 % 0,1 % 
Однобіч-
ний 25 % 10 % 5 % 2,5 % 1 % 0,5 % 0,1 % 0,05 % 
n-m-1         
1 1,000 3,078 6,314 12,706 31,821 63,657 318,31 636,62 
2 0,861 1,886 2,920 4,303 6,965 9,925 22,327 31,598 
3 0,765 1,638 2,353 3,182 4,541 5,841 10,214 12,924 
4 0,741 1,533 2,132 2,776 3,747 4,604 7,173 8,610 
5 0,727 1,476 2,015 2,571 3,365 4,032 5,893 6,869 
6 0,718 1,440 1,943 2,447 3,143 3,707 5,208 5,959 
7 0,711 1,415 1,895 2,365 2,998 3,499 4,785 5,408 
8 0,706 1,397 1,860 2,306 2,896 3,355 4,501 5,041 
9 0,703 1,383 1,833 2,262 2,821 3,250 4,297 4,781 
10 0,700 1,372 1,812 2,228 2,764 3,169 4,144 4,587 
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