Let Yn( F) denote the space of all n X n symmetric matrices over a field F. Let t be a positive integer such that t < n. A subspace W of pn(F) is said to be a S-subspace provided that the rank of every matrix in W is bounded by t. Meshulam showed, under the assumption
Which of the two possibilities occurs depends on the values of n and r.
INTRODUCTION
Let F be a field and let m, n be positive integers. Denote by F"'~" the space of all m X n matrices over F, and by Pn(F) the space of all n X n symmetric matrices over F. Let t be a positive integer such that t < minim, n}. A subspace W of F'"," is said to be a t-subspace provided that the rank of every matrix in W is bounded above by t. t-subspaces of Pn(F) are defined analogously (here t < n).
The problem of determining the structure of t-subspaces is very interesting and difficult. Several works on the subject have appeared, but much more has to be studied. Here we consider the easier problem of giving an upper bound for the dimension of a i-subspace. Flanders [4] showed that if W is a t-subspace of F"-", then dimW< max{mt,nt}.
(1.1)
The paper is organized as follows: Section 2 contains some definitions and notation. Section 3 contains graph theoretic preliminaries. Section 4 contains some matrix theoretic lemmas which are used in the proof of the main result. Sections 5 and 6 constitute the main part of our work. In Section 5 we show that a t-subspace of Pn(F) f o maximal dimension must possess a basis of a special type. This is done using Meshulam's approach. In Section 6 we prove our main result, using linear algebraic methods. . The rank of A is denoted by p(A). We let Eij denote the matrix all of whose entries are 0 except the entry in the i, j position, which is 1.
SOME DEFINITIONS
Given any subspace W of P,,(F) and an invertible S E F", n, define SWSt = {SAS' : A E W}. Given two subspaces W and W' of Pn(F), we say W' is congruent to W if there exists an invertible S E F", " such that W' = SWS'.
Let t be a positive integer such that t < n. We define rn-{('~'),(~~')+~(n-k)) if t =Zk, a(n,t) = max((t:l),(kil)+k(n-k)+l) if t=Zk+l.
REMARK 2.1.
It is easy to check that The following lemma is readily verified.
LEMMA 2.1. Finally, let N = {1,2, . . . , n}.
GRAPH THEORETIC PRELIMINARIES
All graphs considered here are undirected, but may have loops.
edge e of a graph whose vertex set is N is a nonempty subset cardinality < 2, and we write If G is a simple graph on N, let v(G) be the maximum number of edges in any matching. Then clearly,
Given any positive integer t such that t < n, let u(n,t) = max{lBI:
We now define several graphs, all based on the vertex set N. Thus, we describe them by listing their edge set. LEMMA 3.1 [2] . Let G be a simpb graph on N. Then [3] . Let k be a positive integer such that 2k + 1 < n. Let G be a simple graph on N such that v(G) < k. Then IGI < max{lG,(n,2k + l)l,lG,(n,k)l}.
(3.3)
Zf equality holds in (3.31, then G is isomorphic to G,(n, 2k + 1) or G,(n, k) (or both possibilities can occur ij IG,(n, 2k + 111 = IG,(n, k)l).
We now consider the quantity u(n, t). It turns out that it is crucial in obtaining the maximum dimension of a t-subspace of Yn(F) (cf. [6] ) and in our characterization of t-subspaces whose dimension is maximal. Meshulam proved:
THEOREM 3.1 [6] . Let t be a positive integer such that t < n. Then u(n,t) = max{lB,(n,t)l,IB,(n,t)l}. u(n, t) = Ly(n, t).
MATRIX THEORETIC PRELIMINARIES
We state here two matrix theoretic lemmas that are used in the proof of our main result.
LEMMA 4.1 [4] . Let t be a positive integer such that t < n. Let F be a field such that 1 FI > t, and let L be a &subspace of Yn( F) such that 
CSUBSPACES AND GRAPHS
In this section we consider t-subspaces of Yn(F).
Our purpose is to establish the existence of a basis of special type (to be defined shortly) for every t-subspace of P,(F) f o maximal dimension. The tools used are combinatorial, and rely heavily on Meshulam's work. We assume that t < n and The following theorem is the main result of [6] .
THEOREM 5.1 [6] . fF(lz, t) = max(dim Wi(n, t), dim W&n, t)}.
It is clear from Remark 5.1 that f,<n, t) = a(n, t). We shall show that given an fF(n, t)-dimensional ?-subspace W, there exists a permutation matrix P such that PWPt has a type I or a type II basis. First, we characterize all graphs B which satisfy F(B) < t and 1 BI = u(n, t).
Let B be a graph on N which satisfies p(B) < t ancl 1 Bl = u(n, t). Then one of the f;dlowing holds: (a) B is isomoy?hic to B,(n, t). (b) B is isomorphic to B,(n, t).
(c) t = 2k, and B is isomoy?hic to G,(n,Zk + 1).
Proof.
The maximality of I B I implies:
(ii) If u, v E N and u # u, and if the loops {u} and {v} belong to B, so does the edge {u, v}.
We distinguish two cases. Case 1. Suppose that t = 2 k. In this case we have jB,(n,t)j = ( 2k2 ') and IB,(n,t)l = [" i ') + k(n -k).
We form from B a simple graph G on N U {n + l} as follows: Any edge of B which is not a loop is also an edge of G. But 1 BJ = u(n, t), so we must have equality in (5.51, and consequently, all the inequalities in the chain of inequalities preceding (5.4) must become equalities, and we must also have s = 0 or s = k.
The equality case in Lemma 2.1 implies that b3 = 0, j = 1,2, . . . , 1, and ai = 1, i = 2,. . .) n + s -2k. Now, if s = 0, then a, = 2k + 1 = t, so B is isomorphic to B&n, t). If s = k, then al = 1 and B is isomorphic to B,(n, t). n THEOREM 5.3. Let t < n, and let F be afield such that IFI > n + 1 and char F # 2. Let W be an fF(n, t)-dimensional t-subspace of pn(F). Then there exists an n X n permutation matrix P such that the subspace PWPt has a type I or type ZZ basis.
Let m = fF(n, t), and let Ai, i = 1,2,. . . , m be a basis of W. By taking appropriate linear combinations of the basis elements we may assume without loss of generality that q( Ai) # g( A,) for all i # j.
Consider the graph B on N whose edges are q( Ai), i = 1,2,. . . , m. By (5.2) we must have p(B) < t, and we also have IBI=m=f,(n,t) = cr(n,t) =u(n,t).
Therefore, B satisfies the assumptions of Theorem 5.2. We claim that (c) of that theorem cannot hold. Indeed, suppose that t = 2 k and B is isomorphic to G,(n, 2k + 1). Then there exists an n X n permutation matrix P such that W' = PWPt has a basis { Aij = (ap$ : 1 < i < j < 2k -t 1) which satisfies, for all 1 < i < j < 2k + 1, This is a contradiction.
It follows that B is isomorphic to B,(n, t) or to B,(n, t), and the conclusion follows. n
THE MAIN RESULT
In this section we prove our main result. 
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Since W is a S-subspace, A, is congruent to J = I, @ 0 EYE. This can be achieved by performing row operations (and the corresponding column operations) from the first t rows (columns) into the last n -t rows (columns). Applying the same congruence to all matrices in W, we may assume that 1 E W. We shall show that under this assumption W = W,(n, t). Note that the property of possessing a type I basis is maintained.
Let 1 Q i <j < t, and consider the basis element Aij. Let t + 1 < p < n.
We claim first that We now show that if 1 < p < t, p z i, p +j, and t + 1 < 9 < n, then
Jij) P9 = Jij) = 0
SuppEe first that i = j. There is nothing to prove if t = 1, and the result is immediate if t = 2 (using det Aii[l, 2,9] = 0). Hence, suppose that t > 3. Let {s 1,. . . , s~_~} = {1,2,. . . , t} \ {i, p}, and let (Ye = (1,2,. . . , t, 9). Define So we may &ume &t i < j. There is nothi;; to prove if t = 2, and the result is immediate if t = 3 (using det Aij[l, 2,3, 91 = 0). Hence, suppose that t 2 4. Let {rl, r2, . . . , rtt3) = {1,2, . . . , t} \ {i, j, p) and (Y~ = (1,2,. . . , t, 9). Define A'(a',$A + b,,) ", we conclude that a$/ = 0.
We have shown that if A is any element of our basis, then al,,, = 0 if t + 1 < p < n. or t + 1 < q < n. The result follows.
n Next, we deal with i-subspaces that possess a type II basis. We start with the case that t is even. 
Proof.
Let { Bij = (b::') : 1 < i < k, i < j < n} be a type II basis of W. Let Bij = QBiiQ", 1 < i < k, i <j < n. Notice that (since t is even) the values of the entries of the (n -k) X (n -k) principal submatrix in the lower right corner are irrelevant in the definition of basis elements of type II. It is also clear that these entries are the only ones that might change when going from Bij to Bij, provided that k + 1 ,< j < II. EIence, it is clear that appropriate linear combinations of { Bij : 1 < i < k, i < j < n} will produce a type II basis for W '. n 
Let p # j, q z j, k + 1 < p < q < n. We show bF{) = 0. Since k > 2 and n > 2.5k + 0.5, there exist k distinct indices p,, p,, . . . , pk which satisfy (i) p, = j; (ii) k + 1 < p, < n, r = 1,2,. . . , k; (iii) p, e (p, q},  r = 1,2 
Let {Bij = (b:i') : 1 <j < n} be a type II basis of W. Since p(B,,) = 2, it is clear that there exists E F","
such that QB12Qt = E,, + E,,. Thus, by Lemma 6.1 we may assume that J = E,, + E,, E W. W e s h ow that under this assumption W = W,(n, 2). Let A E W. We show first that apg = aVp = 0 for all 2 < p < q < n. A, E F such that p( A + A,B,,) 2 r ;t 2. But we also have P(A + A,B,,) < 2k, so r < 2 k -2, and therefore W is a 2 k -2-subspace.
We also have dimW>dimW-(n+k-l)= kil +k(n-k)-n-k+1 i 1
Since by assumption n > 2.5k + 0.5, we have n -2 > 2.5k -1.5 = 2,5(k -1) + 1. Hence, by Theorem 5.1 atd Remark 2.1 we must have dim W = dim W,(n -2,2k -2). Therefore, W satisfies the induction hypothesis for k -1, so there exists
such that @@@ = W2( n -2,2 k -2). Define now
Q is clearly invertible. We consider the subspace W' = QWQ" of Pn( F ). By In these matrices *'s denote entries to be discussed later. We claim that we can also assume that Repeating the argument for any 1 E {1,2, . . . , k} concludes the proof.
' W
The last result required for the proof of the main result is the analogue of Theorem 6.3, when t is odd. The odd case is established by reducing it to the even case. Some of the considerations are similar to preceding ones, so we give less details. 
W,(n, t).
Proof.
We may assume k > 0, for the case t = 1 is trivial. Let {Bij = (bcij)): I < i < k, i <j < n} u {Bk+l,k+l = (b(k+l,k+l))} be a type II basis forP'W. We may apply an appropriate congruenc~~ransformation (maintaining a type II basis) so that It is clear that p(C,> = 2k for all 1 < 1 < k + 1.
We may perform another congruence transformation on our subspace, namely the following one: Apply elementary row operations (and corresponding column operations) from the first k rows (columns) into the (k + I)th row (column). These operations are chosen so that C, is transformed to i (Er,k+r+l + Ek+r+J.
T-=1
Thus, we may assume throughout that C, = i W,k+r+l + Ek+r+l,r). It follows immediately from (6.7) that uk+ 1, 4 = u4, k + i = 0 for all 2k + 2 < q < n. Next, we claim that (6.8) is satisfied by C, for 1 = 1,2,. . . , k + 1. This is certainly the case for I = 1, by (6.7). Now let 2 < Z < k + 1, and suppose that Cl_, satisfies (6.8). Consider C, + AC,_,, h E F. Rank considerations and Lemma 4.2 imply that C, satisfies (6.8). 
