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RESUMEN 
 
Este estudio busca validar un método de clasificación de tareas mentales a partir 
de la extracción de características de una señal de electroencefalografía, lo que 
permitiría su implementación en interfaz cerebro-computador (ICC).  
 
Para esto se utilizará una base de datos propia obtenida a partir de los registros de 
un grupo de personas sanas, las cuales desarrollan tareas mentales contrapuestas. A cada 
señal se le extraerán un set de características, las que serán usadas para entrenar y 
validar un grupo de clasificadores, con el objetivo de reconocer una tarea de imaginería 
motora determinada. 
 
El objetivo de este proyecto es desarrollar un método que permita identificar las 
tareas mentales a partir de trabajos de imaginería motora, obtenidos a partir del registro 
de electroencefalografía (EEG). En este estudio, se buscó determinar si el uso de las 
características seleccionadas de la señal de electroencefalograma permite una correcta 
clasificación con indicadores de especificidad, sensibilidad, valor predictivo positivo, 
valor predictivo negativo y precisión; y además se usaron tres clasificadores de distintos 
tipos para validar este procedimiento y para determinar cuál de ellos tenía un mejor 
desempeño frente a estas características específicas. 
 
Las características seleccionadas en el dominio del tiempo fueron: Desviación 
estándar, varianza, media, moda, mediana, kurtosis, Skewness. En el dominio de la 
frecuencia se utilizaron la frecuencia máxima, frecuencia mediana, frecuencia media y 
fase. Los clasificadores utilizados para este estudio fueron del tipo Naive Bayes, SMO y 
Dagging. 
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El método desarrollado mostró, dependiendo del clasificador, valores promedio 
altos de especificidad, sensibilidad y precisión. Para el clasificador Naive Bayes se 
obtuvieron valores promedio de Sensibilidad de 0,6; Especificidad 0,7 y Precisión 0,6. 
Para el clasificador SMO la Sensibilidad es de 0,8; la Especificidad de 0,8 y la Precisión 
de 0,7. Para el Clasificador Dagging el valor promedio de Sensibilidad fue de  0,7; el de 
Especificidad de 0,8 y el de Precisión de 0,7. Además al graficar la curva ROC se 
obtiene como resultado que el mejor clasificador para este tipo de características es el de 
tipo SMO.  
En conclusión, el método desarrollado en este estudio fue capaz de diferenciar 
dos tareas mentales, por lo que podría ser usado en interfaz cerebro-computador. 
Además, los valores de sensibilidad, especificidad, valores predictivos positivos y 
negativos y la presición son valores óptimos en comparación al estado del arte, que 
presentan valores de presición cercanos al 70% en las distintas modalidades más 
utilizadas (Mohd Zaizu Ilyas, 2015). Y finalmente se pudo comprobar que el clasificador 
que mejor desempeño tiene frente a estas caracteristicas seleccionadas es el de tipo 
SMO. 
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INTRODUCCIÓN 
 
En chile según las estadísticas del FONADIS y del INE se estima que al menos el 
12,9% de los chilenos y chilenas viven en situación de discapacidad, lo que supone 
2.068.072 personas, es decir, 13 de cada 100 personas presenta esta condición. En 
relación a los grados de discapacidad el 7,2% presenta una discapacidad leve, un 3,2 una 
discapacidad moderada y el 2,5 una discapacidad severa. Es decir, que alrededor de 
1.150.133 personas presentan alguna dificultad para llevar a cabo actividades de la vida 
diaria, 513.997 personas presentan disminución o imposibilidad importante de su 
capacidad para realizar la mayoría de las actividades de la vida diaria y, 403.942 
personas ven gravemente dificultada o imposibilitada la ejecución de sus actividades 
cotidianas, requiriendo el apoyo o cuidados de una tercera persona (FONADIS, INE, 
2005). 
Este tipo de trastornos presentan problemas no sólo a nivel de la persona que lo 
padece, sino también en su entorno más cercano que debe asumir los cuidados y 
necesidades del individuo, afectando la calidad de vida de quien sufre el síndrome y de 
su cuidador,  
Dentro del 2,5 de los pacientes con trastornos severos de movilidad existe un 
grupo, no determinado en número, que no logra comunicación efectiva, por lo que no 
pueden revelar su real nivel de conciencia ni interactuar con el entorno, transformándose 
en una responsabilidad física, emocional y económica para la sociedad. (FONADIS, 
INE, 2005)  
Junto con el avance tecnológico las carreras de salud han tendido al desarrollo de 
nuevas herramientas aplicadas al proceso de rehabilitación, este conjunto de 
herramientas se ha denominado tecnologías asistivas, y se definen según Cook & Hussey 
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(1995) como, “cualquier artículo, equipo  global o parcial, o cualquier sistema 
adquirido comercialmente o adaptado a una persona, que se usa para aumentar o 
mejorar capacidades funcionales de individuos con capacidades, o modificar o 
instaurar conductas” (Cook, 1995). Éstas ayudan finalmente a disminuir la carga de los 
cuidadores y de la sociedad sobre estas personas, al incluirlas y hacerlas parte del mundo 
laboral y de la sociedad nuevamente.  
En la actualidad la mayor parte de los métodos de evaluación del estado 
cognitivo de un paciente con mínima respuesta (estado vegetativo persistente) es 
mediante la observación de las conductas motoras. Estas personas con trastornos severos 
de la movilidad no logran interacción con el medio debido a que no existe un método 
efectivo de evaluación y comunicación que no utilice la activación motora y que permita 
establecer interacción efectiva con la persona afectada, y con ello conocer las tareas 
mentales que esta persona realiza. Debido a esto, la evaluación cognitiva de estos 
pacientes resulta poco confiable. Surge, por lo tanto, la necesidad de crear nuevas 
herramientas que incorporen estas tareas mentales. En base a este planteamiento resulta 
fundamental incorporar tecnologías que utilicen interfaz cerebro-computador, con la 
cual sea posible proporcionar una vía de comunicación entre un sujeto y su entorno, para 
facilitar la interacción y el control del mismo sin utilizar su sistema nervioso periférico 
y/o sus músculos. 
“Las tecnologías basadas en Interfaz Cerebro-computador (ICC) utilizan la 
actividad cerebral mediante la transformación de la señal electroencefalográfica en 
comandos para controlar dispositivos tecnológicos como un cursor, una neuroprótesis u 
otro dispositivo electrónico. De este modo, la ICC se convierte en un nuevo canal de 
salida del cerebro. Además, proporcionan al humano una forma alternativa de 
comunicación. Este tipo de tecnología fue diseñada para trasmitir mensajes 
directamente desde los cerebros humanos a las computadoras mediante el análisis de la 
actividad mental, asociando la actividad electroencefalográfica con la imaginería 
motora” (Hsu, 2015). Además, cabe destacar que la imaginería motora no es la única 
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herramienta utilizada para la implementación de un ICC, existiendo diferentes formas de 
ocupar las señales eléctricas; entre ellas se encuentran los potenciales corticales lentos, 
el potencial evocado visual, potencial evocado P300, actividad sensoriomotora, 
actividad neurocélular, neuromécanismos múltiples, entre otras; a diferencia de las 
evaluaciones clínicas, ninguna de las herramientas descritas utilizan la activación 
muscular como indicador del estado cognitivo.. Los patrones del EEG de esas tareas 
mentales son distinguibles de otros por la variación de la frecuencia frente a la 
intensión de los pacientes de realizar la tarea. El éxito de los sistemas de ICC depende 
del tipo de clasificación para determinar las tareas mentales, la cual requiere una 
adecuada y efectiva extracción de características que logren la mejor representación de 
la señal electroencefalográfica de la tarea (Akshansh Gupta, 2015).  
Actualmente, para monitorizar la actividad cerebral en el ámbito clínico existen 
diversas técnicas tales como: la electroencefalografía (EEG), resonancia funcional 
magnética (fRNM), magneto encefalografía, entre otros. La EEG es la más utilizada por 
su bajo costo y por la posibilidad de extraer señales cerebrales de manera no invasiva. 
Esta técnica tiene una alta resolución temporal y los pacientes pueden ser entrenados 
para generar señales de electroencéfalograma en base a diversas intensiones. 
En este estudio se desarrolló un método que permite identificar las tareas 
mentales a partir de un trabajo de imaginería motora, disminuyendo los niveles de error 
de estos dispositivos provocados por el ruido propio de la EEG.  Este método se basa en 
la extracción de características, la cual se fundamenta en elegir atributos específicos de 
la actividad de EEG de una persona para que sea posible reconocer los patrones 
característicos de esa señal y así determinar qué imaginería motora realiza el sujeto, sin 
la necesidad de eliminar el ruido del EEG previamente. Específicamente en este método 
se utilizaron variables extraídas de la señal en el dominio temporal y espectral para 
constituir un vector de características que permita tanto el entrenamiento como la 
validación de un clasificador, y con esto, lograr disminuir el costo computacional 
utilizando valores simples en una señal sin necesidad de eliminar el ruido del EEG. En 
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este estudio, se utilizaron tres clasificadores de distintos tipos para validar el vector de 
características seleccionadas y para realizar una comparación entre los distintos 
clasificadores, buscando encontrar la mayor eficiencia y precisión del método. 
En la actualidad existen métodos que utilizan la extracción de características de 
la actividad electroencefalográfica de los pacientes y la utilizan para ICC, pero aún sigue 
siendo un desafío lograr una buena performance de estos dispositivos por la pobre 
resolución de los electroencefalogramas y por la aún poco clara definición de qué 
características son las que permiten el mejor rendimiento del clasificador. Los métodos 
que muestra la literatura utilizan la extracción de características del tipo amplitud, 
frecuencia, características de la fase de la señal, entre otros (Hamza Baali, 2015). Otros 
métodos utilizados son:  Elección de electrodos, disminuyendo al mínimo la cantidad de 
canales, para así bajar el nivel de ruido en la señal antes de procesarla; reducción de la 
dimensionalidad de la muestra usando análisis de componentes independientes (Lijuan 
Duan, 2015); uso de  la actividad de la corteza cerebral frente a periodos de atención, 
utilizando la estimulación visual, en donde se busca los potenciales evocados frente a la 
fijación de una imagen que genera una armonía en las frecuencias de las señales en la 
zona occipital del cerebro (D Lesenfants, 2014).  
Todas estas nuevas formas de lograr una conexión cerebro-computador han ido 
mejorando con los años, pero siguen existiendo problemas como: la mala resolución de 
los electroencefalogramas, las características específicas que se debieran extraer y qué 
tipo de clasificador utilizar para mejorar el desempeño de la ICC. Actualmente la 
comunidad científica no ha logrado determinar un clasificador mejor que otro, ya que su 
eficacia depende exclusivamente del tipo de muestra que uno quiera clasificar y de las 
características relevantes que fueron extraídas de esa muestra inicial, lo que hace más 
compleja la configuración de la ICC. Por lo que resulta de real importancia desarrollar 
métodos que solucionen o minimicen estos problemas y hagan más eficiente este tipo de 
tecnologías.  
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Dentro de los beneficios que tendría una correcta clasificación se encuentran:  
 Determinar el real nivel de conciencia de un paciente en estado vegetativo 
persistente, mínima respuesta o con trastornos severos de la movilidad. 
 Establecer comunicación con personas en situación de discapacidad severa. 
 Entregar una retroalimentación sobre sensaciones, sentimientos, síntomas y 
necesidades,  a sus cercarnos y tratantes, lo que mejoraría su calidad de vida 
directamente al poder expresar qué cosas están bien o mal y entregar información 
consistente a sus tratantes sobre su condición y síntomas asociados a su 
enfermedad. 
 Independencia para algunas actividades que tengan que ver con el control de su 
entorno; como prender la luz o la televisión, el manejo de un computador, pedir 
ayuda e informar concretamente lo que se necesita. 
 En cuanto a la terapia cognitiva, al permitir la comunicación efectiva se podrían 
realizar terapias de tipo psicológicas, logrando evaluaciones consistentes y 
terapias con respuestas claras, que indicarían realmente lo que puede hacer y 
sentir el paciente sobre su proceso de rehabilitación. 
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PREGUNTA DE INVESTIGACIÓN 
 
 ¿Es posible optimizar la clasificación de tareas mentales usando características 
espectrales y temporales de la señal de EEG a partir de  imaginería motora? 
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HIPÓTESIS 
 
La extracción de características en el dominio temporal y de frecuencia permite 
clasificar dos tipos de tareas mentales a partir de imaginería motora, logrando obtener 
valores óptimos de especificidad, sensibilidad, precisión, curva de ROC y valor 
predictivo positivo y negativo. 
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OBJETIVOS 
 
• Objetivo general:  
– Desarrollar un método que permita identificar las tareas mentales en 
trabajos de imaginería motora a partir de registro de EEG.  
• Objetivo específico: 
– Determinar las características más relevantes de la señal de EEG, para ser 
utilizadas en la construcción del vector de características. 
– Evaluar el rendimiento de 3 clasificadores a partir de las características 
extraídas. 
– Lograr diferenciar dos tareas mentales distintas utilizando imaginería 
motora en registros de EGG. 
– Lograr valores óptimos de especificidad, sensibilidad y precisión 
(accuracy) en la clasificación de tareas mentales usando herramientas 
matemáticas. 
– Lograr valores predictivos positivos y negativos óptimos en la 
clasificación de tareas mentales. 
– Lograr valores óptimos en la curva ROC (Receiver operating 
characteristics/Características del funcionamiento del receptor) 
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CAPÍTULO 1: PROBLEMA DE INVESTIGACIÓN 
 
 Las neurociencias son un conjunto de disciplinas científicas que estudian la 
estructura, la función, el desarrollo de la bioquímica, la farmacología, y la patología del 
sistema nervioso y de cómo sus diferentes elementos interactúan (Society for 
Neuroscience, 2012). Además, con el avance de la tecnología se ha dedicado a aportar 
soluciones innovadoras que benefician a la sociedad en términos de salud y bienestar 
personal, ya que utiliza los conocimientos sobre la estructura y el funcionamiento del 
cerebro para solución de problemas prácticos. Hoy en día existen patologías 
discapacitantes que la medicina no ha logrado curar sin secuelas e incluso hay pacientes 
que años atrás no eran capaces de sobrevivir pero que ahora gracias a las mejoras en los 
procedimientos neuroquirúrgicos sobreviven en estados de respuesta mínima o con 
secuelas graves a nivel de la movilidad, por lo que la ciencia ha aprendido a desarrollar 
tecnologías que ayudan a mejorar la condición de esas personas haciéndolas más 
independientes, logrando que se comuniquen y que  interactúen con el ambiente que los 
rodea.  
 
 Con los años se han desarrollado pruebas para determinar si existe actividad 
cerebral o no, e incluso, existen escalas que logran evaluar el nivel de conexión con el 
entorno y el nivel de función de las habilidades cognitivas. Dentro de éstas se encuentran 
la escala Glasgow, Rappaport e incluso, existen mediciones de la actividad cerebral y su 
respuesta a estímulos con EEG. Actualmente tenemos la posibilidad de saber si una 
persona tiene actividad cerebral y si su cerebro recibe estímulos, pero aun no es posible 
determinar exactamente, qué información entregada y que cantidad de información es 
comprendida por el paciente, ya que no se ha logrado resolver la forma de extraer la 
información del cerebro sin requerir de la activación motora de la persona. Hoy en día, 
con las herramientas de neuroimagen y neurofisiológicas podemos saber que la 
información aferente llega al cerebro y produce procesos químicos y señales eléctricas, 
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pero no tenemos la certeza de qué entiende el paciente, o si el paciente mediante esos 
mismos procesos eléctricos o químicos podría expresarse o comunicarse con su entorno.  
 
 Actualmente se ha logrado ocupar la actividad electroencefalográfica o la 
actividad ocular, para sacar del enclaustramiento o del “espectro comatoso” a múltiples 
personas mediante tecnologías asistivas y existen personas que son capaces de 
comunicarse con el entorno mediante su actividad ocular o mínimos movimientos de 
cabeza, e incluso hay quienes logran hacerlo con su actividad electroencefalográfica; Y 
es ahí, donde aparecen los nuevos desafíos para mejorar esas opciones.  
 
Los desafíos actuales a nivel de la comunicación e interacción con el entorno en 
personas que se encuentran en situación de discapacidad severa, se enfocan en lograr 
mejorar las tecnologías asociadas a la ICC. Los problemas actuales de la mala resolución 
de los equipos de electroencefalografía, las dificultades para seleccionar las 
características específicas de la EEG que serán útiles para diferenciar las tareas mentales 
del sujeto y así disminuir los errores de estos dispositivos y finalmente las 
complicaciones para la selección del tipo de clasificador para mejorar el desempeño de 
las ICC, son los temas que actualmente se discuten y se estudian para disminuir los 
niveles de discapacidad de las personas y para mejorar estos dispositivos que lograrían 
entregarnos más información sobre esas personas en situación de mínima respuesta. 
 
 En este estudio se intentó comprobar que el uso de características espectrales y 
temporales para la construcción de un vector de características, serviría para diferenciar 
dos tareas mentales, disminuyendo los errores producidos por el ruido. Y con esto, crear 
un método válido de comunicación que utilice únicamente la actividad cerebral de un 
paciente, sin necesidad de la información eferente completa, sino únicamente su 
imaginería motora. 
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CAPÍTULO 2: PRUEBAS DE EVALUACIÓN DEL ESTADO COGNITIVO 
(ESCALAS DE COMA) 
 
 En la actualidad existen diferentes pruebas clínicas de evaluación de las personas 
en mínima respuesta. Dentro de éstas, se encuentran la escala de coma Glasgow, que se 
basa principalmente en la respuesta motora de una persona frente a estímulos externos; 
la evaluación de potenciales evocados, que mide la actividad cerebral refleja con 
electroencefalografía frente a estímulos externos; y la escala de valoración del coma 
Rappaport que evalúa la respuesta refleja de los pacientes frente a distintos estímulos 
sensoriales.  
 
 Todas estas escalas miden el nivel de vigilia y de conexión con el medio de un 
paciente, ocupando principalmente respuestas motoras o reflejas. Dejando de lado la 
conciencia del paciente, a menos; que el paciente se capaz de hablar o de comunicar con 
gestos respuestas contrapuestas, teniendo un sesgo frente a las personas con trastornos 
severos de la movilidad como es el caso de los pacientes enclaustrados. 
 
Estos métodos de evaluación y lo que miden se explican a continuación: 
 
1. Glasgow: 
La escala Glasgow fue creada con el objetivo de estandarizar la evaluación del 
nivel de conciencia en pacientes con traumatismo craneoencefálico, valorar la 
evolución neurológica de pacientes con este trauma, y como un método para 
determinar objetivamente la severidad de la disfunción cerebral, aparte de crear 
una comunicación confiable y certera entre profesionales de la salud.  
 
La escala Glasgow es una herramienta reconocida internacionalmente con la cual 
se valora el nivel de consciencia de un paciente, evaluando 2 aspectos de la 
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consciencia: El estado de alerta y el estado cognoscitivo. Para ésto evalúa: la 
apertura ocular, respuesta verbal (comprensión y la habilidad para expresar 
pensamientos) y respuesta motora. (J.E. Muñana-Rodriguez, 2014) 
 
2. Escala Rappaport (Coma/cercano al coma): 
 
La escala de coma o cercano al coma creada por el doctor Maurice Rappaport fue 
desarrollada para medir los mínimos cambios clínicos en los pacientes con daños 
cerebrales severos, cuyas funciones son muy bajas, cercanas al estado vegetativo. 
Esta escala fue diseñada para obtener confianza, validación, facilidad y una 
evaluación rápida del progreso o deterioro del bajo nivel de  actividad  en los 
pacientes con daño cerebral severo.  
 
La escala de coma o cercano al coma, Rappaport, evalúa 5 niveles, basados en 11 
ítems y se puntúan indicando la severidad de lo sensorial, perceptual y los 
déficits en las respuestas primitivas. Dentro de los 11 ítems se evalúa la respuesta 
a 11 estímulos distintos: 
1. Auditivo 
2. Seguir órdenes verbales  
3. Estímulos visuales 
4. Seguimiento visual  
5. Respuesta al estímulo de amenaza 
6. Olfatorio 
7. Táctil  
8. Cosquilleos  
9. Estímulo doloroso en las manos 
10. Estímulo molesto en la oreja 
11. Vocalización.  
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 Estos ítems los puntúa con un máximo de 4 puntos. Los puntajes se 
suman y se dividen por la cantidad de ítems evaluables. El puntaje divide al 
estado del paciente de cinco formas: no coma, cercano al coma, coma moderado, 
coma marcado y coma extremo (Rappaport, 2016). 
 
12. Potenciales evocados multimodales 
 
Los potenciales evocados son estudios que registran y analizan ondas eléctricas 
cerebrales y son obtenidas por un estímulo eléctrico o fisiológico. El estímulo 
aplicado es específico para un receptor sensorial. En este estudio se evalúan 
diferentes modalidades sensoriales (Nancy González Diaz, 2004): 
1. Visión: Se evalúa el nervio óptico hasta la corteza cerebral correspondiente y 
se evalúan los tejidos sensibles a la luz de la retina. 
2. Audición: Estudia las vías y áreas de la corteza auditiva y tallo cerebral 
(porción auditiva de VIII par craneal, núcleo coclear del VIII par craneal, 
complejo olivar superior, lemnisco medial y colículo inferior). 
3. Sensación corporal: Estudia estructuras del sistema nervioso central y 
periférico (cauda equina, médula espinal, lemnisco medial, tálamo, corteza 
cerebral primaria sensorial). 
4. Atención-actividad mental: Estudia los potenciales evocados cognitivos, los 
cuales son generados por el estímulo del sistema nervioso ante la actividad 
mental y atención del paciente; se conocen también como P300.  
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CAPÍTULO 3: DEFINICIONES Y ANÁLISIS DE LA 
ELECTROENCEFALOGRAFÍA  
 
 La electroencefalografía (EEG) es una técnica electrofisiológica para el 
registro de la actividad eléctrica derivada del cerebro humano. Entrega una buena 
resolución temporal y su mayor utilidad es la evaluación del funcionamiento 
dinámico cerebral. Se utiliza mayormente para la evaluación de personas con 
convulsiones, epilepsia, daño cerebral adquiridos y en la monitorización de 
pacientes para determinar funciones neuronales. El electroencefalograma es 
generado a partir de la actividad de las neuronas piramidales corticales de la 
corteza cerebral que se encuentran orientadas de manera perpendicular a la 
superficie cerebral. La actividad neuronal detectada es la sumación de los 
potenciales excitatorio e inhibitorios postsinápticos de largos grupos de neuronas 
que disparan sincrónicamente (St. Louis, 2016).  
 
 Existen dos formas de medición, la invasiva y la no invasiva, la cual se 
utilizó en este estudio. La invasiva se realiza a través de electrodos en la 
superficie cerebral y la no invasiva se toman datos con electrodos sobre el cuero 
cabelludo en conjunción con amplificadores de señal, además existen diferentes 
métodos para tomar las muestras que se diferencian por la distribución de los 
electrodos en la superficie de la cabeza, pero el más utilizado y usado en esta 
investigación es el sistema internacional 10-20. Este sistema utiliza puntos 
específicos en el cuero cabelludo. Se mide la distancia entre el nasión y el inión 
pasando por el vertex y se calcula el 10% de esta distancia. En el 10% sobre el 
nasión se encuentra el punto FP (frontal polar) y el 10% sobre el inión señala el 
punto O (occipital). Entre los puntos FP y O se sitúan otros tres puntos separados 
en intervalos de 10%. Desde anterior nos encontramos con los puntos, Fz 
(frontal), Cz (central o vertex) y el Pz (parietal) (St. Louis, 2016).  
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 Luego se mide la distancia entre los puntos periauriculares pasando por el 
vertex (Cz). El 10% de esa distancia marca los puntos temporales mediales, T3 
izquierdo y T4 derecho. Y, a un 20% de los puntos temporales se encuentran los 
puntos C3 izquierda y C4 derecha. 
 
 A partir de estos puntos de referencia se van posicionando los electrodos 
en los cuatro cuadrantes formados por ambas líneas que se entrecruzan en el 
vertex (St. Louis, 2016) ver figura 1. 
 
 
 
Figura 1. Sistema internacional 10-20. Colocación de electrodos (Sharbrough F, 
1991). 
 
 La EEG es la más utilizada de las modalidades electrofisiológicas por su 
alta resolución temporal, relativamente bajo costo, alta portabilidad y bajo riesgo 
para los usuarios. La interfaz cerebro-computador basado en la actividad 
electroencefalográfica consiste en un set de sensores que obtienen la señal 
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cerebral de distintas áreas cerebrales. Sin embargo, la calidad de la señal de la 
EEG es afectada por el cuero cabelludo, el cráneo y muchas otras capas que 
contribuyen al ruido (volumen de conducción). Este ruido contribuye a disminuir 
los ritmos sensorios motores y la capacidad de extraer información significante 
para el registro de las señales (Luis Fernando Nicolas-Alonso, 2012). 
 
  Los ritmos sensorios motores (RSM) son oscilaciones registradas en la 
actividad cerebral que vienen de las áreas somatosensoriales y motoras. Éstas son 
categorizadas de acuerdo a la banda de frecuencia particular que tienen y son 
nombradas por letras griegas, entre ellas se encuentran: 
 
 Los ritmos alfa se encuentran entre los 8-12 Hz en el 
electroencefalograma, específicamente  en la zona occipital del cerebro y 
se hacen presente cuando tenemos los ojos cerrados y el cuerpo relajado, 
y se atenúan cuando los ojos están abiertos y estamos haciendo un 
esfuerzo mental. Están muy relacionadas con las zonas visuales situadas 
en la región occipital del cerebro, las cuales están asociadas a la memoria. 
Los ritmos mu se pueden encontrar en los mismos rangos de las alfa, 
específicamente entre los 7-13 Hz, aunque entre ellas hay importantes 
diferencias fisiológicas. Los ritmos mu están fuertemente relacionados 
con la actividad motora y en algunos casos, aparecen relacionados con los 
ritmos beta. Los ritmos mu se encuentran entre el 20 y el 40 por ciento de 
los adultos normales y aparecen durante la somnolencia. Los ritmos mu, a 
diferencia de los ritmos alfa, no están relacionado con la apertura o cierre 
de los ojos y reaccionan al movimiento, al estímulo somatosensorial o al 
pensamiento del movimiento. Se cree que se generan en la región 
rolandica de los lóbulos frontal y parietal en relación con las funciones de 
la corteza sensoriomotora (St. Louis, 2016).  
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 Los ritmos beta, se encuentran entre los 12 y 30 Hz, han mostrado 
activación en las zonas frontal y central de la corteza, las cuales son 
asociadas a zonas de activación motora. Las bandas beta presentan 
desincronizaciones frente el movimiento real o la imaginería motora 
(Luis Fernando Nicolas-Alonso, 2012) 
 
 Los ritmos delta se encuentran entre 1-4 Hz y son detectados 
principalmente en bebes y van disminuyendo en la medida que el humano 
va creciendo en edad. Son también vistos en adultos en sueño profundo, 
siendo inusuales en adultos despiertos. Se ha estudiado que largos 
periodo de bandas delta indican enfermedades neurológicas (Luis 
Fernando Nicolas-Alonso, 2012).   
 
 Las bandas Theta se encuentran entre los 4-7 Hz y se asocian con estado 
de meditación y frente a tareas que requieran concentración como 
cálculos matemáticos, tareas de laberinto o momentos de alerta (Luis 
Fernando Nicolas-Alonso, 2012).  
 
 Los ritmos gamma, se encuentran en bandas mayores a 30 Hz y se 
presentan en el cerebro adulto sano en relación con ciertas funciones 
motoras y la percepción. Existe una cierta relación entre las bandas 
gamma y la contracción muscular máxima. Este tipo de ritmo no es 
frecuentemente usado para ICC, porque los artefactos producidos por la 
estimulación visual y muscular extra tienden a afectar la señal de la señal 
cerebral; aunque actualmente se está empezando a investigar con ellos 
debido a su alta resolución espacial (Luis Fernando Nicolas-Alonso, 
2012). 
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 Dentro de las variaciones que se producen en las señales biológicas 
cuando el individuo es expuesto a estímulos, están los eventos relacionados a 
sincronización y a desincronización. Cuando la actividad oscilatoria disminuye 
en una banda de frecuencia particular es llamado desincronización relacionada 
con evento (ERD) y cuando la actividad oscilatoria incrementa en una frecuencia 
de banda determinada se llama sincronización relacionada con evento (ERS). 
Mover una extremidad o contraer un músculo específico afecta la actividad 
cerebral en la corteza, e incluso, la imaginación de un movimiento genera 
cambios eléctricos en las bandas de frecuencias (Madhuri. N, 2014). 
 
 La imaginería motora (IM) “representa el resultado del acceso consiente 
al contenido de la intensión del movimiento, el cual es usualmente desarrollado 
inconscientemente durante la preparación del movimiento. La IM consiente y la 
preparación motora inconsciente, comparten mecanismos en común y son 
funcionalmente equivalentes” (Jeannerod, 1994). Cheolsoo en 2013 definió la IM 
como “la imaginación de una acción motora sin realizar realmente un 
movimiento con las extremidades”, y además destaca que las bases 
neurofisiológicas de la IM se relacionan con los ritmos mu (7-13 Hz) y los beta 
(12-30 Hz) antes mencionados. Estos ritmos sensoriomotores se pueden observar 
cuando los sujetos planean o ejecutan un movimiento con las manos y dedos. 
Estos son identificados en la región central del cerebro (Cheolsoo Park, 2013).  
 
 Por otro lado, se ha estudiado que al imaginar movimientos de la mano 
izquierda o derecha se muestra un  ERD, comúnmente en las bandas mu y beta 
en el área sensoriomotora contralateral, y un ERS en el lado ipsilateral (Tianyou 
Yu, 2015) (G.Pfurtscheller, 1999). Por lo que es relevante considerar los patrones 
ERD/ ERS al estudiar procesos mediados por imaginería motora, así también es 
relevante consideran como parte de éstos la actividad espectral asociada, la que 
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incluso ha sido considerada como herramienta útil en la clasificación de tareas 
mentales (Madhuri. N, 2014). 
 
 En el procesamiento de las señales biológicas asociadas a las tareas 
mentales es importante analizar las señales en el dominio del tiempo y en el 
dominio de la frecuencia. Para efectuar el análisis en el dominio de la frecuencia 
habitualmente se utiliza un método llamado Transformada rápida de Fourier 
(FFT) para procesar la señal obtenida. Éste es un algoritmo que permite calcular 
la transformada discreta de Fourier (DFT) y su inversa. La DFT es un método 
matemático que transforma una señal desde el dominio del tiempo o espacio en 
la misma señal en el dominio de la frecuencia. La transformada inversa de 
Fourier convierte una señal en el dominio de la frecuencia de nuevo en una señal 
en el dominio del tiempo o en el espacio (The MathWorks, Inc., 1994-2016). 
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CAPÍTULO 4: INTERFAZ CEREBRO-COMPUTADOR 
 
 La ICC es un sistema de recolección de señales cerebrales con distintos 
mecanismo de neuroimagen, con el objetivo de ser usadas por un computador, y 
así generar  interacción de un sujeto con el medio sin necesidad del uso de sus 
nervios periféricos o sus músculos (Liu Hailong, 2005). Esta tecnología clasifica 
patrones de EEG y los relaciona con los distintos estados mentales, detectando y 
extrayendo características particulares de la señal de EEG para ser usadas por un 
dispositivo externo; y así, proveer al cerebro una nueva forma de comunicación, 
y un control de las vías de salida distinta a la normalmente usada (Liu Hailong, 
2005).  
 
 La ICC convierte las señales cerebrales en eferencias para la interacción 
entre  un computador y los humanos para diferentes aplicaciones. Y puede ser 
usada tanto por personas con discapacidades motoras severas para transmitir sus 
necesidades al mundo exterior como por personas sanas para obtener otros fines. 
 
 Nicolás-Alonso define a  la ICC como un “sistema de comunicación 
entre hardware y software que le da la posibilidad al humano de interactuar con 
el mundo que lo rodea, sin involucrar a los nervios periféricos o sus músculos. 
La ICC crea un nuevo canal no muscular para transmitir las intenciones de las 
personas a un dispositivo externo como un computador, sintetizadores de habla, 
tecnologías asistidas y neuroprótesis;  lo que lo hace muy atractivo a personas 
con capacidad reducida de la movilidad. Este tipo de interfaz puede mejorar su 
calidad de vida y, al mismo tiempo reducir los costos de un cuidado intensivo 
externo” (Luis Fernando Nicolas-Alonso, 2012). 
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 Por otro lado, en una de las últimas revisiones del 2015 sobre el tema, se 
define la ICC como una “tecnología emergente que conecta nuestro cerebro 
natural con los dispositivos creados por el hombre, proporcionando un nuevo 
canal de salida de las señales cerebrales para comunicarse o controlar 
dispositivos externos sin la necesidad de utilizar las vías neuromusculares 
naturales” (Bin He, 2015). Como ellos explican en su revisión, esta tecnología 
reconoce las intenciones del usuario a través de la actividad electrofisiológica del 
cerebro, decodifica esas señales en curso y las traduce en comandos que logran el 
deseo de la persona. Esta tecnología tiene el potencial de disminuir el nivel de 
discapacidad de los usuarios con discapacidades severas de movilidad y además, 
de mejorar la calidad de vida de usuarios sanos que presentan dificultades con el 
ambiente que los rodea. En la figura 2, se muestra el concepto general en el que 
se basa la tecnología ICC para controlar un actuador, basada sobre los principios 
de los ritmos sensorios motores generados por las tareas de imaginería motora. 
En la figura el usuario sólo imagina una tarea motora, sin realmente ejecutarla, 
esta imaginación es medida a través de actividad electrofisiológica del sujeto, 
ésta se codifica y procesa para determinar la intención del usuario asociada a la 
tarea motora, y mediante esto, se controlan dispositivos externos. 
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Figura 2. Diagrama de la arquitectura de la tecnología ICC asociado a tareas de 
imaginería motora (Rabie A. Ramadan, 2015). 
 
La tecnología ICC se clasifica según Nicolás-Alonso en:  
• Exógeno: Cuando se utiliza la actividad neuronal provocada en el 
cerebro por un estímulo externo. El sistema exógeno limita al sujeto a 
opciones predeterminadas, por lo que este sistema resultaría más útil 
frente a usuarios con problemas serios de movilidad o en patologías 
degenerativas en etapas avanzadas que vieran afectador sus sistemas 
aferentes.  
 
• Endógeno: cuando se basa en la autorregulación de los ritmos 
cerebrales y potenciales sin estimulación externa. La principal ventaja 
del sistema endógeno es que el sujeto puede operar el sistema ICC de 
manera libre, como mover un cursor frente a un computador hacia 
cualquier punto en un espacio de dos dimensiones. Estos tipos de 
ICC, funcionan a través de entrenamiento de neurofeedback. Los 
Tarea 
mental 
Adquicisión 
de EEG
Filtrado/ 
procesamiento 
de la señal
Analisis 
tiempo/ 
frecuencia
Reconocimiento/
Clasificación de 
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Clasificación 
y detección/ 
comandos
Aplicación
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usuarios aprenden a generar patrones específicos cerebrales, los 
cuales pueden ser decodificados por la ICC (Luis Fernando Nicolas-
Alonso, 2012). 
 
 Por otro lado, Hamza Baali, define los tipos de ICC en tres categorías: 
Activo (asincrónico), Reactivo (sincrónico) y pasivo (Hamza Baali, 2015):  
 
 Activo: Cuando el usuario conscientemente controla la interfaz 
independientemente de cualquier señal externa o limitaciones temporales.  
 
 Reactivo: Cuando el usuario ejecuta la tarea mental requerida como 
respuesta a una estimulación externa.  
 
 Pasivo: Cuando la ICC deriva sus resultados de actividad cerebral 
arbitraria sin el propósito de control voluntario. 
 
 
 La ICC es un sistema que es capaz de reconocer ciertos patrones en las 
señales de EEG, mediante 3 etapas: Preprocesamiento de la señal de EEG, 
extracción de características y la etapa de clasificación. Se describen a 
continuación estas etapas de acuerdo a la definición propuesta por Mohd Zaizy 
Ilyas (Mohd Zaizu Ilyas, 2015). 
 
 Preprocesamiento de la señal de EEG: Las señales de EEG que se 
recogen del equipo de adquisición deben ser pre-procesadas para eliminar 
artefactos y ruidos como parpadeos, latidos cardíacos y otros efectos 
perturbadores. Existen varios enfoques de preprocesamiento, los cuales se 
dividen en: Filtros espaciales (Patrón espacial común (CSP), Enfoque de 
referencia común (CAR), Análisis de componentes principales (PCA), 
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Superficie Laplacian (SL), análisis de componentes independientes 
(ICA)) o en filtros temporales (Análisis de Fourier, Autoregresivo) o en 
ambos filtros. La gran diferencia entre el filtro espacial y el filtro 
temporal es el tiempo de respuesta durante el análisis en línea; donde el 
filtro temporal no es tan útil como el filtro espacial. 
 
 Extracción de características: Un conjunto significativo de 
características de las señales EEG pre-procesadas se pueden extraer 
utilizando Análisis de Componentes Principales (PCA), Análisis de 
Componentes Independientes (ICA), Transformaciones de Wavelet 
(TW), Descomposición de Paquetes Wavelet (WPD), Regresión 
Automática (AR) y trasformada rápida de Fourier (FFT), entre otras. 
 
 Clasificación: Después de extraer las características, los vectores 
extraídos se deben clasificar de acuerdo al número de clases de entrada. 
Los clasificadores más usados en ICC son: Redes Neurales Artificiales 
(ANN), k-Vecino más cercano (k-NN), Análisis Discriminante Lineal 
(LDA) y máquina de soporte vectorial (SVM), entre otros. Actualmente, 
no existe un método para estimar la superioridad general de un 
clasificador sobre otro, ya que depende del conjunto de datos específico. 
Por lo tanto, la selección del mejor clasificador y uno de los propósitos 
fundamentales de este estudio es determinar el mejor clasificador para 
este subconjunto de datos.  
 
Para seleccionar un clasificador se debe tomar en cuenta la 
dimensionalidad de la muestra y el sesgo-varianza de la polarización. La 
dimensionalidad hace mención a que el número de datos de 
entrenamiento necesarios para ofrecer buenos resultados aumenta 
exponencialmente con la dimensión de los vectores de características, es 
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decir que entre más características yo seleccione más entrenamiento 
necesitare, mientras que la compensación de sesgo-varianza es 
característica del clasificador hacia un sesgo alto con baja varianza, es 
decir que habrá menos sesgo entre más variable sea la muestra de 
características seleccionadas. En resumen, para lograr una buena 
clasificación necesito una dimensión de la muestra amplia y variable. 
 
 En la actividad EEG existen fenómenos electrofisiológicos que 
diferencian una señal de otra y que pueden ayudar en el momento de buscar 
características para un clasificador, entre estos fenómenos se encuentran los 
potenciales evocados visuales (VEPs), potenciales corticales lentos (SCPs), 
potenciales evocados P300 (P300) y los ritmos sensoriomotores, las cuales se 
describen a continuación, según Nicolas-Alonso (Luis Fernando Nicolas-Alonso, 
2012): 
  
 Potenciales evocados visuales: son las modulaciones de la actividad 
cerebral que ocurren en la corteza visual después de recibir estímulos 
visuales. Los VEPs se pueden clasificar de acuerdo con 3 criterios: Por la 
morfología del estímulo óptico, por la frecuencia de la estimulación 
visual y por la estimulación del campo visual.  
 
 Potenciales evocados lentos: son periodos de voltaje lentos en la EEG 
que duran desde un segundo a varios segundos. Los SCPs están asociados 
con cambios a nivel de la actividad cortical. Los SCPs negativos se 
correlaciona con el aumento de la actividad neuronal y los SCPs positivos 
coinciden con la disminución de la actividad en células individuales. 
 
 P300: Son picos positivos en la EEG debido a estímulos visuales, 
auditivos o sensoriomotores infrecuentes. Este P300 aparece en la EEG 
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justo a los 300 ms después de enfrentarse a un estímulo extraño o 
excéntrico entre estímulos normales y frecuentes. 
 
 Ritmos sensoriomotores: Comprenden los ritmos mu y beta. Los cuales 
son oscilaciones de la actividad eléctrica cerebral localizadas en las 
bandas mu (7-13 Hz) y las banda beta (12-30 Hz). Ambas bandas de 
frecuencias aparecen en la EEG cuando la actividad cerebral está 
asociada a tareas motoras, a pesar de que no se realice efectivamente el 
movimiento, y también se encuentran frente a la imaginería motora. En 
estos tipos de fenómenos fisiológicos se pueden apreciar dos tipos de 
modulaciones de la amplitud de la señal, las sincronizaciones y las 
desincronizaciones y son generadas por estimulaciones sensoriales, 
comportamientos motores e imaginería motora. 
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CAPÍTULO 5: EXTRACCIÓN DE CARACTERÍSTICAS DE UNA SEÑAL  
BIOLÓGICA 
 
 El pensamiento de distintas tareas tiene como resultado distintos patrones 
en las señales cerebrales. La ICC en un sistema de reconocimiento de patrones 
que clasifica cada patrón en una clase de acuerdo a sus características. Este tipo 
de tecnología reconoce ciertas características de la señal cerebral que reflejan  
similitudes de una clase diferenciándola de las otras clases previamente 
determinadas. Las características son medidas o derivadas de las propiedades  de 
la señal, las cuales contienen información discriminativa necesaria para 
diferenciar los tipos. 
 
 Diferentes características pueden ser extraídas de los distintos canales, 
frecuencias y en los distintos tiempos de una señal. Uno de los mayores desafíos 
de la tecnología ICC es la selección de características para la clasificación, ya 
que existen en una misma señal muchos atributos distintos que ocurren al mismo 
tiempo una misma tarea mental. 
 
 En la actualidad, se utilizan variados métodos de extracción; entre ellos, 
se encuentran: los métodos de reducción dimensional, métodos que utilizan el 
tiempo y la frecuencia, y métodos de reconocimiento de patrones comunes de 
algoritmos espaciales (Luis Fernando Nicolas-Alonso, 2012). 
 
Dentro de los métodos de extracción de características se encuentran: 
 
1. Principal Component Analysis/Análisis de componentes principales: 
El análisis de componentes principales hace uso del procedimiento 
matemático que utiliza una transformación ortogonal para cambiar un 
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conjunto de observaciones de vectores correlacionados en un conjunto de 
vectores linealmente no correlacionados llamados componentes 
principales (Mohd Zaizu Ilyas, 2015). 
 
2. Common Average Referencing/ Enfoque de Referencia Común 
(CAR): Filtro espacial que elimina la actividad típica de EEG y deja la 
actividad inactiva de cada señal EEG individual en un electrodo 
específico. El enfoque de referencia común se utiliza para mejorar la 
relación señal/ruido (Signal to Noise Ratio/SNR) causada por artefactos 
en señales de EEG. En este enfoque, la eliminación de la media de todos 
los electrodos producirá una señal limpia. CAR supera todos los métodos 
de referencia dando buenos resultados de precisión de clasificación. Sin 
embargo, la densidad de muestra finita y la cobertura insuficiente de la 
cabeza del electrodo de EEG causa complicación en el cálculo del 
promedio de electrodo en los métodos de referencia común (Mohd Zaizu 
Ilyas, 2015). 
 
3. Independent Component Analysis/Análisis de componentes 
independientes: Procedimiento estadístico que divide un conjunto de 
señales mezcladas en sus fuentes que no tienen información de lo que 
había anteriormente en la naturaleza de la señal (Luis Fernando Nicolas-
Alonso, 2012). 
 
4. Autoregressive Components/Componentes autoregresivos: Método de 
modelamiento de señales mediante estimación del espectro. En este 
método la señal de EEG se utiliza como la salida de una señal aleatoria  
de un filtro de tiempo lineal invariante, donde la entrada es ruido blanco 
con una media de cero y una varianza constante. El objetivo de este 
procedimiento es obtener los coeficientes de filtrado, asumiendo que las 
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distintas tareas mentales producen diferentes coeficientes (Luis Fernando 
Nicolas-Alonso, 2012). 
 
5. Surface Laplacian/Superficie Laplacian: Generalmente es el enfoque 
basado en el filtro espacial más efectivo utilizado en los estudios de ICC. 
Este enfoque se utiliza para mejorar la SNR de la señal y como una ayuda 
de identificación de las fuentes. SL resuelve el problema de referencia del 
electrodo y es robusto contra artefactos generados en regiones no 
cubiertas por los electrodos; es también un método para visualizar la 
señal de EEG con alta resolución espacial. Sin embargo, el problema es 
que es demasiado sensible a la elección de parámetros de spline durante 
la interpolación (Mohd Zaizu Ilyas, 2015). 
 
6. Matched Filtering/Filtrado emparejado: Es un método de extracción 
de características que intenta detectar un patrón específico, buscando 
semejanzas con señales conocidas o plantillas predeterminadas. Esas 
plantillas modelo representan las intenciones del usuario y, se busca 
encontrar una alta correlación de la actividad cerebral del usuario con 
estas plantillas, buscando semejanzas en la frecuencia de sampleo, ritmo, 
amplitud y armonía de la señal (Luis Fernando Nicolas-Alonso, 2012). 
 
7. Adaptive Filtering/Filtrado adaptativo: Es una técnica que intenta 
modelar la relación entre dos señales de una manera iterativa. Un filtro 
adaptativo consta de tres partes: las señales que se procesan, la estructura 
que describe la relación de entrada o salida, el parámetro que se puede 
variar iterativamente para alterar la relación de entrada o salida del filtro. 
La ventaja de los filtros adaptativos es que son capaces de modificar las 
características de la señal de acuerdo con la señal que se analiza y 
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funcionan bien para las señales con superposición de espectros  (Mohd 
Zaizu Ilyas, 2015). 
 
8. Wavelet Transform/Transformación de Wavelet (TW): Es una 
herramienta matemática usada para la extracción de información de 
distintos tipos de datos, como el audio o imágenes. La TW descompone 
la señal en ambos dominios, frecuencia y tiempo en múltiples 
resoluciones usando una ventana modulada que se desplaza a través de la 
señal en varias escalas. Este tipo de herramienta es utilizada para la 
descomposición de una señal cerebral transitoria en sus partes 
constituyentes, basados en una combinación de criterios tales como la 
frecuencia y la posición temporal (Luis Fernando Nicolas-Alonso, 2012). 
 
9. Common Spatial Pattern/Patrones espaciales comunes: Método de 
extracción que proyecta señales de EEG multicanal en un subespacio, 
donde las diferencias entre las clases se destacan y las similitudes se 
minimizan. Este tipo de extracción fue creada para diferenciar dos tareas 
mentales, calculando la covarianza espacial para cada una de las clases 
promediando las covarianzas sobre los ensayos de entrenamiento 
sucesivos de cada clase a través del tiempo (Luis Fernando Nicolas-
Alonso, 2012). 
 
10. Genetic Algorithm/Algoritmo genético: Procedimiento de  
optimización que establece cuáles de ciertos tipos de características son 
las más eficientes. En las tecnologías de ICC éste es utilizado  como un 
método automático  para extraer un conjunto óptimo de características 
relevantes. La línea de base del algoritmo es una población de soluciones 
candidatas llamados individuos, criaturas, o fenotipos y están codificadas 
por cadenas con nombre cromosomas o el genotipo del genoma. Estas 
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cadenas se codifican ya sea por información binaria o ninguna 
información binaria (Luis Fernando Nicolas-Alonso, 2012). 
 
  El Algoritmo Genético comienza con una población inicial que se 
genera aleatoriamente. En el caso de tener información inicial, la 
población inicial puede ser dirigida hacia áreas donde las soluciones 
óptimas tienen más probabilidades de reducir el número de iteraciones. 
Se evalúa la aptitud de cada población individual. Según su aptitud, 
algunos representantes de la población pueden ser desechados para dejar 
espacio libre para los individuos recién generados. Otros individuos 
pueden ser seleccionados como padres para criar nuevos individuos. 
Además, algunos individuos pueden ser seleccionados estocásticamente 
para mantener la diversidad en la población evitando la convergencia 
prematura. Después del paso de selección, los individuos se cruzan entre 
sí. En la etapa de cruce, el apareamiento se realiza entre los padres 
seleccionados para generar uno o más descendientes. Para mantener un 
tamaño de población fijo, el número de descendientes suele ser el mismo 
que el número de individuos descartados. Los genes de los padres se 
dividen en pedazos y luego se combinan para formar nuevos hijos. 
Después de la etapa de cruce, se introducen mutaciones para alterar la 
población con el fin de evitar la convergencia hacia una solución 
subóptima local antes de explorar todo el espacio de búsqueda. Como 
resultado de la mutación, es posible descubrir áreas que no pueden ser 
exploradas por crossover. Finalmente, se evalúa la aptitud de la nueva 
población. Cuando se alcanza una solución aceptable o se ha producido el 
número máximo de generaciones, se termina el algoritmo. De lo 
contrario, se produce otra iteración del algoritmo (Luis Fernando Nicolas-
Alonso, 2012). 
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11. Sequential Selection/Selección secuencial: Es un enfoque de 
optimización que tiene como objetivo encontrar el subconjunto óptimo de 
características añadiendo o eliminando características de forma 
secuencial. Hay dos algoritmos que realizan una selección secuencial: 
 Selección de Avance Secuencial/Sequential Forward Selection 
(SFS): En el que las características se añaden secuencialmente a 
un conjunto candidato vacío hasta que la adición de otras 
características no disminuya el criterio (The MathWorks, Inc., 
1994-2016). En primer lugar, la mejor característica individual se 
utiliza como la primera característica seleccionada en el 
subconjunto. A continuación, para cada paso subsiguiente, el 
algoritmo elige la función desde el conjunto restante, que en 
combinación con las características seleccionadas previamente, da 
el mejor subconjunto de características. Por último, el algoritmo 
termina cuando el número requerido de características es 
alcanzado (Luis Fernando Nicolas-Alonso, 2012).  
 Selección secuencial inversa/Sequential Backward Selection 
(SBS): En la que las características se eliminan secuencialmente 
de un conjunto de candidatos completo hasta que la eliminación 
de otras características incrementa el criterio (The MathWorks, 
Inc., 1994-2016). La selección secuencial inversa, a diferencia de 
la anterior, comienza con el conjunto completo de características 
y elimina paso a paso características, de tal manera que el error 
sea lo más bajo posible (Luis Fernando Nicolas-Alonso, 2012) 
 
12. Digital Filters/Filtros digitales: Tales como, filtro pasa bajo, pasa alto, 
pasa banda y filtro rechaza banda, han sido ampliamente utilizados en el 
procesamiento de artefactos, especialmente para la eliminación de 
artefactos musculares. En este enfoque  la señal  de EEG y  el artefacto 
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requieren ocupar distintas bandas de frecuencias que casi nunca se 
encuentran en la realidad. Los filtros digitales más comunes utilizados en 
la señal de EEG son pasa banda y filtro Notch/Muesca. El filtro 
Notch/Muesca es capaz de eliminar la causa del ruido de la línea eléctrica 
por la conexión a tierra del electrodo de EEG fácilmente (Mohd Zaizu 
Ilyas, 2015). 
 El pre-procesamiento de los artefactos en las señales de EEG desempeña un 
papel importante para obtener información significativa para la siguiente etapa que es la 
extracción de características. La mayoría de los métodos existentes se concentran en 
filtros espaciales (CSP, CAR, PCA, SL, ICA) o temporales (Análisis de Fourier, 
Autoregresivo) o ambos filtros. La tabla 1 muestra las ventajas y desventajas de los 
principales métodos de pre-procesamiento de las señales para ser usadas en ICC y La 
tabla 2 compara las ventajas y desventajas de los principales métodos de extracción de 
características (Mohd Zaizu Ilyas, 2015). 
Número Enfoques Ventajas Desventajas 
1 CSP Funciona mejor en datos de 
imaginería motora 
Necesita múltiples electrodos 
2 PCA Reducción de la dimensión de 
las características 
No es tan bueno como ICA 
3 CAR Supera todos los métodos de 
referencia 
Necesita suficiente cobertura 
de la cabeza 
4 SL Robusto contra los artefactos del 
electrodo descubierto 
Sensible a los artefactos y 
Sensible al patrón de spline 
5 Adaptive 
Filter 
Funciona bien para las señales 
con superposición de espectros 
Necesita dos señales 
(incluyendo señal de 
referencia) 
6 ICA Computacionalmente eficiente y 
alto rendimiento para grandes 
Requiere más computación 
para la descomposición 
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volúmenes de datos 
7 Digital 
Filter 
Elimina fácilmente el ruido de 
conexión a tierra 
Requiere señal EEG y 
artefacto ocupan distintas 
bandas de frecuencia 
Tabla 1. Tabla comparativa de los métodos de preprocesamiento de las señales. 
N° Método Ventajas Desventajas 
1 PCA Reduce la dimensión de la muestra 
sin perder datos 
No se puede procesar un conjunto 
complicado de datos 
2 ICA Computacionalmente eficiente y 
alto rendimiento para grandes 
tamaños de datos 
Requiere más computación para la 
descomposición. 
3 WT Adecuado para señales no 
estacionarias y es Capaz de analizar 
la señal en el dominio de tiempo y 
frecuencia 
Falta de metodología específica 
para aplicar al ruido generalizado 
4 WPD Capaz de analizar las señales no 
estacionarias 
Incrementar el tiempo 
computacional 
5 AR Requiere corta duración de los 
datos y puede reducir los problemas 
de pérdida de espectros y dar una 
mejor resolución de frecuencia 
No aplicable a las señales 
estacionarias 
6 FFT Funciona bien para señales 
estacionarias 
No es aplicable para señales no 
estacionarias y no es posible 
medir el tiempo y la frecuencia 
Tabla 2.  Tabla Comparativa de los principales métodos de extracción de características. 
 
En este estudio se utilizaron las siguientes características en el dominio del 
tiempo:  
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 Desviación Estándar: Es la raíz cuadrada con signo positivo de la 
varianza. Es una medida de la dispersión de las observaciones con la 
media. Se interpreta como la media aritmética de las desviaciones 
absolutas de cada dato respecto a la media (Antonio Martín Andrés, 
2004) (J.Pérez Santana, 2006). 
 
 Varianza: Es la medida de las diferencias, al cuadrado, de n 
puntuaciones respecto de su media aritmética. Está definida como la 
suma de las desviaciones al cuadrado divididas por el tamaño muestral 
menos 1, es decir, dividas por n − 1 (Antonio Martín Andrés, 2004) 
(J.Pérez Santana, 2006). 
 
 Media: Medida de posición, definida como el promedio de los valores de 
la muestra (Antonio Martín Andrés, 2004). 
 
 Moda: Medida de posición, definida como el Valor de la variable con 
mayor frecuencia (Antonio Martín Andrés, 2004). 
 
 Mediana: Medida de posición que se define como aquel dato, 
perteneciente o no a la muestra, que deja tantas observaciones de la 
muestra pos debajo como por encima de él. Por ejemplo, la muestra 1, 5, 
7, 9, 3 queda, al ordenarla de menos a mayor, como 1, 3, 5, 7, 9, por lo 
que la mediana es 5(deja dos datos antes y dos datos después de ella). Sin 
embargo, la muestra 1, 3, 5, 6 (ya ordenada) no contiene ningún valor que 
verifique la definición conviniéndose en tal caso en que la mediana sea el 
valor promedio de los dos valores centrales (3+5)/2=4 (que también deja 
dos datos antes y dos después). Así de un modo más general, la mediana 
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será aquel valor que ocupa la posición (n+1)/2 en la muestra ordenada de 
menos a mayor (Antonio Martín Andrés, 2004). 
 
 Kurtosis: Nos da una idea de la agudeza (o lo plano) de la distribución 
de frecuencias. Una curva normal (es el patrón con el que se compara la 
Kurtosis de otras curvas) tiene Kurtosis 0. Esta curva se llama 
mesocúrtica. Si la Kurtosis es mayor que 0, la curva es más empinada que 
la anterior y se denomina leptocúrtica. Si la Kurtosis es menor que 0, es 
relativamente plana y se denomina platicúrtica (Antonio Martín Andrés, 
2004). 
 
 
Figura 3. Tipos de curvas que grafican la kurtosis (G.Martinez, 
2005-2015). 
 
 Skewness (sesgo): Las curvas que representan un conjunto de datos 
pueden ser simétricas o sesgadas. Las curvas simétricas tienen una forma 
tal que una línea vertical que pase por el punto más alto de la curva, 
divide al área de ésta en dos partes iguales. Si los valores se concentran 
en un extremo se dice sesgada. Una curva tiene sesgo positivo cuando los 
valores van disminuyendo lentamente hacia el extremo derecho de la 
escala y sesgo negativo en caso contrario. El sesgo es una medida de la 
asimetría de la curva. En general es un valor que va de -3 a 3. Una curva 
simétrica toma el valor 0 (Antonio Martín Andrés, 2004). 
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            Figura 4. Explicación de tipos de sesgos (G.Martinez, 2005-2015). 
 
Y en el dominio de la frecuencia se usó: 
  
 Frecuencia: Frecuencia es una magnitud que mide el número de 
repeticiones por unidad de tiempo de cualquier fenómeno o suceso 
periódico (White, 2010). En esta investigación se utilizaron valores de 
frecuencia mediana, frecuencia media y frecuencia asociada a la mayor 
energía de la señal, obtenidos de las ondas electroencefalográficas de los 
sujetos de estudio frente a una imaginería motora específica.  
• Frecuencia máxima: Es el valor mayor que se registra en la 
medición asociado a la energía de la señal (White, 2010). 
• Frecuencia mediana: Medida de posición que se define como 
aquel dato, perteneciente o no a la muestra, que deja tantas 
observaciones de la muestra por debajo como por encima de él 
(Antonio Martín Andrés, 2004). 
• Frecuencia media: Se define como el promedio de los valores de 
la muestra, en este caso es el promedio de las frecuencias de la 
actividad electroencefalográfica de los sujeto de estudio frente a 
una imaginería motora específica (Antonio Martín Andrés, 2004).  
 
 Fase: Fase es una medida de la diferencia de tiempo entre dos ondas 
sinusoidales. Aunque la fase es una diferencia verdadera de tiempo, 
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siempre se mide en términos de ángulo, en grados o radianes. Eso es una 
normalización del tiempo que requiere un ciclo de la onda sin considerar 
su verdadero periodo de tiempo (White, 2010). 
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CAPÍTULO 6: MÉTODOS DE CLASIFICACIÓN 
 
 El objetivo de la clasificación en un sistema de ICC es poder reconocer 
las intenciones del usuario en base a un vector de características, obtenido a 
partir de la señal original.  
 
 El diseño de un proceso de clasificación involucra la elección de distintos 
algoritmos de entre muchas alternativas. Entre ellas se encuentran, la 
clasificación lineal, máquina de soporte vectorial, redes neuronales, entre otras.  
Éstas se subdividen en modelos generales, modelos lineales y modelos no 
lineales, los más utilizados se describirán a continuación. 
 
1. K-Nearest Neighbor Classifier/Clasificador k del Vecino más 
Cercano: Este clasificador se basa en el principio de que las diferentes 
características corresponden a las diferentes clases, por lo que formarán 
grupos separados en el espacio de características, mientras los vecinos 
cercanos pertenecen a los de la misma clase. Este clasificador toma en 
cuenta distancias métricas entre las características de la muestra y los que 
pertenezcan a las clases más cercanas, con el fin de clasificar un vector de 
características de prueba. Las distancias métricas son una medida de las 
similitudes entre los vectores de características de prueba y las 
características de cada clase (Luis Fernando Nicolas-Alonso, 2012). 
 
2. Linear Discriminant Analysis/Análisis de Discriminación Lineal: Es 
un sistema que define una función de discriminación lineal y representa 
un hiperplano en el espacio de características a fin de distinguir las clases. 
La clase a la que el vector de características pertenece dependerá del lado 
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del plano donde se encuentra el vector. (Luis Fernando Nicolas-Alonso, 
2012) 
 
3. Support Vector Machine/Máquina de Soporte Vectorial (SVM): Este 
tipo de clasificador construye un plano de separación que permite separar 
o clasificar dos clases, a partir de los vectores de características de cada 
una de ellas; donde los vectores que mejor representan el plano de 
separación son denominados vectores de soporte. A diferencia de los 
otros clasificadores éste selecciona los hiperplanos que maximicen los 
márgenes, es decir, la distancia entre las muestras de entrenamientos más 
cercanos y los hiperplanos (Luis Fernando Nicolas-Alonso, 2012). 
 
  
4. Bayesian Statistical Classifier/Clasificador Bayesiano Estadístico: Es 
un clasificador que tiene por objetivo asignar, con la mayor probabilidad 
posible, un vector de características x dada su clase y. La regla de Bayes 
es usada para obtener la probabilidad a posteriori de P(y/x) como un 
vector de características que pertenece a una clase determinada.  
Asumiendo, por ejemplo que dos clases R y L corresponden a la tarea de 
imaginería de movimientos de la mano derecho e izquierda 
respectivamente, las probabilidades a posteriori para cada clase se 
obtendrían mediantes la regla de Bayes con la  siguiente fórmula: 
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5. Artificial Neural Network/Redes Neuronales Artificiales: Es un 
clasificador no lineal que puede ser usado en múltiples aplicaciones y en 
diferentes disciplinas como la ciencia computacional, física y 
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neurociencia. Esta técnica se basa en el funcionamiento cerebral, más 
específicamente en cómo el cerebro procesa la información. El propósito 
es imitar la actividad cerebral que inmediatamente resuelve ciertos 
problemas, los cuales una computadora los resolvería incorrectamente. 
Este tipo de clasificador es capaz de reconocer patrones, ya que puede 
aprender de la etapa de entrenamiento. La habilidad de aprender de los 
ejemplos es una de sus características principales. Este clasificador 
comprime un conjunto de nodos o neuronas y conexiones que son 
modificadas durante el periodo de entrenamiento y al momento de 
clasificar tiene la habilidad de aprender de los errores modificando aún 
más los algoritmos de decisión hasta lograr minimizar al máximo el error 
(Luis Fernando Nicolas-Alonso, 2012). 
  
 La tabla 3 hace una comparación de los principales tipos de clasificadores 
mostrando sus ventajas y desventajas (Mohd Zaizu Ilyas, 2015). 
 
N° Método Ventajas Desventajas 
1 ANN Operación rápida y facilidad de 
impenetración   
Rendimiento depende del 
número de neuronas en la capa 
oculta 
2 k-NN Simple de entender y fácil de 
implementar  
Sensible a funciones 
irrelevantes y redundantes 
3 LDA Fácil de usar y baja complejidad 
computacional 
Usualmente aplicado para dos 
clases 
4 SVM El rendimiento es mejor comparado 
con otros clasificadores lineales 
Alta complejidad 
computacional 
Tabla 3. Comparación entre métodos de clasificación. 
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 En esta investigación se utilizaron 3 tipos de clasificadores los cuales se 
describen a continuación: 
 
• Naive Bayes: La clasificación bayesiana es un proceso que estima la 
probabilidad de una nueva observación perteneciente a una categoría 
predefinida, utilizando un modelo de probabilidad definido de acuerdo 
con la teoría de Bayes. La técnica evalúa la probabilidad previa de cada 
categoría sobre la base de un gran conjunto de datos de entrenamiento, 
que se describen por un número de variables, y asume que la clasificación 
podría ser estimada calculando la función de densidad de probabilidad 
condicional y la probabilidad a posteriori. (Paraskevas Tsangaratos, 
2016) 
 
• Sequential Minimal Optimization/Optimización secuencial mínima 
(SMO): Es parte de los algoritmos de tipo SVM. Y se basa en actualizar 
dos parámetros cada vez, considerando los otros parámetros como 
constantes (Yueguo Luo, 2016). Este clasificador fue diseñado para 
resolver problemas duales de manera eficiente, el SMO elige dos 
multiplicadores Lagrange para la optimización simultánea de la función 
objetivo en cada iteración. (Chih-Hsiang Peng, 2015) 
 
• Dagging: Es un metaclasificador y crea un numero de carpetas 
estratificadas de muestras disjuntas de los datos, donde las predicciones 
se hacen a través del voto mayoritario, ya que todos los clasificadores 
basales se ingresan al metaclasificador para obtener su voto. En Dagging 
primero se debe muestrear los datos de entrada, mediante muestras 
disjuntas, generando de este modo múltiples conjuntos de datos de 
entrada. En cada uno de estos conjuntos se ejecuta un mismo clasificador 
de base para obtener un modelo entrenado de cada uno de los conjuntos 
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de entrenamiento. Se utiliza para reducir la varianza manteniendo el 
sesgo. Esto ocurre cuando se promedian las predicciones en diferentes 
dimensiones del espacio de características de entrada. Es efectivo porque 
mejora la precisión de un solo modelo utilizando múltiples copias de este, 
entrenando así en diferentes conjuntos de datos (D. S. Anyfantis, 2007).  
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CAPÍTULO 7: TECNOLOGÍAS ASISTIVAS CON ICC 
 
  “La tecnología de interfaz cerebro-computador fue creada 
inicialmente con el objetivo de asistencia médica. Lo que se buscaba, era ocupar 
la señal cerebral para controlar un computador y así ayudar a las personas con 
patologías discapacitantes a interactuar con el medio que lo rodeaba” (Luis 
Fernando Nicolas-Alonso, 2012). Actualmente, el desarrollo de esta tecnología 
ha avanzado más de lo esperado, incluso traspasando las barreras de lo 
únicamente clínico.  
 
 Esta tecnología es un sistema que es capaz de medir y analizar las señales 
cerebrales y convertirlas, en tiempo real, en eferencias que no dependen de las 
vías eferentes normales, como los nervios periféricos y los músculos. Esta 
tecnología no lee mentes, sin embargo es capaz de enviar señales 
electrofisiológicas desde el sistema nervioso central, mediante mensajes y 
comandos de acción, a un computador, logrando satisfacer las intenciones del 
usuario (Luis Fernando Nicolas-Alonso, 2012) (Franciasco Alcantud Marín, 
2003). 
 
 Para que este sistema funcione se requiere una arquitectura basada en 
cuatro etapas: Adquisición de la señal, Preprocesamiento de la señal, 
Procesamiento de la señal (extracción/selección de características y clasificación) 
y Actuación como se muestra en la figura 5 (Mohammed J. Alhaddad, 2014) 
(Joseph N. Mak, 2009) (Jonathan R. Wolpaw, 2002) 
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Figura 5. Diseño básico y funcionamiento para cualquier sistema ICC 
(Mohammed J. Alhaddad, 2014) 
 
 La adquisición de la señal es la medición del estado neurofisiológico del 
cerebro. Se realiza registrando desde el cuero cabelludo o la superficie del 
cerebro dependiendo si se requiere un registro invasivo o no invasivo. En esta 
etapa el usuario elige un comando para lograr con la ayuda del ICC, luego se 
presentan estímulos y el usuario se concentra en el estímulo asociado al comando  
deseado. Después de la presentación del estímulo se registra la actividad cerebral 
con un dispositivo de adquisición de señal (Mohammed J. Alhaddad, 2014). 
 
 La señal adquirida en la etapa anterior pasa por una etapa de 
preprocesamiento en donde se realizan operaciones computacionales para 
eliminar la información innecesaria como los ruidos y artefactos. Luego, las 
señales cerebrales pasan a la etapa de procesamiento y clasificación. Durante el 
procesamiento se seleccionan y extraen las características que de la señal que van 
a ser usadas como comandos que luego reconocerá la ICC durante la 
clasificación (Mohammed J. Alhaddad, 2014). 
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 Finalmente el resultado de la clasificación se introduce en una aplicación 
que generalmente realiza una retroalimentación para informar al sujeto sobre el 
resultado de la clasificación. La clasificación traduce las características de la 
señal extraídas en comandos para que el dispositivo controlado por la ICC lleve a 
cabo la intensión del usuario en la última etapa de actuación del dispositivo 
(Mohammed J. Alhaddad, 2014). Es decir, que las características 
electrofisiológicas elegidas o parámetros elegidos de la señal serán convertidos 
en comandos de salida, como un cursor de movimiento de un computador, el 
encendido de un timbre, el control de una mano robótica, una silla de ruedas o 
cualquier dispositivo de asistencia (Jonathan R. Wolpaw, 2002)  (Joseph N. Mak, 
2009). 
 
 En las últimas décadas en conjunto con el desarrollo de nuevos y mejores 
métodos de extracción de características y procesamiento de señales se han 
creado dispositivos como los de seguimiento visual, discurso y lenguaje, 
pantallas que reconocen gestos y movimientos, dispositivos de reconocimiento 
de expresiones faciales, entre otros, con el objetivo de establecer una 
comunicación directa entre el cerebro, las intenciones y necesidades de las 
personas, y un computador (Jonathan R. Wolpaw, 2002). Este tipo de tecnología 
provee otra salida a las señales cerebrales, sin la necesidad de ocupar el sistema 
nervioso periférico y es capaz de reconocer la intensión del sujeto en tiempo real 
y transformarlo en comandos que realicen los deseos de la persona que ocupa 
este dispositivo (Luis Fernando Nicolas-Alonso, 2012). Este avance de la 
tecnología es capaz de dar esperanza a individuos que poseen enfermedades 
discapacitantes desde el punto de vista motor.  
 
 En el pasado, la tecnología ICC sólo se basaba  en la comunicación del 
usuario con el entorno, principalmente utilizando los potenciales evocados 
(P300) y los ritmos sensoriomotores. Sin embargo, el gran potencial de estos 
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sistemas tiene que ver con la interacción física que puede ayudar a restablecer la 
autonomía en personas con situación de discapacidad y eventualmente ofrecer 
vías alternativas para usuarios sanos. 
 
 La mayor parte de las investigaciones actuales se basan en tareas simples 
confinadas en un  monitos de computador 2-D (Bin He, 2015), en donde los 
usuarios lo ocupan para escribir textos o para movilizar un cursor dentro del 
monitor y así comunicarse; sin embargo, en los últimos años han aumentado 
progresivamente los estudios que involucran a la tecnología ICC con los 
dispositivos externos reales o virtuales,  como helicópteros virtuales, sillas de 
ruedas y órtesis de extremidades (Bin He, 2015). 
 
 Para que este tipo de dispositivos puedan funcionar, hay consideraciones 
que se deben tener en cuenta. Entre estas consideraciones se encuentran lo que 
Bin He y cols denominaron “Paradigmas de control”, los cuales se explican a 
continuación. 
 
1. Control continuo: El sistema tiene que ser capaz de responder rápido y 
suave a los cambios de los procesos dinámicos neurales, como también 
frente a los cambios en el ambiente. Existen algunas formas de ICC, 
como los basados en P300 que requieren concentración visual absoluta 
para funcionar por lo que el usuario pierde la posibilidad de disfrutar el 
espacio que lo rodea. Es así como la distracción debe ser algo que sea 
permitido en ese tipo de tecnologías para dar a la persona que lo utiliza 
autonomía para cumplir más de una tarea (Bin He, 2015). 
 
2. Multidimensionalidad: El control por una dimensión o con un solo 
grado de libertad normalmente no es suficiente para estos sistemas, ya 
que interfieren con la complejidad de la interacción física en el tiempo 
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real con el ambiente. Por lo tanto,  la mayoría de los dispositivos asistivos 
controlados por la tecnología ICC emplean métodos que interpretan 
variadas y simultaneas señales que sean controladas por el usuario. Por 
ejemplo, existen usuarios que utilizan la IM para manejar una silla de 
ruedas, imaginando distintos movimientos como cerrar la mano o mover 
algún pie para que el dispositivo doble, avance o retroceda según la 
necesidad del usuario. Los usuarios pueden modular el control de las 
señales de manera independiente y usarlas simultáneamente para inducir 
un movimiento en múltiples dimensiones (Bin He, 2015). 
 
3. Nivel de control: Un sistema diseñado más cuidadosamente considera 
cuantas salidas debieran ser controladas por las entradas del usuario. En 
el nivel más bajo, las señales filtradas de los ritmos sensoriomotores del 
paciente podrían controlar la posición, velocidad o aceleración de un 
dispositivo asistivo. Alternativamente, los usuarios podrían utilizar 
instrucciones abstractas de más alto nivel y relegar en sistemas 
inteligentes semiautónomos los detalles del nivel más bajo de control. Por 
ejemplo, cuando un paciente quiere controlar la posición absoluta de una 
mano robótica. Con IM el paciente puede controlar abrir la mano en una 
posición determinada y luego descansar la mano para regresarla a una 
posición cerrada. Sin embargo,  con una señal entrante ruidosa, el 
paradigma de control podría producir movimientos abruptos que llevarían 
a dificultades para tomar un elemento en una posición específica. Frente a 
estas dificultas el sistema se ha vuelto más complejo y aparece el 
concepto de control compartido en donde el ser humano no es la única 
entidad que provee órdenes. Un controlador inteligente automatizado es 
utilizado para proveer mandatos de cierta asistencia cooperativa para 
ayudar a cumplir la tarea designada por el usuario. El nivel de asistencia 
previsto por este controlador inteligente puede variar. Un usuario 
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principiante puede requerir mucha asistencia mientras se entrena en estos 
dispositivos y los niveles más altos el usuario puede seleccionar una 
acción ya predeterminada como ir a la cocina, y así; permitir al sistema 
que se ocupe de los pasos necesarios para cumplir la tarea de manera 
automática sin pensar en la velocidad o la posición exacta del cuerpo de 
necesitemos para esa tarea o sin pensar en la distancia que hay que 
recorrer para llegar a ella o en abrir la puerta (Bin He, 2015). Los niveles 
altos de comandos requieren sólo ordenes esporádicas del usuario, lo que 
ayuda a disminuir la fatiga asociada al control de tareas continuo a largo 
plazo (Bin He, 2015). 
 
4. Estado de no control: Durante el uso práctico de ICC, los usuarios 
tienen la necesidad de concentrarse en otras actividades aparte de 
controlar los dispositivos. Existen distintas formas de implementar 
estados robustos de no control en donde el dispositivo ICC no respondería 
a las órdenes del usuario. La forma más sencilla de hacerlo es elegir una 
tarea mental fuerte y fácilmente reconocible por el sistema que indique 
que el dispositivo quedará en reposo, como la IM de mover un pie. Sin 
embargo, este método no permite al dispositivo rechazar los comandos de 
la persona por largos periodos cuando se presenta un ruido. Un mejor 
método para superar esto es programar en el dispositivo un comando de 
descanso en conjunto con uno de iniciado del sistema (Bin He, 2015).  
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CAPÍTULO 8: ESTADO DEL ARTE 
 
  Las tecnologías que incorporan la interfaz cerebro computador se han 
vuelto más populares en la medida que han empezado a demostrar beneficios en la 
calidad de vida que producen en los usuarios. Y es debido a esto, que los investigadores 
se han centrado en mejorar el rendimiento de estos sistemas mejorando la forma en 
cómo estos dispositivos reconocen las señales cerebrales. Hay autores que se detienen en 
mejorar las formas de extracción o selección de características, incluso determinando 
que canales son los más relevantes y hay otros que se dedican a mejorar las formas de 
clasificación.  
 
 En los últimos años, las publicaciones se centran en determinar cuáles de las 
características espaciales, temporales y espectrales de las ondas electroencefalográficas 
son las más relevantes, y también, en la combinación de los vectores característicos  de 
los recursos fisiológicos para mejorar la velocidad y desempeño de estas tecnologías 
(Hamza Baali, 2015).  
 
 Según las investigaciones de Hamza Baali la extracción de características se 
utiliza para el proceso de identificar un conjunto de características de la señal que serían 
efectivas para la discriminación entre las distintas clases de intenciones del usuario, por 
otro lado, también es posible realizar una discriminación de la señal eligiendo qué 
canales entregan más información a la hora de seleccionar una clase específica de 
intensión y así, extraer la información correspondiente sólo en los canales que entregan 
más información. Los métodos  más utilizados para la extracción de características en la 
actualidad son se pueden agrupar en las siguientes categorías (Hamza Baali, 2015):  
 
1. Métodos en el dominio de tiempo que calculan las variables del dominio del 
tiempo como la media, varianza, mediana, entre otros. 
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2. Modelos basados en técnicas paramétricas como el modelo autoregresivo (AR),  
el modelo adaptativo autoregresivo (AAR) y el modelo multivariado 
autoregresivo (MVAR). Estos enfoques asumen que las series temporales bajo 
análisis son el resultado de un modelo matemático lineal dado previamente y 
requieren una elección previa de la estructura y el orden del modelo del 
mecanismo de generación de las señales (Ali Bashashati, 2007). 
 
3. Modelos de transformación como la transformada discreta coseno (DCT), 
análisis de componentes principales (PCA), análisis discriminante lineal (LDA), 
transformada de Wavelet (WT), entre otros. 
 
4. Técnicas basadas en la frecuencia, que extraen las características en el dominio 
de la frecuencia como la frecuencia del borde espectral, frecuencia del poder 
espectral máximo y el poder de una señal dentro de una frecuencia de banda 
determinada. 
 
5. Métodos de tiempo y/o frecuencia, por ejemplo, una señal en función del tiempo 
puede ser considerada como una representación con resolución temporal 
perfecta. Estos métodos mezclados de tiempo-frecuencia logran el mapeo de una 
señal unidimensional en una función bidimensional de tiempo y frecuencia y se 
utilizan para analizar el contenido espectral variable en el tiempo de las señales 
(Ali Bashashati, 2007).  
 
 Por otro lado, un buen método de extracción de características requiere de 
algoritmos eficientes para obtener características discriminativas de una EEG en estado 
puro. En la actualidad, existen filtros espectrales, espaciales y otros que utilizan la 
combinación entre ambos y son principalmente utilizados para distinguir patrones de las 
diferentes tareas de imaginería motora. Entre ellos el más utilizado en los últimos 
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estudios, es el filtro espacial llamado Patrón espacial común (CSP), esta técnica es un 
método de mejora de la señal que detecta patrones en el EEG incorporando la 
información espacial de la señal de EEG. Una de las ventajas de este método es que no 
se requiere la selección previa de frecuencias de banda específicas en el sujeto y una de 
sus desventajas principales es que requiere el uso de muchos electrodos para su buen 
funcionamiento y que siempre que se distribuyan de la misma manera, lo que dificulta su 
uso (Ali Bashashati, 2007)  (Jianjun Meng, 2015).  
 
 Sin embargo, las bandas de frecuencia son generalmente específicas de cada 
sujeto, por lo que los investigadores han optado por combinar los filtros espaciales y 
espectrales para mejorar el desempeño de los dispositivos ICC y así dejar de intentar 
determinar la banda de frecuencia para cada sujeto (Jianjun Meng, 2015). Los filtros 
actualmente más utilizados son:  
 
1. Patrón espacial común (CSP): Intenta maximizar una covarianza de una clase 
mientras minimiza la covarianza de otra clase. Su problema de optimización 
equivalente es maximizar una covarianza de clase específica con la restricción de 
normalización de la covarianza de dos clases. La solución viene dada por la 
descomposición del valor propio generalizado (Jianjun Meng, 2015). 
 
2. Patrón espectral espacial común (CSSP): Utiliza el doble de los canales de la 
muestra de EEG sin procesar concatenando sus señales de retardo de tiempo en 
las de origen. Similar a la CSP, la solución también se obtiene por la 
descomposición generalizada del valor propio. El CSSP deriva simultáneamente 
filtros espaciales y varios filtros de Respuesta de impulso finito (FIR) de primer 
orden (Jianjun Meng, 2015). 
 
3. Patrón sparce espacial espectral común (CSSSP): Combina varias señales con 
retardo de tiempo con la muestra de EEG sin procesar. Con la suposición de que 
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las señales son aproximadamente estacionarias en poco tiempo, la función 
objetivo se simplifica, y los filtros espaciales y un filtro FIR de orden superior 
común se pueden resolver simultáneamente (Jianjun Meng, 2015). 
 
4. Banco de filtros discriminatorio patrón espacial común (DFBCSP): Diseña 
filtros FIR de alto orden para señales EEG sin procesar y, a continuación, se 
aplican filtros espaciales. Este sistema extrae bandas de frecuencia de 
discriminación sujetas a especificaciones de un conjunto de filtros (Kavitha P. 
Thomas, 2009). El DFBCSP maximiza la expectativa de una característica 
basada en la varianza para una clase específica, bajo la restricción de 
normalización de la expectativa de las características basadas en varianza para 
ambas clases (Jianjun Meng, 2015). 
 
5. Patrón espacial común ponderado espectralmente (SWCSP): Transforma los 
filtros de paso lineales invariantes en el tiempo desde el dominio de tiempo hasta 
el dominio de frecuencia. El SWCSP optimiza los filtros espaciales utilizando el 
algoritmo CSP y los filtros espectrales según el criterio de Fisher (con restricción 
de coeficientes positivos) de forma secuencial e iterativa (Jianjun Meng, 2015). 
 
6. Aprendizaje del patrón espectral espacial iterativo (ISSPL): Similar al 
SWCSP, el ISSPL optimiza los filtros espaciales mediante la técnica CSP. Sin 
embargo, los filtros espectrales se resuelven de forma equivalente mediante una 
máquina de máximo margen. Iterativamente resuelve los filtros espaciales y 
espectrales hasta que la condición de detención sea satisfecha (Jianjun Meng, 
2015). 
 
7. Patrón espacial común del banco de filtros (FBCSP): Construye bancos de 
filtros no superpuestos y filtra las señales EEG sin procesar por estos filtros de 
paso de banda múltiples. A continuación, el algoritmo CSP se utiliza para 
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obtener filtros espaciales de cada señal de EEG filtrada con pasa-banda. La 
selección de la función basada en la mejor información mutua individual se 
emplea para seleccionar el mejor subconjunto de características (Jianjun Meng, 
2015). 
 
8. Redes de filtrado espacio-espectral óptimo (OSSFN): Funciona en base a  
bancos de filtros múltiples (similares a FBCSP). Deriva los filtros espaciales 
maximizando la información mutua de características y etiquetas de clase. La 
información mutua es estimada por función de densidad de probabilidad no 
paramétrica (estimación de la densidad del núcleo). Por último, se supone que las 
características de la banda de frecuencias óptima tienen la máxima información 
mutua (Jianjun Meng, 2015). 
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METODOLOGÍA 
 
 El diseño de la investigación es de tipo experimental del subtipo validación de un 
método. El diseño se muestra en la figura 6. 
 
 
Figura 6. Diseño experimental 
 
 Para la adquisición de las señales de EEG se usó Emotiv EPOC de 14 canales 
(ver Figura 7) y dos referencias (CMS, DRL). Esta configuración corresponde al sistema 
de registro 10-20 (ver Figura 8). La frecuencia de muestreo fue de 128Hz. 
 
 
Figura 7. Emotiv EPOC de 14 canales. Emotiv EPOC corresponde a un sistema de 
adquisición de bajo costo que utiliza electrodos secos para el registro de la actividad 
eléctrica cerebral 
Adquisición 
de señales de 
EEG
Preprocesamiento
•Segmentación
•Filtrado
Extracción de 
caracteristicas
Clasificación
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Figura 8. Canales de registro de EEG 
 
 La base datos utilizada corresponde a un conjunto de señales adquirida en el 
Laboratorio de Visión Computacional del Departamento de Ingeniería Eléctrica de la 
Universidad de Chile1, dado que el objetivo del estudio es el desarrollo de un sistema de 
interfaz Cerebro-computador de propósito general, no se tomaron precauciones para 
eliminar factores contaminantes de la señal de EEG.  
 
 
Registro experimental de EEG 
 
 
 El registro experimental de EEG se obtuvo de un total de 10 sujetos sanos, los 
cuales fueron instruidos para realizar tres tareas:  
a) Reposo (no imaginar movimiento) 
b) Imaginar movimiento de mano derecha 
c) Imaginar movimiento de mano izquierda 
 
 El registro de cada sujeto se realizó de la siguiente manera: 5 minutos de práctica 
o entrenamiento del sistema, 1 minuto de descanso, 10 segundos de registro de actividad 
1 (reposo), 1 minuto de descanso, 10 segundos de registro de actividad 2 (imaginar 
                                                          
1 Cuenta con la autorización del autor. 
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movimiento de mano derecha), 1 minuto de descanso, 10 segundos de registro de 
actividad 3 (imaginar movimiento de mano izquierda). 
 
 Cada actividad, incluido el periodo de práctica se realizó con la interfaz gráfica 
Emotiv EPOC Control Panel, como lo muestra la figura 9. Y se programó de la siguiente 
manera: El programa reconocía como reposo cuando el cubo permanecía inmóvil; 
imaginar movimiento de mano derecha se asoció a movimiento del cubo hacia la 
derecha e imaginar movimiento de mano izquierda se asoció a movimiento del cubo 
hacia la izquierda, y ésta fue realimentada positivamente a través del movimiento del 
cubo. 
 
 
Figura 9. Emotiv EPOC Control Panel (Engadget, 2004) 
 
 Cada sujeto realizó esta estrategia dos veces cada día con un periodo entre 
registros de 10 minutos. Es importante destacar que no se retiró el dispositivo entre 
registros. La figura 10 muestra el protocolo usado para la toma de registro. 
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Figura 10. Protocolo de registro 
 
 De los 10 sujetos registrados, sólo 8 completaron exitosamente el registro de tres 
días.  
 
 Para el pre-procesamiento, las señales fueron adquiridas en formato bdf usando 
el software de adquisición de Emotiv, posteriormente las señales fueron exportadas a 
Matlab donde se realizó el procesamiento de ellas. 
 
 Inicialmente las señales originales fueron procesadas usando un filtro pasa banda 
de [2,50] Hz, esto debido a que las bandas de frecuencia de mayor interés se encuentran 
entre las theta (4-8 Hz) y las beta (13-30 Hz), particularmente las bandas μ (8-12 Hz).  
 
 A continuación las señales fueron centradas en cero y normalizadas para evitar 
efectos indeseados producto de la diferencia de magnitud de las señales.  
 
 Los primeros 5 segundos del registro fueron descartados debido a que constituían 
la fase de preparación de la actividad de imaginería motora. Por lo tanto se obtuvo 3 set 
de señales de EEG de [640x14] cada una, donde las filas constituyen el número de 
muestras y las columnas los canales de registro. Para este estudio sólo se usaron las 
clases imaginación derecha e imaginación izquierda. 
 
Registro 2
REP IMD IMI
Registro 1
REP IMD IMI
Entrenamiento
5 min 1 min
10 s 10 s 10 s
10 min
10 s 10 s 10 s
1 min 1 min 1 min 1 min
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 Los tres sets correspondientes a las tres tareas de imaginería motora fueron 
organizadas en una matriz de datos de [1920x14]. 
 
 Para la extracción de características se usaron ventanas de 128 muestras (1s). 
Esto debido a la necesidad de obtener un tiempo de respuesta que no genere un retardo 
significativo al momento de la implementación online. Y, que este sistema pueda ser 
usado en aplicaciones en tiempo real. 
 
 A la señal ya procesada se le extrajo dos tipos de características, para luego 
entrenar al clasificador; una en el dominio del tiempo y la otra en el dominio de la 
frecuencia.  
 
 En el dominio del tiempo se extrajeron: Desviación estándar, Varianza, Media, 
Moda, Mediana, Kurtosis y Skewness.  
 
 En el domino de la frecuencia se extrajeron: Frecuencia máxima, Frecuencia 
mediana, Frecuencia media y Fase.  
 
 Mediante este proceso se definió el vector de características para reconocer la 
señal, el cual fue usado en un clasificador. Para esto, se utilizaron 3 tipos de 
clasificadores: Naive Bayes, SMO y Dagging. 
 
 Para determinar la funcionalidad y efectividad del método se midieron: 
Especificidad, Sensibilidad, Valor predictivo positivo y  negativo, Accuracy (precisión)  
y la curva  ROC (Receiver operating characteristics/Características del funcionamiento 
del receptor). 
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Como infraestructura o equipamiento se contó con: 
 Base de datos realizada para el desarrollo de un sistema de interfaz cerebro-
computador en el laboratorio de visión computacional del departamento de 
Ingeniería Eléctrica de la Universidad de Chile. 
 Computador  
 Programas de análisis de datos (MATLAB R2014b)  
 Programa creador de clasificadores (Weka 3.6.12) 
 
Las variables de investigación fueron: 
 Cuantitativas independientes:  
13. Señales del electroencefalograma: 
 Mediante el uso de un software de procesamiento de datos 
(MATLAB) se extrajeron las características en el dominio del 
tiempo y de la frecuencia de un electroencefalograma. 
 Cuantitativas dependientes:  
1. Especificidad de la respuesta 
2. Sensibilidad de la respuesta 
3. Valor predictivo positivo 
4. Valor predictivo negativo 
5. Accuracy (precisión) 
6. Curva ROC  
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RESULTADOS DE LA INVESTIGACIÓN 
 
 Los resultados de la validación de este método se expresan en las siguientes 
tablas. La tabla 4 muestra el porcentaje de aciertos y errores que obtuvo el clasificador 
frente a las tareas mentales de los sujetos de estudio. Se dividen por sujeto y por tipo de 
clasificador, obteniendo valores promedio de acierto de 64,1 en Naive Bayes, 74,8 en 
SMO y 72,8 en Dagging. 
 
 
Tabla 4. Resultados del porcentaje de aciertos y errores de los diferentes clasificadores 
utilizado herramientas matemáticas estadísticas como método de extracción de 
características.  
 
 La Tabla 5 muestra a los sujetos y divide los resultados de los clasificadores en 
verdaderos positivos, falsos negativos, falsos positivos y verdaderos negativos para ser 
utilizados para los cálculos de sensibilidad, especificidad, valor predictivo positivo y 
valor predictivo negativo. 
 
Clasificadores
Sujetos % de Correctos % de Incorrectos % de Correctos % de Incorrectos % de Correctos % de Incorrectos
Sujeto 1 74,4 25,6 96,3 3,7 94,4 5,6
Sujeto 2 60,2 39,8 78,4 21,6 68,2 31,8
Sujeto 3 50,0 50,0 85,4 14,6 83,6 16,4
Sujeto 4 49,9 50,1 50,0 50,0 50,0 50,0
Sujeto 5 86,0 14,0 81,9 18,1 82,1 17,9
Sujeto 6 50,0 50,0 48,9 51,1 49,2 50,8
Sujeto 7 95,1 4,9 78,0 22,0 74,3 25,7
Sujeto 8 46,8 53,2 79,1 20,9 80,3 19,7
Promedio 64,1 35,9 74,8 25,2 72,8 27,2
DaggingNaive Bayes SMO
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Tabla 5. Muestra los resultados de la matriz de confusión, muestra los resultados de los 
verdaderos positivos, verdaderos negativos, falsos positivos y falsos negativos. 
 
 La tabla 6 muestra los valores de sensibilidad y especificidad que logro cada 
clasificador con las características estadísticas seleccionadas. Con el clasificador Naive 
Bayes se obtuvo un promedio de sensibilidad de 0,6 y de especificidad de 0,7, en el caso 
del clasificador SMO se obtuvo una sensibilidad del 0,8 y una especificidad del 0,8 y 
con el clasificador Dagging se obtuvieron valores de sensibilidad del 0,7 y de 
especificidad de 0,8.  
 
 
 
Tabla 6. Muestra los valores de sensibilidad y especificidad que obtuvieron los distintos 
clasificadores. 
 
 La Tabla 7 muestra los valores predictivos positivos y negativos que obtuvo cada 
clasificador utilizando las características estadísticas seleccionadas. En el clasificador 
Clasificadores
Sujetos VP FN FP VN VP FN FP VN VP FN FP VN
Sujeto 1 350,0 162,0 100,0 412,0 480,0 32,0 6,0 506,0 479,0 33,0 24,0 488,0
Sujeto 2 396,0 116,0 292,0 220,0 351,0 161,0 60,0 452,0 480,0 32,0 294,0 218,0
Sujeto 3 0,0 512,0 0,0 512,0 363,0 149,0 0,0 512,0 344,0 168,0 0,0 512,0
Sujeto 4 0,0 512,0 1,0 511,0 512,0 0,0 512,0 0,0 512,0 0,0 512,0 0,0
Sujeto 5 512,0 0,0 143,0 369,0 327,0 185,0 0,0 512,0 329,0 183,0 0,0 512,0
Sujeto 6 512,0 0,0 512,0 0,0 0,0 512,0 11,0 501,0 0,0 512,0 8,0 504,0
Sujeto 7 503,0 9,0 41,0 471,0 322,0 190,0 35,0 477,0 263,0 249,0 14,0 498,0
Sujeto 8 75,0 437,0 108,0 404,0 414,0 98,0 116,0 396,0 423,0 89,0 113,0 399,0
Promedio 293,5 218,5 149,6 362,4 346,1 165,9 92,5 419,5 353,8 158,3 120,6 391,4
DAGGINGNaive Bayes SMO
Clasificadores
Sujetos SENSIBILIDAD ESPECIFICIDAD SENSIBILIDAD ESPECIFICIDAD SENSIBILIDAD ESPECIFICIDAD
Sujeto 1 0,7 0,8 1,0 1,0 1,0 1,0
Sujeto 2 0,8 0,4 0,9 0,9 0,6 0,4
Sujeto 3 0,0 1,0 1,0 1,0 1,0 1,0
Sujeto 4 0,0 1,0 0,5 0,0 0,5 0,0
Sujeto 5 1,0 0,7 1,0 1,0 1,0 1,0
Sujeto 6 1,0 0,0 0,0 1,0 0,0 1,0
Sujeto 7 1,0 0,9 0,9 0,9 0,9 1,0
Sujeto 8 0,1 0,8 0,8 0,8 0,8 0,8
Promedio 0,6 0,7 0,8 0,8 0,7 0,8
Naive Bayes SMO Dagging
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Naive Bayes se obtuvieron valores predictivos positivos promedio de 0,6 y valores 
predictivos negativos promedio de 0,7. En el caso del clasificador SMO se obtuvieron 
valores predictivos positivos promedio de 0,8 y valores predictivos negativos de 0,7 y 
finalmente en el clasificador tipo Dagging se lograron valores predictivos positivos 
promedio de 0,7 y de valores predictivos negativos de 0,8. En la tabla hay algunos 
recuadros donde no era posible hacer el cálculo porque el valor para el procedimiento 
matemático había que dividirlo por 0. En esos casos se excluyeron a esos sujetos para 
sacar los promedios. 
 
 
Tabla 7. Muestra los valores predictivos positivos y  negativos que obtuvo cada 
clasificador. Los recuadros que marcan ERROR están ahí porque no fue posible realizar 
el cálculo matemático al tener que dividir por cero. 
 
 
  La tabla 8 muestra los resultados de Accuracy (precisión) que obtuvo cada 
clasificador para cada sujeto utilizando características estadísticas. En el caso del 
clasificador Naive Bayes se obtuvieron exactitudes promedios de 0,6. Para el 
clasificador SMO se obtuvieron promedios de  0,7 y finalmente para el clasificador tipo 
Dagging se mostró un promedio de 0,7. 
 
Clasificadores
Sujetos VP Positivo VP negativo VP positivo VP negativo VP positivo VP negativo
Sujeto 1 0,8 0,7 1,0 0,9 1,0 0,9
Sujeto 2 0,6 0,7 0,9 0,7 0,6 0,9
Sujeto 3 ERROR 0,5 1,0 0,8 1,0 0,8
Sujeto 4 0,0 0,5 0,5 ERROR 0,5 ERROR
Sujeto 5 0,8 1,0 1,0 0,7 1,0 0,7
Sujeto 6 0,5 ERROR 0,0 0,5 0,0 0,5
Sujeto 7 0,9 1,0 0,9 0,7 0,9 0,7
Sujeto 8 0,4 0,5 0,8 0,8 0,8 0,8
Promedio 0,6 0,7 0,8 0,7 0,7 0,8
Naive Bayes SMO Dagging
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Tabla 8. Muestra los resultados de precisión que obtuvieron los distintos clasificadores 
utilizando características estadísticas. 
 
 La Tabla 9 muestra los resultados para obtener el análisis de la Curva ROC 
(Características de funcionamiento del receptor). En la tabla se muestra a los 3 
clasificadores y los valores respectivos de tasas de verdaderos positivos (TPR) y tasa de 
falsos positivos (FPR) para cada sujeto y sus promedios por clasificador. Las tasas se 
obtienen mediante la siguiente formula (Wen Zhu, 2010): 
 TPR= VP/(VP+FN) 
 FPR= FP/(FP+VN) 
 
 
Tabla 9. Valores de las tasas de verdaderos positivos y falsos positivos para cada 
individuo en los 3 clasificadores.  
Clasificadores Naive Bayes SMO Dagging
Sujetos Accuracy Accuracy Accuracy
Sujeto 1 0,7 1,0 0,9
Sujeto 2 0,6 0,8 0,7
Sujeto 3 0,5 0,9 0,8
Sujeto 4 0,5 0,5 0,5
Sujeto 5 0,9 0,8 0,8
Sujeto 6 0,5 0,5 0,5
Sujeto 7 1,0 0,8 0,7
Sujeto 8 0,5 0,8 0,8
Promedio 0,6 0,7 0,7
Clasificadores
Sujetos TPR FPR TPR FPR TPR FPR
Sujeto 1 0,7 0,2 0,9 0,0 0,9 0,0
Sujeto 2 0,8 0,6 0,7 0,1 0,9 0,6
Sujeto 3 0,0 0,0 0,7 0,0 0,7 0,0
Sujeto 4 0,0 0,0 1,0 1,0 1,0 1,0
Sujeto 5 1,0 0,3 0,6 0,0 0,6 0,0
Sujeto 6 1,0 1,0 0,0 0,0 0,0 0,0
Sujeto 7 1,0 0,1 0,6 0,1 0,5 0,0
Sujeto 8 0,1 0,2 0,8 0,2 0,8 0,2
Promedio 0,6 0,3 0,7 0,2 0,7 0,2
Naive Bayes SMO Dagging
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 Cabe destacar que la tasa de verdaderos positivos es equivalente a la sensibilidad 
y la tasa de falsos positivos es equivalente a 1-especificidad y que el valor de una TPR y 
un valor de una FPR en conjunto determinan un punto en el espacio en el gráfico ROC, 
y ese punto en el espacio muestra el equilibrio entre la sensibilidad y especificidad de 
una muestra, Así, la localización del punto en el espacio ROC muestra si la clasificación 
diagnóstica es buena o no (Wen Zhu, 2010). 
 
 Para determinar que clasificador es el que tiene mejor desempeño se realizó la 
curva ROC de cada clasificador. Y se calculó para esto las TPR y las FPR de cada sujeto 
en cada clasificador, que se muestra en la tabla 9, y se determinaron así cada punto en el 
espacio ROC que ocupaba cada sujeto para el clasificador específico.  
  
 El gráfico 1 muestra la Curva ROC que presenta el clasificador Naive Bayes 
usando a la clasificación con características en el dominio temporal y de frecuencia.  
 
 
Gráfico 1. Curva ROC para clasificador Naive Bayes. 
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 El gráfico 2 muestra la Curva ROC que presenta el clasificador SMO usando a la 
clasificación con características en el dominio temporal y de frecuencia. 
 
 
Gráfico 2. Curva ROC para clasificador SMO 
 
 El gráfico 3 muestra la Curva ROC que presenta el clasificador Dagging usando 
a la clasificación con características en dominio temporal y de frecuencia.  
 
 
Gráfico 3. Curva ROC para clasificador Dagging 
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DISCUSIÓN DE LOS RESULTADOS 
 
La hipótesis planteada para este estudio es aceptada, ya que los resultados de la 
investigación revelan que sí es posible diferenciar dos tareas mentales mediante la 
extracción de características en dominio temporal y de frecuencia en el 
electroencefalograma. Además, el método propuesto demuestra que el clasificador más 
eficiente es SMO. 
En la Tabla 4 se muestran las cantidades de aciertos y errores de cada 
clasificador para todos los sujetos. Ahí se revela que todos los clasificadores logran 
promedios de acierto sobre el 64%. El primer clasificador, Naive Bayes, tuvo aciertos 
promedio de 64,1%, el segundo clasificador SMO obtuvo aciertos promedio del 74,4% y 
finalmente el clasificador Dagging mostró un porcentaje de acierto del 72,8%. Estos 
valores se obtuvieron de la clasificación de 8 sujetos en donde los que mostraron mejor 
clasificación en todos los clasificadores fueron  los sujetos 1 y 5, y los que mostraron 
peor clasificación independiente del tipo de clasificador fueron los sujetos 4 y 6 
disminuyendo los promedios por clasificador.  Esta diferencia entre los sujetos se podría 
explicar por la capacidad de cada persona de realizar una adecuada imaginería motora en 
la etapa de entrenamiento, y luego poder replicarla de manera similar en la etapa de 
evaluación, cuando se toma la segunda medición. Los sujetos que mejor clasifican 
obtuvieron valores en el clasificador Naive Bayes de 74,4% y del 86,0% 
respectivamente, en el clasificador SMO de 96,3% y 81,9% y en el clasificador Dagging 
de 94,4% y 82,1%, evidenciando que en los sujetos que logran mejor rendimiento este 
tipo de características extraídas logra valores de acierto de entre el 81,9 y el 96,3. 
En la Tabla 5 se muestran los resultados de la matriz de confusión obtenidos a 
partir de los resultados de la Tabla 4. Estos resultados se usaron en el cálculo de la 
sensibilidad, especificidad, valores predictivos positivos y negativos, precisión y 
finalmente para la gráfica de la curva ROC. En la tabla 5, independiente del clasificador 
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se presentan valores más altos en los verdaderos positivos y en los verdaderos negativos 
y los valores más bajos se encuentran en los falsos positivos, esto indica que 
independiente del clasificador el método de extracción que se eligió para esta 
investigación presenta valores altos de verdaderos positivos y verdaderos negativos 
convirtiéndolo en un método con altos valores de sensibilidad, especificidad y precisión. 
Además, presenta valores bajos de falsos positivos y de falsos negativos, lo que indica 
que es un método con bajos valores de error. Por otro lado, si se evalúa el desempeño 
por cada clasificador, tomando en cuenta los valores de verdaderos positivos, se puede 
determinar que el clasificador con mayores aciertos en promedio es el de tipo Dagging, 
pero si se incluyen los otros valores como verdaderos negativos, falsos positivos y 
negativos, el que presenta mejor desempeño es el de tipo SMO, ya que presenta los 
valores promedio más bajos de falsos negativos y más altos de verdaderos negativos, sin 
embargo existen sujetos dentro de esos clasificadores que no logran clasificar como los 
otros sujetos alterando los valores promedio de los tres clasificadores como se ve en los 
valores de los sujetos 6 y 3.   
En la Tabla 6 se muestras los valores de sensibilidad y especificidad de cada 
clasificador para cada sujeto. Para el clasificador Naive Bayes se obtuvo valores de 
sensibilidad promedio de 0,6 y de especificidad del 0,7. Los sujetos que mejor resultados 
obtuvieron son el 5, 6 y 7 mostrando valores de 1 y los que peores resultados mostraron 
son los sujetos 3, 4 y 8 con valores de 0, 0 y 0,1. En el caso de la especificidad los 
sujetos que mejor especificidad mostraron fueron 3, 4 y 7 con valores de 1, 1, 0,9 y los 
que peores lo hicieron fueron los sujetos 6 y 2 con valores de 0 y 0,4. Para el clasificador 
del tipo SMO se obtuvieron valores promedio de especificidad de 0,8. Siendo los sujetos 
que mejores valores presentaron los 1, 3, 5 con valores de 1 y los que peores resultados 
obtuvieron fueron los sujetos 6 y 4 con valores de 0 y 0,5. Para la especificidad el 
promedio fue de 0,8 mientras que los sujetos que mejores resultados obtuvieron fueron 
1, 3, 5 y 6, el peor resultado fue el sujeto 4 con un valor de 0. El último clasificador, de 
tipo Dagging, obtuvo sensibilidad promedio de 0,7 y especificidad del 0,8. En este 
clasificador los sujetos que mejor sensibilidad mostraron fueron los 1,3 y 5 con valores 
74 
 
de 1 y los peores fueron los sujetos 4 y 6 con valores de 0,5 y 0. Para la especificidad los 
mejores sujetos fueron 1, 3, 5, 6 y 7 con valores de 1 y los peores fueron los sujetos 4 y 
2 con valores de 0 y de 0,4. En este análisis se refleja lo mismo que en el clasificador 
tipo SMO, que existen sujetos independiente del clasificador elegido, que tienen un peor 
desempeño que otros siendo los sujetos 4 y 6 los que peor clasifican y  los sujetos 1, 3 y 
5 los que obtienen valores de sensibilidad y especificidad óptimos. En la tabla 6 también 
se refleja que la gran mayoría de los sujetos independiente del clasificador, logran 
valores de sensibilidad y especificidad cercanos a uno, lo que demuestra que el método 
funciona para lo que fue hecho, y logra diferenciar al menos 2 tareas mentales. 
La Tabla 7 expone los valores predictivos positivos y negativos para cada sujeto 
y cada clasificador. El objetivo de obtener este valor es saber si este método es capaz de 
predecir a qué clase o cuál tarea motora es la que imagina el paciente. En el caso de este 
estudio los sujetos, con el clasificador Naive Bayes obtuvieron valores predictivos 
positivos (VPP) promedio de 0,6 mostrando valores mínimos de 0 (sujeto 3) y valores 
más altos sobre el 0,8 y con tendencia a 1, en los sujetos  1, 5 y 7. Para el mismo 
clasificador los valores predictivos negativos fueron de 0,7 presentando resultados desde 
el 0,5 hasta 1 en los sujetos 5 y 7. Para el clasificador SMO se obtuvieron valores de 
predicción positivos promedios de 0,8 en donde sólo 2 sujetos (4 y 6) obtuvieron valores 
bajo 0,8 y valores predictivos negativos donde sólo un sujeto (6) obtuvo valores menores 
a 0,7. Finalmente, para el clasificador Dagging los valores promedio de predicción 
positiva y negativa fueron de 0,7 y 0,8 respectivamente y, sólo el sujeto 6 obtuvo valores 
bajo 0,6 bajando el promedio general del clasificador.  
El desempeño de los distintos clasificadores en la Tabla 7 nos muestra que el 
método elegido para la clasificación obtiene valores cercanos a 1 independiente del 
clasificador, lo que indica que el método de extracción de características que utilizaba 
elementos en el dominio del tiempo y de la frecuencia de la señal, es capaz de predecir y 
reconocer en el sujeto, que clase o que tarea motora fue la que imagino el paciente. Y 
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además, nos indica que los clasificadores con mayor potencial para predecir son los del 
tipo SMO y Dagging. 
La Tabla 8 muestra los valores de precisión (Accuracy) para cada clasificador y 
sujeto.  En esa tabla, nuevamente, los sujetos que peor desempeño tienen son los sujetos 
4 y 6 mostrando valores de precisión de 0,5, mientras que el resto de los sujetos 
presentan valores sobre 0,7, lo que hace que este método de extracción de características 
un método preciso que obtiene valores cercanos a 1 en los 3 clasificadores, a pesar de 
estos sujetos que bajan los valores promedio. En el caso del clasificador Naive Bayes se 
muestra un promedio de precisión del 0,6, para el clasificador SMO un promedio de 0,7 
y para el clasificador tipo Dagging una precisión promedio de 0,7; demostrando que este 
método de extracción de características es bastante preciso para diferenciar dos tareas 
mentales, y si diferenciamos por clasificador, nuevamente, los clasificadores que 
muestran mejor desempeño son los de tipo SMO y Dagging con valores promedio de 0,7 
a diferencia del tipo Naive Bayes que presenta en 5 de los sujetos (2,3,4,6 y 8) valores 
bajo 0,6. 
La Tabla 9 muestra las tasas de verdaderos positivos (TPR) y las tasas de falsos 
positivos (FPR), es decir, la tasa de aciertos que realmente fueron aciertos y la tasa de 
errores que realmente fueron errores. Estos valores son necesarios para graficar las 
curvas ROC que generaron cada clasificador y así determinar qué clasificador presenta 
mejores resultados para este tipo de características. Los valores promedio del 
clasificador Naive Bayes para TPR es 0,6 y para FPR es de 0,3. Para el clasificador 
SMO el valor promedio de TPR es 0,7 y de FPR de 0,2. Y para el clasificador tipo 
Dagging el promedio de TPR es de 0,7 y de FPR de 0,2. Frente a estos valores pareciera 
no haber diferencia entre los clasificadores SMO y Dagging, mostrando ambos ser 
mejores que el clasificador Naive Bayes como ya se evidenció en las tablas anteriores 
con los valores de sensibilidad, especificidad, valor predictivo positivo y negativo y 
precisión. Repitiendo el patrón de pacientes que logran un mejor clasificación que otros. 
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Para determinar qué clasificador realmente lo hace mejor, es necesario recurrir a 
la gráfica de dispersión de la Curva ROC. Ésta gráfica muestra sus resultados en los 
gráficos 1,2 y 3 y revela cómo se comporta la curva de cada clasificador, siendo mejor el 
que muestra más puntos cercanos al par ordenado (0,1), es decir es mejor el clasificador 
que  muestra más puntos cercanos al 0 del eje X y al 1 del eje Y, a la izquierda y arriba 
del gráfico. En nuestro estudio el clasificador que logra más cercanía a las coordenadas 
ideales es el clasificador SMO. Por lo que para lograr una mejor eficiencia de nuestro 
método se debieran ocupar clasificadores del tipo máquina de soporte vectorial y en 
especial el del tipo SMO. 
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CONCLUSIONES 
 
En la última década, los estudios sobre ICC han crecido de manera exponencial y  
actualmente un gran número de sistemas ICC se han desarrollado para proveer de 
herramientas comunicativas alternativas para personas con problemas severos de 
movilidad (Han-Jeong Hwang, 2013). Este tipo de tecnologías que utilizan equipos de 
bajo costo para lograr una mejora cualitativa en la calidad de vida de las personas son y 
deberían ser el enfoque de las nuevas investigaciones de las tecnologías asistivas para las 
personas. 
La tecnología ICC ha demostrado generar cambios positivos en la calidad de vida 
de las personas y esto es debido a que es un instrumento ecológico con la vida diaria de 
las personas con discapacidad, ya que es inalámbrico, pequeño y puede ser llevado a 
todas partes. Dentro de los beneficios que trae este tipo de dispositivos se encuentran la 
interacción con el medio y la independencia frente a ciertas tareas que normalmente 
debían ser realizadas por un cuidador o familiar, además es un tipo de tecnología que 
requiere de pocos recursos financieros, ya que los costos para adquirirla son cada vez 
más accesibles para las personas y el tiempo de adaptación para el uso de estos 
dispositivos es corto y muy amigable para los usuarios. 
Esta investigación tuvo como objetivo principal desarrollar un método que 
permitiera identificar las tareas mentales en trabajos de imaginería motora a partir de 
registro de EEG, y como objetivos específicos determinar las características más 
relevantes de la señal de EEG, para ser utilizadas en la construcción del vector de 
características,  evaluar el rendimiento de 3 clasificadores a partir de las características 
extraídas, determinar si es posible con este sistema lograr diferenciar dos tareas mentales 
distintas utilizando solo imaginería motora en registros de EEG y lograr valores óptimos 
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de especificidad, sensibilidad, precisión (accuracy), valores predictivos positivos y 
negativos en la clasificación de tareas mentales.  
Frente a estos objetivos se pueden concluir tres puntos. Primero, es un método 
que logra una sensibilidad, especificidad, valor predictivo positivo, valor predictivo 
negativo y precisión óptimos para diferenciar dos tareas mentales con la extracción de 
características en el dominio del tiempo y de la frecuencia. Es decir, que el método sirve 
para identificar dos tareas mentales a partir de registros de EEG y que los vectores 
característicos que se escogieron para esta investigación fueron los correctos 
Segundo, al lograr que este método tenga valores estadísticos óptimos podría ser 
utilizado para construir tecnologías de tipo interfaz cerebro-computador. Ya que, al 
poder reconocer las diferentes tareas mentales, se hace posible dar órdenes a un 
computador para cumplir tareas de dos comandos, como prender o apagar un interruptor, 
tocar un timbre, responder si o no; por lo que este tipo de método, podría servir para 
comunicarnos con algún paciente con alteraciones severas de movilidad y que no 
pudiera comunicarse mediante otro medio y/ó  nos podría ayudar en la calidad de vida 
de un usuario con discapacidad motora. 
Finalmente, el método expuesto nos ayudó a determinar qué tipo clasificador 
sería potencialmente el más eficiente y adecuado para ser utilizado en ICC. Según este 
experimento, el clasificador de tipo SMO (Optimización secuencial mínima) nos 
permitiría diferenciar las tareas mentales con mejores resultados que los clasificadores 
previamente publicados (cuando las características que se utilizan son en el dominio 
temporal y espectral), por lo que, al utilizarlo en tiempo real el dispositivo tendría un 
menor margen de error que con otros clasificadores. 
En conclusión, el método propuesto en esta investigación es capaz de diferenciar 
dos tareas mentales a partir de imaginería motora en registros de EEG para ser usado en 
un futuro para programas tecnologías de tipo ICC. 
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Para futuras investigaciones de este tipo se buscará obtener mejores valores de 
precisión del clasificador mediante el uso de una base de datos con más sujetos y que 
presenten periodos de entrenamiento mayores con el dispositivo de medición para 
obtener resultados más concluyentes con una muestra mayor y más variada, para así 
evitar las fallas de clasificación asociados a las tareas mentales de los pacientes. 
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GLOSARIO 
 
1. AAR: Modelo adaptativo autoregresivo. 
2. ANN: Redes neurales artificiales.  
3. ANN: Redes neuronales artificiales. 
4. AR: Modelo autoregresivo. 
5. CAR: Enfoque de referencia común. 
6. CM1: Corteza motora primaria. 
7. CSP: Patrón espacial común. 
8. CSSD: Descomposición común del espacio subespacial. 
9. CSSP: Patrón común espacial espectral. 
10. CSSSP: Patrón escaso espacial espectral común. 
11. Curva ROC: Receiver operating characteristics/Características del 
funcionamiento del receptor. 
12. Cz: Central o vertex. 
13. DCT: Transformada discreta cosine. 
14. DFBCSP: Banco de filtros discriminatorio patrón espacial común. 
15. DFT: Transformada discreta de Fourier. 
16. EEG: Electroencefalografía.  
17. EM: Ejecución motora. 
18. EMG: Electromiografía. 
19. ERD: Evento relacionado con desincronización. 
20. ERS: Evento relacionado con sincronización. 
21. FBCSP: Patrón espacial común del banco de filtros. 
22. FFT: Fast Fourier Transform/Transformada rapida de Fourier. 
23. FFT: Transformada rápida de Fourier. 
24. FIR: Filtros de respuesta de impulso espacial y finito. 
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25. FN: Falso negativo. 
26. FONADIS: Fondo Nacional de discapacidad. 
27. FP: Falso positivo. 
28. FP: Frontal polar. 
29. FPR: Tasas de falsos positivos. 
30. fRMN: Resonancia funcional magnética. 
31. Fz: Frontal. 
32. Hz: Hertz. 
33. ICA: Análisis de componentes independientes. 
34. ICC: Interfaz cerebro-computador.  
35. IM: Imaginería motora. 
36. INE: Instituto nacional de estadística. 
37. ISSPL: Aprendizaje del patrón espectral espacial iterativo.  
38. k-NN: k-vecino más cercano. 
39. LDA: Análisis discriminante lineal. 
40. LDA: Análisis linear discriminante.  
41. MVAR: Modelo multivariado autoregresivo. 
42. O: Occipital. 
43. OSSFN: Óptima red de filtrado espectral-espacial. 
44. P300: Potenciales evocados P300. 
45. PCA: Análisis de componentes principales. 
46. Pz: Parietal. 
47. RSM: Ritmos sensorios motores. 
48. SBS: Selección secuencial inversa. 
49. SCPs: Potenciales corticales lentos. 
50. SFS: Selección de avance secuencial. 
51. SL: Superficie Laplacian. 
52. SMO: Sequential Minimal Optimization/Optimización secuencial mínima. 
53. SNR: Signal to Noise Ratio/ Relación señal/ruido. 
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54. SVM: Máquina de soporte vectorial. 
55. SWCSP: Patrón espacial común ponderado espectralmente. 
56. TPR: Tasas de verdaderos positivos. 
57. TW: Transformación de Wavelet. 
58. VEPs: Potenciales evocados visuales. 
59. VN: Verdadero negativo. 
60. VP: Verdadero positivo. 
61. VPN: Valores predictivos Negativos. 
62. VPP: Valores predictivos positivos. 
63. WPD: Descomposición de paquetes wavelet 
64. WPD: Wavelet Packet Decomposition/Descomposición del Paquete Wavelet. 
 
 
 
 
 
 
 
 
 
 
 
 
