Abstract. Applications of auto-regressive (AR) methods in asteroseismology are particularly interesting for high-resolution estimation of power spectra. We employ two kinds of AR processes, reflecting two different approaches to the problem: (1) a single AR process optimally fitted to the entire data set by the Maximum Entropy Method (MEM) principle; (2) several AR processes, each for a single gap, fitted by least squares to optimally represent data surrounding a given gap. In (1) we assume strictly stationary behaviour of the observed process and exploit its properties to the full extent, while in (2) assumptions are more flexible and enable us to treat with reasonable approximation signals with properties evolving over the interval of observation. We apply our methods to simulations and to observations of the variable stars HL Tau 76 and GD 154 (WET observations). The quality of different chunks of WET data being different, we account for these differences in quality by weighting the data.
INTRODUCTION
Stellar pulsation observations are often discontinuous and irregular; this causes well known problems when applying Fourier transform techniques. Parametric models may allow us to predict the time-series in the gaps, and then to achieve a better understanding of the power spectrum of the complete data.
Parametric modeling tools are widely used in all areas of timeseries analysis and discrete-time signal processing.
The AutoRegressive (AR) models are a particular case, well suited to the analysis of signals which are smooth and oscillatory, though not necessarily periodic (Box & Jenkins 1970 , Percy 1977 , Fahlman & Ulrych 1982 , Schwarzenberg-Czerny 1987 , Serreet al. 1992 , Burg 1972 . The reader interested in a survey of time-series analysis and prediction is referred to Weigend & Gershenfeld (1994) .
In fact, except for early experiments, gap filling techniques using AR modeling (in other words, linear prediction) are rarely employed in astronomy. An uneven sampling of most astronomical observations, causing technical problems, and a deficiency of information for filling usually large gaps are the main reasons for little use of these techniques. Moreover, for investigation of deterministic quasiperiodic processes, e.g., pulsations or eclipses with essentially infinite coherence length, the applicability of AR methods is limited by their finite coherence length. In that respect, employing AR processes for filling gaps in observations of light curves of pulsating white dwarfs and improving power spectrum estimation is not an obstacle (see e.g. Winget 1988 ), because gaps occuring in WET data are of modest size and the data sets are large.
METHODS
AR model assumes that the current value of the signal depends on its past m values plus a noise term. The internal dynamics obeys the equation: which provides some feedback to the system. The time-series s(t) is linearly dependant on the i lagged variables, and e(i) is a noise term having a Gaussian distribution with zero mean, or a controlled input to the system. The terms on are the poles of the system (see below Eq. (3)). This is referred to as an Auto Regressive (AR) model of order m, or an infinite impulse response filter (this means that the output can continue after the input stops). The reader may refer to Feigelson (1997) .
The signal can be written in terms of a finite number of poles that represent its power spectrum as best as possible in the complex z-plane. Indeed, the Z-transform of both sides of Eq. (1) shows that the model can also be written S(z) = A(z)S(z) + E(z), or
Here, the upper-cases indicate the Z-transform (which is a generalization of the Fourier transform in the complex plane). The input E(z) is multiplied by a transfer function 1/(1 -A(z)), where A(z) is an m-order complex polynomial. One has
where the ci^'s are the poles of the model, and Ζ = e~2 l7V f the complex variable depending on the frequency /. By using this characterisation, it is then possible to generate an extrapolation of the signal over some prediction horizon.
In the first approach (weighted MEM gap filling) we shall assume that the AR process is stationary, i.e. that its properties do not depend on the direction of the time arrow. This MEM algorithm closely follows those of Fahlman and Ulrych (1982) . We perform two crucial steps: find coefficients α» of a global AR process, such that the weighted sum of squares of residual noise in known data is minimum, and find values of the observations in gaps, which minimize the weighted sum of squares of prediction errors.
Using complete data set for fitting AR series may be optimal for strictly stationary time-series. In real life, the series may change behaviour during the course of observation. The second approach (local AR forecasting) is an alternative where we try to fit AR series using only local data bracketing a gap. This approach should retain some information on non-stationary behaviour. For each gap, two AR series are fitted to data on each side and then these series are used to predict data forward/backward into the gap.
In this paper, the methods developed are just outlined, and the basis will be extensively described in Schwarzenberg-Czerny et al.
(2000).
Note that in principle different AR processes may be used for forward and backward predictions. Past experience indicates that best results are obtained for an order m between 1/3 and 1/2 of average size of contiguous sets of data, with the necessary condition that m is less than the length of the shortest data set for MEM prediction (Fahlman and Ulrych 1982) . The latter condition sets practical limits for the shortest data set worthy of inclusion into analysis.
TESTS BY SIMULATIONS
To make the predictions more realistic, simulations were created by one of us and the resulting data (with gaps artificially created) given to the other authors for analysis.
Simulation 1
Simulation number one consists of Gaussian white noise plus two sinusoidal oscillations (/i = 4.9344 mHz, amplitude: 1.0 and / 2 = 4.5695 mHz, amplitude: 0.4). Then, large sections of the time series are omitted to create gaps of realistic size (Fig. 1 ). The frequencies of the two oscillations are so close that one power spectrum peak falls into first sideband of the other. This makes it virtually impossible to spot the fainter oscillation in the power spectrum of the gapped data. These data were then subject to AR gap filling. The results of the spectral analysis are summarized in Fig. 2 . The power spectra of the raw data (with gaps) show large sidebands around the main peak, so that the second frequency may not be detected. The two methods of gap filling are consistent in the fact that they restore power spectra to their original form (without gaps) with the sidebands of the main peak so small that the second frequency to the left of the main peak is clearly seen. To gain some insight into the inner workings of our restorations, we studied the time-frequency wavelet maps ( Fig. 3 and 4 ). This time-frequency decomposition is an expansion of the signals under consideration into smoothed, localized contributions labeled by a scale and a position parameter. Its aim is to provide interpretable visual representation of the signal, as an alternative to the standard Fourier analysis. The reader unfamiliar with this technique may refer to Daubechies (1992) .
On one hand, the wavelet transform helps to visualize how close our interpolated model is to the real data in time and frequency and allows for a glimpse into the inner working of our codes. In particular, we are able to see on these maps how much power was assigned by interpolation into gaps. We expect that prudent interpolation would put much power near the edges of a gap (where it is safe enough) and a gradual decrease to null in such places as inside a gap (where no secure phase of oscillation can be established from the data).
On the other hand, we must caution that this type of analysis severely degrades frequency (or scale) resolution so that fine details so important for physical interpretation of the data become blurred out. At the same time, if a decrease of power occurs, it is not sure whether degraded coherence in gaps or beating effects are responsible. This is illustrated in Fig. 4 , where power decrease occurs within the contiguous data set, where the amplitude of oscillations is diminished due to beating effect. 
Simulation 2
Simulation number two is more sophisticated because it contains seven sinusoidal oscillations grouped tightly in two frequency regions and great care was taken to put in a realistic noise pattern (see Table  1 and Fig. 5 ). For this purpose, we used noise from real photometric observations of a constant (comparison) star by WET. Before use, the power spectrum of this series was computed and any spurious frequencies present were removed by prewhitening of the data.
Again, to render restoration of the true power spectrum difficult, fainter oscillations were assigned to frequencies corresponding to sidebands of the strong ones. The data with gaps were then subject to AR gap filling. At U: J \ 7 7".5 β a.5 g g.5 to mHz Fig. 7 . Power spectra for simulation 2 data and predictions (same as in Fig. 6 ), zoomed on the 7-10 mHz region.
The window function of raw data (with gaps) is rather complex and with strong sidebands. The interferences of the secondary lobes of the window function rendered the peak at 8.3696 mHz quite unnoticable and created a spurious one at 8.27mHz. Power spectra of the restored data display somewhat contradictory behaviour in the 8-8.5 mHz region (see Figs. 6 
and 7).
The MEM restoration yields consistently four highest peaks at locations of all true frequencies present in the simulation. However, their amplitude ratios are not correct in the restored data. Specifically, the strongest peak at 8.8308 mHz appears fainter than the one at 8.1719 mHz. At the same time the 8.8308 mHz peak in the restored power spectrum retains quite strong sidebands. This may be traced to a deficiency in the restored power inside the widest gap. Thus, our analysis leads to simplification of interpretation of the power spectrum in data with gaps. The local restoration is interesting because it retained the original ratio of amplitudes of the two main peaks. At the same time, sidebands of the 8.8308 mHz peak are barely noticable. We attribute this to full amplitude of the restored oscillations in this gap. However, this restoration was unable to correctly restore the 8.3696 mHz peak, yielding instead a spurious one at 8.27 mHz. This spurious peak was also present in the raw power spetrum with gaps. This result may indicate that if excess power is put into gaps to decrease sidebands, one risks conservation of the spurious peaks from the power spectrum with gaps.
APPLICATION TO OBSERVATIONS

4-1. One night observation on HL Tau 76 with an artificial gap
In this example we take a single contiguous set of mono-site observations of HL Tau 76 on Dec. 3, 1989 at Izana Observatory (Dolez 1998) and introduce an artificial gap of roughly 33 percent length. The original data consisted of 5977 measurements taken every 5 s, We removed 2001 points of the data, obtaining smaller contiguous intervals of 2499 and 1477 points (Fig. 8) . This enables comparison of the restored signal with the observed one. This comparison is presented in Fig. 8 . One can clearly see in particular that the frequencies and phases are correctly reconstructed, even if the amplitudes do not entirely fit the true data. In Fig. 10 , we represent the forward and backward predictions calculated from the first and the last parts of the gapped night. These two predictions are mixed together to obtain the local prediction presented Fig. 8 . Note the decay to zero, corresponding to a predictibility horizon.
For a discussion of physical properties and for other references please see the original publication (Dolez 1998) . The results of our spectral analysis are summarized in Fig. 9 . The two prediction meth-ods reconstruct the true power spectrum without artifact. In particular, the secondary lobes due to the artificial window disappear.
Raw data with artificial gap 
WET campaign on the DAV star GD 154
As a final test of our methods, we applied them to a complete WET campaign. Details of this campaign on the ZZ Ceti type multiperiodic pulsating white dwarf GD 154 and thorough analysis of results were published by Pfeiffer et al. (1996) . For any astrophysical interpretation of the observations, we refer the reader there. Here we concentrate on analysis of data and filling gaps from the purely time-series analysis point of view. The data were evenly sampled. Contributions from different groups/telescopes were added and averaged before our analysis.
The data consists of 5260 evenly spaced measurements obtained in 14 contiguous time intervals separated by 13 gaps, covering in total 11570 sampling intervals of 50 s each. The time-series and the results of analysis of these data are summarized in Figs. 11 and 12.
Our main peak at 0.841 mHz corresponds well to the fi peak in Pfeiffer et al., and the two other strongest peaks of the spectrum of the reconstructed series correspond to the rotational components f± and /f: they cannot be confused with the nearest sidebands of the main peak at 0.841 mHz. A similar triplet, again in accordance with Pfeiffer's mode /2 and appears near 0.92 mHz. This confirms the claim by the original observers. However, their analysis required prewhitening of data before those frequencies were identified. In our power spectra, they are evident at first sight. Ad- ditionally, the reconstruction produces a line at 0.833 mHz, which could well be real and possibly be the m=-2 rotationally split component of /i, implying that /i could be a t=2 mode.
CONCLUSION
The nature of multi-periodic pulsations observed by WET is so complex that any technique capable of decreasing artifacts in power spectra may substantially improve insight into the underlying physics. We first developed a deconvolution procedure based on a matching pursuit algorithm (Roques et al. 1999) , attempting to choose the spectral intervals over which analysis has to be done with much care. This consists of a local study of the spectrum of the star.
We propose here a global study using two parametric spectral analysis methods with auto-regressive modeling and prediction in the data gaps. We tested these methods on sophisticated simulated timeseries and on luminosity records of rapidly oscillating stars (here, one WET data -GD 154 10 himmmw-Ii-fyj Power spectra for data on GD 154 (m = 145 for MEM prediction)
with an artificially created gap). We demonstrated their success in power spectrum analysis.
An unevenly sampling of most astronomical observations, with very large gaps, usually causes problems for using prediction methods. In the case of Whole Earth Telescope data, the gaps are relatively short and the data sets are large. Gap filling techniques are then particularly well suited to these time-series.
Observers learn the hard way the cost of obtaining observations as complete as possible. So, any idea of 'gap filling' by some statistical magic appears to them rather controversial, to say the least. To dispell this impression, we stress that the purpose of gap filling in time-series analysis is not so much restoration of missing information as blurring the gap edges: severe degradation of frequency information, due, e.g., to aliasing, is of course related to the lack of data, but also to interferences on sharp edges. More classical window trimming techniques artificially down-weight real measurements near edges of gaps. The advantage of AR interpolation for this purpose is twofold: (i) no real measurements are rejected and (ii) degradation of coherence with the extent of extrapolation is built in. The latter effect is well explained by the examples presented here. On one hand, interpolation of a time series with sinusoids, done implicitly for standard power spectrum calculation, assumes infinite signal extent.
On the other hand, AR interpolation extends a sinusoidal signal into gaps only as far as its phase can be predicted safely, and then looses coherence, yielding decreasing amplitude for interpolated signal (see Fig. 4b or Fig. 10, for example) . In that sense, our AR technique is more fair to the power spectrum than a seemingly innocent linear interpolation of a series, which destroys the high frequency end of the power spectrum.
