In this paper, we analyze an economic model predictive control scheme with terminal region and cost, where the system is optimally operated in a certain subset of the state space. The predictive controller operates with a cyclic horizon, which means that starting from an initial length, the horizon is reduced by one at each time step before it is restored to its maximum length again after one cycle. The cyclic horizon formulation allows us to relax the conditions on the terminal region: invariance of the terminal region needs only be fulfilled after one cycle period instead of at each time step. Using this, we give performance guarantees for the closed loop, and under a suitable dissipativity condition, establish convergence to the optimal subset. Moreover, we present conditions under which asymptotic stability of the optimal subset can be guaranteed for model predictive control with cyclic horizons. The results are illustrated in a practical example from the context of Networked Control Systems, which initially motivated the development of the theory presented in this paper.
Introduction
In classical or stabilizing model predictive control (MPC), the objective function is typically designed so as to stabilize a set point or trajectory, which has been pre-chosen under consideration of the system's economic targets. In contrast, economic MPC aims to optimize the economic operating cost of the system directly, by explicitly considering it in its objective function (see, e.g., the survey paper [4] ). This economic cost, however, might be arbitrary such that the optimal regimes of operation for the system can be more complex than to remain in a steady state. Optimal modes of operation could in addition comprise periodic orbits or general control invariant subsets of the state space. An important research question is hence to characterize the performance of the closed loop and to determine whether it converges to these general optimal regimes of operation.
In the context of optimal steady-state operation, a number of different approaches have been considered: terminal equality constraints ( [2] ), terminal region and cost ( [1] ) and also MPC without terminal conditions ( [6, 7] ). The former two schemes achieve stability while for the latter, practical stability is shown. For optimal operation on a periodic orbit, e.g., [16] and [12] devise MPC schemes to ensure (practical) stability of the optimal periodic orbit. The case that the optimal mode of operation is a general control invariant subset has also recently received attention in the literature. Stability of the optimal subset is shown in [11] for an MPC with a terminal equality constraint (in the sense that the terminal state lies somewhere in the optimal subset). Conditions under which the optimal subset is stabilized for an MPC with terminal region and cost are provided in [3] . In all of the preceding results, a dissipativity property of the system with respect to the optimal regime of operation is required for stability.
Typically in MPC, a fixed horizon is used, although a variable horizon may be beneficial under certain circumstances. A cyclic horizon, in particular, describes a horizon that shrinks from a maximum length in each sampling time step until it reaches a minimum length, and that is then restored to its maximum value before the cycle is started again. Motivated by an application in distributed MPC, an analysis of stabilizing MPC with a cyclic horizon was first conducted in [9] . Therein, an MPC with terminal region and cost was considered and it was shown that a cyclic horizon can be leveraged to use more flexible terminal regions. Instead of requiring the terminal region to be control invariant, it is sufficient that the state is able to return there after several steps. Multi-step MPC, which is equivalent to a cyclic horizon in the absence of disturbances, was also considered for schemes without terminal conditions: in the stabilizing setup in [5] or in the context of economic MPC with optimal periodic operation in [12] .
In this note, we consider economic MPC with cyclic horizons, where the optimal regime of operation is a general control invariant subset of the state space. To ensure recursive feasibility and stability of the closed loop, we use a terminal region and a terminal cost in the MPC optimization problem. The combination of economic MPC and a cyclic horizon was motivated by a problem arising in the context of Networked Control Systems (NCS). In the considered setup, as detailed in Section 5, transmission of a control input over a dynamical network can only be guaranteed after a certain number of time steps.
We contribute to the existing theory first by providing a performance and convergence analysis for the considered novel setup. Second, we show that a weaker condition than uniform upper-boundedness of the value function as in [9] is sufficient to guarantee stability in MPC with cyclic horizons. Furthermore, we investigate when this condition is fulfilled, which is novel also for the stabilizing cyclic setup. Also in this context, the requirement that the invariant set lies in the interior of the terminal region, as typically used in MPC, is attenuated to a more general condition.
The remainder of this paper is organized as follows. In Section 2, we introduce some notation and the considered setup. Convergence and performance properties of the economic MPC with cyclic horizon are treated in Section 3, while Section 4 is devoted to conditions for asymptotic stability. We present the NCS application mentioned above as a special case in Section 5 to illustrate our main results.
Preliminaries

Notation
Let I and R denote the set of all integers and real numbers, respectively. We denote by I [a,b] the set of all integers in the interval [a, b] ⊂ R, and by I ≥a and R ≥a the set of all integers and real numbers greater than or equal to a, respectively. The modulo operator, finding the remainder of the division of a by b, b ∈ I ≥0 , a ∈ I ≥b , is denoted by a%b. A function α : R ≥0 → R ≥0 is said to be of class K ∞ if it is continuous, zero at zero, strictly increasing and unbounded. We denote by I the identity matrix. For a vector v ∈ R n , the set distance to a subset A ⊆ R n is defined as ||v|| A := min w∈A ||v − w||. The Minkowski set addition of two sets A, B ⊂ R n is defined by A ⊕ B := {v ∈ R n |∃a ∈ A, b ∈ B : v = a + b}. A ball of radius a around the origin is defined by B a := {v ∈ R n |||v|| 2 ≤ a}.
General Setup
We consider the nonlinear discrete-time system
where x(k) ∈ X ⊆ R n is the system state and u(k) ∈ U ⊆ R m the controlled input at time k ∈ I ≥0 . Both the state and input constraint sets X and U are assumed to be closed. The state and input are subject to the mixed constraints
such that f : Z → X, where f is continuous. Note that we do not require Z to be compact, as is frequently assumed in the economic MPC literature. Associated with the system is an economically motivated, continuous cost : Z → R, which is not assumed to fulfill any definiteness property. The solution of (1) at time k ∈ I [0,N] , N ∈ I ≥0 , starting from an initial state x(0) = x and under the in-
Since we study systems which are operated in a subset of the state space, the notion of control invariant sets is of importance.
As is common in the economic MPC literature, we are interested in the "long-run" optimal operation of the system. As in [3] , we define the asymptotic average cost * av (x) starting from an initial state x ∈ X. Definition 2. For a given initial state x ∈ X, the best asymptotic average cost is defined as *
Moreover, denote by * av = inf x∈X * av (x) the lowest possible asymptotic average cost.
Hence, * av describes the lowest possible average cost along all admissible trajectories of system (1). In the remainder, we assume that the infima are attained.
The system is controlled by an MPC controller with a cyclically varying horizon N given by
where M ∈ I ≥1 denotes the cycle length andN ∈ I ≥M the maximum horizon length (cf. [9] ). The horizon length isN at k = jM, j ∈ I ≥0 and then shrinks by one in each time step until the minimum horizon lengthN − M + 1 is reached at k = jM − 1, j ∈ I ≥1 . Then, the full horizon N is restored at the next time instance and the cycle starts again, as illustrated in Figure 1 . In the economic MPC scheme, the objective function is defined as
The set X f ⊆ X denotes a closed terminal region, in which the predicted terminal state is required to be contained, i.e., x u (x, N) ∈ X f . Hence, the MPC optimization problem P(x, k) solved at state x and time k reads
We denote the minimizer of (3) by u * (·; x, k) = {u * (0; x, k), . . . , u * (N(k) − 1; x, k)} and the feasible set, i.e., the set of all initial states x such that P(x, k) is feasible with horizon N(k), by X N(k) . Subsequently, the first part of the optimal control sequence is applied to the system according to u(k) = u * (0; x, k) =: ν k (x), then the resulting state at k + 1 is measured and the optimal control problem is solved anew. We further denote ν := {ν k } k∈I ≥0 .
The notion of strict dissipativity has proven to be an effective tool in the analysis of the asymptotic behavior of economic MPC schemes. (1) is strictly dissipative with respect to a set X and the supply rate s : 
Definition 3. System
Z → R if there exists a storage function λ : X → R ≥0 and a K ∞ -function ρ such that for all (x, u) ∈ Z λ( f (x, u)) − λ(x) ≤ s(x, u) − ρ(||x|| X ).
Convergence and Performance
A well-studied way to ensure recursive feasibility and convergence in economic MPC is to assume that the terminal region is a control invariant set and that the forward difference of the terminal cost in X f is bounded by − + * av under a local control ( [1, 3] ). In this work, we use slightly relaxed conditions similar to those in [9] . In the following, we consider multiple terminal controllers κ 0 (x), . . . , κ M−1 (x), which make the terminal region "M-step invariant". Given an initial state x ∈ X f , the controllers κ 0 to κ M−1 are applied successively. After M time steps, κ 0 is used again and the cycle is restarted. For an initial state x ∈ X f , we denote the solution of (1) k time steps after the initial time, resulting from an application of this terminal control law, by x κ (x, k).
This assumption requires that for an initial state in the terminal region X f , there must exist a feasible control law that drives the state back into the terminal region after one cycle period M. In the meantime, the state is merely not allowed to leave the constraint set. Note that whileX is a control invariant set, Assumption 2 only requires the terminal region X f to be "M-step control invariant".
In standard MPC formulations, this condition is required to hold with M = 1. Hence, Assumption 3 represents a relaxation in this respect.
To analyze convergence of the proposed MPC scheme, as is common in economic MPC, we introduce the rotated cost
and the rotated terminal cost
Then, we define the rotated objective function as
and the rotated optimal control problemP(x, k) as
Note that f , , λ and V f are continuous, and therefore, L, V f andV are as well.
With the conditions on the terminal region and cost, we can state the following preliminary result. is feasible for all k ∈ I ≥0 ifP(x(0), 0) is feasible,
• for the rotated terminal costV f it holds that for all
Proof. Recursive feasibility is proven exactly as in (Proposition 4, [9] ) since Assumption 2 is equivalent to (Assumption 3, [9] ). For the second part, adding λ(x κ (x, M)) − λ(x) to both sides of (4) gives Proof. In a first step, we assert that the solution sets of P(x, k) and that ofP(x, k) are identical, which means that they yield the same optimizer u * (·; x, k). To this end, we notice that both optimization problems are subject to the same constraints and establish using similar techniques as in [1] that for the objective functions it holds that
Since the last two terms in (8) depend entirely on constant parameters of the optimization problem,V(x, u(·), N) and V(x, u(·), N) differ by a constant and the claim is proven. The problem P(x(0), 0) is feasible by assumption since N(0) =N. With the identical solution sets, the rotated problemP(x(0), 0) is feasible as well. By Lemma 1,P(x ν (x(0), k), k) is then feasible for all k ∈ I ≥0 , and the same follows immediately for the original problem P(x ν (x(0), k), k).
Due to the identical solution sets, we are also able to use the rotated problem in the analysis of convergence. Notice that due to optimality of the value function,
for some feasible control inputũ(·; x, k). If k = jM − 1, j ∈ I ≥1 , due to N(k) = N(k + 1) + 1 and Bellman's principle of optimality, the optimal input at k + 1 is u * (·; x ν k (x, 1), k + 1) = {u * (1; x, k), . . . , u * (N(k + 1); x, k)}.
Thus, from (2) we obtain for k = jM − 1
For k = jM − 1, j ∈ I ≥1 , we have N(k + 1) − N(k) = M. Denoting x * := x u * (·;x,k) (x, N(k)), we choose the feasible input
With this, it holds that
and then with (7) and (9) V * (x ν k (x, 1), k + 1) ≤V * (x, k) − L(x, u * (0; x, k)). (11) In view of (10), we conclude that (11) holds for all k ∈ I ≥0 . Due to (11) , Assumption 1 and Corollary 1,V * decreases unless x ∈X. SinceV * is lower bounded due to Assumption 4, it must converge to a constant value and hence, L → 0 as k → ∞. From the lower bound on L by Corollary 1, it must also hold that ||x ν (x(0), k)||X → 0 as k → ∞.
In the second main result, we dwell on the performance of system (1) in closed loop with the MPC. Theorem 2. Suppose x(0) ∈ XN. If is bounded on Z and Assumptions 2 and 3 hold, then the asymptotic average cost of system (1) controlled by the MPC with cyclic horizon, is less than or equal to the lowest possible asymptotic average cost, i.e., lim sup
Proof. Using the same methodology as in the proof of Theorem 1, we obtain with Assumption 3
Since is bounded on Z, V * (x ν k (x, 1), k + 1) − V * (x, k) is also bounded on X N(k) . Using the same analysis as in the proof of (Theorem 1, [2] ) yields the claim.
Asymptotic Stability
In this section, we present constructive conditions under which the economic MPC with cyclic horizon achieves stability of the control invariant setX, in addition to convergence. To this end, we first state a sufficient condition for asymptotic stability ofX.
Corollary 2.
Under the conditions of Theorem 1, the control invariant setX is asymptotically stable with a region of attraction XN if there exists a K ∞ -function σ such that
Proof. Since convergence toX in XN is shown in Theorem 1, we only need to verify stability. Let > 0 be arbitrary and δ := σ −1 (ρ( )). Consider an x(0) ∈ XN with ||x(0)||X < δ such that by (12) ,V * (x(0), 0) ≤ σ(δ). From (11) and Corollary 1, {V * (x ν (x(0), k), k)} k∈I ≥0 is a non-increasing sequence, i.e., V * (x ν (x(0), k), k) ≤V * (x(0), 0), ∀k ∈ I ≥0 .
We also immediately have the lower boundV * (x, k) ≥ L(x, u) ≥ ρ(||x||X) from Corollary 1. Using these two properties yields
for all k ∈ I ≥0 , which proves stability ofX in XN.
In the literature, often a K ∞ upper bound on the value function is assumed for all k, which is known as uniform weak controllability ( [13] ). Since the system dynamics (1) are independent of time, we may choose the initial time 0 without loss of generality. Then, since the MPC initializes with a horizon of N(0) =N, an upper bound for k = 0 as in (12) is sufficient for (non-uniform) stability. Still it is difficult, if not impossible to verify (12) , since the rotated value function is in general not known beforehand. To this end, we will derive in the following sufficient conditions that guarantee (12) for the MPC with cyclic horizon.
Lemma 2.
If Assumption 4 holds, then the rotated terminal cost is upper bounded by a K ∞ -function α, i.e., {V(x, u(·), jM)|x u (x, jM) ∈ X f } for j ∈ I [0,J] , and their feasible sets X jM . From the dynamic programming recursion, we have for j = 1
withV * 0 (x) =V f (x) and X 0 = X f . By Assumption 3 and (7)V * M (x) (13) 
With "M-step invariance" of X f from Assumption 2, we have X f = X 0 ⊆ X M ⊆ . . . ⊆ X J M . Then, analogous to the proof of (Lemma 2.15, [13] ), we obtain
Since N(0) =N = J M, we finally obtain using Lemma 2
Next, we extend the upper bound on the value function to the entire feasible set.
Assumption 5. For X, X f andX it holds that
Assumption 5b) means that in an a-neighborhood aroundX, the boundaries of the terminal region and the constraint set are the same. It excludesX = X f ⊂ X and implies that if there are points inX which lie on the boundary of X f , they must also lie on the boundary of X. The notion of Assumption 5 is more general than that ofX ⊆ int(X f ), what is typically assumed to extend the upper bound on the value function to the entire feasible set, using a terminal region and cost (cf. [14] ). A configuration for whichX ⊆ int(X f ), but for which Assumption 5 holds, is depicted in Figure 2 . Proof. With compactness of U,V * (x, 0) is locally upper bounded on XN by (Proposition 1, [14] ). In the following, we construct σ.
Note that Assumption 5b) implies that (14) also holds with XN instead of X, since X f ⊆ X J M = XN ⊆ X. Given Assumption 5, there exists an a > 0 such that S 1 := (X ⊕ B a ) ∩ XN is a subset of X f , i.e., S 1 ⊆ X f . Then, by Assumption 5b), XN \ S 1 contains only points which fulfill ||x||X > a > 0. This means that points in XN \ S 1 cannot lie arbitrarily close toX. Instead, α(a) is an upper bound onV * (x, 0) for all x ∈ (X ⊕ B a ) ∩ XN ⊆ X f .
The definition of S i , i ∈ I ≥2 and the remainder of the construction of σ is equivalent to the proof of (Proposition 11, [14] ). Now we are in the position to state the main result of this section, which is a direct combination of Corollary 2 and Lemmas 2-4.
Theorem 3. Suppose that Assumptions 1-5 hold, that N = J M, J ∈ I ≥1 and that the input constraint set U is compact. Then, the control invariant setX is asymptotically stable with a region of attraction XN.
Application: Control over Network
As mentioned in the introduction, the development of the preceding analysis was motivated by a problem arising in the context of NCS. We briefly discuss how to apply the presented theory to this special case, while a more detailed exposition in the context of NCS is the subject of an upcoming paper currently under work. The considered setup is to control a discrete-time, linear time-invariant plant x p (k + 1) = Ax p (k) + Bu p (k) (15) subject to the constraints x p (k) ∈ X p ⊆ R n p and u p (k) ∈ U p ⊆ R m p over a known, deterministic network. Transmissions over the network are required to fulfill a socalled token-bucket specification, which represents the communication capacities of the network. This specification was first introduced in the context of networked control in [10] ; a more general characterization can be found, e.g., in [15] . The level of the bucket evolves according to the saturating dynamics
where β(k) is the current bucket level and γ(k) ∈ {0, 1} is the decision on whether to transmit over the network or not. The parameters are the token generation rate g ∈ I ≥1 , the cost per transmission c ∈ I ≥g and the bucket size b ∈ I ≥c . A transmission sequence γ(·) that fulfills the tokenbucket specification may never drain it, i.e., β(k) ≥ 0 for all k ∈ I ≥0 under (16) . It is typically assumed that c > g, i.e., it is not possible to transmit at every time instance.
The plant (15) receives a new control input u c only if one is sent over the network, otherwise the last applied input is held. Associated with the plant is the quadratic cost on the state and applied input x p Qx p + u p Ru p (Q, R > 0), while the cost is independent of the bucket level.
The applied input from the last time step is saved in
Denoting the overall state x := [x p , u s , β] and the control u = [u c , γ], the economic cost of the overall system is
the state constraint set is X = X p × U p × I [0,b] , the input constraint set is U = U p × {0, 1}, and f is composed of the right hand side of (15), (16) and (17). The lowest possible asymptotic average cost * av = 0 is attained in the control invariant setX = 0 × 0 × I [0,b] . Using the storage function λ(x) = u s Su s , R > S > 0 yields a rotated stage cost L(x, u) ≥ x p Qx p + u s Su s = ρ(||x||X), hence the system is dissipative with respect toX and supply rate (x, u) − * av . Due to the token-bucket network, it can only be guaranteed that a new control input can be sent to the plant every M = c g time instances. Hence, a compact terminal region X f , other thatX, cannot be made control invariant for general unstable plants (15) . It can only be guaranteed that the state returns to X f after M steps, which ensures recursive feasibility for an MPC with cyclic horizon andN ≥ M. In particular, assuming that the pair (A M , ∑ For numerical simulation, we consider the linearized and discretized batch reactor taken from [8] , which is a well-known benchmark example in NCS. The matrices A and B can be found therein. We consider the box constraints X p = [−1.2, 1.2] 4 and U p = [−2, 2] 2 , and the initial plant state x p (0) = [1, 0, 1, 0]. The bucket with g = 1, c = 3 (such that M = 3) and b = 10 is initialized at β(0) = 2, and we set u s (0) = 0. The cost matrices are chosen as Q = 10I and R = I. Figure 3 shows that the setX, where * av is attained, is asymptotically stable for the overall system. 
