ABSTRACT Aiming at the shortages of basic flower pollination algorithm (FPA) with slow convergence speed, low search precision, and easy to fall into local optimum, a new adaptive FPA based on opposition-based learning and t-distribution (OTAFPA) was proposed and be applied to the social networks. First, the opposition-based learning strategy is utilized to increase the diversity and quality of the initial population. Then, the adaptive dynamic switching probability is introduced, which can effectively balance the global and local search according to the current number of iterations. Finally, the t-distribution variation is used to increase the population diversity and to help the algorithm jump out of the local optimum. The simulation experiments on eight classical test functions show that OTAFPA has better global optimization ability, which improves the convergence speed and the solution accuracy of the algorithm. The OTAFPA also shows superior performance in practical applications of user identification across social networks.
I. INTRODUCTION
Many engineering optimization issues that related to requirements, management and testing have to find the best solution from a potentially large number of solutions by using the limited resources. There are two types of optimization techniques for such problem: accurate and heuristics. Accurate strategy ensure the best solution and have an obvious effect on many issues, however, for complex problems or problems with large numbers of parameters, accurate strategy may require a very high computational costs. At present, a large number of practical problems belong to such complex problems. In order to solve these problems in a reasonable time, meta-heuristic algorithms have emerged. Many traditional or newly discovered meta-heuristics are looking for inspiration in nature, for example, the Krill Herd [1] has been proposed by the group behavior of krill populations, the Cuckoo Search [2] has been proposed based on the breeding and flying characterThe associate editor coordinating the review of this manuscript and approving it for publication was Pascual Martinez-Gomez.
istics of cuckoos, Firefly algorithm [3] has been proposed by the bioluminescence properties of fireflies and their mutual attraction behavior, and the Flower Pollination algorithm [4] was proposed by the plant pollination mechanism, and so on. Based on features with small search space, small number of searches, flexibility of calculation and strong applicability, these heuristic algorithms have solved various optimization problems in the case of failure of the classical optimization technique. With the wide application of heuristic algorithms in logistics scheduling, combinatorial optimization, system control and many other fields, more and more scholars have carried out research on such algorithms.
The arrival of the Web 2.0 era has completely changed the pattern of Chinese media and people's way of life. Various web applications have been integrated into all aspects of life. People often create several profiles on various sites to meet their needs, such as make use of provide services or keep being turned with its related members, therefore, there are many duplicate user information on the Internet. Accurately matching these information has important VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ research significance and practical value in the areas of user product recommendation, friend recommendation, influence maximization analysis, and user behavior analysis. The technique of user identification in social network involves higher dimensions and larger scales, which is often difficult to calculate. The heuristic algorithm can search for the optimal solution within the acceptable computational cost, so it is a breakthrough to solve the problem of user identification. Flower pollination algorithm(FPA) [4] is a new heuristic algorithm proposed by scholar Yang in 2012. The FPA has strong searching ability, few parameters and simple structure, which can solve multi-objective optimization, high-dimensional function optimization and engineering optimization. Although the pollination algorithm was proposed for a short time, it quickly became a hot research topic. Prathiba et al. [5] applied the FPA to the economic load scheduling optimization problem and achieved the goal of minimizing fuel cost by adjusting the actual power generation; El-Shahat et al. [6] proposed a cross-based improved pollination algorithm (MFPA) to effectively solve the multi-dimensional knapsack problem. MFPA uses the sigmoid function as a discretization method for discretized search space, and penalty function is added in the evaluation function to identify and evaluate inappropriate solutions; El-Henawy et al. [7] combined the FPA with particle swarm optimization algorithm to propose a new hybrid flower pollination algorithm (FPPSO). The experimental results show that the FPPSO algorithm has significantly improved the precision of solving the optimal solution and convergence speed performance; Alam et al. [8] used the FPA for the parameter extraction of single-diode and dual-diode models of different photovoltaic modules. Experiments show that FPA is superior to other optimization methods in terms of convergence speed, convergence time and accuracy; Lei et al. [9] used an improved flower pollination algorithm (FPE) to identify essential proteins, which integrates the biological properties and topological properties of protein-protein interaction (PPI) networks, providing a new perspective for identifying essential proteins. Like other heuristic algorithms, FPA itself has the problem of being easy to fall into local optimum and slow convergence at a later stage. Many scholars have proposed improved algorithms. Zhou et al. [10] proposed a flower pollination algorithm (RBFPA) embedded with runway balance and context cognitive learning strategy to deal with the problem of aircraft landing, the RBFPA shows better solution quality and computation efficiency compared with other methods. Abdel-Baset et al. [11] proposed a complex encoding flower pollination algorithm for constrained engineering design optimization problems, and show more accurate, reliable and efficient for global optimal problem. In addition, they also present an Elite opposition-flower pollination algorithm (EOFPA) [12] for solving quadratic assignment problems, which shows strong robustness compared with other algorithms. Zhao and Zhou [13] proposed a different complex encoding flower pollination algorithm based on two-dimensional features of complex-valued encoding for global numerical optimization, the new algorithm increases the diversity of population and improved the optimization performance. Zhou et al. [14] proposed a new flower pollination algorithm with greedy behavior for solving the spherical traveling salesman problem. Xiao Huihui et al. have proposed the SMASFPA algorithm based on the simplex method and adaptive step size [15] , the GSFPA algorithm based on gravity search mechanism [16] , the GMPFPA algorithm based on Gaussian variation and Powell method [17] . These algorithms improved search ability and search efficiency to varying degrees, and can effectively jump out of local optimum; Salgotra and Singh [18] used dynamic switching probability in FPA to control global search and local search, which improved the optimization performance of the algorithm; Draa [19] hybridized FPA with the clonal selection algorithm to achieve global optimization. Experiments show that the new algorithm is superior to the FPA algorithm and some other optimization algorithms, but its implementation depends on the setting of the clone ratio; Wang and Zhou [20] proposed a flower pollination algorithm based on dimension, which uses dimension-based update strategy and local neighborhood search strategy in the iterative process.
For basic FPA is facing the disadvantages of low precision of optimization, slow convergence in the later stage, and easy to fall into a local optimum. In order to effectively solve the problem of user identification with a large amount of heterogeneous network information, in our paper, the random initialization process of FPA is changed. The opposition-based learning strategy is used to improve the quality of the initial solution. We select the initial population with the smallest fitness value from the random initial population and the changed population to increase the diversity of pollen population and improve the optimization ability of the algorithm. In addition, dynamic switching probability is proposed to balance global exploration capabilities and local development capabilities. Finally, when the current global optimal solution is obtained in each iteration, a t-distribution variation with degree of freedom in iteration is added, so that the algorithm can effectively jump out of the local optimum and improve the convergence speed. We will prove the performance of the new proposed algorithm in the optimization, convergence and solution precision through the simulation experiments of 8 test functions, and apply it to the practical application of user identification across social networks.
The rest of this article is organized as follows: Section II describes the basic flower pollination algorithm. Section III introduces the new flower pollination algorithm based on opposition-based learning and adaptive t-distribution proposed in the paper, and analyzes the time complexity of the algorithm. Section IV introduces 3 comparative experimental experiments to analyze the optimization performance, convergence and validity of the algorithm, as well as the practicability of the algorithm in the social network. Finally, section V concludes this paper and discusses the directions for future research.
II. BASIC FLOWER POLLINATION ALGORITHM
The flower pollination algorithm is a population-based global optimization algorithm whose update mechanism is derived from the pollination process between plant flowers. The process can be divided into two phases: self-pollination and heterogeneous pollination. Self-pollination occurs between flowers of the same plant, it pollinates through water or wind and cannot be transmitted in a large range, which is local pollination. Alienation pollination can occur between different types of plant flowers, it can be crosspollinated over long distances by birds, insects, etc. which is global pollination. The conversion between local pollination and global pollination is controlled by parameter p ∈ [0, 1]. The following four rules were formed by the pollination process, pollination behavior and constancy of the flowers:
1) Cross-pollination is considered as global pollination and follows Levy flight for transfer of pollens;
2) The local pollination is regarded as self-flowering pollination;
3) The constancy of the flower is proportional to the similarity of two flowers involved;
4) The switch probability controls the conversion between local or global pollination.
From the evolutionary point of view, the pollination of flowers is to achieve the optimal reproduction of flowering plants. The global optimal solution obtained by the pollination algorithm is the process by which the pollinator gradually approaches the optimal solution.
The process of updating the pollen position in the global pollination stage is refer to (1)
In equation (1), x t+1 i and x t i are positions of the (t + 1)-th iteration and the t-th iteration of pollen i, g * indicate the current global optimal solution, L is a random step size obeying the Levy distribution, which satisfies the distribution shown in (2):
In equation (2), λ = 2/3, (λ) is a standard gamma function, s and σ 2 is obtained by (3) and (4) respectively.
For local pollination, the scope of pollination is limited. The location updating process is as shown in (5), in which x t j and x t k are two pollen different from i, ε is a random number that is uniformly distributed on [0, 1]. The basic flower pollination algorithm is summarized in Table 1 .
III. FLOWER POLLINATION ALGORITHM BASED ON OPPOSITION-BASED LEARNING AND ADAPTIVE T-DISTRIBUTION A. OPPOSITION-BASED LEARNING
In 2005, Tizhoosh [21] proposed the concept of oppositionbased learning and applied it to machine learning. He pointed out that the opposite solution can be closer to the global optimum than the random solution, and the probability is 50% higher than the original. The main idea of the opposition-based learning strategy is: in each iteration, calculate the opposite solution of the candidate solution in the current search space, and select the best individual from the current candidate solution and the opposite solution for the next iteration. The opposition-based learning strategy can significantly improve the search ability of random search, and has been widely studied once it is proposed. For example, some scholars applied opposition-based learning to particle swarm optimization [22] , [23] and differential evolution algorithms [24] to help the algorithm broaden the search space and enhance the robustness. The relevant definitions of opposition-based learning are as follows:
as:
is a point in the n-dimensional space, and
The initial population selection of the basic FPA is random and can't use the information in the search space. The choice of the initial population usually determines whether the algorithm can search for the correct and effective direction earlier and whether the algorithm can converge more quickly. In the absence of prior knowledge, the diversity and quality of the initial population should be increased as much as possible, which not only improves the efficiency of the algorithm, but the quality. In our proposed method, the opposition-based learning strategy is applied to the initialization stage of the pollination algorithm to increase the pollen diversity while optimizing the initial selection of pollen population.
If the population size of the flower pollination algorithm is N , the dimension of the solution is D, and the search space is [a, b] . The initial population obtained by the generalized opposition-based learning strategy is {P * 1 , P * 2 , · · · P * n }, x ij is the value of the i-th pollen individual in the j-th dimension, x * ij is the opposite solution of x ij , a j (t) and b j (t) represent the minimum and maximum values of the j-th dimension in current population. The related calculations are as follows.
B. DYNAMIC SWITCHING PROBABILITY
The switching probability P determines whether the algorithm performs a global search or a local search, which controls the balance between the global exploration and local development. The P in FPA is a fixed value. In order to increase the flexibility and adaptability of the algorithm, we proposes a dynamic switching probability, which can dynamically determine the switch probability based on the number of iterations. The literature [19] has proved that when P is set to 0.8, the algorithm has the best optimization effect. Draa A et al analyzed the performances of the basic flower pollination algorithm with values of the switch parameter P, they set three dimensions of benchmarks: D = 10, D = 30, D = 50 and make experiments on 28 test functions, they finally opt for using the switch parameter value P = 0.8, since it gave better results. In order to ensure the validity of the dynamic switching probability, we set the initial switching probability to 0.8 and decreases with the increase of the number of iterations, as shown in (11) . That is, at the beginning of the algorithm, the global exploration operation is perform with a high probability, and the development ability of the algorithm is enhanced. In the latter stage of the algorithm, the switching probability P decreases, and the probability that the algorithm performs the local pollination operation will increase to improve local development abilities.
C. ADAPTIVE T-DISTRIBUTION
The t-distribution is also called student's t-distribution, and its probability density function is as follows:
where (x) is the gamma function and n is the degree of freedom. When n = 1, the t-distribution is close to Cauchy distribution, when t → ∞, the t-distribution is close to Gaussian distribution. The probability density curve of t-distribution with different degree of freedom is shown in Figure 1 . As the degree of freedom increases, the t-distribution is closer and closer to the X-axis, the peak is getting higher and higher, and the overall transition is from approaching the Cauchy distribution to approaching the Gaussian distribution. When t is small (Cauchy), the distribution peak is relatively low, and the distribution changes more slowly from peak to both ends. When t gradually increase (Gauss), the peak of the distribution increases, and the distribution gradually intersects the coordinate axis. The global update mechanism of the basic pollination algorithm only considers the global optimal pollen position and the current pollen position, and makes the Levy distribution with the global optimal position. This update mechanism can make the algorithm converge to the global optimal solution quickly, but in the early stage, the population diversity is limited, which makes it easy to stagnate prematurely and fall into local optimum. Therefore, we perform t-distribution variation on the optimal solution when find the current global optimal solution in each iteration. The degree of freedom is set to the current number of iterations, and as the number of iterations changes, the variation characteristics gradually change. At the beginning of the iteration, the t-distribution approximates the Cauchy distribution. The algorithm has a good global exploration ability, the diversity of the population increases, and the ability to jump out of the local optimum is also enhanced; When the number of iterations is large in the late iteration, the tdistribution variation approximates the Gaussian variation, the local development performance is enhanced, and the quality of the solution is also improved.
D. IMPLEMENTATION STEPS OF OTAFPA
According to the above analysis, the specific steps of OTAFPA are as follows.
Step 1: Initialize parameters. such as pollen population number N , maximum iteration number N i ter, initial switching probability P, dimension D, search space [a, b]
Step 2: Randomly initialize the position of the flower individual in the solution space
Step 3: Find the opposite solution of the initial solution according to the general opposition-based learning strategy shown in equations (7), (8), (9), and (10).
Step 4: calculates the fitness value corresponding to each solution, selects the N best pollens from the random solution and the opposite solution as the initial population, and obtain the current global optimal flower.
Step 5: Determine whether the condition p > rand is satisfied. If it is satisfied, use equation (1) to perform a global search, otherwise, perform a local search according to equation (5) .
Step 6: Calculate the fitness value of the pollen individual and store the optimal pollen individual and its fitness value.
Step 7: Perform the t-distribution variation for the current global optimal solution, and set the degree of freedom is the current number of iterations. If the variation solution is better than the current solution, update the global optimal solution and the optimal value, otherwise keep it unchanged.
Step 8: Dynamically update the switch probability according to equation (11) .
Step 9: Determine if the termination condition is met. If satisfied, turn to step 10, otherwise turn to step 5.
Step 10: Output the global optimal solution.
E. ANALYSIS OF TIME COMPLEXITY
The size of the pollen group is N , the number of iterations is N _iter, and the dimension is D. According to the algorithm steps in Section III, the time complexity analysis is as follows: the time complexity of getting initial solution by using the opposition-based learning in step 3 and the time complexity of finding the current optimal pollen in step 4 are O (N · D) ; For the t-distribution mechanism of step 7 and the dynamic update mechanism of step 8, the time complexity are O(N · D · MaxIter) too. Therefore, the time complexity of OTAFPA is consistent with FPA, and does not increase the overhead of the algorithm, which indicating the feasibility of the OTAFPA algorithm.
IV. SIMULATION EXPERIMENTS AND RESULTS ANALYSIS A. THE TEST FUNCTION AND RELATED PARAMETER SETTINGS
In order to verify the effectiveness of the OTAFPA algorithm, we selected 8 test functions to evaluate its performance. The relevant spatial dimensions, search range, optimum and peak information of these 8 functions are shown in Table 2 , in which, F1∼F3 are high-dimensional unimodal functions, F4∼F6 are high-dimensional multimodal functions, F7 and F8 are low-dimensional functions. We use the average value of 20 independent experiments as the final result to reduce the impact of randomness of the algorithm on experimental performance. For the FPA, the switching probability p is set to 0.8, λ is set to 1.5 and N is set to 30; For the OTAFPA, the initial switch probability p is set to 0.8, λ is set to 1.5 and N is set to 30.
B. EXPERIMENTAL DESIGN
We will analyze the performance of the algorithm from both the effectiveness and the practicality. For the effectiveness of the algorithm, we propose three comparative experiments: (1) Optimizing performance analysis, that is, fixed the number of iterations, comparing the precision of the FPA with OTAFPA; (2) Convergence analysis, that is, fixed accuracy, comparing the average convergence times and convergence rate of FPA and OTAFPA; (3) Algorithm validity analysis, that is, comparing the OTAFPA algorithm with the improved flower pollination algorithm in other literatures. For the practicality of the algorithm, we apply the OTAFPA to the field of user identity resolution in online social networks and analyze its performance.
1) Performance analysis of fixed iteration times
In order to compare the precision of the OTAFPA at a fixed number of iterations, the results of the two algorithms on 8 test functions are compared. We set the maximum number of iterations to 500, Table 3 gives the maximum, minimum, mean and standard deviation of the different test functions for the two algorithms. From the results in the Table 3 , the OTAFPA algorithm has better search capabilities, no matter it is a single-peak or multipeak function. It's much more accurate, where the function F1 F4 F6 F7 F8 can reach the theoretical optimal value, the solution on the function F2 F3 F5 also show a clear advantage. The evolution curves of 8 test functions under the FPA and OTAFPA, OTAFPA-OBL, OTAFPA-DSP and OTAFPA-TD are shown in Figure 2-9 . The abscissa represents the number of iterations and the ordinate represents the average optimal fitness value. For the six functions that with a theoretical optimal value of 0, we use the fitness value as a logarithmic representation of the base 10 to visually reflect the optimization effect and convergence speed of the algorithm, where the blue line represent the basic FPA algorithm, pink line represent the OTAFPA, the OTAFPA-OBL is a variant algorithm by eliminating the opposition based learning strategy based on the OTAFPA algorithm, the OTAFPA-DSP and OTAFPA-TD are two variant algorithms by eliminating dynamic switching probability and adaptive t-distribution strategy respectively. From the overall trend of the 8 figures, the traditional FPA will have an early stagnation phenomenon with the increase of the number of iterations. Our proposed OTAFPA has significantly improved the optimization accuracy and convergence performance. For high-dimensional complex functions, OTAFPA can approach the theoretical optimal value with fewer iterations, which indicate the effectiveness of adding opposition-based learning strategy during initialization in OTAFPA. For the functions F1, F4, F6, F7 and F8, the algorithm OTAFPA has reached the theoretical optimal value, and for the functions F2, F3 and F5, the precision of the solution has a higher improvement in magnitude, which indicate that the dynamic switching probability does play an optimization role in balancing global search and local search and improved the performance of the algorithm. This view can also be seen by the comparison of the curve OTAFPA-DSP, OTAFPA-OBL and OTAFPA-TD. In addition, the FPA algorithm is not rational in terms of convergence speed or optimization precision, the algorithm cannot successfully find the theoretical optimal value within a small number of VOLUME 7, 2019 iterations. The OTAFPA introduces the t-distribution factor, which can effectively help the algorithm jump out of the local optimum and increase the search space of the algorithm. For example, the functions F2, F4, F6, F7 and F8 are most obvious on the evolution curve, the algorithm jumps out of the local extremum multiple times and gradually approaches the optimal value. From the evolutionary curves of the three variants of OTAFPA algorithm, all three strategies have improved the performance of the FPA algorithm to varying degrees. Compared to the curve OTAFPA-TD, OTAFPA-DSP and OTAFPA-OBL always converge faster.
2)performance analysis of fixed-precision To explain the convergence of OTAFPA in detail, we set a fixed convergence precision, and run each high-dimensional test function 20 times independently at a fixed-precision to get the average convergence speed and convergence rate, then compare the results with the FPA algorithm, GMPFPA, PFPA and GMFPA in [17] . The comparison results under fixedprecision are shown in Table 4 . Among them, the Convergence Rate = the number of iterations to achieve a fixed precision / the total number of iterations, the setting of each parameter is the same as the Section IV, the maximum number of iterations is set to 2500, if the iterations exceeds 2500, it is considered that the optimization fails and represented by ''-''. It can be seen from Table 4 that the average convergence iterations of the OTAFPA is significantly smaller than the GMPFPA, the PFPA, the GMFPA and the FPA when the optimization precision is fixed., and the convergence rate have reached 100%. For functions F4 and F6, in the case that the FPA and PFPA algorithms fail to be optimized, OTAFPA converges to the fixed precision with an average of 139.35 and 264.18 times of iterations, and is much lower than the GMPFPA and GMFPA. For the functions F1, F2, F3 and F5, although the convergence rate of the GMPFPA, PFPA and GMFPA have reached 100%, the average convergence iterations are much larger than the OTAFPA. The evolutionary curve of 8 functions and Table 4 show that the convergence speed and robustness of OTAFPA are significantly improved.
3)Comparison with other literature algorithms We compared OTAFPA with SMASFPA in [15] , GMPFPA in [17] , ALFPA in [18] , and MOFPA in [19] . The test functions are all from the Section IV. The experimental parameters of the OTAFPA are the same as those in Section IV. The experimental data for the SMASFPA, GMPFPA, ALFPA and AMMFPA are derived from the corresponding references. The results are shown in Table 5 , where ''-'' indicates that the document does not give the relevant data. It can be seen from Table 5 that compared with GMPFPA, ALFPA and MOFPA, OTAFPA shows obvious advantages in optimization performance, the precision of mean fitness value are better than other algorithms.. Compared with SMASFPA, OTAFPA has a significant improvement in the precision on the multi-peak functions F1, F2, F4, F5 and F6, For function F3, although its optimization performance slightly worse than the SMASFPA algorithm, but the precision is significantly improved compared to several other algorithms. For the unimodal function, OTAFPA achieves the theoretical optimal value on both F7 and F8, which fully demonstrates that the improved algorithm has better search ability and higher convergence precision, and has the ability to jump out of local optimum.
In order to verify the optimization performance of the proposed OTAFPA, we make a set of comparison experiment with other heuristic algorithms-four heuristic algorithms OTAFPA, FPA, PSO, FOA and DE are placed in the same figure for comparison.
We take the average of 20 independent operations as the final result and set the number of iterations to 500. The convergence curve of the algorithm in 8 different test functions is shown in Figure 10 -17. As can be seen from Figures, in most functions, the OTAFPA algorithm has higher optimization accuracy and faster convergence speed. Although the PSO algorithm and the FOA algorithm show better performance on some functions, they are not applied to every test function, which is most obvious in Figure 15 and Figure 16 . On the contrary, OTAFPA shows the best adaptability and can approach the theoretical optimal value of each test function. In summary, OTAFPA algorithm improves the optimization ability, and is effective. 
4)Application Analysis of OTAFPA Algorithm in user identification cross social networks
In order to further verify the validity and feasibility of the proposed algorithm, the OTAFPA is used to solve the problem of user identification across online social networks. The technique of user identification in social network can be divided into two categories: based on supervised and unsupervised learning. The supervised learning requires a pre-marked training data as the basis for decision making. The experimental data we used was from the dataset provided by Sergey et al. [25] , which consisted of 16 network pairs of Facebook and Twitter, and was labeled. The properties of these profiles include Twitter and Facebook profile numbers, the similarity between two profiles, similarity of user names, similarity of URLs, binary energies computed for Facebook and Twitter graphs, connection information between users and the information whether the two profiles matched. The relevant statistics for the data set are shown in the table 6:
For the connection information in the dataset, we use the Jaccard's coefficient method to measure the similarity between the connections, and make a small change to the connection that across the network. For v 0 ∈ V 0 and v 1 ∈ V 1 represent users from two different networks, and user s belongs to the anchor nodes, that is, s ∈ S seed , f v 0 ∈ F V 0 and f v 1 ∈ F V 1 respectively represent the friend collection of user v 0 and user v 1 , then the formula of Jaccard's coefficient for cross-network is as follows: For the problem of the user identification, we regard it as a Binary Classification. Through the given data, by using the self-learning function of back propagation(BP) neural network to determine whether users match. BP neural network has been widely used by scholars because of its strong learning ability, flexible modeling ability and large-scale parallel computing ability, and is widely used in image processing [26] , economic forecasting [27] , network classifier [28] and other fields. The traditional BP neural network adjusts the weights and thresholds by using the gradient descent method. Therefore, the selection of initial weights and thresholds plays a crucial role in the network, especially for highdimensional and redundant data. If the initial value is not well selected, it will easily lead to the training result falling into local optimum, thus limiting the generalization ability and learning ability. The OTAFPA algorithm we proposed in the paper has simple structure, few parameters, high convergence speed and can effectively jump out of local optimum. Therefore, the OTAFPA algorithm can be used to optimize the weight and threshold of BP neural network. The number of input layer nodes of BP neural network is n, the number of hidden layer nodes is m, and the number of output layer nodes is s, that is, the structure of BP neural network is:n − m − s, and select the Sigmoid function f (x) = 1/(1 + e −x ) as the activation function of BP neural network.
First, the data should be normalized to avoid a large amount of data entering the saturation region. Normalization is using the (14) , where X min and X max represent the maximum and minimum values in the training data.
For the coding form of the pollen individual, we use the real-coded form to represent the individual pollen as the link weight and threshold of the neural network. Suppose the weight matrix between the input layer and the hidden layer is:
The threshold vector of the hidden layer is:
The weight matrix from the hidden layer to the output layer is:
The threshold vector from the hidden layer to the output layer is:
The coding form of the individual pollen is:
The evaluation criteria of BP neural network are usually taken from the mean square error (MSE) between the actual output of the network and the expected output. Generally, the smaller the value of MSE, the better the performance of the network, so, we set the fitness function in the pollen algorithm to the function shown in (20) , Where N is the number of input samples, y i is the actual output value of the i-th sample, andŷ i is the expected output value of the i-th sample.
Using the processed Bartunov's data to verify the effectiveness of the OTAFPA in practical applications. We compared the standard BP neural network, the improved BP neural network based on FPA and the improved neural network based on OTAFPA. The experimental parameters for the pollen algorithm are same as the Section IV, training times set to 500, and each method runs 30 times independently on the data set. The network performance is shown in Table 7 . It can be seen from Table 7 that the average running time of FPA-BP and OTAFP-BP is longer than that of the standard BP, because those two algorithms will run the pollination algorithm and the BP algorithm at each training, which will increase the running time. However, the MSE of the BP neural network that improved by the pollination algorithm has been significantly reduced, and the classification performance is greatly improved. For our proposed OTAFPA, the improvement on BP neural network performance is most obvious, with smaller MSE and higher classification precision rate, which fully demonstrates the effectiveness of OTAFPA algorithm in practical applications.
To further illustrate the impact of the OTAFPA on user identification, we compared several other classifiers. The comparison results are shown in the table 8. We select the commonly used precision, recall and F1-score to investigate the performance of the algorithm, they are defined as follows:
In which tp represents the correct profile pairs that are matched by the algorithm, fp represents the pairs that are matched by the algorithm but not actually belong to the same person. fn refers to the pairs that not identified by the algorithm but originally matched. F1 − score is a comprehensive index, which is the compromise of the precision and recall, the higher the value, the better the performance of the algorithm. Seen from Table 8 , Naive Bayes is a model based on the premise that the attributes are independent of each other, it is necessary to know the prior probability, and the higher classification error rate leads to lower precision; The C4.5 decision tree tends to ignore the correlation between attributes and is prone to over-fitting, resulting in a low recall rate; Based on several experimental results, the average performance of BP neural network is relatively good, but the BP neural network improved by OTAFPA shows better performance, and has improved obviously in precision and recall rate, which can effectively identify the same user across social networks.
In contrast, we conducted a comparative experiment to verify the effectiveness of the proposed algorithm in the identification of user identity. The data are from two large and popular social networks, Sina Weibo, and today's headlines. Sina Weibo is a public and open communication platform for leisure entertainment and information sharing. Today's headline is not only a news client, but also a recommendation engine product. It can provide personalized recommendations based on the user's interests, career, age, or other information. Both websites allow users to comment, follow, and forward the content that they are interested in. The data in our experiment comes from 2000 users' personal basic information as well as their dynamic information of 6 months (from May 2, 2017 to November 2, 2017), including the user's comments, likes, forwards, and posts. Marked user pairs that belong to the same person in the two sites. Construct a training set and a test set using the labeled user pair. The ratio of the positive and negative samples is set to 1:1, and the ratio of the training set and the test set is set to 3:1. We did a same experiment as the Bartunov dataset. The experimental results are shown in Table 9 . On the dataset we crawled, OTAFPA also showed better superiority and achieved the identification with high accuracy and recall rate.
V. CONCLUSION AND FUTURE WORKS
In view of the shortcomings of the basic flower pollination algorithm, we add an opposition-based learning strategy to optimize the initial pollen population, so that the solution approaches the global optimal solution with a higher probability. In order to balance the global search and the local search, the dynamic switching probability is introduced on the basis of the original algorithm, which increases the flexibility and adaptability of the algorithm. When getting the current global optimal solution, the T-distribution variation is used to create a new search direction, which increases the diversity of the population and helps the algorithm to jump out of the local optimum. Through the simulation experiments on 8 classical test functions and the time complexity and convergence analysis of OTAFPA, the effectiveness of OTAFPA in avoiding premature convergence and jumping out of local optimum is verified. Compared with FPA and the algorithms in other references, OTAFPA has significant improvement in global search ability, convergence speed and optimization precision. In practical applications, OTAFPA can effectively optimize the initial weights and thresholds of BP neural networks, and shows better performance and application effects in the problem of user identification across social networks. In future, We will conduct more detailed research and testing on algorithms from a higher dimension and a larger scale, and apply the algorithm to the field of user influence analysis in social network.
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