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Abstract
We study decentralized asynchronous multiagent optimization over networks, modeled as static (pos-
sibly directed) graphs. The optimization problem consists of minimizing a (possibly nonconvex) smooth
function–the sum of the agents’ local costs–plus a convex (possibly nonsmooth) regularizer, subject to
convex constraints. Agents can perform their local computations as well as communicate with their
immediate neighbors at any time, without any form of coordination or centralized scheduling; further-
more, when solving their local subproblems, they can use outdated information from their neighbors. We
propose the first distributed asynchronous algorithm, termed ASY-DSCA, that converges at an R-linear
rate to the optimal solution of convex problems whose objective function satisfies a general error bound
condition; this condition is weaker than the more frequently used strong convexity, and it is satisfied
by several empirical risk functions that are not strongly convex; examples include LASSO and logistic
regression problems. When the objective function is nonconvex, ASY-DSCA converges to a stationary
solution of the problem at a sublinear rate.
1 Introduction
We consider the following general class of (possibly nonconvex) multiagent problems:
min
x∈K
U(x) ,
∑
i∈[I]
fi(x) +G(x), (P)
where [I] , {1, . . . , I} is the set of agents in the system, fi : Rn → R is the cost function of agent i,
assumed to be smooth but possibly nonconvex; G : Rn → R is convex possibly nonsmooth; and K is a closed
convex subset of Rn. Instances of Problem (P) have found a wide range of applications in machine learning,
particularly in supervised learning, such as logistic regression, support-vector machine, generalized linear
regression, neural networks, and their regularized counterparts such as LASSO. In these problems, each fi
is the empirical risk that measures the mismatch between a model to be learnt, parameterized by x and
the data set belonging only to agent i. The individual agents thus cannot access to the overall global risk
function F ,
∑I
i=1 fi. G and K plays the role of regularization that restricts the solution space to promote
some favorable structure, such as sparsity.
Classic distributed learning typically subsumes a master-slave computational architecture wherein the
master nodes run the optimization algorithm gathering the needed information from the workers. In this
context, centralized optimization methods, such as the (proximal) gradient descent, can be readily imple-
mented to solve Problem (P): each worker computes its local gradients and the master node updates the
optimization variable x based upon the reception of the information from the workers. In contrast, in this
paper, we consider a decentralized learning architecture modeled as a general directed graph that lacks a
central controller/master node (see Fig. 1). Each node can only communicate with its intermediate neighbors.
Hence centralized algorithms cannot be immediately implemented.
Decentralized learning over graphs arises naturally when data has a widespread spatial distribution.
Examples include resource allocation, swarm robotic control, social media data analysis, and multi-agent re-
inforcement learning [19,44]. Even in scenarios where both architectures are available, decentralized learning
has the advantage of being robust to single point failure and being communication economic (on the busiest
node) [17].
1
f2(·)
f3(·)fI(·)
fi(·)
f1(·)
x
x
x
x
x
∇f1(x)
∇f2(x)
∇f3(x)
∇fi(x)
∇fI(x)
∇f4(x)f1(·) f2(·) f3(·
fi(·)
Figure 1: Master-slave (upper panel) vs. de-
centralized (lower panel) architecture.
As the problem and network size scale, synchronizing the
entire mutiagent system becomes inefficient or infeasible. Syn-
chronous schedules require a global clock, which is against the
gist of removing the central controller for a decentralized op-
timization. This calls for the development of asynchronous
decentralized learning algorithms. In addition, asynchronous
modus operandi brings also benefits such as mitigating com-
munication and/or memory-access congestion, saving resources
(e.g., energy, computation, bandwidth), and making algorithms
more fault-tolerant. Therefore, asynchronous decentralized al-
gorithms have the potential to prevail in large scale learning
problems.
In this paper we consider a fairly general decentralized
asynchronous setting, namely: (i) Agents can perform their
local computations as well as communicate (possibly in paral-
lel) with their immediate neighbors at any time, without any
form of coordination or centralized scheduling; and (ii) when
solving their local subproblems, they can use outdated infor-
mation from their neighbors, subject to arbitrary but bounded
delays. As discussed below, we are not aware of any provably convergence scheme applicable to (P) in
the envisioned decentralized asynchronous setting. This paper fills this gap and introduces ASY-DSCA, an
decentralized asynchronous algorithm for Problem (P). Our major contributions are:
• Algorithmic design: ASY-DSCA is applicable to Problem (P) in the presence of nonconvexity and
nonsmoothness/constraints. To our knowledge, none of existing decentralized asynchronous methods
can deal with these two challenges at the same time (see discussion on related works below);
• Convergence rate: we establish an R-linear convergence rate to an optimal solution of (P) without
requiring strongly convexity of F , but only the Luo-Tseng error bound condition [21]. This is a much
weaker assumption and allows us to obtain for the first time provably linear convergence algorithms
for highly dimensional empirical risks such as (non strongly convex) quadratic or logistic losses. We
remark that this result is new also in the context of synchronous decentralized methods. For general
nonconvex F , a sublinear convergence rate is established.
Related works: The literature on asynchronous methods is vast; based upon agents’ activation rules
and assumptions on delays, existing algorithms can be roughly grouped in three categories. 1) Algorithms
in [6,16,18,37–39] tolerate delayed information but require synchronization among agents, thus fail to meet
the asynchronous requirement (i) above. 2) On the other hand, schemes in [2, 11–13, 25, 40, 42] accounts
for agents’ random (thus uncoordinated) activation; however, upon activation, they must use the most up-
dated information from their neighbors and hence fail to meet requirement (ii). 3) Asynchronous activations
and delays are considered in [15, 22, 28, 41, 46] and [1, 3, 8, 26, 35], with the former (resp. latter) schemes
employing random (resp. deterministic) activations. Some restrictions on the form of delays are imposed.
Specifically, [3,15,22,46] can only tolerate packet losses (either the information gets lost or is received with no
delay); [1] handles only communication delays (eventually all the transmitted information is received by the
intended agent); and [28,41] assume that the agents’ activation and delay as independent random variables,
which is not realistic and hard to enforce in practice [5]. The only schemes we are aware of that meet both
(i) and (ii) are those in [26,35], but they consider only smooth unconstrained problems. Furthermore, all the
aforementioned algorithms but [15, 35] are designed only for convex objectives U .
Referring to convergence rate guarantees, none of the aforementioned methods is proved to converge linearly
in the asynchronous setting and when applied to nonsmooth constrained problems in the form (P). Further-
more, even restricting the focus to synchronous distributed methods or smooth unconstrained instances of
(P), we are not aware of any distributed scheme that provably achieves linear rate without requiring U to
be strongly convex; we refer to [33] for a recent literature review on the topic. In the centralized setting,
linear rate can be proved for first order methods under the assumption that U satisfies some error bound
conditions, which are weaker than strongly convexity; see, e.g., [4,14,21,43]. However, it is unclear whether
such results can be extended to (asynchronous) decentralized methods. In this paper we provide a positive
answxer to this open question.
2
2 Problem setup
We study Problem (P) under the following standard assumptions.
Assumption 1. The following hold:
(i) The set K ⊂ Rn is nonempty, closed, and convex;
(ii) Each fi : O → R is proper, closed and l-smooth, where O ⊃ K is open; F is L-smooth with L , I · l;
(iii) G : K → R is convex but possibly nonsmooth; and (iv) U is lower bounded on K.
Note that each fi need not be convex, and each agent i ∈ [I] knows only its own fi but not
∑
j 6=i fj .
The regularizer G and the constraint set K are common knowledge to all agents. To collaboratively solve
Problem (P), agents need to leverage message exchanging over the network.
We consider a fully decentralized environment where the communication network of the agents is modeled
as a fixed, directed graph G , (V , E). V , [I] is the set of nodes (agents), and E ⊆ V × V is the set of
edges (communication links). If (i, j) ∈ E , it means that agent i can send information to agent j. We
assume that the digraph does not have self-loops. We denote by N ini the set of in-neighbors of agent i, i.e.,
N ini , {j ∈ V | (j, i) ∈ E} while N outi , {j ∈ V | (i, j) ∈ E} is the set of out-neighbors of agent i. We make
the following standard assumption on the graph connectivity.
Assumption 2. The graph G is strongly connected.
2.1 Case study: Collaborative supervised learning
A typical application of the above described decentralized optimization Problem (P) is collaborative super-
vised learning with training data set {(us, ys)}s∈D, where us is the input feature vector and ys is the outcome
associated to item s. In the decentralized setting, the data set D is partitioned into I subsets {Di}i∈[I], each
of which belongs to an agent in [I]. The goal is to learn a mapping p(· ;x) parameterized by x ∈ Rn using
all samples in D by solving minx∈K 1|D|
∑
s∈D ℓ (p(us;x), ys) + G(x), wherein ℓ is a loss function that mea-
sures the mismatch between p(us;x) and ys; and G and K play the role of regularizing the solution. This
problem is an instance of (P) with fi(x) ,
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|D|
∑
s∈Di ℓ (p(us;x), ys). Specific examples of loss functions and
regularizers are give next.
1) Elastic net regularization for log linear models: ℓ (p(us;x), ys) , Φ(u
⊤
s x) − ys · (u⊤s x) with Φ
convex, us ∈ Rn and ys ∈ R; G(x) , λ1 ‖x‖1+λ2 ‖x‖22 is the elastic net regularizer, which reduces to LASSO
regularizer if (λ1, λ2) = (λ, 0) or ridge regression regularizer if (λ1, λ2) = (0, λ).
2) Sparse group LASSO [10]: The loss function is the same as that in example 1) with Φ(t) = t2/2;
G(x) =
∑
S∈J wS ‖xS‖2 + λ ‖x‖1, with J a partition of the set [n].
3) Logistic regression: ℓ (p(us;x), ys) , ln
(
1 + e−ys·u
⊤
s x
)
; popular choices of G(x) are G(x) , λ ‖x‖1
and G(x) , λ ‖x‖22. The constraint set K is assumed to be bounded (or the iterates generated by the used
algorithm provably stay in a bounded set).
For large scale data sets, solving such learning problems is computationally challenging even if F is convex.
When the problem dimension n is larger than the sample size |D|, the Hessian of the global loss (empirical
risk) function F is typically rank deficient and hence F is not strongly convex. Linear convergence rate for
decentralized methods, however, is established under strong convexity. It is unclear whether such a fast rate
can be achieved under less restrictive conditions, still embracing popular high-dimensional learning problems
as those mentioned above. We show next that a positive answer to this question can be obtained leveraging
error bound conditions, introduced in the optimization literature for centralized solution methods.
2.2 Error bound conditions
Define the proximal mapping of function G as proxG(x) , argminy∈KG(y) +
1
2 ‖y − x‖22.
Assumption 3 (Error-bound condition [21, 27, 30]). Let K∗ denote the set of stationary solutions of (P),
and dist(x,K∗) , miny∈K∗ ‖x− y‖. The following conditions hold:
(i) F is convex;
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(ii) For any η > infx∈K U(x), there exists ǫ, κ > 0 such that
U(x) ≤ η,
‖x− proxG(x−∇F (x))‖ ≤ ǫ
}
⇒ dist(x,K∗) ≤ κ ‖x− proxG(x−∇F (x))‖ .
Assumption 3(ii) is a local growth condition on U around K∗, crucial to prove linear rate. Note that
for convex F , condition 3(ii) is equivalent to other renowned error bound conditions, such as the Polyak-
 Lojasiewicz [20, 29], the quadratic growth [7], and the Kurdyka- Lojasiewicz [4] conditions.
Invoking [36, Theorem 4] and [43, Theorem 1], one infers that Assumption 3 holds, e.g., for functions U
in the form U(x) = F (x) +G(x), with the following F and G:
a. F (x) = h(Ax) is L-smooth, where h is strongly convex and A is any linear operator;
b. G is either a polyhedral convex function (i.e., its epigraph is a polyhedral set) or has a specific separable
form as1 G(x) =
∑
S∈J wS ‖xS‖2 + λ ‖x‖1, where J is a partition of the set [n] and λ and wS ’s are
nonnegative weights;
c. U(x) is coercive.
It follows that all examples listed in Section 2.1 (with Φ smooth and strongly convex) satisfy Assumption 3.
In the next section, we introduce a distributed asynchronous algorithm for (P) that achieves linear rate under
the above error bound condition.
3 Algorithmic development
Solving Problem (P) over a general mesh network poses the following challenges: i) U is nonconvex/nons-
mooth and thus can be hard to efficiently optimize; ii) each agent i only knows its local loss fi but not the
global F ; and iii) the agents perform updates in an asynchronous fashion.
In order to address these challenges, we develop our algorithm building on SONATA [32], which to our
knowledge is the only synchronous decentralized algorithm for Problem (P) (over time-varying networks)
capable to handle challenges i) and ii). Moreover, when employing a constant step size, it converges linearly
to the optimal solution of (P) when F is strongly convex; and sublinearly to the set of stationary points of
(P), when F is nonconvex. We begin briefly reviewing SONATA.
3.1 Preliminaries: the SONATA algorithm
Each agent i maintains a local variable xi as estimate of the common optimization variable x. The agents
in parallel update their xi’s in order to converge to a consensual stationary solution x
∗ of (P). The specific
procedure put forth by SONATA is given in Algorithm 1 and briefly described next.
(S.1): Local optimization. At each iteration k, every agent i locally solves a strongly convex approx-
imation of Problem (P) at xki , as given in (1a), where f˜i : K × K → R is a so-called SCA surrogate of fi,
that is, satisfies Assumption 4 below. The second term in (1a), (Iyki −∇fi(xki ))⊤
(
x− xki
)
, serves as a first
order approximation of
∑
j 6=i fj(x) unknown to agent i, wherein Iy
k
i tracks the sum gradient
∑I
j=1∇fj(xki )
(see step (S.3)). We then employ a relaxation step (1b) with step size γ.
Assumption 4. f˜i : K ×K → R satisfies:
(i) ∇f˜i(x;x) = ∇fi(x) for all x ∈ K;
(ii) f˜i(·; y) is uniformly strongly convex on K with constant µ˜ > 0;
(iii) ∇f˜i(x; ·) is uniformly Lipschitz continuous on K with constant l˜.
The choice of f˜i is quite flexible. For example, one can construct a proximal gradient type update (1a) by
linearizing fi plus a proximal term; if fi is a DC function, f˜i can retain the convex part of fi while linearizing
the nonconvex part. We refer to [9] for more details on the choices of f˜i.
(S.2): Consensus. We rely on gossiping among the agents in the network to force consensus on the
local variable xi. Specifically, after the local optimization step, each agent i performs a consensus update (2)
with mixing matrix W = (wij)
I
i,j=1 satisfying the following assumption.
1We use xS to denote the vector whose component i is xi if i ∈ S, and 0 otherwise.
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Algorithm 1 SONATA
Data: For all agent i and ∀j ∈ N ini , x0i ∈ Rn, z0i = y0i = ∇fi(x0i ), φ0i = 1. Set k = 0.
1: While: a termination criterion is not met, each agent i ∈ [I] do
2: (S.1) Local optimization:
x˜ki = argmin
x∈K
{
Ûi
(
x;xki , I y
k
i −∇fi(xki )
)
, f˜i(x;x
k
i ) + (I y
k
i −∇fi(xki ))⊤
(
x− xki
)
+G(x)
}
,
(1a)
vk+1i = x
k
i + γ
(
x˜ki − xki
)
. (1b)
3: (S.2) Consensus:
xk+1i = wiiv
k+1
i +
∑
j∈N ini
wijv
k+1
j . (2)
4: (S.3) Gradient tracking:
z
k+ 1
2
i = z
k
i +∇fi(xk+1i )−∇fi(xki )
φk+1i =
I∑
j=1
aijφ
k
j , z
k+1
i =
I∑
j=1
aijz
k+ 1
2
j , y
k+1
i =
zk+1i
φk+1i
.
(3)
5: k ← k + 1
Assumption 5. The weight matrices W , (wij)Ii,j=1 and A , (aij)
I
i,j=1 satisfy (we will write M ,
(mij)
I
i,j=1 to denote either A or W and 1 ∈ RI is a vector with all elements being 1):
(i) ∃ m¯ > 0 such that mii ≥ m¯, ∀i ∈ V; mij ≥ m¯, for all (j, i) ∈ E; and mij = 0, otherwise;
(ii) W is row-stochastic, that is, W 1 = 1; and iii) A is column-stochastic, that is, A⊤ 1 = 1.
(S.3): Gradient tracking. This step updates yi by employing a perturbed push-sum algorithm with
weight matrix A satisfying Assumption 5. Several choices for A are available; see, e.g., [31]. This step aims
to track the average gradient (1/I)
∑I
i=1∇fi(xi) via yi. In fact, using the column stochasticity of A and
applying the telescopic cancellation, it is not difficult to check that the following chain of equalities holds:
I∑
i=1
φki = · · · =
I∑
i=1
φ0i = I, (4)
I∑
i=1
zki =
I∑
i=1
zk−1i +
I∑
i=1
∇fi(xki )−
I∑
i=1
∇fi(xk−1i )
= · · · =
I∑
i=1
z0i +
I∑
i=1
∇fi(xki )−
I∑
i=1
∇fi(x0i ) =
I∑
i=1
∇fi(xki ).
(5)
It can be shown that for all i ∈ [I], zki and φki converges to ξki ·
∑I
i=1 z
k
i and ξ
k
i ·
∑I
i=1 φ
k
i , respectively,
for some ξki > 0 [23]. Hence the ratio y
k
i = z
k
i /φ
k
i converges to (1/I)
∑I
i=1∇fi(xki ), employing the desired
gradient tracking.
As pointed out in [35], this ratio consensus property no longer holds when we naively break the synchrony
by letting the agents uncoordinatedly perform the updates (3) using delayed information. In fact, in such an
asynchronous communication environment, packets sent by an agent, corresponding to the summand in (3),
may get lost. This breaks the equality chain (4) and (5). Consequently, the ratio yki cannot correctly track
the average gradient, hence bias the limit point of {xki }k∈N being no longer optimal. To fix this issue, our
approach is to replace step S.3 by the asynchronous gradient tracking mechanism developed in [34,35], leading
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to the ASYnchronous decentralized Successive Convex Approximation algorithm (ASY-DSCA), introduced
in the next section.
3.2 Asynchronous decentralized successive convex approximation (ASY-DSCA)
In ASY-DSCA, all agents update asynchronously and continuously without coordination. This means only
one (or a subset) of the agents will perform computation/communication at a time, and when update, it
can use delayed information from the neighbors. The proposed algorithmic framework is summarized in
Algorithm 2 and described below.
Algorithm 2 ASY-DSCA
Data: For all agent i and ∀j ∈ N ini , x0i ∈ Rn, z0i = y0i = ∇fi(x0i ), φ0i = 1, ρ˜0ij = 0, σ˜0ij = 0, τ−1ij = −D. And
for t = −D,−D+ 1, . . . , 0, ρtij = 0, σtij = 0, vti = 0. Set k = 0.
1: While: a termination criterion is not met do
2: Pick: (ik, dk);
3: Set: τkikj = max(τ
k−1
ikj
, k − dkj ), ∀j ∈ N inik .
4: (S.1) Local optimization:
x˜kik = argmin
x∈K
Ûik
(
x; xkik , I y
k
ik −∇fik(xkik)
)
vk+1
ik
= xkik + γ
(
x˜kik − xkik
)
.
5: (S.2) Consensus: xk+1
ik
= wikikv
k+1
ik
+
∑
j∈N in
ik
wikjv
τk
ikj
j .
6: (S.3) Gradient tracking: yk+1
ik
= F(ik, k, (ρτ
k
ikj
ikj
)j∈N in
ik
, (σ
τk
ikj
ikj
)j∈N in
ik
,∇fik(xk+1ik )−∇fik(xkik))
7: Untouched state variables shift to state k + 1 while keeping the same value; k← k + 1
8: procedure F(i, k, (ρij)j∈N ini , (σij)j∈N ini , ǫ)
9: Sum step:
z
k+ 1
2
i = z
k
i +
∑
j∈N ini
(
ρij − ρ˜kij
)
+ ǫ, φ
k+ 1
2
i = φ
k
i +
∑
j∈N ini
(
σij − σ˜kij
)
10: Push step:
zk+1i = aii z
k+ 1
2
i , φ
k+1
i = aii φ
k+ 1
2
i
ρk+1ji = ρ
k
ji + aji z
k+ 1
2
i , σ
k+1
ji = σ
k
ji + aji φ
k+ 1
2
i , ∀j ∈ N outi
11: Mass-Buffer update: ρ˜k+1ij = ρij , σ˜
k+1
ij = σij , ∀j ∈ N ini
12: return zk+1i /φ
k+1
i .
A global iteration counter k, unknown to the agents, is introduced which increases by 1 whenever a
variable of the multiagent system changes. Let ik be the agent triggering iteration k → k + 1; it mimics the
SONATA algorithm and performs local optimization using its approximation function Ûik , and asynchronous
consensus and gradient tracking using delayed variables sent by its in-neighbors.
(S.1): Local optimization. Agent ik performs its local update according to the SCA procedure as in
SONATA, since all the variables in the optimization are local and thus subject to no delay.
(S.2): Consensus. Because of the asynchrony, agent ik may receive delayed variables sent by its in-
neighbor j ∈ N inik , whose iteration index is denoted by k − dkj . To perform its update, it first sorts the
“age” of all the received variables from agent j since k = 0 and then picks the most recently generated
one. This can be implemented efficiently by maintaining a local counter τikj and recursively updated it as
τkikj = max(τ
k−1
ikj
, k − dkj ). In short, the variables agent ik uses sent from j has iteration index τkikj . Since
the consensus algorithm is robust against asynchrony [35], we simply adopt the update of SONATA [cf. (2)]
and replace vkj by its delayed version v
τk
ikj
j .
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(S.3): Gradient tracking. As already discussed in Section 3.1, the packet loss caused by asynchrony
destroys the sum preservation property of gradient tracking in SONATA. If treated in the same way as the
x variable in (S.2), yi would fail to track the average gradient (1/I)
∑I
i=1∇fi(xi). A natural remedy is to
develop a scheme that guarantees all the “mass” aijzj (aijφj) generated by agent j will be added up by
i, for all i, j ∈ [I], so that the total mass (sum) in the network is invariant under network averaging. To
fulfill this requirement, we let each agent i maintain corresponding to (zi, φi) mass counters (ρji, σji) that
record the cumulative mass generated by i for j ∈ N outi since k = 0. Agent i transmits (ρji, σji) instead of
(ajizi, ajiφi). In addition, agent i also maintains buffer variables (ρ˜ij , σ˜ij) to track the mass counter (ρij , σij)
from j ∈ N ini last processed in its update.
We describe now the update of z and ρ; φ and σ follows similar steps. For notation simplicity, suppose
agent i = ik updates. It first performs the sum step (line10, Alg. 2) using a possibly delayed mass counter
ρ
τkij
ij received from j. By computing the difference ρ
τkij
ij − ρ˜kij , it collects the sum of the aijzj ’s generated by j
that it has not yet added. Agent i then sums them together with a gradient correction term (perturbation)
ǫ = ∇fi(xk+1i ) −∇fi(xki ) to its current state variable zki to form the intermediate mass zk+
1
2
i . Next in the
push step (line 11, Alg. 2) agent i splits z
k+ 1
2
i , maintaining aiiz
k+ 1
2
i for itself and accumulating ajiz
k+ 1
2
i to
its local mass counter ρkji, to be transmit to j ∈ N outi . As the mass counter agent i last processed is ρ
τkij
ij , it
sets ρ˜ij = ρ
τkij
ij (Alg. 2, line 12). Finally, it outputs y
k+1
i =z
k+1
i /φ
k+1
i .
4 Convergence analysis
We study ASY-DSCA under the following assumption on asynchrony.
Assumption 6 (On the asynchronous model). Suppose:
(i) ∃ 0 < T <∞ such that ∪k+T−1t=k it = V, for all k ∈ N+;
(ii) ∃ 0 < D <∞ such that 0 ≤ dkj ≤ D, for all j ∈ N inik and k ∈ N+.
Assumption 6(i) is an essentially cyclic rule stating that within T iterations all agents update, which
guarantees that all of them participate sufficiently often. Assumption 6(ii) requires bounded delay–old
information must be eventually be purged by the system. This asynchronous model is quite general and
imposes no coordination among agents or specific communication/activation protocol.
The convergence of ASY-DSCA is establish under two settings: convex (P) with error bound Assump-
tion 3; and general nonconvex (P). The proofs are quite involved and provided as supplementary material.
Theorem 7 (Linear convergence). Consider (P) under Assumption 1 and 3, and let U⋆ denote the optimal
function value. Let {(xki )Ii=1}k∈N be the sequence generated by Algorithm 2, under Assumption 2, 6, and with
weight matrices W and A satisfying Assumption 5. Then, there exist a constant γ¯cvx > 0 and a solution x
⋆
of (P) such that if γ ≤ γ¯cvx, it holds with some λ ∈ (0, 1) that
‖U(xki )− U(x⋆)‖ = O(λk) and ‖xki − x⋆‖ = O
(
(
√
λ)k
)
, ∀i ∈ V .
Next we consider the nonconvex setting. To measure the progress of ASY-DSCA towards stationarity,
we introduce the merit function MF (x
k) , max
{‖x¯k − proxG(x¯k − ∇F (x¯k))‖2,∑Ii=1 ‖xki − x¯k‖2}, where
x¯k is the average of the xki ’s defined as x¯
k , (1/I) ·∑Ii=1 xki , and proxG is defined in Section 2.2. MF is
a valid merit function since it is continuous and MF (x
k) = 0 if and only if all the xi’s are consensual and
stationary.
Theorem 8 (Sublinear convergence). Consider (P) under Assumption 1 (thus possibly nonconvex). Let
{(xki )Ii=1}k∈N0 be the sequence generated by Algorithm 2, in the same setting of Theorem 7. Given δ > 0, let
Tδ be the first iteration k ∈ N such that MF (xk) ≤ δ. Then, there exists a γ¯ncvx > 0, such that if γ ≤ γ¯ncvx,
Tδ = O(1/δ).
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Figure 2: Left: LASSO on an undirected graph. We set µ˜ = 10 and γ = 0.3 in ASY-DSCA; and α = 0.8 and η = 0.9
in AsyPrimalDual; right: LASSO on a directed graph. We set µ˜ = 10 and γ = 0.1 in ASY-DSCA.
5 Simulation
We test ASY-DSCA on a LASSO problem and a constrained-nonconvex-nonsmooth problem for constructing
an M-estimator over both directed and undirected graphs. The experiments were performed using MATLAB
R2018b on a cluster computer with two 22-cores Intel E5-2699Av4 processors (44 cores in total) and 512GB
of RAM each.
Before presenting the numerical results, we first elaborate the following basic setups: i) Graph construction;
ii)
(i) Graph construction. Undirected graph: An undirected graph is generated according to the Erdos-
Renyi model with parameter p = 0.3 (which represents the probability of having an edge between any
two nodes). Then we generate the weight matrix by the Metropolis-Hasting rule. Directed graph:
We first generate a directed cycle graph to guarantee strong connectivity. Then we randomly add
another 6 out-neighbors for each node. One row-stochastic weight matrix and one column-stochastic
weight matrix are generated using uniform weights.
(ii) Surrogate function of ASY-DSCA. We choose the surrogate function as f˜i(x;x
k
i ) = ∇fi(xki )⊤(x−
xki ) +
µ˜
2 ‖x− xki ‖2.
(iii) Asynchronous model. Agents wakes up according to a random permutation. An agent will send
out information to all its out-neighbors immediately after it finishes its own local update. Each packet
has a random integer traveling time sampled uniformly at random from [1,MaxTravelT ime]. Suppose
T kij is the traveling time of a packet sent from agent j at virtual global iteration k and the packet will
not be available to i until the virtual global iteration k+ T kij . Every agent always uses the most recent
information from its in-neighbors out of those available. We set MaxTravelT ime = 60.
(iv) Comparison with state of arts. We compare ASY-DSCA with AsyPrimalDual [41], which is the
only state-of-art asynchronous decentralized algorithm able to handle nonsmoothness and constraints,
but only over undirected graphs and under restricted assumptions of asynchrony. The comparison is in
terms of communication cost: in ASY-DSCA, each agent transmits 2n+ 1 scalars (namely: v, ρ, and
σ) per iteration whereas on average, each agent in AsyPrimalDual transmits n+ |E|n2I scalars.
5.1 LASSO
The decentralized LASSO problem can be written as
min
x∈Rn
U(x) ,
∑
i∈[I]
‖Mix− bi‖2 + λ ‖x‖1 . (6)
We generate x0 ∈ Rn as a sparse vector with density ∗ n nonzero entries drawn i.i.d. from N (0, 1). Each
entry of Mi ∈ Rr×n is drawn i.i.d. from N (0, 1) and Mi is then normalized by dividing it by its spectral
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Figure 3: Left: m-estimator on an undirected graph. We set µ˜ = 400 and γ = 0.2 in ASY-DSCA; and α = 0.01 and
η = 0.8 in AsyPrimalDual; right: m-estimator on a directed graph. We set µ˜ = 1000 and γ = 0.1 in ASY-DSCA.
norm; we generate bi = Mix0+δi with each entry of δi drawn i.i.d. from N (0, 0.01). We set r = 30, n = 1000,
I = 30, λ = 2 and density = 0.3.
In ASY-DSCA, now we have Ûi(x) = I y
k
i
⊤
(x − xki ) + µ˜2 ‖x − xki ‖2 + λ‖x‖1. The optimality measure
is U
(
1
I
∑
i∈[I] x
k
i
)
− U⋆. All the simulation results are averaged over 20 Monte-Carlo experiments with
different instantiations of the asynchronous process. The parameters are manually tuned to yield the best
empirical performance. The result and the tuning of parameters are reported in Fig. 2.
5.2 M-estimator
In this subsection, we consider the following constrained-nonconvex-nonsmooth problem [45, (17)]:
min
‖x‖
2
≤r
1
|D|
∑
i∈[I]
∑
s∈Di
ρα(u
⊤
s x− ys) + λ ‖x‖1 ,
with ρα(t) = (1 − e−α t2/2)/α being the nonconvex Welsch’s exponential squared loss. We first generate
x0 ∈ Rn as a sparse vector with density ∗ n nonzero entries drawn i.i.d. from N (0, 1) and normalize
x0 by dividing it by its Euclidean norm. Each entry of us ∈ Rn is drawn i.i.d. from N (0, 1); we generate
ys = us
⊤x0+0.1∗ǫs with ǫs i.i.d.∼ N (0, 1). We set |Di| = 10, ∀i ∈ [I], n = 100, I = 30, α = 0.1, r = 2, λ = 0.01
and density = 0.1.
In ASY-DSCA, now we have Ûi(x) = I y
k
i
⊤
(x − xki ) + µ˜2 ‖x− xki ‖2 + λ‖x‖1. The optimality measure is
MF (·), as stated before Theorem 8. All the simulation results are averaged over 20 Monte-Carlo experiments
with different instantiations of the asynchronous process. The parameters are manually tuned to yield the
best empirical performance. The result and the tuning of parameters are reported in Fig. 3.
For all the experiments, the following comments are in order. These curves clearly show that ASY-
DSCA achieves linear rate on instances that are not strongly convex. Furthermore, ASY-DSCA outperforms
AsyPrimalDual in terms of communication cost.
6 Conclusion
We proposed ASY-DSCA, an asynchronous decentralized method for multiagent convex/nonconvex compos-
ite minimization problem over (di)graphs. The algorithm is robust to agents’ uncoordinated activation and
arbitrary but bounded delay profiles. For convex objectives satisfying a general error bound condition but
not strongly convex, we proved that ASY-DSCA achieves an R-linear convergence rate, using a constant
(sufficiently small) step size. Sublinear convergence is also established for nonconvex objectives.
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A Proof-Preliminaries
In this section, we introduce notations to eliminate ambiguity and review some results about the P-ASY-SUM-
PUSH procedure and the perturbed asynchronous consensus procedure in [35], to introduce the concepts of
the consensus error to facilitate further discussion.
A.1 Notations
ei denotes the i-th standard basis vector with all elements zero but the i-th being 1; 1 is a vector with all the
elements being 1 and its dimension will be clear from the context; ‖·‖ is the Frobenius norm when applied
to a matrix and the Euclidean norm when applied to a vector; we use ‖·‖2 to denote the spectral norm of a
matrix.
A.2 Consensus of xi: the perturbed asynchronous consensus procedure
Define xk , [xk1 , · · · , xkI ]⊤, vk , [vk1 , · · · , vkI ]⊤ and ∆xk , x˜kik − xkik , and construct two matrices hk and ∆hk
of size (D + 2)I × n as
hk , [(xk)⊤, (vk)⊤, (vk−1)⊤, · · · , (vk−D)⊤]⊤, ∆hk , eik
(
∆xk
)⊤
,
with vti = 0, for any t ≤ 0 and i ∈ V . Further, we let ∆k = ‖∆hk‖ = ‖∆xk‖.
With this notation, the dynamics of the consensus step in Algorithm 2 can be written as
hk+1 = Ŵ k(hk + γ∆hk), (7)
where Ŵ k is a time-varying augmented matrix satisfying induced by the update order of the agents and the
delay profile. The specific expression of Ŵ k can be found in [35] and is omitted, we only recall the following
properties on Ŵ k that is relevant to the convergence proof.
Lemma 9 ( [35]). Let {Ŵ k}k∈N+ be the sequence of matrices in the dynamical system (7), generated
under Assumption 6, and with W satisfying Assumption 5 (i), (ii). Define K1 , (2I − 1) · T + I · D,
C2 ,
2
√
(D+2)I(1+m¯−K1 )
1−m¯−K1 , η , m¯
K1 and ρ , (1− η) 1K1 . Then we have for any k ≥ 0:
(i) Ŵ k is row stochastic;
(ii) all the entries in the first I columns of Ŵ k+K1−1:k are uniformly bounded below by η;
(iii) there exists a sequence of stochastic vectors {ψk}k≥0 such that: i) for any ℓ ≥ t ≥ 0,
∥∥∥Ŵ ℓ:t − 1ψt⊤∥∥∥
2
≤
C2ρ
ℓ−t; ii) ψki ≥ η for all i ∈ V.
Note that Lemma 9 implies
1ψt
⊤
= lim
n→∞ Ŵ
n:t = ( lim
n→∞ Ŵ
n:t+1)Ŵ t = 1ψt+1
⊤
Ŵ t, (8)
and thus ψt+1
⊤
Ŵ t = ψt
⊤
, ∀t ≥ 0.
Define the weighted average sequence and the consensus error of hk respectively as
xkψ = ψ
k⊤hk and Ekx ,
∥∥hk − 1(xkψ)⊤∥∥ . (9)
We claim that xkψ evolves according to the following dynamics:
xk+1ψ = ψ
0⊤h0 +
k∑
l=0
γψl
⊤
∆hl. (10)
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To see this, applying (7) recursively yields
hk+1 = Ŵn:0h0 +
k∑
l=0
Ŵn:lγ∆hl. (11)
Multiplying the above equality from the left by ψk+1
⊤
and using (8) proves (10).
Taking the difference between (10) and (11) and applying Lemma 9 we arrive at the following bound on
the consensus error Ekx .
Lemma 10 ( [35, Prop. 17]). Under the condition of Lemma 9, the consensus error satisfies
Ek+1x ≤ C2 ρk E0x + C2
k∑
l=0
ρk−lγ∆l. (12)
A.3 Consensus of yi: P-ASY-SUM-PUSH
The gradient tracking step is an instance of the P-ASY-SUM-PUSH algorithm in [35]. Define the stacked
gradient matrix, the average gradient vector and consensus error of yk respectively as
gk = [∇f1(xk1),∇f2(xk2), · · · ,∇fI(xkI )]⊤, g¯k = (1/I) · (gk)⊤1, Eky ,
∥∥ykik − g¯k∥∥ . (13)
Lemma 11. Let {xk, ykik}∞k=0 be the sequence generated by the Algorithm 2 under Assumption 2, 5, and 6.
Then there exists a constant C1 =
4
√
2S(1+m¯−K1)
I η ρ(1−m¯K1 ) such that
Ek+1y ≤ 3C1 l
k∑
l=0
ρk−l
(
Elx + γ∆
l
)
+ C1ρ
k
∥∥g0∥∥ . (14)
Proof. Applying [35, Th. 6] with the identification that
ǫt = ∇fit(xt+1it )−∇fit(xtit) (15)
and
m
k
z =
I∑
i=1
z0i +
k−1∑
t=0
ǫt =
I∑
i=1
∇fi(x0i ) +
k−1∑
t=0
(∇fit(xt+1it )−∇fit(xtit)) (∗)= I · 1I
I∑
i=1
∇fi(xki )︸ ︷︷ ︸
,g¯k
, (16)
we arrive at
Ek+1y ≤ C1
(
ρk
∥∥g0∥∥+ k∑
l=0
ρk−l‖ǫl‖
)
. (17)
where in (∗) we have used xt+1j = xtj for j 6= it. The rest of the proof follows the same argument as [35,
Prop. 18].
In analog to the proof of [35, Lemma 26], using Lemma 10 and 11 we can establish the following result
bounds the square sums,
∑k
t=0(E
t
x)
2,
∑k
t=0(E
t
y)
2, in terms of
∑k
t=0 γ
2(∆t)2.
Lemma 12. Under the setting of Lemma 10 and Lemma 11, we have for any k ≥ 1,
k∑
t=0
(Etx)
2 ≤ cx + ̺x
k∑
t=0
γ2(∆t)2,
k∑
t=0
(Ety)
2 ≤ cy + ̺y
k∑
t=0
γ2(∆t)2
with ̺x ,
2C22
(1−ρ)2 , and ̺y ,
36(C1L)
2(2C22+(1−ρ)2)
(1−ρ)4 . (The expressions of the constants cx and cy are omitted
since they are irrelevant.)
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B Proof of Theorem 7 (convex (P))
We introduce the following quantities that monitor the progress of the algorithm:
∆k = ‖x˜kik − xkik‖, Eko = max
i∈[S]
U(hki )− U∗ –optimality measure; (18a)
Ekx =
∥∥hk − 1 · (xkψ)⊤∥∥ , Eky , ∥∥ykik − g¯k∥∥ –consensus measure; (18b)
Ekt =
∥∥Iykik −∇F (xkik )∥∥2 –tracking error. (18c)
∆k and Eko measure the distance of the x
k
i ’s towards optimality in terms of step length and objective
value. Ekx and E
k
y measures the consensus error of the xi’s and yi’s, respectively. E
k
t measures the tracking
error of yki . All of the quantities vanish when the iterates generated by the algorithm become consensual on
a solution of the Problem (P). The interesting part is that each of the above quantities can be bounded in
terms of others, which plays an important role in proving the R-linear convergence of the algorithm.
The proof is divided into two main steps.
• Step 1: asymptotic convergence. In Section B.1 we prove the following two results (cf. Corol-
lary 14.1): i) all the local copies are consensual in the limit, i.e., limk→∞ Ekx = 0; and ii) the step
length is vanishing, i.e., limk→∞∆k = 0. To this end, we prove in Proposition 14 that
∑k
t=0 γ(∆
t)2 is
O(C +∑kt=0(Etx)2 +∑kt=0(Ety)2) using the descent of the objective function U , where C is some absolute
constant. Combining with Corollary 12 we conclude
∑k
t=0(∆
t)2 < ∞ when the step size γ is sufficiently
small, and the claim follows.
• Step 2: R-linear convergence. In Section B.2 we prove ASY-DSCA converges R-linearly. First of
all, in Section B.2.1, from the asymptotic convergence of the algorithm we deduce the existence of a sufficient
large k¯ such that the tail sequence (xkik )k≥k¯ enters the region of U where the error bound condition is active.
Then in Section B.2.2 and B.2.3 we prove the R-linear convergence under the error bound condition. To this
end, we will prove the following bounds that establish the interplay among the optimality and consensus
measures defined in (18), wherein the constants will be specified afterwards:
Ek+1y ≤ 3C1l
k∑
l=0
ρk−l
(
Elx + γ∆
l
)
+ C1ρ
k
∥∥g0∥∥ (19a)
Ek+1x ≤ C2ρkE0x + C2
k∑
l=0
ρk−lγ∆l, (19b)
Ekt ≤ 8I l2(Ekx)2 + 2I2(Eky )2 (19c)
Ek+1o ≤ C4(γ) ζ(γ)kE0o +
C3(γ)C4(γ)
ζ(γ)
k∑
ℓ=0
ζ(γ)k−ℓEℓt (19d)
(∆k)2 ≤ 1
γ
(
µ˜− ǫ2 − γL2
)Eko + 1
2 ǫ
(
µ˜− ǫ2 − γL2
)Ekt . (19e)
In particular, Eq. (19a), (19b), and (19c), proved in Lemma 10, 11, and Corollary 15.1, respectively,
shows the linear decay of consensus and tracking error up to a perturbation term of order (∆t)2. Eq. (19d),
to be proved in Section B.2.2 [Proposition 16] shows the linear decay of the optimality gap Eko up to the
tracking error term Ekt . Finally Eq. (19e) closes the loop by proving (∆
t)2 is O(Ekt + Eko ). Based on the
above inequalities, Section B.2.3 proves all of the local variables {xi}i∈[I] converge to the set of optimal
solutions K∗ R-linearly.
B.1 Step 1: asymptotic convergence
Lemma 13. Let {(xk, yk)} be the sequence generated by Algorithm 2 under Assumption 1 and 4, it holds
U(vk+1
ik
) ≤ U(xkik)− γ
(
µ˜− γL
2
)∥∥∆xk∥∥2 + γ · (∇F (xkik )− Iykik)⊤∆xk. (20)
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Proof. Applying the first order optimality condition to (1) and invoking the strong convexity of f˜ik (Assump-
tion 4) we have
− (∆xk)⊤Iykik +G(xkik )−G(x˜kik ) ≥ −(∆xk)⊤(∇fik(xkik )−∇f˜ik(x˜kik ;xkik))
= (∆xk)⊤
(∇f˜ik(x˜kik ;xkik)−∇f˜ik(xkik ;xkik)) ≥ µ˜ · ∥∥∆xk∥∥2 . (21)
As F is L-smooth, applying the descent lemma gives
F (vk+1
ik
) ≤ F (xkik) + γ · ∇F (xkik)⊤∆xk +
L
2
γ2
∥∥∆xk∥∥2
= F (xkik) + γ · (Iykik)⊤∆xk + γ ·
(∇F (xkik )− Iykik)⊤∆xk + L2 γ2 ∥∥∆xk∥∥2
(∗)
≤ F (xkik ) + γ
(
G(xkik )−G(x˜kik )− µ˜
∥∥∆xk∥∥2)+ L
2
γ2
∥∥∆xk∥∥2
+ γ · (∇F (xkik )− Iykik)⊤∆xk,
(22)
where (∗) follows from (21). By the convexity of G, we have
G(vk+1
ik
) ≤ (1− γ)G(xkik ) + γG(x˜kik) =⇒ γ
(
G(xkik )−G(x˜kik )
) ≤ G(xkik )−G(vk+1ik ).
Combining the above two results leads to (20).
Define the mapping U˜ : RS×n → RS as U˜(h) = [U(h1), · · · , U(hS)]⊤ for ∀h = [h1, · · · , hS ]⊤ ∈ RS×n.
That is, U˜(h) is a vector constructed by stacking the value of the objective function U evaluated at each
local variable hi. The following result shows the descent property of the Lyapunov function ψ
k⊤U˜(hk) with
a sufficiently small step size γ.
Proposition 14. Let {(xk, yk)} be the sequence generated by Algorithm 2 under problem Assumption 1, 4,
and network Assumption 2, 5. Then we have that for any k ≥ 0,
ψk+1
⊤
U˜(hk+1) ≤ ψ0⊤U˜(h0)−
k∑
t=0
(∆t)2γ
(
ηµ˜− γ
(
L
2
+ l I
3
2
√
̺x + I
√
̺y
))
+ C, (23)
where C is some constant independent of γ and k, and the expression of ̺x and ̺y are given in Proposition 12.
Proof. By the row stochasticity of Ŵ and the convexity of U :
U˜(hk+1) = U˜
(
Ŵ k(hk + γ∆hk)
)
4 Ŵ k U˜
(
hk + γ∆hk
)
4 Ŵ k
(
U˜(hk)−
(
γ
(
µ˜− γL
2
)∥∥∆xk∥∥2 − γ · (∇F (xkik )− Iykik)⊤∆xk) eik) ,
where we applied Lemma 13 in the last inequality.
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Multiply the above inequality by ψt+1
⊤
from left. By Lemma 9 it holds
ψk+1
⊤
U˜(hk+1)
≤ ψk⊤U˜(hk)− ψkik
(
γ
(
µ˜− γL
2
)∥∥∆xk∥∥2 − γ (∇F (xkik)− Iykik)⊤∆xk)
≤ ψk⊤U˜(hk)− γηµ˜∥∥∆xk∥∥2 + L(γ)2
2
∥∥∆xk∥∥2 + ψkik γ (∇F (xkik )− Iykik)⊤∆xk
≤ ψk⊤U˜(hk)− γ
(
ηµ˜− γL
2
)∥∥∆xk∥∥2 + ψkikγ (∇F (xkik )± Ig¯k − I ykik)⊤∆xk
≤ ψk⊤U˜(hk)− γ
(
ηµ˜− γL
2
)∥∥∆xk∥∥2 + γ I l I∑
j=1
∥∥xkψ − xkj∥∥ ∥∥∆xk∥∥+ γ IEky · ∥∥∆xk∥∥
≤ ψk⊤U˜(hk)− γ
(
ηµ˜− γL
2
)∥∥∆xk∥∥2 + γ l I 32Ekx ∥∥∆xk∥∥+ γ IEky · ∥∥∆xk∥∥2
(∗)
≤ ψk⊤U˜(hk)− γ
(
ηµ˜− γ
(
L
2
+
1
2ǫ1
+
1
2ǫ2
))∥∥∆xk∥∥2 + ǫ1
2
l2 I3(Ekx)
2 +
ǫ2
2
I2(Eky )
2
≤ ψ0⊤U˜(h0)− γ
(
ηµ˜− γ
(
L
2
+
1
2ǫ1
+
1
2ǫ2
)) k∑
t=0
∥∥∆xt∥∥2 + ǫ1
2
l2 I3
k∑
t=0
(Etx)
2 +
ǫ2
2
I2
k∑
t=0
(Ety)
2,
where in (∗) we applied the Young’s inequality with ǫ1,2 > 0. Invoking Lemma 12 and set γl ≡ γ gives (23),
where the free parameters ǫ1,2 are chosen to be ǫ1 =
1
l I
3
2
√
̺x
and ǫ2 =
1
I
√
̺y
, respectively.
Since U is bounded below (Assumption 1), and ψki ≥ η for all i ∈ [I] and k ≥ 0, the following Corollary 14.1
follows readily.
Corollary 14.1. Under the setting of Proposition 14, if the step-size γ satisfies 0 < γ < γ¯ , 2ηµ˜
L+2l I
3
2
√
̺x+2I
√
̺y
,
then it holds:
(i) U(xki ) is uniformly upper bounded for all i ∈ V and k ≥ 0;
(ii)
∑∞
t=0(∆
t)2 <∞, ∑∞t=0(Etx)2 <∞, and ∑∞t=0(Ety)2 <∞.
B.2 Step 2: R-linear convergence rate
B.2.1 The error bound condition
To invoke the error bound condition, we first prove the residual of the proximal operator at xkik , defined as∥∥xkik − proxG(xkik −∇F (xkik))∥∥, can be bounded by ∆k up to the gradient tracking error Ekt .
Lemma 15. The proximal operator residual
∥∥xkik − proxG(xkik −∇F (xkik ))∥∥ can be bounded as∥∥xkik − proxG(xkik −∇F (xkik))∥∥2 ≤ 4(1 + (l + l˜)2) (∆k)2 + 5Ekt .
Proof. For simplicity, we denote xˆk = proxG(x
k
ik −∇F (xkik )). According to the variational characterization
of the proximal operator, we have(
xˆk − (xkik −∇F (xkik)))⊤ (xˆk − w) +G(xˆk)−G(w) ≤ 0, ∀w ∈ K.
On the other hand, the first order optimality condition of x˜kik implies(
∇f˜ik(x˜kik ;xkik) + Iykik −∇fik(xkik)
)⊤
(x˜kik − z) +G(x˜kik )−G(z) ≤ 0, ∀z ∈ K. (24)
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Setting z = xˆk and w = x˜kik and adding the above two inequalities gives
0 ≥
(
∇f˜ik(x˜kik ;xkik) + Iykik −∇fik(xkik)− xˆk + xkik −∇F (xkik)
)⊤
(x˜kik − xˆk)
=
(
Iykik − xˆk + xkik −∇F (xkik)
)⊤
(x˜kik − xkik) +
(
∇f˜ik(x˜kik ;xkik)−∇fik(xkik)
)⊤
(x˜kik − xkik )
+
∥∥xˆk − xkik∥∥2 + (∇f˜ik(x˜kik ;xkik ) + Iykik −∇fik(xkik )−∇F (xkik ))⊤ (xkik − xˆk)
≥− 1
2
∥∥Iykik −∇F (xkik )∥∥2 − 12 ∥∥∆xk∥∥2 − 14 ∥∥xˆk − xkik∥∥2 − ∥∥∆xk∥∥2 + µ˜ ∥∥∆xk∥∥2 + ∥∥xˆk − xkik∥∥2
− 1
4
∥∥xˆk − xkik∥∥2 − 2((l + l˜)2 ∥∥∆xk∥∥2 + ∥∥Iykik −∇F (xkik )∥∥2) .
Rearranging terms yields the desired result.
Corollary 15.1. Let {xk} be the sequence generated by Algorithm 2 under the setting of Corollary 14.1.
Then there exists some constant κ > 0 and a sufficiently large k¯ such that
dist(xkik ,K∗) ≤ κ
∥∥xkik − proxG(xkik −∇F (xkik ))∥∥ , ∀ k ≥ k¯. (25)
Proof. Recall the definition of Ekx and E
k
y given in (18b). We can bound E
k
t using E
k
x and E
k
y as
Ekt =
∥∥Iykik ± Ig¯k −∇F (xkik )∥∥2
≤ 2I2(Eky )2 + 2
∥∥∥ I∑
j=1
fj(x
k
j )± F (xkψ)−∇F (xkik )
∥∥∥2
≤ 2I2(Eky )2 + 8I l2 (Ekx)2.
(26)
Together with the results of Corollary 14.1 and Lemma 15 we have U(xkik) ≤ B for all k ≥ 0 for some
B < +∞ and lim
k→∞
∥∥xkik − proxG(xkik −∇F (xkik ))∥∥ = 0. Applying the error bound condition (Assumption 3)
completes the proof.
B.2.2 Decay of optimality gap Eko
Define quantities:
C3(γ) ,
γ
(
c6(µ˜− ǫ2 − γL2 ) + c72ǫ
)
c7 + µ˜− ǫ2 − γL2
, C4(γ) ,
(
1−
(
1− σ(γ)
)
η
)−1
, (27)
ζ(γ) ,
(
1−
(
1− σ(γ)
)
η
) 1
K1
, σ(γ) ,
c7 +
(
µ˜− ǫ2 − γL2
)
(1− γ)
c7 + µ˜− ǫ2 − γL2
(28)
with K1 = (2I − 1) · T + I ·D, c6, c7 being polynomials in (1, l, l˜, L, κ) whose expressions are given in (39)
and (41); and ǫ ∈ (0, 2µ˜) being a tunable parameter.
In this section, we prove the following Proposition 16.
Proposition 16. Let {(xk, yk)} be the sequence generated by Algorithm 2 under problem Assumption 1, 3, 4,
and network Assumption 2, 5. Then for k ≥ k¯, it holds
Ek+1o ≤ C4(γ) ζ(γ)kE0o +
C3(γ)C4(γ)
ζ(γ)
k∑
ℓ=0
ζ(γ)k−ℓEℓt . (29)
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Since σ(γ) < 1 for 0 < γ < (supǫ∈(0,2µ˜)
2µ˜−ǫ
L =
2µ˜
L ) and η ∈ (0, 1], Proposition 16 reveals the optimality
gap Eko converges to zero R-linearly if E
k
t converges to zero R-linearly, under sufficiently small step size γ.
To prove Proposition 16, we first show that after finishing the Local Minimization step, the optimality
gap evaluated at agent ik’s local copy decays linearly up to an error term proportional to Ekt (Lemma 17 and
Proposition 18). Then we prove after K1 iterations this will reduce E
k
o by a constant fraction (Lemma 19)
and thus the conclusion follows.
Recall that by applying the descent lemma on F and using the convexity of G we have proved
U(vk+1
ik
)− U(xkik) ≤
L
2
γ2
∥∥∆xk∥∥2 + γ (∇F (xkik )⊤ (x˜kik − xkik)+G(x˜kik )−G(xkik ))︸ ︷︷ ︸
T1
. (30)
In the following lemma, we prove the last term T1 can be upperbounded using the optimality gap measured
in terms of U(vk+1
ik
)− U(x∗) and ∥∥∆xk∥∥ up to some error.
Lemma 17. Let {(xk, yk)} be the sequence generated by Algorithm 2 under Assumption 1, 3, and 4. Then
for k ≥ k¯, T1 can be bounded in the following two alternative ways:
T1 ≤− µ˜ ·
∥∥∆xk∥∥2 + 1
2ǫ
Ekt +
ǫ
2
∥∥∆xk∥∥2 , (31)
T1 ≤− 1
1− γ
(
U(vk+1
ik
)− U(x∗))+ 1
1− γ
(
c5
∥∥∆xk∥∥2 + c6Ekt ) , (32)
where c5 and c6 are polynomials in (1, l, l˜, L, κ) whose expressions are given in (39).
Proof. First recall the bound proved in (21). Using this result we have
T1 =
(∇F (xkik )± Iykik)⊤ (x˜kik − xkik)+G(x˜kik )−G(xkik )
≤− µ˜ · ∥∥∆xk∥∥2 + 1
2ǫ
Ekt +
ǫ
2
∥∥∆xk∥∥2 (33)
for any ǫ > 0.
Next we prove (32). For any z ∈ K, let x∗(z) ∈ PK∗(z). By the Mean Value Theorem, there exists
ξk = βx∗(xkik) + (1− β)vk+1ik with β ∈ (0, 1) such that
U(vk+1
ik
)− U(x∗(xkik )) = ∇F (ξk)⊤
(
vk+1
ik
− x∗(xkik )) +G(vk+1ik
)−G(x∗(xkik )). (34)
To deal with the inner product term, we invoke the algorithmic update (1) and the first order optimality
condtion (24) (letting z = x∗(xkik )):(
∇f˜ik(x˜kik ;xkik) + Iykik −∇fik(xkik )
)⊤ (
vk+1
ik
− x∗(xkik )
)
=
(
∇f˜ik(x˜kik ;xkik) + Iykik −∇fik(xkik )
)⊤ (
x˜kik − x∗(xkik ) + (γ − 1)(x˜kik − xkik)
)
≤− (1− γ)
(
∇f˜ik(x˜kik ;xkik) + Iykik −∇fik(xkik )
)⊤
(x˜kik − xkik) +G(x∗(xkik ))−G(x˜kik ).
(35)
Therefore
U(vk+1
ik
)− U(x∗(xkik ))
=
(
∇F (ξk)± (∇f˜ik(x˜kik ;xkik) + Iykik −∇fik(xkik)))⊤ (vk+1ik − x∗(xkik)) +G(vk+1ik )−G(x∗(xkik))
≤
(
∇f˜ik(x˜kik ;xkik) + Iykik −∇fik(xkik)
)
(vk+1
ik
− x∗(xkik )) +G(vk+1ik )−G(x∗(xkik ))
+
(∥∥∇F (ξk)−∇F (xkik )∥∥+ ∥∥∇F (xkik )− Iykik∥∥+ ∥∥∥∇f˜ik(x˜kik ;xkik )−∇fik(xkik )∥∥∥) ∥∥vk+1ik − x∗(xkik )∥∥︸ ︷︷ ︸
R1
≤− (1 − γ)
(
∇f˜ik(x˜kik ;xkik ) + Iykik −∇fik(xkik )
)⊤
(x˜kik − xkik) + (1− γ)(G(xkik )− γG(x˜kik )) +R1,
(36)
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where in the last inequality we have used the convexity of G.
We thus arrive at the following bound on T1:
T1 =
(
∇F (xkik )±
(
∇f˜ik(x˜kik ;xkik) + Iykik −∇fik(xkik)
))⊤ (
x˜kik − xkik
)
+G(x˜kik )−G(xkik )
≤− 1
1− γ
(
U(vk+1
ik
)− U(x∗(xkik ))
)
+
1
1− γ · R1
+
(∥∥∇F (xkik )− Iykik∥∥+ ∥∥∥∇f˜ik(x˜kik ;xkik )−∇fik(xkik )∥∥∥) ∥∥∆xk∥∥︸ ︷︷ ︸
R2
.
(37)
It remains to bound the remainder terms R1 and R2. Note that∥∥vk+1
ik
− x∗(xkik )
∥∥ = ∥∥vk+1
ik
± xkik − x∗(xkik )
∥∥ ≤ dist(xkik ,K∗) + γ ∥∥∆xk∥∥ ,∥∥ξk − xkik∥∥ ≤ β ∥∥xkik − x∗(xkik)∥∥+ (1− β)∥∥vk+1ik − xkik∥∥ ≤ dist(xkik ,K∗) + γ ∥∥∆xk∥∥ .
Applying Lemma 15 and Corollary 15.1 we have the following holds for k ≥ k¯(
dist(xkik ,K∗)
)2 ≤κ2 ∥∥xkik − proxG(xkik −∇F (xkik ))∥∥2 ≤ κ2 (4(1 + (l + l˜)2)∥∥∆xk∥∥2 + 5Ekt ) .
With the above inequalities and using the fact that γ ≤ 1 we can bound R1 as
R1 ≤
∥∥∇F (ξk)−∇F (xkik)∥∥2 + ∥∥∇F (xkik)− Iykik∥∥2 + ∥∥∥∇f˜ik(x˜kik ;xkik)−∇fik(xkik )∥∥∥2
+
∥∥vk+1
ik
− x∗(xkik )
∥∥2
≤L2 ∥∥ξk − xkik∥∥2 + Ekt + (l + l˜)2 ∥∥∆xk∥∥2 + 2dist(xkik ,K∗)2 + 2γ2 ∥∥∆xk∥∥2
≤ (2L2 + 2) dist(xkik ,K∗)2 + (2L2γ2 + 2γ2 + (l + l˜)2)∥∥∆xk∥∥2 + Ekt
≤
(
8κ2(L2 + 1)
(
1 + (l + l˜)2
)
+ 2L2 + 2 + (l + l˜)2
)
︸ ︷︷ ︸
c3
∥∥∆xk∥∥2 + (10κ2(L2 + 1) + 1)︸ ︷︷ ︸
c4
Ekt
Similarly, R2 can be bounded as
R2 ≤
∥∥∇F (xkik )− Iykik∥∥2 + ∥∥∥∇f˜ik(x˜kik ;xkik)−∇fik(xkik)∥∥∥2 + ∥∥∆xk∥∥2
≤Ekt +
(
1 + (l + l˜)2
) ∥∥∆xk∥∥2 .
Substituting into (37) gives
T1 ≤− 1
1− γ
(
U(vk+1
ik
)− U(x∗(xkik ))
)
+
1
1− γ ·
(
c3
∥∥∆xk∥∥2 + c4Ekt )
+ Ekt +
(
1 + (l + l˜)2
)∥∥∆xk∥∥2
≤− 1
1− γ
(
U(vk+1
ik
)− U(x∗(xkik ))
)
+
1
1− γ
(
c5
∥∥∆xk∥∥2 + c6Ekt ) ,
(38)
where
c5 = 8κ
2(L2 + 1)
(
1 + (l + l˜)2
)
+ 2L2 + 2 + (l + l˜)2 + 1 + (l + l˜)2
c6 = 10κ
2(L2 + 1) + 2
(39)
Proposition 18. Let {(xk, yk)} be the sequence generated by Algorithm 2 under the setting of Proposition 16.
Then for k ≥ k¯ we have
U(vk+1
ik
)− U(x∗) ≤ σ(γ) (U(xkik)− U(x∗))+ C3(γ)Ekt , (40)
where the expression of σ(γ) and C3(γ) are given in (27).
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Proof. Applying the bound in Lemma 17 to (36) we arrive at the following two bounds on the optimality
gap:
U(vk+1
ik
)− U∗ ≤ (1− γ) (U(xkik)− U∗))+ (L2 γ(1− γ) + c5
)
γ
∥∥∆xk∥∥2 + c6 · γEkt
≤ (1− γ) (U(xkik)− U(x∗(xkik )))+ (c5 + L/8)︸ ︷︷ ︸
c7
γ
∥∥∆xk∥∥2 + c6 · γEkt
U(vk+1
ik
)− U∗ ≤ U(xkik)− U∗ −
(
µ˜− γL
2
− ǫ
2
)
γ
∥∥∆xk∥∥2 + γ
2ǫ
Ekt .
(41)
Canceling out
∥∥∆xk∥∥2 yields (40).
Define pk , U˜(hk)− U(x∗)1 and diagonal matrix Σk with all diagonal entries 1 but Σkikik = σ(γ). Then
pk+1 = U˜(hk+1)− U(x∗)1
4 Ŵ k
(
U˜
(
hk + γ∆hk
)− U(x∗)1)
(∗)
4 Ŵ k
(
Σkpk + C3(γ)E
k
t eik
)
4
(
ŴΣ
)k:0
p0 + C3(γ)
k∑
ℓ=1
(
ŴΣ
)k:ℓ
Ŵ ℓ−1eiℓ−1E
ℓ−1
t + C3(γ)Ŵ
keikE
k
t .
(42)
where (ŴΣ)k:ℓ , Ŵ kΣk · · · Ŵ ℓΣℓ. (∗) follows from Proposition 18.
Next we prove the operator norm of the product matrix (ŴΣ)k:ℓ induced by the ℓ∞ norm decays at a
linear rate.
Lemma 19. For any k ≥ ℓ ≥ 0, ∥∥∥(ŴΣ)k:ℓ∥∥∥
∞
≤ C4(γ) ζ(γ)k−ℓ,
where the expression of ζ(γ), C4(γ), and K1 are given in (27).
Proof. Recall the result of Lemma 9 (ii): for all k ≥ 0, all elements in the first I columns of Ŵ k+K1−1:k are
no less than η.
Since Ŵ k+K1−1:kΣk is nonnegative, we have for each i ∈ [S]∥∥∥Ŵ k+K1−1:kΣk∥∥∥
∞
≤ max
i=1,...,S
{
1− (1− σ(γ))Ŵ k+K1−1:k
i,ik
}
≤ 1− (1− σ(γ))η.
On the other hand, because 0 4 Σk 4 I for any k, we know
(
ŴΣ
)m:k
4 Ŵm:k Σk, ∀m ≥ k. Thus∥∥∥(ŴΣ)k+K1−1:k∥∥∥
∞
≤
∥∥∥Ŵ k+K1−1:kΣk∥∥∥
∞
≤ 1− (1− σ(γ)) η.
Finally for any k ≥ ℓ ≥ 0,
∥∥∥(ŴΣ)k:ℓ∥∥∥
∞
≤
( ⌊ k+1−ℓ
K1
⌋∏
t=1
∥∥∥∥(ŴΣ)ℓ+tK1−1:ℓ+(t−1)K1∥∥∥∥
∞
)∥∥∥∥(ŴΣ)k:ℓ+⌊ k+1−ℓK1 ⌋K1∥∥∥∥
∞
≤
⌊ k+1−ℓ
K1
⌋∏
t=1
∥∥∥∥(ŴΣ)ℓ+tK1−1:ℓ+(t−1)K1∥∥∥∥
∞
≤ (1− (1− σ(γ))η)⌊ k+1−ℓK1 ⌋
≤ (1− (1− σ(γ))η) k−ℓK1 −1 = 1
1− (1− σ(γ))η ((1− (1− σ(γ))η) 1K1 )k−ℓ ,
where we use the convention that
∏0
t=1 x
t = 1 for any sequence xt.
Applying Lemma 19 to (42) we arrive at (29). This completes the proof.
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B.2.3 R-linear convergence rate
Thus far, we have proved (19a)-(19d). The last bound (19e) following directly from the second inequality
of (41) and the fact that U(xkik) − U(vk+1ik ) ≤ Eko . This completes the proof of the inequality system (19).
The last step is to show that all the error quantities will vanish at a linear rate, for which we resort to the
following definition and the generalized small gain theorem [35].
Definition 20 ( [24]). Given the sequence {uk}∞k=0, a constant λ ∈ (0, 1), and N ∈ N, let us define
|u|λ,N = max
k=0,...,N
∣∣uk∣∣
λk
, |u|λ = sup
k∈N0
∣∣uk∣∣
λk
.
If |u|λ is upper bounded, then uk = O(λk), for all k ∈ N0.
Invoking [35, Lemma 20, Lemma 21], if we choose λ such that max
(
ρ2, ζ(γ)
)
< λ < 1, by (19) we get
|Ey|
√
λ,N ≤ 3C1l√
λ− ρ (|Ex|
√
λ,N
+ γ
∣∣∆k∣∣√λ,N) + E0y + C1 ∥∥g0∥∥√
λ
(43)
|Ex|
√
λ,N ≤ C2γ√
λ− ρ
∣∣∆k∣∣√λ,N + E0x + C2E0x√
λ
(44)
|Eo|λ,N ≤ C3(γ)C4(γ)
ζ(γ) (λ− ζ(γ)) |Et|
λ,N
+ E0o +
C4(γ)E
0
o
λ
(45)
|Et|λ,N ≤ 8 I l2
∣∣(Ex)2∣∣λ,N + 2 I2 ∣∣(Ey)2∣∣λ,N (46)∣∣(∆k)2∣∣λ,N ≤ 1
2 ǫ
(
µ˜− ǫ2 − γL2
) |Et|λ,N + 1
γ
(
µ˜− ǫ2 − γL2
) |Eo|λ,N (47)
Noticing
(
|u|q,N
)2
=
∣∣(u)2∣∣q2,N . Taking the square on both sides of (43) and (44) and writing the result in
matrix form we get
∣∣(Ey)2∣∣λ,N∣∣(Ex)2∣∣λ,N
|Eo|λ,N
|Et|λ,N∣∣(∆k)2∣∣λ,N
 4

0
36C21 l
2
(
√
λ−ρ)2 0 0
36C21 l
2γ2
(
√
λ−ρ)2
0 0 0 0
3C22γ
2
(
√
λ−ρ)2
0 0 0 C3(γ)C4(γ)ζ(γ)(λ−ζ(γ)) 0
2I2 8I l2 0 0 0
0 0 1
γ(µ˜− ǫ2− γL2 )
1
2 ǫ (µ˜− ǫ2− γL2 )
0

︸ ︷︷ ︸
,G

∣∣(Ey)2∣∣λ,N∣∣(Ex)2∣∣λ,N
|Eo|λ,N
|Et|λ,N∣∣(∆k)2∣∣λ,N
+ ǫN .
Then we are ready to apply the generalized small gain theorem shown in the below.
Theorem 21 ( [35]). Given nonnegative sequences {uki }∞k=0, i = 1, . . . ,m, a non-negative matrix T ∈ Rm×m,
β ∈ Rm, and λ ∈ (0, 1) such that
uλ,N 4 Tuλ,N + β, ∀N ∈ N, (48)
where uλ,N , [|u1|λ,N , . . . , |um|λ,N ]⊤. If ρ(T ) < 1, then |ui|λ is bounded, for all i = 1, . . . ,m. Therefore,
each uki vanishes at a R-linear rate O(λk).
Therefore, a sufficient condition for all the quantities, Ey, Ex, Eo, Et, and ∆
2, vanishing at an R-linear
rate is ρ(G) < 1. This is equivalent to requiring the characteristic polynomial pG(z) of G satisfying pG(1) > 0
[35, Lemma 23], which boils down to the following condition:
B(λ; γ) =
(
72 I2C21 l
2 γ2
(
√
λ− ρ)2 +
24 I l2C22γ
2
(
√
λ− ρ)2 +
216 I2C21 C
2
2 l
2 γ2
(
√
λ− ρ)4
)
· 1
2ǫ
(
µ˜− ǫ2 − γL2
) + C3(γ)C4(γ)
ζ(γ) (λ− ζ(γ))
1
γ
(
µ˜− ǫ2 − γL2
)
 < 1.
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It is not hard to see that for any γ ∈ (0, 2µ˜−ǫL ), B(λ; γ) is continuous at λ = 1. Therefore, as long as
B(1; γ) =
(
72 I2C21 l
2
(1− ρ)2 +
24 I l2C22
(1− ρ)2 +
216 I2C21 C
2
2 l
2
(1− ρ)4
)
γ· γ
2ǫ
(
µ˜− ǫ2 − γL2
) + C3(γ)C4(γ)
ζ(γ) (1− ζ(γ))
1(
µ˜− ǫ2 − γL2
)
 < 1, (49)
there will exist some λ ∈ (0, 1) such that B(λ; γ) < 1.
In the last part, we show that B(1; γ) < 1 for sufficiently small γ. we only need to prove boundedness of
the following quantity when γ ↓ 0 (see below for a reminder for definitions of all the quantities2 ):
C3(γ)C4(γ)
ζ(γ) (1− ζ(γ)) =
c6(µ˜− ǫ2 − γL2 ) + c72ǫ(
c7 + µ˜− ǫ2 − γL2
)
ζ(γ)K1+1︸ ︷︷ ︸
,h(γ)
· γ
1− ζ(γ) .
It is clear that h(γ) is right-continuous at 0 and thus limγ↓0 h(γ) <∞. Then we need to investigate whether
γ
1−ζ(γ) is bounded when γ ↓ 0. According to L’Hoˆpital’s rule, we know
lim
γ ↓0
γ
1− ζ(γ) = limγ ↓0−
1
ζ′(γ)
= − K1
(1− (1− σ(γ)) η) 1K1−1
1
ησ′(γ)
∣∣∣∣
γ=0
=
−K1η
(
c7 + µ˜− ǫ2 − γL2
)2
(−µ˜+ Lγ + ǫ2 − L2 ) (c7 + µ˜− ǫ2 − γL2 )+ L2 (c7 + (µ˜− ǫ2 − γL2 ) (1 − γ))
∣∣∣∣
γ=0
=
K1
(
c7 + µ˜− ǫ2
)
η
(
µ˜− ǫ2
) <∞.
Finally, we prove for all i ∈ [I], (xki )k≥k¯ is converges linearly to some x⋆. For k ≥ k¯ and augmented
matrix h, from the update (7):
‖hk+1 − hk‖ = ‖(Ŵ − I)hk + γ∆hk‖
≤ ‖(Ŵ − I)(hk − 1 · (xkψ)⊤)‖+ γ‖∆hk‖ ≤ 3Ekx + γ∆k.
Since both Ekx and ∆
k are O
(
(
√
λ)k
)
,
∑∞
k=0 ‖hk+1−hk‖ < +∞ and thus {hk}k∈N is Cauchy and converges
to some 1(x⋆)⊤, implying all xki converges x
⋆. Then we prove xki converges x
⋆ R-linearly. For any k′ > k ≥ k¯,
‖hk − hk′‖ ≤
k′−1∑
t=k
‖ht − ht+1‖ ≤
k′−1∑
t=k
(
3Etx + γ∆
t
)
= O
(
(
√
λ)k
)
. (50)
Taking k′ →∞ completes the proof.
C Proof of Theorem 8 (nonconvex (P))
In this section we prove the sublinear convergence of ASY-DSCA. We split the proof into two steps: i)
we prove in the nonconvex setting
∑∞
k=0(∆
k)2 < +∞ by showing the descent of a properly constructed
Lyapunov function; ii) we connect the decay rate of ∆k and that of the merit function MF (x
k) .
2Reminder:
C3(γ) ,
γ
(
c6(µ˜ −
ǫ
2
−
γL
2
) + c7
2ǫ
)
c7 + µ˜−
ǫ
2
−
γL
2
, C4(γ) ,
(
1−
(
1− σ(γ)
)
η
)
−1
,
ζ(γ) ,
(
1−
(
1− σ(γ)
)
η
) 1
K1 , σ(γ) ,
c7 +
(
µ˜ − ǫ
2
− γL
2
)
(1 − γ)
c7 + µ˜−
ǫ
2
−
γL
2
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C.1 Step 1: prove the square summability of ∆k
In the preliminary Section A we have shown that the weighted average of the local variables xψ evolves
according to the following dynamics (cf. Eq. (10)):
xk+1ψ = ψ
0⊤h0 +
k∑
l=0
γψl
⊤
∆hl. (51)
Using the initial condition x0ψ = ψ
0⊤h0, Eq. (51) can be rewritten recursively as
xk+1ψ = x
k
ψ + γψ
k⊤∆hk = xkψ + γψ
k
ik∆x
k. (52)
Applying the descent lemma to (51) and recall that ∆k =
∥∥∆xk∥∥ we have
F (xk+1ψ ) ≤ F (xkψ) + γψkik∇F (xkψ)⊤∆xk +
L(γψkik)
2
2
(∆k)2
(∗)
≤ F (xkψ) +
Lγ2
2
(∆k)2 − γψkik
(
µ˜(∆k)2 +G(x˜kik )−G(xkik )
)
+ γψkik
(∇F (xkψ)− Iykik)⊤∆xk
= F (xkψ) +
Lγ2
2
(∆k)2 − γψkik
(
µ˜(∆k)2 +G(x˜kik )−G(xkik )
)
+ γψkik
(∇F (xkψ)− Ig¯k)⊤∆xk + γψkik (Ig¯k − Iykik)⊤∆xk
≤ F (xkψ) +
Lγ2
2
(∆k)2 − γψkik
(
µ˜(∆k)2 +G(x˜kik )−G(xkik )
)
+ γl
√
IEkx ∆
k + γIEky ∆
k,
(53)
where in (∗) we used Eq. (21).
Introduce the Lyapunov function
Lk , F (xkψ) + ψ
k⊤G˜(hk) (54)
where G˜ : RS×I → RS is defined as G˜(h) , [G(h1), · · · , G(hS)]⊤ for ∀h = [h1, · · · , hS ]⊤ ∈ RS×I . According
to the evolution of h (cf. Eq. (7)), restated below for convenience,
hk+1 = Ŵ k
(
hk + γ∆hk
)
= Ŵ k
(
(1 − γ)hk + γ(hk +∆hk)) ,
we get
G˜(hk+1) 4 Ŵ k
(
(1− γ)G˜(hk) + γG˜(hk +∆hk)
)
. (55)
where we used the convexity of G and the row-stochasticity of Ŵ k. Thus
ψk+1
⊤
G˜(hk+1) ≤ ψk+1⊤Ŵ k
(
(1− γ)G˜(hk) + γG˜(hk +∆hk)
)
(56)
= ψk
⊤ (
(1− γ)G˜(hk) + γG˜(hk +∆hk)
)
, (57)
where in the last equality we used ψt+1
⊤
Ŵ t = ψt
⊤
(cf. Eq. (8)).
Therefore,
γψkik
(
G(xkik )−G(x˜kik )
)
= γ
(
ψk
⊤
G˜(hk)− ψk⊤G˜(hk +∆hk)
)
≤ ψk⊤G˜(hk)− ψk+1⊤G˜(hk+1).
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Combining the above inequality with (53), we get
Lk+1 ≤ Lk − ηµ˜(∆k)2γ + L
2
(∆k)2γ2 +
ǫ1
2
l2I(Ekx)
2 +
1
2ǫ1
γ2(∆k)2 +
ǫ2
2
I2(Eky )
2 +
1
2ǫ2
γ2(∆k)2
= Lk − (∆k)2γ
(
ηµ˜− γ
(
L
2
+
1
2ǫ1
+
1
2ǫ2
))
+
ǫ1
2
l2I(Ekx)
2 +
ǫ2
2
I2(Eky )
2
≤ L0 −
k∑
t=0
(∆t)2γ
(
ηµ˜− γ
(
L
2
+
1
2ǫ1
+
1
2ǫ2
))
+
ǫ1
2
l2I
k∑
t=0
Etx
2
+
ǫ2
2
I2
k∑
t=0
Ety
2
.
(58)
To bound the last two terms, we apply Proposition 12, which gives the following:
Lk+1
≤ L0 −
k∑
t=0
(∆t)2γ
(
ηµ˜− γ
(
L
2
+
1
2ǫ1
+
1
2ǫ2
+
ǫ1
2
l2I̺x +
ǫ2
2
I2̺y
))
+
ǫ1
2
l2Icx +
ǫ2
2
I2cy
= L0 −
k∑
t=0
(∆t)2γ
(
ηµ˜− γ
(
L
2
+
√
l2I̺x +
√
I2̺y
))
+
l2Icx
2
√
l2I̺x
+
I2cy
2
√
I2̺y
,
(59)
where in the last equality we set ǫ1 = 1/
√
l2I̺x and ǫ2 = 1/
√
I2̺y.
Note that
Lk = F (xkψ) + ψ
k⊤G˜(hk) ≥ F (xkψ) +G(ψk
⊤
hk) = U(xkψ) ≥ U∗, ∀k ∈ N+.
Thus for sufficiently small step size η such that
γ ≤ ηµ˜
(
L+ 2
√
l2I̺x + 2
√
I2̺y
)−1
, γ¯ncvx (60)
we can obtain the following bound
k∑
t=0
(∆t)2 ≤
2L0 − 2U∗ + l2Icx√
l2I̺x
+
I2cy√
I2̺y
γηµ˜
. (61)
C.2 Step 2: sublinear convergence rate of MF (x
k)
In this section we establish the connection between MF (x
k) and ∆k, Ekx , and E
k
y .
Invoking Lemma 15 we can bound ‖x¯k − proxG(x¯k −∇F (x¯k))‖ as
‖x¯k − proxG(x¯k −∇F (x¯k))‖2
≤ 3‖x¯k − xkik‖2 + 3‖xkik − proxG(xkik −∇F (xkik ))‖2
+ 3‖proxG(xkik −∇F (xkik ))− proxG(x¯k −∇F (x¯k))‖2
(∗)
≤3‖x¯k − xkik‖2 + 3‖xkik − proxG(xkik −∇F (xkik ))‖2
+ ‖xkik −∇F (xkik )− (x¯k −∇F (x¯k))‖2
≤(5 + 2L2)‖x¯k − xkik‖2 + 3‖xkik − proxG(xkik −∇F (xkik ))‖2
≤4(5 + 2L2)(Ekx)2 + 3‖xkik − proxG(xkik −∇F (xkik ))‖2
≤4(5 + 2L2)(Ekx)2 + 3
(
4
(
1 + (l + l˜)2
)
(∆k)2 + 5Ekt
)
,
where we used in (*) the nonexpansiveness of a proximal operator.
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Further applying Prop. 12 and (19c):
k∑
t=0
MF (x
t)
≤
k∑
t=0
‖x¯k − proxG(x¯k −∇F (x¯k))‖2 +
k∑
t=0
(Etx)
2
≤
k∑
t=0
(
(21 + 8L2)(Etx)
2 + 3
(
4(1 + (l + l˜)2)(∆t)2 + 5Ett
))
≤
k∑
t=0
(
(21 + 8L2)(Etx)
2 + 15
(
8Il2(Etx)
2 + 2I2(Ety)
2
))
+ 12(1 + (l + l˜)2)
k∑
t=0
(∆t)2
≤ (21 + 8L2 + 120Il2)(cx + ̺x k∑
t=0
γ2(∆t)2
)
+ 30I2
(
cy + ̺y
k∑
t=0
γ2(∆t)2
)
+ 12(1 + (l + l˜)2)
k∑
t=0
(∆t)2
=
((
21 + 8L2 + 120Il2
)
̺xγ
2 + 30κ2I2̺yγ
2 + 12(1 + (l + l˜)2)
) k∑
t=0
(∆t)2
+
(
21 + 8L2 + 120Il2
)
cx + 30κ
2I2cy
(∗)
≤
((
21 + 8L2 + 120Il2
)
̺xγ
2 + 30κ2I2̺yγ
2 + 12(1 + (l + l˜)2)
)2L0 − 2U∗ + l
2Icx√
l2I̺x
+
I2cy√
I2̺y
γηµ˜

+
(
21 + 8L2 + 120Il2
)
cx + 30κ
2I2cy , Bopt
(62)
where we used (61) in (∗), and ̺x and ̺y are given in Prop. 12.
Let Tδ = inf{k ∈ N |MF (xk) ≤ δ}. Then it holds: Tδ · δ <
∑Tδ−1
k=0 MF (x
k) ≤ Bopt and thus Tδ =
O(Bopt/δ).
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