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Abstract
Water Treatment Plant (or WTP) is the most important part 
steam production. Power Plants are the biggest air, ground and 
machine duration. Polluted water from Water Treatment Plant 
management programs should be put in place to eliminate this 
problem.  
process of raw water as a part of water treatment plant, within 
area are going to be presented by the end of the paper. 
is outlined in this paper can be applied, and it will be the basis for 
the creation of the software for the application of microcomputer 
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1. Introduction
and understand it as best possible. This information will be needed and come in 
hand in identifying and creating a mathematical model.
need mathematical and physical formulations of the process but it is based on 
A part of the real data used for the more important aspects of nonlinear 
selection of the correct time delay for each input variables 
and the choice of the number of regressors
Nonlinear Auto Regresive eXogenous
process.
high adaptability, robustness and inherent ability to handle non-linear systems, 
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®
good results, although the calculations are too slow and the output should be 
The results of the simulated output of the model using the method of neural 
2. Important insights in identifying the processes 
If we want to control the process from the initial state and to push it towards 
towards the desired state. Therefore, this particular set of data will be chosen to 
responses of the system (process). 
 
Figure 1: Structural appearance of the system or process
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room will increase or decrease.  
Therefore, to any process that needs identifying, is needed a certain approach 
characteristics of the process, which are:
depending on the linearity of the process are different.
processes are affected by the constant parameters of the system (process), 
on the number of entries and outputs from the system.
probability.
3. Structural model of the process
structural model (needed for engineers 
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, 
. 
processes. 
engineering design for the regulation of processes. This study analyses one 
which is the neural 
network method.  
5. De-carbonization system - water reactor
water. This water is called untreated water or raw water. 
 
5.1 The technological procedure of chemical processing of raw water
water (RW) in which is added (dosed) ferrous sulphate by dosator of chemical 
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Figure 2:
 
The water treatment for Power Plants can be done chemically (
and coagulation) and physically or by clearing (
reagents in the water, thus connecting different components in the water, 
 
5.2 Technical description of the function of water de-carbonization system 
Figure 3:
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of Power Plant (Water Cooling Tower, etc.) where the chemically treated water 
from reactor is used.
 
Figure 4:
 
5.2.1 Technical characteristics of water de-carbonization plant 
diameter of  
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5.2.2 The function of reactor
at the top of the reactor.
in the reactor, polyelectrolyte is added in the area where there is no turbulence 
bottom of the reactor. Sludge (sediment) created at bottom of the reactor has to 
with special pumps.
5.2.3 Dosage of chemical reagents   
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them to be separated from the water they are treated with chemical process 
5.2.5 Sedimentation process
At the moment of connection of the suspended particles in the reactor, they 
are settled in larger groups at the bottom of the reactor. This sediment would 
of grouped particles increases or decreases. These phenomena are highly 
sedimentation is the speed of sedimentation. This speed presents the capacity of 
 
In the sedimentation processes, dimensions and morphology of the formation 
different characteristics are formed by aggregation of particles comprising 
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Figure 5: 
 
destruction of elementary particles and aggregates of higher orders. 
controls the sediment transport mode at the bottom of the reactor. The speed 
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The mathematical approach for modelling of the processes in reactor for de-
experimental method as a way to describe the 
with nonlinear models, thus the applied methods belong to nonlinear 
presented for each model. The results obtained are compared with real data, and 
as such the model that will be chosen will be mostly compatible with the data 
function of the process will be done. 
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chemical reagents depends on their weight and density, as well as the raw water 
Figure 6: Variables and structural scheme of reactor.
 
water turbidity.      
for raw water, and it is supposed that they will not change. 
Some of raw water parameters do not change as often, thus their impact is not well 
as disturbance variables.
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cannot be considered further in the process. The water temperature of the raw 
can 
be removed from the process disturbances.
Figure 7: a) Structural scheme of reactor; b) Reduced structural scheme of 
reactor.
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structural model of the process in the reactor. This reduction was made based 
can be reduced by reducing the number of variables with the smallest impact on those 
without losing the reliability of models of the systems that 
process consists of two entrances: one disturbance and one output.   
While the structure of the linear model is completely determined by the choice 
of regressors, nonlinear model structure depends on the selected regressor, and 
the type of nonlinear function (Matlab for Microsoft Windows”-User’s Guide. The 
Math Works inc, USA, 2009).
® Bina, et al., 2012). 
neural networks 
method, are being used.  
with chemical processes which tend to be more nonlinear, it is preferable to use 
L. Bina, and  al. 2012)
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®
necessary to validate the model we use the set of data that were 
, which deal with the same system 
Figure 8:
 
Source: from  MATLAB®  Tutorial
 selection of 
the correct time delay for each input variables and the choice of the number of regressors, 
a
, N
b
 and N . N
a
 is composed of 
of inputs. In our case we chose:
comparison with the method of binary trees (L. Bina, and al.2012).
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With the help of the set of such data, which is a subset of all the data that 
we possess, we trained neural networks.
Figure 9: 
(Source: use of  MATLAB®
Figure 10:
(Source: use of  MATLAB®
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Figure 11: 
Source: use of  MATLAB®
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Figure 12:
Source: use of MATLAB®
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LW(i) LW(i-1) LW(i-2) LW(i-3) LW(i-5)LW(i-4) LW(i-6) LW(i-7) LW(i-9)LW(i-8)
0.41212 -0.60041 0.400831 0.102785 0.586024-0.05588 0.264284 -0.38273 -0.258240.220994
-0.02891 0.235907 0.293436 0.025231 -0.15610.383128 -0.67844 0.573031 0.6618710.464953
-0.68267 -0.25823 0.477614 -0.13027 0.533076-0.0301 -0.13812 0.010065 0.6515810.605071
0.463527 -0.00024 0.118823 0.366123 0.5733920.604223 0.463632 -0.57799 -0.620650.55743
0.301401 0.715632 0.174775 -0.65602 0.0970570.453484 0.396214 -0.50855 -0.02208-0.0858
0.219129 0.500073 0.136175 0.765174 0.4511480.509046 0.798711 0.020436 -0.291920.371863
0.105393 -0.01586 0.342958 -0.09119 0.085524-0.71768 0.428439 0.568717 -0.470790.382349
0.346644 0.389278 0.499008 -0.024 0.533598-0.05723 0.259992 -0.38038 -0.66540.373064
0.635183 0.354484 0.620668 -0.2821 0.581362-0.35461 -0.02555 -0.04582 0.163239-0.06168
-0.26263 -0.51781 -0.66188 -0.52191 -0.18585-0.22345 -0.7967 -0.1891 0.4494840.647283
Table 2: Factors of weights of output matrix – LW
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Figure 13: Substructure of two hidden layers of the second layer of the 
Table 3:
Source: use of MATLAB®
 
 
(Source: use of    ! "  #  tools, Author’s own calculation and design) 
 
 
Figure 14: The second layer of the neural network 
 
Source: use of    ! "  #  tools, Author’s own calculation and design 
 
LW 
-2.01899 
-1.66745 
-3.56678 
3.91828 
-4.558 
-1.30147 
0.508283 
-1.0455 
-0.36689 
-4.29332 
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In this case, it is important that we are focused to the simulated data which 
8. Results
Figure 15: 
Source: use of  MATLAB®
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9. Conclusion
describing phenomena that occur there. This is done to gain the basic idea of 
treatment, represents a basic research, while these methods may be upgraded.
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