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Abstract. A reconstruction problem of words from scattered factors
asks for the minimal information, like multisets of scattered factors of
a given length or the number of occurrences of scattered factors from a
given set, necessary to uniquely determine a word. We show that a word
w ∈ {a, b}∗ can be reconstructed from the number of occurrences of at
most min(|w|a, |w|b) + 1 scattered factors of the form a
i
b, where |w|a is
the number of occurrences of the letter a in w. Moreover, we generalize
the result to alphabets of the form {1, . . . , q} by showing that at most∑q−1
i=1
|w|i (q − i + 1) scattered factors suffices to reconstruct w. Both
results improve on the upper bounds known so far. Complexity time
bounds on reconstruction algorithms are also considered here.
1 Introduction
The general scheme for a so-called reconstruction problem is the following one:
given a sufficient amount of information about substructures of a hidden discrete
structure, can one uniquely determine this structure? In particular, what are the
fragments about the structure needed to recover it all. For instance, a square
matrix of size at least 5 can be reconstructed from its principal minors given in
any order [19].
In graph theory, given some subgraphs of a graph (these subgraphs may share
some common vertices and edges), can one uniquely rebuild the original graph?
Given a finite undirected graph G = (V,E) with n vertices, consider the multiset
made of the n induced subgraphs of G obtained by deleting exactly one vertex
from G. In particular, one knows how many isomorphic subgraphs of a given
class appear. Two graphs leading to the same multiset (generally called a deck)
are said to be hypomorphic. A conjecture due to Kelly and Ulam states that two
hypomorphic graphs with at least three vertices are isomorphic [13,20]. A similar
conjecture in terms of edge-deleted subgraphs has been proposed by Harary [10].
These conjectures are known to hold true for several families of graphs.
⋆ Supported by a FNRS fellowship.
⋆⋆ Supported by the DFG grant MA 5725/2-1.
A finite word, i.e., a finite sequence of letters of some given alphabet, can be
seen as an edge- or vertex-labeled linear tree. So variants of the graph reconstruc-
tion problem can be considered and are of independent interest. Participants of
the Oberwolfach meeting on Combinatorics on Words in 2010 [2] gave a list of
18 important open problems in the field. Amongst them, the twelfth problem is
stated as reconstruction from subwords of given length. In the following statement
and all along the paper, a subword of a word is understood as a subsequence of
not necessarily contiguous letters from this word, i.e., subwords can be obtained
by deleting letters from the given word. To highlight this latter property, they
are often called scattered subwords or scattered factors, which is the notion we
are going to use.
Definition 1. Let k, n be natural numbers. Words of length n over a given al-
phabet are said to be k-reconstructible whenever the multiset of scattered factors
of length k (or k-deck) uniquely determines any word of length n.
Notice that the definition requires multisets to store the information how
often a scattered factor occurs in the words. For instance, the scattered factor
ba occurs three times in baba which provides more information for the recon-
struction than the mere fact that ba is a scattered factor.
The challenge is to determine the function f(n) = k where k is the least
integer for which words of length n are k-reconstructible. This problem has been
studied by several authors and one of the first trace goes back to 1973 [12]. Re-
sults in that direction have been obtained by M.-P. Schu¨tzenberger (with the so-
called Schu¨tzenberger’s Guessing game) and L. Simon [24]. They show that words
of length n sharing the same multiset of scattered factors of length up to ⌊n/2⌋+1
are the same. Consequently, words of length n are (⌊n/2⌋+ 1)-reconstructible.
In [14], this upper bound has been improved: Krasikov and Roditty have shown
that words of length n are k-reconstructible for k ≥ ⌊16√n/7⌋+5. On the other
hand Dudik and Schulmann [6] provide a lower bound: if words of length n
are k-reconstructible, then k ≥ 3(
√
2/3−o(1)) log1/2
3
n. Bounds were also considered
in [18]. Algorithmic complexity of the reconstruction problem is discussed, for
instance, in [5]. Note that the different types of reconstruction problems have
application in philogenetic networks, see, e.g., [11], or in the context of molecular
genetics [7] and coding theory [15].
Another motivation, close to combinatorics on words, stems from the study
of k-binomial equivalence of finite words and k-binomial complexity of infinite
words (see [22] for more details). Given two words of the same length, they are
k-binomially equivalent if they have the same multiset of scattered factors of
length k, also known as k-spectrum ([1], [17], [23]). Given two words x and y
of the same length, one can address the following problem: decide whether or
not x and y are k-binomially equivalent? A polynomial time decision algorithm
based on automata and a probabilistic algorithm have been addressed in [9]. A
variation of our work would be to find, given k and n, a minimal set of scattered
factors for which the knowledge of the number of occurrences in x and y permits
to decide k-binomial equivalence.
Over an alphabet of size q, there are qk pairwise distinct length-k factors. If
we relax the requirement of only considering scattered factors of the same length,
another interesting question is to look for a minimal (in terms of cardinality)
multiset of scattered factors to reconstruct entirely a word. Let the binomial
coefficient
(
u
x
)
be the number of occurrences of x as a scattered factor of u. The
general problem addressed in this paper is therefore the following one.
Problem 2. Let Σ be a given alphabet and n a natural number. We want to
reconstruct a hidden word w ∈ Σn. To that aim, we are allowed to pick a
word ui and ask questions of the type “What is the value of
(
w
ui
)
?”. Based on
the answers to questions related to
(
w
u1
)
, . . . ,
(
w
ui
)
, we can decide which will be
the next question (i.e. decide which word will be ui+1). We want to have the
shortest sequence (u1, . . . , uk) uniquely determining w by knowing the values of(
w
u1
)
, . . . ,
(
w
uk
)
.
We naturally look for a value of k less than the upper bound for k-reconstructibility.
In this paper, we firstly recall the use of Lyndon words in the context of
reconstructibility. A word w over a totally ordered alphabet is called Lyndon
word if it is the lexicographically smallest amongst all its rotations, i.e., w = xy
is smaller than yx for all non trivial factorisations w = xy. Every binomial coef-
ficient
(
w
x
)
for arbitrary words w and x over the same alphabet can be deduced
from the values of the coefficients
(
w
u
)
for Lyndon words u that are lexicographi-
cally less than or equal to x. This result is presented in Section 2 along with the
basic definitions. We consider an alphabet equipped with a total order on the
letters. Words of the form anb with letters a < b and a natural number n are a
special form of Lyndon words, the so-called right-bounded-block words.
We consider the reconstruction problem from the information given by the oc-
currences of right-bounded-block words as scattered factors of a word of length n.
In Section 3 we show how to reconstruct a word uniquely from m + 1 bino-
mial coefficients of right-bounded-block words where m is the minimum number
of occurrences of a and b in the word. We also prove that this is less than
the upper bound given in [14]. In Section 4 we reduce the problem for arbi-
trary finite alphabets {1, . . . , q} to the binary case. Here we show that at most∑q−1
i=1 |w|i (q − i+ 1) ≤ q|w| binomial coefficients suffice to uniquely reconstruct
w with |w|i being the number of occurrences of letter i in w. Again, we compare
this bound to the best known one for the classical reconstruction problem (from
words of a given length). In the last section of the paper we also propose several
results of algorithmic nature regarding the efficient reconstruction of words from
given scattered factors.
2 Preliminaries
Let N be the set of natural numbers, N0 = N ∪ {0}, and let N≥k be the set of
all natural numbers greater than or equal to k. Let [n] denote the set {1, . . . , n}
and [n]0 = [n] ∪ {0} for an n ∈ N.
An alphabet Σ = {a, b, c, . . .} is a finite set of letters and a word is a finite
sequence of letters. We let Σ∗ denote the set of all finite words over Σ. The
empty word is denoted by ε and Σ+ is the free semigroup Σ∗\{ε}. The length of
a word w is denoted by |w|. Let Σ≤k := {w ∈ Σ∗| |w| ≤ k} and Σk be the set of
all words of length exactly k ∈ N. The number of occurrences of a letter a ∈ Σ in
a word w ∈ Σ∗ is denoted by |w|a. The ith letter of a word w is given by w[i] for
i ∈ [|w|]. The powers of w ∈ Σ∗ are defined recursively by w0 = ε, wn = wwn−1
for n ∈ N. A word u ∈ Σ∗ is a factor of w ∈ Σ∗, if w = xuy holds for some
words x, y ∈ Σ∗. Moreover, u is a prefix of w if x = ε holds and a suffix if y = ε
holds. The factor of w from the ith to the jth letter will be denoted by w[i..j]
for 1 ≤ i ≤ j ≤ |w|. Two words u, v ∈ Σ∗ are called conjugates or rotations of
each other if there exist x, y ∈ Σ∗ with u = xy and v = yx. Additional basic
information about combinatorics on words can be found in [16].
Definition 3. Let < be a total ordering on Σ. A word w ∈ Σ∗ is called right-
bounded-block word if there exist x, y ∈ Σ with x < y and ℓ ∈ N0 with w = xℓy.
Definition 4. A word u = a1 · · · an ∈ Σn, for n ∈ N, is a scattered factor of a
word w ∈ Σ+ if there exist v0, . . . , vn ∈ Σ∗ with w = v0a1v1 · · · vn−1anvn. For
words w, u ∈ Σ∗, define (wu) as the number of occurrences of u as a scattered
factor of w.
Remark 5. Notice that |w|x =
(
w
x
)
for all x ∈ Σ.
The following definition addresses Problem 2.
Definition 6. A word w ∈ Σn is called uniquely reconstructible/determined by
the set S ⊂ Σ∗ if for all words v ∈ Σn\{w} there exists a word u ∈ S with(
w
u
) 6= (vu).
Consider S = {ab, ba}. Then w = abba is not uniquely reconstructible by S
since
[(
w
ab
)
,
(
w
ba
)]
= [2, 2] is also the 2-vector of binomial coefficients of baab. On
the other hand S = {a, ab, ab2} reconstructs w uniquely. The following remark
gives immediate results for binary alphabets.
Remark 7. Let Σ = {a, b} and w ∈ Σn. If |w|a ∈ {0, n} then w contains either
only b or a and by the given length n of w, w is uniquely determined by S = {a}.
This fact is in particular an equivalence: w ∈ Σn can be uniquely determined by
{a} iff |w|a ∈ {0, n}. If |w|a ∈ {1, n− 1}, w is not uniquely determined by {a}
as witnessed by ab and ba for n = 2. It is immediately clear that the additional
information
(
w
ab
)
leads to unique determinism of w.
Lyndon words play an important role regarding the reconstruction problem.
As shown in [21] only scattered factors which are Lyndon words are necessary to
determine a word uniquely, i.e., S can always be assumed to be a set of Lyndon
words.
Definition 8. Let < be a total ordering on Σ. A word w ∈ Σ∗ is a Lyndon
word iff for all u, v ∈ Σ+ with w = uv, we have w <lex vu where <lex is the
lexicographical ordering on words induced by <.
Proposition 9 ([21]). Let w and u be two words. The binomial coefficient
(
w
u
)
can be computed using only binomial coefficients of the type
(
w
v
)
where v is a
Lyndon word of length up to |u| such that v ≤lex u.
To obtain a formula to compute the binomial coefficient
(
w
u
)
for w, u ∈ Σ∗ by
binomial coefficients
(
w
vi
)
for Lyndon words v1, . . . , vk with vi ∈ Σ≤|u|, i ∈ [k],
and k ∈ N the definitions of shuffle and infiltration are necessary [16].
Definition 10. Let n1, n2 ∈ N, u1 ∈ Σn1 , and u2 ∈ Σn2 . Set n = n1 + n2. The
shuffle of u1 and u2 is the polynomial u1 u2 =
∑
I1,I2
w(I1, I2) where the sum
has to be taken over all pairs (I1, I2) of sets that are partitions of [n] such that
|I1| = n1 and |I2| = n2. If I1 = {i1,1 < . . . < i1,n1} and I2 = {i2,1 < . . . < i2,n2},
then the word w(I1, I2) is defined such that w[i1,1]w[i1,2] · · ·w[i1,n1 ] = u1 and
w[i2,1]w[i2,2] · · ·w[i2,n2 ] = u2 hold.
The infiltration is a variant of the shuffle in which equal letters can be merged.
Definition 11. Let n1, n2 ∈ N, u1 ∈ Σn1 , and u2 ∈ Σn2 . Set n = n1 + n2.
The infiltration of u1 and u2 is the polynomial u1 ↓ u2 =
∑
I1,I2
w(I1, I2), where
the sum has to be taken over all pairs (I1, I2) of sets of cardinality n1 and n2
respectively, for which the union is equal to the set [n′] for some n′ ≤ n. Words
w(I1, I2) are defined as in the previous definition. Note that some w(I1, I2) are
not well defined if i1,j = i2,k but u1[j] 6= u2[k]. In that case they do not appear
in the previous sum.
Considering for instance u1 = aba and u2 = ab gives the polynomials
u1 u2 = 2ababa+ 4aabba+ 2aabab+ 2abaab,
u1 ↓ u2 = aba ab+ aba+ 2abba+ 2aaba+ 2abab.
Based on Definitions 10 and 11, we are able to give a formula to compute a
binomial coefficient from the ones making use of Lyndon words. This formula is
given implicitely in [21, Theorem 6.4]: Let u ∈ Σ∗ be a non-Lyndon word. By
[21, Corollary 6.2] there exist non-empty words x, y ∈ Σ∗ and with u = xy and
such that every word appearing in the polynomial x y is lexicographically less
than or equal to u. Then, for all word w ∈ Σ∗, we have
(
w
u
)
=
1
(x y, u)

(w
x
)(
w
y
)
−
∑
v∈Σ∗,v 6=u
(x ↓ y, v)
(
w
v
) ,
where (P, v) is a notation giving the coefficient of the word v in the polynomial P .
One may apply recursively this formula until only Lyndon factors are considered.
Example 12. Considering Σ = {a, b} the binomial coefficient (w
ba
)
can be com-
puted using the Lyndon words a, and b by(
w
ba
)
=
1
(b a, ba)
[(
w
b
)(
w
a
)
− (b ↓ a, ab)
(
w
ab
)]
=
(
w
b
)(
w
a
)
−
(
w
ab
)
.
Regarding word length three, the Lyndon words are aab and abb. Let us give
formulas to compute
(
w
aba
)
,
(
w
baa
)
,
(
w
bab
)
and
(
w
bba
)
. Having x = ab and y = a, we
obtain (
w
aba
)
=
(
w
ab
)[(
w
a
)
− 1
]
− 2
(
w
aab
)
.
For u = baa, we can either choose x = b and y = aa or x = ba and y = a. In
the first case, we get(
w
baa
)
=
(
w
b
)(
w
aa
)
−
(
w
aba
)
−
(
w
aab
)
and by reinjecting formulas for
(
w
aa
)
and
(
w
aba
)
, obtained recursively,
(
w
baa
)
=
[(
w
a
)
− 1
] [
1
2
(
w
a
)(
w
b
)
−
(
w
ab
)]
+
(
w
aab
)
.
Finally, the last two formulas are quite similar to what we already had:
(
w
bab
)
=
(
w
ab
)[(
w
b
)
− 1
]
− 2
(
w
abb
)
and (
w
bba
)
=
[(
w
b
)
− 1
] [
1
2
(
w
a
)(
w
b
)
−
(
w
ab
)]
+
(
w
abb
)
.
3 Reconstruction from Binary Right-Bounded-Block
Words
In this section we present a method to reconstruct a binary word uniquely from
binomial coefficients of right-bounded-block words. Let n ∈ N be a natural num-
ber and w ∈ {a, b}n a word. Since the word length n is assumed to be known,
|w|a is known if |w|b is given and vice versa. Set for abbreviation ku =
(
w
u
)
for
u ∈ Σ∗. Moreover we assume w.l.o.g. ka ≤ kb and that ka is known (other-
wise substitute each a by b and each b by a, apply the following reconstruction
method and revert the substitution). This implies that w is of the form
bs1abs2 . . .bskaabska+1 (1)
for si ∈ N0 and i ∈ [|w|a + 1] with
∑
i∈[ka+1] si = n − ka = kb and thus we get
for ℓ ∈ [ka]0
kaℓb =
(
w
aℓb
)
=
ka+1∑
i=ℓ+1
(
i− 1
ℓ
)
si. (2)
Remark 13. Notice that for fixed ℓ ∈ [ka]0 and ci =
(
i−1
ℓ
)
for i ∈ [ka + 1]\[ℓ], we
have ci < ci+1 and especially cℓ+1 = 1 and cℓ+2 = ℓ+ 1.
Equation (2) shows that reconstructing a word uniquely from binomial coef-
ficients of right-bounded-block words equates to solve a system of Diophantine
equations. The knowledge of kb, . . . , kaℓb provides ℓ + 1 equations. If the equa-
tion of kaℓb has a unique solution for {sℓ+1, . . . , ska+1} (in this case we say, by
language abuse, that kaℓb is unique), then the system in row echelon form has
a unique solution and thus the binary word is uniquely reconstructible. Notice
that kakab is always unique since kakab = ska+1.
Consider n = 10 and ka = 4. This leads to w = b
s1abs2abs3abs4abs5 with∑
i∈[5] si = 6. Given kab = 4 we get 4 = s2 + 2s3 + 3s4 + 4s5. The si are
not uniquely determined. If ka2b = 2 is also given, we obtain the equation 2 =
s3+3s4+6s5 and thus s3 = 2 and s4 = s5 = 0 is the only solution. Substituting
these results in the previous equation leads to s2 = 0 and since we only have six b,
we get s1 = 4. Hence w = b
4a2b2a2 is uniquely reconstructed by S = {a, ab, a2b}.
The following definition captures all solutions for the equation defined by
kaℓb for ℓ ∈ [ka]0.
Definition 14. Set M(kaℓb) = {(rℓ+1, . . . , rka+1)| kaℓb =
∑ka+1
i=ℓ+1
(
i−1
ℓ
)
ri} for
fixed ℓ ∈ [ka]0. We call kaℓb unique if |M(kaℓb)| = 1.
By Remark 13 the coefficients of each equation of the form (2) are strictly
increasing. The next lemma provides the range each kaℓb may take under the
constraint
∑ka+1
i=1 si = n− ka.
Lemma 15. Let n ∈ N, k ∈ [n]0, j ∈ [k+ 1] and c1, . . . , ck+1, s1, . . . , sk+1 ∈ N0
with ci < ci+1, for i ∈ [k], and
∑k+1
i=1 si = n− k. The sum
∑k+1
i=j cisi is maximal
iff sk+1 = n− k (and consequently si = 0 for all i ∈ [k]).
Proof. The case k = 0 is trivial. Consider the case n = k, i.e.,
∑k+1
i=1 si = 0. This
implies immediately si = 0 for all i ∈ [k+ 1] and the equivalence holds. Assume
for the rest of the proof k < n. If sk+1 = n − k, then si = 0 for all i ≤ k and∑k+1
i=j cisi = ck+1(n − k). Let us assume that the maximal value for
∑k+1
i=j cisi
can be obtained in another way and that there exist s′1, . . . , s
′
k+1 ∈ N0, ℓ ∈ [n−k]
such that
∑k+1
i=1 s
′
i = n− k and s′k+1 = n− k − ℓ. Thus
ck+1(n− k) ≤
k+1∑
i=j
cis
′
i =

 k∑
i=j
cis
′
i

+ ck+1(n− k − ℓ).
This implies
∑k
i=j cis
′
i ≥ ck+1ℓ. Since the coefficients are strictly increasing we
get
∑k
i=j cis
′
i ≤ ck
∑k
i=j s
′
i < ck+1ℓ, hence the contradiction. ⊓⊔
Corollary 16. Let ka ∈ [n]0, ℓ ∈ [ka]0, and s1, . . . , ska+1 ∈ N0 with
∑ka+1
i=1 si =
n− ka. Then
(
w
aℓb
) ∈ [(kaℓ )(n− ka)]
0
.
Proof. It follows directly from Equation (2) and Lemma 15. ⊓⊔
The following lemma shows some cases in which kaℓb is unique.
Lemma 17. Let ka ∈ [n], ℓ ∈ [ka]0 and s1, . . . , ska+1 ∈ N0 with
∑ka+1
i=1 si =
n − ka. If kaℓb ∈ [ℓ]0 ∪ {
(
ka
ℓ
)
(n − ka)} or kaℓb =
(
ka−1
ℓ
)
r +
(
ka
ℓ
)
(n − ka − r) for
r ∈ [kb]0 then kaℓb is unique.
Proof. Consider firstly kaℓb ∈ [ℓ]0. By Remark 13 we have cℓ+1 = 1 and cℓ+2 =
ℓ + 1. By ci < ci+1 we obtain immediately si = 0 for i ∈ [ka + 1]\[ℓ + 1]. By
setting sℓ+1 = kaℓb the claim is proven. If kaℓb =
(
ka
ℓ
)
(n− ka), ska+1 = (n− ka)
and si = 0 for i ∈ [ka]0 is the only possibility. Let secondly be r ∈ [kb]0 and
kaℓb =
(
ka−1
ℓ
)
r +
(
ka
ℓ
)
(n − ka − r) and suppose that kaℓb is not unique. This
implies ska+1 < n − ka − r. Assume that ska+1 = n − ka − r′ for r′ ∈ [kb]>r.
Thus there exists x ∈ N with (kaℓ )(n−ka− r′)+x = (ka−1)!(ka(n−ka)−ℓr)ℓ!(ka−ℓ)! , i.e., x =
(ka−1)!(kar′−ℓr)
ℓ!(ka−ℓ)! . By kb = n− ka we have x ≤
(
ka−1
ℓ
)
r′ = (ka−1)!(kar
′−ℓr′)
ℓ!(ka−ℓ)! (we only
have r′ occurrences of b left to distribute). By r′ > r we have (ka−1)!(kar
′−ℓr)
ℓ!(ka−ℓ)! =
x < (ka−1)!(kar
′−ℓr)
ℓ!(ka−ℓ)! - a contradiction. ⊓⊔
Since we are not able to fully characterise the uniquely determined values for
each kaℓb for arbitrary n and ℓ, the following proposition gives the characterisa-
tion for ℓ ∈ {0, 1}. Notice that we use ka immediately since it is determinable
by n and ka0b = kb.
Proposition 18. The word w ∈ Σn is uniquely determined by ka and kab iff
one of the following occurs
– ka = 0 or ka = n (and obviously kab = 0),
– ka = 1 or ka = n− 1 and kab is arbitrary,
– ka ∈ [n− 2]≥2 and kab ∈ {0, 1, ka(n− ka)− 1, ka(n− ka)}.
Proof. Let us first prove that w is uniquely determined in these cases. It is
obvious if ka = 0 or ka = n since the word is composed of the same letter repeated
n times. If ka = 1, then w = b
s1abn−1−s1 and
(
w
ab
)
= n−1−s1 = kab. Therefore w
is uniquely determined. If ka = n−1, then w = bs1abs2 · · · absn with exactly one
of the si being non zero and, in fact, equal to one. We have
(
w
ab
)
=
∑n
i=2(i− 1)si
and, if kab is given (between 0 and n− 1), then skab+1 = 1 is the only non zero
exponent. Consider now ka ∈ [n − 2]≥2, i.e. w = bs1abs2 . . .bskaabska+1 . Thus
kab = 0 implies s1 = n − ka and s2 = 0, . . . , ska+1 = 0 while kab = 1 implies
s2 = 1, s1 = n−ka−1 and s3 = 0, . . . , ska+1 = 0. By Lemma 15, we know that (2)
is maximal if and only if ska+1 = n− ka and all the other si are equal to zero. In
that case, the value of the sum equals ka(n−ka). Therefore, if
(
w
ab
)
= ka(n−ka),
the word w is uniquely determined. Finally, if kab = ka(n − ka) − 1, we must
have ska+1 ≤ n − ka − 1. If we choose ska+1 = n − ka − 1, it remains that∑ka
i=1 si = 1 and
∑ka
i=2(i − 1)si = ka − 1. We must have ska = 1 and the other
ones equal to zero. In fact, choosing ska+1 = n− ka − 1 is the only possibility: if
otherwise ska+1 = n− ka− ℓ with ℓ > 1, we obtain that
∑ka
i=2(i− 1)si ≥ ℓka − 1
with
∑ka
i=1 si = ℓ. It is easy to check with Lemma 15 that these conditions are
incompatible.
We now need to prove that w cannot be uniquely determined if ka ∈ [n−2]≥2
and kab ∈ [ka(n− ka)− 2]≥2. To this aim we will give two different sets of values
for the si. The first decomposition is the greedy one. Let us put ska+1 = ⌊kabka ⌋,
s(kab mod ka)+1 = 1 and the other si equal to 0. Let us finally modify the value
of s1 (which is, at this stage, equal to 0 or 1) by adding the value needed.
By
∑ka+1
i=1 si = n − ka we get s1 ← s1 + (n − ka) − ⌊kabka ⌋ − 1. This implies∑ka+1
i=1 si = 1 + (n − ka) −
⌊
kab
ka
⌋
− 1 +
⌊
kab
ka
⌋
= n − ka and si ≥ 0 for all i.
Moreover we have
∑ka+1
i=2 (i− 1)si = (kab mod ka) + ka
⌊
kab
ka
⌋
= kab.
Now we provide a second decomposition for the si. First, let us assume that
2 ≤ kab < ka. In that case, the greedy algorithm sets skab+1 = 1, s1 = n− ka − 1
and the other si to 0. Let us now set s1 = n − ka − 2 and all the other si to
0. Then, update skab ← skab + 1 and s2 ← s2 + 1 (in the case where kab = 2,
s2 will be equal to 2 after these manipulations). We have that the sum in (2) is
equal to 1 + (kab − 1) as needed. Finally, if kab ≥ ka, then ska+1 was non zero
in the greedy decomposition, and the idea is to reduce it of a value 1. Let us
set ska+1 = ⌊kabka ⌋ − 1 and the other si to 0. Then, let us update some values:
s(kab mod ka)+2 ← s(kab mod ka)+2+1 and ska ← ska+1 if (kab mod ka) 6= ka−1, and
ska = 2, s2 = 1 otherwise. Finally, set s1 to the right value, i.e., n−ka−
∑ka+1
i=2 si.
It can be easily checked that, in both cases, s1 ≥ 0 (notice that (kab mod ka) =
ka−1 implies that ⌊kabka ⌋ ≤ n−ka−2) and that all si sum up to n−ka. Similarly,
we can check that
∑ka+1
i=2 (i − 1)si is equal to kab in both cases.
To sum up, we gave two different decompositions for the si in cases where
ka ∈ [n − 2]≥2 and kab ∈ [ka(n − ka) − 2]≥2. That implies that w cannot be
uniquely determined in those cases. ⊓⊔
In all cases not covered by Proposition 18 the word cannot be uniquely de-
termined by
(
w
a
)
and
(
w
ab
)
. The following theorem combines the reconstruction
of a word with the binomial coefficients of right-bounded-block words.
Theorem 19. Let j ∈ [ka]0. If kajb is unique, then the word w ∈ Σn is uniquely
determined by {b, ab, a2b, . . . , ajb}.
Proof. If kajb is unique, the coefficients sj+1, . . . , ska+1 are uniquely determined.
Substituting backwards the known values in the first j − 1 equations (2) (for
ℓ = 1, . . . , j − 1) we can now obtain successively the values for sj , . . . , s1. ⊓⊔
Corollary 20. Let ℓ be minimal such that kaℓb is unique. Then w is uniquely de-
termined by {a, ab, a2b, . . . , aℓb} and not uniquely determined by any
{a, ab, a2b, . . . , aib} for i < ℓ.
Proof. It follows directly from Theorem 19. ⊓⊔
By [14] an upper bound on the number of binomial coefficients to uniquely
reconstruct the word w ∈ Σn is given by the amount of the binomial coefficients
of the (⌊ 167
√
n⌋+5)-spectrum. Notice that implicitly the full spectrum is assumed
to be known. As proven in Section 2, Lyndon words up to this length suffice.
Since there are 1n
∑
d|n µ(d) · 2
n
d Lyndon words of length n, the combination of
both results presented in [14,21] states that, for n > 6,
⌊ 16
7
√
n⌋+5∑
i=1
1
i
∑
d|i
µ(d) · 2 id (3)
binomial coefficients are sufficient for a unique reconstruction with the Mo¨bius
function µ. Up to now, it was the best known upper bound.
Theorem 19 shows that min{ka, kb} + 1 binomial coefficients are enough for
reconstructing a binary word uniquely. By Proposition 18 we need exactly one
binomial coefficient if n ∈ [3] and at most two if n = 4. For n ∈ {5, 6} we need
at most n− 2 different binomial coefficients. The following theorem shows that
by Theorem 19 we need strictly less binomial coefficients for n > 6.
Theorem 21. Let w ∈ Σn. We have that min{ka, kb} + 1 binomial coefficients
suffice to uniquely reconstruct w. If ka ≤ kb, then the set of sufficient binomial
coefficients is S = {b, ab, a2b, ..., ahb} where h = ⌊n2 ⌋. If ka > kb, then the set is
S = {a, ba, b2a, ..., bha}. This bound is strictly smaller than (3).
Proof. Assume w.l.o.g. ka ≤ kb. Then ka ≤ n2 and Theorem 19 shows that words
in the set {b, ab, . . . , a⌊n2 ⌋b} can reconstruct w uniquely. If ka > kb, the set S is
obtained by replacing the letter a by b and vice-versa.
Set N2(i) :=
1
i
∑
d|i µ(d)2
i
d for all i ∈ [⌊ 167
√
n⌋ + 5], i.e., ∑⌊ 167 √n⌋+5i=1 N2(i),
which is Equation (3), binomial coefficients suffice. By [8, Lemma 2.4] we have
N2(i) ≥ 1
i
(
2i − 2
i
2 − 1
2− 1
)
=
1
i
(
2i − 2 i2 + 1
)
=
1
i
(
2
i
2 (2
i
2 − 1) + 1
)
≥ 2
i
2
i
.
This results in
⌊ 16
7
√
n⌋+5∑
i=1
N2(i) ≥
⌊ 16
7
√
n⌋+5∑
i=1
2
i
2
i
≥ 116
7
√
n+ 5
√
2
16
7
√
n+5 − 1√
2− 1 .
We want to show that this quantity is at least equal to n+12 . Let us define
f(x) =
1
16
7
√
x+ 5
√
2
16
7
√
x+5 − 1√
2− 1 −
x+ 1
2
for all x > 0, which is the continuous extension on R+ of the quantity we are
interested in. It is easy to verify by hand that f(1), f(2), f(3) and f(4) are
positive. Let us formally show that f(x) > 0 for all x ≥ 5. Since this function is
differentiable, we get with y = 167
√
x+ 5
f ′(x) =
1
y
√
2
y ln(
√
2)√
2− 1
8
7
√
x
− 1
y2
8
7
√
x
√
2
y − 1√
2− 1 −
1
2
.
We thus have
√
x = 7y−3516 and y ≥ 7 for all x ≥ 1. By injecting y in the previous
expression, and reducing to the common denominator, we have to show that
2y
√
2
y
128 ln(
√
2)− 256(
√
2
y − 1)− 7(7y − 35)y2(
√
2− 1)
=
√
2
y
(128 ln(2)y − 256) + 256− 49y3(
√
2− 1) + 245y2(
√
2− 1)
≥
√
2
y
365 + 256− 49y3(
√
2− 1) + 245y2(
√
2− 1)
is strictly positive. Let us call the last quantity g(y). We will show that it is
positive for all y ≥ 10.05, which means that f(x) is positive for all x such that
16
7
√
x+ 5 ≥ 10.05, i.e., for all x ≥ 5. We have
g′(y) = 365
√
2
y
ln(
√
2)− 147(
√
2− 1)y2 + 490(
√
2− 1)y,
g′′(y) = 365
√
2
y
(ln(
√
2))2 − 294(
√
2− 1)y + 490(
√
2− 1),
g′′′(y) = 365
√
2
y
(ln(
√
2))3 − 294(
√
2− 1),
and g′′′(7) > 50, g′′(8.5) > 2, g′(10.05) > 8 and finally g(10.05) > 1787. Since
g′′′(y) is increasing and positive in 7, g′′(y) is increasing for y ≥ 7. Therefore
g′(y) is increasing for y ≥ 8.5 and finally g(y) is increasing for y ≥ 10.05 and
positive. ⊓⊔
Remark 22. By Lemma 17 we know that kaℓb is unique if it is in [ℓ]0 or exactly(
ka
ℓ
)
(n−ka). The probability for the latter is 12n for w ∈ {a, b}n. If kaℓb = m ∈ [ℓ]0
we get by (2) immediately sℓ+1 = m and si = 0 for ℓ+2 ≤ i ≤ ka+1. Hence, the
values for sj for j ∈ [ℓ] are not determined. By
∑
i∈[ℓ] si = n− ka −m there are
d =
∑
i∈[ℓ]0
(
ℓ
ℓ−i
)(
n−ka−m−1
i−1
)
possibilities to fulfill the constraints, i.e., we have
a probability of d2n to have such a word.
4 Reconstruction for Arbitrary Alphabets
In this section we address the problem of reconstructing words over arbitrary
alphabets from their scattered factors. We begin with a series of results of algo-
rithmic nature. Let Σ = {a1, . . . , aq} be an alphabet equipped with the ordering
ai < aj for 1 ≤ i < j ≤ q ∈ N.
Definition 23. Let w1, . . . , wk ∈ Σ∗ for k ∈ N, and K = (ka)a∈Σ a sequence
of |Σ| natural numbers. A K−valid marking of w1, . . . , wk is a mapping ψ :
[k]× N→ N such that for all j ∈ [k], i, ℓ ∈ [|wj |], and a ∈ Σ there holds
– if wj [i] = a then ψ(j, i) ≤ ka,
– if i < ℓ ≤ |wj | and wj [i] = wj [ℓ] = a then ψ(j, i) < ψ(j, ℓ).
A K-valid marking of w1, . . . , wk is represented as the string w
ψ
1 , w
ψ
2 , . . ., w
ψ
k ,
where wψj [i] = (wj [i])ψ(j,i) for fresh letters (wj [i])ψ(j,i).
For instance, let k = 2, Σ = {a, b}, and w1 = aab, w2 = abb. Let ka =
3, kb = 2 define the sequence K. A K-valid marking of w1, w2 would be w
ψ
1 =
(a)1(a)3(b)1, w
ψ
2 = (a)2(b)1(b)2 defining ψ implicitly by the indices. We used
parentheses in the marking of the letters in order to avoid confusions.
We recall that a topological sorting of a directed graph G = (V,E), with
V = {v1, . . . , vn}, is a linear ordering vσ(1) < vσ(2) < . . . < vσ(n) of the nodes,
defined by the permutation σ : [n] → [n], such that there exists no edge in E
from vσ(i) to vσ(j) for any i > j (i.e., if va comes after vb in the linear ordering,
for some a = σ(i) and b = σ(j), then we have i > j and there should be no
edge between va and vb). It is a folklore result that any directed graph G has a
topological sorting if and only if G is acyclic.
Definition 24. Let w1, . . . , wk ∈ Σ∗ for k ∈ N, K = (ka)a∈Σ a sequence of |Σ|
natural numbers, and ψ a K−valid marking of w1, . . . , wk. Let Gψ be the graph
that has
∑
a∈Σ ka nodes, labelled with the letters (a)1, . . . , (a)ka , for all a ∈ Σ,
and the directed edges ((wj [i])ψ(j,i), (wj [i+1])ψ(j,i+1)), for all j ∈ [k], i ∈ [|wj |],
and ((a)i, (a)i+1), for all occuring i and a ∈ Σ. We say that there exists a valid
topological sorting of the ψ-marked letters of the words w1, . . . , wk if there exists
a topological sorting of the nodes of Gψ, i.e., Gψ is a directed acyclic graph.
The graph associated with the K-valid marking of w1, w2 from above would
have the five nodes (a)1, (a)2, (a)3, (b)1, (b)2 and the six directed edges ((a)1, (a)3),
((a)3, (b)1), ((a)2, (b)1), ((b)1, (b)2), ((a)1, (a)2), ((a)2, (a)3) (where the direction
of the edge is from the left node to the right node of the pair defining it). This
graph has the topological sorting (a)1(a)2(a)3(b)1(b)2.
Theorem 25. For w1, . . . , wk ∈ Σ∗ and a sequence K = (ka)a∈Σ of |Σ| natural
numbers, there exists a word w such that wi is a scattered factor of w with
|w|a = ka, for all i ∈ [k] and all a ∈ Σ, if and only if there exist a K-valid
marking ψ of the words w1, . . . , wk and a valid topological sorting of the ψ-
marked letters of the words w1, . . . , wk.
Proof. If w is such that wi is a scattered factor of w, for all i ∈ [k], and |w|a = ka,
for all a ∈ Σ, then we can mark the ith occurrence of a as (a)i, for all a ∈ Σ
and i ∈ [ka]. This induces a K-valid marking ψ of the words wi, and, moreover,
the linear ordering of the nodes of Gψ induced by the order in which the marked
letters (i.e., nodes of Gψ) occur in w is a topological sorting of Gψ.
Let us now assume that there exists a K-valid marking ψ of the words
w1, . . . , wk, and there exists a valid topological sorting of the ψ-marked letters
of the words w1, . . . , wk. Let w
′ be the word obtained by writing the nodes of
Gψ in the order given by its topological sorting and removing their markings. It
is clear that w′ has wi as a scattered factor, for all i ∈ [k], and that |w′|a ≤ ka,
for all a ∈ Σ. Let now w = w′∏
a∈Σ a
ka−|w′|a , where
∏
a∈Σ a
ka−|w′|a is the con-
catenation of the factors aka−|w
′|a , for a ∈ Σ in some fixed order. Now w has wi
as a scattered factor, for all i ∈ [k], and |w|a = ka, for all a ∈ Σ. ⊓⊔
Next we show that in Theorem 25 uniqueness propagates in the⇐-direction.
Corollary 26. Let w1, . . . , wk ∈ Σ∗ and K = (ka)a∈Σ a sequence of |Σ| natural
numbers. If the following hold
– there exists a unique K-valid marking ψ of the words w1, . . . , wk,
– in the unique K-valid marking ψ we have that for each a ∈ Σ and ℓ ∈ [ka]
there exists i ∈ [k] and j ∈ [|wi|] with ψ(i, j) = ℓ, and
– there exists a unique valid topological sorting of the ψ-marked letters of the
words w1, . . . , wk
then there exists a unique word w such that wi is a scattered factor of w, for all
i ∈ [k] and |w|a = ka for all a ∈ Σ.
Proof. Let w be the word obtained by writing in order the letters of the unique
valid topological sorting of the ψ-marked letters of the words w1, . . . , wk and
removing their markings. It is clear that w′ has wi as a scattered factor, for all
i ∈ [k], and that |w|a = ka, for all a ∈ Σ. The word w is uniquely defined (as
there is no other K-valid marking nor valid topological sorting of the ψ-marked
letters), and |w|a = ka, for all a ∈ Σ. ⊓⊔
In order to state the second result, we need the projection πS(w) of a word
w ∈ Σ∗ on S ⊆ Σ: πS(w) is obtained from w by removing all letters from Σ \S.
Theorem 27. Set W = {wa,b | a < b ∈ Σ} such that
– wa,b ∈ {a, b}∗ for all a, b ∈ Σ,
– for all w,w′ ∈ W and all a ∈ Σ, if |w|a · |w′|a > 0, then |w|a = |w′|a.
Then there exists at most one w ∈ Σ∗ such that wa,b is π{a,b}(w) for all a, b ∈ Σ.
Proof. Notice firstly |W | = q(q−1)2 . Let ka = |wa,b|a, for a < b ∈ Σ. These
numbers are clearly well defined, by the second item in our hypothesis. Let
K = (ka)a∈Σ. It is immediate that there exists a unique K-valid marking ψ of
the words (wa,b)a<b∈Σ. As each two marked letters (a)i and (b)j (i.e., each two
nodes (a)i and (b)j of Gψ) appear in the marked word w
ψ
a,b, we know the order
in which these two nodes should occur in a topological sorting of Gψ. This means
that, if Gψ is acyclic, then it has a unique topological sorting. Our statement
follows now from Corollary 26. ⊓⊔
Remark 28. Given the set W = {wa,b | a < b ∈ Σ} as in the statement of
Theorem 27, with ka = |wa,b|a, for a < b ∈ Σ, and K = (ka)a∈Σ , we can
produce the unique K-valid marking ψ of the words (wa,b)a<b∈Σ in linear time
O(
∑
a<b∈Σ |wa,b|) = O((q − 1)
∑
a∈Σ ka): just replace the i
th letter a of wa,b by
(a)i, for all a and i. The graphGψ hasO((q−1)
∑
ka) edges andO(
∑
ka) vertices
and can be constructed in linear time O((q− 1)∑ ka). Sorting Gψ topologically
takesO((q−1)∑ ka) time (see, e.g., the handbook [4]). As such, we conclude that
reconstructing a word w ∈ Σ∗ from its projections over all two-letter-subsets of
Σ can be done in linear time w.r.t. the total length of the respective projections.
Theorem 27 is in a sense optimal: in order to reconstruct a word over Σ
uniquely, we need all its projections on two-letter-subsets of Σ. That is, it is
always the case that for a strict subset U of {{a, b} | a < b ∈ Σ}, with |U | =
q(q−1)
2 − 1, there exist two words w′ 6= w such that {πp(w′) | p ∈ U} = {πp(w) |
p ∈ U}. We can, in fact, show the following results:
Theorem 29. Let S1, . . . , Sk be subsets of Σ. The following hold:
1. If each pair {a, b} ⊆ Σ is included in at least one of the sets Si, then we can
reconstruct any word uniquely from its projections πS1(·), . . . , πSk(·).
2. If there exists a pair {a, b} that is not contained in any of the sets S1, . . . , Sk,
then there exist two words w and w′ such that w 6= w′ and πS1(w) =
πS1(w
′), . . . , πSk(w) = πSk(w
′).
Proof. The first part is, once again, a consequence of Corollary 26. The second
part can be shown by assuming that Σ = {a1, . . . , aq} and the pair {a1, a2}
is not contained in any of the sets S1, . . . , Sk. Then, for w = a1a3a4 . . .aq and
w′ = a2a3a4 . . . aq, we have that πS1(w) = πS1(w
′), . . . , πSk(w) = πSk(w
′). ⊓⊔
In this context, we can ask how efficiently can we decide if a word is uniquely
reconstructible from the projections πS1(·), . . ., πSk(·) for S1, . . . , Sk ⊂ Σ.
Theorem 30. Given the sets S1, . . . , Sk ⊂ Σ, we decide whether we can re-
construct any word uniquely from its projections πS1(·), . . . , πSk(·) in O(q2k)
time. Moreover, under the Strong Exponential Time Hypothesis (see the sur-
vey [3] and the references therein), there is no O(q2−dkc) algorithm for solving
the above decision problem, for any d, c > 0.
Proof. We begin with a series of preliminaries. Let us recall the Orthogonal Vec-
tors problem: Given sets A,B consisting of n vectors in {0, 1}k, decide whether
there are vectors a ∈ A and b ∈ B which are orthogonal (i.e., for any i ∈ [k]
we have a[i]b[i] = 0). This problem can be solved na¨ıvely in O(n2k) time, but
under the Strong Exponential Time Hypothesis there is no O(n2−dkc) algorithm
for solving it, for any d, c > 0 (once more, see the survey [3] and the references
therein).
We show that our problem is equivalent to the Orthogonal Vectors problem.
Let us first assume that we are given the sets S1, . . . , Sk ⊂ Σ, and we
want to decide whether we can reconstruct any word uniquely from its projec-
tions πS1(·), . . . , πSk(·). This is equivalent, according to Theorem 29, to checking
whether each pair {a, b} ⊆ Σ is included in at least one of the sets Si. For each
letter a of Σ we define the k-dimensional vectors xa where xa[i] = 1 if a ∈ Si and
xa[i] = 0 if a 6∈ Si. This can be clearly done in O(qk) time. Now, there exists a
pair {a, b} that is not contained in any of the sets S1, . . . , Sk if and only if there
exists a pair of vectors {xa, xb} such that xa[i]xb[i] = 0 for all i ∈ [k]. We can
check whether there exists a pair of vectors {xa, xb} such that xa[i]xb[i] = 0 for
all i ∈ [k] by solving the Orthogonal Vectors problem by using for both input
sets of vectors the set {xa | a ∈ Σ}. As such, we can check whether there exists
a pair {a, b} that is not contained in any of the sets S1, . . . , Sk in O(q2k) time.
Let us now assume that we are given two sets A,B consisting of n vectors in
{0, 1}k, and we want to decide whether there are vectors a ∈ A and b ∈ B which
are orthogonal (i.e., for any i ∈ [k] we have a[i]b[i] = 0). We can compute the
set of (k + 2)-dimensional vectors A′ containing the vectors of A extended with
two new positions (position k + 1 and position k + 2) set to 10 and the vectors
of B extended with two new positions (position k+ 1 and position k+ 2) set to
01. To decide whether there are vectors a ∈ A and b ∈ B which are orthogonal
is equivalent to decide whether there are vectors a, b ∈ A′ which are orthogonal
(if two such vectors exist, they must be different on their last two positions, so
one must come from A and one from B). Assume that A′ = {x1, x2, . . . , x2n}.
Now we define an alphabet Σ = {a1, . . . , a2n} of size 2n and the sets S1, . . . , Sk,
where aj ∈ Si if and only if xj [i] = 1. Computing A′ and then the alphabet Σ
and the sets Si, for i ∈ [k], takes O(nk) time. Now, to decide whether there are
vectors xi, xj ∈ A′ which are orthogonal is equivalent to decide whether there
exists a pair of letters {ai, aj} of Σ that is not contained in any of the sets
S1, . . . , Sk. The conclusion of the theorem now follows. ⊓⊔
Coming now back to combinatorial results, we use the method developed in
Section 3 to reconstruct a word over an arbitrary alphabet. We show that we
need at most
∑
i∈[q] |w|i(q + 1− i) different binomial coefficients to reconstruct
w uniquely for the alphabet Σ = {1, . . . , q}. In fact, following the results from
the first part of this section, we apply this method on all combinations of two
letters. Consider for an example that for w ∈ {a, b, n}6 the following binomial
coefficients
(
w
a0b
)
= 1,
(
w
a0n
)
= 2,
(
w
a1b
)
= 0,
(
w
a1n
)
= 3,
(
w
b1n
)
= 2, and
(
w
a2n
)
= 1 are
given. By |w| = 6, |w|b = 1, and |w|n = 2, we get |w|a = 3. Applying the method
from Section 3 for {a, b}, {a, n}, and {b, n} we obtain the scattered factors ba3,
anana, and bn2. Combining all these three scattered factors gives us uniquely
banana. Notice that in this example we only needed six binomial coefficients
instead of ten, which is the worst case.
Remark 31. As seen in the example we have not only the word length but also(
w
x
)
for all x ∈ Σ but one. Both information give us the remaining single letter
binomial coefficient and hence we will assume that we know all of them.
For convenience in the following theorem consider Σ = {1, . . . , q} for q > 2
and set α := ⌊ 167
√
n⌋ + 5. In the general case the results by [21] and [14] yield
that ∑
i∈[α]
1
i
(q + 1)
i
2 − 1
q
(4)
is smaller than the best known upper bound on the number of binomial coeffi-
cients sufficient to reconstruct a word uniquely.
The following theorem generalises Theorem 21 on an arbitrary alphabet.
Theorem 32. For uniquely reconstructing a word w ∈ Σ∗ of length at least
q− 1, ∑i∈[q] |w|i(q+1− i) binomial coefficients suffice, which is strictly smaller
than (4).
Proof. The claim that
∑
i∈[q] |w|i(q+1− i) binomial coefficients suffice to recon-
struct w uniquely follows by Theorem 27: for each pair of letters we apply the
method of the binary case. We are thus going to reconstruct words wa,b for all
pairs of letters a < b. If a is the ith letter in the alphabet, there are q − i such
pairs. To determine wa,b uniquely, min(ka, kb) + 1 ≤ ka + 1 binomial coefficients
from the set {kb, kab, . . . , ka|w|ab} suffice. In total, we thus need the binomial
coefficients of the set
{kajb : a < b, j ∈ [|w|a]} ∪ {kb : b ∈ Σ\{1}}.
There are
∑
i∈[q] |w|i(q− i)+ (q− 1) such coefficients. This quantity is less than
or equal to
∑
i∈[q] |w|i(q + 1− i) for every w of length at least q − 1.
We show the second claim about the bound by induction on q where the
binary case in Theorem 21 serves as induction basis. This implies
∑
i∈[q]
|w|i(q + 1− i) =

 ∑
i∈[q−1]
|w|i(q + 1− i)

+ |w|q(q + 1− q)
=

 ∑
i∈[q−1]
|w|i(q − i)

+ ∑
i∈[q−1]
|w|i + |w|q
and therefore
∑
i∈[q]
|w|i(q + 1− i) ≤

∑
i∈[α]
1
i
q
i
2 − 1
q − 1

+ n
=

∑
i∈[α]
1
i
q(q
i
2 − 1)
q(q − 1)

+ n.
On the other hand, we have to compare this quantity with (4) which can be
rewritten as
∑
i∈[α]
1
i
(q + 1)
i
2 − 1
q
=
∑
i∈[α]
1
i
(q − 1)((q + 1) i2 − 1)
q(q − 1) .
Thus the claim is proven, if the substraction of the latter one and the previous
one is greater than zero, i.e., we show that
∑
i∈[α]
1
i
(q − 1)((q + 1) i2 − 1)− q(q i2 − 1)
q(q − 1)

− n > 0, i.e. (5)

∑
i∈[α]
1
i
(q − 1)(q + 1) i2 − qq i2 + 1
q(q − 1)

− n > 0. (6)
With f(i) = (q−1)(q+1)
i
2 −qq i2 +1
iq(q−1) for all i ∈ [α], the proof of (6) contains the
following steps
1. For all i ≥ 2 we have f(i) ≥ 0,
2. f(5) + f(1) ≥ 0,
3. f(α)− n > 0.
Step 1.: For i = 2 we have
f(2) =
1
2
(q − 1)(q + 1)− q2 + 1
q(q − 1) =
q2 − 1− q2 + 1
2q(q − 1) = 0.
For i = 3 we have
f(3) =
1
3
(q − 1)(q + 1)√q + 1− q2√q + 1
q(q − 1) .
Consider the function g : R→ R; q 7→ q4 − 2q3 − 2q2 + q + 1. This function has
two minima (between −0.75 and −0.5 as well as between 1.75 and 2) and one
maximum (between 0.125 and 0.25). Since g has only two inflexion points and g
is strictly greater than zero at the first minima, g has only two roots. The first
root is between 0.7 and 0.8 and the second root is between 2.5 and 2.75. Thus
for all q ≥ 2.75 we have g(q) > 0. This implies q5 + q4 − 2q3 − 2q2 + q + 1 > q5.
Hence equivalently we get (q+1)(q4− 2q2+1) > q5, i.e., (q+1)(q2− 1)2 > qq4.
This implies
√
q + 1(q2 − 1) > √qq2 which proves that the numerator of f(3) is
positive and hence f(3) > 0. Before we prove the claim for i ≥ 4, we will prove
that (q − 1)(q + 1)j ≥ qj+1 for j ≥ 2. Firstly we get
(q − 1)(q + 1)j =

∑
k∈[j]
((
j
k − 1
)
−
(
j
k
))
qk

+ qj+1 − 1.
Due to the central symmetry of each row of the Pascal triangle and since the
distribution of the binomial coefficient is unimodal, for k ≤ ⌊j/2⌋, we have(
j
j − k
)
−
(
j
j − k + 1
)
= −
((
j
k − 1
)
−
(
j
k
))
> 0
and thus
(q − 1)(q + 1)j =

 ∑
k∈[⌊j/2⌋]
((
j
k
)
−
(
j
k − 1
))
(qj−k+1 − qk)

 + qj+1 − 1.
Since k ≤ ⌊j/2⌋, we have j − k + 1 > k and each term of the above sum is thus
positive. This shows that (q − 1)(q + 1)j ≥ qj+1. This leads to the following
estimations for f(i). For i = 2j and j ≥ 2 we get
f(i) =
(q − 1)(q + 1)j − qqj + 1
iq(q − 1) ≥
qj+1 − qj+1 + 1
iq(q − 1) > 0.
Finally for i = 2j + 1 and j ≥ 2 we get
f(i) =
(q − 1)(q + 1)j√q + 1− qqj√q + 1
iq(q − 1) ≥
qj+1(
√
q + 1−√q) + 1
iq(q − 1) > 0.
Step 2.: Notice that α ≥ 7 holds and thus f(5) is always a summand. For
f(5) + f(1) we have to prove
(q − 1)(q + 1)2√q + 1− qq2√q + 1
5q(q − 1) +
(q − 1)√q + 1− q√q + 1
q(q − 1) ≥ 0
Thus we get for the numerator
(q − 1)(q + 1)2
√
q + 1− qq2√q + 1 + 5(q − 1)
√
q + 1− 5q√q + 5
= (q − 1)
√
q + 1((q + 1)2 + 5)− q√q(q2 + 5) + 6
= (q − 1)
√
q + 1(q2 + 2q + 6)− q√q(q2 + 5) + 6
= q3
√
q + 1 + q2
√
q + 1 + 4q
√
q + 1− 6
√
q + 1− q3√q − 5q√q + 6.
We have q3
√
q + 1 > q3
√
q and, since q ≥ 3,
q2
√
q + 1 ≥ (6 + q)
√
q + 1.
Therefore q2
√
q + 1+4q
√
q + 1 ≥ 6√q + 1+5q√q and the numerator is positive.
Step 3.: Notice that for fixed i, f(i) is monotonically increasing for increasing
q. This implies
f(α) ≥ 2 · 4
α
2 − 3 · 3α2 + 1
6α
=
2α+1 − 3α2 +1 + 1
6α
.
We are going to prove that
2α+1 − 3α2 +1 + 1 > 6αn. (7)
Recall that α is a function of n, given by α = ⌊ 167
√
n⌋+ 5.
First, we have
2α+1 − 3α2 +1 > 2α−1 − 2α2 .
Indeed, this inequality is equivalent to
2
α
2
(
3 · 2α2 −1 + 1) > 3α2 +1 ⇔ 2α2 −1 + 1
3
>
(
3
2
)α
2
.
We can check that this last inequality is true by taking the logarithm of both
sides, since α > 5.
Therefore, it is sufficient for (7) to show that
2α−1 − 2α2 = 2α2 (2α2 −1 − 1) > 6αn.
Note that 2
α
2 > n (indeed, ⌊ 167
√
n⌋+5 > 2√n+5, thus 2α2 > 2 52 ·2
√
n). Once
again, taking the logarithms, one can check that 2
5
2 · 2
√
n > n holds.
To verify (7), it remains to show that 2
α
2
−1 − 1 ≥ 6α or that 2α2 −1 > 6α.
Taking the logarithms, it is equivalent to
α
2
− 1 > log(6) + log(α)
⇔α− 2 log(α) > 2 log(6) + 2,
which is true for α ≥ 15, that is for n ≥ 16. Equation (7) can be verified by a
computer for q − 1 ≤ n < 16.
By 1., 2., and 3. Equation (6) is proven and this proves the claim. ⊓⊔
Remark 33. Since the estimation in Theorem 32 depends on the distribution
of the letters in contrast to the method of reconstruction, it is wise to choose
an order < on Σ such that x < y if |w|x ≤ |w|y . In the example we have
chosen the natural order a < b < n which leads in the worst case to fourteen
binomial coefficients that has to be taken into consideration. If we chose the order
b < n < a the formula from Theorem 32 provides that ten binomial coefficients
suffice. This observation leads also to the fact that less binomial coefficients
suffice for a unique determinism if the letters are not distributed equally but
some letters occur very often and some only a few times.
Remark 34. Let’s note that the number of binomial coefficients we need is at
most qn. Indeed, we will prove that
∑
i∈[q] |w|i(q + 1 − i) ≤ qn. We have qn =
qn+n−n = q∑i∈[q] |w|i+∑i∈[q] |w|i−∑i∈[q] |w|i ≥ q∑i∈[q] |w|i+∑i∈[q] |w|i−∑
i∈[q](|w|ii) =
∑
i∈[q] |w|i(q + 1− i).
5 Conclusion
In this paper we have proven that a relaxation of the so far investigated recon-
struction problem from scattered factors from k-spectra to arbitrary sets yields
that less scattered factors than the best known upper bound are sufficient to re-
construct a word uniquely. Not only in the binary but also in the general case the
distribution of the letters plays an important role: in the binary case the amount
of necessary binomial coefficients is smaller the larger |w|a − |w|b is. The same
observation results from the general case - if all letters are equally distributed in
w then we need more binomial coefficients than in the case where some letters
rarely occur and others occur much more often. Nevertheless the restriction to
right-bounded-block words (that are intrinsically Lyndon words) shows that a
word can be reconstructed by fewer binomial coefficients if scattered factors from
different spectra are taken. Further investigations may lead into two directions:
firstly a better characterisation of the uniqueness of the kaℓb would be helpful to
understand better in which cases less than the worst case amount of binomial
coefficients suffices and secondly other sets than the right-bounded-block words
could be investigated for the reconstruction problem.
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