Future network infrastructure systems demand an extensible, continuous design framework to readily incorporate emerging technologies. Other domains have addressed this demand by moving towards an open design and development approach to capture the ingenuity of a community of developers. Yet, the design and development of current network infrastructure systems remains predominately closed. In this paper, we detail the trends in the deossification of network infrastructure, explore the challenges of an open design and development approach and suggest a framework to address these trends and challenges. The main contribution of this work is a tool-supported, open architectural design and analysis approach with a comprehensive dependability analysis tool for the design of dependable, fault-resilient systems capable of ensuring the high assurance properties required in network infrastructure systems.
Introduction
Future network infrastructure (e.g., routers, switches, network management systems, etc.) will demand an extensible, continuous design approach to readily incorporate the emerging technological innovations as a part of their development and evolution [2] . The Free/Libre/Open Source Software (FLOSS) development approach enables software design and development to capture the ingenuity of a community of developers to better craft the technologies of the future. FLOSS development is increasingly being advocated among scientific, government and industrial communities as a model to effectively reuse software and which can make the design and development of complex software cost efficient [13] . Yet, current network infrastructure systems' design and development remains predominately closed, stymieing technological innovation and failing to provide the continually evolving and disparate features demanded by a diverse community of users and applications.
Continuous design for FLOSS systems involves "continuous distributed collective software specification and design" [9] and has been found to better represent a system's design, development, maintenance and evolution phases since it better copes with continuously evolving requirements. Accordingly, the movement towards a continuous design/FLOSS and development approach for networking hardware and software is underway. For example, network vendors have announced plans for opening system design (e.g., Cisco [3] , Juniper [11] , etc.), the networking research community is developing FLOSS software (e.g., network switch controller software such as XORP [16] ) and open network switch designs (e.g., ATCA [1] ).
However, a continuous design/FLOSS approach necessitates new software engineering processes and methods to buttress this movement [13] [14] . The lack of defined engineering processes in a continuous design/FLOSS development creates an environment in which ad hoc engineering processes emerge presenting inconsistent and unpredictable results across FLOSS projects.
Further, continuous design/FLOSS approaches lack the integration of the best practices of engineering to consistently produce, maintain and evolve dependable, fault-resilient, software capable of ensuring high-assurance properties.
Given this context, this work is motivated by the following FLOSS-influenced trends placed upon the development practices needed to support future network infrastructure systems:
• Deossification of network infrastructure.
Advances in network infrastructure software are closed to collective innovation of the global community of developers [2] . This results in opaque systems that are unaccommodating to evolution. Further, the current software engineering principles practiced in FLOSS development will not suffice to develop dependable network infrastructure software. • Demand for extensibility. Network technologies are evolving and their rapid evolution increases the need for the analysis and identification of dependability faults earlier and quicker. Pressure of software development cycles to decrease in order to accommodate rapid evolution requires an increase in the need to analyze and identify dependability faults earlier and quicker. • Assessment of system behaviors, interactions and dependability properties. FLOSS systems, such as those starting to comprise network infrastructure (e.g., [3] [11] [15] [16] ), are becoming vital and must provide dependability assurances for system behaviors and interactions. These trends lead us to develop a framework to address the considerable challenges to the engineering of a continuous design/FLOSS approach to the design, development, maintenance and evolution of critical network infrastructure systems. Specifically, this paper contributes to tackle the following challenges in this domain:
• Integrating engineering principles and methods with the collective innovation inherent in continuous design/FLOSS development. The gradual shift in how and where software is developed necessitates software engineering principles, methods and tools to accommodate the design and development approaches of the future. In this work, we propose the use of a model-based, architectural design and analysis language (AADL) [7] and tool (OSATE) [12] to support the open, continuous design of network infrastructure systems in combination with a dependability analysis tool (Galileo) [6] for the design, development, maintenance and continuous evolution of an open network infrastructure system. Our approach utilizes existing software engineering methods and applies them to the FLOSS domain to harness the innovation of a community of developers while maintaining traditional software engineering processes. • Providing an extensible framework for network infrastructure software amenable to the inclusion of future technologies. Design principles for network infrastructure software are needed so that the inherent software design accommodates continuous design, development, maintenance and evolution in a FLOSS environment. This will provide the engineering support to readily identify those portions of the software architecture that are core to the system and those portions that allow for future extensibility. In this work, we propose open architectural design models and tools for network infrastructure to enable the community of developers the access to the architectural interfaces in which new technologies can be explored and developed during system evolution.
• Assessing system behaviors, interactions and
dependability properties of open, evolving systems. Software that undergoes continuous design, development, maintenance and evolution must ensure that the new features do not compromise the system's functional and behavioral properties early in the development lifecycle. This is increasingly difficult for FLOSS, and the complexity and interactions of network infrastructure software dramatically increase the difficulty in the verification and validation of system behaviors prior to system evolution. In this work, we propose the automated derivation of dynamic fault trees (DFT) from the open architectural models for dependability analysis using Galileo [6] to ensure that the continually evolving system maintains its high assurance properties and that maintenance does not introduce undesired system behaviors or interactions. The continuous design/FLOSS development, maintenance and evolution presents significant challenges that are magnified for critical systems. The contributions to the above challenges proposed in this paper largely utilize existing software engineering methods and tools adapted specifically for continuous design/FLOSS systems and novice dependability engineers. This is the initial work that is part of a larger effort that investigates how dependability analysis techniques and tools can be utilized to for dependability-critical, continuous design/FLOSS systems. The long term goal is to bridge the gap between dependability engineering and engineering for continuous design/FLOSS systems enabling the development of dependable, open systems.
The remainder of this paper is as follows. Section 2 reviews related work used here. Section 3 provides an overview of our approach and application to a network infrastructure testbed. Finally, Section 4 concludes with a brief discussion and our plans for future work.
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Background and Related Work
The proposed framework for the continuous design/FLOSS development, maintenance and evolution of network infrastructure systems in this work builds on three avenues of research: continuous design/FLOSS development; model-based software architectural design and analysis; and probabilistic risk assessment (PRA) using DFTs in Galileo.
Scacchi and others have investigated the coordination, organization and socio-technical aspects of FLOSS development employing a continuous design approach to discover the processes that enable successful FLOSS projects [14] . Their resulting analysis advocates that a continuous design/FLOSS development approach that utilizes a community of developers is advantageous in altering the "costs and constraints of accessing, analyzing, and sharing software processes, data, metrics and data collection instruments" [13] . The work proposed here harnesses and builds upon Scacchi's conclusion that "there is an opportunity and challenge for encouraging the emergence of a social movement that combines the best practices of FLOSS and software engineering" [13] by drawing upon existing software engineering techniques and tailoring them to continuous design/FLOSS development, maintenance and evolution of network infrastructure systems.
The first established software engineering technology we draw upon is the Architectural Analysis and Design Language (AADL) to model, specify and analyze the structural, behavioral and failure aspects of a system using graphical and/or textual notations. AADL was developed to model "real-time embedded systems, complex systems of systems, and specialized performance capability systems" [7] and is thus applicable networking systems as done here. The work proposed here utilizes AADL as the design language, models and analysis to facilitate and provide structured software engineering methods and principles in the design, development, maintenance and evolution of a continuous design/FLOSS system. However, unlike typical FLOSS systems, including those investigated by Scacchi et al. [13] [14], we propose the use of open design models (rather than just source code and a loose list of requirements) in support of open development, using AADL, to enable the community of developers to extend the system at its defined architectural interfaces as done in the best practices of software engineering. Further, we propose the use of open design models, using AADL, to enable the use of established dependability analysis techniques and tools for the community of FLOSS developers to promote the design, open development, maintenance and evolution of dependable systems where dependability expertise may not be readily available.
The dependability analysis technique and tool that we propose to use in conjunction with the open design models for continuous design/FLOSS systems is probabilistic risk assessment (PRA) using dynamic fault tree analysis (DFTA). PRA provides the existing reliability engineering methods, supported by analysis tools to facilitate reliability assessments of faulttolerant systems [5] . DFTA, assisted by Galileo [6] , provides engineers with the ability and tool support to model the contributions to failures and fault-mitigation mechanisms reflected in the system design and architecture to analyze the system's reliability [5] .
In this work, we propose the use of DFTA and Galileo to perform a PRA on the open architectural designs of a continuous design/FLOSS system. However, the DFTA is divorced from actual system specifications and/or design and must be developed independently. Thus, this prevents roundtrip/feedback analysis to efficiently evaluate design alternatives and their impact on reliability. Additionally, the lack of automated reliability model derivation is not conducive to an environment that is under continuous design (i.e., evolution) since the frequent changes/additions in the design and architecture will necessitate frequent changes in the reliability models to maintain accuracy.
Proposed Framework and Approach
This section outlines our proposed framework for the development, maintenance and evolution of dependable, continuous design/FLOSS systems. In this work, we aim to extend and develop the engineering processes that: (1) facilitates the open design and development of FLOSS systems while incorporating software engineering best practices, i.e., developing and documenting the software and systems architectural structure and produce analysis results showing the soundness and compatibility of user developed evolutions with the existing system; (2) automatically analyzes extended components to ensure proper behaviors and interactions, i.e., allow the community of developers to effectively contribute to a system without compromising the expected functionality and ensuring interoperability; and (3) efficiently analyzes the software design and architecture for dependability properties of concern, e.g., assessment of reliability of software architecture to evaluate against alternatives. In this section, we describe each of these points in the context of an experimental network infrastructure testbed [15] .
Opening Architecture Design with AADL
The framework proposed here utilizes open design models, using AADL, to enable and support the continuous design, development, maintenance and evolution of a FLOSS system. The use of open AADL models for continuous design will allow for continuous collaboration among a community of developers to advance the system, forming a living model. The living model concept is the key enabler in our framework that supports a variety of analysis activities to enable rapid evaluation and development of new ideas and technologies. It will provide a view into the existing system at the appropriate level of detail for different levels of analysis. The associated analysis techniques can help evaluate proposed innovations to determine feasibility, efficacy, and potential impact before deciding whether to proceed with the proposed development, maintenance or evolution. Once such preliminary analysis indicates that an idea should be developed, the living model and its analyses can facilitate the design and development process.
We propose the use of AADL for the living model because: (1) it is well-suited to model software, hardware and their interactions; (2) it is supported by a set of analysis tools for security, resource usage, performance, data quality and dependability; (3) the tool used in this work, OSATE [12] , is an open-source, community-developed environment amenable to the extensions needed to accommodate the unique requirements in supporting the software engineering for continuous design/FLOSS systems. Figure 1 provides a developed graphical AADL model (note that the graphical AADL models are an abstraction for the defined AADL architecture language) for two software programs called "slice scheduler" and "virtualizer" to support the virtualization of Internet2's experimental Hybrid Optical and Packet Infrastructure (HOPI) testbed [15] . HOPI consists of 5 Force10 E600 systems configured as Ethernet switches, three of which are shown here.
Our AADL model of this system allowed for: • Modeling of system structure including software and hardware component interfaces These existing characteristics and analysis capabilities, using the OSATE tool, support the use of open architectural design models for a continuous design/FLOSS system in which a community of developers is participating in the design, development, maintenance and evolution by providing:
• An architectural view of the FLOSS system to promote better design engineering and enable consideration of system structure and the impact of proposed maintenance and/or evolution • A high-level description of component behaviors to assess potential component interactions during initial design and development as well as during maintenance and evolution • Analysis results to ensure feature additions during maintenance and/or evolution does not negatively impact (e.g., violate security or safety level requirements) of the FLOSS system at an early stage in development (i.e., before implementation or deployment) Further, by creating partially specified AADL models, we found that we can construct such a model of a network of switches and new networking software programs. We used the built-in editors of the OSATE tool to input our model. AADL tools can then be used to verify and validate system behavior. For example, the flow latency analysis in OSATE can be used to analyze the two flow paths, shown Figure 1 but not discussed here, between the virtualizer and switches. Thus, AADL is an excellent starting point to model complex network systems through its support for a hierarchical system representation. Such an AADLbased design for the virtualizer and slice scheduler processes would have improved our design and saved us considerable time and effort that we spent in detecting design errors in our testing phase.
Despite these existing analysis capabilities and tools, we identified several needs specific to a continuous design/FLOSS development approach for network infrastructure systems including:
• Interoperability analysis. The need to ensure the correctness of a new component's interaction with existing components is vital during evolution. This analysis should focus on the connections and flows between components to ensure the expected connections and flows map correctly. By checking the data parameters for consistency in different parts of the flow path at an architectural level, there will be some design error detection that will save interoperability testing time after the new component's implementation.
• Extensibility analysis.
A continuous design/FLOSS approach must provide developers with a glimpse into all the other data, ports, connections, etc. that new components will "touch" as a result of maintenance or evolution. As in code slicing, this analysis should extract the dependencies and interactions from the living model to provide an initial method of measuring the scope of a proposed change. This analysis could also include initial estimations specific to verification and validation needed to ensure the dependability of a system (i.e., the more components in the architecture that are potentially involved with the proposed evolution, the greater the dependability assurance efforts needed). These two proposed analyses and tools are initial steps in realizing the living model proposed in this work to bring in software engineering methods and tools to support the development, maintenance and evolution of continuous design/FLOSS systems.
Ensuring Dependability with Galileo
Dependability-critical infrastructure, such as network infrastructure, developed in a FLOSS setting will require tool-supported, dependability engineering processes and methods to ensure the extensions/evolutions of the systems do not compromise the dependability of the system. To achieve this, we propose the automatic generation of dependability models from the living model. The living model and its associated analysis techniques can also be used to evaluate the root cause of an observed, presumably anomalous, failure event and evaluate mitigation, recovery and repair strategies.
The living model framework using AADL, described in Section 3.1, readily enables dependability analysis using its Error Model Annex [8] allowing for the specification and analysis of potential failures and failure propagations within the architectural diagram. The Error Model Annex of AADL allows for the specification of fault models and failure modes (e.g., loss of availability, corrupt data, etc.) on individual components, on the interaction between fault models through fault propagations, rules determining when/how faults can propagate among different types of system components, fault filtering and/or masking failure modes and hierarchical composition of component and subcomponent fault models [8] .
We have previously proposed [4] In our development of the AADL error models and DFTs for the HOPI example used here, however, we identified one significant avenue of improvement to better support the living model and FLOSS development:
• The specification of the error models within AADL to generate a DFT requires error modeling and specification expertise that would be better specified in a Failure Modes and Effects Analysis [10] table and then automatically translated into the corresponding AADL model. Enabling readily generated dependability models, proposed in this section, to support the living model brings in existing software engineering methods and tools and reformulates them to support the development, maintenance and evolution of continuous design/FLOSS systems.
Concluding Remarks and Future Work
This paper motivated and proposed a framework to support continuous design/FLOSS systems. We are motivated by the current trends and research challenges presented to the desire to open the design of network infrastructure systems to allow for rapid inclusion of emerging technologies in a dependable manner. We proposed a framework employing a living model, an open, architectural design model, using AADL, in which a community of developers can access and contribute to the architecture model enabling quicker inclusion of networking technologies and the inclusion of software engineering processes, methods and tools into a FLOSS development approach. To ensure that the proposed additions to the living model, introduced through the maintenance or evolution phases, maintain the expected dependability properties of the continuous design/FLOSS system, we described how analysis capabilities and tools exist to ensure correct design. Further, we proposed and described the use of toolsupported DFTA to provide dependability analysis and PRA results so that the design, development, maintenance and/or evolution steps do not compromise the system's dependability.
Future work will focus on bridging the gap between the architectural models described in this work and the dynamic fault tree analysis, supported by Galileo. Specifically, we are currently developing the methods and tools to be able to automatically derive the dynamic fault trees from the architectural models [4] so that early dependability analysis results can aid in the design, development, maintenance and evolution of continuous design/FLOSS systems.
