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Over the past four years, considerable attention has been 
focused on the problems of high unemployment in the State of Oregon. 
The percentage of jobless continued to be higher than that of the 
nation. The depressed housing market, caused by high interest rates, 
coupled with an increase in the import of Canadian timber managed to 
reduce the demand for Oregon lumber and wood products drastically. 
2 
This has resulted in an abnormally high unemployment rate in many cf 
Oregon's counties which are dependent on the wood industry; for example, 
the 1980 jobless rate in Harney County reached a record high of 29 per-
cent. On the other side of the spectrum, less dependent counties such 
as Gilliam and Morrow continued to grow during the same period, with 
unemployment rates of merely 4.9 and 5.8 percent respectively. These 
rates are approximately half the state average. 
Community leaders, including the Governor, seem convinced that 
the only solution is economic diversification. It is an argument that 
makes a great deal of sense at first glance. The notion here is that 
if you diversify you will become less vulnerable to outside forces and 
hence will have a more stable economy. But what is diversification? 
How can we tell that one region is more diversified than another? 
Furthermore, having a diversified economy, does this ensure a lower 
rate of unemployment. 
The thrust of this dissertation deals with providing answers to 
these questions. Three schools of thought - ogive-norm, portfolio 
variance and entropy - were examined in an effort to determine a more 
proper measure of economic diversification. Various statistical proce-
dures of hypothesis testing were employed together with stepwise 
regression and analysis of variance. The research findings indicate 
that there is a definite relationship between economic diversification 
and regional unemployment. However, only 28 percent of the change in 
the rate of unemployment is explainable by changes in the levels of 
diversification. (The necessary data were provided by the State of 
Oregon - Employment Division). 
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CHAPTER I 
INTRODUCTION 
On November 30, 1980, The Oregonian carried the following front 
page headline: 
Economic Opposites 
Morrow 'Booming' as Harney 'Busts' 
In the text, Stan Federman of The Oregonian staff highlights this 
polarity among Oregon counties by pointing out the astonishing differ-
ences in their unemployment rates. Morrow is booming with a 4.4 per-
cent rate of unemployment ~alf the state average) for the month of 
October while Harney is busting with a high rate of 29.9 percent. The 
picture for Harney was even worse during July when unemployment soared 
to 32.6 percent, the highest unemployment rate ever recorded for an 
Oregon county. The reasons for the huge difference in unemployment 
rates between the two counties is, according to Mr. Federman, very 
clear. 
The Morrow and Harney economic stories are prime examples 
of what happens when a county aggressively pursues a diver-
sified economy - and what happens when another county does 
not (9, p. 1). 
Speaking to members of the Eugene-Springfield Chamber of Commerce 
on February 5, 1981, Governor Atiyeh of Oregon stressed the plight of 
their region by pointing out that 
... we have seen how vulnerable our local economies are 
to the forces of national economic trends. Especially in 
the lumber and wood product's industry, Oregon and Lane 
County were hard hit. Statewide, unemployment in this 
sector alone reached a high point of 17,000 early in the 
year . . . As the economy becomes less dependent on 
resource-based industries, the peaks and troughs in 
Oregon's employment, due to the business cycle becomes 
less pronounced. . . Every effort we make toward our own 
diversification moves us that much closer to our economic 
survival in the coming deczie (1, pp. 1-5). 
The Governor also observed that accepting any new manufacturing firm 
in the interests of diversification might lead to degradation of the 
environment. 
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The desire to diversify is not limited to Oregon, but has received 
a nationwide policy and academic attention for some time. Conroy (1975) 
points out that 
... as of 1971 there were no fewer than 4,513 different 
organizations actively involved in industrial development, 
the vast majority of them seeking to attract new or 
expanded industry to specific, very limited geographic 
areas (7, p. xii). 
He further pointed out that forty-two of the fifty states provided 
revenue bonds for the purpose of finanCing new industries; state and 
local financing of such activities amounted to $4.9 billion in 1971. 
More recently (up to and including 1979) this figure has risen to 
approximately $24 billion. From 1975 to 1980, the State of Oregon 
alone approved $245 million of industrial (economic) development revenue 
bonds, and actually issued $90 million. 
While many seem to accept the idea that economic diversification 
is a good thing, some continue to disagree as to its merits. Manufac-
turing industries, as indicated earlier, have been encouraged to expand 
and locate new plants as part of the diversification scheme on the faith 
that they will reduce unemployment and stabilize the local economies. 
Yet a recent nationwide study by Richard Rosen (1980) of the Bureau of 
Labor Statistics points out that: 
An analysis of employment and Wlemployment changes 
during the 1974-75 recession confirms that states and 
areas with heavy concentrations of manufacturing employ-
ment were more likely to have higher jobless rates 
(17, p. 20). 
Does a well-diversified economy insure a lower rate of unemployment? 
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Is an economy more diversified when it has a greater number of sectors 
or is it better to have employment more evenly distributed among fewer 
sectors? Presently, there is no clear consensus as to what constitutes 
a well-diversified economy. 
In the academic literature, the subject of diversification has 
long been a point of discussion. McLaughlin (1930) can perhaps be 
credited for the earliest comprehensive treatment of this subject. 
Since then, a score of other regional scientists have sought to define 
this phenomenon, to measure it, and to evaluate its impact on regional 
economies. Their efforts can be categorized into three methods or 
approaches: the ogive-norm, the portfolio analysis, and entropy. 
The works of McLaughlin (1930), Tress (1938), Sykes (1950), 
Rodgers (1957), Ullman and Dacey (1960), Conkling (1963), Shear (1965), 
Parr (1965), Bah1, Firestine and Phares (1971), and Gratton (1979) 
are representative of the ogive-norm approach. Their method basically 
compares diversification of a region to a desired norm, such as that of 
the nation, or to an evenly distributed employment pattern. 
The portfolio approach is fOWld in the works of Conroy (1975), 
Barth, Kraft and Wiest (1975), and, to some degree, Larry St. Louis 
(1980). The thrust of this argument is that regional investment of 
resource into industries, can be compared to the process of choosing 
the right portfolio of stocks for a given investor. The right combina-
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tion, i.e. diversification, will produce the greatest returns. Their 
efforts were largely based on the previous work of Markowitz (1952), 
Tobin (1958) and Sharpe (1970) in the area of financial asset selection. 
Hackbart and Anderson (1975) attempted, with limited success, to 
use the entropy function as their measure of economic diversification. 
Their assumptions and results greatly resemble those of the ogive 
method. Unfortunately, none of these three approaches seem to provide 
an adequate measure of economic diversification. 
This research is intended to determine the effect of economic 
diversification on regional unemployment. Particular emphasis will be 
placed initially on the development of a new and more appropriate 
measure of economic diversification. Subsequently, the following main 
hypothesis will be tested: 
TheJte ,w 110 Jt~Ol16lU.p be;tweel'l. :the level 06 ec.ol'l.omtc. 
cU.Ve/t.6'[6,[c.a;ttOI1 al1d :the Il.a:te 06 ul1employmel1:t. 
This research effort is not a treatise on the causes of regional 
unemployment, but rather an attempt to answer an equally important 
question, the policy of diversifying industry to lower unemployment. 
If a policy of economic diversification via revenue bonds or some 
other means is instituted - does this insure a lower rate of unemploy-
ment; in other words, is there a strong relationship (statistical asso-
ciation) between economic diversification and regional unemployment? 
CHAPTER II 
REVIEW OF PREVIOUS RESEARCH 
The primary objectives of this research effort, as stated earlier, 
are twofold: First, to develop a more appropriate measure of economic 
diversification, and second, is to test the hypothesis that theJte -L6 no 
tz. et.a.t-i.o 111.) !u P b w.ve en .th. e .e. e v e.l 0 6 eLi.. v eJt,6 -<. M c.a.:tA..o nand .th. e tz.a..t e 0 6 
unemp.e.oyment. To pursue these tasks, the concept of economic diversi-
fication must be defined and past research efforts in this area must be 
critically reviewed. 
Definition 
Crowley (1973) defined industrial specialization first as being 
"The extent to which the labor force is concentrated in a small number 
of industry groupings," while diversification "refers to the extent to 
which it is dispersed over the same groupings" (8, p. 92). The same 
view was reflected earlier by Parr (1965) when he defined diversifica-
tion "as the extent to which the economic activity of a region is dis-
tributed among a number of cai:~gories" {15, p. 22). Taylor (1967) on 
the other hand, introduces the notion of a "fully" diversified region. 
According to Taylor, "a region is fully diversified when the structure 
of industry is identical to the national pattern . . . each industry 
would employ the same proportion of total employees in the region as 
in the national economy." Adding that "the current national pattern 
of industry, for instance, may not be the most desirable one to impose 
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upon a region" (23, p. 106). Hence, time can also be a factor to be 
reckoned with when we define "full" or "best" level of diversification. 
Con~oy's (1974) portfolio approach observes diversification from yet 
another perspective, that of optimality. "Industrial diversification 
in the context of portfolio refers to the explicit attempt to reduce 
fluctuations or instability in aggregate returns to the region from its 
portfolio of returns-producing assets" (7, p. 32). The optimal portfo-
lio, according to him, is that set of industries that yield the great-
est trade-off between expected return and the variance of the distribu-
tion of the entire portfolio. Optimal portfolio, therefore, is not 
only concerned with maximum return, but with inter-industry relation-
ships that can result in optimal sectorial structure. In the following 
section, various measures of diversification that have been developed 
over the past fifty years will be evaluated. The first of such measures 
can be grouped and identified as the ogive-norm. 
Ogive-Norm 
The ogive is a graphic method of representing economic diversifi-
cation. Taking the diagonal of a rectangle to be a level of '~bsolute 
diversification," other patterns of diversification can then be plotted 
using cumulative percentages of employment. The diagonal, incidentally, 
is divided into (N) equidistant points where N is the number of indus-
tries in a given region. Other methods in this class may consider the 
national employment pattern as the desired norm, while others still 
may consider an average of, say, a set of SMSA's. In these cases, the 
percent distribution of employment among the various sectors of a given 
region is compared to that of the nation or to an average of all 
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distributions of selected groups of SMSA's. 
The objective of McLaughlin's (1930) research effort was to show 
"that there may be significant relations between the degress of indus-
trial concentration in a given city and the business fluctuations which 
that city experiences" (14. p. 131). Concentration was taken to mean 
the opposite of diversification. This concern. as McLaughlin points 
out, was largely triggered by the fact that "in recent years there has 
been a great desire on the part of many cities to diversify their 
industrial activities with the belief that variations in production 
and employment would be less severe." (14, p. 131). 
McLaughlin chose as a measure of concentration the percentage of 
each city's total manufacturing as accounted for by the fourteen lar-
gest industries. The lower the total percentage, the closer ~le city 
is to the ideal norm. His choice of a measure of concentration seems 
arbitrary, as do his methods of "gauging" the economic importance of 
an industry. He chose the value added by a manufacturer as the gauge 
rather than, say, the number of wage earners, capitalization, or value 
of product. He claimed "some inadequacy was found with each of these, 
taken by itself except with the value added by manufacture" (14, p. 134). 
By examining the 1919 Census of Manufacture, one can see that his 
choice was likely to have followed the Census' own evaluation of the 
value added. The Census stated that "for many purposes, therefore, 
the best measure of the importance of an industry, from manufacturing 
standpoint. is the value created by the manufacturing operations carried 
on with the industry" (27. p. 7). This value is calculated by deducting 
the cost of the materials used from the value of the product. The 
resulting figure is termed in the Census reports as value added by 
manufacture. In fact, value added is a poor variable to choose when 
one is to explain the impact of concentration (or diversification) 
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on a given city. Would it not have been more meaningful to show the 
impact on the number of wage earners? Value added, as stated above, 
is the best measure of the importance of an industry from a manufac-
turing point of view. How big a mark-up a manufacturer can place on 
an item is of less immediate impact on the economic welfare of a city 
than a change in the number of wage earners. Value added is an indi-
cator of the level of profit which mayor may not remain in the commu-
nity to stimulate future jobs or maintain current level of employment. 
The fact that, for example, Detroit is more concentrated than 
Boston is of no significance unless we are shown how this can affect 
business fluctuations in a given community. Unfortunately, McLaughlin 
did not clearly illustrate this. Equally unclear is his method of 
determining what is a consumer good and what is a producer good. His 
main hypothesis in this case was that "value added in producers' goods 
is much more likely to show fluctuations than value added in consumers' 
goods" (14, p. 146). A car, for example, could be both a consumer and 
a producer good at the same time. "1bus motor vehicles were divided 
two-third consumer's goods, one-third producer good" (14, p. 149). 
The total percentages of all producer goods and all consumer goods 
(for the sixteen cities) were found to have a rank correlation of .88 
and .93 with cyclical decrease in value added, respectively. One can-
not but wonder as to what happens to these results if cars were to be 
considered half consumer goods and half producer goods. 
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Putting things in perspective, this research was pursued more 
than fifty years ago. Perhaps Mr. McLaughlin's major accomplishment 
is in the questions he raised rather than the answers he provided. 
To put it into his words, these results do not warrant unqualified 
generalizations ... but they give food for thought. Judging by the 
amount of literature that his work has triggered since, he most cer-
tainly succeeded in giving food for thought. 
Several years later, Tress' (1938) main objective was to develop 
a more formal measure of diversification. His approach was basically 
to rank industries in the order of their percentage of the total indus-
trial working population. These percentages were then added cumula-
tively. In the event that a particular type of industry was absent 
from the area, a score of 100 was added to the cumulative sum. When 
this sum was lowest in value, diversity was greatest, and v~c~ v~a. 
This he called "the crude di versi ty index" (C.D. I.). Because cases 
with no employment in some sectors will necessarily have high C.D.I. 
scores, it is difficult to compare among locations unless they all have 
employment in all sectors considered. In part to deal with this prob-
lem, Tress developed a refined index, which he stated as follows: 
Actual Crude Index -
Refined Index = Crude index for greatest diversity 
Crude index for least diversity -
Crude index for greatest diversity 
This index describes diversity in scores ranging from 0 to 1 to facili-
tate comparison of diversity among different localities, in his case, 
cities. The closer this index is to 1, the less is the level of diver-
sification. 
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Figure 1. Graphic presentation of the Ogive measure. 
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In addition, he uses a Lorenz curve to illustrate his method of 
comparison graphically (see Figure 1). According to Tress, diversities 
of different cities can be compared by use of this method. The great-
est diversity is achieved when employment is equally distributed among 
industries (industries 1 to 12). This is presented by equidistant 
pOints on the diagonal lines as shown in Figure 1. England and Wales 
are shown to be less than perfectly diversified, while Barrow exhibits 
the least diversified industrial structure. Yet this argument is some-
what misleading. First, it has never been proven that even distribu-
tion of employment constitutes an optimal diversification. Second, 
industry number one can be mining for England, construction for Wake-
field, and electrical equipment for Barrow. Thus, two regions can have 
identical levels of diversification but a totally different industrial 
mix. Third, Tress sees diversification only in terms of industrial 
employment and completely ignores other important sectors of the economy, 
such as services and government. These two are viable sectors in many 
regions of Great Britain, the United States, and the rest of the world. 
Rodgers I (1957) method of measuring diversification differs 
slightly from that of Tress. Tress used equal employment in twelve 
major industrial groups as a basis for absolute diversification, and 
computed deviation from this base as indicators of the degree of diver-
sification or specialization of industrial areas. Rodgers, on the 
other hand compa:s:cd 
. . . the distribution of manufacturing employment by 
manufacturing groups for individual areas with the avenage 
distribution for all of the industrial areas studied, with 
the latter considered a norm or reference level (16, p. 19). 
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Of the 168 standard metropolitan areas listed by the Bureau of 
Census in 1950, Rodgers (1957) chose 93 for his detailed analysis. 
It should be noted 
. that these 93 areas accounted for over 92 percent 
of the total manufacturing employment in all st~~dard 
metropolitan areas, and almost two-thirds of the employ-
ment in manufacturing in the United States in 1950 (16, 
p. 17). 
Placing his emphasis on manufacturing, Rodgers, like Tress, tended to 
obscure the role of other important industries such as retail and 
wholesale trade, services, and government. 
Rodgers found diversification played a limited role in aspects 
of regional development. For instance, he found that the degree of 
correlation between seasonal variation and diversification amounted to 
.243 (r2 = .0593). With regards to cyclical variation and diversifi-
cation, his findings were not much better: an r2 = .0545 was obtained. 
"Again the relationship proved to be statistically insignificant; the 
diversified areas were no more stable than specialized ones" (16, 
p. 27). Similarly, with regards to rate of growth, the percentage 
change in employment was correlated with the crude index of diversi-
fication and r2 of .0033 was obtained which hardly describes any sig-
nificant relationship. 
Portfolio Approach 
Harry Markowitz (1952) was first to introduce the concept of 
the diversified investment portfolio, which he called the E-V Rule. 
This Rule was expected to provide maximum return on stocks investment 
with minimum variance. Based on this concept and later work by Tobin 
(1958) and Sharpe (1970), a new method of measuring industrial diver-
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sification had emerged. Conroy (1972), Barth (1975) and St. Louis 
(1980) further developed this portfolio approach to industrial diver-
sification. 
According to Conroy, every region has a set of human resources 
which can be used, together with other resources, to generate returns 
to the community. These streams of returns can be considered stochas-
tic. If this is so, then the region's policy maker should not only 
consider the expected return, but the dispersions around the mean as 
well. For example, before an industry is invited to the region (by 
revenue bond, free site, low taxes, etc.), policy makers should con-
sider not only how many people this industry will employ, but also how 
stable this employment will be. To consider a number of industries at 
the same time is similar to considering, say, a portfolio of stock. 
This is how the term "industrial portfolio" came about. 
If one is to accept, as Conroy suggests, the variance as a mea-
sure of the fluctuations or 'risk' to which one is adverse in stochas-
tic processes, the 'portfolio variance' provides an aggregate measure 
of that risk. He defines this variance (op) as being: 
op = l: L 
i j 
w.w.o .. 
1 J 1J 
Where: w. and w. denote the proportion of regional resources (i.e. 
1 J 
employment) allocated to industries i and j; and 
0 .. denote the covariance of the predetermined returns cri-
1J 
terion over time for industries i and j. 
This is the same formulation developed earlier by Markowitz (1952) 
for analysis of personal investment portfolio. Since op is a variance 
of a weighted sum, it can be disaggregated as follows: 
2 2 
o = 1: W
J
. o. 
P j J 
E 
+ Uj 
W. w. 0 •• 
1 J 1J 
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Conroy noted that by this reformulation, the significance of the 
portfolio approach to industrial diversification may be noted more 
clearly. If a region has an opportunity to invest some of its resources 
in support of one of two industries with equal expected returns, and if 
one of those industries had a variance of returns considerably greater 
than the other, the better choice would not necessarily be the 'less 
2 
risky' of the two on the basis of their respective variances (oj ). 
Every industry contributes to the aggregate regional portfolio variance, 
not only through the first term on the right hand side, but also through 
the weighted sum of all covariances with other industries in the port-
folio. Regions with lower scores of portfolio variances are more 
optimally diversified than others. However, low scores can be the· 
result of small variances, small covariances or a combination of both. 
This is a major criticism of the portfolio measure of diversification. 
To examine diversification by this criterion, he calculated the 
portfolio variance for each of fifty-two regions (SMSA) on 3 digits 
SIC industries. There were a total of 118 sectors at the 3-digit level. 
Using 120 month national employment time series for the 
same period for each of the 118 industries, a 118 by 118 
matrix of industry variances and inter-industry covariances 
was estimated (6, p. 497). 
Conroy then estimated for each SMSA a measure of historical instability. 
"Denoted by Zk' this measure is defined as: 
= 
k 120 Yt 
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Where: k Yt denotes observed employment in region k for month t, 
~k 
Yt denotes employment in that region and period predicted by 
the trend equation, and 
-k Yy denotes the arithmetic average of the respective time series" 
(6, p. 499) 
The portfolio approach developed by Conroy thus yielded two 
measures: first, a measure of relative regional diversification Cap), 
and second, an index of instability CZk). Conroy correlated these two 
measures for the fifty-ho SMSAs over 120 month period with impressive 
results. He obtained a Pearson correlation coefficient of .658; in 
other words, the portfolio variance can explain 42.2 percent of the 
variation in the instability index. For comparison, he also calculated 
ogive and national average diversification indices for the same period. 
However, neither of the two measures were able to explain more than 
five percent. 
While his results are impressive, Conroy's method raises certain 
questions. His use of the covariance (oij) in the above formulation 
is one example. The size of the covariance is a function of the unit 
of measurement. The bigger the unit, the greater the covariance. 
Therefore, regions with a large working population will have greater 
covariance among its employment sectors than a smaller region. This 
in turn, will inflate the portfolio variance Cop) of the larger region. 
Larger regions will appear to have a lower level of diversification 
when in fact they don't. In other words, this formulation is biased 
toward large regions. Another questionable item is his use of a 
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"national covariance." These questions and others will be discussed 
in more detail in the research design. 
Barth, Kraft. and Wiest's (1975) research objective was similar 
to that of Conroy. Their aim was to investigate the relationship 
between industrial mix and employment stability. They used their 
technique to investigate employment patterns in Virginia during the 
years 1951-71. They used broader categories of employment. 2-digit 
SIC Codes as compared to the 3-digit ones employed by Conroy. Nine 
industries were selected. These were 2-digit categories: (1) contract 
cons't-ructi'on, (2) finance insurance and real estate, (3) government, 
(4) durable goods, (5) mining, (6) nondurable goods, (7) transportation, 
(8) services, and (9) wholesale and retail trade. From their variance-
covariance matrix. they observed: 
. the addition of industry eight to the region would 
would be desirable since it has a relatively small variance 
and a negative covariance with industry two, consequently 
adding little to the variance of regional employment. In 
contrast, expansion of industry four WDuld not be desirable 
because its large variance and large positive covariance 
with each of the industries would add substantially to 
total risk (3, p. 13). 
Unlike Conroy's study, Barth. Kraft. and Wiest were unable to 
specifically measure the degree of relationship between fluctuation 
in employment and the level of diversification. Conroy showed that 
42.2 percent of employment fluctuation is explainable by diversifica-
tion. Nonetheless. their findings regarding the behavior of the 
covariances are of importance to our own proposed study. For example, 
their findings in regards to positive and negative covariances and the 
role they can play in the selection of industrial portfolio or the 
addition of a new industry. 
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Entropy 
Entropy, according to the Enc.ywpecU..a. 06 Scienc.e and Technolo9Y, 
is "a fWlction first introduced in classical thermodynamics to provide 
a quantitative basis for the common observation that naturally occur-
ring processes have a particular direction" (12, p. 9). Subsequently, 
in statistical thermodynamics, entropy was shown to be a good measure 
of communication. Shannon (1948) has been credited for having laid 
the foundation for the use of entropy in communication by formulating 
a mathematical theory of communication. Hackbart and Anderson (1975) 
attempted to develop a new measure for diversification using Shannon 
criterion in which an economy's sectors can be denoted by PI' P2 ... Pn. 
Then, the entropy measure of economic diversification is given by: 
n 
= CE-P. log P., 
1 1 1 
where C is an arbitrary constant which determines the scale of measure-
ment. It can be seen that D will attain its maximum value when 
PI = P2 = ... P = 1 n - and D(l,l, ... l) = C log n. Alternatively, n ---
n n n 
minimum entropy is arrived at when one of the PI = 1 and the remainder 
are zero. Herein lies the major weakness of the measure. For all 
practical purposes, it is not much different than Tress' ogive index. 
In both methods, maximum diversity was attained when employment was 
equally divided among all sectors. This "maximum" diversification 
level is not necessarily an optimal condition. 
Hackbart and Anderson went on to test the applicability of their 
new measure for diversification by examining four river-basin regions 
and the state of Wyoming. Their findings are somewhat disappointing. 
18 
They did not. for example. show how their new measure "provides a 
precise definition of economic diversification" (11. p. 378). The 
only thing their findings show is that the regions in question are 
"more" diversified in 1960 than 1950 and 1940. using their new measure 
of diversification. Nothing was said about the efficiency or the 
advantages of the new measure compared to. say. those of Tress, Daley. 
or many other indices already in use. By their own admission, 
the measure does not, however. answer the question 
of What constitutes an optimal diversification pattern, nor 
does it establish a causal relationship between economic 
diversification and economic development policy variables 
(11, p. 378). 
Wasylenko and Erickson (1978) echo similar criticisms but went 
on to test the empirical similarities of the ogive and entropy indices. 
They compared the two indices in forty-one industrial sectors for each 
of the 243 SMSAs in the United States in 1970. They found a rank 
correlation of .98, a remarkable similarity. This prompted them to 
conclude that "while entropy is a comparatively new diversity measure, 
it cannot be expected to produce different results from the long estab-
lished ogive index" (20, p. 107). 
It was stated earlier in this section that it is not imperative 
to know what constitutes a "fully" diversified economy. What is 
important, however, is the relationship between diversification and 
the rate of regional unemployment. To determine this relationship, a 
number of existing techniques have been evaluated and none have been 
found to be adequate for the task. The ogive-norm measures seem to 
differ only in their definition of a norm, and the method of measuring 
deviation from this norm and do not address optimal structure. The 
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entropy measure, unfortunately, is not much better. In fact, it is 
hardly an improvement on the ogive. They are practically and theore-
tically identical. The best result by far was obtained by Conroy, 
through the use of portfolio variance. He was able to show that over 
forty percent of the fluctuations in employment can be explained by 
variation in the industrial mix. Unfortunately, this measure ignores 
unemployment, and instead focuses on fluctuations in employment. An 
economy can have a stable employment and at the same time suffer from 
a high rate of unemployment. This is often the case in stagnant or 
depressed regions throughout the world. In the next section, a model 
will be offered that can directly describe the relation between an 
economic diversification and unemployment. A modification of Conroy's 
method for measurement of diversification will be presented with an 
independent variable more appropriate to the thrust of this work. 
CHAPTER III 
STUDY DESIGN 
Nearly forty years ago, Tress began his research effort from a 
premise that employment evenly distributed among all sectors is the 
ideal situation. The application of entropy by Hackbart and Anderson 
(1975) rests on a similar notion. Rodgers (1957) proposed an average 
of 93 industrial areas as a better yardstick in measuring the true 
diversification level. Conroy (1975) pursued the idea that minimum 
industrial variance is what ought to be considered, on the premise 
that this type of mix is likely to be associated with the least amount 
of employment fluctuations. 
The new approach to investigating the effect of diversification 
on regional unemployment developed here was based on more logical 
grounds. It is based on the premise that the unemployment rate in a 
given region is dependent on the nature of the relationship among its 
economic sectors. For example, how many changes in employment within 
the construction industry are associated with changes in employment 
in other industries such as lumber and wood products, services, trade, 
government, and so forth. It is the nature of these relationships, 
to some extent, that determines the rate of unemployment. 
The construction of the new measure of diversification, the 
first objective of this research was based primarily on this notion. 
This measure determined the level 06 ~nd~tnial (or sectorial) 
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dependence in a region and is referred to as L.I.D. This index, how-
ever, is not a measure of direct linkage between industries or sectors 
in a given region, but rather a measure of the statistical association 
between the levels of employment. 
Because of its relation to Conroy's index, the L.I.D. will be 
elaborated after a brief review of Conroy's index and related statis-
tical theorems. Second, a more detailed description of the data set 
that was used in the course of this investigation will be given. 
Third, because a comparative analysis was done, formulations of other 
alternate measures are presented. Fourth, the procedures used for 
testing the research hypothesis will be detailed. 
Level of Industrial Dependence (L.I.D.) 
In the review of the portfolio approach, some questionable items 
in Conroy's measurement were discussed. Although his results were 
impressive, his use of some statistical concepts raise some doubts 
which have bearing on the construction of our L.I.D. measure. 
Conroy's measure of industrial diversification is the regional 
portfolio variance. It is based mainly on earlier methods developed 
by Markowitz (1952) to choose the right portfolio of stocks for a 
given investor. Conroy's portfolio variance can be described as a 
function of some assigned weights W., W. and the covariance 0 ... 1 J 1J 
a p 
n n 
= E E 
i=l j=l 
W_ W. 0 .. 
1 J 1J 
The goal of his model was to explore the relationship between 
industrial mix and fluctuations in regional employment. The use of 
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the weights, which in this case are the percentages of sectorial 
employment, is not objectionable. But, some characteristics of the 
covariance raise serious questions. From a statistical point of view, 
the estimator u .. is an unbiased and consistent estimator of u .. , 1J 1J 
unbiased in the sense that 
E(u .. ) = u ..• 1J 1J 
That is to say, the mean of the sampling distribution of 0 .. is 1J 
the value of the parameter u ... The other characteristic of this esti-1J 
mator is consistent. This means that "for limiting a case of a sample 
of infinite size, the probability that the estimator will have a value 
which differs ~ any amount from that of the corresponding parameter 
is zero" (29, p. 24); more specifically: 
Lim p (I;.. - u.. I > E) = 0 for any E > 0 
n-..a> 1J 1J 
Therefore, from the statistical point of view, u .. is a good estimator 1J 
of 0". But when it is used to calculate portfolio variance, it tends 
1J 
to bias the results in favor of large regions. Bigger regions will 
have a greater portfolio variance. This can be seen in the formulation 
of the covariance: 
ux,y = E[(X - ~x) (Y - ~ )] where ~ = population mean y 
If (Z), for example, is equal to (aX), where (a) is a constant, the 
relationship becomes 
E (Z - ~ ) (Y - ~) = E (aX 
z y a~ ) (Y - ~ ) x y 
= aE (X - ~ ) (Y - ~ ) x y 
= au 
xy 
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Therefore, 0 is not equal to cr For example, the covariance 
z,y x,y 
between the length of a copper wire and price will be different if 
the length was to be measured in inches instead of feet. An example 
developed earlier by Yamane (29, p. 436) illustrates this point. 
Below are the lengths (in feet) of four copper wires shown together 
with their corresponding prices. 
x = length Y = price X - Y - (X - )(Y - y) X2 i in feet in $ x y x 
1 2 -1.5 -3 4.5 1 4 
2 4 -0.5 -1 0.5 4 16 
3 6 0.5 1 0.5 9 36 
4 8 1.5 3 4.5 16 64 
10 20 0 0 10.0 30 120 
The covariance (Cov) between X and Y is defined as: 
Cov (X,Y) = E (X-ll ) (Y-ll ) X Y 
= 1 E(X-ll ) (Y-ll ) n x y 
= 1 (10) = 2.5 
-
n 
The coefficient of correlation on the other hand is denoted by p and 
defined as: 
p = Cov eX¥) 
ox oy 
wbere 0 and cr are the standard deviation of X and Y respectively. 
x y 
The variances of X and Yare denoted by 0 2 and 0 2 and calculated 
x y 
as follows: 
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= 1 
-n 
= 1 (30 - (2.5)2 
-n 
= 1.25 
2 1 (120) (5)2 0 = -y 4" 
= 5 
therefore 
p = Cov eX, - Y) 
0 0 
x y 
= 2.5 
1.25 -5-
= 1 
If on the other hand, the lengths of the copper wire were measured 
in inches, as shown below, the value of the coefficient or correlation 
will remain the same while the covariance takes on a new value. 
X = length Y = price X - Y - eX - )(Y - >.::) X2 y2 in inches in $ x ~ x 
12 2 -18 -3 54 144 4 
24 4 - 6 -1 6 576 6 
36 6 + 6 +1 6 1296 36 
48 8 +18 3 54 2304 48 
120 20 0 0 120 4320 120 
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Cov (X,Y) = E ex - j.I ) (Y -ll ) 
x x 
= 1 1: (x- II )(Y - j.I ) 
- x y n 
= 1 (120) 
-
n 
= 30 
2 1 2 Ox = 1: 
- (X - II ) n x 
= 1 1: x2 - (1:X)2 
-
n n 
= 1 .4320 (120)2 
'4 -4-
= 180 
2 1 (102) (5 )2 0y = -4" 
= 5 
Therefore 
p = Cov (X, Y) 
Ox 0y 
= 30 
180 -5-
= 1 
As can be noted in the calculation above, the value of the coeffi-
cient of correlation remained the same (p=l) while the covariance has 
taken a new value of 30 compared to a previous value of 2.5, Thus, the 
statistic r .. , the coefficient of correlation works better in comparison 1.J 
to the covariance to describe the relationships between industries in 
our measure of diversification. While r .. and 0 .. both describe the 
1.J 1.J 
~e of the relationship (direct or inverse) similarly only r .. can 
1.J 
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determine the de9~ee of that relationship without sensitivity to size 
problem. 
The new measure of diversification, L.I.D., is an index of the 
level of industrial dependence. It is the sum of the product of the 
percentages of employment for every paiT of industries, times their 
corresponding coefficient of correlation. The main advantage of L.I.D. 
over Conroy's measure lies in the use of r .. , the coefficient of corre-
~J 
lation instead of 0 .. , the covariance is influenced by the unit of 1J 
measure while r .. is not. L.I.D. can be defined as follows: 1J 
where 
L.I.D. =L L P 
i j Pi j r .. 1J 
P. and P. represent the percentage of employment in industries 
1 J 
i and j respectively, r .. is the coefficient of correlation 1J 
between industries i and j. 
P. can, for example, represent the percent of the total work force 
~ 
employed in the construction industry, while P. represents the share of 
J 
the lumber industry. r .. is the coefficient of correlation between 1J 
construction and lumber industries. It can have a value ranging from 
-1 to +1. If the sign of r .. is negative, then it is an inverse 1J 
relationship. This means that as employment in the construction indus-
try rises, lumber employment falls. If on the other hand the sign is 
positive, it is a direct relationship which shows that employment in 
both industries rise and fall together. The percents of employment 
P. and P. can vary as well. Each can vary from zero to 100 percent. 
1 J 
If construction constitutes 100 percent of the employment, then lumber 
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must be zero and vice versa. This, however, has never been the case 
in any county in Oregon. In fact, the standard aggregation of employ-
ment data for the counties encompasses at least ten industries or 
sectors. These ten industries, identified in the following section, 
constitute the data sets utilized in the course of this investigation. 
Data Sets 
Calculation for the L.l.D. index (as well as other indices) is 
based on employment data of ten different industries. These industries 
are: 
1. Lumber and Wood Products (S.l.C. 24) 
2. Other Durable Goods (S.l.C. 25, 32-39) 
3. Food Products (S.l.C. 20) 
4. Other Non-durable Goods (S.l.C. 21-23, 26-31) 
5. Construction ~.l.C. 15-17) 
6. Transportation, Communication & Utilities (S.l.C. 40-49) 
7. Trade (S.l.C. 50-59) 
8. Finance, Insurance & Real Estate (S.l.C. 60-69) 
9. Services (S.l.C. 70-89) 
10. Government (Activities 1,2 & 3) 
Because of the poor quality of agricultural employment statistics, 
it was decided not to include agriculture. The major source of employ-
ment data for the ten industries listed above is the Oregon Resident 
Labor Force, Unemployment and Employment. This is a monthly report 
provided by the Employment Division, State of Oregon. Employment 
figures shown in this report represent the sum of covered and uncovered 
employment. This on-going data gathering activity is a joint effort 
28 
between the U.S. Department of Labor and Employment Divisions in states. 
This data is available at different levels of aggregation for counties, 
SMSA's and states. BLS Handbook of Methods (3~, p. 27) indicates that 
the U.S. Bureau of Labor Statistics cooperates in collecting data each 
month on employment, hours and earnings from a sample of establishments 
in all non-agricultural activities including government. An establish-
ment is defined as an economic unit which produce goods or services, 
such as a factory, mine or store. Employed persons include both per-
manent and temporary employees and those who are working either full-
time or part-time. Workers on an establishment payroll who are paid 
sick leave, on paid holiday or paid vacation, or who work during only 
a part of the specified pay period are counted as employed. Persons 
on the payroll of more than one establishment during the pay period are 
counted in each establishment which reports them. Since proprietors, 
";he self-employed, and unpaid family workers do not have the status of 
paid employees, they are not included. Domestic workers in households 
are excluded from the data for nonagricultural establishments. Govern-
ment employment statistics refer to civilian employees only. 
While the first objective of this investigation focuses on the 
development of a new measure of economic diversification, the second 
seeks to determine the effect of economic diversification on regional 
unemployment. Stinson (1977) points out that when workers are unem-
ployed, their families and the country as a whole are losers. Workers 
and their families lose wages; the country loses the goods or services 
which could have been produced. Furthermore, when many people are out 
of work, the decline in purchasing power can lead to unemployment of 
other workers and cause additional hardships for the community as a 
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whole. Oregon has suffered in recent years from a severe unemployment 
problem exceeding the national norm. In several counties, unemployment 
rates reached a level of two to three times that of the national aver-
age. Economic diversification is seen in Oregon as a strategy to alle-
viate the problem of high unemployment. The concern is not how to 
increase the labor supply, but how to reduce the number of those who 
are already unemployed. 
The source of unemployment statistics is the Current Population 
Survey (CPS) conducted monthly by the Bureau of Labor Statistics in 
conjunction with state governments. Persons are characterized as 
unemployed if they have actively look for work and are currently avail-
able for work. A person is not counted as unemployed if he or she is 
waiting to start a new job in 30 days or waiting to be called from 
layoff. One systematic deficiency with this definition is the fact 
that a person, after a long period of time, may give up looking for a 
job and hence not be counted as unemployed. However, there are no 
available statistics to correct this omission. Twenty-nine counties, 
plus three SMSA's are considered in the calculation of the L.I.D. 
index and other measures of diversification for a total of 32 cases. 
Some of these SMSA's may contain only one county as is the case in 
Eugene. The Portland SMSA, on the other hand, contains four counties 
while Salem includes two. 
Formulation of Other Measures 
The L.I.D. measure presented earlier is based on a new perception 
or approach to the concept of economic diversification. As detailed in 
Chapter II, there are three other approaches. A thorough analysis of 
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the problem of diversification is not complete without comparing the 
results derived by the use of other indices. Therefore, these indices 
are calculated and the obtained results are used to further test the 
major hypothesis. Because of its extreme similarity to the ogive, 
it is not necessary to use the entropy measure. Further discussion 
of this point is included in Chapter II. 
The formulation of the portfolio approach was presented earlier 
(page 12). The ogive measure can be defined as follows: 
n 
= n L CP. 
i = 1 1 
D 2 
n 
where P. is the proportion of employment in the ith industry and n is 
1 
the number of industries. 
The national norm measure uses a set of nation-wide proportions 
and compares those with states or regional proportions. Florence (1948) 
evaluated the diversity among states by comparing the absolute value 
of differences between states' shares and the national proportion. 
Formally: 
where 
= L 
i = 1 
(P. - m.) 
1 ~ 
m. 
1 
P. is the state proportion of employment in the ith industry 
1 
m. is the national proportion of employment in the ith industry. 
1 
Rodgers (1957) substituted an average of 93 SMSA's for the 
national norm. In either case, the basic idea is to compare regional 
proportions to an acceptable norm. It is perfectly logical to compare 
state proportions of employment with those of the nation, but the same 
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cannot be said for comparing Oregon counties with the national norm. 
Therefore, in calculating Florence's index, the state of Oregon propor-
tions were used as the desired norm. 
Florence's norm, ogive, Conroy's portfolio variance and the 
L.I.D. index were calculated in a cross-sectional study of Oregon's 
29 counties and three SMSA's. In the case of Conroy's measure, a 
state-wide covariance was used. Similarly, a state-wide coefficient 
of correlation was used in calculating the L.I.D. index. Both the 
covariance and the coefficient of correlation were calculated using 
employment statistics of ten previously selected industries or sectors. 
In addition, the L.I.D. index was calculated in a longitudinal 
study of two specially selected counties, Morrow and Harney. It covered 
a six-year period beginning January 1, 1975 and ending December 30, 
1980. As indicated earlier, Morrow and Harney Counties are two extreme 
cases of unemployment. Morrow enjoyed low rate of unemployment which 
had been attributed to the diversified nature of its economy. Harney, 
on the other hand, claimed the highest rate of unemployment and is 
considered to be the least diversified, with a heavy dependence on 
timber. 
As stated earlier, there are two objectives to this dissertation. 
The first is to develop a more appropriate measure of economic diver-
sification, and the second is to test the hypothesis regarding the 
effect of diversification on unemployment. What has been accomplished 
thus far is the development of a new measure of economic diversifica-
tion, the L.I.D., and the presentation of the rationale behind it. 
In the next section, a procedure for meeting the second objective is 
presented. 
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Hypothesis Testing 
The second objective of this dissertation is to test the hypothe-
sis that: 
W tz..a..te 06 u.nemp£oymenL 
Two types of information are necessary for this task. One is 
a set of observations on the levels of diversification, and the other 
is a similar number of observations on the rates of unemployment. The 
first set of observations are based on calculations of the L.I.D. and 
other measures of diversification. The second set of data has been 
gathered from publications by the State of Oregon, Division of Employ-
ment. Once this data is assembled, the hypothesis was tested through 
the use of the normal error regression model. This model is defined 
as: 
where 
~. is the value of the dependent variable (unemployment) in the 
1 
ith trail. 
V. is the value of the independent variable (diversification) in 
1 
the i th trail. 
130 and 131 are parameters 
E. is independent of E. for j f i, and so 
1 J 
E [(Ei - ~ ) (£. -~ )1 = C (Eo E. ) = a E J E ov 1, J 
The latter assumption proved of significant importance in the longi-
tudinal study of Morrow and Harney Counties. There are other methods 
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which can be used to test a null hypothesis besides regression analysis. 
However, a regression model was chosen because it not only can test a 
null hypothesis, it can also predict a new observation. This is to 
say that if the level of diversification is known, the rate of unem-
ployment can be predicted. Both hypothesis test and an operational 
model are attainable by this technique. 
The statistical hypothesis is that Sl = O. This task can be 
accomplished by three different procedures. Netter and Wasserman 
(31, p. 60) outline these three approaches as follows: 
Since (b l - Sl)/s(b I ) is distributed as t with n-2 degrees of 
freedom (where b I is the estimate of Sl and s(b I ) is the standard error), 
the hypothesis is tested using the t distribution. The two alternatives 
are: 
CI : Sl ;:: 0 
C
2
: Sl .,. 0 
If the level of significance is set at a, the action limits for testing 
the above hypothesis would be: 
;:: 
= 
o tel a/2; n - 2) s (b I ) 
o + tel - a/2; n - 2) s (b l ) 
and the decision rule would be: 
if Al < bl < A2, conclude Cl 
if not, conclude C2 
An equivalent alternative to the above approach is through the 
use of test statistic t*: 
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Here the decision rule when controlling the level of significance at 
Ct is: 
If Jt*1 < tel - Ct/2; n-2), Conclude CI 
If Jt*1 > tel - Ct/2; n-2), Conclude C2 
A rule of thumb often used by econometricians is that if the t* ratio 
exceeds in absolute value 2, the null hypothesis that b = a ought to 
be rejected. If this ratio is more than 3, the null hypothesis will 
certainly be rejected. 
In addition, the F* test is often used as a means of testing the 
null hypothesis regarding Sl. It is defined as: 
F* = MSR 
MSE 
- 2 
where MSR is the sum of squares, :L(y - y), divided by one degree of 
freedom and MSE is the error sum squares, (Ley. - y.)2, divided by n-2 
1. 1. 
degree of freedom. The decision rule for the F* test at level of sig-
nificance is: 
If F* F(1 - Ct· 1 , n-2), Conclude C1 , 
If F* F(1- Ct· , 1, n-2), Conclude C2 
where F(l 
-
a; 1, n-2) is the (1 - a) 100 percentile of the F distribu-
tion. The S.P.S.S. statistical package contains these statistics. 
CHAPTER IV 
APTNESS OF DIVERSIFICATION MEASURES 
This research effort is based on two objectives: one is to de-
velop a more appropriate measure of diversification; the other is to 
test the null hypothesis that there is no relationship between economic 
diversification and the rate of unemployment. In this chapter, research 
findings related to the first objective are discussed. Relationships 
between diversification and unemployment are examined in the following 
chapter. 
Table I summarizes the results of four regression runs dealing 
with the various measures of diversification. It is evident that the 
newly developed measure of diversification, L.r.D. is far superior in 
explaining the relationship between diversification and unemployment. 
The L.I.n. has an R2 of 0.27898 compared to the 0.06375 of the re-
gression on the Conroy measure and insignifica)1t association with the 
other measures. 
TABLE I 
REGRESSION RESULTS CROSS-
SECTIONAL STUDY 
Diversification b s (b ) R2 
Index 1 1 
Florence -0.00242 0.01210 0.00133 
Ogive 0.01444 0.01392 0.03463 
Conroy -0.06907 0.04833 0.06375 
L.l.D. -0.05979 0.01755 0.27898 
Level of significance Ct = 0.05 
F 
0.03992 
1. 07612 
2.04256 
11. 60789 
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Florence's index produced an R2 of only 0.00133. Diversification, 
as defined here, is not a very good predictor of the level of unemploy-
ment. Less than one percent of the variation in unemployment can be 
explained by variation in the level of diversification. This less than 
adequate performance compared to the L.I.D. can only be explained by the 
nature of the measure. First, there is no evidence that any norm, be 
that of state, nation, or group of SMSAs, is the ideal level of diversi-
fication. Furthermore, if the norm (state, nation, or S~1SA) is in re-
cession, it can hardly be ideaL These deficiencies are not limited to 
geographical norms, but also are prevalent in graphic or mathematical 
norms, such as the ogive. 
The ogive exhibits a slight improvement in predicting unemployment 
compared to Florence's. An R2 of 0.03463 is somewhat of an improvement 
on the 0.00133. The change in the sign of the parameter (8) is also sig-
nificant. In the case of Florence's measure, the sign was negative. 
This meant that the more diversified the region became, the lower its 
unemployment rate. The (8) parameter of the ogive index is positive. 
This means that as the diversification level increases, so will the rate 
of unemployment. Both of these indices deal with the patt~tn 06 ~­
ttU..bu;Uon of employment as the measure of economic diversification. The 
L.I.D. measure defines diversification in terms of the tte.f.a.;U.oYL6IUp among 
economic sectors while Conroy describes diversification in terms of 
Potz.:t6ouo VaJUanc.e.. 
Conroy's measure of diversification is superior to the Florence and 
the ogive. It explained more than six percent in the variations in un-
employment. Nonetheless, its results are disappointing. It can be 
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recalled from our earlier review of the Portfolio Variance that Conroy 
claimed an R2 of 0.4220. This is a great deal different from the re-
suIts we obtained when we calculated the Portfolio Variance for the 
purpose of comparison. These differences are explainable because a 
different dependent variable is involved. 
The L.I.D. index is able to explain nearly 28 percent of the 
variations in the rate of unemployment. This is four times the ex-
planatory power of Conroy's index. This claim is further substantiated 
by the high value of the F* statistic which is 11.60789 compared to 
Conroy's 2.04256. Exhibits 1 through 4 in Appendix A and Exhibits 5 
through 7 in Appendix B illustrate in detail the results of these re-
gression runs. The longitudinal study ( 1975-1980) using the L.I.D. 
did not produce a significant association. This is not the result of a 
deficiency in the concept of diversification, but rather a problem of 
autocorrelation. This often occurs in time-series analysis. The 
problem is most evident in the case of Harney County in comparison to 
Morrow County. 
As can be seen in Table II, the L.I.D. measure for Morrow County 
explains more than 10 percent of the variation in unemployment. 
County 
L.I.D. - Morrow 
L.I.D. - Harney 
*Durbin-Watson Test 
TABLE II 
REGRESSION RESULTS 
LONGITUDINAL STUDY 
b 
1 
-0.00618 
0.01226 
s(b ) R2 
1 
0.00392 0.10146 
0.01729 0.02220 
F 
2.4840 
0.4994 
Level of significance a = 0.05 
D-W* 
1.80431 
0.52530 
39 
In the case of Harney County, only 2.2 percent of the variations is ex-
p1ained. The problem again is a clear case of autocorrelation. This is 
evident from the result of the Durbin-Watson test shown in Exhibit 7 
(Appendix B). This test is defined by Netter and Wasserman (32, p. 352) 
as follows: 
n 
D = L 
t = 2 
n 
L e 2 
t 1 t = 
where e is the error term in period t 
e 
t-l is the error term in period t-l and 
n is the number of observations 
An upper and lower bound of 1.49 and 1.35 were obtained from the 
o-w Table at a level of significance of 0.05. A O-W value of 0.53361 
for Harney County (as shown in Table II) is less than 1.35 which clearly 
indicates a case of autocorrelation. 
Further confirmation is given by the residuals plot illustrated in 
the left side of Figure 3, with close points more alike than otherwise. 
This phenomena, according to Netter and Wasserman (32, p. 352) can have 
serious consequences, such as: 
1. The regular least squares regression coefficients are 
still unbiased, but no longer have the minimum variance 
property and may be quite inefficient. 
2. Main Standard Error may seriously underestimate the 
variance of the error terms. 
3. s(bk) calculated according to the regular least squares 
procedure may seriously underestimate the true stan-
dard deviation of the estimated regression coeffi-
cient with that procedure. 
4. The confidence intervals and tests using the t and 
F distributions, are no longer applicable. 
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Another factor which could have contributed to the weak results in 
the case of Harney is the extraordinary variations in the rates of un-
employment of 1980. Figures 4, 5 and 6 illustrate the fluctuations in 
the rate of unemployment over a six-year period, 1975-1980. A few months 
in the SUITmer of 1980 can perhaps best be described as outliers. In such 
a situation, the fitted line is pulled disproportionately toward the 
outlier in order to minimize the sum of the squared deviations. This 
would definitely effect the predictability of the model and will greatly 
reduce our ability to test the null hypothesis. 
Quantitative measures are sometimes compared in terms of their 
validity, accuracy, precision and reliability. Validity according to 
Kimble "refers to the extent to which a measure predicts something im-
portant about the object of measurement (31, p. 188). One method of 
comparing predictability is through the use of ~ scores and R2. The 
rule proposed by Kimble can be defined as: 
Z = r Z 
x XI Y 
Where ~x is unemployment in Zy scores, Zy is the level of diversifica-
tion and rxy the coefficient of correlation (both in ~ scores). One 
problem with this rule is that point estimation varies from one 
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regression line to another. For example, a point on the fitted line 
mayor may not yield the best predicted value. Since R2 is the in-
dicator of best fit, comparison of predictability among the four 
measures can be made by examining their respective R2 values. As in-
dicated in Table I, the L.I.D. measure carries the highest value of 27 
percent followed by Conroy, ogive and Florence. 
Table III illustrates the range of values for each of the four 
measures. The L.I.D. measure emerges as the most precise of the four 
measures with a range of 1332. This is only 50 percent of the lower 
value. Conroy's measure has the highest range of 617460 and a low 
value of 315306. The range in this case is approximately 200 percent 
of the lower value. The ogive has a range of 2322 which is five and 
one-half times the lower value. Florence has a range of 2799 and a low 
value of 75. It has, by far, the widest dispersion. 
It becomes difficult to identify which of the four measures is the 
most accurate. Although each of these indices measures the level of 
diversification, each definition of diversification varies. The L.I.D., 
for example, defines diversification in terms of the degree of indepen-
dence among the various economic sectors in a given region. Conroy's 
defines diversification with respect to Portfolio Variance. The 
Florence and the ogive identify diversification as dispersions from 
given norms. 
Reliability, according to Kimble, "refers to the extent to which 
a test or other measure performs consistently" (31, p. 186). A ruler, 
for example, is a reliable measure while a rubber string is not. There-
fore, to determine the reliability of any measure, one has to measure the 
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TABLE III 
VALUES OF DIVERSIFICATION MEASURES 
AND UNEMPLOYMENT RATES BY COUNTY 
1980· Measures of Diversification 
Percent 
Count,z:/SMSA Unerre10~ment Florence Dgive L.l.O. Conro~ 
Ba I:e r 13. 1 124 964 3668 857592 
Benton 6.7 349 1459 3451 842159 
Clatsop 9.4 305 550 3808 660951 
Columbia 10.0 467 490 3667 582183 
Coos 1 4 . 1 320 673 3479 631851 
Crook 16.5 1118 1016 2924 550038 
Curry 12.0 407 938 3334 655361 
Deschutes 11.8 126 606 3470 761616 
Douglas 12.4 611 790 3288 583367 
Gilliam 4.9 271 1305 3615 932766 
Grant 14.4 689 1655 2967 602160 
Ha rr.ey 22. 1 330 1004 3295 695153 
Hood River 9.6 149 700 3705 789783 
Jackson 10.4 92 793 3629 810647 
Jefferson 8.0 210 887 3324 825296 
Josephine 13. 0 126 730 3577 788837 
Klamath 10. 1 453 828 3343 658556 
Lal:e 11. 3 625 1574 2965 637507 
Lincoln 8.8 243 732 3762 828616 
Li nn 10.9 220 378 3623 618291 
Ma1heur 8.3 878 1035 3789 771963 
Morrow 5.8 2874 637 3705 315306 
Tillamook 9.8 309 781 3446 683568 
Umatilla 7.6 506 682 3883 732809 
Union 8.4 238 848 3518 749141 
Wallowa 9. 1 338 961 3255 680809 
Wasco-Sherman 7.7 75 951 3771 780792 
Wheeler 12.7 1004 2684 2726 573999 
Yamhill 7.9 92 362 3429 554891 
Portland SMSA 6.2 88 599 4058 89B337 
Eugene SMSA 9.8 96 723 3628 787802 
Salem SMSA 7.7 168 853 3804 803393 
• Source: Employment Division, State of Oregon 
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same object twice and compare the results. This was not possible in the 
case of this investigation because the initial sample was made up of all 
the 38 counties and SMSA's in the State of Oregon. Based on this re-
search. one recommendation discussed in detail later considers the de-
velopment of samples from various parts of the country. 
CHAPTER V 
THE RELATIONSHIP OF ECONOMIC DIVERSIFICATION 
TO UNEMPLOYMENT RATE 
The second objective of this dissert~tion is to test the hypothesis 
that there is no relationship between diversification and unemployment. 
In other words, to test the Null Hypothesis that S = O. Based on the 
1 
results of the regression runs presented in the previous chapter, we can 
now carry out the necessary calculations to accept or reject the Null 
H)~othesis. Following the first procedure outlined in the study design 
(Chapter III), the decision rule regarding A and A can now be evalua-
1 2 
ted where: 
and the decision 
If 
we conclude that 
A = 
1 
A = 
2 
rule 
A < 
1 
B = 0 
1 
o - t (1 0./2; n-2)s(b ) 
1 
0 = t(l 0./2; n-2)s(b ) 
1 
is: 
b < A 
In our case with a level of confidence 0. = .05, we have: 
A = 0 - (2.042) (0.0175) 
1 
= -0.0357 
A = = 0.0357 
2 
since b = -0.05979 which is less than -0.0357, we can neject the Null 
1 
Hypothesis that B = O. 
1 
as: 
The second procedure calls for the value of t* which is defined 
It*1 = b 1 
S(i)) 
1 
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and the decision rule is that if the absolute value of t* and is greater 
than two, we ought to reject the Null Hypothesis. If this ratio is 
greater than three, we should immediately reject the Null Hypothesis. 
The t* value (Table 1) in our case is: 
It* I = 
b 
1 
S(bf 
1 
0.05979 = 
0.01755 
3.4 
Therefore we can reject the Null Hypothesis that S = o. 
The third procedure examines the value of the statistic F* and the 
decision rule is 
If F* < F (1 a; 1, n-2) we conclude S = 0 
1 
If F* > F (1 - a; 1, n-2) we conclude S ~ 0 
1 
From the F Table, we obtain in this case a value of (4.17) and from 
Table I or Exhibit 4, we note an F value of (11.60). Since 11.60 > 4.17, 
we can conclude that S f a and therefore reject the Null Hypothesis. In 
1 
summary, we can conclude that there is a systematic relationship between 
the level of economic diversification and the rate of unemployment. 
This relationship, however, is not as strong as previcusly en-
visioned. At best, economic diversification can explain only 27 percent 
of the changes in regional unemployment. Neither was expected as the 
sign of this relationship. A negative sign was found which indicates 
that as L.I.D. (Level of Industrial Dependence) increases, unemployment 
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decreases. This was also the case for Florence's and Conroy's measures 
of diversification. One possible explanation is that in small rural 
counties, the local economy tends to be self-sufficient; the various 
sectors are the markets and supplies for one another. This is not the 
case where the entire economy is geared for the production of one item 
to be sold elsewhere, but it is rather the case of inter-community 
reliance. 
The notion of inter-community reliance has some evidence. Table IV 
contains a list of selected counties in the state of Oregon. Harney, 
Crook, Grant, and Coos have the highest unemployment rate in the state 
in 1980. 
TABLE IV 
PERCENT UNEMPLOYME~~ L.I.D. AND COEFFICIENTS 
OF CORRELATION FOR SELECTED COUNTIES, 1980 
Percent* Coefficients 
Counties Unemployment (1980) L.LD. Of Correlation 
Harney 22.1 (highest) 3295 0.7005 
Crook 16.5 2924 0.8948 
Grant 14.4 2967 0.6820 
Coos 14.1 3479 0.7823 
Umatilla 7.6 3883 0.2252 
Benton 6.7 3668 0.3686 
Morrow 5.8 3705 0.1848 
Gilliam 4.9 (lowest) 3615 0.0829 
*Source: Division of Employment, State of Oregon 
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Gilliam, Morrow, Benton, and Umatilla, on the other hand, have the 
lowest. Column 4 contains the coefficients of correlation between unem-
ployment ratffiof each of the counties and that of the state. This was 
done over a period of 36 months which began in January 1978 and ended 
December 1980. It is clear that counties with highest unemployment rates 
have larger coefficients of correlation while counties with low unem-
ployment rates have smaller coefficients of correlation. What this 
means is that counties whose unemployment rates are strongly affected 
by what happens in the rest of the state have a higher rate of unemploy-
ment. Independent counties, such as Gilliam, tend to weather poor eco-
nomic times well as indicated by low rates of unemployment. In contrast, 
counties with high unemployment rates are very heavily dependent on one 
industry (see Appendix C). Lumber and wood products constitute 15.03 
percent of the total employment in Harney County. In Coos, Grant and 
Crook counties, the figures are 18.39, 18.95, and 33.08 percent, res-
pectively. On the other hand, counties with the lowest rate of unem-
ployment have the smallest percentage of total employment engaged in the 
wood industry ranging from zero for Gilliam to 6.23 percent for Benton. 
In addition, lumber and wood product industries in all eight counties do 
not seem to have a high correlation with such basic industries as trade, 
finance, insurance and real estate, and service. Income earned by the 
lumber and wood product industry is exported elsewhere without the bene-
fit of a local multiplier effect. The high unemployment rate in the lum-
ber and wood product industry has become a nation-wide problem tTiggered 
by soaring interest rates. In a recent article in the Oregonian, Patrick 
Connolly (33, p. A17) points out that "as of October 10, 1981, 51% of 
the 102,000 western sawmill workers were either laid off or working 
shorter shifts. In Maine, small family owned mills that employ up to 
300 workers are laying off hundreds." 
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These facts further support the finding that the negative rela-
tionship between diversification and lli,employment results from local 
self-sufficiency in small economies. Furthermore. higher L.I.D. values. 
as shown in Table IV. Column 3. tend to correspond to lower rates of 
unemployment. Higher levels of industrial (or sectorial) dependence in 
these counties correspond to lower rates of unemployment. (Amore de-
tailed list of all measures of diversification and unemployment rates by 
county is shown in Table III.) The regions which are self-sufficient, 
including the exhibiting of a greater degree of dependence among economic 
sectors, tend to have a lower rate of unemployment and emerge less 
subject to outside forces. 
In 1980, the size of population in Oregon counties varied from a 
low of 1513 in the case of Wheeler County to a high of half a million in 
Multnomah. The question of the role of population size in economic 
diversification has been raised by a number of researchers. Clemente and 
Sturgis (1970) found that "there is a direct relationship between the 
size of a population and the extent of the diversification of industrial 
structure (34, p. 65). They claimed that 16.8 percent of the variability 
in diversification in the U.S. can be explained by changes in population 
size. Their findings have been conf~med by Crowley (1973) and Paraske-
vopoulos (1975). 
The results of stepwise regression conducted on Oregon counties 
and SMSA's further support the findings of Clemente and Sturgis. It was 
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found that 16.4 percent of changes in diversification levels in these 
counties could be explained by changes in population size. However, 
population size did not playas important a role in the changes of 
unemployment rates. Population size and the level of diversification 
were regressed against the rate of unemployment in a stepwise multiple 
regression model: 
Y =a+S P+S D 
un 1 2 
Where Y is the rate of unemployment 
un 
P is population size and D is the level of diversification. 
The level of diversification was selected on the first step since 
it has a higher F value of 11.6 compared to 5.6 for population size. 
The importance of diversification in explaining changes in unemployment 
rate is also evident by the coefficients of correlation. The coefficient 
of correlation between diversification and unemployment rate is -0.528 
compared to -0.249 for population. The figures translate to coefficients 
of determinations (R~) of 0.278 and 0.062 respectively. This means 27 
percent of the changes occurring in the rates of unemployment can be ex-
plained by diversification while only six percent of these changes are 
explainable by the size of population. The inclusion of population as 
a second variable seems to improve R2 only by a fraction, a change from 
.27 to .28 as indicated in step two. One possible explanation is that 
diversification and population size are significantly correlated. 
In addition to population, an argument can be made to include con-
trol variables for possible systematic measurement error in unemployment 
and the L.I.D. Two such variables are the Labor Participation Rate (LPR) 
and Per Capita Agricultural Income (peAl). Table V below shows the 
results of a multiple linear regression run that included LPR, PCAI, 
and L.1.D. as independent variables and unemployment rate as the 
dependent variable. 
TABLE V 
MULTIPLE LINEAR REGRESSION RESULTS 
Variable S Std Error S ~ F Value 
LPR 2.5362 5.8654 0.0685 0.187 
PCAI -0.5407 0.2800 0.0338 3.728 
L.1.D. -0.0063 0.0018 0.2709 12.102 
Level of significance ex = 0.05 
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The three independent variables were entered in the order of LPR 
being first followed by peAl and L.l.D. This ordering method was ac-
complished by varying the inclusion levels. The contributions of these 
variables in explaining changes in unemployment rate is apparent in 
their respective R2,s. Labor Participation Rate (LPR) has an R2 of 
0.0685 which means that only six percent of the changes in unemployment 
rate are explainable by changes in LPR. When the Per Capita Agricul-
tural Income (peAl) was added, this resulted in a new R2 of 0.1023 
which is four percentage points higher than the original R2. However, 
when the Level of Industrial Dependence (L.l.D.) was added as a third 
variable, R2 increased to 0.3732 which meant that 37 percent of the 
changes in unemployment rate can be explained by the three variables 
jointly. Furthermore, this increase in R2 from 0.1023 to 0.3732 
illustrates that the ability of L.l.D. to explain 27 percent of the 
changes in unemployment is independent of Labor Participation Rate (LPR) 
and Per Capita Agricultural Income (peAl). The same results were 
also obtained by a separate regression run using stepwise regres-
sion. However, in this case L.I.D. was selected first due to its 
large F value. 
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At the outset of this investigation, the stated objectives were: 
first, to develop a more appropriate measure of economic diversifi-
cation, and second, to test the hypothesis that there is no relation-
ship between economic diversification and regional unemployment. This 
investigation is not an inquiry into the causes of unemployment in 
Oregon. This topic could very well be the goal of another study. 
However, this topic cannot be dismissed without a few remarks on the 
complexity of regional unemployment problems. Lynn E. Browne (1978) 
points out that there are at least ten variables that can explain 
changes in regional unemployment rates. These include: national per-
sonal income, business cycle, per capita wage and salary, stock of 
capital equipment, ratio of capital eq~~pme~t to labor, racial mix and 
a few others, as well. It is obvious from this list that regional un-
employment is a highly complex problem. What has been presented in 
the course of this investigation is a look into the possible effect 
of economic diversification on regional unemployment. No such inquiry 
has ever been conducted before. The main reason for this lack of 
effort is the problem of how to measure economic diversification. This 
problem was dealt with in earlier chapters. It is clear at this point 
that economic diversification does playa role in regional unemployment, 
but it is by no means the major factor. This finding should assist 
decision makers as they pursue a plan of economic diversification. 
CHAPTER VI 
SUMMARY, CONCLUSIONS AND RECO~~NDATIONS 
Summary 
The role of diversification in solving economic problems has 
been the topic of discussion by many scholars for the past fifty 
years. Both in the United States and abroad, this concept has been 
analyzed in terms of its relation to economic cycles, and to the more 
immediate problem of high unemployment. 
Over the past two years, considerable attention has been focused 
by civic leaders on the problem of high unemployment in the State of 
Oregon. The percentage of joblessness continues to be higher than 
that of the nation. A depressed housing market, caused by high interest 
rates, along with an increase in the import of canadian timber has re-
duced the demand for Oregon lumber and wood products drastically. This 
has resulted in an abnormally high unemployment rate in many of Oregon's 
counties which are dependent on the wood industry; for example, the 1980 
jobless rate in Harney county reached a record high of 29 percent. At 
the other end of the spectrum, less dependent counties, such as Gilliam 
and Morro~ continued to grow during the same period with unemployment 
rates of merely 4.9 and 5.8 percent respectively. These rates are about 
half of the state average. 
Many community leaders, including the governor, seem convinced 
that the only solution is economic diversification. This argument makes 
a great deal of sense at first glance. The notion is that with di-
versification a community becomes less vulnerable to outside forces 
and develops a more stable economy. What is diversification? Does 
a diversified economy ensure a lower rate of unemployment? 
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These were the basic research questions examined in this dis-
sertation. With regard to the first question, there is no agreement on 
a precise definition of diversification. It is commonly acknowledged, 
however, that diversification is identified with a greater variety of 
industries in a given region. 
This concern with the role of economic diversification is neither 
a recent phenomena nor limited to one school of thought. Tress led the 
way in his Ogive approach to the problem of diversification nearly fifty 
years ago. The basic premise is that evenly distributed employment 
among the industries of a given region is the ideal situation. The 
portfolio approach pioneered by conroy in 1973, on the other hand, 
claims that regions with small portfolio variances are more stable. A 
region's variance not only depends on the variance of each industry, 
but also on the covariances among them. Entropy, the third of these 
schools, is perhaps the least productive. This function has been 
borrowed from the field of thermodynamics and poorly applied in this 
situation. Its mathematical formulation identifies an even distribution 
as the ideal norm. This approach is very similar to the Ogive. In fact, 
when the results obtained by the Ogive were correlated with those of 
entropy, a rank correlation of .98 was discovered. 
Because of the many shortcomings of these approaches, the first 
objective was to develop a new and more proper index of diversification. 
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This measure seeks to explain the relationship between economic di-
versification and regional unemployment. The measure developed is 
similar to Conroy's as it considers the relationship among regional 
industries. However, the two statistics which measure these rela-
tionships are different. This index was calculated for a total of 29 
counties and three additional SMSAs in the State of Oregon in 1980. 
This constituted the cross-sectional study. A longitudinal study was 
also conducted with two specially selected counties, Morrow and Harney, 
from the years 1975-1980. In addition, additional measures of diversi-
fication including Conroy's and the Ogive were calculated. 
As the research findings indicate, the newly developed measure of 
diversification, L.l.D., explains in a superior manner the relationship 
between diversification and unemployment. There als0 emerged a statis-
tically significant association between diversification and unemploy-
ment. However, only 27 percent (R2 = .27) ~f the variations in the 
rate of unemployment became explainable by changes in the level of 
economic diversification. 
Conclusions 
Although there is a definite relationship between economic diversi-
fication and unemployment, it is not as strong as previously predicted. 
Therefore, this finding should be taken into consideration whenever 
government and business policy makers make plans to diversify. Other 
factors which influence unemployment more strongly than diversification 
include: national personal income, business cycle, stock of capital 
equipment, etc. 
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The second conclusion is based on the type of relationship that 
bounds the various economic sectors of a region. In the State of 
Oregon, local economies with internal dependence have lower unemploy-
ment than economies which are more dependent on the rest of the nation. 
It has been illustrated that counties with high levels of internal de-
pendence, such as Gilliam, Morrow and Benton have a lower rate of unem-
ployment. An analogy can be made with a Swiss village. In such an 
area, the butcher, the baker, the farmer and the doctor serve the local 
population. The multitude of products and services do not support the 
production of a single export item, but serve to meet local demand. 
Lesser degrees of internal dependence exist in high unemployment coun-
ties, such as Harney, Crook, and Grant, which rely heavily on the single 
export industry of lumber and wood products. 
Recommendations 
The guidelines of the State of Oregon's economic development policy 
are specified in Chapter 184 of the Revised Statutes. The purpose of 
ORS 184.001 to 184.210 is to: 
(a) Maintain and improve the economic base of the state; 
(b) V~v~~6y the economic ba6e 06 the ~tatei 
(c) Expand international trade; 
(d) Assist the economically lagging areas in the state; 
and 
(e) Accomplish these purposes in a way that complies with 
all local, state and federal regulations relating to 
environmental quality. 
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To accomplish these goals, the Department of Economic Development 
has initiated a number of programs in the areas of business development. 
community economic development. ports, international trade, and indus-
trial development. In the latter case, industrial revenue bonds have 
been used to help finance new plants or expand already established ones. 
The State of Oregon should continue its support of efforts to 
diversify rural counties and those with current dependence on the 
lumber industry. These efforts will further be enhanced, if, first, 
the new industries are selected on the basis of contribution to the 
economic dependency as defined by the L.I.D. index. Therefore, the 
new firm should not be an export oriented company. The products 
should serve a well-diversified market and local customers. Items 
produced by this firm should be in demand by different industries and 
consumers in various regions. 
While this investigation was conducted in the State of Oregon, 
which possesses a large number of rural counties, it is quite likely 
that the L.I.D. model can be used in more urban and larger states. It 
will be the task of future researchers to test the model. 
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CROSS-SECTIONAL STUDY 
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Tne following are four exhibits illustrating the output obtained 
by S.P.S.S. of four regression runs using the four measures of economic 
diversification as independent variables and the rate of unemployment 
as the dependent variable. Exhibit 1, illustrates the results obtained 
by using Florence's measure as the independent variable in a simple 
linear regression model. Exhibit 2 indicates the results obtained by 
the use of the ogive measure of diversification. Exhibit 3 shows 
Conroy's measure of diversification as the independent variable while 
Exhibit 4 indicates the results obtained by using the L.T.D. measure 
of diversification. 
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APPENDIX B 
LONGITUDINAL STUDY 
Exhibits 5 and 6 are computer outputs using S.P.S.S. of two 
regression runs dealing with the L.r.D. measure of diversification 
(of Morrow and Harney counties) and its relationship to the rate of 
unemployment for the period 1975 to 1980. 
74 
O(PtNOEHT VARIAAtf •• ~O.IIN 
VANIA~lE(S) r~IfAfD I)~ SIFP ~I."'H. I .. 
"\llll PlE R 
A SQ\lAd 
ADJ\lS HD SQIIARE 
~IA"UARn fRROR 
O. II ~ S 2 
0.10146 
0.'l~'l~1 
17.I()H~ 
EXHIBIT 5 
MORROW COUNTY REGRESSION 
,\I)Q n I v 
A~'L1~IS 01 VA.IA~rf 
OFr.OE~SIO~ 
ofQn"·l 
01 
1. 
) ) 
~to"l 0' ~'I".H S 
l<4."'~4 
II ~ 'I I • ~ .4 10 
.4~U. SOU'OE 
144.17l~4 
?~'I.I,U'J4 
J 
?4IU04 
----------------- VAAIAalES IN THt £lUAIION ------------------ ------------- V~.IA~LfS ~Ol I~ T~f FijUATIOH --------------
"AkIAdLE 
"ORu I" 
((ONHANII 
A 
-O.()O~I ~Ol 
61.70l?11S 
".II"UN STEP OEACHED 
e E IA 
-r.\1RSl 
SID FOOOA ~ 
o.~nIQl 1.404 
SIATISIICS WHICH CANNOI ~E co"pulro ARE POI~lfO AS ILL ~1~fS • 
VIPltrU IlIlA IN p, HI AL IOLERUCE 
••••••••••••••• 110 ••••••• "'UlTIPlf 
" 1 r 0 f S I ~ ~ ••••••••••• iloilo YAQIA9lE lIST 
DEPENOENI VA11Aqtf.. NORUN 
VA. lAdLE 
"ONOI" 
(CONS IANT) 
SIJ,'jlfIRY r AUlr 
"lILIIPtf. 0 SQll'~: 0<- r~AI·r.r 
(.ll~Sl r.lnll.!. r.,rI4" 
-1'11'1 r LI 
-II. '1 '\1)' 
-EGUSSlO" LIST 
4 
-n.[1n\I~Ol 
hI. 70'01" 
RE ra 
-O.11~SZ 
....... 
til 
OEP~~D~~' VAQIA~lE •• ,tAR"" 
EXHIBIT 6 
I~RNEY COUNTY REGRESSION AND DURBIN-WATSON TEST 
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APPENDIX C 
Matrices 1 through 8 illustrate the coefficient of correlation 
among ten industries and the percentage of employment in each industry 
for eight selected counties. Gilliam County, for example, is highly 
independent of what happens in the rest of the state. Harney County, 
on the other hand, is very much affected by economic conditions in the 
state as a whole. 
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'{, 
r-
... 
1 
2 
3 
4 
5 
6 
7 
B 
9 
10 
-I 
1.0000 
N.A. 
N.A. 
N.A. 
-0.6720 
-0.111El 
-0.3496 
N.A. 
0.2628 
-0.6217 
MATRIX 1 
COEHICIENTS OF CORRELATION AND PERCENT EMPLOYMENT 
HARNEY COUNTY, 1980 
INlJUSTIH(:;S 
2 1 4 5 6 1 8 9 
1.0000 
N.A. 1.0000 
N.A. N.A. 1.0000 
N.A. N.A. N.A. 1.0000 
N.A. N.A. N.A. 0.1006 1.0000 
N.A. N.A. N.A. 0.5911 0.2225 1.0000 
N.A. N.A. N.A. N.A. N.A. N.A. 1.0000 
N.A. N.A. N.A. 0.0816 -0.3627 0.7020 N.A. 1.0000 
N.A. N.A. N.A. 0.6R56 0.2079 0.6405 N.A. 0.0812 
10 % •• 
15.03 
0 
0 
0 
7.08 
3.97 
23.02 
3.10 
11.05 
1.0000 36.75 
-I • Lun~r • Wood 2. Other Durable Goods 1. food Products 4. Other Non-Durable Good. 
5 • Construction 6· Transportation, Communications, Utilitie. 7. Trade 8. Finance, 
Influrance, • Real Estate 9. Services 10. Government N.A •• Not Available 
-- percent of Total Employment 
---J 
\0 
~ 
"tI 
.; 
-1 I ... 
I 
I 1.0000 ! 
I 
! 
2 N.A. I 
I 
3 N.A. I I 
I 
4 N.A. I 
I 
5 -Q.2482 I 
6 0.0369 
7 0.0861 
B 0.5725 
9 -0.1657 
MATRIX 2 
COEFFICIENTS OF CORRELATION AND PERCENT EMPLOYMENT 
CROOK COUNTY, 1980 
INDUSTRIES 
2 3 4 5 6 7 8 9 
N.A. 
N.A. N.A. 
N.A. N.A. N.A. 
N.A. N.A. N.A. 1.0000 
N.A. N.A. N.A. -0.0413 1.0000 
N.A. N.A. N ..... -0.5693 -0.2965 1.0000 
N.A. N.A. N.A. -0.0746 0.2852 -0.0263 1.0000 
N ..... N.A. N.A. 0.3893 0.6474 -0.4939 0.2317 1.0000 
10 %--
33.0B 
0 
0 
0 I 
1 
2.62 , 
2.89 
21.00 
2.62 I 
14.16 
~~.72A}J N.A. N.A. N.A. 0.3(,(,2 0.lA61 -0.2592 -0.2474 0.5127 1.0000 23.63 
- --
-1 • Lumber ,Wood 2· Other Durable Goods 3· food Products 4· Other Non-Durable Good. 
S • Conotruction 6· Transportation, Communications' Utilities 7. Trade 8. Finance, 
Insurance, , Real Estate g. Services 10· Government N.A •• Hot Available 
•• Percent of Total Employment 
00 
o 
~ 
'Tl 
.: 
H 
1 
2 
3 
4 
~ 
6 
7 
B 
9 
10 
MATRIX 3 
COEFFICIENTS OF CORRELATION AND PERCENT EMPLOYMENT 
GRANT COUNTY. 1980 
I INDUSTRH:S % .. j el 2 1 4 ~ 6 7 8 9 10 
1.0000 18.9~ I 
N.A. 1.0000 0 
N.A. N.A. 1.0000 0.87 
-0.4015 N.A. N.A. 1.0000 0.87 
-0.79B3 N.A. N.A -0.1302 1.0000 1.31 
-0.5943 N.A. N.A. 0.3015 0.510] 1.0000 l.SI 
-0.]9B3 N.A. N.A. 0.0747 0.41B3 0.1127 1.0000 17.63 
N.A. N.A. N.A. N.A. N.A. N.A. N.A. 1.0000 3.07 
-0.5016 N.A. N.A. N ..... 0.6]0] 0.5180 0.26B5 N.A. 1.0000 9.24 
-0.7734 N.A. N.A. 0.0783 0.8508 0.4720 0.7049 N.A. 0.7303 1.0000 44.55 
~-
el • Lumber ,Wood 2. Other Du[able Goods ]. Food Products 4. Other Non-Durable Good. 
S • Construction 6· Transportation, Communications, Utilities 7. Trade 8. Finance, 
Insurance, , Real Estate 9. Services 10. Government N.A •• Not ... vailable 
ee Percent of Total Employment 
00 
~ 
~ 
'tI 
C 
H 
1 
2 
) 
4 
5 
6 
7 
8 
9 
10 
el 
1.0000 
0.5336 
0.5910 
0.1547 
0.6845 
0.6123 
0.5023 
0.6045 
0.3749 
0.2162 
MATRIX 4 
COEFFICIENTS OF CORRELATION AND PERCENT EMPLOYMENT 
COOS COUNTY, 1980 
INDUSTRIES 
2 3 4 S 6 7 B 9 
1.0000 
0.7554 1.0000 
0.6065 0.5055 1.0000 
0.4235 0.5388 -0.0693 1.0000 
0.3998 0.5134 0.2214 0.5933 1.0000 
0.8177 0.5656 0.6167 0.3900 0.4502 1.0000 
0.9303 0.8125 0.6143 0.6311 0.5636 0.7794 1.0000 
0.8209 0.6862 0.8ll7 0.2555 0.4805 0.7533 0.8644 1.0000 
-0.0520 -0.2BIO -0.5464 0.2570 0.1074 0.0593 -0.1402 -0.4696 
- --- - - ------- ----
10 % .. 
1B.39 
1. 24 
2.4B 
1. 97 
3.52 
B.48 
20.66 
4.50 
14.B6 
1.0000 23.90 
-_._----
e1 • Lumber • Wood 2· Other Durable Goods 3. food Products 4. Other Non-Durable Good. 
S • Construction 6· Transportation, Communications, Utilities 7. Trade 8. ~inance, 
In6urance, • Real Estate 9· Services 10· Government N.A •• Not Available 
ee Percent of Total Employment 
00 
N 
~ 
'U 
.: 
H 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
·1 
1.0000 
0.5764 
0.1316 
O. ]1112 
-0.0489 
0.27411 
0.0174 
0.2164 
-0.21199 
-0.125b 
MATRIX 5 
COEFFICIENTS OF CORRELATION AND PERCENT EMPLOYMENT 
UMATILLA COUNTY, 1980 
INUUSTHIES 
2 l 4 5 Ii 7 8 9 
1.0000 
. 
0.0152 1.0000 
0.5591 0.2219 1.0000 
0.4238 -0.3083 0.2079 1.0000 
0.2262 0.5620 0.5096 N.A. 1.0000 
-0.0991 0.6542 0.0636 -0.5617 0.6480 1.0000 
-0.0069 0.4086 0.2740 -0.1253 0.6795 0.6472 1.0000 
-0.4b09 0.3866 -0.63111 -0.4304 -0.2646 0.36'018 0.0160 1.0000 
0.3972 0.1099 0.0777 0.2219 -0.4120 -0.2902 -0.2.284 0.1326 
- - -------
10 % .. 
2.86 
l.ll 
12.04 
2.86 
3.11 
8.01 I 
I 
Z5.22 I 
i 
4.03 I 
I 
14.80 I 
l.0000 23.76 I 
-
"1 • Lumber' Wood 2· Other Durable Goods 1. food Products 4. Other Non-Durable Goods 
5 • Constluction 6· Transportation, Communications. Utilities 7. Trade 8· finance, 
Insurance, , Real Estate 9· Services 10. Government H.A. - Not Available 
•• ~ercent of TOLdl ~loyment 
00 
~ 
.~. 
'0 
c: 
-I 2 H 
MATRIX 6 
COEFFICIENTS OF CORRELATION AND PERCENT EMPLOYMENT 
BENTON COUNTY, 1980 
INDUSTRIES 
3 4 5 6 1 8 9 
1 
10 %--
1 1.0000 6.23 ! 
2 0.0631 1.0000 1.34 
3 -0.1409 0.0930 1.0000 0.31 
4 -0.6143 0.3810 0.1914 1.0000 1. 25 
5 0.0619 0.3492 0.2373 -0.0423 1.0000 1.99 
6 0.5623 -0.0067 0.2331 -0.6819 0.3289 1.0000 3.12 
1 0.2949 -0.3658 -0.6168 -0.5164 -0.6653 -0.0342 1.0000 11.48 
8 -0.5177 0.3453 0.5]69 0.1491 -0.1404 -0.2956 -0.5069 1.0000 3.90 
<.r 0.349] -0.]418 -0.3065 -0.4861 -0.1558 0.2143 0.1490 -0.2253 1.0000 16.32 
10 0.1417 -0.5648 -0.3924 -0.4799 -0.7709 0.0641 0.8919 -0.3758 0.85]8 1.0000 42.00 
-- -----
-1 • Lumber ,Wood 2· Other Durable Goods 3. Food Products 4· Other Non-Durable Good. 
S • Construction 6· Transportation, Communications, Utilities 1. Trade 8. Finance, 
Insurance, , Real Estate 9· Services 10· Government H.A •• Hot Available 
-- P.rcent of Total Employment 
, 
00 
.,. 
~ 
c 
H 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
*1 
1.0000 
M.A. 
-0.3691 
Q.7778 
-0.5912 
0.1777 
0.2950 
0.1741 
MATRIX 7 
COEFFICIENTS OF CORRELATION AND PERCENT EMPLOYMENT 
MORROW COUNTY, 1980 
INDUSTRII::S 
2 1 4 5 6 7 8 9 
1.0000 
N.A. 1.0000 
N.A. -0.5817 1.0000 
N.A. 0.6586 -0.5373 1.0000 
N.A. -0.1723 0.4146 -0.2199 1.0000 
N.A. -0.431] 0.]835 -0.3041 "0.1782 1.0000 
N.A. -0.3887 0.5222 -0.1803 0.1547 0.2619 1.0000 
10 % .. 
5.96 
0 I 
21. 34 
0.63 
26.34 
7.84 
11.60 
2.18 
-0.3369 N.A. 0.2165 -0.2526 0.6782 -0.2095 -0.0149 0.0440 1.0000 6.57 ~ 
-0.0551 N.A. 0.4521 -0.2757 -0.0780 -0.0098 -0.0342 -0.3743 -0.2646 1.0000 17.54 
~----- ~~ --- -- --- - - -- --
*1 • Lumber • Wood 2. Other Durable Goods ). Food Products 4. Other Non-Durable Good. 
S • Con.truction 6· Transportation, Communications. Utilities 1. Trade B· Finance, 
Insurance, • Real Estate 9. Services 10· Government N.A •• Not Available 
** Percent of Total Employment 
00 
V1 
-~ 
"tl 
.: 
H 
1 
2 
3 
4 
5 
6 
1 
B 
9 
10 
-1 
N.A. 
N.A. 
N.A. 
N.A. 
N.A. 
N.A. 
N.A. 
N.A. 
N.A. 
N.A. 
MATRIX 8 
COEFFICIENTS OF CORRELATION AND PERCENT EMPLOYMENT 
GILLIAM COUNTY, 1980 
INUUSTIlIES 
2 3 4 5 6 7 B 9 
N.A. 
N.A. N.A. 
N.A. N.A. N.A. 
N.A. N.A. N.A. N.A. 
N.A. N.A. N.A. N.A. 1.0000 
N.A. N.A. N.A. N.A. 0.3143 1.0000 
N.A. N.A. N.A. N.A. N.A. N.A. 1.0000 
N.A. N.A. N.A. N.A. 0.2421 0.7102 N.A. 1.0000 
N.A. N.A. N.A. N.A. -0.1201 0.0451 N.A. -0.2465 
-- ---- --- - --
10 % .. 
0 
0 
0 
2.07 
2.07 
10.42 I 
25.00 
4.17 
16.67 
1.0000 39.60 
-
-1 • Lumber' Wood 2. Oth~r Durable Goods J. Food Products 4. Oth~r Non-Durable Good. 
~ • Construction 6. Transportation. Communic&tions 'Utilities 7. Trade 8· Finance, 
Insurance, , Real Egtate g. Services 10· Government N.A •• Hot Available 
•• Percent of Total Employment 
00 
C]\ 
