Abstract. In this paper we present the results of experiments comparing the performance of the mixed Monte Carlo algorithms and SPAI preconditener with BICGSTAB. The experiments are carried out on a Silicon Graphics ONYX2 machine. Based on our experiments, we conclude that these techniques are comparable from the point of view of robustness and rates of convergence, with the Monte Carlo approach performing better for some general cases and SPAI approach performing better in case of very sparse matrices.
Introduction
Consider a system of linear algebraic equations (SLAE) presented in the form: Ax = b (1) where A is a real square n n matrix, x = ( x 1 x 2 : : : x n ) t is a 1 n solution vector and b = ( b 1 b 2 : : : b n ) t :
There are now quite a few deterministic methods based on Krylov subspace methods for solving general linear systems such as GMRES, BI-CGSTAB and QMR. In order to be e ective these methods must be combined with a good preconditioner, and it is generally agreed that the choice of the preconditioner is even more crucial than the choice of the Krylov subspace iteration. The search for e ective preconditioners is an active research t o p i c in scienti c computing. Several potentially successful methods have been proposed in the literature, and the SPAI preconditioner is regard as one of the most promising approaches 4{ 6] . However Monte Carlo methods are coming to play a role in nding a rough approximate inverse and few e cient parallel Monte Carlo approaches for MI have been presented in the past few years 7, 1]. Nowadays, parallel Monte Carlo methods can be one of the most promising approaches for solving SLAE and also be an e cient preconditioner. We tested the algorithms solving general systems of linear equations, where the corresponding matrices were generated by simple generator constructing general dense and sparse matrices, which w ere stored in a row-packed format. Some matrices from the matrix market have also been used. We used Silicon Graphics ONYX2 machine to carry out the experiments.
The ideas of Monte Carlo for Matrix Computation are presented in Section 2, the main algorithm is described in Section 3 and the parallel approach and some numerical experiments are presented in Section 4.
Monte Carlo for Matrix Computation
Let us assume that we need to solve a general SLAE in form (1) . Consider the general case when jjI Ajj 1. We consider the splitting A = B n B 1 , w h e r e the o -diagonal elements of B n are the same as A. The diagonal elements of B n are de ned as b ii = a ii + i jjAjj choosing in most cases i > 1 i = 1 2 ::: n: We then split B n = M K where M is diagonal matrix of B n : We could transform system (1) to x = C x+ f (2) where C = B 1 n B 1 and f = B 1 n b: The multipliers i are chosen so that they reduce the norm of C and reduce the numberofMarkov c hains required to reach a g i v en precision, in a similar way as proposed in 3]. Therefore we consider two possibilities, rst, nding the solution of x = C x+ f using Monte Carlo (MC) method and, second, nding A 1 and obtaining the solution via x = A 1 f. I n this paper we are more interested in the second idea as a general goal, where we compute the approximate inverse of B n with MC, then retrieve A 1 via a function that will be introduced in the next section.
Consider rstly the stochastic approach. Assume that the system is transformed to its iterative form (2) . Consider now the Markov Chain given by:
where the s i i = 1 2 k belongs to the state space S = f1 2 n g. T h e n for 2 S p 0 ( ) = p(s 0 = ) is the probability that the Markov c hain starts at state and p(s j+1 = js j = ) = p is the transition probability from state to state . The set of all probabilities p de nes a transition probability matrix P = fp g n =1 7] 8]. We s a y that the distribution (p 1 p n ) t is acceptable for a given vector g, and that the distribution p is acceptable for matrix C, if p > 0 w h e n g 6 = 0 and p 0 when g = 0 , a n d p > 0 when C 6 = 0 and p 0 when C = 0 respectively. We assume P n =1 p = 1 , for all = 1 2 n . Generally, w e de ne W 0 = 1 W j = W j 1 Cs j 1 s j ps j 1 s j 1 (4) for j = 1 2 n .
Consider now the random variable g] = gs 0 ps 0
We use the following notation for the partial sum:
Under the condition kCk < 1, the corresponding Neumann series converges for any g i v en f, a n d E i g] tends to (g x) a s i ! 1 . T h us, i g] can be considered as an estimate of (g x) f o r i su ciently large. To nd an arbitrary component of the solution, for example, the r th component o f x, w e should choose, g = e(r) = ( 0 : : : 1 | {z } r 0 ::: 0) such t h a t e(r) = r = 1 if r = 0 otherwise (6) It follows that (g x) = P n =1 e(r) x = x r :
The corresponding Monte Carlo method is given by To nd the approximate inverse Q 1 = fq rr 0 g n r r 0 =1 of some matrix T, we must rst compute matrix
where I is the identity matrix. Clearly, the inverse matrix is given by
which c o n verges if kFk < 1 .
To estimate the element q rr 0 of the inverse matrix Q, w e l e t t h e v ector f be the following unit vector f r 0 = e(r 0 ):
We then can use the following Monte Carlo method for calculating elements of the inverse matrix Q: 
for which s j = r 0 are included in the sum (11). Since W j is included only in the corresponding sum of r 0 = 1 2 : : : n , t h e same set of N chains can be used to compute a single row o f the inverse matrix, which is one of the inherent properties of MC making them suitable for parallelization. 
where Y n is the computed approximate inverse of B, S n = B n diag(A) , n i s a sequence of integers ranging from one to the size of the matrix A: It is obvious that the approximate solution vector can be obtained by A 1 b: Indeed, before we retrieve A 1 we also can apply the following re nement function Y new n = Y old n (2 I Y old n B n ) (14) where I denotes the identity matrix. Clearly the precision of the approximate solution vector can be controlled using the re nement function with just 1 or 2 steps. From the experimental work is evident that the number of steps required to obtain almost exact solution is at most 3 or 4.
On the other hand we studied the SPAI preconditioner, which is based on the idea of Frobenius norm minimization. The approximate inverse matrix of A is computed as matrix M which minimizes jjI M A jj(or jjI AMjj for the right preconditioning) subject to some sparsity constraints, see 4, 5] . Once the approximate inverse matrix of A is known, SPAI applies BICGSTAB to solve (1) ( see http://www.sam.math.ethz.ch/ grote/spai/)
Now w e h a ve i n troduced both algorithms in brief. We will use both of them to solve general SLAEs.
Parallel Implementation and Numerical Results
The Monte Carlo code is written in C using PVM and the SPAI code is written in C using MPI. To test the two approaches we consider matrices from the Matrix Market (http://math.nist.gov/MatrixMarket/) and some general matrices randomly generated by the generator we p r o vide. The generator generates random numbers for the matrices with prede ned sparsity. The experiments are carried out on a Silicon Graphics ONYX2 parallel machine with 12 processors (four 195 MHZ and eight -400 MHZ), with 5120 Mbytes main memory and 32 Kbytes cache in total. We run both algorithms with the corresponding parameters. The computing time of the Monte Carlo calculation and the SPAI preconditioner are shown separately. The full time required to solve the SLAEs for mixed algorithms and SPAI with BICGSTAB is also shown. Some of the test matrices used in this experiment are given below. { BWM200.MTX size n=200, with nz=796 nonzero elements, from Matrix Market web site { CAVITY03.MTX size n=327, with nz=7327 nonzero elements, from Matrix Market web site { GEN200 DENSE.MC size n=200, dense, from the generator { GEN200 60SPAR.MC size n=200, with nz=16000 nonzero elements, from the generator { GEN800 DENSE.MC size n=800, dense, from the generator { GEN800 70SPAR.MC size n=800, with nz=192000 nonzero elements, from the generator { GEN2000 99SPAR.MC size n=2000, with nz=40000 nonzero elements, from the generator { GEN500 90SPAR.MC size n=500, with nz=25000 nonzero elements, from the generator { GEN1000 95SPAR.MC size n=1000, with nz=50000 nonzero elements, from the generator The default parameters we set up in Monte Carlo methods are 1. = 0 :05 denotes a given stochastic error 2. = 0 :01 denotes the accuracy of Monte Carlo approximation 3. step = 1 denotes how many steps are spent on the re nement function, in each single step of using the re nement function two matrix-by-matrix multiplications are computed. We apply the appropriate parameters in SPAI and show the best performance with the best combination of these parameters. R-MC denotes the residual computing time of Monte Carlo approach w h i c h includes the time for the re nement procedure, the retrieval procedure and obtaining the approximate solution vector. MC denotes the time required for Monte Carlo algorithm only. Therefore, TOTAL-MC is the time required for the MC and R-MC. R-SPAI denotes the residual computing time of SPAI, which includes the time of BICGSTAB for obtaining the approximate solution vector (the block procedure and scalar-matrix procedure while using block algorithm). SPAI denotes the time required by the SPAI preconditioner. TOTAL-SPAI is the total time of SPAI and R-SPAI. ER-ROR denotes the absolute error of the approximate solution vector given below. The examples show that for some cases MC converges much faster than SPAI. In case of some general matrices it can be seen that SPAI is converging very slowly. There are also cases where SPAI is performing much better than MC. Further experiments are required to carry out detailed analysis.
Conclusion
We h a ve presented the results of experiments comparing the e ciency of parallel SPAI preconditioner with BICGSTAB and parallel mixed Monte Carlo algorithms. The experiments are carried out on a Silicon Graphics ONYX2 machine. Based on our experiments, we conclude that these techniques are comparable from the point of view of robustness and rates of convergence, with the Monte Carlo approach being somewhat better for some general cases and SPAI approach performing better in case of very sparse matrices. We can also conclude that both techniques o er excellent potential for use on high performance computers.
