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ABSTRACT
The data gathered from smart cities can help citizens and city man-
ager planners know where and when they should be aware of the
repercussions regarding events happening in different parts of the
city. Most of the smart city data analysis solutions are focused on
the events and occurrences of the city as a whole, making it difficult
to discern the exact place and time of the consequences of a particu-
lar event. We propose a novel method to model the events in a city
in space and time. We apply our methodology for vehicular traffic
data basing our models in (convolutional) neuronal networks.
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1 INTRODUCTION
Smart Cities allow city managers to be proactive in planning, man-
aging and responding to different occurrences, changes and events
in the urban environments. However, this requires spatio-temporal
and thematic information of events and changes that occur around
the city. For example, in case of a traffic accident or road works, city
managers should know how this accident or work will affect the
rest of the roads in the near future and derive the traffic accordingly
through accurate alternative routes. Most of the research done in
smart cities aim at creating snapshots of the events and changes
in the city at each moment of time, and/or predicting future status
of the city based on the historical data [11]. For example, existing
predictions of traffic in roads are based on the traffic at each road
and/or adjacent ones based on the historical data.
However, the events in one point of the city could affect the
status of another point of the city in an elapsed period of time. For
example, an accident in one area could affect the traffic in other
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parts of the city in the next five minutes, and another different part
of the city in the next hour and so on.
The key contribution of this paper is to identify the spatio-
temporal correlations in smart cities data streams and to include the
correlation metrics in a suitable analysis of real world data streams.
This analysis provides a view of the changes inside the city net-
works; how different data related to people, traffic, electricity, etc.
change around the city roads or water and electricity networks.
With a suitable view of these changes, city councils, planners, de-
velopers, industry and citizens can better manage and use their
time and resources, make better planning of facilities, and manage
the events in the city.
Conventional approaches to smart city data analysis often over-
look the temporal component interlinked with the spatial compo-
nents of the data [10] [2]. The spatial analysis will not be sufficient
to model the data changes and their correlation in a city. We show
a more generalised model by adding a temporal component to the
spatial data analysis. We propose to analyse the city data not as
snapshots of the whole city, but in a manner that we can shift
the data in time, to better interpret the elapsed time and tempo-
ral correlations between an event in one point of the city and the
consequence of this event in another part of the city.
The proposed approach can be used to model spatio-temporal
networks in different environments. We evaluate our solution ac-
cording to a spatio-temporal traffic data analysis scenario with data
coming from traffic sensors by means of the Internet of Things (IoT)
technologies. To construct the model we use (convolutional) neu-
ronal networks (C)(NN) based solutions. Neuronal networks have
been traditionally used for computer vision, speech recognition
or natural language processing among many other applications.
Vehicular traffic data has also been analysed by methods such as
series analysis, and solutions such as kalman filters. As the nature
of traffic flows is complicated, some works are starting to use deep
learning algorithms which can help in representing traffic features
without prior knowledge [6]. These recent works have obtained
promising results [4, 6]. In this paper we apply (C)NN models to
construct a spatio-temporal data analytic model for smart city data.
The rest of the paper is organised as follows. Section 2 describes
previous works. Section 3 introduces the methodology used. Section
4 shows a preliminary experimentations to evaluate the proposal
with vehicular data of a city. Section 5 acknowledges the promising
results but limitations of the current experiments and addresses the
challenges for future works. Finally, section 6 concludes the paper.
2 STATE OF THE ART
Although neural networks were traditionally used in computer
vision, speech recognition or natural language processing, in recent
years it has been successfully used in other fields, such as text
analysis. For example in [7] Severyn et al. used CNN for twitter
sentiment analysis. They use a single convolutional layer followed
by max pooling, non-linearity and soft-max classification layers.
Moraes et al. have performed a comparison between support vector
machine (SVN) and artificial neural networks (ANN) classifiers for
sentiment analysis and conclude that ANN performs better except
for cases with unbalanced data [8].
In the field of vehicular traffic analysis some works are starting
to use neural networks, specially for short term traffic prediction.
Traffic flows contains sharp nonlinearities due to transitions be-
tween free flow, breakdown, recovery and congestion and deep
learning architectures can capture these nonlinear spatio-temporal
effects [9]. In [9] authors developed a deep learning model combin-
ing linear models and tanh layers to predict traffic flows in extreme
traffic conditions such as snowstorm and crowdly football games.
In [6] authors use a deep learning approach based on the use of a
stacker auto-encoder model to learn generic traffic flow features.
Authors use this model to short term predicting traffic. In [5] au-
thors use genetic algorithms and cross entropy also for short term
traffic prediction. However all these works show the traffic situa-
tion of either a point on the city or a snapshot of the city, but do
not show the differences on time and space at the same time. Dia
uses a time-lag recurrent network TLRN, in [1], which predict the
traffic in a section using a recurrent NN with time lags in order to
achieve time-shift invariance. However these time lags are used
internally in the neural network and the output is the prediction of
the vehicular traffic at one point with historical data of that point.
3 METHODOLOGY
Most of the data changes in the cities occur and disseminate over
a network of nodes; for example, water distribution runs over a
network of pipes, social media data can be grouped among several
hotspots, people or vehicles move over a network of streets and
roads. These nodes and networks have an inherent spatial com-
ponent, each node has neighbouring nodes, and nodes that are
linked through other nodes. However, the data changes have also
a temporal component and elements such as people, vehicles or
water have different patterns that cannot be simply modelled by a
network topology.
We propose using spatio-temporal analysis to identify and rep-
resent correlating patterns that can enhance the management of
future movements in the city. With our model, we address not only
the spatial topology, but also the actual patterns and data changes
in a city. With this approach we can know how the status of one
part of the network can affect the status of other part in an elapsed
period of time. For example, we can infer that a dense vehicle traffic
in one point of the city will affect another point of the city several
minutes later.
When analysing vehicular traffic data, researchers use snapshots
of the traffic in the city. Overall, the predictions are usually based
on the previous traffic data and the values are taken in sequential
order showing each time slot the traffic as a series of sequences
and changes in them. Our proposed method decouples the serial
sensors flows in time. We use (C)NN to training the model with
different traffic data. However, prior to feeding the data to the NN
model, we perform a time shift for each segment at the data )(i.e.
by shifting the time slots). Consequently, the time decouple in each
flow (∆t ) is different.
To clarify our approach we only use four streams (three inputs
and one output) and we decouple only the first traffic flow X1, as
shown in Figure 1, which correspond to the traffic flow X1 shown
in Figure 2. Training the network with different values of (∆t ) for
the first traffic flow (X1) leads to different models with different
performance. Themodel is trainedwith the inputs of streamsX2 and
X3 at t and stream X1 at time t + ∆t . We measure the performance
(accuracy to predict Y0) of the different models with different ∆t ,
in order to find the best model. The model with best performance
(i.e. the one that better models the traffic giving the minimum error
and therefore the best performance indexes values) will provide
the time (∆t ) that an event taking place in stream X1 (or in sector
X1 of the city) will show a response in stream Y0 (or in sector Y0 of
the city).
Figure 1: Neuronal network showing the time shift per-
formed to the first traffic flow
4 USE CASE: PRELIMINARY
IMPLEMENTATION AND EVALUATION
The (C)NN model is controlled by using a dataset consisting on
traffic data that has been measured every 5 minutes among 135
sensors located in different points in the city of Aarhus. the dataset
is available on the CityPulse project reference dataset website1.
The data is organised in pairs of sensors providing information re-
garding the geographical location of both sensors, time-stamp, and
traffic intensity such as average speed and vehicle count between
them. Figure 2, shows the location of the sensors represented in
Google Maps2 as red dots.
The original dataset consists on two and a half months vehicular
traffic values, which consist exactly on 17.474 samples on each
sensor. However we need to synchronized the data in all sensors
and discard faulty values. In consequence one faulty value demand
the deletion of all the values at that time. After that cleaning of data
and without applying any time shift yet, we end up with 14.150
samples of tuples of the four sensors values. See table 1 for details.
After each time-shift we need to realign the data of the four sensors
and clean the data accordingly. Therefore for each time shift the
sample values vary slightly. The cleaned data is then divided in a
training and a test sets, in which approximately 70% of the data is
used for training and 30% of the data is used for testing.
To construct the model, we use (Convolutional) Neural network
architectures with different layers and parameters including a deep
1http://iot.ee.surrey.ac.uk:8080/
2https://maps.google.com/
Table 1: Data used in the experiments without any time shift
original data original samples after cleaning samples training samples test samples
2 months 17.474 14.150 10.000 4.150
81 % original data 70.77 % cleaned data 29.33 % cleaned data
Figure 2: Map of the vehicular data used in the experiments.
The red dots are the sensors. The arrows represent the traffic
in the section between 2 sensors.X1,X2 andX3 are the inputs
of the NN andY0 is the output.We shiftX1 in time to analyse
the temporal relationship with Y0
network consisting in three hidden layers with 300 hidden units
each, a shallow network with only one hidden layer of three units
and a CNN model with a convolutional layer and one hidden layer
of 300 units. The activation function used is softmax as our problem
is a multi-classification task. We realized that the optimization score
function categorical-cross-entropy performs better for our dataset
than the extendedly used square error regression.
To evaluate the effectiveness of the proposal we use two per-
formance indexes: the mean absolute error (MAE) and the mean
squared error regression loss (MSE). They are defined as:
MAE =
1
n
n∑
i=1
yi − ŷi  (1)
MSE =
1
n
n∑
i=1
(yi − ŷi )2 (2)
where:
• Y are the real values
• Yˆ are the expected values
where y is the observed traffic flow with each observed value yi ,
and ŷ is the predicted traffic data with each predicted value ŷi . The
lower the values of MAE and MSE the better the accuracy, meaning
that the predicted values are closer to the real occurrences and
therefore the model is accurate, while higher values mean that the
model perform less efficiently.
The experiments use only the variable vehicle count of the sectors
of the city. We use approximately one and a half month of data to
train each model and two weeks of the traffic data to test the model.
The experiments model the neuronal network with inputs as the
variables vehicle count of four sectors (see Figure 2).
In this preliminary experiment we will be focus on how the
traffic streams of Y0 and X1 are correlated in time. To this end we
propose a baseline where the inputs to the (C)NN are variables
X1, X2 and X3 and the output is Y0. We propose to shift in time
only variable X1, and leave X2 and X3 as they are to simplify the
preliminary experiment and focus only on the temporal correlation
between Y0 and X1. In this experiment the spatial component is
inherent to the data, as the streams belong to different spatial areas
of the city. We select the spatial streams by visual inspection of the
map. The temporal component is tested by shifting only some of
the streams.
These models involved the decouple of the signal X1 and the
rest of the signals ( X2, X3 and Y0) with different elapsed periods.
First we calculate the model with all the streams at t . After that, we
shift stream X1 5 minutes and calculate again the model between
X1 (t + 5minutes ), X2 (t ), X3 (t ) and Y0 (t ). The 5 minutes lag were
chosen, because the streams consist of readings of data every 5
minutes. We repeated the procedure for different time lags. We also
performed the experiments for different node structures with deep
and shallow NN and with CNN, obtaining similar results. In all
the experiments we notice that the performance indexed improved
until a threshold time shift around the 10 minutes elapsed time and
the performance start degrading when the time shift become higher
that 10 minutes.
Obviously the time shift threshold will depend on the data and
the nature of the event and its impact on other sources. In this work
we obtain this value by using heuristics from different time shifts
experiments. However, the value can also be estimate by analysing
correlation values between different sources. The latter will require
further research and deployment.
Table 2 shows the results of a shallow NN of one hidden layer
with three units and a CNN with a convolutional layer follow by
three hidden layers with 300 hidden units each. Figure 3 shows the
real traffic for the two weeks and a half test data in blue and the
predicted traffic in red in the CNN, when the elapsed time is 10
minutes, which is the best performance of the algorithm.
Although in figure 3 the performance is not particularly good as
the traffic is overestimated by the model our aim is to compare the
different performances of the different models with and without
time-shifts, and for that purpose the model is good enough as it can
follow the increment and decrement of the traffic during the hours
of the days. The main problem that we can see in Figure 3 is that the
model accurately follows the weekends (see for example the two
picks around time 1500) but it does overestimates the weekdays.
Figure 3: Comparison of the real traffic in blue and the pre-
dicted traffic in red for the elapsed time of 10 minutes
Figure 4: Plot of the number of cars in Y0
In order to further analyse the results we need the reference
values. We have plot in Figure 4 a zoom of the real values of the
number of vehicles in section Y0. This plot shows a zoom of the
values used for training and test the models. Figure 5 shows a
boxplot of the values of the number of vehicles in section Y0 with
the minimum, maximum values and the median and quartiles. From
these figures we can see that the maximum value is 45 vehicles and
the minimum is 0. With these values in mind the results shown in
Figure 5: Boxplot of the values of the number of vehicles of
Y0
Table 2 shows that a value of around 9 in MAE is not an optimum
value for the maximum and median vehicles we had on the road as
shown in Figure 5, and that the models need improvements. As we
can see MSE results are high due to the fact that MSE penalises the
higher error values. Therefore, we can infer from Table 1 and Figure
3 that although the model follows quite well the lower values of
vehicles, especially weekends data, it has difficulties in following the
higher values of vehicles. We can see that traffic is overestimated by
the model. Nonetheless, in these preliminary experiments our main
purpose is to compare the different models with different time-shifts
in order to know that our idea is supported. Further investigations
will try to enhance the models as mentioned in Section 5, paying
special attention to high values of traffic and weekdays.
The results from the comparison of the different models in Table
2 show that the performance indexes are at their best value when
the elapsed time of the data is around 10 minutes. This indicates
that X1 is influenced by Y0 and therefore, what is happening with
the traffic at one point of time in sector Y0 will be reflected in sector
X1 10 minutes later.
5 LIMITATIONS, CHALLENGES AND FUTURE
WORKS
The preliminary results of our work are promising. They show that
modelling the cities with not only the inherent spatial component,
but also with the temporal component, by means of shifting the
data streams in time, can provide enhanced information about how
the events of one part of the city can affect other parts of the city
at an elapsed period of time.
However, these are only preliminary results and as such they
have some limitations. Further investigations are needed in order
Table 2: Performance comparison of the different elapsed values of the first traffic flow with two performance indexes
Time Elapsed NN CNN
MAE MSE MAE MSE
0min 9.42203259763 176.315432851 9.41518072289 176.059518072
5min 9.33664767278 174.201821193 9.33717012914 174.202975856
+10min 9.31253814673 173.290368391 9.31815626757 173.302979202
+15min 9.40423733065 176.162459046 9.40787981859 176.172052154
+20min 9.41930152975 176.4947619 9.41932749364 176.494772535
to accurately assess our method. In the development of our prelim-
inary experiments we have encounter several issues that need to
be fixed in a future extended research.
The first limitation we found is that the traffic is ovestimate by
the model. We can see in Figure 3 that the weekend are followed in
an accurate manner, but the weekdays are not, especially during
high traffic. Therefore, we plan in the future to create two different
models one for weekdays and one for weekends as they follow
different patterns of traffic. Later on we will study whether the
correlations in time still applies for both models (weekdays and
weekends) or whether they follow different time-shift correlations.
We plan also to enhance the models by trying to refine further the
parameter estimation of the models. We will try different parame-
ters and combination of algorithms. Another future work is to study
a variety of performance indexed and to select the ones that best
can evaluate and explain our particular experiments, taking into
account the type of data. The second limitation is that we have only
shift one stream on the basis that the rest of the streams are the
baseline to know how the shift of this particular stream affects the
model, or the output of the neural network. However in the future
we plan to study how the shifts of different streams at the same
time could affect the whole model. There are several combinations
of shifts and a preliminary study on how this combinations can
affect the model will be interesting in order to avoid the implemen-
tation of countless experiments. The third limitation is that we have
focussed on the differences of the results with different time-shifts
but our future work will need to careful study the influence of
each variable and the statistical significance of each variation. The
fourth limitation is that by visual inspection of the map we have
inferred the spatial component and guess which traffic stream can
be affected by which other traffic stream. A careful study on how
the traffic in some sections affects the traffic in others could be
interesting for our research. We can combine our approach with
road infrastructure as in [3].
6 CONCLUSIONS
This paper proposes a method to analyse spatio-temporal mod-
els of IoT data and in particular in smart city data streams. The
novelty of this method lies in spatio-temporal analysis and using
the time elapsed between data points in a location and the impact
that it has on another location. Previous works have mainly dealt
only with space or time separately. The existing works mainly
focuses on how patterns are correlated at the same time or how
the streams are related in a particular location. To evaluate our
proposal, we use (convolutional) Neural Networks. Our primary
results are promising and we believe our method can help citizens
and city managers to have a better understanding of the impact
of the events and changes in different parts of a city, by knowing
when the consequences of an event will be seen in other parts of
the city.
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