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ALMOST SURE CONVERGENCE OF RANDOMIZED URN
MODELS WITH FINITE MEAN
By Ujan Gangopadhyay and Krishanu Maulik
University of Southern California and Indian Statistical Institute
We consider a randomized urn model containing objects of finitely
many colors in this article. The replacement matrices are allowed
to be random, subject to the minimum conditions that the mecha-
nism to choose color and the replacement matrix at each step are
conditionally independent given the past, as well as, the conditional
expectations of the replacement matrices are close to a (possibly ran-
dom) irreducible (and hence positive recurrent) matrix. We obtain
almost sure convergence of the configuration vector, the proportion
vector and the count vector under finite first moment condition alone.
The convergence is shown to be L1 as well. We show that first mo-
ment assumption is sufficient when the replacement matrix sequence
is i.i.d. and independent of the past choices of the color. This sig-
nificantly improves the similar results for urn models obtained by
Athreya and Ney (1972), by weakening the moment assumptions on
replacement matrices from L log+ L to L
1. For more general adaptive
sequence of replacement matrix, a little more than L log+ L condition
is required.
Dedicated to Krishna B. Athreya on the occasion of his 80th birth year.
1. Introduction. Urn models have provided a simple and useful model
for studying different phenomena since the early works of Po´lya and Eggenberger
(1923) and Po´lya (1930). The model starts with certain quantities of objects
of different colors - we shall consider number of colors to be finite. A color
is chosen at random, and further objects of each color is added to the urn,
where the additional amount of each color added will depend on the color
chosen. The additional amount of each color can be summarized in a square
matrix, called replacement matrix, indexed by the colors, where the row cor-
responding to the color chosen will provide the amount of additional objects
to be added when that color is chosen. We shall allow the amount added to
be nonnegative real valued.
MSC 2010 subject classifications: Primary 62L20; secondary 60F15, 60G42
Keywords and phrases: urn model, random replacement matrix, balanced replacement
matrix, irreducibility, stochastic approximation, random step size, random drift, uniform
integrability, Lotka-Volterra differential equation
1
2 U. GANGOPADHYAY AND K. MAULIK
Classically, the objects are taken as balls and thus amount considered
become counts and are nonnegative integer valued. Originally, Po´lya con-
sidered addition of balls only of the color drawn and number of balls added
was same for all colors drawn, leading to a replacement matrix which is a
multiple of identity matrix. In this case, the vector of proportion of each
color converges almost surely to a Dirichlet random vector, whose parame-
ters will depend on the initial count of each color. However, a very different
kind of replacement matrix, namely irreducible one, is also considered in the
literature. A square matrix A with nonnegative entries is called irreducible
if, for any i, j there exists a positive integer N ≡ Nij such that A
(N)
ij > 0,
where A
(N)
ij denotes the (i, j)-th entry of A
N . When A has all row sums
as 1, this notion of irreducibility coincides with the usual one considered in
the theory of Markov chains. By Perron Frobenius theory, the eigenvalue of
an irreducible matrix having largest real part is simple and positive. This
eigenvalue is called the dominant eigenvalue. All other eigenvalues will be
equal to or smaller than the dominant eigenvalue in modulus. If the matrix is
balanced, namely, all the row sums are equal, then the dominant eigenvalue
is the common row sum. Otherwise, the dominant eigenvalue lies strictly
between the largest and the smallest row sums. Also corresponding to the
dominant eigenvalue, there exists left and right eigenvectors which have all
coordinates positive. In this case, the vector of proportion of each color con-
verges almost surely to a deterministic vector which is the left eigenvector,
normalized to a probability vector, of the replacement matrix corresponding
to the dominant eigenvalue. In Athreya and Ney (1972), the replacement
matrices were allowed to be an i.i.d. sequence with irreducible mean matrix.
Using branching process techniques, under additional L log+ L moment con-
ditions on the entries of the replacement matrices, Athreya and Ney (1972),
cf. Chapter V.9.3, showed the almost sure convergence to the (normalized to
probability) left eigenvector of the mean matrix corresponding to its domi-
nant eigenvalue. It may be noted that we weaken the moment condition in
the similar setup significantly and show that first moment alone suffices, cf.
Corollary 3.6.
However, applications to clinical trials showed that the i.i.d. assumption
on the replacement matrices can be too restrictive. The replacement ma-
trices may be dependent on the entire past. Thus Bai and Hu (2005) and
Laruelle and Page`s (2013) consider a setup where the replacement matrix
at any step is only assumed to be independent of the drawing mechanism
of that step given its entire history. While Bai and Hu (2005) used martin-
gale techniques, Laruelle and Page`s (2013) used stochastic approximation.
Both of them assumed the conditional mean of the replacement matrices
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to concentrate around an irreducible, balanced matrix and obtained almost
sure convergence and central limit type behavior of the proportion vector
under second or higher moment conditions. Zhang (2012), using martin-
gale based techniques, removed the balanced assumption and relaxed the
mode of convergence of the conditional mean replacement matrices. He
also proved the almost sure convergence under L(log+ L)
p condition, for
some p > 1; and, under L log+ L condition, but only for i.i.d. replacement
matrices. Note that the latter result is essentially the result obtained by
Athreya and Ney (1972). Further, convergence in probability has been ob-
tained in Gangopadhyay and Maulik (2019) under L1 or first moment con-
dition alone.
In this article, we significantly relax the assumptions to obtain almost
sure convergence results applying the method of stochastic approximation.
While we obtain almost sure convergence under L(log+ L)
p condition for
some p > 1, as in Zhang (2012), we show the moment condition can be
further relaxed; and only L log+ L condition will suffice under appropriate
majorization condition on the norms of the replacement matrices. The addi-
tional moments in Zhang (2012) or the majorization condition provide the
required uniform integrability. As mentioned before, in case of i.i.d. replace-
ment matrices, almost sure convergence was proved by Athreya and Ney
(1972) and Zhang (2012) under L log+ L condition. In this article, we es-
tablish almost sure convergence result for i.i.d. replacement matrices under
first moment conditions alone, please see Remark 2.11 and Assumption 2.2
therein, as well as Corollary 3.6. As in Gangopadhyay and Maulik (2019);
Renlund (2010, 2011), we use random step sizes instead of deterministic ones
considered in Zhang (2016). This leads to a Lotka-Volterra type first order
quadratic differential equation. It has been shown to have an explicit unique
solution in Gangopadhyay and Maulik (2019).
In Section 2, we collect some notations and state the model with the
assumptions. We discuss the relevance of and sufficient conditions for the
assumptions. In this section, we also recall the stochastic approximation
result and collect some other useful results. In particular, we study con-
vergence of appropriate martingale sequences under bounds either given
by stochastic dominance or given by functions belonging to a general class
which includes x(log+ x)
p, x log+ x(log+ log+ x)
p for p > 1. We also quote
the necessary results on Stochastic Approximation and prove some sufficient
conditions appropriate for our work. In Section 3, we check the relevant con-
ditions for stochastic approximation and prove the main Theorem 3.5 and
some corollaries. In particular, in Corollary 3.6, we extend the result in
Athreya and Ney (1972) and Zhang (2012) and prove it under weaker L1
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assumptions rather than L logL conditions.
2. Urn Model and Stochastic Approximation. In this Section, we
first collect some notations. In three subsequent subsections, we state the
model, together with a discussion on the assumptions; gather some useful
results; and provide a quick overview of stochastic approximation with the
relevant result. In the following, all the vectors considered are row vectors,
while for a row vector x, its transpose will be denoted by xT . The vector
with all components 1 will be denoted by 1, while the dimension will be clear
from the context. Also, for an event A, we shall denote its indicator function
by 1A. For a matrix A, define the norm ρ (A) := maxi
∑
j |Aij | . This is also
the operator norm of the matrix A by considering its right multiplication on
R
k with its ℓ∞ norms. We shall also use the notation σ (A) := mini
∑
j |Aij |.
2.1. Urn Model. Consider an urn model with finitely many K colors
indexed by {1, 2, . . . ,K}. The composition vector after n-th trial will be
denoted by Cn = (Cn1, . . . , CnK). We shall denote the total content of the
urn after n-th trial by Sn =
∑K
i=1 Cni. The replacement matrix for n-th trial
will be a possibly random, but non-negative K × K matrix Rn. For n-th
trial, χn will be the K-dimensional indicator vector of the color chosen in
that trial, which will take value ei, the i-th coordinate vector in R
K if color
i is chosen in n-th trial. Therefore for n ≥ 1, the urn composition evolves
as:
(2.1) Cn = Cn−1 +χnRn.
For n ≥ 1, let Fn be the sigma-field containing the entire information till
time n. In particular, Fn will be the sigma-field generated by C0, (Rm)
n
m=1
and (χm)
n
m=1. We also need to consider the conditional expectation of the
replacement matrices, denoted as Hn−1 := E (Rn|Fn−1) and its truncated
version, denoted as H˜n−1 := E
(
Rn1[ρ(Rn)≤n]
∣∣Fn−1), called the generating
matrices and the truncated generating matrices respectively.
We make the following assumptions on choice of colors and reinforcement
matrices.
Assumption 2.1. The adapted sequence ((χn,Rn),Fn) has distribu-
tion, which satisfies:
(i) The initial configuration C0 is nonzero with nonnegative entries and
finite mean.
(ii) For all i, P
(
χn = ei|C0, (Rm)
n−1
m=1, (χm)
n−1
m=1
)
= Cn−1,i/Sn−1.
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(iii) Given the past information Fn−1, χn and Rn are conditionally inde-
pendent.
(iv) The tail of the sequence (ρ (Rn)) satisfy one of the following uniform
integrability like conditions:
(iv-a) The unconditional distributions of ρ (Rn) are majorized: there
exists a number c ∈ (0,∞) and a random variable R with finite
expectation such that, for all x > 0,
P (ρ (Rn) > x) ≤ cP(R > x).
(iv-b) For some nonnegative function φ on [0,∞) which is eventually
positive and nondecreasing, satisfies
∑
1/(nφ(n)) < ∞ and fur-
ther satisfies x/φ(x) to be either bounded or eventually monotone
nondecreasing, we have
sup
n
E (ρ (Rn)φ(ρ (Rn))|Fn−1) <∞(2.2)
or,
sup
n
E(ρ (Rn)φ(ρ (Rn)) <∞.(2.3)
(v) There exists a (possibly random) matrix H with nonnegative entries,
which is almost surely irreducible, such that the truncated generating
matrices H˜n converge to H in Cesaro sense in the operator norm
almost surely, i.e.,
(2.4)
1
n
n−1∑
k=0
ρ
(
H˜k −H
)
→ 0 almost surely.
Remark 2.1. Observe that E (χn|Fn−1) = Cn−1/Sn−1.
Remark 2.2. Under Assumption 2.1(iv), it is easy to see that, for all
n, i, j, Rnij have finite mean.
Remark 2.3. To construct the sequences of random variables (χn) and
(Rn) as conditionally independent given the past and with required condi-
tional distribution for χn, we may consider an i.i.d. Uniform(0, 1) sequence
(Un) independent of the sequence (Rn). Then defining
χn =
d∑
i=1
ei1[Un∈(
∑i−1
j=1
Cn−1,j/Sn−1,
∑i
j=1 Cn−1,j/Sn−1]]
,
will construct the required sequence (χn).
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Remark 2.4. Assumption 2.1(iv-a) or (2.3) of Assumption 2.1(iv-b)
holds, for example, if (ρ (Rn)) have same marginal distribution.
Remark 2.5. One of the useful choices for φ(x) = (log+ x)
p for some
p > 1, as has been considered by Zhang (2012). Other choices can include
φ(x) = log+ x(log+ log+ x)
p for some p > 1.
Remark 2.6. Each of Assumption 2.1(iv-a) and condition (2.3) in As-
sumption 2.1(iv-b) implies uniform integrability of (ρ (Rn)). Then the se-
quence
(
Rn1[ρ(Rn)≤n]
)
is also uniformly integrable. Hence under either of
these conditions, by Lemma 3.2 of Gangopadhyay and Maulik (2019), the
convergence in Assumption 2.1(v) is also in L1.
Remark 2.7. Besides assuming Rn to be conditionally independent
from χn given the past, we also need the conditional expectations ofRn to be
close to a limiting matrix H at least in some weak sense. Such assumptions
have been considered by Bai and Hu (2005); Gangopadhyay and Maulik (2019);
Laruelle and Page`s (2013); Zhang (2012, 2016). See Gangopadhyay and Maulik
(2019) for further discussion on such assumptions.
Remark 2.8. It follows from Perron-Frobenius theorem that the eigen-
value of H with largest real part, λH , is simple, real and positive. All
other eigenvalues are less than or equal to λH in modulus and have strictly
smaller real part. Further, there exists unique left eigenvector piH corre-
sponding to λH such that piH has all coordinates strictly positive and is
normalized to be a probability vector. The eigenvalue λH further satisfies
0 < σ(H) ≤ λH ≤ ρ(H) < ∞. The inequalities are strict, if the matrix H
is not balanced, that is σ(H) < ρ(H).
Remark 2.9. We provide a sufficient condition for Assumption 2.1(v)
in terms of nontruncated generating matrices, which is more usual, and a
tail condition. Assumption 2.1(v) holds if both the conditions below hold:
(a) There exists a (possibly random) matrix H with nonnegative entries,
which is almost surely irreducible, such that the generating matrices
Hn converge toH in Cesaro sense in the operator norm almost surely:
(2.5)
1
n
n−1∑
k=0
ρ (Hk −H)→ 0 almost surely.
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(b) Negligibility of the tail conditional expectation:
(2.6)
1
n
n∑
k=1
E
(
ρ (Rk)1[ρ(Rk)>k]
∣∣Fk−1)→ 0 almost surely.
Next we consider some sufficient condition for (2.6) to hold.
Proposition 2.1. Along with Assumption 2.1(i)–(iii), each of the fol-
lowing conditions is sufficient for (2.6) to hold:
(i) Assumption 2.1(iv-a) and, for each n, Rn is independent of Fn−1.
(ii) Assumption 2.1(iv-a) and the majorizing random variable R therein
satisfies E(R log+R) <∞.
(iii) Assumption 2.1(iv-a) and the conditional distributions of ρ (Rn) given
Fn−1 are majorized, that is, there exists number c
′ ∈ (0,∞) and a
random variable X with finite mean such that, for all large n and for
all x > 0, we have
P (ρ (Rn) > x|Fn−1) ≤ c
′
P (X > x) .
(iv) Assumption 2.1(iv-b).
Proof. We check each of the conditions one at a time.
(i) By independence, the left side of (2.6) becomes
1
n
n∑
k=1
E
(
ρ (Rk)1[ρ(Rk)>k]
)
≤ c
1
n
n∑
k=1
E
(
R1[R>k]
)
.
The right side goes to zero as R has finite expectation.
(ii) By Kronecker’s lemma, it is enough to show that
∞∑
n=1
1
n
E
(
ρ (Rn)1[ρ(Rn)>n]
∣∣Fn−1) <∞ almost surely.
It is in turn enough to show that the above random variable has finite
expectation. Now
∞∑
n=1
1
n
E
(
ρ (Rn)1[ρ(Rn)>n]
)
≤ c
∞∑
n=1
1
n
E
(
R1[R>n]
)
using Assumption 2.1(iv-a)
≤ c
∞∑
n=1
∞∑
j=n
1
n
E
(
R1[R∈(j,j+1]]
)
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≤ c
∞∑
j=1
E
(
R1[R∈(j,j+1]]
) j∑
n=1
1
n
≤ c
∞∑
j=1
E
(
R1[R∈(j,j+1]]
)
(1 + log j)
≤ c
∞∑
j=1
E
(
R1[R∈(j,j+1]](1 + log+R)
)
= cE
(
R(1 + log+R)
)
<∞.
(iii) The result is obvious as each term is bounded by c′ 1n
∑n
k=1 EX1[X>k],
which goes to zero.
(iv) Since φ is eventually nondecreasing, we have, eventually,
E
(
ρ (Rk)1[ρ(Rk)>k]
∣∣Fk−1) ≤ 1
φ(k)
E (ρ (Rk)φ (ρ (Rk))|Fk−1)
and hence, we have
∞∑
k=1
1
k
E
(
ρ (Rk)1[ρ(Rk)>k]
∣∣Fk−1)
≤
∞∑
k=1
1
kφ(k)
E
(
ρ (Rk)1[ρ(Rk)>k]
∣∣Fk−1) .
Since
∑
n 1/(nφ(n)) < ∞, under (2.2) the right side is finite; and
under (2.3), the right side has finite expectation, and hence is finite
almost surely. Finally, Kronecker’s lemma gives us (2.6).
Remark 2.10. It is interesting to compare the assumptions in this arti-
cle with those require to establish convergence in probability and L1 conver-
gence in Gangopadhyay and Maulik (2019). Note that Assumption 2.1(i)-
(iii) are same as Assumption 3.1 of Gangopadhyay and Maulik (2019). As
noted in Remark 2.2, the finite mean of the entries of the replacement matri-
ces, as in Assumption 3.1 (ii) of Gangopadhyay and Maulik (2019) follows
from Assumption 2.1(iv).
As noted in Remark 2.6, Assumption 2.1(iv) provides the analog of the
uniform integrability of (ρ (Rn)) in Assumption 3.4 of Gangopadhyay and Maulik
(2019). However, note that, in this article, we need to assume somewhat
stronger conditions than uniform integrability, namely, either majorization
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condition in Assumption 2.1(iv-a) or appropriate uniform moment bounds,
as has been considered by Zhang (2012), in (2.3) of Assumption 2.1(iv-b).
Finally, Assumption 2.1(v) corresponds to Assumptions 3.2 and 3.3 of
Gangopadhyay and Maulik (2019). While Assumption 3.2 of Gangopadhyay and Maulik
(2019) on the properties of the matrix H remain unchanged, we naturally
strengthen the mode of convergence to almost sure from convergence in prob-
ability. We further require the truncated generating matrices H˜n to converge
toH instead of the generating matrices considered in Gangopadhyay and Maulik
(2019). We have also seen in Remark 2.9, if we use convergence of Hn as
in Gangopadhyay and Maulik (2019), we need to additionally assume the
negligibility of the tail conditional expectations in Cesaro sense, as given
in (2.6). However, we have further proved in Proposition 2.1(iv) that, if we
make Assumption 2.1(iv-b) as an analogue of the uniform integrability As-
sumption 3.4 of Gangopadhyay and Maulik (2019), then the convergence of
the truncated generating matrices H˜n to H is equivalent to that of the
generating matrices Hn themselves.
Remark 2.11. A model with i.i.d. L log+ L-bounded replacement ma-
trices was considered in Assumption 2.1(a) and the second part of As-
sumption 2.2(a) of Zhang (2012). Note that under i.i.d. setup, (2.5) on the
generating matrices Hn holds trivially with H = E(R1). In view of Re-
marks 2.3, 2.4, 2.9 and Proposition 2.1(i), the moment conditions can be
substantially weakened to only the first moment condition. In fact the fol-
lowing set of assumptions are sufficient for Assumption 2.1, and hence will
suffice to obtain Theorem 3.5 – see Corollary 3.6.
Assumption 2.2. The adapted sequence ((χn,Rn) ,Fn) has distribu-
tion, which satisfies:
(i) The initial configuration C0 is nonzero with nonnegative entries and
finite mean.
(ii) The replacement matrices Rn are i.i.d. with E (ρ (R1)) <∞.
(iii) The colors chosen form the sequence (χn), obtained using an i.i.d.
Uniform(0, 1) sequence (Un) independent of the sequence (Rn) as:
χn =
d∑
i=1
ei1[Un∈(
∑i−1
j=1 Cn−1,j/Sn−1,
∑i
j=1 Cn−1,j/Sn−1]]
.
Note that the setup in Assumption 2.2 was considered in Chapter V.9.3 of
Athreya and Ney (1972), and again in Theorem 2.1(a) of Zhang (2012), but
with additional L log+ L moment assumptions in Assumption 2.2(ii). The
above set of assumptions achieves a significant weakening of that.
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2.2. Useful Results. This subsection collects miscellaneous results which
we shall use in the later subsections. We start with couple of properties of
ρ (Rn), which follow from Assumption 2.1(iv).
Lemma 2.2. Under Assumption 2.1(iv), ρ (Rn) satisfy:
(i) P(ρ (Rn) > n infinitely often n) = 0 and hence 1[ρ(Rn)>n] = 0 eventu-
ally in n almost surely.
(ii)
∑
n
1
n2
E
(
ρ (Rn)
2
1[ρ(Rn)≤n]
∣∣∣Fn−1) <∞ almost surely.
Proof. (i) Under Assumption 2.1(iv-a), we use the majorization in-
equality and finiteness of expectation of R. Then the result follows
using the first Borel-Cantelli lemma.
Under Assumption 2.1(iv-b), we note that 1/(nφ(n)) is summable and,
using Markov type inequality, that
(2.7) P(ρ (Rn) > n|Fn−1) ≤
1
nφ(n)
E (ρ (Rn)φ(ρ (Rn))|Fn−1) .
When the conditional expectations are bounded, the result follows by
the conditional version of the first Borel-Cantelli lemma. When the
unconditional expectations are bounded, we take further expectation
of (2.7) and apply the first Borel-Cantelli lemma.
(ii) First note that it is enough to show that the expected value of the ran-
dom variable is finite. Next, observe that, under Assumption 2.1(iv-a),
we have∑
n≥1
1
n2
E
(
ρ (Rn)
2
1[ρ(Rn)≤n]
)
=
∑
n
1
n2
∫ n
0
2r P(ρ (Rn) > r)dr
=
∑
n≥1
1
n2
n∑
j=1
∫ j
j−1
2r P(ρ (Rn) > r)dr
≤c
∑
n≥1
1
n2
n∑
j=1
∫ j
j−1
2r P(R > r)dr
=c
∑
j≥1
∑
n≥j
1
n2
∫ j
j−1
2r P(R > r)dr
≤4c
∑
j≥1
1
j
∫ j
j−1
2r P(R > r)dr
≤8c
∑
j≥1
∫ j
j−1
P(R > r)dr
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=8c
∫ ∞
0
P(R > r)dr <∞.
Under Assumption 2.1(iv-b), for all large enough n, we have
(2.8)
E
(
ρ (Rn)
2
1[ρ(Rn)≤n]
∣∣∣Fn−1) ≤ n
φ(n)
E (ρ (Rn)φ(ρ (Rn))|Fn−1) ,
when x/φ(x) is eventually monotone nondecreasing. Also, the left side
of (2.8) is bounded by a constant multiple of E (ρ (Rn)φ(ρ (Rn))|Fn−1)
when x/φ(x) is bounded. In either case, when the conditional expecta-
tions are bounded in Assumption 2.1(iv-b), the required result follows
as both 1/(nφ(n)) and 1/n2 are summable. When the expectations
are bounded in Assumption 2.1(iv-b), we take further expectation on
the bounds and the result follows from summability of 1/(nφ(n)) and
1/n2.
The next result provides kind of a martingale convergence theorem where
the terms are centered by a truncated conditional expectation.
Proposition 2.3. Let (Xn,Fn) be a adapted sequence, such that |Xn| ≤
c′′ρ (Rn) for some c
′′ ∈ (0,∞). Then, under Assumption 2.1(iv), with prob-
ability 1, we have
n∑
k=1
1
k
(
Xk − E
(
Xk1[ρ(Rk)≤k]
∣∣Fk−1)) converges, and
1
n
n∑
k=1
(
Xk − E
(
Xk1[ρ(Rk)≤k]
∣∣Fk−1))→ 0.
Proof. We write
n∑
k=1
1
k
(
Xk − E
(
Xk1[ρ(Rk)≤k]
∣∣Fk−1))
=
n∑
k=1
1
k
[
Xk1[ρ(Rk)≤k] − E
(
Xk1[ρ(Rk)≤k]
∣∣Fk−1)]+ n∑
k=1
1
k
Xk1[ρ(Rk)>k].
All terms of the second sum vanish eventually almost surely by Lemma 2.2(i)
and hence will converge. Observe the first sum is a martingale and hence to
show its almost sure convergence, it is enough to check that, almost surely,∑
n
1
n2
E
(
X2n1[ρ(Rn)≤n]
∣∣Fn−1) <∞.
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This follows immediately from Lemma 2.2(ii), since |Xn| ≤ c
′′ρ (Rn).
2.3. Stochastic Approximation. Stochastic approximation developed as a
tool from the works of Robbins and Monro (1951) and Kiefer and Wolfowitz
(1952). Stochastic approximation has been mostly applied using either of two
methods, namely, the ODEmethod considered in, for example, Kushner and Clark
(1978) or Duflo (1997), and the dynamical system method considered in, for
example, Bena¨ım (1999) or Borkar (2008). We shall be using the former
one. In this subsection, we begin by stating the main result of Stochastic
Approximation which we use in this article. The result is essentially a spe-
cial case of Theorem 9.2.8 of Duflo (1997), which in turn was adapted from
Kushner and Clark (1978). Note that the result is about deterministic se-
quences. This turns out to be enough for our application because we are
only concerned with almost sure convergence.
Theorem 2.4. Let (xn)
∞
n=0 be a sequence that takes values in a compact
convex subset S of RK . Let (an)
∞
n=0 be a sequence of positive real numbers,
called the step sizes, such that limn→∞ an = 0 and
∑∞
n=0 an = ∞. Define
for n ≥ 0 and T > 0
(2.9) τn (T ) := inf {k ≥ n : an + · · · + ak ≥ T} .
Let (γn)
∞
n=0 be a sequence, called the error sequence, in R
K such that for all
T > 0
(2.10) lim
n→∞
sup
n≤j≤τn(T )
∥∥∥∥∥
j∑
k=n
akγk
∥∥∥∥∥
ℓ1
= 0.
Let h : S → RK be a continuous function. Suppose for all n ≥ 0
xn+1 = xn + anh(xn) + anγn.
If the ODE x˙ = h(x) has a unique solution z : R → S, then limn→∞ xn =
z(0).
Remark 2.12. As noted in Duflo (1997), (2.10) holds if in particular∑
n anγn is convergent. Note that it also holds if γn → 0 because
sup
n≤j≤τn(T )
∥∥∥∥∥
j∑
k=n
akγk
∥∥∥∥∥
ℓ1
≤
τn(T )∑
j=n
aj sup
j≥n
∥∥γj∥∥ℓ1 ≤ (T + aτn(T )) sup
j≥n
∥∥γj∥∥ℓ1 .
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Note that, if an is monotone, then the convergence of
∑
anγn implies, by
Kronecker lemma, that anΓn → 0, where Γn :=
∑n
i=1 γi. Further, if an is
of the order 1/n, then γn → 0 implies anΓn → 0 as well. In fact, we can
replace the conditions in Remark 2.12 by the weaker anΓn → 0 in certain
cases.
Proposition 2.5. If the step size sequence (an) of a stochastic approx-
imation is nonincreasing and the error sequence (γn) satisfies anΓn → 0,
then, for any T > 0,
sup
n≤j≤τn(T )
∥∥∥∥∥
j∑
k=n
akγk
∥∥∥∥∥
ℓ1
≤ o
(
1 +
an
aτn(T )
)
.
Proof. Fix T > 0. First observe that
anγn = (anΓn − an−1Γn−1) + anan−1Γn−1
(
1
an
−
1
an−1
)
,
which leads to, for n ≤ j ≤ τn (T ), using the fact that (an) is nonincreasing,∥∥∥∥∥
j∑
k=n
akγk
∥∥∥∥∥
ℓ1
≤
∥∥∥∥∥
j∑
k=n
(akΓk − ak−1Γk−1)
∥∥∥∥∥
ℓ1
+ an sup
k≥n−1
‖akΓk‖ℓ1
j∑
k=n
(
1
ak
−
1
ak−1
)
≤ ‖ajΓj‖ℓ1 + ‖an−1Γn−1‖ℓ1 + sup
k≥n−1
‖akΓk‖ℓ1
an
aj
.
Hence, we have
sup
n≤j≤τn(T )
∥∥∥∥∥
j∑
k=n
akγk
∥∥∥∥∥
ℓ1
≤ sup
j≥n−1
‖ajΓj‖ℓ1
(
2 +
an
aτn(T )
)
and the result follows as anΓn → 0.
Further simplification is possible and (2.10) will hold, if additionally an
is of order 1/n.
Corollary 2.6. If the step size sequence (an) of a stochastic approxi-
mation is nonincreasing,
(2.11) 0 < lim inf nan ≤ lim supnan <∞
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and the error sequence (γn) satisfies
1
nΓn → 0, then
lim sup
n→∞
sup
n≤j≤τn(T )
∥∥∥∥∥
j∑
k=n
akγk
∥∥∥∥∥
ℓ1
= 0.
Proof. First observe that (2.11) implies anΓn → 0. Also note that
an
aτn(T )
= nan ·
τn (T )
n
·
1
τn (T ) aτn(T )
.
Thus, by (2.11) and Proposition 2.5, it is enough to show that τn (T ) /n is
bounded for any T > 0. Since lim inf nan > 0, choose a
∗ such that nan > a
∗
for all large enough n. By definition of τn (T ) in (2.9), observe that
a∗
n
+ · · ·+
a∗
τn (T )
≤ an + . . . + aτn(T ) ≤ T,
which gives log τn (T )− log(n − 1) − 1 ≤ T/a
∗, or equivalently, τn (T ) /n ≤
τn (T ) /(n− 1) ≤ exp(T/a
∗ + 1), as required.
We shall actually check the conditions of Corollary 2.6 to apply Theo-
rem 2.4.
3. Analysis of Urn Model. In this section, we rewrite the evolution
equation (2.1) in a form appropriate for stochastic approximation, while
the following two subsections analyze the step size and the error terms re-
spectively. Finally, we provide the main theorem on almost sure and L1
convergence for urn models.
3.1. Stochastic Approximation Equation. In this subsection, we write the
evolution equation (2.1) appropriately for stochastic approximation. For
that, we need to study the total amount added to the urn in each step,
denoted by (Yn)
∞
n=0. Define Y0 := S0 and for n ≥ 1, Yn := Sn − Sn−1 =
χnRn1
T . It is immediate to observe that
(3.1) 0 ≤ Yn = χnRn1
T ≤ ρ (Rn) almost surely.
Following Gangopadhyay and Maulik (2019), we rewrite the evolution
equation (2.1) as
(3.2)
Cn
Sn
=
Cn−1
Sn−1
+
1
Sn
hH
(
Cn−1
Sn−1
)
+
δn
Sn
+
ξn
Sn
,
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where hH , δn, ξn are defined as follows. The drift hH , indexed by K ×K
matrices, is defined as
(3.3) hH (X) :=XH −X
(
XH1T
)
.
For each n ≥ 1, define the martingale difference term
δn :=
(
χnRn −
Cn−1
Sn−1
Yn
)
− E
((
χnRn −
Cn−1
Sn−1
Yn
)
1[ρ(Rn)≤n]
∣∣∣∣Fn−1
)
,
and adjusted truncated conditional expectation term
ξn :=
Cn−1
Sn−1
(
H˜n−1 −H
)
−
Cn−1
Sn−1
(
Cn−1
Sn−1
(
H˜n−1 −H
)
1T
)
=h
H˜n−1−H
(
Cn−1
Sn−1
)
,
We shall refer to (3.2) as the stochastic approximation equation. Note that
the stochastic approximation for the sequence (Cn/Sn) takes values in the
closed bounded convex set of probability simplex in RK . The corresponding
ODE defined in terms of hH is a first order quadratic equation of Lotka-
Volterra type. We quote its solution from Gangopadhyay and Maulik (2019).
Theorem 3.1 (Gangopadhyay and Maulik (2019), Proposition 3.3). The
only solution of x˙ = hH (x), where x(t) is a probability vector for all t, is
x(t) = piH for all t.
Also, since hH(x) is polynomial in x, it is continuous, as required in
Theorem 2.4.
3.2. Step Size. Unlike the usual step size (1/n), we use, as in Gangopadhyay and Maulik
(2019) the random step size 1/Sn+1 of the stochastic approximation equa-
tion (3.2). The step size 1/Sn+1 has also been used to analyze two color
urn models with fixed replacement unbalanced matrices in Renlund (2010,
2011). The choice of this random step size allows us to consider Cn/Sn as
the stochastic approximation sequence. Note that Cn/Sn being a propor-
tion vector takes values in the k-dimensional probability simplex, which is
compact and convex. Since Sn’s are partial sum of nonnegative Yn’s, they
are nondecreasing and hence the step sizes are nonincreasing, as required in
Corollary 2.6. In the next proposition, we check the remaining properties of
the step size, including the rate of decay as required in Corollary 2.6.
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Proposition 3.2. Under Assumption 2.1, the following results hold al-
most surely for Sn:
(i)
Sn
n
−
1
n
n∑
m=1
E
(
Ym1[ρ(Rm)≤m]
∣∣Fm−1)→ 0;
(ii) 0 < σ (H) ≤ lim inf
n→∞
Sn
n
≤ lim sup
n→∞
Sn
n
≤ ρ (H) <∞;
(iii) Sn →∞;
(iv)
∑
n
1
Sn
=∞.
Proof. Since 0 ≤ Yn ≤ ρ (Rn), using Proposition 2.3, (i) above follows
directly. Define
ηn :=
Sn
n
−
1
n
n∑
m=1
E
(
Ym1[ρ(Rm)≤m]
∣∣Fm−1)+ 1
n
n∑
m=1
Cm−1
Sm−1
(
H˜m−1 −H
)
1T .
From (i), we have that the sum of the first two terms converges to zero
almost surely. The third term is bounded by 1n
∑n
m=1 ρ
(
H˜m−1 −H
)
, which
converges to zero almost surely by Assumption 2.1(v). Thus ηn → 0 almost
surely. Further, we have
0 < σ (H) ≤
∣∣∣∣Snn − ηn
∣∣∣∣ ≤ ρ (H) <∞,
which proves (ii). Rest of the result then follow immediately.
3.3. Error terms. In this subsection, we show Cesaro negligibility of the
error terms (δn) and (ξn) of the stochastic approximation equation (3.2), as
required in Corollary 2.6.
We next check the Cesaro negligibility of (δn).
Lemma 3.3. Under Assumption 2.1, we have 1n
∑n
m=1 δm → 0 almost
surely.
Proof. It is easy to note that each coordinate of (χnRn−Cn−1/Sn−1Yn)
is bounded by 2ρ (Rn). Hence, using Proposition 2.3, the negligibility con-
dition holds for each coordinate of 1n
∑n
m=1 δm.
We next check the Cesaro negligibility of (ξn).
Lemma 3.4. Under Assumption 2.1, we have 1n
∑n
m=1 ξm → 0 almost
surely.
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Proof. Recall that
ξn =
Cn−1
Sn−1
(
H˜n−1 −H
)
−
Cn−1
Sn−1
(
Cn−1
Sn−1
(
H˜n−1 −H
)
1T
)
.
Then ‖ξn‖ℓ1 ≤ 2ρ
(
H˜n−1 −H
)
, since Cn/Sn is a probability vector. By
Assumption 2.1(v), the result follows.
3.4. Main Results. Finally, in this Subsection, we prove almost sure and
L1 convergence for urn model.
Theorem 3.5. Under Assumption 2.1, the following almost sure con-
vergence happen:
Cn
Sn
→ piH ;(3.4)
Sn
n
→ λH ;(3.5)
Cn
n
→ λHpiH ;(3.6)
Nn
n
→ piH .(3.7)
The convergence given above are also in L1, if one of the uniform inte-
grability assumptions, namely Assumption 2.1(iv-a) or condition (2.3) of
Assumption 2.1(iv-b), holds.
Proof. We have already noted that the ODE associated with stochastic
approximation (3.2) has unique probability solution piH in Theorem 3.1.
The conditions on step sizes and the error terms of the stochastic approx-
imation equation (3.2) has been checked in Subsections 3.2 and 3.3. Hence
the almost sure convergence of the proportion vector to piH in (3.4) holds,
using Theorem 2.4 and Corollary 2.6.
Next we consider (3.5). Using Proposition 3.2(i), it is enough to show that
(3.8)
1
n
n∑
m=1
E
(
Ym1[ρ(Rm)≤m]
∣∣Fm−1)→ λH
almost surely. Recall that
1
n
n∑
m=1
E
(
Ym1[ρ(Rm)≤m]
∣∣Fm−1)
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=
1
n
n∑
m=1
Cm−1
Sm−1
(
H˜m−1 −H
)
1T +
1
n
n∑
m=1
Cm−1
Sm−1
H1T .
The first term on the right side converges to 0 almost surely by Assump-
tion 2.1(v). Further, since Cn/Sn → piH almost surely, we get
Cn
Sn
H1T → piHH1
T = λHpiH1
T = λH
almost surely and (3.8) follows using Cesaro. Then, (3.6) follows easily
from (3.4) and (3.5).
Using Cesaro limit of the convergence in (3.4), 1n
∑n−1
m=0Cm/Sm → piH
almost surely. Finally, to prove (3.7), we shall show that, almost surely
Nn
n
−
1
n
n−1∑
m=0
Cm
Sm
=
1
n
n∑
m=1
(
χm −
Cm−1
Sm−1
)
→ 0.
By Kronecker’s Lemma, it is enough to show that
∑
n
1
n
(
χn −
Cn−1
Sn−1
)
is convergent almost surely, which holds since ‖χn/n‖
2
ℓ1 = 1/n
2 is summable.
Next we consider L1 convergence. Since Cn/Sn and Nn/n are bounded,
the convergences in (3.4) and (3.7) hold in L1 as well by Dominated Conver-
gence Theorem. If the convergence in (3.5) holds in L1, then by Lemma 3.5
of Gangopadhyay and Maulik (2019), the convergence in (3.6) holds as well
in L1. For (3.5), observe that, from (3.1), 0 ≤ Yn ≤ ρ (Rn) for n ≥ 1 and
Y0 = C01
T is integrable by Assumption 2.1(i). Further, as noted in Re-
mark 2.6, Assumption 2.1(iv-a) or condition (2.3) of Assumption 2.1(iv-b)
implies uniform integrability of (ρ (Rn)). Hence (Yn)
∞
n=0, and thus Sn/n =∑n
k=0 Yk/n are also uniformly integrable. So the almost sure convergence
in (3.5) becomes L1 as well.
Theorem 3.5 holds under further sufficient conditions as has been noted
earlier. In particular, as has been noted in Remark 2.11 it holds under i.i.d.
setup with only first moment condition. This is a significant improvement
of the almost sure convergence result obtained by Athreya and Ney (1972),
and later by Zhang (2012), for i.i.d. replacement matrices under L log+ L
moment condition.
Corollary 3.6. Theorem 3.5 holds under Assumption 2.2. The conver-
gence is both almost sure and in L1.
CONVERGENCE OF RANDOMIZED URN MODELS 19
In fact, as has been seen in Remark 2.9 and Proposition 2.1(ii), L log+ L
condition satisfies even under a more general adaptive setup and the gener-
ating matrices themselves converge.
Corollary 3.7. Assumption 2.1(i)–(iii), (iv-a) with E(R log+R) < ∞
and the convergence condition (2.5) imply Theorem 3.5. The convergence is
both almost sure and in L1.
Zhang (2012), under his Assumption 2.1 (a) and the second part of As-
sumption 2.2. (b) considered an adaptive model with bounded L(log+ L)
p
moment condition. In Remark 2.9 and Proposition 2.1(iv), we have seen a
similar and more general moment condition, namely Assumption 2.1(iv-b),
suffices.
Corollary 3.8. Assumption 2.1(i)–(iii), (iv-b) and the convergence
condition (2.5) imply Theorem 3.5. The convergence is almost sure. It is
further in L1 if condition (2.3) of Assumption 2.1(iv-b) holds.
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