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Abstract. A vexing problem in artificial intelligence is reasoning about
events that occur in complex, changing visual stimuli such as in video
analysis or game play. Inspired by a rich tradition of visual reasoning
and memory in cognitive psychology and neuroscience, we developed an
artificial, configurable visual question and answer dataset (COG) to par-
allel experiments in humans and animals. COG is much simpler than the
general problem of video analysis, yet it addresses many of the problems
relating to visual and logical reasoning and memory – problems that
remain challenging for modern deep learning architectures. We addition-
ally propose a deep learning architecture that performs competitively on
other diagnostic VQA datasets (i.e. CLEVR) as well as easy settings of
the COG dataset. However, several settings of COG result in datasets that
are progressively more challenging to learn. After training, the network
can zero-shot generalize to many new tasks. Preliminary analyses of the
network architectures trained on COG demonstrate that the network ac-
complishes the task in a manner interpretable to humans.
Keywords: Visual reasoning · visual question answering · recurrent net-
work · working memory
1 Introduction
A major goal of artificial intelligence is to build systems that powerfully and flexi-
bly reason about the sensory environment [1] 1. Vision provides an extremely rich
and highly applicable domain for exercising our ability to build systems that form
logical inferences on complex stimuli [2,3,4,5]. One avenue for studying visual
reasoning has been Visual Question Answering (VQA) datasets where a model
learns to correctly answer challenging natural language questions about static
1 Published at European Conference on Computer Vision (ECCV) 2018.
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Fig. 1. Sample sequence of images and instruction from the COG dataset. Tasks in
the COG dataset test aspects of object recognition, relational understanding and the
manipulation and adaptation of memory to address a problem. Each task can involve
objects shown in the current image and in previous images. Note that in the final
example, the instruction involves the last instead of the latest “b”. The former excludes
the current “b” in the image. Target pointing response for each image is shown (white
arrow). High-resolution image and proper English are used for clarity.
images [6,7,8,9]. While advances on these multi-modal datasets have been signif-
icant, these datasets highlight several limitations to current approaches. First, it
is uncertain the degree to which models trained on VQA datasets merely follow
statistical cues inherent in the images, instead of reasoning about the logical
components of a problem [10,11,12,13]. Second, such datasets avoid the compli-
cations of time and memory – both integral factors in the design of intelligent
agents [1,14,15,16] and the analysis and summarization of videos [17,18,19].
To address the shortcomings related to logical reasoning about spatial re-
lationships in VQA datasets, Johnson and colleagues [10] recently proposed
CLEVR to directly test models for elementary visual reasoning, to be used in
conjunction with other VQA datasets (e.g. [6,7,8,9]). The CLEVR dataset pro-
vides artificial, static images and natural language questions about those images
that exercise the ability of a model to perform logical and visual reasoning. Re-
cent work has demonstrated networks that achieve impressive performance with
near perfect accuracy [5,4,20].
In this work, we address the second limitation concerning time and memory
in visual reasoning. A reasoning agent must remember relevant pieces of its vi-
sual history, ignore irrelevant detail, update and manipulate a memory based
on new information, and exploit this memory at later times to make decisions.
Our approach is to create an artificial dataset that has many of the complex-
ities found in temporally varying data, yet also to eschew much of the visual
complexity and technical difficulty of working with video (e.g. video decoding,
redundancy across temporally-smooth frames). In particular, we take inspiration
from decades of research in cognitive psychology [21,22,23,24,25] and modern
systems neuroscience (e.g. [26,27,28,29,30,31]) – fields which have a long history
of dissecting visual reasoning into core components based on spatial and logical
reasoning, memory compositionality, and semantic understanding. Towards this
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end, we build an artificial dataset – termed COG – that exercises visual reasoning
in time, in parallel with human cognitive experiments [32,33,34].
The COG dataset is based on a programmatic language that builds a battery
of task triplets: an image sequence, a verbal instruction, and a sequence of cor-
rect answers. These randomly generated triplets exercise visual reasoning across
a large array of tasks and require semantic comprehension of text, visual per-
ception of each image in the sequence, and a working memory to determine the
temporally varying answers (Figure 1). We highlight several parameters in the
programmatic language that allow researchers to modulate the problem difficulty
from easy to challenging settings.
Finally, we introduce a multi-modal recurrent architecture for visual rea-
soning with memory. This network combines semantic and visual modules with
a stateful controller that modulates visual attention and memory in order to
correctly perform a visual task. We demonstrate that this model achieves near
state-of-the-art performance on the CLEVR dataset. In addition, this network
provides a strong baseline that achieves good performance on the COG dataset
across an array of settings. Through ablation studies and an analysis of net-
work dynamics, we find that the network employs human-interpretable, atten-
tion mechanisms to solve these visual reasoning tasks. We hope that the COG
dataset, corresponding architecture, and associated baseline provide a helpful
benchmark for studying reasoning in time-varying visual stimuli 2.
2 Related Work
It is broadly understood in the AI community that memory is a largely unsolved
problem and there are many efforts underway to understand this problem, e.g.
studied in [35,36,37]. The ability of sequential models to compute in time is
notably limited by memory horizon and memory capacity [37] as measured in
synthetic sequential datasets [38]. Indeed, a large constraint in training network
models to perform generic Turing-complete operations is the ability to train
systems that compute in time [39,37].
Developing computer systems that comprehend time-varying sequence of im-
ages is a prominent interest in video understanding [18,19,40] and intelligent
video game agents [14,15,1]. While some attempts have used a feed-forward ar-
chitecture (e.g. [14], baseline model in [16]), much work has been invested in
building video analysis and game agents that contain a memory component
[16,41]. These types of systems are often limited by the flexibility of network
memory systems, and it is not clear the degree to which these systems reason
based on complex relationships from past visual imagery.
Let us consider Visual Question Answering (VQA) datasets based on single,
static images [6,7,8,9]. These datasets construct natural language questions to
probe the logical understanding of a network about natural images. There has
been strong suggestion in the literature that networks trained on these datasets
2 The COG dataset and code for the network architecture are open-sourced at
https://github.com/google/cog.
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focus on statistical regularities for the prediction tasks, whereby a system may
“cheat” to superficially solve a given task [11,10]. Towards that end, several re-
searchers proposed to build an auxiliary diagnostic, synthetic datasets to uncover
these potential failure modes and highlight logical comprehension (e.g. attribute
identification, counting, comparison, multiple attention, and logical operations)
[10,42,43,13,44]. Further, many specialized neural network architectures focused
on multi-task learning have been proposed to address this problem by leveraging
attention [45], external memory [35,36], a family of feature-wise transformations
[46,5], explicitly parsing a task into executable sub-tasks [3,2], and inferring re-
lations between pairs of objects [4].
Our contribution takes direct inspiration from this previous work on sin-
gle images but focuses on the aspects of time and memory. A second source
of inspiration is the long line of cognitive neuroscience literature that has fo-
cused on developing a battery of sequential visual tasks to exercise and measure
specific attributes of visual working memory [21,47,26]. Several lines of cogni-
tive psychology and neuroscience have developed multitudes of visual tasks in
time that exercise attribute identification, counting, comparison, multiple at-
tention, and logical operations [32,26,33,34,28,29,30,31] (see references therein).
This work emphasizes compositionality in task generation – a key ingredient in
generalizing to unseen tasks [48]. Importantly, this literature provides measure-
ments in humans and animals on these tasks as well as discusses the biologi-
cal circuits and computations that may underlie and explain the variability in
performance[27,28,29,30,31].
3 The COG dataset
We designed a large set of tasks that requires a broad range of cognitive skills
to solve, especially working memory. One major goal of this dataset is to build a
compositional set of tasks that include variants of many cognitive tasks studied
in humans and other animals [32,26,33,34,28,29,30,31] (see also Introduction and
Related Work).
The dataset contains triplets of a task instruction, sequences of synthetic
images, and sequences of target responses (see Figure 1 for examples). Each
image consists of a number of simple objects that vary in color, shape, and
location. There are 19 possible colors and 33 possible shapes (6 geometric shapes
and 26 lower-case English letters). The network needs to generate a verbal or
pointing response for every image.
To build a large set of tasks, we first describe all potential tasks using a
common, unified framework. Each task in the dataset is defined abstractly and
constructed compositionally from basic building blocks, namely operators. An
operator performs a basic computation, such as selecting an object based on
attributes (color, shape, etc.) or comparing two attributes (Figure 2A). The
operators are defined abstractly without specifying the exact attributes involved.
A task is formed by a directed acyclic graph of operators (Figure 2B). Finally,
we instantiate a task by specifying all relevant attributes in its graph (Figure
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2C). The task instance is used to generate both the verbal task instruction and
minimally-biased image sequences. Many image sequences can be generated from
the same task instance.
There are 8 operators, 44 tasks, and more than 2 trillion possible task in-
stances in the dataset (see Appendix for more sample task instances). We vary
the number of images (F ), the maximum memory duration (Mmax), and the
maximum number of distractors on each image (Dmax) to explore the memory
and capacity of our proposed model and systematically vary the task difficulty.
When not explicitly stated, we use a canonical setting with F = 4, Mmax = 3,
and Dmax = 1 (see Appendix for the rationale).
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Fig. 2. Generating the compositional COG dataset. The COG dataset is based on a set
of operators (A), which are combined to form various task graphs (B). (C) A task is
instantiated by specifying the attributes of all operators in its graph. A task instance
is used to generate both the image sequence and the semantic task instruction. (D)
Forward pass through the graph and the image sequence for normal task execution.
(E) Generating a consistent, minimally biased image sequence requires a backward
pass through the graph in a reverse topological order and through the image sequence
in the reverse chronological order.
The COG dataset is in many ways similar to the CLEVR dataset [10]. Both
contain synthetic visual inputs and tasks defined as operator graphs (functional
programs). However, COG differs from CLEVR in two important ways. First,
all tasks in the COG dataset can involve objects shown in the past, due to the
sequential nature of their inputs. Second, in the COG dataset, visual inputs with
minimal response bias can be generated on the fly.
An operator is a simple function that receives and produces abstract data
types such as an attribute, an object, a set of objects, a spatial range, or a
Boolean. There are 8 operators in total: Select, GetColor, GetShape, GetLoc,
Exist, Equal, And, and Switch (see Appendix for details). Using these 8 operators,
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the COG dataset currently contains 44 tasks, with the number of operators in each
task graph ranging from 2 to 11. Each task instruction is obtained from a task
instance by traversing the task graph and combining pieces of text associated
with each operator. It is straightforward to extend the COG dataset by introducing
new operators.
Response bias is a major concern when designing a synthetic dataset. Neural
networks may achieve high accuracy in a dataset by exploiting its bias. Rejection
sampling can be used to ensure an ad hoc balanced response distribution [10]. We
developed a method for the COG dataset to generate minimally-biased synthetic
image sequences tailored to individual tasks.
In short, we first determine the minimally-biased responses (target outputs),
then we generate images (inputs) that would lead to these specified responses.
The images are generated in the reversed order of normal task execution (Figure
2D, E). During generation, images are visited in the reverse chronological order
and the task graph traversed in a reverse topological order (Figure 2E). When
visiting an operator, if its target output is not already specified, we randomly
choose one from all allowable outputs. Based on the specified output, the image
is modified accordingly and/or the supposed input is passed on to the next
operator(s) as their target outputs (see details in Appendix). In addition, we
can place a uniformly-distributed D ∼ U(1, Dmax) distractors, then delete those
that interfere with the normal task execution.
4 The network
4.1 General network setup
Overall, the network contains four major systems (Figure 3). The visual sys-
tem processes the images. The semantic system processes the task instructions.
The visual short-term memory system maintains the processed visual informa-
tion, and provides outputs that guide the pointing response. Finally, the control
system integrates converging information from all other systems, uses several
attention and gating mechanisms to regulate how other systems process inputs
and generate outputs, and provides verbal outputs. Critically, the network is
allowed multiple time steps to “ponder” about each image [49], giving it the
potential to solve multi-step reasoning problems naturally through iteration.
4.2 Visual processing system
The visual system processes the raw input images. The visual inputs are 112×112
images and are processed by 4 convolutional layers with 32, 64, 64, 128 feature
maps respectively. Each convolutional layer employs 3×3 kernels and is followed
by a 2 × 2 max-pooling layer, batch-normalization [50], and a rectified-linear
activation function. This simple and relatively shallow architecture was shown
to be sufficient for the CLEVR dataset [10,4].
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Fig. 3. Diagram of the proposed network. A sequence of images are provided as input
into a convolutional neural network (green). An instruction in the form of English text
is provided into a sequential embedding network (red). A visual short-term memory
(vSTM) network holds visual-spatial information in time and provides the pointing
output (teal). The vSTM module can be considered a convolutional LSTM network
with external gating. A stateful controller (blue) provides all attention and gating
signals directly or indirectly. The output of the network is either discrete (verbal) or
2D continuous (pointing).
The last two layers of the convolutional network are subject to feature and
spatial attention. Feature attention scales and shifts the batch normalization pa-
rameters of individual feature maps, such that the activity of all neurons within
a feature map are multiplied and added by two scalars. This particular imple-
mentation of feature attention has been termed conditional batch-normalization
or feature-wise linear modulation (FiLM) [46,5]. FiLM is a critical component
for the model that achieved near state-of-the-art performance on the CLEVR
dataset [5]. Soft spatial attention [51] is applied to the top convolutional layer
following feature attention and the activation function. It multiplies the activity
of all neurons with the same spatial preferences using a positive scalar.
4.3 Semantic processing system
The semantic processing system receives a task instruction and generates a se-
mantic memory that the controller can later attend to. Conceptually, it produces
a semantic memory – a contextualized representation of each word in the instruc-
tion – before the task is actually being performed. At each pondering step when
performing the task, the controller can attend to individual parts of the semantic
memory corresponding to different words or phrases.
Each word is mapped to a 64-dimensional trainable embedding vector, then
sequentially fed into an 128-unit bidirectional Long Short-Term Memory (LSTM)
network [52,38]. The outputs of the bidirectional LSTM for all words form a
semantic memory of size (nword, n
(out)
rule ), where nword is the number of words in
the instruction, and n
(out)
rule = 128 is the dimension of the output vector.
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Each n
(out)
rule -dimensional vector in the semantic memory forms a key. For
semantic attention, a query vector of the same dimension n
(out)
rule is used to retrieve
the semantic memory by summing up all the keys weighted by their similarities
to the query. We used Bahdanau attention [53], which computes the similarity
between the query q and a key k as
∑n(out)rule
i=1 vi · tanh(qi +ki), where v is trained.
4.4 Visual short-term memory system
To utilize the spatial information preserved in the visual system for the pointing
output, the top layer of the convolutional network feeds into a visual short-term
memory module, which in turn projects to a group of pointing output neurons.
This structure is also inspired by the posterior parietal cortex in the brain that
maintains visual-spatial information to guide action [54].
The visual short-term memory (vSTM) module is an extension of a 2-d con-
volutional LSTM network [55] in which the gating mechanisms are conditioned
on external information. The vSTM module consists of a number of 2-D feature
maps, while the input and output connections are both convolutional. There is
currently no recurrent connections within the vSTM module besides the forget
gate. The state ct and output ht of this module at step t are
ct = ft ∗ ct−1 + it ∗ xt, (1)
ht = ot ∗ tanh(ct), (2)
where * indicates a convolution. This vSTM module differs from a convolutional
LSTM network mainly in that the input it, forget ft, and output gates ot are
not self-generated. Instead, they are all provided externally from the controller.
In addition, the input xt is not directly fed into the network, but a convolutional
layer can be applied in between.
All convolutions are currently set to be 1×1. Equivalently, each feature map of
the vSTM module adds its gated previous activity with a weighted combination
of the post-attention activity of all feature maps from the top layer of the visual
system. Finally, the activity of all vSTM feature maps is combined to generate
a single spatial output map ht.
4.5 Controller
To synthesize information across the entire network, we include a controller that
receives feedforward inputs from all other systems and generates feedback atten-
tion and gating signals. This architecture is further inspired by the prefrontal
cortex of the brain [27]. The controller is a Gated Recurrent Unit (GRU) net-
work. At each pondering step, the post-attention activity of the top visual layer
is processed through a 128-unit fully connected layer, concatenated with the
retrieved semantic memory and the vSTM module output, then fed into the
controller. In addition, the activity of the top visual layer is summed up across
space and provided to the controller.
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The controller generates queries for the semantic memory through a linear
feedforward network. The retrieved semantic memory then generates the feature
attention through another linear feedforward network. The controller generates
the 49-dimensional soft spatial attention through a two layer feedforward net-
work, with a 10-unit hidden layer and a rectified-linear activation function, fol-
lowed by a softmax normalization. Finally, the controller state is concatenated
with the retrieved semantic memory to generate the input, forget, and output
gates used in the vSTM module through a linear feedforward network followed
by a sigmoidal activation function.
4.6 Output, loss, and optimization
The verbal output is a single word, and the pointing output is the (x, y) co-
ordinates of pointing. Each coordinate is between 0 and 1. A loss function is
defined for each output, and only one loss function is used for every task. The
verbal output uses a cross-entropy loss. To ensure the pointing output loss is
comparable in scale to the verbal output loss, we include a group of pointing
output neurons on a 7 × 7 spatial grid, and compute a cross-entropy loss over
this group of neurons. Given a target (x, y) coordinates, we use a Gaussian dis-
tribution centered at the target location with σ = 0.1 as the target probability
distribution of the pointing output neurons.
For each image, the loss is based on the output at the last pondering step.
No loss is used if there is no valid output for a given image. We use a L2
regularization of strength 2e-5 on all the weights. We clip the gradient norm at
10 for COG and at 80 for CLEVR. We clip the controller state norm at 10000
for COG and 5000 for CLEVR. We also trained all initial states of the recurrent
networks. The network is trained end-to-end with Adam [56], combined with a
learning rate decay schedule.
5 Results
5.1 Intuitive and interpretable solutions on the CLEVR dataset
To demonstrate the reasoning capability of our proposed network, we trained it
on the CLEVR dataset [10], even though there is no explicit need for working
memory in CLEVR. The network achieved an overall test accuracy of 96.8% on
CLEVR, surpassing human-level performance and comparable with other state-
of-the-art methods [4,5,20] (Table 1, see Appendix for more details).
Images were first resized to 128 × 128, then randomly cropped or resized
to 112 × 112 during training and validation/testing respectively. In the best-
performing network, the controller used 12 pondering steps per image. Feature
attention was applied to the top two convolutional layers. The vSTM module
was disabled since there is no pointing output.
The output of the network is human-interpretable and intuitive. In Figure 4,
we illustrate how the verbal output and various attention signals evolved through
10 G.R. Yang, I. Ganichev, X.-J. Wang, J. Shlens, D. Sussillo
Model Overall Count Exist
Compare
Numbers
Query
Attribute
Compare
Attribute
Human [10] 92.6 86.7 96.6 86.5 95.0 96.0
Q-type baseline [10] 41.8 34.6 50.2 51.0 36.0 51.3
CNN+LSTM+SA [4] 76.6 64.4 82.7 77.4 82.6 75.4
CNN+LSTM+RN [4] 95.5 90.1 97.8 93.6 97.9 97.1
CNN+GRU+FiLM [5] 97.6 94.3 99.3 93.4 99.3 99.3
MAC* [20] 98.9 97.2 99.5 99.4 99.3 99.5
Our model 96.8 91.7 99.0 95.5 98.5 98.8
Table 1. CLEVR test accuracies for human, baseline, and top-performing models that
relied only on pixel inputs and task instructions during training. (*) denotes use of
pretrained models.
pondering steps for an example image-question pair. The network answered a
long question by decomposing it into small, executable steps. Even though train-
ing only relies on verbal outputs at the last pondering steps, the network learned
to produce interpretable verbal outputs that reflect its reasoning process.
In Figure 4, we computed effective feature attention as the difference be-
tween the normalized activity maps with or without feature attention. To get
the post- (or pre-) feature-attention normalized activity map, we average the
activity across all feature maps after (or without) feature attention, then divide
the activity by its mean. The relative spatial attention is normalized by sub-
tracting the time-averaged spatial attention map. This example network uses 8
pondering steps.
5.2 Training on the COG dataset
Our proposed model achieved a maximum overall test accuracy of 93.7% on
the COG dataset in the canonical setting (see Section 3). In the Appendix, we
discuss potential strategies for measuring human accuracy on the COG dataset.
We noticed a small but significant variability in the final accuracy even for
networks with the same hyperparameters (mean ± std: 90.6±2.8%, 50 networks).
We found that tasks containing more operators tend to take substantially longer
to be learned or remain at lower accuracy (see Appendix for more results). We
tried many approaches of reducing variance including various curriculum learning
regimes, different weight and bias initializations, different optimizers and their
hyperparameters. All approaches we tried either did not significantly reduce the
variance or degraded performance.
The best network uses 5 pondering steps for each image. Feature attention
is applied to the top layer of the visual network. The vSTM module contains 4
feature maps.
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Effective feature attention
Relative spatial attention
A
B
C
D
E
Fig. 4. Pondering process of the proposed network, visualized through attention and
output for a single CLEVR example. (A) The example question and image from the
CLEVR validation set. (B) The effective feature attention map for each pondering
step. (C) The relative spatial attention maps. (D) The semantic attention. (E) Top
five verbal outputs. Red and blue indicate stronger and weaker, respectively. After
simultaneous feature attention to the “small metal spheres” and spatial attention to
“behind the red rubber object”, the color of the attended object (yellow) was reflected
in the verbal output. Later in the pondering process, the network paid feature attention
to the “large matte ball”, while the correct answer (yes) emerged in the verbal output.
5.3 Assessing the contribution of model parts through ablation
The model we proposed contains multiple attention mechanisms, a short-term
memory module, and multiple pondering steps. To assess the contribution of each
component to the overall accuracy, we trained versions of the network on the
CLEVR and the COG dataset in which one component was ablated from the full
network. We also trained a baseline network with all components ablated. The
baseline network still contains a CNN for visual processing, a LSTM network
for semantic processing, and a GRU network as the controller. To give each
ablated network a fair chance, we re-tuned their hyperparameters, with the total
number of parameters limited at 110% of the original network, and reported the
maximum accuracy.
We found that the baseline network performed poorly on both datasets (Fig-
ure 5A, B). To our surprise, the network relies on a different combination of
mechanisms to solve the CLEVR and the COG dataset. The network depends
strongly on feature attention for CLEVR (Figure 5A), while it depends strongly
on spatial attention for the COG dataset (Figure 5B). One possible explanation
is that there are fewer possible objects in CLEVR (96 combinations compared
to 608 combinations in COG), making feature attention on ∼ 100 feature maps
better suited to select objects in CLEVR. Having multiple pondering steps is
important for both datasets, demonstrating that it is beneficial to solve multi-
step reasoning problems through iteration. Although semantic attention has a
rather minor impact on the overall accuracy of both datasets, it is more useful
for tasks with more operators and longer task instructions (Figure 5C).
12 G.R. Yang, I. Ganichev, X.-J. Wang, J. Shlens, D. Sussillo
A B C
Fig. 5. Ablation studies. Overall accuracies for various ablation models on the CLEVR
test set (A) and COG (B). vSTM module is not included in any model for CLEVR. (C)
Breaking the COG accuracies down based on the output type, whether spatial reasoning
is involved, the number of operators, and the last operator in the task graph.
5.4 Exploring the range of difficulty of the COG dataset
To explore the range of difficulty in visual reasoning in our dataset, we varied
the maximum number of distractors on each image (Dmax), the maximum mem-
ory duration (Mmax), and the number of images in each sequence (F ) (Figure
6). For each setting we selected the best network across 50-80 hyper-parameter
settings involving model capacity and learning rate schedules. Out of all models
explored, the accuracy of the best network drops substantially with more dis-
tractors. When there is a large number of distractors, the network accuracy also
drops with longer memory duration. These results suggest that the network has
difficulty filtering out many distractors and maintaining memory at the same
time. However, doubling the number of images does not have a clear effect on
the accuracy, which indicates that the network developed a solution that is in-
variant to the number of images used in the sequence. The harder setting of the
COG dataset with F = 8, Dmax = 10 and Mmax = 7 can potentially serve as a
benchmark for more powerful neural network models.
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Fig. 6. Accuracies on variants of the COG dataset. From left to right, varying the max-
imum number of distractors (Dmax), the maximum memory duration (Mmax), and the
number of images in each sequence (F ).
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Fig. 7. The proposed network can zero-shot generalize to new tasks. 44 networks were
trained on 43 of 44 tasks. Shown are the maximum accuracies of the networks on the
43 trained tasks (gray), the one excluded (blue) task, and the chance levels for that
task (red).
5.5 Zero-shot generalization to new tasks
A hallmark of intelligence is the flexibility and capability to generalize to unseen
situations. During training and testing, each image sequence is generated anew,
therefore the network is able to generalize to unseen input images. On top of that,
the network can generalize to trillions of task instances (new task instructions),
although only millions of them are used during training.
The most challenging form of generalization is to completely new tasks not
explicitly trained on. To test whether the network can generalize to new tasks, we
trained 44 groups of networks. Each group contains 10 networks and is trained
on 43 out of 44 COG tasks. We monitored the accuracy of all tasks. For each task,
we report the highest accuracy across networks. We found that networks are
able to immediately generalize to most untrained tasks (Figure 7). The average
accuracy for tasks excluded during training (85.4%) is substantially higher than
the average chance level (26.7%), although it is still lower than the average
accuracy for trained tasks (95.7%). Hence, our proposed model is able to perform
zero-shot generalization across tasks with some success although not matching
the performance as if trained on the task explicitly.
5.6 Clustering and compositionality of the controller representation
To understand how the network is able to perform COG tasks and generalize
to new tasks, we carried out preliminary analyses studying the activity of the
controller. One suggestion is that networks can perform many tasks by engaging
clusters of units, where each cluster supports one operation [57]. To address this
question, we examined low-dimensional representations of the activation space of
the controller and labeled such points based on the individual tasks. Figure 8A
and B highlight the clustering behavior across tasks that emerges from training
on the COG dataset (see Appendix for details).
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A B
C
Fig. 8. Clustering and compositionality in the controller. (A) The level of task involve-
ment for each controller unit (columns) in each task (rows). The task involvement is
measured by task variance, which quantifies the variance of activity across different
inputs (task instructions and image sequences) for a given task. For each unit, task
variances are normalized to a maximum of 1. Units are clustered (bottom color bar)
according to task variance vectors (columns). Only showing tasks with accuracy higher
than 90%. (B) t-SNE visualization of task variance vectors for all units, colored by
cluster identity. (C) Example compositional representation of tasks. We compute the
state-space representation for each task as its mean controller activity vector, obtained
by averaging across many different inputs for that task. The representation of 6 tasks
are shown in the first two principal components. The vector in the direction of PC2 is
a shared direction for altering a task to change from Shape to Color.
Previous work has suggested that humans may flexibly perform new tasks
by representing learned tasks in a compositional manner [48,57]. For instance,
the analysis of semantic embeddings indicates that network may learn shared
directions for concepts across word embeddings [58]. We searched for signs of
compositional behavior by exploring if directions in the activation space of the
controller correspond to common sub-problems across tasks. Figure 8C highlights
a direction that was identified that corresponds to axis of Shape to Color across
multiple tasks. These results provide a first step in understanding how neural
networks can understand task structures and generalize to new tasks.
6 Conclusions
In this work, we built a synthetic, compositional dataset that requires a system to
perform various tasks on sequences of images based on English instructions. The
tasks included in our COG dataset test a range of cognitive reasoning skills and,
in particular, require explicit memory of past objects. This dataset is minimally-
biased, highly configurable, and designed to produce a rich array of performance
measures through a large number of named tasks.
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We also built a recurrent neural network model that harnesses a number of
attention and gating mechanisms to solve the COG dataset in a natural, human-
interpretable way. The model also achieves near state-of-the-art performance on
another visual reasoning dataset, CLEVR. The model uses a recurrent controller
to pay attention to different parts of images and instructions, and to produce ver-
bal outputs, all in an iterative fashion. These iterative attention signals provide
multiple windows into the model’s step-by-step pondering process and provide
clues as to how the model breaks complex instructions down into smaller com-
putations. Finally, the network is able to generalize immediately to completely
untrained tasks, demonstrating zero-shot learning of new tasks.
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Appendix
A Operators and task graphs
An operator is a simple function that receives and produces abstract data types
such as an attribute, an object, a set of objects, a spatial range, or a Boolean.
There are 8 operators in total: Select, GetColor, GetShape, GetLoc, Exist, Equal,
And, and Switch.
The Select operator is the most critical operator of all. It returns the set
of objects that have certain attributes from a set of input objects. Select can
be instantiated with a color, a shape, a spatial range relative to a location,
and a relative position in time (“now”, “last”, “latest”). By using “last” or
“latest”, a task can make inquiries about objects in the past, therefore de-
manding the network to have working memory. When the relative position in
time is “last”, the objects on the current image are not considered. Some in-
stances of the Select operator are Select(ObjectSet, color=red, time=now), Se-
lect(ObjectSet, shape=circle, time=last), Select(ObjectSet, color=red, spatial
range=left of (0.3, 0.8), time=latest). The attributes to be selected can also be
outputs of other operators.
GetColor, GetShape, and GetLoc returns the color, shape, and spatial location
of an input object respectively. If the input is a set of object, and the set size is
larger than 1, the output would be invalid, which would be propagated to the
top of the graph. When the target response is invalid, no loss function is imposed
for that image. When GetLoc is used as the last operator of the graph, the task
requires a pointing output.
Exist returns a Boolean indicating whether the input set of objects is not
empty. Equal returns whether its two input attributes are the same. The input
attributes can be color or shape. And is the logical operator And. Finally, Switch
takes two operator subgraphs and a Boolean as inputs, returns the output of the
first operator subgraph if the Boolean is True, and returns the output of the
second subgraph otherwise. So the actual output of a Switch operator can be
either a pointing response or a verbal response.
Note that the simplicity of these operators is intuitive, but not rigorous. We
chose operators that are relatively straightforward to humans. In contrast, for
example, getting the quantitative area of an object would not be straightfor-
ward. The operators appear simple to the program because objects are already
explicitly annotated with attributes such as colors and shapes.
The COG dataset currently contains 44 tasks, with the number of operators in
each task graph ranging from 2 to 11. Importantly, we consider the following four
usages of the Select operator and essentially treat them as separate operators:
Select(ObjectSet, color=X, time=T), Select(ObjectSet, shape=X, time=T), Se-
lect(ObjectSet, color=X, shape=Y, time=T), and Select(ObjectSet, time=T),
where T=now, last, latest. This means that we consider selecting the current
red object and selecting the latest red object as different instances of the same
task. But selecting the current red object and selecting the current circle would
be considered instances of two different tasks.
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Each task instruction is obtained from a task instance by traversing the task
graph and combining pieces of text associated with each operator. For example,
Select(ObjectSet, shape=circle, color=red, time=now) is associated with ”now
red circle” and Exist(X) is associated with ”exist [text for X]”. This method
generates instructions that are often grammatically incorrect but still under-
standable to humans. However, this method can generate unnatural sentences
when used on complicated task graphs, particularly when multiple Switch are
involved. In all of our tasks, at most one Switch operator is involved.
B Minimizing response bias in the dataset
When generating images for the COG dataset, we start with target outputs that
are minimally biased, then generate the images that would result in those out-
puts. To generate the images given the target outputs, we visit the sequence of
images in the reverse chronological order – the opposite direction of normal task
execution. When visiting an image, we traverse the graph in a reverse topological
order – again, the opposite direction of normal task execution. When visiting
each operator, we decide the supposed inputs to this operator given the target
outputs, and the supposed inputs are typically passed on as target outputs of
some other operators. Below we describe the supposed inputs given a target
output for each operator.
For Select(ObjectSet, attribute=input attributes) and the target output, we
will typically modify the set of object (ObjectSet) to sastisfy the target output.
If the target output is a non-empty set of objects, then for each object in this
output set, the ObjectSet should contain an object that satisfies both the input
attributes being selected and the attributes of the output object. For example, if
the operator is Select(ObjectSet, color=red, time=now) and the target output
is a single circle, then the ObjectSet must contain a red circle in the current
image. We first search the ObjectSet to check if the appropriate object already
exists. If so, nothing need to be done. If it does not exist, then we add one to
the ObjectSet. When an attribute of the object to be added is not specified by
either the input or the output, then it is randomly chosen from all the possible
attribute values. When selecting an object using the temporal attribute “last”
or “latest”, we search Mmax steps back in the history, excluding the current
image for “last”. If no satisfying object is found, we place one M steps back,
M ∼ U(0,Mmax). This method ensures that the maximum memory duration for
any object is Mmax. The expected memory duration would be Mmax/3. If the
target output is an empty set, then we place a different object. We choose to
place a different object here in order to prevent the network from solving some
tasks by simply counting the number of objects. Furthermore, the object we
place differs from the object to be selected by only one attribute. For example,
if Select(ObjectSet, color=red, shape=circle, time=now) has an empty target
output, then we place either a red non-circle object or a non-red circle on the
current image. If Select(ObjectSet, spatial range=left of (0.5, 0.5)) has an empty
target output, then we place an object at the right of (0.5, 0.5). This encourages
the network to pay attention to all input attributes.
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For GetColor, GetShape, GetLoc, the supposed input is a set of a single ob-
ject with one attribute determined by the target output. For Exist, the supposed
input set of objects is non-empty if the target output is True, and empty if the
target output is False. For Equal(attribute1 , attribute2), we pass down two
attributes that are either the same or different, based on the target output.
For And, both input Booleans will be True if the output is True. Otherwise,
(Boolean1, Boolean2) would be (True, False), (False, True), (False, False) with
probability 2
√
0.5−1, 2√0.5−1, 3−4√0.5 respectively. These numbers are chosen
such that Boolean1 and Boolean2 are statistically independent. Switch(Boolean,
operator1, operator2) does not support specification of a target output yet.
Boolean is randomly chosen to be True or False.
C Canonical setting of the COG dataset
Here we explain the rationale for our choice of parameters for the canonical
setting of COG . We picked a small number of frames (4) for the canonical dataset
because we needed to train thousands of networks. Having fewer frames greatly
reduces the training time. We picked the highest possible value for memory
duration, because time and memory are a major focus of the COG dataset.
Finally, we picked the smallest non-zero value for the number of distractors
because we wanted our model to reach high accuracy on the canonical dataset.
The compositionality, interpretability, and zero-shot generalization analyses have
little to tell if the full network is unable to learn the dataset well.
D COG tasks
The COG dataset contains 44 tasks. Of these 44 tasks, 39 tasks use the above
method to generate its unbiased inputs. We include an additional 5 tasks that
more directly mimic neuroscience and cognitive psychology experiments (e.g.,
delayed-match-to-sample and visual short-term-memory experiments), and we
manually designed their input image sequences. These 5 tasks are GoColo-
rOf, GoShapeOf, ExistLastShapeSameColor, ExistLastColorSameShape, and Ex-
istLastObjectSameObject. The number of distractors, expected memory duration,
and number of effective images are fixed for these 5 tasks. In Figures 9-12, we
show example task instances for all tasks in the canonical COG dataset.
E Training details
All weights and biases are trained. No pretrained weights or embeddings are
used. We use ReLU activations and Adam optimizer with default TensorFlow
parameters and learning rate of 0.0005. Training on CLEVR takes about 36
hours on a single Tesla K40 GPU. Training on canonical COG takes about 34
hours on the same GPU. Hardest versions of COG take about twice as long to
train. We use a batch size of 250 for CLEVR. Each batch contains 25 images
with 10 questions per image. For COG , we use a batch size of 48. Each batch
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contains a random sample of task instances. Each task instance is generated
from a randomly picked task, just in time for training. We train on CLEVR
for about 107 epochs and go over about 14.4M task instances when training on
COG . We observe training instabilities about 10−15% of the time when training
versions of COG with many frames, F = 8, and pondering steps, 6. Testing on COG
was performed using 9600 newly generated task instances for each task, giving
a total of 422.4k task instances.
F Detailed accuracy results on the CLEVR dataset
We did not observe high variance on CLEVR during our work and did not run
an experiment varying only the random variable initialization. As a related data
point, the standard deviation of validation accuracies over a hyper-parameter
tuning experiment with over 100 networks was 1.8%. The actual standard de-
viation should be significantly smaller than 1.8% since this experiment includes
widely different hyper-parameter values in addition to random variable initial-
ization.
G Potential strategies for performing standardized human
experiments with the COG dataset
Obtaining human performance on the COG dataset could help us better under-
stand whether artificial neural networks solve cognitive tasks in ways similar to
the human brain. However, to gain meaningful measurements of human perfor-
mance on the COG dataset, we need to specify several more parameters, each
of which likely to have a major impact on the human performance measured.
First, the time duration of each frame will be a critical parameter. Similar to the
neural network presented in this work, having more time to process each frame
will likely improve the performance of human subjects. Second, it is important
to decide how the task instruction is presented to human subjects. If human sub-
jects are allowed to be familiarized with the task instruction or the abstract task
structure before viewing the visual stimuli, the performance will likely increase.
Third, the size of the rendered images (or the distance between the monitor and
the subject) could affect the performance. We do not have concrete suggestions
on how to set these parameters yet.
H Tasks with more operators take longer to learn
We found that tasks that contain more operators overall take longer to learn.
We analyzed 440 networks trained for the zero-shot learning experiment, and
found a highly significant correlation between the number of training steps re-
quired to reach 80% accuracy and the number of operators in a task (Figure 13).
However, the number of operators is by no means the only factor that affects the
convergence time. Other factors including the average working memory load and
the distance from other tasks can also have substantial impact the convergence
time.
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I Analyzing attention for the COG dataset
In Figure 14, we show a trained network solving an example from the COG dataset.
The network relies heavily on spatial attention, particularly late in the pondering
process. It stores location information of objects in its vSTM maps even though
that location information is not immediately used for generating the pointing
response.
J Task variance and compositionality
The task variance TVi,j for controller unit i and task j is the variance of the
unit’s activity ri,t(u
(j)) across all inputs (instructions and images) u(j) from task
j, then averaged across pondering steps t. Mathematically,
TVi,j = 〈
[
ri,t(u
(j))− 〈ri,t(u(j))〉u(j)
]2
〉u(j),t.
The normalized task variance T̂ V i,j is computed by normalizing the maxi-
mum task variance of any unit to 1.
T̂ V i,j =
TVi,j
maxj TVi,j
.
The task variance vector for each unit i is simply the vector formed by task
variances for all tasks j. We exclude units with summed task variance less than
0.01, and exclude tasks with accuracy less than 90% from our analysis. We ran
256 examples for each task to compute the task variance.
The task representation v used to show compositionality is computed by
averaging the controller unit activity across tasks and pondering steps.
vi = 〈ri,t(u(j))〉u(j),j,t.
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GoColor: point now lime object
GoShape: point last z
Go: point last lime r
GoColorOf: point now vbar with color of latest v
GoShapeOf: point now maroon 
 object with shape of latest teal object
magenta grey
GetColor: color of now h ?
lime navy
triangle u
GetShape: shape of now orange object ?
vbar x
invalid cyan
GetColorSpace: color of now 
 cross on top of last y ?
lime grey
invalid c
GetShapeSpace: shape of latest coral 
 object on left of last olive object ?
c c
True False
ExistColor: now grey object exist ?
False False
True False
ExistShape: now o exist ?
False False
True False
Exist: now red x exist ?
False True
Fig. 9. Example task instances for all tasks. Image resolution (112 × 112) and task
instructions are the same as shown to the network. White arrows indicate the target
pointing output. No arrows are plotted if there is no valid target pointing output.
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True True
ExistColorSpace: now magenta object on 
 bottom of now purple object exist ?
False False
False True
ExistShapeSpace: now a on top of now z exist ?
False True
False False
ExistSpace: now olive p on 
 top of now orange n exist ?
False False
ExistColorSpaceGo: if now olive object on top of now lavender 
 object exist , then point green object , else point yellow object .
ExistShapeSpaceGo: if now c on bottom of last 
 k exist , then point hbar , else point z .
ExistSpaceGo: if now magenta g on right of last mint 
 m exist , then point blue hbar , else point orange v .
False True
ExistShapeOf: now green object with 
 shape of now brown object exist ?
True False
False False
ExistColorOf: now n with color of now g exist ?
False False
invalid invalid
ExistLastShapeSameColor: last c with color of now c exist ?
invalid False
invalid invalid
ExistLastColorSameShape: last magenta object with 
 shape of now magenta object exist ?
invalid True
invalid invalid
ExistLastObjectSameObject: last object with color of now 
 object and with shape of now object exist ?
invalid True
SimpleExistColorGo: if now olive object exist , then 
 point now olive object , else point now beige object .
Fig. 10. Example task instances for all tasks, continued.
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SimpleExistShapeGo: if now t exist , then 
 point now t , else point now m .
SimpleExistGo: if now green q exist , then 
 point now green q , else point now yellow cross .
AndSimpleExistColorGo: if now maroon object exist and now beige object exist 
 , then point now maroon object , else point now lime object .
AndSimpleExistShapeGo: if now f exist and now h exist 
 , then point now f , else point last c .
AndSimpleExistGo: if now beige square exist , then 
 point now beige square , else point now olive l .
ExistColorGo: if now lavender object exist , then 
 point latest olive object , else point now coral object .
ExistShapeGo: if now a exist , then 
 point now n , else point now square .
ExistGo: if now red x exist , then 
 point now brown i , else point now purple d .
invalid False
SimpleCompareColor: color of last y equal orange ?
True True
True True
SimpleCompareShape: shape of now lime object equal triangle ?
True False
False False
AndSimpleCompareColor: color of now q equal 
 teal and color of last cross equal magenta ?
False False
True False
AndSimpleCompareShape: shape of now pink object equal 
 k and shape of now maroon object equal s ?
True True
Fig. 11. Example task instances for all tasks, continued.
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False True
CompareColor: color of now 
 d equal color of now circle ?
True False
invalid True
CompareShape: shape of last maroon 
 object equal shape of now red object ?
False False
invalid False
AndCompareColor: color of last p equal color of now 
 d and color of now j equal color of last k ?
False False
invalid True
AndCompareShape: shape of last olive object equal shape of latest coral 
 object and shape of last cyan object equal shape of last navy object ?
True True
SimpleCompareColorGo: if purple equal color of now r 
 , then point coral e , else point purple e .
SimpleCompareShapeGo: if shape of latest cyan object equal z 
 , then point purple s , else point purple r .
CompareColorGo: if color of latest n equal color of last 
 circle , then point beige g , else point pink g .
CompareShapeGo: if shape of now pink object equal shape of latest 
 grey object , then point cyan a , else point cyan e .
Fig. 12. Example task instances for all tasks, continued.
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Fig. 13. Tasks with more operators take longer to learn.
Each dot stands for the number of global training steps taken for a single task to
reach 80% accuracy in one of the 440 networks. Only showing results from tasks that
reached 80% accuracy.
if now beige object exist , then point now 
 red object , else point latest purple object .
false
true
beige
brown
mint
Top verbal outputs
if
now
beige
object
exist
,
then
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red
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else
point
latest
purple
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.
Semantic attention
Effective feature attention
Pointing output
Relative spatial attention
Average vSTM map
A
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C
F
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Fig. 14. Visualization of network activity for single COG example. (A) The task in-
struction and two example images shown sequentially to the network. (B) Effective
feature attention. (C) Relative spatial attention. (D) Average vSTM map, computed
by averaging the activity of all 4 vSTM maps. (E) Pointing output. (F) Semantic
attention. (G) Top five verbal outputs during the network’s pondering process. The
network ponders for 5 steps for each image.
