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PREFACE 
The development of better methods to compute optimal solutions to 
models is a basic task in the System and Decision Sciences Area. Of particu- 
lar interest are linear models with linear co~istraints. An important problem 
here is to be able t o  characterize when one solution is "adjacent" to another, 
since most practical algorithms for linear models operate by moving from 
one solution to  an adjacent "better" one. 
In this paper a convenient criterion is formulated to  characterize 
adjacency for constraint systems that arise from orderings. The results have 
application to  models in which the object is to  find a best ordering of alter- 
natives using some linear criterion? for example. In particular, it was used 
as a technique for studying collective decision criteria (H.P. Young and 
A. Levenglick, A Consistent Extension of Condorcet's Election Principle, 




Permutation polytopes arise in a class of problems in which the objec- 
tive is to  find an optimal complete ordering of some given alternatives, sub- 
ject to  a linear objective criterion. In this paper an easy characterization is 
given of neighbors on permutation polytopes. Using this characterization 
it is shown that the graph of any such polytope is Hamiltonian, and that the 
diameter is two. 
The methods used are combinatorial in nature. 

On P e r m u t a t i o n s  and P e r m u t a t i o n  P o l y t o p e s  
1 .  INTRODUCTION 
A p e r m u t a t i o n ,  o r  l i n e a r  o r d e r i n g ,  on t h e  n  symbols  1 , 2 ,  ..., n  
w i l l  be d e n o t e d  by t h e  n - t u p l e  o  = ( o ( 1 )  , o  ( 2 ) ,  . . . , o ( n )  1 .  We a l s o  
w r i t e  h o k  i f  h  p r e c e d e s  k  i n  t h e  o r d e r  a .  One u s e f u l  a l g e b r a i c  
r e p r e s e n t a t i o n  o f  a  p e r m u t a t i o n  is  by a p e r m u t a t i o n  m a t r i x .  Here 
we s h a l l  c o n s i d e r  a n o t h e r  way o f  r e p r e s e n t i n g  p e r m u t a t i o n s  by ( 0 , l )  
m a t r i c e s  t h a t  h a s  a p p l i c a t i o n  t o  a  v a r i e t y  o f  problems i n c l u d i n g  
computer  d e s i g n  [ 2 ]  and c o l l e c t i v e  d e c i s i o n  making [51. 
o  For  any l i n e a r  o r d e r i n g  o  = ( o  ( I )  , a ( 2 )  , . . . , a  ( n )  ) l e t  E be  t h e  
n  x n  m a t r i x  w i t h  1  i n  p o s i t i o n  ( i , j )  i f  i a j  and 0  o t h e r w i s e .  The 
p e r m u t a t i o n  p o l y t o p e  P  is  d e f i n e d  t o  be t h e  s e t  o f  a l l  convex com- 
n  
b i n a t i o n s  o f  t h e  m a t r i c e s  E', a  a  p e r m u t a t i o n  o f  o r d e r  n .  It i s  
a n  unso lved  problem t o  d e t e r m i n e  t h e  comple te  s e t  o f  i n e q u a l i t i e s  
d e f i n i n g  a  g e n e r a l  Pn ( t h o s e  p roposed  i n  [ I ]  b e i n g  i n s u f f i c i e n t ) .  
On t h e  o t h e r  hand v a r i o u s  c h a r a c t e r i z a t i o n s  o f  n e i g h b o r s  on t h e s e  
p o l y t o p e s  a r e  known. Here we s h a l l  g i v e  a  c o m p u t a t i o n a l l y  e a s y  way 
o f  r e c o g n i z i n g  n e i g h b o r s  i n  t e r m s  o f  t h e  s t r u c t u r e  o f  t h e  permuta- 
t i o n s .  T h i s  approach  a l s o  r e v e a l s  some f a c t s  a b o u t  t h e  s t r u c t u r e  
o f  a  c l a s s  o f  g r a p h s  ( i m p l i c i t l y  i n t r o d u c e d  i n  [ 3 , 4 ]  c a l l e d  t r a n s -  
p o s i t i o n  g r a p h s  t h a t  a r e  i n t i m a t e l y  connec ted  w i t h  a d j a c e n c y  ques-  
t i o n s  o n  t h e  g r a p h  o f  P  . 
n  
2. BLOCKS 
An i n t e r v a l  o f  a  p e r m u t a t i o n  a  = ( ~ ( 1 )  , o ( 2 )  ,. . . , a ( n ) )  i s  a 
subsequence  o f  form ( o  (i)  , a  ( i + l  ) , . . . , a  ( j )  ) . We a l s o  a l l o w  t h e  
empty subsequence .  Le t  e  = ( 1 , 2 , .  . . , n )  be  t h e  i d e n t i t y  p e r m u t a t i o n .  
A b l o c k  o f  a  i s  any i n t e r v a l  o f  a  t h a t  can  b e  r e a r r a n g e d  t o  be an 
i n t e r v a l  of e .  A common i n t e r v a l  o f  a  and e  i s  an i n t e r v a l  ( w i t h o u t  
r e a r r a n g e m e n t )  o f  b o t h  a  and e .  
Example 1 .  L e t  e  = ( 1 , 2 , 3  ,..., 1 0 , 1 1 )  and l e t  a  = ( 2 , 1 0 , 4 , 1 1 ,  
6 , 5 , 8 , 7 , 9 , 3 , 1 ) .  The b l o c k s  o f  a ,  a s i d e  f rom @ and t h e  s i n g l e t o n s ,  
a r e  : 
The t r a n s p o s i t i o n  s e t  o f  a ,  S ( a ) ,  i s  t h e  s e t  of  a l l  unordered 
p a i r s  { i , j ]  i 4 j  i n v e r t e d  by a :  S ( a )  = { { i , j l :  i <  j  and j a i l .  
The t r a n s p o s i t i o n  s e t  o f  a  b lock  f3 of a ,  S(B) = E E i , j l  : i r j  E 8 ,  
i < j  and j u i l .  
Not ice  t h a t  f o r  any two b locks  B 1 ,  B 2  of  a ,  8 , n  B 2  i s  a l s o  a  
b lock  and 
Let Lo = {S : S =  S(Bi) f o r  some b lock  Bi of a ] .  Then t h e  e l e -  
ments of La, o rde red  by i n c l u s i o n ,  form a l a t t i c e ,  c a l l e d  a  permu- 
t a t i o n  l a t t i c e .  I n  g e n e r a l ,  1 .u.  b.  { s ~ ) ~ ~ ~ ~ :  Uisi , b u t  e q u a l i t y  
may n o t  ho ld .  
For  t h e  o of  Example 1 ,  we o b t a i n  t h e  fo l lowing  l a t t i c e .  
3. CHARACTERIZATION OF NEIGHBORS BY BLOCKS 
Two permutations a and T are said to be neighbors written 
a 
a - r if E and E= are neighboring extreme points on Pn. We may 
now give the following easy characterization of neighbors on 
permutation polytopes. 
( 1  a + e is a neighbor of e on Pn if and only if 
La has a unique nonempty element. 
This will be established below as a consequence of Theorem 1. 
For the moment let us notice that this criterion leads to a 
highly efficient method for checking whether a given a is a neighbor 
of e. 
0 0 0 First, find the least p , 1 < p < n such that a(p ) f po (if 
- - 
0 
none exists, a = e). Next, order the pairs (p,q) , p 5 P < q c  nr 
lexicographically. For each successive pair we check to see 
whether the interval (a (p) , . . . , a (q) ) is a block: this is true 
iff q - p = M - m, where M = max a(i), m = min a(i). Moreover, 
P L ~ L ~  pcicq 
this block is nontrivial (that is, it is not an interval of e) 
if M 4 a (q) . If (p' ,q') is the first pair for which a nontrivial 
block is found, we check that a(i) = i for q'< i < n: if this 
is false, a is not a neighbor of e. If true, repeat the above 
process for successive pairs (p,q), (pl+l) ( p < q ( q': if any 
nontrivial block is found, a is qot a neighbor of e; otherwise 
a is a neighbor of e. 
Notice that the computation of the new M and m at each stage 
is easy, since the pairs (p,q) are taken in lexicographic order. 
The number of pairs (p,q) that have to be considered is at most(:). 
4. CHARACTERIZATION OF NEIGHBORS BY GRAPHS 
A second way of characterizing neighbors on permutation poly- 
topes is based on a certain class of comparability graphs. An un- 
directed graph G is said to be a comparabiZity graph if its edges 
can be directed so as to form a strict partial order 0 :  i.e., 
( i )  e x a c t l y  o n e o f  ( i , j ) ,  ( j , i )  E O i f f  { i , j }  i s  a n e d g e o f  G ,  
(ii) ( i , j ) ,  ( j , k )  E O i m p l i e s  ( i r k )  E 0 .  
Given a  p e r m u t a t i o n  o  = (o  ( 1 )  , . . . , U  ( n )  ) , t h e  p e r m u t a t i o n  graph  
[31 o f  o r  G o ,  i s  d e f i n e d  t o  b e  t h e  u n d i r e c t e d  g r a p h  w i t h  v e r t e x  
s e t  { 1 , 2 ,  ..., n} and edge s e t  S ( o ) .  N o t i c e  t h a t  Go i s  a  comparab i l -  
i t y  g r a p h  by t h e  p a r t i a l  o r d e r  O = { ( j , i ;  : i < j and { i , j l  E S ( U ) , '  
C ( o r  t h e  r e v e r s e  o r d e r  Q). S i m i l a r l y ,  G o  i s  a  c o m p a r a b i l i t y  g r a p h  
f o r  t h e  o r d e r  O 1  = { ( i , j )  : i < j  and { i , j l $ S ( a ) } .  C o n v e r s e l y ,  i f  
G i s  some g r a p h  such  t h a t  b o t h  G and G' a r e  c o m p a r a b i l i t y  g r a p h s  
t h e n  G = G f o r  some o  [ 3 ] .  
o  
Given p e r m u t a t i o n  o r  a  g r a p h  r e l a t e d  t o  Go i s  t h e  t r a n s p o s i t i o n  
s e t  Fo d e f i n e d  a s  f o l l o w s :  r o  h a s  v e r t e x  s e t  S ( o ) ,  and { i , j }  E S ( o )  
i s  a d j a c e n t  t o  { j , k l ~ S ( o )  ( w r i t t e n  { i , j } r { j , k } )  i f  and o n l y  i f  
i f k  and { i r k }  g! S ( o ) ;  t h e s e  a r e  a l l  t h e  a d j a c e n c i e s  i n  ro .  
The f o l l o w i n g  c o n n e c t i o n  between r and n e i g h b o r s  on t h e  p e r -  
a  
m u t a t i o n  p o l y t o p e  i s  due  t o  Alan Hoffman. 
(2 1 o  $ e i s  a  n e i g h b o r  o f  e  i f  and o n l y  i f  r i s  connec ted  
o  
To p r o v e  s u f f i c i e n c y ,  suppose  r i s  connec ted  and o  $ e  i s  
0 
S 
n o t  a  n e i g h b o r  of e .  Then S  ( a )  = u S ( v r )  f o r  d i s t i n c t  permuta- 
r= 1 
t i o n s   IT^ $ o r  r 2 2. 
- 
S i n c e  r i s  c o n n e c t e d ,  t h e r e  i s  IT $ IT,, and { i ,  j  1 E S   IT^) - 
o  r 
S ( n r l  1 ,  I j , k }  E S ( n r l  1 ,  such  t h a t  I i , j } r I j , k } ,  i . e .  { i r k }  $ S ( o ) .  
Hence { i r k }  j?! S ( n r ) u  S    IT^, ) . Hence, o f  i ,  j  , k ,  T i r l  r e v e r s e s  o n l y  
j  and k ,  and  IT^ r e v e r s e s  j  and i b u t  n o t  i and k .  T h e r e f o r e ,  
e i t h e r  i c j  < k o r  k  < j  < i. But  o  r e v e r s e s  { i , j }  and { j , k }  
and n o t  { i r k } ,  an a b s u r d i t y .  The c o n v e r s e  w i l l  be  e s t a b l i s h e d  
a s  a consequence o f  t h e  f o l l o w i n g  c o n n e c t i o n  between ro  and t h e  
p e r m u t a t i o n  l a t t i c e  Lo. 
Theorem I .  For  any c, t h e  components o f  ro  a r e  p r e c i s e l y  t h e  
nonempty s e t s  o f  form S  - Si where S  E Lo. 
S i $  
SiEL o  
We proceed  by s e v e r a l  lemmas. 
Lemma 1 . I .  I f  C is  any component of  r o  and C n S  8 @ f o r  some 
S E  Lo, t h e n  C G S .  
P r o o f :  I f  CC$S t h e n  { i , j } r { j , k )  f o r  some { i , j }  E C n S  and 
some { j , k }  E C -  S. L e t  S  = S ( 6 ) .  6 = ( o ( p )  ,... ,o(c l )  ; t h e n  i ,  j E 6 ,  
k g  6 .  S i n c e  o  r e v e r s e s  j  and k  it must a l s o  r e v e r s e  i and k ,  
whence { i r k }  E S ,  a  c o n t r a d i c t i o n .  
X e c a l l  t h a t  Go h a s  v e r t e x  s e t  V = { 1 , 2 ,  ..., n} and edge s e t  S ( o ) .  
Fo l lowing  [ 3 1 ,  we s a y  t h a t  a  s u b s e t  V ' c  V i s  u n i f o r m Z y  h i n g e d  
( u . h . ) i n  G i f  f o r  e v e r y  k g ' V 1 ,  e i t h e r  { k , i } ~ S ( o )  f o r  a 2 2  ~ E V '  
G 
o r  { k , i }  E S ( o )  f o r  n o  ~ E V ' .  C l e a r l y  any b l o c k  of  o  r e g a r d e d  a s  a  
s e t  o f  v e r t i c e s  of Go is  u . h . ,  b u t  n o t  e v e r y  u .h .  s e t  c o n s t i t u t e s  
a  bloc!:. For  any V '  C_ V and any p e r m u t a t i o n  T d e f i n e  cLT (V' ) a s  
t h e  s m a l l e s t  i n t e r v a l  of  T c o n t a i n i n g  V' .  
Lemma 1.2 .  I f  V '  i s  u.h.  i n  Go t h e n ,  a s  s e t s ,  cL,(V1)  
e q u a l s  c R o ( V 1 ) ,  i n  which c a s e  cRo(V1)  is  a  b l o c k  of  o .  
P r o o f :  Suppose V '  is u . h . ,  and Let cLo ( V '  ) = :a ( p )  , . . . , o  (q) ) . 
Then 0 ( p )  , 0 ( q )  E V '  by d e f i n i t i o n .  I E  i E cLo ( V 1  ) - V' , and 
o ( p )  > a  ( q )  , then  u.h.  i m p l i e s  a  ( p )  > i > o  (q) : s i m i l a r l y ,  i f  o  ( p )  < 
o  ( q )  t h e n  o  ( p )  < i < o  ( q )  . Bence cllo ( V '  ) g ell, ( V 1  ) . On t h e  o t h e r  hand,  
i f  i E cLe ( V 1  ) - V '  then  f o r  some h ,  k E V 1  vle have :I < i < k .  Thus i 
c a n n o t  p r e c e d e  ( o r  f o l l o w )  b o t h  h  and k i n  u vl i thout  c o n t r a d i c t i n g  
u. h.  , hence i E cllo ( V '  ) and cllo ( V '  ) = cll, :V '  ) . 
For  any s u b s e t  o f  edges  E z  S ( o ) ,  l e t  V(E) Z V  be t h e  s e t  o f  
e n d p o i n t s  o f  e d g e s  i n  E .  The n e x t  two r e s u l t s  a r e  immediate  con- 
s e q u e n c e s  o f  Lemmas 2  and 4 ,  r e s p e c t i v e l y  i n  i31. 
Lemma 1 .3 .  If C is  a  component o f  r then  V ( C )  i s  u . h .  i n  S 
o  o -  
Lemma 1 .4 .  If C and C '  a r e  d i s t i n c t  components o f  r o  then  
V ( C )  + V ( C 1 ) .  
P r o o f  o f  T h e o r e m  I :  By Lemma 1 . 1 ,  any component t h a t  mee t s  
- 
S  = S -  Si $ @ must be c o n t a i n e d  i n  2,  hence i t  w i l l  s u f f i c e  
SiSS,SiELo 
t o  show t h a t  2 i s  c o n n ~ c t e d  i n  r,. 
L e t  C be  any component o f  r o  c o n t a i n e d  i n  3,  and  l e t  W = V(C) .  
S i n c e  W is  u . h . ,  Lemma 1.2  i m p l i e s  c L o ( W )  = B i s  a b l o c k  o f  0 ,  
s a y  B = ( o ( p ) , . . . , o ( q ) ) .  
Suppose f3 - W 9 .  (Here w e  t h i n k  o f  6  a s  a  set  a s  w e l l  a s  a  
s e q u e n c e . )  
L e t  h  E 6 - W and 
+ - + N o t i c e  t h a t  s i n c e  o  ( p )  , a (q) E W ,  W h r  Wh $ $; moreover Wh and W; 
+ + - - 
a r e  e a c h  u. h .  T h e r e f o r e  B h  = cl, ( W h )  and B h  = cLo ( W h )  a r e  non- 
empty d i s j o i n t  b l o c k s .  
I n  g e n e r a l ,  f o r  any d i s j o i n t  V '  , V " c V ,  l e t  ( V '  , V " )  d e n o t e  
t h e  set o f  e d g e s  of  Go w i t h  one  end  i n  V '  and t h e  o t h e r  end i n  V". 
+ 
BY Lemma 1.1 ,  C n S ( B h )  = @ and C ~ s ( B ; )  = I$, hence c & ( w + w - ) .  h '  h  
+ + Suppose now t h a t  some k~ B h  - Wh @. Then by a  s i m i l a r  
+ + + 
argument  we have C c ( w ~ , w ~ ) .  By c h o i c e  o f  k ,  Wh - Wh f @ ,  s a y  
+ O E W ~  - w;. Then O E W; and O a r e  t h e  e n d p o i n t s  o f  some edge  i n  C. 
+ The o t h e r  e n d p o i n t ,  O f ,  i s  t h e r e f o r e  i n  W k C w + h ,  b u t  t h e n  b o t h  
+ + 
e n d s  a r e  i n  W h ,  a c o n t r a d i c t i o n .  T h e r e f o r e  6; = Wh i s  a b l o c k  
and s i m i l a r l y  6; = W; i s  a b l o c k ;  s a y  6; = ( o  ( p )  , . . . , o  ( p ' ) )  , 
6; = (o ( q ' )  ,. . . ,o ( q )  1 ,  and l e t  a = (o ( p l + l ) ,  . . . , a  ( q l - l )  f @. 
+ - + S i n c e  C f @ and C ( B h r B h )  w e  must have B h  > 6; ( i . e . ,  i >  j f o r  
+ 
a l l  i E B h l  j  E 6;). F u r t h e r ,  s i n c e  W = 6 ; ~  6; i s  u.h.  w e  have  
+ - ph > a > B h l  SO a i s  a l s o  a  nonempty b l o c k  o f  o .  
I n  summary, f o r  any component C G  s, i f  V(C) = w and 6 = cOo (w)  , 
+ t h e n  e i t h e r  W = B i s  a b lock  o r  B h a s  form B = (X , a , ~ - )  where 
W +  > a > W- a r e  e a c h  nonempty b l o c k s .  
I f  i s  n o t  c o n n e c t e d  t h e n  t h e r e  is  a n o t h e r  component C o f  
ro  such  t h a t  C S C B  and c o r r e s p o n d i n g  W. 8 .  By d e f i n i t i o n  o f  
- 
S ,  s ( E )  = S(B)  = s l  s o  6  =i. 
Now W = fj = = is  i m p o s s i b l e  by Lemma 1.4.  Hence s a y ,  wi th-  
o u t  l o s s  o f  g e n e r a l i t y ,  t h a t  e i t h e r  
( i  1 B = ( w + , ~ , w - )  = ii , 
o r  
+ ( i i )  B = (W , a , ~ - )  = (W+,ti,W-) = B 
- - 
where W+ > a  > W- and W+ > ti > W and e a c h  i s  a  nonempty b l o c k .  
+ I n  t h e  f i r s t  c a s e  n o t i c e  t h a t  b o t h  ( W  , a )  and (a,w-) a r e  
b l o c k s .  Choose any k  E a ;  t h e n  C j , k j  E E  f o r  some j  and e i t h e r  
+ { j , k )  E s ( w + , ~ )  o r  { j , k )  E s ( ~ , w - ) .  But n e i t h e r  S(W , a )  n o r  ~ ( a ~ W - 1  
e q u a l s  S ,  c o n t r a d i c t i n g  t h e  d e f i n i t i o n  o f  S .  
+ I n  t h e  second  c a s e  suppose W + w+; w i t h o u t  l o s s  o f  gener -  
a l i t y  w+$w+. Then (I' - ~ + , a , ~ - )  = 6  i s  a  b l o c k .  F o r  any 
k  E W+ - w+, ~ k ,  j )  E f o r  some j  and e i t h e r  { k ,  j  1 E s (w') o r  {k,  j  1  
+ 
E S ( 6 ) .  S i n c e  n e i t h e r  S ( 6 )  n o r  S  ( W  ) e q u a l s  S,  t h i s  c o n t r a d i c t s  
. - 
t h e  d e f i n i t i o n  o f  S .  Thus W+ = fi+, and l i k e w i s e  W- = W . But 
t h e n  W = f i r  c o n t r a d i c t i n g  Lemma 1.4.0 
The proof  o f  s t a t e m e n t  ( 1 )  i s  now a s  f o l l o w s .  
I f  L  h a s  one nonempty e l e m e n t  S ,  t h e n  S  = S i s  t h e  unique 
u  
component o f  T o ;  hence  by t h e  argument  f o l l o w i n g  ( 2 )  o  is  a  
n e i g h b o r  o f  e. I f  on t h e  o t h e r  hand L~ h a s  d i s t i n c t ,  nonempty 
e l e m e n t s ,  l e t  So = S(B)  b e  a  minimal nonempty e l e m e n t  o f  Lo. 
Then w i t h i n  B we may r e a r r a n g e  t h e  e l e m e n t s  t o  be an  i n t e r v a l  o f  
e ,  and t h e  r e s u l t i n g  p e r m u t a t i o n  o '  s a t i s f i e s  S ( u t )  = S ( o )  - S O .  
L ikewise  we may r e a r r a n g e  u  t o  a g r e e  w i t h  e everywhere except 
w i t h i n  8 ,  and t h e  r e s u l t i n g  o" h a s  S ( o n )  = So. But t h e n  E" + 
Eu" 
= EU + Eel showing t h a t  u  i s  n o t  a  n e i g h b o r  o f  e. S t a t e m e n t  
( 2 )  now f o l l o w s  a t  once a l s o ,  s i n c e  i f  a  i s  a  ne ighbor  o f  e ,  t h e n  
L  h a s  a  un ique  nonempty e lement ;  hence by Theorem 1  r U  is  con- 
0 
n e c t e d .  
Example 2. F o r  n  = 3 ,  t h e  n e i g h b o r s  o f  e = (1 , 2 , 3 )  a r e  s e e n  
by i n s p e c t i o n  t o  be: ( 2 , 1 , 3 ) ,  ( 2 , 3 , 1 ) ,  ( 1 , 3 , 2 ) ,  ( 3 , l  , 2 ) .  
For n = 4, the neighbors of e = (1,2,3,4) are seen by in- 
spection to be the following twelve permutations: 
5. THE CIRCUMFERENCE OF Pn 
The graph of Pn, H(Pn), is the undirected graph whose vertices 
are the permutations a = (a (1 ) , . . . ,a (n) ) , where a and T are adjacent 
if and only if a $ T and a is a neighbor of T. 
Theorem 2. The graph H (Pn) is Hamiltonian for any n 2 3. 
Proof: For n = 3 a Hamiltonian circuit is 
Suppose the result has been proved for n - 1 ,  and let T ~ ,  ...,
T (n-1 ) ! TI be a Hamiltonian circuit on the permutations T~ of 
1,2 ,..., n-1. For each odd i, 1 ( i ( (n-I)!, let T~ = ( ~ ~ ( 1 )  ,..., 
~ ~ ( n - l ) ,  and for each k, 1 ( k ( n define the permutations oik 
of 1,2,. . . ,n as follows: 
For i even, let 
S i n c e  ( n - I ) !  i s  e v e n ,  ( 1 )  i m p l i e s  t h a t  u l l r a  1 2 r . . . r a l n , u 2 1 . . . I u 2 n I  
a  ( n - l )  ! n r u l  is  a  Hami l ton ian  c i r c u i t  i n  H(P ) . o n  
I t  w i l l  be  n o t i c e d  t h a t  each  s u c c e s s i v e  p a i r  o f  p e r m u t a t i o n s  
on t h e  Hami l ton ian  c i r c u i t  a r e  " c l o s e "  n e i g h b o r s  i n  t h e  s e n s e  
t h a t  t h e y  d i f f e r  by j u s t  one a d j a c e n t  t r a n s p o s i t i o n .  T h i s  con- 
s t r u c t i o n  is known i n  cornb ina tor ics ,  see Eor example [ 6 , 7 1 .  
6.  AN INCUCTIVE LEMMA 
P i c k  m ,  1 2 m 2 n ,  and l e t  ml = m -  1 ,  m2 = m+ 1. ( I f  m = 1 ,  
o n l y  m2 i s  d e f i n e d ,  and i f  m = n  o n l y  ml i s  d e f i n e d . )  
Given any p e r m u t a t i o n  T ,  l e t  i? be t h e  p e r m u t a t i o n  on n -  1  
symbols o b t a i n e d  from IT by removing m from t h e  sequence .  Thus, 
i f  IT = ( 2 , 3 , 5 , 1 , 4 )  and m = 3  t h e n  = ( 1 , 2 , 4 , 5 )  and = ( 2 , 5 , 1 , 4 ) .  
The n -  1  e l e m e n t s  o f  ? we c a l l  d o t s  and t h e  n  p o s i t i o n s  de- 
f i n e d  between t h e  d o t s  o r  a t  e i t h e r  end of t h e  d o t s  we c a l l  s l o t s .  
Given any d o t  sequence ( i . e . ,  an  i n t e r v a l  of  G I )  where 181 = k ,  
l e t  ( 8 )  d e n o t e  t h e  sequence o f  k  d o t s  and k -  1  s l o t s  b e g i n n i n g  
w i t h  t h e  f i r s t  d o t  i n  8  and e n d i n g  w i t h  t h e  l a s t  d o t  i n  8; l e t  
(81 d e n o t e  t h e  sequence w i t h  k  d o t s  and k s l o t s  c o n s i s t i n g  o f  ( 8 )  
and t h e  end s l o t  t o  t h e  r i g h t  of  8; l e t  [ 8 )  be  ( 8 )  and t h e  end 
s l o t  t o  t h e  l e f t  o f  8 ,  and l e t  [B] b e  ( 8 )  t o g e t h e r  w i t h  bo th  
end s l o t s .  We c a l l  t h e s e  open,  half -open and c l o s e d  s l o t - d o t  
s e q u e n c e s ,  r e s p e c t i v e l y .  We adopt  t h e  c o n v e n t i o n  t h a t  i f  6 i s  
t h e  empty sequence t h e n  [81 c o n s i s t s  o f  one s l a t ,  and t h e  o t h e r s  
a r e  empty. We a l s o  w r i t e  m E ( 8 ) ,  m E [81 e t c . ,  when we mean t h a t  
m o c c u p i e s  a  s l o t  i n  t h a t  sequence .  
L e t  y l  b e  t h e  l o n g e s t  i n i t i a l  i n t e r v a l  o f  G t h a t  is  a l s o  
an  i n i t i a l  i n t e r v a l  o f  2 ,  y2 t h e  l o n g e s t  t e r m i n a l  i n t e r v a l  o f  
t h a t  is  a l s o  a  t e r m i n a l  i n t e r v a l  o f  G ( e i t h e r  may be empty) .  
6 = y  ,:y2 where ? i s  a  b l o c k  o f  ? ( r e l a t i v e  t o  $1  and S  (41 = S  ( 1 1 )  . 
Def ine  6 1  t o  b e  t h e  l o n g e s t  common i n t e r v a l  o f  ? and G e n d i n g  
w i t h  m l ,  6 2  t o  be t h e  l o n g e s t  common i n t e r v a l  o f  G and g b e -  
g i n n i n g  w i t h  m 2.  ( I f  m = 1  o r  m = n ,  one o f  t h e s e  sequences  
is  vacuous.  ) 
Lemma 3.1. L e t  b e  a  ne ighbor  o f  g. Then T i s  a  n e i g h b o r  
o f  e i f  and o n l y  i f  
(i)  m t  [ h l )  , m$ ( 6 2 1  , 
and 
(ii) C- [y l  i m p l i e s  m $  [y21 ; ( 6 2 1  C-- (y2]  i m p l i e s  m $ [ y l ] .  
P r o o f :  Le t  t h e  c o n d i t i o n s  (i)  and (ii) b e  s a t i s f i e d  and 
suppose  B ,  B 1  a r e  any two b l o c k s  o f  a .  W e  must show t h a t  
( 3 )  ~ ( 6 )  + @ , S ( B 1 )  + @ i m p l i e s  s ( B )  = S(B)  . 
For  any b l o c k  B of  a ,  l e t  d e n o t e  6  w i t h  m removed. Note 
t h a t  $ is  t h e n  a  b l o c k  o f  G ( w i t h  r e s p e c t  t o  t h e  " i d e n t i t y " ,  G ) .  
I f m $ B ,  S(B)  9 @, t h e n  S(B)  = s("B ) @ S O S ( &  = s ( ? )  = 
s ( G )  , s i n c e  i s  a  ne ighbor  o f  g.  I f  m E B ,  S  ( 6 )  9 @ , t h e n  s i n c e  
is  a  n e i g h b o r  o f  g ,  e i t h e r  S ( $ )  = 4, o r  S ( p )  = S ( ? )  = S ( 4 ) .  
I n  t h e  former  c a s e  is a  common i n t e r v a l  o f  g and ? and s i n c e  
6 is a  b l o c k  w i t h  S(B)  + @, e i t h e r  m l  E fi o r  m2 E B.  I t  f o l l o w s  
t h a t  e i t h e r  6 h a s  a  s u b i n t e r v a l  o f  form ( m , 6 ; )  where 6 ;  is a  
common i n t e r v a l  o f  and 2 e n d i n g  w i t h  m l ,  o r  B h a s  a  s u b i n t e r v a l  
of  form ( 6 ; , m ) ,  where 6; i s  a  common i n t e r v a l  o f  ? and beg inn ing  
w i t h  m 2 .  Both s i t u a t i o n s  v i o l a t e  c o n d i t i o n  ( i ) .  Hence 
(4 S ( 6 )  8 @ i m p l i e s  s ( B )  = ~ ( 4 )  and "B 
Suppose b o t h  m , ,  m2 a r e  d e f i n e d ,  i . e .  m + I , n .  
I f  m, ,m2 E ?T ,  t h e n  f o r  any b l o c k  6 o f  I T (  S(.0I + (I i m p l i e s  
n 
c 8 hence m, .m2 E 6 , s o  m E 8. Then t h e  sequence  p = c E I T  (n , m )  
i s  a b l o c k  o f  n ,  c 6 ,  and S ( p )  = S(BI , s o  ( 3 )  h o l d s .  
A A 
I f  m l  E n ,  m 2 P  n ,  t h e n  m l  i s  maximal i n  ;, s o  y2 and i n  
f a c t  m2 i s  t h e  i n i t i a l  " d o t "  o f  y2 ,  s o  62 = y2 .  Then c o n d i t i o n s  
(i) and (ii) imply m E ( G I  . Hence t h e  sequence  o o b t a i n e d  from 
by r e - i n s e r t i n g  m i n  ($1 is a b l o c k  o f  IT and m i s  i t s  maximal 
e l e m e n t .  I f  m i s  n o t  t h e  l a s t  e lement  o f  t h e  sequence  w ,  i . e .  
i f  m E  ( G ) ,  t h e n  f o r  any b l o c k  B o f  a ,  S ( B )  + $J i m p l i e s  ; ~ G B ,  s o  
OJ c B and S ( w )  = s ( B ) ,  s o  ( 3 )  h o l d s .  I f  m i s  t h e  l a s t  e lement  o f  
fi 
w ,  t h e n  m maximal i n  w i m p l i e s  IT is  a l s o  a  b l o c k  o f  IT and S(w)  = 
s (;) . By c h o i c e  o f  $ we t h e n  have ; G B  and s ( $ 1  = S ( B )  f o r  any 
b lock  8 o f  IT s u c h  t h a t  S(B) + I+, and a g a i n  ( 3 )  h o l d s .  A s i m i l a r  
argument a p p l i e s  i f  m l  p' $, m2 E ?T. 
F i n a l l y ,  i f  m l  $ P ,  m2 $ : , t h e n  by c h o i c e  o f  , m l  i s  a d j a c e n t  
t o  m2 i n  $ and b o t h  a r e  i n  y l  o r  i n  y 2 ;  s a y  w i t h o u t  l o s s  o f  gen- 
e r a l i t y  m l  ,m2  E yl  . Then [ y ,  ]  = o (ti2] , and c o n d i t i o n s  (i) and 
* 
(ii) imply t h a t  i n  IT, e i t h e r  m i s  between m l  and m 2 ,  o r  m E ( I T ) .  
I n  t h e  former  c a s e  f? i s  a l s o  a  b l o c k  o f  IT and it 1s c l e a r l y  t h e  
un ique  n o n t r i v i a l  b lock .  I n  t h e  l a t t e r  c a s e ,  l e t  B b e  any b l o c k  
o f  IT s u c h  t h a t  S ( 6 )  f 4 .  Then ~ G B  hence m E  6 ;  hence m 2 € B  ( s i n c e  
0  i s  a b l o c k  and t h e  e l e m e n t s  o f  a r e  l a r g e r  t h a n  m ) .  T h e r e f o r e  
v = c E n ( m 2 , : )  is  a b lock  o f  n ,  B 3 v .  and S(B)  = S ( v ) ,  s o  ( 3 )  h o l d s .  
I n  c a s e  m = n ,  62 i s  empty and m$ [ y l ]  by c o n d i t i o n  ( i i ) .  
A h  bloreover we must have  m l  E G ,  s i n c e  i f  n o t  t h e n  y l  = IT = e con- 
t r a r y  t o  t h e  assumpt ion  t h a t  8 i s  a neighbor o f  ; (and hence 
) The argument of  t h e  second  paragraph  p r e c e d i n g  t h e n  i m -  
p l i e s  ( 3 ) .  S i m i l a r  remarks  h o l d  i f  m = 1 .  The c o n v e r s e  i s  l e f t  
t o  t h e  r e a d e r .  
A 
Given I T ,  we r e p r e s e n t  s l o t s  by t h e  symbol 0 ;  we a l s o  (where 
r e l e v a n t )  mark a  b r a c k e t  w i t h  an a r row "+" i f  it c o i n c i d e s  w i t h  
t h e  l e f t  end o f  i?, and w i t h  an  a r row "+" i f  it c o i n c i d e s  w i t h  t h e  
r i g h t  end o f  G. The proof  o f  Lemma 3.1 t h e n  a c t u a l l y  shows t h a t  
t h e  " f o r b i d d e n "  s l o t - d o t  s e q u e n c e s  f o r  m must have o n e  o f  t h e  
f o l l o w i n g  forms r e l a t i v e  t o  $: 
The i n d i c a t e d  sequences  i n  e v e r y  c a s e  a r e  d o t  d i s j o i n t ,  
a n d ,  a s  d o t  s e q u e n c e s ,  a r e  s u b i n t e r v a l s  o f  e .  Of c o u r s e ,  i f  
some m! d o e s  n o t  e x i s t ,  t h e  c o r r e s p o n d i n g  h a l f  open sequence  
i s  empty. S i n c e  i n  any c a s e  some s l o t  is n o t  f o r b i d d e n ,  w e  
have  t h e  f o l l o w i n g  r e s u l t .  
( 5 )  C o r o l l a r y .  F o r  any m ,  1  5 m 5 n ,  l e t  $ be  a s  above and 
l e t  rl be  a  p e r m u t a t i o n  on t h e  n  - 1 symbols [ l  , . . . , n l  - [m} t h a t  
i s  a  n e i g h b o r  o f  & Then t h e r e  i s  some s l o t  i n  n i n  which m 
c a n  b e  i n s e r - t e d  such  t h a t  t h e  r e s u l t i n g  p e r m u t a t i o n  on n  symbols  
is a  n e i g h b o r  o f  e. 
7. THE DIAMETER OF Pn 
Theorem  3 .  For  n  2 2  t h e  d i a m e t e r  oE Pn i s  two. 
P r o o f .  The proof  i s  c o n s t r u c t i v e ,  and p r o c e e d s  by induc-  
t i o n  on n .  For  n  = 2 , 3  it i s  o b v i o u s .  
( 6 )  Suppose t h e n  t h a t  t h e  r e s u l t  i s  proved f o r  2 ( n '  Y n ,  
n  2 4 ,  and l e t  o b e  a  p e r m u t a t i o n  on n  symbols such  t h a t  o + e  
and o i s  n o t  a  n e i g h b o r  o f  e .  
W e  s a y  t h a t  t h e  p e r m u t a t i o n  o i s  d e g e n e r a t e  i f  
(i)  a and e have a  common i n t e r v a l  o f  l e n g t h  2 2 ,  
o r  
(ii) a  and e  have t h e  same f i r s t  symbol o r  t h e  same l a s t  
symbol. 
I f  a  i s  d e g e n e r a t e  a s  i n  c a s e  (i)  t h e n  by t r e a t i n g  y  a s  a 
new symbol we o b t a i n  p e r m u t a t i o n s  5 and T? on n -  l y l  + 1 symbols 
s u c h  t h a t  3 4 g and 3 i s  n o t  a  n e i g h b o r  o f  G .  Hence by induc-  
t i o n  5 - - 6 f o r  some and it f o l l o w s  t h a t  a -  .rr - e  f o r  t h e  
c o r r e s p o n d i n g  .rr on { 1 , 2 ,  ..., n ) .  I n d u c t i o n  a l s o  y i e l d s  t h e  
theorem i f  a  i s  d e g e n e r a t e  a s  i n  c a s e  ( i i ) .  
Hence we may assume i n  t h e  s e q u e l  t h a t  ( 6 )  h o l d s  and a  is  
n o n d e g e n e r a t e .  
( 7 )  We s a y  t h a t  a  symbol m i s  inadmissible i n  a  i f  
( i)  m is  t h e p r e d e c e s s o r *  i n  a  o f  m-I o r  t h e  s u c c e s s o r  i n  
a  o f  m+ I ;  
o r  
(ii) m = 1  and 1  i s  l a s t  i n  a  o r  m = n  and n  i s  f i r s t  i n  a; 
o r  
(iii) m i s  t h e  p r e d e c e s s o r  i n  a  o f  some b l o c k  S ' ,  where B '  
i s  a  r e a r r a n g e m e n t  o f  e '  = (m-j , . . . ,m-I  ) f o r  some j  2 3  
and B '  i s  a  n e i g h b o r  o f  e '  ; 
o r  
( i v )  m i s  t h e  s u c c e s s o r  i n  a  of  some b l o c k  B " ,  where B "  i s  
a  rea r rangement  o f  e "  = (m+l , . . . ,m+k) f o r  some k  2 3 
and B "  i s  a  n e i g h b o r  o f  e " .  
For  any  g i v e n  symbol m ,  1  ( m ( n ,  l e t  G ,  s ,  e t c .  be de- 
f i n e d  a s  i n  S e c t i o n  6 .  
Lemma 3 .2 .  Suppose n  2 4, a  i s  n o n d e g e n e r a t e ,  and m i s  
a d m i s s i b l e .  I f  3 - 17 - e  ^ f o r  some p e r m u t a t i o n  17 on symbols 
{ 1 , 2 ,  ..., n ) -  {m), t h e n  t h e r e  i s  a  s l o t  o f  17 i n t o  which m c a n  
be i n s e r t e d ,  s u c h  t h a t  t h e  r e s u l t i n g  17' s a t i s f i e s  a -  n' - e .  
The p roof  is  g i v e n  l a t e r  i n  t h i s  Repor t .  
* i. e .  , t h e  immediate  p r e d e c e s s o r .  
Any permutation o that can be partitioned into subintervals 
o = 6 62 . . . 6r such that 
and, for 1 < p < r, 
6 is an interval of e = (n,n-1,...,2,1), 16 1 2, 
P P 
will be called a q u a s i - i n v e r s e  of e*. (e is the i n v e r s e  of e.) 
Lemma 3.3. If n 2 4, a is nondegenerate, and every m is 
inadmissible in a, then a is a quasi-inverse of e. (The proof 
is given below.) 
Theorem 3 now follows from the following explicit construc- 
tion. 
Lemma 3.4. Let a be a quasi-inverse of e, where e =  (1,2, ..., n) 
and n 2 Ir:  
(i) if n is even, and 1 is not the predecessor of 
n in o, then a = (2,4, ..., n,1,3, ..., n-1) is a 
neighbor of both o and e; 
(ii) if n is even, and 1 is the predecessor of n in 
o, then a = (1,3, ..., n-1,2,4, ..., n) is a neighbor 
of both a and e; 
(iii) if n is odd, and 1 is the predecessor of n -  1 
in a, then a = (1,3, ..., n,2,4, ..., n-1) is a 
neighbor of both o and e; 
(iv) if n is odd, 1 is not the predecessor of n-1 in 
o, and n is not first in o, then n = (2,4, ..., n-1, 
1,3, ..., n) is a neighbor of both a and e; 
*For example, (8,7,6,3,2,5,4,1) is a quasi-inverse of (1,2,3,4, 
5,6,7,8) and it can be partitioned as in (8) by (8) (76) (32) (54) (1) 
as well as by ( )  (876) (32) (54) (1). 
i f  n  is  odd,  1  i s  n o t  t h e  p r edeces s o r  o f  n-1 i n  
a ,  and n  i s  f i r s t  i n  a ,  t h e n  n = ( 2 , 4 ,  ..., n-1, 
l , n , 3 ,  ..., n-2) i s  a  ne ighbor  o f  bo th  a  and e. 
Proof  o f  Lemma 3.4. W e  i l l u s t r a t e  t h e  method of  p roof  
f o r  c a s e  (i);  t h e  o t h e r s  a r e  s i m i l a r .  
L e t  B be any i n t e r v a l  o f  e ,  1 f3 1 2 2 ,  t h a t  can  be p r o p e r l y  
r e a r r a n g e d  t o  be an i n t e r v a l  o f  n. By p r o p e r l y  w e  mean B f 
B. Then c o n t a i n s  an  odd number and an even number, s o  
1  , n  E 7, hence 1  , n  E 8  and f3 = e. Thus, n  and e a r e  ne ighbors .  
L e t  f3 be  any i n t e r v a l  o f  a ,  ( 8  1 2 2 ,  t h a t  can  be p r o p e r l y  
r e a r r a n g e d  t o  be an i n t e r v a l  o f  n .  Suppose I B I  = 2,  s a y  B = 
1 1 '  W e  cannot  have ( j  - j '  I = 1, because  t h e n  would n o t  
be an i n t e r v a l  o f  n .  Hence by (8), j  i s  t h e  l a s t  e lement  o f  
some 6  j '  t h e  f i r s t  i n  dp+ ,  . P' Since  i s  an i n t e r v a l  o f  n ,  
e i t h e r  I j - j ' l  = 2  o r  ( j , j l )  = ( n , l ) .  I n  t h e  former c a s e  a  
c ou l d  n o t  be a  q u a s i - i n v e r s e  o f  e. I n  t h e  l a t t e r  c a s e  n  p re -  
c e de s  1  i n  a  (by c a s e  (i) h y p o t h e s i s ) ,  s o  B i s  n o t  a  p r ope r  
rea r rangement  of  8. 
W e  may t h e r e f o r e  assume t h a t  ( 8  1 2 - 3. S i n c e  a  i s  a  q u a s i -  
i n v e r s e ,  n  _L 4  , f3 c o n t a i n s  some i n t e r v a l  o f  form (k ,k-1) .  But 
t h e n  ell, (k  ,k-1 ) 6 ,  and by c o n s t r u c t i o n  o f  n , 
(9)  f o r  any c o n s e c u t i v e  i n t e g e r s  j ,  j '  i n  e a t  l e a s t  one o f  j ,  ~ ' E B  
Moreover,  1  , n ~  8. Suppose 2 $ B .  I f  2  s ucceeds  B t h e n  1  
must a l s o  succeed  2,  whence 1  $ 8,  c o n t r a d i c t i n g  ( 9 )  hence 2  
fit 
p re c e d es  B and ( s i n c e  n  E f3) w e  must have a  = ( 2 , r . .  . ) . 
I n  p a r t i c u l a r ,  4 ~  6 ,  f o r  o the r w i s e  t h e r e  i s  no p o s i t i o n  f o r  3  
c o n s i s t e n t  w i t h  a  be ing  a  quas i - i nve r s e .  S i m i l a r l y ,  i f  n -  1  y! 8 ,  
t h e n  n - 1  i s  l a s t  i n  a ,  and n - 3 ~  8. T he r e f o r e  a  = (2,B,n-1) 
o r  a  = ( 2 , @ )  o r  a  = (B,n-1) ,  o r  a  = B s o  n is  a  ne ighbor  o f  a .  0 
Proof o f  Lemma 3.3.  Le t  (i) , (ii) , (iii) o r  ( i v )  h o l d  i n  
( 7 )  f o r  e v e r y  m,  1  2 m 5 n. Suppose t h a t  n e i t h e r  (i) nor (ii) 
h o l d s  f o r  some p a r t i c u l a r  m. Say 8" is  a s  i n  ( i v )  f o r  m ( a  
s i m i l a r  argument h o l d s  i f  m s a t i s f i e s  (iii) w i t h  B ' ) .  
L e t  m +  j  be  t h e  p r e d e c e s s o r  o f  m i n  a ,  m + j  $ m + 1  by 
h y p o t h e s i s .  S i n c e  m +  j  i s  i n a d m i s s i b l e ,  i s  n e i t h e r  f i r s t  n o r  
l a s t  i n  0 ,  and c a n n o t  s a t i s f y  (iii) w e  have  t h a t  e i t h e r  
( a )  m + j  i s  i n a d m i s s i b l e  by ( i v )  , 
0 r 
( b )  m + j  is t h e  s u c c e s s o r  o f  m + j  + 1. 
I n  c a s e  ( a )  m+ j  must b e  t h e  s u c c e s s o r  o f  a  b l o c k  y  which 
i s  a  rea r rangement  o f  (m+ j + l  , . . . ,m+ j+11) , 11 2 3. C l e a r l y  y  C- 0'' , 
s i n c e  m+ 1  $ y  b u t  p r e c e d e s  m+ j  i n  0 " .  S i n c e  0 "  is  a  n e i g h b o r  
o f  e " ,  and (y ,m+j )  i s  a  n o n t r i v i a l  s u b b l o c k  o f  B", y  must be  an 
i n t e r v a l  o f  e l  t h a t  i s  y  = (m+j+l ,... ,m+j+L).  But t h e n  u i s  
d e g e n e r a t e ,  a  c o n t r a d i c t i o n .  
T h e r e f o r e  ( b )  h o l d s .  Again,  s i n c e  0"  i s  a  ne ighbor  o f  e n ,  
and (m+j+l , m+j) i s  a  n o n t r i v i a l  subb lock  o f  $ " ,  we c o n c l u d e  t h a t  
t h e  p r e d e c e s s o r s  of  m +  j  + 1  i n  b" form an i n t e r v a l  8"' o f  e. Then 
u  i s  d e g e n e r a t e  u n l e s s  I O l a a  I = 1. Thus B "  = (m+l , m+3 , m+2 , m )  . 
But t h e n  m + 1  i s  a d m i s s i b l e ,  a  c o n t r a d i c t i o n .  
Thus 7 ( i )  o r  7 ( i i )  h o l d s  f o r  e v e r y  m,  1  2 m 2 n ,  from which 
it f o l l o w s  t h a t  u  h a s  a  decompos i t ion  a s  i n  (8), i . e .  u  i s  a  
q u a s i - i n v e r s e  o f  e. This  comple tes  t h e  proof  o f  Lemma 3.3.  
P roof  o f  Lemma 3.2.  L e t  n  2 4 ,  u  n o n d e g e n e r a t e ,  m admis- 
s i b l e ,  and suppose s - rl- 6. W e  c a n n o t  have $  = 6 ( s i n c e  o  i s  
n o n d e g e n e r a t e ) .  I f  q  = 6 o r  rl = s ,  t h e n  t h e  C o r o l l a r y  t o  Lemma 
3.1 i m p l i e s  t h e r e  i s  an q '  s u c h  t h a t  u  - rl' - e. Hence we may 
assume t h a t  
A A 
(10)  a ,  q ,  e a r e  d i s t i n c t .  
By Lemma 3 .1 ,  t h e  c o l l e c t i o n  ge o f  f o r b i d d e n  s l o t - d o t  se- 
quences  i n  q  a r e  o f  form ( A )  o r  ( B ) .  Tha t  i s ,  i f  m i s  p u t  i n  a  
s l o t  which i s  i n  no sequence  s E ge t h e n  t h e  r e s u l t i n g  n '  i s  a  
- 
n e i g h b o r  o f  e.  S y m m e t r i c a l l y ,  t h e r e  i s  a  c o l l e c t i o n  o f  s l o t -  
d o t  sequences  i n  q  h a v i n g  form ( A )  o r  (B) ( w i t h  mi r e p l a c e d  by 
m i ,  i = 1 , 2 )  such  t h a t  i f  m i s  p u t  i n  a  s l o t  which is  i n  no 
s E c~?' t h e n  q '  i s  a  ne ighbor  o f  o. To show t h a t  t h e r e  i s  some 
q '  t h a t  i s  a  n e i g h b o r  of  bo th  e  and o r  it s u f f i c e s  t o  show 
t h a t  
(J s does n o t  c o n t a i n  e v e r y  s l o t  of q .  
2 E B;u& 
Suppose bo th  ge and so a r e  of t y p e  ( A ) .  The sequences  
( t h e r e  a r e  a t  most two of them) i n  Be a r e  d o t - d i s j o i n t ,  a s  a r e  
t h e  sequences  i n  CB,. Moreover,  e a c h  h a s  e q u a l l y  many s l o t s  and 
d o t s .  But q h a s  n  s l o t s  and n -  1  d o t s ,  hence i f  ( 1 1 )  i s  f a l s e ,  
t h e r e  i s  some s E gel s ' E such t h a t  s A s '  c o n t a i n s  more d o t s  
-. - - 
t h a n  s l o t s .  But i f  s n s '  c o n t a i n s  5 2 d o t s ,  t h e n  t h e  d o t s  i n  
- -. 
sns '  c o n s t i t u t e  a  common i n t e r v a l  of e  and o r  c o n t r a r y  t o  
- - 
t h e  nondegeneracy of  o. Hence sns '  c o n s i s t s  o f  one d o t ,  b u t  
- - 
t h e n  t h i s  d o t  must be mi = m! f o r  some i and j ,  c o n t r a d i c t i n g  
3 
t h e  hypotheses  t h a t  o  i s  nondegenera te  and m i s  a d m i s s i b l e .  
T h e r e f o r e  we may assume t h a t  a t  l e a s t  one of We, Wo i s  o f  
t y p e  B, s a y  w i t h o u t  l o s s  o f  g e n e r a l i t y  t h a t  go h a s  form B1: 
(13)  Suppose,  by way o f  c o n t r a d i c t i o n ,  t h a t  e v e r y  s l o t  i s  f o r -  
b idden  by sequences  i n  e i t h e r  Wo o r  We. Suppose a l s o  t h a t  
[A1) = [ O  ... m l )  meets t h e  s l o t - d o t  sequence v.  I f  [ A 1 ) n  
(mi ... o] + 4, t h e n  e i t h e r  m l  = m i ,  o r  t h e y  o v e r l a p  i n  2 2  d o t s ;  
t h e  f i r s t  i s  i m p o s s i b l e  because  m i s  a d m i s s i b l e ,  t h e  second 
v i o l a t e s  t h e  assumpt ion  t h a t  o  i s  nondegenera te .  T h e r e f o r e  
t h e  s l o t  immediate ly  t o  t h e  r i g h t  o f  [ 6 1 )  i s  i n  v  and n o t  
f o r e b i d d e n  by We, a  c o n t r a d i c t i o n .  
I f  CB, i s  of t y p e  ( A ) ,  t h i s  means t h a t  ~ ~ ( 6 ~ 1  = ( m 2  ... 0 1 .  
S i n c e  m 2  g! [o ... m i ) ,  it t h e n  f o l l o w s  t h a t  t h e  s l o t  immediate ly  
t o  t h e  Left o f  ( 6 2 ]  i s  n o t  f o r b i d d e n  by <R, o r  Gk& ( A  c o n t r a d i c t i o n )  
u n l e s s  BC ( 6 2 1 .  Now i s  o b t a i n e d  from q by r e a r r a n g i n g  o n l y  
t h e  e l e m e n t s  w i t h i n  B .  L e t  el' be t h e  s u b i n t e r v a l  o f  62 b e g i n n i n g  
with m2 = m + l  and ending with the last element of 8. e" is 
by definition a subinterval of e, and its rearrangement, B", 
in 3 is a neighbor of e", because 2 is a neighbor of n .  More- 
over, mi is the Zast element in the rearrangement B", and by 
definition m is the successor in a of 8". If ( ~ " 1  = 2 then 
8" = en = (m2 ,mi ) and n = a ,  contrary to assumption. Hence 
I B" 1 2 3 and (6" ,m) is a subsequence of a satisfying (iv) , 
whence m is inadmissible, a contradiction. 
If We is of type (B1) , we have by paragraph (1 3) that 
~ c [ y ~ ] U ( 6 ~ ] .  If ~ c _ ( 6 ~ ] ,  then, as above, we find that 
8 s  (62] , which results in the same sort of contradiction. 
The case vc[yll is seen to be symmetric by interchanging 
the roles of a and e. 
Suppose is of type (B2). If mi exists and mi E Ly21 
then n is last in both a and e, contradicting nondegeneracy. 
Therefore if mi exists, v c  (m2 . . . 01 by paragraph (1 3) I hence 
B S(m2 . . . 01 and a contradiction is obtained as before. We 
may therefore assume that mi does not exist, and, symrnetric- 
ally, that ml does not exist. But then m = 1 was last in a, 
so m was inadmissible, a contradiction. 0 
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