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Abst ract - -A  brief mathematical summary ofseveral problems occuring in the propagation a d scattering 
of acoustic waves in the ocean is presented. The problems include the scattering ofacoustic energy from 
random and periodic surfaces as models of the ocean surface and bottom, and the inversion of the sound- 
speed profile using wideband propagated field data. Computational problems in each area are briefly 
discussed. 
I. IMPEDANCE AT A ROUGH WAVEGUIDE BOUNDARY 
In this section we derive a result for the impedance of the coherent acoustic wave at a random 
rough surface. The result is a rational approximation to the impedance in terms of the waveguide 
Green's function, the probability density function (pdf) of surface heights (here assumed to be 
Gaussian), and the spectral function (or correlation function) of the surface. The method is 
perturbative in powers of the surface interaction function. The full details of the calculation can 
be found in Ref. [1]. 
We have sound propagation in a waveguide (W) with an index of refraction which is a 
function of depth, n(z). The upper ocean surface is random, the bottom either flat at z = d or 
located at z = oc. The mathematical problem is thus a random boundary value problem. For 
long-range propagation only the coherent (specularly scattered) wave survives urface interaction 
and, to properly estimate propagation loss, one needs the impedance (or reflection coefficient) 
of this wave at the upper ocean boundary. 
Both G, the full Green's function (or velocity potential) for the problem, and g, the 
waveguide Green's function satisfy the same Helrrdaoltz equation 
0m0,,G(x, x") + k~n2(z)G(x, x") = -~i(x - x") (1.1) 
for a point source at x", where k0 = tO~Co, with tO the circular frequency and Co some reference 
sound speed. Here a,, is the coordinate differential vector operator (a/ax, a/ay, a/az) with 
repeated indices summed from one to three. For our example, g satisfies a Dirichlet boundary 
condition at z = 0 and the same boundary condition at the waveguide bottom as G. In addition, 
on the random surface z = h(x±), x~ = (x, y), the ensemble average of G and its normal 
derivative N are related by the impedance ~q as 
(G(x~, x")) = f xl(x ~ - x',)(N(x;, x")) dx~., (1.2) 
where x~ = [x~, h(x±)] is a point on the surface. In coordinate space the impedance boundary 
condition is nonlocal, but in Fourier transform space the result is local. All integrations in the 
paper extend from -~ to ~. Sometimes this is made explicit. 
Green's theorem applied to G and g in W yields an integral relation for G everywhere in 
W in terms of the surface values of G and its normal derivative. This can be differentiated to 
yield the gradient of G everywhere in W. Both equations can be evaluated on the surface. In 
Fourier transform space the coupled equations for (~ and F,~ related to the vector derivative of 
G are 
½(~(k', k") = (2rr)2B(k~. - k'~)~(k', k;, t') 
f f f f -  , . . . . . . .  - , , ,  (2rr) -4 Pm(k , k:)Am(k± k_, k: dk. - - - k : )G(k  , k " )  dk"  . 
(2~r) -4 f f f f~(k"  k-,t')am(k' k L ,  k .  ' "  - ' "  - , . ~ - " . - k..)Fm(k ,k" )dk"0k . .  (1.3) 
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" ' . . . . . . . .  k " ,  F,,(k, k") = tkm(2"rr)-~(k_ - k~)g(k:, t') 
f f f f  
+ (2rr)-'k'k~ g(k~, k=, t ' )A~(k ' _  - k " ,  k .  - k'.-")G(k"', k") dk'" dk. 
.J 
, ,,,- ,,, 
- Pm(k, k:)Ap(k'_ - k~, k: - k:)Fp(k , k") dk:. (1.4) 
where oa is the Fourier transform of the waveguide Green's function, t = Ik~l, and 
" p , i t P,,(k , k..) = t(k,,± + g,,3k:/2)~,(k~, k:, t'). (1.5) 
Equations (1.3) and (1.4) are exact• An approximate solution can be written in terms of 
a Born expansion to second order in the surface-interaction function 
Am(k) = [~,.3 + k~-*kmJ f exp [ - i k  • xs] dx;, (1.6) 
which describes the modulation in phase experienced by a plane wave striking the rough surface. 
For a gently sloping surface a single surface "interaction" is a good approximation to the 
scattering amplitude• For steeper surfaces with larger rms height and shorter correlation scales, 
multiple interactions become important. 
Keeping terms to second order in the surface interaction means that when we average the 
resulting equations we retain the two most important statistical descriptors of a random surface-- 
the pdf and the correlation function f. For homogeneous statistics the latter is defined by 
0"2f(xl) = (h(x'_)h(x', + x i ) ) ,  (1.7) 
where (r is the rms surface height, and the brackets mean ensemble average• Alternatively, we 
could use the Fourier transform of f ,  S, called the surface spectral function• It can be shown[2] 
that for a Gaussian pdf and homogeneous statistics the ensemble average of any power of the 
surface interaction contains a transverse delta function which expresses the fact that the coherent 
fields are specular. 
With this statistical averaging the Fourier transform of the impedance for the coherent 
wave can be written as a ratio of terms: 
fi(k',) = G2(k', k~)/N2(k', k..'), (1.8) 
where G2 and N2 follow from the ensemble average of the Green's function and its normal 
derivative. The terms are given by 
G2(k', k") = 2g(k;, k"., t') 
- 2i(2"tr) -2 I ~ d13 exp [ -½ o'2~2]gl(k~, , k", t') 
d. .  
• exp  [-½cg(~ 2 + p2)]F(k '_  - k±,  1.1,, p) ,  (1.9) 
where gt and L are integrals over two- and three-waveguide Green's functions, respectively, 
the Gaussians follow from the pdf, and 
F(k , ,  Ix, p) = f f dxi exp [ - i k~ • x,][exp [ -~:~pf (x l ) ]  - 11. (1.10) 
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Similarly, N, can be written as 
N2(k', k:) = 2ik~g(k~, k~', t') 
• gfk':", k':', t') exp [-~cr2(k: - k'.")-']Mfk', k, k~"), (1.11) 
where M is an algebraic factor. 
The computational problem is the evaluation of these multiple integrals for various wave- 
guide Green's functions and spectral functions. In the more general case where we have not 
expanded in powers of the surface interaction, the computational problem is the solution of a 
multidimensional singular integral equation. 
2. SINGLE INTEGRAL EQUATION FOR SCATTERING FROM A ROUGH INTERFACE 
The usual approach to scalar scattering problems at an interface involves the solution of 
coupled surface-integral equations for the values of the field and its normal derivative on the 
surface. These follow from the application of Green's theorem in the regions above and below 
the interface. Examples go by the names of the extended boundary condition[3] and the extinction 
theorem[4-6]. Here we indicate a method of solving the problem by using a single integral 
equation[7]. Other approaches are due to Botten[8], Maystre[9] and Marx[10]. 
Consider the problem of scattering from a rough interface z = h(x, y) = h(x~). A point 
source is located in an upper region V~(z > h) overlying a lower region V2(z < h). The regions 
have different (but constant) wave numbers kj and densities pj ( j  = 1, 2). The Green functions 
Gj for each region satisfy the appropriate Helmholtz equation, and using Green's theorem in 
each region with the corresponding free-space Green's function G O yields the integral relations 
= Gl (x ,  Gt(x', x") 0 ' x") - 
and 
f G°(x , x~)Nl(x., x") dx.L - f N°(x ', x~)Gj(xs, x") dxj_ (2.1) 
f 0 ' X") 0 = [G2(x , x~)N2(x. + N2°(x ', xs)G2(x, x")] dxi. (2.2) 
Here x' is a 3-vector in V~ (i.e. a field point), x" the source point, x, a 3-vector evaluated on 
the surface (surface point) and the N terms are normal derivatives defined by 
N/(xs, x") = n,,(x.)O,,Gj(xs, x"), 
N°(x ',x~) , 0 , = 0 ,,Gj(x, x~)n,,(xd.), 
(2.3) 
(2.4) 
with n,,(x~) = 8,,3 - dinah(x±) a vector in the direction of the surface normal and Ore(Ore±) the 
vector differential operator in three (two transverse) dimensions, respectively. Index notation 
is used, and summation of repeated subscripts from one to three is assumed. Equation (2.2) 
arising from the lower region is often termed the extended boundary condition[3] or extinction 
coefficient[4-6]. Both Eqs. (2.1) and (2.2) are field integral relations. Knowledge of the surface 
values allows Eq. (2.1) to be used to evaluate G~ in the field. 
Before the equations can be used, these surface values must be computed. Continuity 
conditions at the interface are used to relate them. They are 
pG_,(xs, x") = Gz(x, x") --- G(x,  x"), p = P2/Pl, 
N2(Xs, X") = Nl(xs, x") m N(xs, x"). 
(2.5) 
(2.6) 
In the usual coupled-equation formalism, we often let x' approach the surface and account for 
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the jump discontinuity in the double-layer potential. The result is a coupled set of integral 
equations for the surface values of G and N. 
Here we proceed as follows. First, add Eqs. (2.1) and (2.2) and then pass to the surface 
limit to get a single surface-integral equation 
G(x~ x" )= 0 ' x") f 0 , , GI(x~, + [pG_.(x~, x0 - G~(x~, x,)]N(x, x") dr= 
1 f rP~:)(x' x0 - P~t'(x' x0]G(x, x") d r ,  
+2 ~ 
(2.7) 
where the P functions are the principal values of the free-space Green's functions. We still have 
two unknowns, G and N on the surface. Next make the field ansatz that we can write the field 
value of G~ in terms of incident field plus scattered field, the latter written in terms of the 
reflection coefficient R as 
f 
G~(x', x") = G°(x ', x") + J G°(x ', xs)R(x, x") dr_. (2.8) 
This field ansatz is valid everywhere above the surface, so it (a) can be continued to the surface 
to yield G, and (b) differentiated and the result continued to the surface to yield N. Both are 
thus represented in terms of the single unknown function R as 
G(x~ x") o ,, x") , = Gt(x~ + (2 .9)  
N(x~ x") -0 ' x") 1 , = N , (x~,  + 
1 
- - R (x ; ,  x"), (2 .10)  
Z 
0 , X") Gl (x , ,  x~)R(xs, dx.-, 
f Q('(x~, xs)R(x,, x") dx~ 
where ~/0 and Q"~ are analogous to N O and p~l,, 
the first (exterior) variable. With these relations 
derived. It is 
except hat the normal vector is a function of 
a single integral equation of first kind can be 
f 
B(x', x") = J K(x', x.)R(xs, x") dx.-, 
where (schematically) the terms are given by 
(2.11) 
B = pB~ + Bo, 
B,~ f o - o = G2NI dx~, 
Bo = ~ dxi - 
2K = pK~ + Ko, 
K~ = G O - ( G°Q ¢'~ dx"~, 
The computational problem here is reduced to the solution of a single integral equation for the 
reflection coefficient R. To solve the equation, it is necessary to first evaluate the kernel K. An 
analogous ingle integral equation of first kind can be derived for the transmission coefficient 
T. The Dirichlet (p --~ 0) and Neumann (p ~ ~c) boundary value problems are easily recovered. 
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They are, respectively, 
2Bo= f KoRodx and 2B~= f K~R~dx~. 
The computational question comes down to whether it is more efficient o solve coupled 
integral equations or a single integral equation of first kind with accompanying evaluation of 
the kernel. One advantage of the latter is that it immediately provides the reflection coefficient 
R, and this is desired in many problems. Also, this result is for a single interface. For multiple 
interfaces the coupled-equation problem becomes computationally complicated, whereas this 
procedure offers a simple sequential method, which again only has advantage if, for example, 
the overall reflection coefficient from the multilayers i  desired. 
3. SCATTERING FROM A PERIODIC INTERFACE 
We illustrate the formalism for scattering from a periodic interface separating media of 
different densities and sound speeds by using the Green's theorem method previously developed 
for perfectly reflecting surfaces[ 1 1, 12]. The surface value of the field and its normal derivative 
satisfy Floquet periodic conditions in a single-period cell of the surface. Coupled equations for 
the surface fields are derived, as well as two equations for evaluation of the amplitudes of all 
waves above and below the highest surface excursion. The latter include surface modes. The 
equations are exact. No approximations whatever are involved. In particular, the Rayleigh 
hypothesis avoided. Aside from the additional complexity of the coupled equations, questions 
arise as to the most expeditious set of expansion functions for the surface fields. 
Let a plane wave with incidence angle 00 be scattered from a periodic surface z = s(x) 
with period L. The highest surface excursion is z = 0, and its minimum is z = -d .  In the 
region Vj [z t> s(x)] the velocity potential ~ for an acoustic problem or the y-component of the 
electric (magnetic) field for a transverse lectrically (magnetically) polarized electromagnetic 
problem satisfies the Helmholtz equation 
02 02 ) 
7x-' + - -  + k~ ,~(x,  z) = 0, Oy 2 (3.1) 
where kt = 2~r/h~ is the wave number in V~. Above the highest excursion (z /> 0, region A) 
the field solution can be written as the sum of incident plus scattered fields, the latter a 
superposition of outgoing or decaying plane waves 
~JA(X, .~) = exp [ikl(e~oX - 13oZ)1 + ~ A. exp [ i k l (a .x  + 13,,z)], 
n 
(3.2) 
where the summation is from -~ to ~c and 
a~ + 13.: = 1, a. = sin0.,  
+[1 - a;,] -, 
13, = cos0, = +i[a,  ~_ 1] 1'2, 
[0tn[ ~ 1, 
Jo,.I >/1. 
(3.3) 
The periodicity of the reflection coefficient, the ratio of the scattered to the incident fields, 
yields the grating equation 
a,, = ao + mA,  A = h j I L .  (3.4) 
We define an additional useful set of functions, called Bloch functions, by 
G,~,(x, z) = exp [ikl( + - 13,,,z - a,,x)], (3.5) 
CAMWA ii:7/8-I 
760 J. DESANTO 
which we use with Green's theorem below. 
The velocity potential, etc., 0,_ in the region z ~< s(x) satisfies Eq. (3.1) with kt replaced 
by kz. Below the minimum of the surface z ~< - d, the outgoing transmitted field representation 
dJs(x, z) = ~'~ Bp exp [ik:(x~,x + (rpz)], (3.6) 
P 
where 
X~ + cr~ = 1, )<p = sin<b~, 
Xp] I-', 
i[× a - l l '  "~, 
IXp[ ~ 1. (3.7) 
Periodicity of the transmitted field yields Snell's law 
Xp = K-Ictp, K = k2/k~. (3.8) 
We also have a set of transmitted Bloch functions 
H~(x, z) = exp [ikz(+-%z - ×px)]. (3.9) 
We apply Green's theorem to G~, and 0~, where the contour is a single-period cell above the 
surface, and to H e and 02 with a periodic cell below the surface. This yields four equations. 
Continuity of the acoustic pressure and normal velocity at the interface yields the coupled set 
of equations for the surface values of the field ~b(x) and its (scaled) normal derivative N(x), 
too = 
= 
1 fL/2 G+m[ x, S(X)][(~)(X)[~m "~ Q£mS'(X)] -- N(X)] dr, (3.10) 
2LI3o j-t/2 
r (:o ' )  L,: Hq[x, s(x)] (b(x)[(rq + xqs'(x)] + ~N(x)  dr, (3.11) J - L /2  
where p = P2/P~ is the density ratio of the two regions, and two sets of equations for the 
evaluation of the amplitudes given by 
1 ~L/Z Gm[X, S(X)][~)(X)[~m -- OtmS'(X)] Jr- N(x)] d.~ (3.12) 
a~, = 2L I3 , , ,  a-t/2 
and 
f (; , )  u2 Hq[x, s(x)] ~b(x)[crq - XqS'(X)] - ~N(x)  dx. Bq = 2L% a-L/2 (3.13) 
The solution for d~(x) and N(x) from Eqs (3.10) and (3.11) yields the scattered field amplitudes 
from Eqs (3.12) and (3.13). In addition, a flux conservation result can be derived on the 
amplitudes. It is 
~'~ [A.12Re(13.) + oK ~ [Br,[2Re(%) = 13o. 
n p 
(3.14) 
It can be shown that in the limit p ~ 0 we recover the soft or Dirichlet boundary value 
problem ~b(x) = 0; and in the limit p ~ ~ the Neumann or hard boundary value problem 
N(x) = 0 results. For the flat surface only Ao and Bo are nonzero, and these can be analytically 
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derived. They yield the Fresnel reflection and transmission coefficients for a flat interface. We 
note again that the equations contain no approximations whatsoever. 
There are several possible approaches to the computational solution of Eqs. (3.10) and 
(3.11). Direct discretization of the equations i possible and is the most straightforward method. 
A second approach is to expand the Floquet periodic fields in Fourier series, e.g. 
~b(x) = exp (ikffxoX) ~ a,, exp (in2~x/L) (3.15) 
n 
with an analogous expansion for N(x) in terms of unknown coefficients a'. The coupled linear 
equations for a, and a" are then solved. Alternative xpansion methods include a physical optics 
modified Fourier expansion of a type first introduced by us[l 1, 12], 
+(x) = exp [ikj[aoX - 130s(x)]] ~ b. exp (in27rx/L), 
n 
(3.16) 
which has some computational dvantages in perfectly reflecting problems, or, an expansion 
in Bloch functions, e.g. 
~b(x) = ~ c, exp [ik,[a,x - 13,,s(x)]]. (3.17) 
n 
One notable difference between the interface problem and the perfectly reflecting Dirichlet 
or Neumann problems is that in the former it is possible to construct a complete orthonormal 
set of expansion functions from the kernel of the resulting Eq. (3.10). The expansion coefficients 
can then be solved by iteration. For the interface problem, even if two orthonormal expansion 
sets are used in Eq. (3.10), for example, their properties are not useful in Eq. (3.11) since the 
transform kernels are different. 
For two-dimensional surfaces z = s(x, y) the computational problems become more dif- 
ficult. One major casualty of all these schemes is that physical intuition rapidly departs. 
4. SOUND-SPEED PROFILE INVERSION 
An algorithm is presented which enables one to find the depth-dependent sound-speed 
profile from wideband information of the propagated acoustic field at a hydrophone. The 
algorithm is derived by using the Hankel-transform solution of the acoustic equation. The depth- 
dependent mode function is written in travel-length coordinates and satisfies an exact integral 
equation. The latter is solved in WKB-Born approximation, and the result is an integral transform 
between propagated field data and the correction to an initial profile guess. The kernel of the 
transform isevaluated by using asymptotic methods, and an inversion of the transform isdefined 
by using properties of the kernel in various ocean regions. The full details of the problem can 
be found in Ref. [13]. 
For a point source the acoustic field d~(r, z, zs) at range r, receiver depth z and source 
depth zs satisfies the inhomogeneous Helmholtz equation. For sound-speed profiles which are 
depth-dependent it can be represented asa Hankel transform 
k2fc 
+(r, z, zs) = ~ H~o')(kr13)F(z, zs k, 13)13 d13, (4.1) 
where the contour integral is in the upper half of the complex B-plane, and 13 is the separation 
parameter in the Helmholtz equation[14]. In the travel-length coordinate 
";'(,~) = ( :  [n2(2 ') -- 132] 1/2 dg' ,  (4.2)  
J0 
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where n is the index of refraction, the mode function F satisfies the equation 
F" + ×F' + k'-F = -8( ' r  - T,)[d~'/d.7] -1.  (4.3) 
where 
X('r, ~) = [d2,r/dz2][d,r/dz] -z. (4.4) 
The Green function G satisfies Eq. (4.3) with X = 0, and, by using it, F can be written as the 
solution of the integral equation over the waveguide 
F('r, "r,, [3) = G('r, "r,, [3) + :f G('r, "r', [3) [d-'~-'] d2"r' F'('r', %. ~3) dz', (4.5) 
which is solved in Born approximation (F' = G'), and the result substituted into Eq. (4.1). 
The first term in Eq. (4.5) can be combined with 6 to form the reduced data 
k2 fc D(r, z, z,) = ?a(r, z, z,) - ~ H~ol'(kr~3)G("r, r,, [3)[3 d[3, (4.6) 
and the result written as a linear transformation 
D(r, z, z,) = ( K(r, z, z', z,)e(z') dz' ,  (4.7) 
where ~(z) = (d/dz)n2(z) is the profile correction which arises from the first derivative term in 
Eq. (4.3), and K is 
z', zs) = A(k, r) f K(r, Z, 
Jc 
d[3 [31,2 exp (ikr[3)[nZ(z ') - 1321 -t ' '  
d G('r', • G('T, .r', [3) d"r' 'r,, [3), (4.8) 
where 
A(k, r) = [k/~r]3/2132r] -1'2 exp ( - i~ /4) ,  (4.9) 
and where we have used the asymptotic value of the Hankel function. 
The problem then is the asymptotic evaluation of K, its substitution into Eq. (4.7), and 
the inversion of the transform. First, we must choose G and an input profile guess. As a simple 
example, G can be chosen as the "free-space" WKB solution 
l 
G('r, ,'r', [3) = -2i---k [nZ(z') - ~21-"" exp [ikl'r(z) - r(z')l]. (4.10) 
Another example of G is the addition of an image solution to G above, so that the resulting 
Green's function vanishes on the upper ocean surface. The input profile is part of G and, hence, 
K. Analytic properties of the integrand in Eq. (4.8) include branch points at [3 = n(z), n(z,) 
and n(z'). The first two are fixed once source and receiver positions and the input profile are 
chosen. The latter branch point moves as the integration variable in Eq. (4.7) changes. The 
most important branch point is that one which has the lowest value of the index of refraction, 
and this of course depends on the input profile and the region of the desired correction. For 
example, if the minimum index of refraction value for the input profile is n(z'), then 
K(r, z, z', z,) ~ A(k, r ) [ - i /4k]  sgn (z' - z,)B(z', z~)exp [ik~(r, z, z', z,)], (4.11) 
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where 
B(z ' ,  z,) = (2rri/3)[n(z')lnZ(z~) - nZ(z')]l-~J2, (4.12) 
• (r, z, z ' ,  z,) = rn(z')  
+ ~ sgn (z - z')[nZ(z) - n2(z')l 3z2 ~ n2(z) 
_ 2 sgn (z' - z,)[n2(z,) - n2(z')] 3/2" d nZ(zs) . (4.13) 
3 
We can invert the resulting transform Eq. (4.7) by multiplying through by 
k -1'' exp [-ikqb(r, z, 2', zs)] (4.14) 
and integrating over the wave number k (or frequency). The k-integral on the rhs yields a delta 
function in the difference of phase terms q~. The latter can be converted to a delta function in 
z' ,  ~(z' - ~'), so that the z'-integration can be carried out explicitly. The result is the profile 
correction in the specific region proportional to a k-space integral over the reduced data by 
using this "phase surface-transform inversion" 
~(z') -~ f k - l /2D(r ,  z, zs) exp [-ikdP(r, z, z' ,  zs)] dk. (4.15) 
The result uses wideband ata for the inversion. Other examples are to be found in Ref. [13]. 
The computational problems in this example ssentially involve integral approximation schemes 
for treating oscillatory integrands. 
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