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In this paper, we calculate Edgeworth expansion of a test statistic on independence when
some of the parameters are large, and simulate the goodness of fit of its approximation.We
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given, which show that the derived bound is sufficiently small for practical use.
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1. Introduction
There has been a lot of research on Edgeworth expansion of statistics on multivariate statistical inference. For example,
asymptotic expansion of Hotelling’s T 2-statistic was calculated by Kano [1] and Fujikoshi [2]. Some asymptotic expansions
of test statistics aboutMANOVAwere also obtained (see [3–5]). We can check a goodness of fit of these asymptotic formulae
based on Edgeworth expansion by a numerical experiment. However, since numerical experiment is time-consuming, we
can hardly apply it to data analysis. Thus, the evaluation of error bounds without numerical experiments is useful.
There has been some research on error bounds of Edgeworth expansion of some multivariate statistic. For example, an
error bound for asymptotic approximation of the linear discriminant function was calculated by Fujikoshi [6]. Some error
bounds concerning MANOVA are given by Fujikoshi, Ulyanov and Shimizu [7], Fujikoshi and Ulyanov [8] and Wakaki [9].
But there are few useful research results about error bounds, except [9]. In this paper, we calculated high-dimensional
Edgeworth expansion of a test statistic on independence and the error bound, which can be used in practice.
In Section 2, we consider a distribution of a test statistic on independence. In Sections 3 and 4, we calculate Edgeworth
expansion of the test statistic on independence and check its goodness of fit by simulation. In Sections 5 and 6, we calculate
an error bound of Edgeworth expansion and present some examples of error bound using the formula.
2. A test statistic on independence
Let X be a random vector following the p-variate normal distribution Np(µ,Σ), and define:
X =

X (1)
X (2)
...
X (q)
 , µ =

µ(1)
µ(2)
...
µ(q)
 , Σ =

Σ11 Σ12 · · · Σ1q
Σ21 Σ22 · · · Σ2q
...
...
. . .
...
Σq1 Σq2 · · · Σqq
 ,
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where we assume that X (1), . . . ,X (q) are l-dimensional vectors. In this paper, the hypothesis considered is
H0 : Σij = O (i, j = 1, 2, . . . , q; i 6= j) v.s. H1 : not H0.
Let X1, . . . ,Xn be random samples from Np(µ,Σ). Then the likelihood ratio criterion is given by
V = |Σˆ |q∏
j=1
|Σˆjj|
= |A|q∏
j=1
|Ajj|
,
where
A =
n∑
i=1
(Xi − X¯)(Xi − X¯)′, Σˆ = 1nA, X¯ =
1
n
n∑
i=1
Xi,
Ajj =
n∑
i=1
(X (j)i − X¯ (j))(X (j)i − X¯ (j))′, Σˆjj =
1
n
Ajj, X¯ (j) = 1n
n∑
i=1
X (j)i .
When n is large relative to p, an asymptotic expansion based on the formula of Box [10] can be used. Let
ρ = 1− 2(p+ l)+ 9
6n
, M = n− 2(p+ l)+ 9
6
ν2 = 2(p
2 + l2 − pl)+ 15
288
p(p− l), f = 1
2
p(p− l),
then
P(−2ρ log V ≤ x) = Gf (x)+ ν2M2 (Gf+4(x)− Gf (x))+ O(n
−3), (1)
where Gf is the distribution function of chi-square distribution with f degree of freedom. It is known that (1) does not
give very good approximation if p is large. So we consider using the Edgeworth expansion of the null distribution under a
framework
q : fix, n→∞, l→∞, l
n
→ c ∈ (0, 1),
and computable error bound of the derived approximation formula.
3. Edgeworth expansion
It is known that the hth moment of V is given by
E(V h) =
q∏
k=2
(
l∏
j=1
Γ
[ 1
2 (n− (k− 1)l− j)+ h
]
Γ
[ 1
2 (n− j)
]
Γ
[ 1
2 (n− (k− 1)l− j)
]
Γ
[ 1
2 (n− j)+ h
]) ,
(see [3], Chapter 9). By using this formula, the logarithmic characteristic function of− log V can be expanded as
Ψ (t) = log E[e−it log V ] = E[V−it ]
= log
(
q∏
k=2
l∏
j=1
Γ
[ 1
2 (n− (k− 1)l− j)− it
]
Γ
[ 1
2 (n− j)
]
Γ
[ 1
2 (n− (k− 1)l− j)
]
Γ
[ 1
2 (n− j)− it
])
=
q∑
k=2
l∑
j=1
(
logΓ
[
n− (k− 1)l− j
2
− it
]
+ logΓ
[
n− j
2
]
− logΓ
[
n− (k− 1)l− j
2
]
− logΓ
[
n− j
2
− it
])
=
∞∑
s=0
κ (s)
s! (it)
s,
where
κ (s) =
q∑
i=2
(
ψ
(s−1)
l
(
n− 1− (q+ 1− i)l
2
)
− ψ (s−1)l
(
n− 1
2
))
.
1808 T. Akita et al. / Journal of Multivariate Analysis 101 (2010) 1806–1813
Here
ψ (s)q (α) :=
q∑
j=1
ψ (s)
(
α − j− 1
2
)
and ϕ(s) is the polygamma function defined by
ψ (s)(a) =
(
d
da
)s+1
logΓ [a] =

−C +
∞∑
k=0
(
1
1+ k −
1
k+ a
)
(s = 0)
∞∑
k=0
(−1)s+1s!
(k+ a)s+1 (s = 1, 2, . . .),
where C is the Euler constant. Let
T = − log V − κ
(1)
(κ (2))s/2
and denote the standardized cumulant as
κ˜ (s) = κ
(s)
(κ (2))1/2
(s = 3, 4, . . .).
Then upper bounds for the standardized cumulants are given in the following lemma.
Lemma 3.1. The following inequalities for the cumulants hold.
2 log
n
n− (q− 1)l < κ
(2) < 2 log
(
n− 32 l+ 12
) (
n− l+ 12
)(
n− (q+ 12 ) l+ 12 ) (n+ 12 )
κ (3) <
4
l
{
log
(
n− 32 l+ 12
) (
n− (q− 12 ) l+ 12 )(
n− 12 l+ 12
) (
n− (q+ 12 ) l+ 12 ) − (q− 1)l
2(
n+ 12
) (
n− l+ 12
)}
κ (s) <
2s−1(s− 4)!
l

(
1
n− 12 l+ 12
)s−3
−
(
1
n− 32 l+ 12
)s−3
−
(
1
n− (q− 12 ) l+ 12
)s−3
+
(
1
n− (q+ 12 ) l+ 12
)s−3
+2s−1(s− 3)!(q− 1)

(
1
n+ 12
)s−2
−
(
1
n− l+ 12
)s−2 (s ≥ 4).
Letm, b0, and bs (s = 1, 2, . . .) be defined by
m = n−
(
q+ 12
)
l+ 12
2
(κ (2))1/2,
b0 = n−
(
q+ 12
)
l+ 12
3l
(κ (2))−1
{
log
(
1+ (q− 1)l
2(
n− 12 l+ 12
) (
n− (q+ 12 ) l+ 12 )
)
− (q− 1)l
2(
n+ 12
) (
n− l+ 12
)} ,
bs = 2
(
n− (q+ 12 ) l+ 12 )
(s+ 3)(s+ 2)(s+ 1)sl (κ
(2))−1{
1−
(
n− (q+ 12 ) l+ 12
n− 12 l+ 12
)s
−
(
n− (q+ 12 ) l+ 12
n− 32 l+ 12
)s
+
(
n− (q+ 12 ) l+ 12
n− 12 l+ 12
)s}
+ 2(q− 1)(κ
(2))−1
(s+ 3)(s+ 2)(s+ 1)

(
n− (q+ 12 ) l+ 12
n+ 12
)s+1
−
(
n− (q+ 12 ) l+ 12
n− l+ 12
)s+1 .
With using Lemma 3.1, we can check that bs is bounded andmbecomes large if n and l become large.
Lemma 3.1 gives a bound for the standardized cumulant,
0 < κ˜ (s) < s!m−(s−2)bs−3 (s = 3, 4, . . .). (2)
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Table 1
The reject probability of 95% point based on expansion (n = 40).
q l Chi Nor
2
2 4.367 4.827
3 4.430 5.117
4 4.018 4.914
5 3.893 4.987
3
2 4.205 4.948
3 4.021 5.118
4 3.550 5.011
5 3.171 5.027
4
2 3.803 4.869
3 3.446 4.974
4 2.932 4.861
5 2.645 4.901
(Remark) Chi means Box’ formula and Nor means Edgeworth approximation.
The characteristic function of T can be expanded as
ϕ(t) = E[exp(itT )] = exp
{
− t
2
2
+
∞∑
s=3
κ˜ (s)
s! (it)
s
}
= e−t2/2
1+ ∞∑
k=1
(it)3k
k!
( ∞∑
s=0
κ˜ (s+3)
(s+ 3)! (it)
s
)k
= e−t2/2
{
1+
∞∑
k=1
(it)3k
k!
∞∑
j=0
γk,j(it)j
}
,
where
γk,j :=
∑
s1+···+sk=j
κ˜ (s1+3) · · · κ˜ (sk+3)
(s1 + 3)! · · · (sk + 3)! .
The inequality (2) leads that γk,j = O(m−(j+k)). Therefore let
ϕs(t) = e−t2/2
{
1+
s∑
k=1
(it)3k
k!
s−k∑
j=0
γk,j(it)j
}
, (3)
then it holds that
ϕ(t) = ϕs(t)+ O(m−(s+1)) (m→∞).
Inverting (3), we obtain the Edgeworth expansion of the null distribution of the standardized test statistic T up to the order
O(m−s) as
Qs(x) = Φ(x)− φ(x)
{
s∑
k=1
1
k!
s−k∑
j=0
γk,jh3k+j−1(x)
}
,
where Φ and φ are the distribution function and the probability density function of the standard normal distribution,
respectively, and hr(x) is the r-th order Hermite polynomial defined by
φ(x)hr(x) = (−1)r d
r
dxr
φ(x).
4. Numerical experiment
Here we show a simulation study which comparing our formula and Box’s formula. The upper probability of nominal
upper 5% point of Cornish–Fisher expansions based on Edgeworth expansion and Box’s formula were derived from
simulation and given in Tables 1 and 2. We can see that the goodness of fit of normal approximation is better than Box’s
approximation in many case.
But deriving the goodness of fit of normal approximation from simulation is very hard and we have a lot of time to do it.
Thus, it is useful to make the formula of an upper bound of the error of the Edgeworth approximation.
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Table 2
The reject probability of 95% point based on expansion (n = 60).
q l Chi Nor
2
2 4.615 4.917
3 4.531 4.978
4 4.453 5.019
5 4.213 4.933
3
2 4.526 5.024
3 4.305 5.058
4 3.996 4.922
5 3.816 5.013
4
2 4.230 4.916
3 3.913 4.884
4 3.637 4.988
5 3.448 5.080
5. Error bound
Using the inverse Fourier transformation, we obtain a uniform bound for the error of the Edgeworth expansion as
sup
x
|P(T ≤ x)− Qs(x)| ≤ 12pi
∫ ∞
−∞
∣∣∣∣ϕ(t)− ϕs(t)t
∣∣∣∣ dt
≤ 1
2pi
(I1[v] + I2[v] + I3[v]),
where
I1[v] =
∫ mv
−mv
∣∣∣∣ϕ(t)− ϕs(t)t
∣∣∣∣ dt,
I2[v] =
∫
|t|>mv
∣∣∣∣ϕs(t)t
∣∣∣∣ dt, I3[v] = ∫|t|>mv
∣∣∣∣ϕ(t)t
∣∣∣∣ dt
with some positive constant v < 1.
First we derive a bound for I1[v]. Let
L1[v] :=
11v
2 − 15v + 6
36v2
+ (1− v)
3
6v3
log(1− v) (0 < |v| < 1)
0 (v = 0)
L2[v] :=
3v − 24v − (1− v)
2
2v2
log(1− v)− v
6
(0 < |v| < 1)
0 (v = 0).
Then it is easily checked that L1[v] and L2[v] can be expanded as
L1[v] =
∞∑
s=1
1
s(s+ 1)(s+ 2)(s+ 3)v
s, L2[v] =
∞∑
s=1
1
(s+ 1)(s+ 2)(s+ 3)v
s+1.
So B[v] :=∑∞s=0 bsvs can be expressed as
B[v] = b0 + 2
(
n− (q+ 12 ) l+ 12 )
lκ (2)
{
L1[v] − L1
[(
n− (q+ 12 ) l+ 12
n− 12 l+ 12
)
v
]
− L1
[(
n− (q+ 12 ) l+ 12
n− 32 l+ 12
)
v
]
+ L1
[(
n− (q+ 12 ) l+ 12
n− 12 l+ 12
)
v
]}
+ 2(q− 1)
κ (2)
{
L2
[(
n− (q+ 12 ) l+ 12
n+ 12
)
v
]
− L2
[(
n− (q+ 12 ) l+ 12
n− l+ 12
)
v
]}
.
Let
Rk,l = v−l
{
(B[v])k −
l−1∑
j=0
( ∑
s1+···+sk=j
bs1 · · · bsk
)
vj
}
.
Note that the second term in the above braces is the Taylor expansion of (B[v])k up to the order vl−1.
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Then if |t| ≤ mv,
1
|t| |ϕ(t)− ϕs(t)| ≤ exp
(
− t
2
2
) s∑
k=1
1
k! |t|
3k−1
∞∑
j=s−k+1
( ∑
s1+···+sk=j
bs1 · · · bsk
)
m−(j+k)|t|j
+
∞∑
k=s+1
1
k! |t|
3k−1
( ∞∑
j=0
bjm−(j+1)|t|j
)k
= exp
(
− t
2
2
){ s∑
k=1
1
k! |t|
3k−1m−k
( |t|
m
)s−k+1
Rk,s−k+1
[ |t|
m
]
+
∞∑
k=s+1
1
k! |t|
3k−1m−k
(
B
[ |t|
m
])k}
≤ m−(s+1) exp
(
− t
2
2
){ s∑
k=1
1
k! |t|
s+2kRk,s−k+1[v] + 1
(s− 1)! |t|
3s+2(B[v])s+1 exp (t2vB[v])} .
Integrating the last expression, we obtain a bound for I1[v]:
I1[v] ≤ U1[v] := 2ms+1
{
s∑
k=1
Rk,s−k+1[v]
k!
∫ mv
0
ts+2ke−t
2/2dt + (B[v])
s+1
(s+ 1)!
∫ mv
0
t3s+2e−t
2cv/2dt
}
,
where
cv = 1− 2vB[v].
Note that U1[v] = O(m−(s+1)) if cv > 0 since
2
∫ mv
0
tke−cv t
2/2dt =
( cv
2
)−(k+1)/2 ∫ mv
0
(
t2
2
cv
)(k−1)/2
exp
(
− t
2
2
cv
)
(tcv)dt
=
( cv
2
)−(k+1)/2 ∫ m2c2v /2
0
s(k−1)/2e−sds <
( cv
2
)−(k+1)/2
Γ
[
k+ 1
2
]
.
More simple, but a little loose upper bound for I1[v] is given by
U˜1[v] := 1ms+1
{
s∑
k=1
Rk,s−k+1[v]
k!
(
1
2
)− s+2k+12
Γ
[
s+ 2k+ 1
2
]
+ (B[v])
s+1
(s+ 1)!
( cv
2
)− 3s+32
Γ
[
3s+ 3
2
]}
.
Next we consider I2[v], which is represented as
I2[v] = 2
{∫ ∞
mv
exp
(
− t
2
2
)
t−1dt +
s∑
k=1
1
k!
s−k∑
j=0
γk,j
∫ ∞
mv
exp
(
− t
2
2
)
|t|3k+j−1dt
}
.
The integrals included in I2[v] are not difficult to compute. For positive constant a,
2
∫ ∞
mv
tke−at
2
dt = a−(k+1)/2
∫ ∞
m2v2a
s(k−1)/2e−sds
is the incomplete gamma function. There are several algorithms to compute it. Using the above formula,
2
∫ ∞
mv
tk exp
(
− t
2
2
)
dt = 2
∫ ∞
mv
tk exp
(
− t
2
2
(1− c + c)
)
dt
< exp
(
−m
2v2
2
(1− c)
)( c
2
)−(k+1)/2
Γ
[
k+ 1
2
]
,
where 0 < c < 1. So we obtain a simple upper bound for I2[v] as
I2[v] < U2[v] := exp
(
−m
2v2
2
(1− c)
){
1+
s∑
k=1
1
k!
s−k∑
j=0
γk,j
( c
2
)−(3k+j)/2
Γ
[
3k+ j
2
]}
.
We note that U2[v] = O(exp(−m2v2(1− c)/2)) (m→∞) for fixed v (0 < v) and c (0 < c < 1).
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Finally we derive a bound for I3[v]. The characteristic function of T is given by
ϕ(t) = E [exp (itT )] = E
[
exp
(
it
(− log V − κ (1)
(κ (2))1/2
))]
= exp
(
−it κ
(1)
(κ (2))1/2
)
E
[
exp
(
−i
(
t
(κ (2))1/2
)
log V
)]
= exp
(
−it κ
(1)
(κ (2))1/2
) q∏
k=2
l∏
j=1
Γ
[ 1
2 (n− (k− 1)l− j)− it˜
]
Γ
[ 1
2 (n− j)
]
Γ
[ 1
2 (n− (k− 1)l− j)
]
Γ
[ 1
2 (n− j)− it˜
] ,
where t˜ = (κ (2))−1/2t . It is known that∣∣∣∣Γ [x+ yi]Γ [x]
∣∣∣∣2 = ∞∏
k=0
{
1+ y
2
(x+ k)2
}−1
for any real number x, y (x > 0). Since if A < B
log
{
1+ t
2
(A+ x)2
}
− log
{
1+ t
2
(B+ x)2
}
is a decreasing function of x > 0,
log |ϕ(t)| = −1
2
q∑
k=2
l∑
j=1
∞∑
m=0
log
1+ t˜2(
n−(k−1)l−j
2 +m
)2
− log(1+ t˜2( n−j
2 +m
)2
)
< −1
2
q∑
k=2
l∑
j=1
∫ ∞
0
log
1+ t˜2(
n−(k−1)l−j
2 + x
)2
− log(1+ t˜2( n−j
2 + x
)2
) dx
= −1
4
q∑
k=2
l∑
j=1
∫ n
n−(k−1)l
log
(
1+ 4t˜
2
(ξ − j)2
)
dξ
< −1
4
q∑
k=2
∫ l+1
1
∫ n
n−(k−1)l
log
(
1+ 4t˜
2
(ξ − η)2
)
dξdη < −1
8
l2(q− 1)q log
(
1+ 4t˜
2
n2
)
.
Hence
I3[v] <
∫ ∞
mv
2
t
(
1+ 4t
2
κ (2)n2
)− 18 l2(q−1)q
dt
= 4
m2
∫ ∞
1+2v2
(s− 1)−1s− 18 l2(q−1)qds = 4
m2
∫ ∞
1+2v2
∞∑
k=0
s−
1
8 l
2(q−1)q−kds
= 4
m2
1
1
8 l
2(q− 1)q (1+ 2v
2)−
1
8 l
2(q−1)q
∞∑
k=0
(1+ 2v2)−k
= 32
m2l2(q− 1)q (1+ 2v
2)−
1
8 l
2(q−1)q
(
1+ 2v2
2v2
)
=: U3[v].
The result obtained here is summarized in the following theorem.
Theorem 5.1. Let T be the standardized statistic and Qs be the Edgeworth expansion of the distribution function of T up to the
order O(m−s). Then
sup
x
|P(T ≤ x)− Qs(x)| ≤ 12pi (U1[v] + U2[v] + U3[v]).
More simple bound is obtained by using U˜1[v].
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Table 3
The error bound for s = 2 and n = 30.
l \ q 3 4 5
5 0.0372881 0.0115568 0.174957
6 0.0209698 0.0119735 ∗ ∗ ∗
7 0.0114070 ∗ ∗ ∗ ∗ ∗ ∗
(Remark) ‘∗ ∗ ∗’ meansm < 0.
Table 4
The error bound for s = 2 and n = 50.
l \ q 3 4 5 6
5 0.0519728 0.0109206 0.00330156 0.0014283
8 0.0063195 0.0015277 0.00222803 ∗ ∗ ∗
10 0.0026110 0.0095999 ∗ ∗ ∗ ∗ ∗ ∗
12 0.0021999 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
(Remark) ‘∗ ∗ ∗’ meansm < 0.
6. Example of error bound
In this section, we show some tables of error bound.
In the case of s = 2, ϕs(t) becomes
ϕ2(x) = exp
(
− t
2
2
){
1+ 1
6
κ˜ (3)(it)3 + 1
72
(κ˜ (3))2(it)6 + 1
24
κ˜ (4)(it)4
}
.
Hence U2[v] is
U2[v] = exp
(
−m
2v2
2
(1− c)
){
1+ γ1,0
( c
2
)−3/2
Γ
[
3
2
]
+ γ1,1
( c
2
)−2
Γ [2] + 1
2
γ2,0
( c
2
)−3
Γ [3]
}
.
U˜1[v] is given by
U˜1[v] = 1m3
{
R1,2[v]
( 1
2
)−5/2
Γ
[ 5
2
]+ 12R2,1[v] ( 12 )−7/2 Γ [ 72 ]+ 16 (B[v])3 ( cv2 )−9/2 Γ [ 92 ]} ,
where
R1,2[v] = 1
v2
(B[v] − b0 − b1[v]), R2,1[v] = 1
v
{(B[v])2 − b20}.
Although we can minimize the bound given in Theorem 5.1 numerically, it is sufficient to calculate the bounds at
v = 0.05, 0.10, . . . , 0.95
and choose the minimum for actual use. Tables 3 and 4 give the bound
BOUND = min
v=0.05,0.10,...,0.95
1
2pi
(U˜1[v] + U2[v] + U3[v])
for
n = 30, (q, l) = (3, 5), (3, 6), (3, 7), (4, 5), (4, 6), (5, 5)
and
n = 50, (q, l) = (3, 5), (3, 8), (3, 10), (3, 12), (4, 5), (4, 8), (4, 10), (5, 5), (5, 8), (6, 5).
We did not carried out experiments for (q, l) such thatm is not positive because the Edgeworth expansion is valid whenm
is large. We can see that the bound is enough to use if q is large as compared with lwhen n = 50.
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