Here we study a family of plane birational mappings f a,b which was introduced in [BMR] in connection with infinite discrete symmetries in two-dimensional lattice statistical mechanics models. This family has been studied further by several authors, including the works [BHM1] and [A1-3] . These papers identify a number of properties, largely obtained from numerical investigations, and raise a number of questions. First among these (cf [BV] ) is: How do the degrees of the iterates f n a,b = f • · · · • f grow as n → ∞? They found that for generic values of a and b, the degree growth is asymptotically ρ n with ρ ∼ 2.1479. They also observed some values of a and b for which the growth rate appeared to be smaller. When the parameters a and b are both real, f a,b defines a birational map of R 2 . The second line of inquiry pursued by these authors was driven by a desire to understand aspects of the dynamics of the family of real mappings f a,b . This paper re-examines these mappings and these questions. Earlier, in [BD1] , we made a related study. That paper involved a family which is birationally equivalent to the the sub-family f a,0 , corresponding to b = 0. The degree growth of that family for generic a is given by the golden mean φ ∼ 1.61. Each mapping f a,0 has a parabolic fixed point in the non-wandering set, and is thus not hyperbolic. In [BD1] we analyzed mappings f a,0 with (maximal) entropy equal to log φ. We showed how, when the entropy is maximal, complex methods could be used in lieu of hyperbolicity. We showed (1) that the non-wandering set is the complement of the parabolic basin, and (2) that the restriction to the non-wandering set was essentially conjugate to the golden mean sub-shift.
In this paper we address the general case b = 0. To illustrate one of these mappings, we have drawn in Figure 0 .1 the unstable manifold W s (p) of a saddle point p for f a,b with a = −2, b = 1. This is presented in coordinates (ρ, θ), which are obtained from the usual polar coordinates (r, θ) by setting ρ = 2 π arctan r. Thus the disk {ρ < 1} corresponds to R 2 , and {ρ = 1} is the circle at infinity. The intersection W s (p) ∩ W u (p), as seen in the right half of this figure, suggests a large set of homoclinic points and leads us to expect that f will have interesting behavior. One difference between the cases b = 0 and b = 0 may be seen by contrasting the pinching at infinity in Figures 0.1 and 0.2. These two cases also exhibit different expansion/entropy, which is reflected in the lengths of the curves, since in both cases what is drawn is f 9 I, where I is an arc which crosses the disk once. A central strategy in this paper is to look at the action of f a,b on one-dimensional objects, both real and complex. On the complex side, one associates to any compact complex manifold X its Picard group Pic(X ), which is the set of divisors on X modulo linear equivalence. A rational map between compact complex surfaces induces linear pullback and pushforward actions f * , f * on Pic(X ). In §1 our primary concern is to construct a complex surface X on which the property (f * ) n = (f n ) * holds. To do this we follow the method of [BTR] and [DF] and blow up the orbits of exceptional curves.
In §2, we compute the action f * on Pic(X ), and we verify (Theorem 2.1) that for generic parameters a, b ∈ C the degree growth rate is exponential and given by ρ ∼ 2.1479, which is the largest root of the polynomial x 3 − x 2 − 2x − 1. When the parameters a and b are real, the set X R := R 2 ⊂ X is an f -invariant compact real 2-manifold. In §3 we discuss the topology of X R . This leads us to a useful combinatorial device (the "dynamic hexagon" in Figure 3 .3) for analyzing the real dynamics of f .
In §4 we identify two classes of real arcs in X R on which the actions of f and f −1 may be analyzed combinatorially. Using combinatorial analysis and complex intersection theory, we show that these real actions are essentially equivalent to the complex actions f * and f * . Pushing our analysis further in §5, we define a 'coding map' c : Ω → Σ F from an f -invariant set Ω ⊂ X R onto a subshift Σ F of finite type. In §6 we show that the complement of Ω in X R is the basin of infinity.
One of our goals is to make the connection between the real and complex dynamics of f . Our conclusion is that when a < −1, b = 0, the real and complex dynamics are essentially the same. We show in Theorem 6.4 that all homoclinic points are real: if W s C and W u C are complex stable manifolds of a real saddle point, then
In §7 we apply some results from the theory of birational dynamics of compact complex surfaces. In particular, the general theory gives the existence of a canonical invariant measure µ. In Theorem 7.1, we show that µ is carried by Ω ⊂ R 2 . Then, we show (Theorem 7.2) that the pushforward c * µ is the unique measure of maximal entropy on Σ F . §1. Family of Examples: Regularization of the Generic Map. The mappings we consider are of the form f = τ • σ, where
τ (x, y) = (x, bx + a + 1 − y).
(1.1)
We note that σ and τ are involutions, which is to say that σ • σ and τ • τ are well defined and equal to the identity on a dense open subset of the plane. Thus f is birational, and
we see that f maps C 2 −(X ∪Y ) into C 2 , and sends C 2 −(X ∪Y ∪C) biholomorphically onto its image. Our goal in this section will be to construct a complex surface compactifying C 2 in a manner compatible with the dynamics of f . We begin by extending f to a birational map of P 2 via the imbedding C 2 ∋ (x, y) → [x : y : 1] ∈ P 2 . We write the line at infinity as L ∞ = {[x : y : z] ∈ P 2 : z = 0}, and thus
Using this identification of C 2 as a subset of P 2 , the maps σ and τ may be rewritten in homogeneous coordinates as
It follows that τ is invertible and holomorphic on P 2 . On the other hand, σ is undefined at the points of indeterminacy If V is a complex curve, then we will denote the proper transform of V with respect to f and f −1 by
Given a divisor D we let f * D denote the pullback (i.e. total transform) of D. This is constructed as follows. Let U ⊂ P 2 − I(f ) and U ′ ⊃ f (U ) be open sets and ϕ be a meromorphic defining function for
is always a non-negative linear combination of components of C(f ). With these conventions, we have f (L ∞ ) = L ∞ and more precisely
The qualitative behavior of f on P 2 is pictured in Figure 1 .1. The curves X, Y , and C are all mapped to points and are thus said to be exceptional curves for the mapping f . The exceptional curves are denoted by heavy lines. The points of intersection of any two of these exceptional curves are points of indeterminacy. These points are marked as dots with circles around them. The exceptional curves map as follows:
The image points f (C) and f (X) are marked as dots.
We recall the following result from [DF] (also see [FS] ).
Either of these statements is equivalent to the corresponding statement with f −1 replacing f .
It was shown in [DF] that the equivalent conditions in Theorem 1.1 can always be arranged to hold by a blowup procedure. In the present context, Figure 1 .1 makes clear that f (Y ) and f 2 (X) are both points in I(f ). So we lift our map f : P 2 → P 2 to a new manifold X , which we construct in two steps. For the first step, we start with P 2 and blow up the three points B = {[1 : 0 : 0], [1 :
Blowing up gives us a 2-dimensional manifoldP 2 and a holomorphic projection π :P 2 → P 2 such that π :P 2 − π −1 B → P 2 − B is a biholomorphic mapping. We identify curves Γ ⊂ P 2 with their proper transforms π −1 (Γ) ⊂P 2 . In Figure 1 .2, we let V 0 , V 1 , C 1 is denoted by a dot in V 5 . We changed the names of the strict transform curves to emphasize the fact that they are now considered inP 2 rather than in
InP 2 the curve V 1 is mapped to the indeterminate point C + 1 ∩ V 2 , so we blow up this point, too. We call the resulting surface X and continue to let π : X → P 2 denote projection back to P 2 . We let V 3 denote the new exceptional fiber of π. The manifold X is described by Figure 1 .3. The map f : X → X , has only two exceptional curves C + 0 and C + 1 and two points of indeterminacy:
To describe the behavior of f on V 0 ∪ . . . ∪ V 5 , we introduce a complex coordinate t j on each V j : V 0 is parametrized by its intersection with lines of the form {y = t 0 x}. V 1 is parametrized by its intersection with lines of the form {y = t 1 }. V 2 is parametrized by its intersection with lines of the form {x = t 2 }. V 3 is parametrized by its intersection with conics of the form {(y − 1)(x − 1) = t 3 }. V 4 is parametrized by its intersection with lines of the form {y = t 4 }. V 5 is parametrized by its intersection with lines of the form {y = bx + t 5 }. Each V j , j = 1, consists of points at infinity. For instance, the point t 0 in V 0 is the limit as s → ∞ of the point (s, st 0 ). The point t 3 ∈ V 3 is the limit as s → ∞ of (1 + s −1 t 3 , 1 + s), etc. The action of f on the varieties V j is given as follows:
The two exceptional curves are C Next we follow C
Since there is no point of indeterminacy in V 3 , the only way that the orbit of C + 1 can reach I is if f 2n+1 (C + 1 ) = (0, 0). Now we know, tracking V 1 → V 3 → V 1 in the t 1 and t 3 coordinates above, that f 2 maps V 1 to itself by (0, y) → (0, y + a − 1). Thus we have f 2n+1 (C + 1 ) ∈ I exactly when
If a satisfies neither (1.3) nor (1.4), then the forward orbit of an exceptional curve never encounters a point of indeterminacy. So by Theorem 1.1, (f n ) * = (f * ) n for all n ∈ Z. §2. Action of the Pullback on Divisors. We say that two divisors D 1 and D 2 are linearly equivalent if D 1 − D 2 is the divisor of a rational function. We let Pic(X ) (the Picard group) denote the set of divisors on X modulo linear equivalence. In P 2 all lines are equivalent, and Pic(P 2 ) is generated by the equivalence class of a line. The operation of blowing up a point increases the dimension of Pic(X ) by one, so Pic(X ) has dimension 5. In fact, V := {V j : 1 ≤ j ≤ 5} defines a basis of Pic(X ).
The action of f on the various curves V j is summarized in (1.2) and Figure 1.3. Since both C + 0 and C + 1 are critical with multiplicity one, we see:
Pullback preserves linear equivalence among divisors, so (2.1) serves to define f * as a linear map of the Picard group. In order to find the matrix for f * relative to V, let us consider the pullback map π * : Pic(P 2 ) → Pic(X ). We let L ∈ Pic(X ) be the class obtained by pulling back a generic line in P 2 . In order to determine π * C + 1 , we consider the composition π = π 1 • π 2 , with π 1 :P 2 → P 2 and π 2 : X →P 2 . For any curve C, the difference π * C − π −1 (C) is a sum of exceptional fibers that map to C. Hence
Likewise
and 2L are linearly equivalent in P 2 , we conclude that
Similarly, we find in terms of the basis V. Then from (2.1-2.3) we can find the matrix for f * relative to V. The result is
The characteristic polynomial of f * is
Theorem 2.1. Let a, b ∈ C, b = 0 be given, and suppose that (1.3) and (1.4) do not hold. Then the asymptotic degree growth rate for f is given by the largest root ρ ∼ 2.1479 of the polynomial (2.5).
Proof. Let · denote any norm on Pic(X ) and f n * be the corresponding operator norm of f n * . By Theorem 1.1 and our hypothesis on a and b, we have (f n ) * = (f * ) n . Hence the quantity lim n→∞ f n * 1/n is equal to the spectral radius ρ of the matrix (2.4). On the other hand, this quantity is independent of birational changes of coordinate, and on P 2 it is equal to the growth rate of the degree of f n .
Now we consider the intersection product on Pic(X ). The intersection number (see [GH, ) of distinct irreducible curves, written D 1 · D 2 , is simply the number of set-theoretic intersections counted with multiplicity. The self-intersection D · D of a line in P 2 is +1, and the self-intersection of the exceptional fiber of a blowup is −1. The self-intersection of a curve D decreases by one every time we blow up a smooth point on D.
The intersection number depends only on the classes in Pic(X ) of the divisors concerned. Relative to V, the intersection form for Pic(X ) has matrix
The curves V 0 and V 1 are invariant under f * , and one can check that the same is true of the (intersection) orthogonal complement
, and it will be particularly convenient to perform subsequent computations using these three curves as a basis. Relative to this basis, f * has the form
Recall that f and f −1 are conjugate via τ and that in particular,
, and with respect to this alternative basis f * , too, has matrix (2.7). Finally, let us give the intersection matrix relative to these two bases. If
. Real Mappings and their Compactifications. Here we review the results of the construction of X in §1, now restricting to real parameters, and considering the action of f on real points. We consider R 2 as a subset of P 2 , using the same imbedding R 2 ∋ (x, y) → [x : y : 1] ∈ P 2 as before. Let R 2 denote the closure of R 2 in P 2 . It follows that the intersection with the line at infinity is the circle R 2 ∩ L ∞ = {[x : y : 0] = [−x : −y : 0] : x, y ∈ R}, and R 2 is a real analytic submanifold of P 2 which is naturally identified with the real projective plane. We have pictured the real projective plane on the left hand side of Figure 3.2; it is represented as a closed disk with opposite sides identified in the fashion indicated by the arrows. The boundary of the disk is the circle V 0 ∩ R 2 , which we have drawn as a hexagon so that each side contains one of the points that must be blown up to obtain X . In addition, we have included the intersection of R 2 with the sets X, Y , C from Figure 1 .1, as well as three points at infinity. Now let X R denote the closure of R 2 inside X . The complex manifold X was constructed by blowing up four points over R 2 ∩ L ∞ . We recall that blowing up a point in a real surface amounts topologically to replacing the point with a cross-cap, as pictured in Figure 3 .1. Take [1 : b : 0], for instance. Blowing up this point has the effect of 'inserting' two segments into the hexagon on the left side of Figure 3 .2. These appear in the right side of the figure labeled as V 5 . Note that the identification between them is opposite that of the surrounding points in V 0 ∩ X R . Each of the other blowups likewise modifies the hexagon: opposing pairs of segments labeled V j , j = 2, 3, 4 are also added at infinity and identified in a manner counter to that of the surrounding points. Since adding two cross-caps is the same as adding a handle, we find that X R is homeomorphic to the real projective plane with two handles attached, and the first homology group is The sets V 0 ∩ R 2 and V 2 ∩ R 2 will play an unimportant role in our subsequent discussion. We remove them and rewrite X R − (V 0 ∪ V 2 ) as the "dynamic hexagon" in Figure  3 .3. The vertices of this hexagon represent the points of V 0 ∪ V 2 which were removed. The opposite sides of the hexagon are identified as in Figure 3 .2. The dotted arrows indicate the direction in which points in V j , j = 1, 3, 4, 5, move under f 2 for the parameter range a < −1, b > 0. The critical locus and its forward image are also shown. In the sequel we will see how dynamical behavior may be deduced from this drawing.
The construction of X R in the case b = 0 is slightly different. In this case, the picture on the left half of Figure 3 .2 will be a rectangle, since the sides corresponding to [1 : b : 0] and [1 : 0 : 0] will be the same. The picture on the right hand half will similarly be altered by the elimination of V 5 . In [BHM2] it was shown that f a,b is birationally conjugate to the map g a = (y(x + a)/(x − 1), x + a − 1) when b = 0. This simpler form was used to study f a,0 in [ A1-7] and in [BD1] . The torus compactification of R 2 is natural for g a for generic a. It is interesting to compare the differences between the stable/unstable laminations of f −2,0 in X R , as shown in Figure 0 .2, and in the torus compactification, as shown in Figure  9 of [BD1] . §4. Combinatorics of Real Curves. In this section we begin our discussion of the dynamics of f for real parameters a, b. The goal will be to find families of real curves on which the action of the real map f −1 : X R → X R mimics that of the pullback action f * : Pic(X ) → Pic(X ). Our analysis begins with the invariant curves V j , j = 1, 3, 4, 5. While these curves are "properly invariant" in the sense that f 2 (V j ) = V j , they are not "totally invariant" in the sense of pushforward. Rather, we have
In contrast, the curves V 0 and V 2 are invariant in both senses and will play no role in our analysis. For each j = 1, 3, 4, 5, we declare E s j , E u j ⊂ V j ∩ X R to be the smallest closed intervals such that
In particular, For the rest of this paper we will assume that To describe the action of f , we let R ± j , j = 1, . . . , 7, denote the connected components of
(4.5)
To each region R + j we associate the family of js-arcs, which join suitable pairs of intervals E Similar reasoning shows that Proposition 4.1 remains valid if we replace "f −1 " by "f " and "js-arc" by "ju-arc."
If γ is an arc in X R , we use the notation s(γ) = (n 1 , n 2 , n 3 , n 4 ) to mean that γ contains n j distinct subarcs of type js. We interpret the word 'distinct' very strongly here, saying that two s-arcs of a given type are distinct if they meet (if at all) only at endpoints. Similarly, we use the notation u(γ) = (m 1 , m 2 , m 3 , m 4 ) to mean that γ contains m j distinct sub-arcs of type ju.
In light of Proposition 4.1 we define the matrix Note that if γ 1 and γ 2 are distinct s-arcs, then the s-arcs in f −1 (γ 1 ) and f −1 (γ 2 ) will all be distinct because f −1 is a diffeomorphism off C(f −1 ), and f −1 (C(f −1 )) lies on the boundaries of the various regions R − j . Therefore, we immediately arrive at signifying that if (i, j) is a pair for which Q i,j = 1, then every is-arc must meet every ju-arc in at least one point. Since an endpoint of an s-arc cannot meet a u-arc at an endpoint, we immediately conclude Proposition 4.3. If γ 1 and γ 2 are arcs in X R , then γ 1 must intersect γ 2 in at least s(γ 1 )Qu(γ 2 ) t points.
Theorem 4.4. Let a < −1, b = 0, and let γ be a curve that is disjoint from n≥0 f −n I(f ) and that contains a u-arc. Then u(f n γ) and Length(f n γ) both grow at least as fast as
Proof. By Corollary 4.2, the number of u-arcs in f n γ is at least F n u(γ) t . The characteristic polynomial of F is (x − 1)(x 3 − x 2 − 2x − 1), so its largest eigenvalue is ρ. Moreover, all entries of the matrix F 3 are positive. Therefore by the Perron-Frobenius theorem, the vector u(γ), whose entries are negative, will be attracted to the eigenspace of ρ under iteration of F . In particular the growth of u(f n γ) is comparable to ρ n . Since the minimal length of a u-arc is bounded away from zero, it follows that the length of f n γ also grows at least as quickly as ρ n . Similarly, s(f −n γ ′ ) grows like ρ n , and the second statement follows from Proposition 4.3.
The connection between the previous several results and those of §2 can be seen more clearly by expressing everything relative to the curves C 
for a 4-tuple of integers v j ≥ 0. Since the entries of Q are nonnegative, we have
By Proposition 4.3, this number is a lower bound for the number of real intersections between the curves f −1 (C
On the other hand, we may consider the complex intersection number
by (2.4) and (2.6). Since the number of real intersections is no larger than the number of complex intersections we have v = 0, which completes the proof.
From Proposition 4.5, one may compute directly that Corollary 4.6. Let F and Q be as in (4.6) and (4.7) and H ⊂ R 4 be the F invariant subspace corresponding to the irreducible factor x 3 − x 2 − 2x − 1 in the characteristic polynomial for F . Then both {s(
bases for H. The action of F on H relative to either basis is given by the matrix (2.7). If s = a 1 s(C
+ 0 ) + a 2 s(C + 1 ) + a 3 s(f * C + 0 ) and u = b 1 u(C − 0 ) + b 2 u(C − 1 ) + b 3 u(f * C − 0 ) are vectors in R 4 , then s T Qu
is given by the right side of equation of equation (2.8).
This corollary motivates the following definition. We let C + R be the set of complex algebraic curves Γ ⊂ C 2 satisfying the conditions: (i) Γ is linearly equivalent to n 0 C Proof. The argument here is the same as the one used in the second half of the proof of Proposition 4.5. Namely, by the definition of C ± R , equation (2.8), and Corollary 4.6, we have that the complex intersection number W · W ′ is bounded above by the number of distinct real intersections W ∩W ′ ∩X R . The only way this can happen is if the two numbers are equal. That is, all intersections between W and W ′ are the real intersections between u-arcs and s-arcs given by Proposition 4.3, and no further intersections are possible. §5. Coding Orbits. Here we establish a coding for f -orbits. We will consider orbits which lie in the union of the open rectangles R + j for j = 1, 2, 3, 4. We say that a transition Figure 4 .3 and Equation (4.5), we see that the admissible transitions are given by the matrix F in equation (4.6); that is, (j, k) is admissible if and only if F j,k = 1. We say that a word w = w −n · · · w m on the letters 1, 2, 3, 4 is admissible if F s j ,s j+1 = 1 for all j. We say that a sequence p −n · · · p m of points in X R is an orbit segment if p j / ∈ I(f ) and f p j = p j+1 for −n ≤ j < m. We say that this orbit segment is coded by the word w if p j ∈ R + w j for −n ≤ j ≤ m. 
Proof.
If there is an orbit segment . . . , p j , p j+1 , . . . that is coded by w, then
), so w must be admissible. Now suppose that w is admissible. An s-arc γ in R + w m is of type w m s. By Proposition 4.1, f −1 contains a js-arc γ ′ for each j such that F j,w m = 1. We choose a w m−1 s-subarc γ 1 of f −1 γ. By the same argument, we can choose a w m−2 s-subarc γ 2 of f −1 (γ 1 ). We continue in this way until we reach a w −n s-arc γ n+m ⊂ f −n−m γ n+m−1 . This arc satisfies the second conclusion of the Proposition.
We let Σ F ⊂ {1, 2, 3, 4}
Z denote the space of bi-infinite sequences w which are admissible. We let σ denote the shift operator on Σ F , where σ(w) = z means that z n = w n−1 for all n ∈ Z. The sequences 3 and 4 are the fixed points of σ, and the 2-cycles are σ(12) = 21 and σ(34) = 43. The space Σ F inherits the infinite product topology from {1, 2, 3, 4}
Z , and thus it is compact and totally disconnected. The stable manifold of the 2-cycle {12, 21} consists of the set of all sequences * 12, which are ultimately repeating '12' to the right. The sequences which are ultimately repeating '12' to the left are the unstable manifold of this 2-cycle. Let us use the notation 34, 43) for the union of the stable and unstable manifolds of the 2-cycles in Σ F . Let us define Ω = n∈Z f n (R
. By the construction of the sets R + j , we see that if p ∈ Ω, then f is a local diffeomorphism at f n p for all n ∈ Z. Thus Ω is a natural domain of definition for the "coding map" that takes the orbit of a point p ∈ Ω and assigns its itinerary:
The coding map is a semi-conjugacy from Ω to Σ F .
Theorem 5.2. The map w : Ω → Σ F is continuous, and
Proof. Continuity of the coding map follows from the facts that Ω ⊂ R
and that f is uniformly continuous on compact subsets of each R + j . Now let s ∈ Σ F be given, and define
Clearly M k ⊃ M k+1 , and by Proposition 5.1, M k = ∅ for each k. Thus M := k≥0M k is a nonempty, compact set. If M ⊂ Ω, then w(M ) = s. Suppose instead that there is a point p ∈ M − Ω. We will complete the proof by showing that s ∈ W s/u (2).
, then one or both of the following is true: p / ∈ I(f n ) for any n > 0, and f n (p) ∈ E s j for n > 0 large enough; p / ∈ I(f −n ) for any n > 0, and f −n (p) ∈ E u j for n > 0 large enough. Proof. Suppose first that p ∈ V 1 ∪ V 3 ∪ V 4 ∪ V 5 . Theorem 1.1 tells us that p cannot be indeterminate for both a forward and a backward iterate of f . If, for example, p / ∈ n>0 I(f n ), then f n (p) will be well-defined and contained in E s j for n > 0 large enough.
Returning to the proof of Theorem 5.2 with p ∈ M − Ω, we have by definition of M that any finite piece f −k (p), . . . , f k (p) of the orbit of p must be approximated by
for some q ∈ M k . Suppose that p satisfies the first alternative in Lemma 5.3: f n (p) ∈ E s j for n > 0 large. More specifically, by (1.
. Take the first case, for example. The orbit of q is admissable and f (R
Hence it is apparent from Figures 4.1 and 4.3 that the only way f n (q) can remain near 34, 43) . Finally, if p ∈ V 0 ∪ V 2 , then the orbit of p is contained in the 'vertices' of the hexagon in Figure 4 .3. Combining the fact that the orbit of p is shadowed by an admissable orbit with equations (1.2) and (4.5), one deduces that in fact there are only two possibilities to consider: f n (p) lies in the piece of V 0 corresponding to the left/right vertex of the hexagon for all n ∈ Z, or f n (p) lies in the portion of V 2 corresponding to the point(s) V 1 ∩ V 3 in the hexagon. In the first case, we can repeat the arguments above to conclude that s is 12 or 21. In the second case, we obtain that s is 34 or 43. §6. Orbits Attracted to Infinity. By "infinity" we will mean the set
Recall from (1.2) that f 2 acts as a translation on V j for j = 3, 4, 5. The curves V 0 and V 2 are fixed pointwise by f 2 . In fact, each point of V 0 ∪ V 2 is a parabolic fixed point for f 2 . In this section we will show (Theorem 6.3) that each point p ∈ R 2 − Ω is attracted to infinity in forward time or backward time, or both. moves points down by a definite amount when f 2 . We let φ(x, y) = y be projection onto the vertical coordinate.
Proof. Given p ∈ R 
′ , thereby finishing the proof.
Theorem 6.3. If p ∈ X R − Ω, then f n p tends to infinity as either n → +∞, or n → −∞, or both.
Proof. Since p /
∈ Ω, some forward or backward iterate f n (p) leaves for all k ≥ n, and Lemma 6.2 tells us that the forward orbit tends to infinity. When n < 0, then the same argument shows that either
, and in both cases the backward orbit of p tends to infinity. 
Proof. We let D u denote a disk inside W u (p) which contains p, and we let D s ∋ q denote a disk inside W s (q). Note that neither disk is contained in any algebraic curve, since such a curve would automatically be invariant under some iterate of f , and the only invariant curves are V 0 , . . . , V 5 . We seek to approximate D . Therefore, we may choose some curve H ∈ C + R that intersects D u transversally in a point p ′ . Likewise, we may choose a curve
for n large. Shrinking D s and D u if necessary, we can apply the Lambda Lemma (see [R, §5.11] ) to obtain disks
It follows from Corollary 4.6 that their intersection must be real. Thus r ∈ R 2 . §7. Invariant Measure. Let us recall some results about ergodic theory for birational maps on complex surfaces. We suppose that f : X → X is a birational map satisfying the conditions in Theorem 1.1. We suppose, in addition, that the spectral radius of f * on Pic(X) is ρ > 1. By [DF] there are positive, closed (1,1)-currents T ± with the property that f * T + = ρT + and f * T − = ρT − . The paper [BD2] introduced a quantitative hypothesis on the speed of approach of f −n I(f ) to I(f −1 ) and showed that when it holds the product µ := T + ∧T − is a well-defined ergodic invariant measure. By [D] , this measure has entropy log ρ. If (4.4) holds, then our maps f a,b satisfy the hypothesis given in [BD] , for in this case f −n I(f ) remains at a bounded distance from I(f −1 ).
For t ∈ R we set H t = {(x, y) ∈ C 2 : y = t}, and we let [H t ] denote the current of integration over H t . For 0 < t 1 < t 2 we define the currents 
The wedge product of varieties is the sum of point masses over the intersection:
We may integrate this to obtain
Now we apply [BD2] : since the currents ω ± have continuous potentials, the invariant measure µ is a positive multiple of: 
3)
The system Σ F is transitive since all entries of F 3 are strictly positive. Thus the limit in (7.3) does not change if we restrict on the right side to words w with prescribed first and last symbols. We will take advantage of this flexibility below. So by (7.2) it will suffice to show that lim n→∞ µ n R(w ′ ) = ν(C(w ′ )).
( 7.4) where µ n = c n f n * ω + ∧ f n * ω − , and c n > 0 is chosen so that µ n has unit mass. Fix numbers 0 < s < 1 and t > 0, and let H s = {y = s} and τ H t be individual lines appearing in the integrals that define ω + and ω − . Let S n = f −n (H s ) ∩ f n (τ H t ) andS n be the set of admissible words w −n . . . w n for which w n = 3 and w −n = 3 or 4.
Lemma 7.3. The coding map sends S n bijectively ontoS n .
Proof. As Figures 4.3 and 4 .4 make clear, the restriction on s implies that H s contains a 3s-arc in R + 3 . Similarly, τ H t contains a 3u-arc. Proposition 5.1 therefore implies for each admissible word w = w 0 · · · w 2n−1 3 ending with 3, that f −2n (H s ) contains at least one s-arc coded by w. Among these, the 3s-arcs and 4s-arcs each intersect the 3u-arc in τ H t at least once. This gives a total of at least F 2n 3,3 + F 2n 4,3 points in f −2n (H s ) ∩ τ H t , each coded by a distinct admissible word. Applying f n to points in f −2n H s ∩ τ H t and shifting the codings n symbols to the left, we arrive at a subset of S n mapped bijectively ontoS n by coding.
To see that there are no other points in S n , we count complex intersections. Since H s ∈ C + R and H t ∈ C The number of real intersections is bounded above by the number of complex intersections, and the computation shows therefore that the two quantities are equal.
Returning to the proof of Theorem 7.2, we have from Lemma 7.3 that the number of elements in S n is independent of s and t. Thus from (7.1) and Lemma 7.3
In light of (7.3) and the ensuing remarks, we conclude that (7.4) holds.
