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ON PARTIAL AND GENERIC UNIQUENESS OF BLOCK TERM
TENSOR DECOMPOSITIONS
MING YANG
Abstract. We present several conditions for generic uniqueness of tensor de-
compositions of multilinear rank (1, L1, L1), · · · , (1, LR, LR) terms. In
geometric language, we prove that the joins of relevant subspace varieties are
not tangentially weakly defective. We also give conditions for partial unique-
ness of block term tensor decompositions by proving that the joins of relevant
subspace varieties are not defective.
1. Introduction and Main results
Recently, De Lathauwer ([13, 10, 11, 14]) introduced the concept of block term
tensor decompositions, because it is natural for certain source separation problems
in signal processing, and often has better uniqueness properties than decompositions
by tensor rank. We refer the reader to [15] for the applications of block term
decomposition in blind source separation. Therefore, the study of the uniqueness
property of this kind of tensor decompositions is of interest. The results of this
paper, mainly concerning the uniqueness property, extend the range of applicability
of block term tensor decompositions. To present these results, we first recall the
definition of a block term decomposition of a tensor. Throughout this paper, for
basic definitions, notation and results, we follow [21], which is addressed to both
the numerical and the algebraic geometrical research communities.
Let Aj , 1 ≤ j ≤ n, be finite dimensional complex vector spaces. The elements of
A1 ⊗ . . .⊗An are called n-tensors. When no confusion can occur, they are simply
called tensors. For tensors there are several different notions of rank that we review
below.
For βj ∈ A
∗
j , 1 ≤ j ≤ n, where A
∗
j is the dual space of Aj , let an element
β1⊗. . .⊗βn denote the unique element in A
∗
1⊗. . .⊗A
∗
n determined by the condition
(β1 ⊗ . . .⊗ βn) ⊢ (v1, · · · , vn) := β1(v1) · · ·βn(vn), vj ∈ Aj .(1.1)
An element in A∗1⊗ . . .⊗A
∗
n is said to have rank one if it can be written as in (1.1).
Using the obvious reflexity (A∗1 ⊗ . . .⊗A
∗
n)
∗ = A1 ⊗ . . .⊗An, a rank one tensor in
A1 ⊗ . . .⊗An is defined similarly.
Definition 1.1. Define the rank of a tensor T ∈ A1 ⊗ . . .⊗An, denoted R(T ), to
be the minimal number r such that
T = ξ1 + · · ·+ ξr,(1.2)
with each ξj of rank one.
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Definition 1.2. When studying tensors in A1⊗ · · ·⊗An, it is convenient to intro-
duce the notation Aˆˆ := A1⊗ · · ·Aj−1⊗Aj+1⊗An. Also, given T ∈ A1⊗ · · ·⊗An,
it canonically defines a linear map A∗j → Aˆˆ for all j ∈ {1, . . . , n}. The image of
this map will be denoted by T (A∗j) ⊂ Aˆˆ and the image of the transpose will be
denoted by T t(Aˆ∗ˆ ) ⊂ Aj .
Definition 1.3. The multilinear rank of T ∈ A1⊗ . . .⊗An is the n-tuple of natural
numbers
Rmultlin(T ) := (dim T (A
∗
1), · · · , dim T (A
∗
j ), · · · , dim T (A
∗
n)).(1.3)
The number dim T (A∗j) is called the mode j rank of T .
Remark 1.4. Observe that for a matrix (i.e., the case n = 2), the rank and the
mode-1 and mode-2 ranks are all equal.
Remark 1.5. (see Page 34 Exercise 2.4.2.6 in [21]) If T ∈ A1 ⊗ . . . ⊗ An, then the
multilinear rank (b1, · · · , bn) of T satisfies bi ≤ min (ai,
∏
j 6=i aj) and equality holds
for general tensors.
Remark 1.6. For more information of multilinear rank, we recommend the reader
to see [2].
Definition 1.7. (see Definition 2.1 in [15]) A block term tensor decomposition of a
tensor Y ∈ CI⊗CJ⊗CK in a sum of multilinear rank (1, L1, L1), · · · , (1, LR, LR)
terms, is a decomposition of Y of the form
Y =
R∑
r=1
ar ⊗Xr,(1.4)
in which ar ∈ C
I , and Xr ∈ C
J ⊗ CK is of rank Lr. (Each term consists of the
outer product of a vector and a rank-Lr matrix.)
In (1.4), one can permute the r-th and r′-th term when Lr = Lr′ . Also one
can scale Xr, provided ar is counter scaled as well. The decomposition is said
to be essentially unique when it is subject only to these trivial identifications.
The decomposition is said to be partially unique when it has finite number of
representations.
The main results in this paper are the following.
Theorem 1.8. Assume that L1 ≤ L2 ≤ . . . ≤ LR, K ≥ J > LR. If∑
1≤r≤R
(J · Lr + Lr · (K − Lr) + I − 1) < IJK,(1.5)
then for general tensors among those admitting block term tensor decomposition as
in (1.4), the block term tensor decomposition
(ı) is partially unique under the condition
(A)
(
J
LR
)
≥ R, I ≥ 2,
(ıı) has infinitely many expressions under the condition
(B) IJK < L21 + · · ·+ L
2
R,
3(ııı) is essentially unique under the following conditions:
(C) I ≥ 2, J,K ≥
R∑
r=1
Lr,
(D) R = 2, I ≥ 2,
(E) I ≥ R, K ≥
R∑
r=1
Lr, J ≥ 2LR,
(
J
LR
)
≥ R.
Remark 1.9. Here the meaning of general is that, the set of tensors which do
not have the respective uniqueness property is included in a proper subvariety (see
Remark 2.4). Relation (D) in (ııı) also appears as Theorem 2.2 in [15] in a different
context. The other relations are new. Our proof is based on algebraic geometric
methods presented in the next section. Also, the hypothesis (1.5) is actually not
restrictive (see the beginning of Section 4). And if
∑
1≤r≤R(J ·Lr+Lr · (K−Lr)+
I − 1) > IJK, then (1.4) has infinitely many expressions.
Using similar methods, we also establish results valid for:
(ι) any tensors and any multilinear rank (see Proposition 2.18),
(ιι) any 3-tensors of any multilinear rank (see Proposition 2.19).
1.1. Outline of the paper. In Section 2 we develop the basic notions on subspace
varieties, defectivity and tangential weak defectivity. At the end of this section we
prove Propositions 2.18 and 2.19. Section 3 contains some examples relevant to
our study. In Section 4 we prove our main Theorem 1.8. Finally, in Section 5 we
give a new proof of De Lathauwer’s criterion of uniqueness of block term tensor
decompositions (Theorem 2.3 in [15]).
2. Basic Algebraic Geometric Methods
2.1. Notations. As in [21], for a finite dimensional complex vector space V , PV
denotes the projective space associated to V , pi denotes the projection of V \{0} onto
PV ; for a variety X ⊂ PV , Xˆ ⊂ V denotes its inverse image under the projection
pi, which is the (affine) cone over X in V , and for x ∈ X , [x] denotes pi(x).
Let S be a subset of PV , then the span 〈S〉 is by definition the range of pi on the
usual vector span of Sˆ in V . The Zariski closure of S in PV will be denoted by S¯.
When we will need to specify the the elements of S and its linear span, we use
the notation {s1, s2, · · · } and 〈s1, s2, · · · 〉 respectively.
For x ∈ Xˆ, Tˆ[x]X := TˆxXˆ is the affine tangent space to X at [x].
For a vector space V , its dual space is denoted V ∗. If A ⊂ V is a subspace, A⊥ ⊂
V ∗ is its annihilator, namely the space of f ∈ V ∗, satisfying f(a) = 0, for all a ∈ A.
Tˆ⊥x X := (TˆxX)
⊥ is the affine conormal space of X at x.
2.2. Terracini’s lemma and its Corollaries. Terracini [5, 6] introduced an al-
gebraic geometric criterion of uniqueness of tensor decomposition. We will use a
Corollary of Terracini’s lemma, which appears as Proposition 2.4 in [5] for secant
varieties.
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Definition 2.1. (See Definition 1 in [22]) Subspace varieties, denoted Subk1,...,kn(A1⊗
. . .⊗An) ∈ P(A1 ⊗ . . .⊗An) are defined as
Subk1,...,kn(A1 ⊗ . . .⊗An)
:= {[T ] ∈ P(A1 ⊗ . . .⊗An) | ∀i ∃A′i ⊂ Ai, dim A
′
i = ki, T ∈ A
′
1 ⊗ . . .⊗A
′
n}
:= {[T ] ∈ P(A1 ⊗ . . .⊗An) | ∀i dimT (A
∗
i ) ≤ ki}.
Remark 2.2. The multilinear rank of a tensor [T ] ∈ P(A1⊗ ...⊗An) is the minimum
(k1, . . . , kn) such that [T ] ∈ Subk1,...,kn(A1 ⊗ ... ⊗ An). And the general elements
(if they exist) in Subk1,...,kn(A1 ⊗ ...⊗An) are of multilinear rank-(k1, . . . , kn).
Definition 2.3. If Xi, i = 1, . . . , k, k ≤ n are projective algebraic varieties of
Pn = PV, V = Cn+1, then the join of X1, . . . , Xk is
J(X1, . . . , Xk) := ∪{〈[P1], . . . , [Pk]〉|Pi ∈ Xˆi, 1 ≤ i ≤ k},
where Pi, i = 1, . . . , k, are linearly independent vectors in V . If X1 = · · · = Xk =
X , then we write J(X1, ..., Xk) = σk(X) and we call this the k-th secant variety to
X.
In our considerations, the following fact will play an essential role.
Remark 2.4. There was a normal form for a point [p] of σL(PB × PC) (see Propo-
sition 5.3.0.5 in [21] and also Chapter 11 in [21]), which is of the form
p = b1 ⊗ c1 + · · ·+ bL ⊗ cL.
and we may assume that all the bi, 1 ≤ i ≤ L are linearly independent in B as well
as all the ci, 1 ≤ i ≤ L (otherwise one would have [p] ∈ σL−1(PB × PC)), then a
general element [ϕ] ∈ Sub1,L,L(PA⊗ PB × PC) is of the form
ϕ = a1 ⊗ (b1 ⊗ c1 + · · ·+ bL ⊗ cL),
where a1 is a nonzero vector in A.
Throughout up to the end of this section, X1, . . . , Xk will be as in the above
definition.
Theorem 2.5. (Lemma 5.3.0.2 in [21], Terracini’s Lemma of [25] in modern lan-
guage)
Let Pi ∈ Xˆi be a general point of Xˆi, for each i = 1, . . . , k, then for [P ] :=
[P1 + . . .+ Pk],
Tˆ[P ]J(X1, . . . , Xk) = Tˆ[P1]X1 + · · ·+ Tˆ[Pk]Xk.(2.1)
This result reduces the determination of the dimension of the join J(Sub1,L1,L1(C
I⊗
CJ ⊗CK), · · · , Sub1,LR,LR(C
I ⊗CJ ⊗CK)) to be the calculation of the dimension
of the sum of the tangent spaces at general points of our varieties Sub1,Lr,Lr(C
I ⊗
CJ ⊗ CK)), 1 ≤ r ≤ R.
Definition 2.6. The expected dimension of J(X1, . . . , Xk) is min{d1 + · · ·+ dk +
k − 1, n}, where di = dimXi, 1 ≤ i ≤ k. The defect of J(X1, . . . , Xk) is
δ(J(X1, . . . , Xk)) = d1 + · · ·+ dk + k − 1− dim J(X1, . . . , Xk).
When the defect of J(X1, . . . , Xk) is positive, we say that J(X1, . . . , Xk) is defective.
5Remark 2.7. By the upper semicontinuity of dimension of tangent space (see Ex-
ercise II.3.22 of [16]), if for one particular set of general points {P1, · · · , Pk},
Tˆ[P1]X1 + · · · + Tˆ[Pk]Xk has the expected dimension, then J(X1, . . . , Xk) is not
defective.
Corollary 2.8. If J(X1, . . . , Xk) is not defective, then general points [ϕ] on J(X1, . . . , Xk)
have a finite number of decompositions
ϕ = P1 + · · ·+ Pk,
with [Pi] ∈ Xi, 1 ≤ i ≤ k. Moreover, if J(X1, . . . , Xk) is defective, then all
[ϕ] ∈ J(X1, . . . , Xk) have infinitely-many decompositions.
Proof. See Corollary 5.3.0.4 in [21]. 
Definition 2.9. (see Definition 2.6 in [6]) Let Pi ∈ Xˆi be a general point of
Xˆi, 1 ≤ i ≤ k. When for any j ∈ {1, . . . , k} and Qj ∈ Xˆj, Tˆ[P1]X1 + · · · +
Tˆ[Pk]Xk contains Tˆ[Qj]Xj only if [Qj ] ∈ {[P1], . . . , [Pk]}, we say J(X1, . . . , Xk) is not
tangentially weakly defective. Otherwise, we say that J(X1, . . . , Xk) is tangentially
weakly defective.
Remark 2.10. By semicontinuity (see Theorem III.12.8 of [16]), if for one particular
set of general points {P1, . . . , Pk}, Tˆ[P1]X1 + · · ·+ Tˆ[Pk]Xk contains Tˆ[Qj ]Xj only if
[Qj] ∈ {[P1], . . . , [Pk]}, then J(X1, . . . , Xk) is tangentially weakly defective.
Remark 2.11. Notice that if J(X1, . . . , Xk) is defective, then it is tangentially
weakly defective, but the converse is not true (see Example 3.2).
Remark 2.12. The equality in Theorem 2.5 is equivalent to
Tˆ⊥[P ]J(X1, . . . , Xk) =
⋂
1≤i≤k
Tˆ⊥[Pi]Xi.
Moreover Tˆ[P1]X1 + · · ·+ Tˆ[Pk]Xk ⊃ Tˆ[Qj ]Xj is equivalent to⋂
1≤i≤k
Tˆ⊥[Pi]Xi ⊂ Tˆ
⊥
[Qj ]
Xj ;
so if J(X1, . . . , Xk) is tangentially weakly defective, then every hyperplane in
⋂
1≤i≤k Tˆ
⊥
[Pi]
Xi
is also tangent at [Qj ] ∈ Xj .
We will need the following generalization of of Proposition 2.4 in [5].
Corollary 2.13. If J(X1, . . . , Xk) is not tangentially weakly defective, then for
general [ϕ] ∈ J(X1, . . . , Xk), the decomposition
[ϕ] = [P1 + · · ·+ Pk],
with [Pi] ∈ Xi, 1 ≤ i ≤ k, is essentially unique.
Proof. The proof proceeds like the proof of Proposition 2.4 in [5]. Assume the
contrary, let us take a general point [ϕ] ∈ J(X1, . . . , Xk) and
[ϕ] = [P1 + · · ·+ Pk] = [Q1 + · · ·+Qk],
with [Qi] ∈ Xi, 1 ≤ i ≤ k, and at least one of them, say [Qj ] ∈ Xj, not belong
to {[P1], . . . , [Pk]}. Then by Lemma 2.1, Tˆ[P1]X1 + · · · + Tˆ[Pk]Xk also contains
the tangent space of Xj at [Qj ]. Hence we get a contradiction, and Corollary 2.13
follows. 
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Definition 2.14. (see Page 6 in [6]) The secant variety σk(X) is weakly defective if
the general hyperplane which is tangent toX at some k general points [P1], . . . , [Pk],
is also tangent at some other point [Q] 6= [P1], . . . , [Pk]. Here general means in an
open subset of the set of hyperplanes which are tangent to X at k general family
of points [P1], · · · , [Pk].
Remark 2.15. By Theorem 2.5, if J(X1, . . . , Xk) is defective then J(X1, . . . , Xk) is
weakly defective, but the converse is not necessarily true (see Example 3.4). To
sum up, we have the following relationship
{defectivity} ⊂ {tangentially weak-defectivity} ⊂ {weak-defectivity}
2.3. Infinitesimal study of subspace varieties. For the benefit of the reader,
we recall the following standard notations (see any textbook of algebraic geometry,
for example [26]).
Let V = Cn, G(m,V ) denote the Grassmannian of m-planes through the origin
in V . It is a smooth compact algebraic variety of dimension m(n−m).
The trivial bundle G(m,V ) × V, V ∼= Cn over G(m,V ) contains the universal
subbundle S of rank m that consists of the pairs (E, v) with v ∈ E. The quotient
bundle Q over G(m,V ) of rank n−m whose fiber over E is canonically isomorphic
to V/E. These fit into the exact sequence
0 −→ S −→ G(m,V )× V −→ Q −→ 0.
The following Lemma is well known:
Lemma 2.16. There is a canonical bundle isomorphism
TG(m,V ) = Q⊗ S∗
corresponding to the canonical isomorphism
TEG(m,V ) ∼= V/E ⊗ E
∗.
Lemma 2.17. Let A1, . . . , An and A
′
1, . . . , A
′
n be as in Definition 2.1. For general
ϕ ∈ A′1 ⊗ . . .⊗A
′
n, we have
Tˆϕ(Ŝubk1,...,kn(A1 ⊗ · · · ⊗An)) = (A
′
1 ⊗ · · · ⊗A
′
n) +
∑
1≤i≤n
(Ai ⊗ ϕ(A
′∗
i )),(2.2)
where ϕ(A′∗i ), 1 ≤ i ≤ n is defined as in Definition 1.2.
Proof. First, we recall the following Kempf-Weyman desingularization for Ŝubk1,...,kn(A1⊗
. . .⊗An) as in section 7.4.2 of [21].
Consider the product of Grassmannians B = G(k1, A1) × · · · × G(kn, An) and
the bundle S := S1⊗· · ·⊗Sn →p B, which is the tensor product of the tautological
subspace bundles pulled back to B. A point of S is of the form (E1, . . . , En;T )
where Ej ⊂ Aj is a kj -plane, and T ∈ E1 ⊗ · · · ⊗ En. Consider the projection q :
S → A1⊗· · ·⊗An, (E1, . . . , En;T )→ T . The image of q is Ŝubk1,...,knA1⊗· · ·⊗An.
If T is a smooth point in Ŝubk1,...,knA1 ⊗ · · · ⊗ An, then dim T (A
∗
i ) = ki for all
1 ≤ i ≤ n and Ei = T
t(A∗ıˆ ) is the unique preimage of T under q. Thus the
map q : S → Ŝubk1,...,knA1 ⊗ · · · ⊗ An is a Kempf-Weyman desingularization of
Ŝubk1,...,knA1 ⊗ · · · ⊗An.
7We have the following diagram:
(2.3)
S1 ⊗ · · · ⊗ Sn
ւ p ց q
G(k1, A1)× · · · ×G(kn, An) Ŝubk1,...,knA1 ⊗ · · · ⊗An
From the Kempf-Weyman desingularization described in Chapter 7.2 of [26], and
using Lemma 2.16 for B, for general ϕ ∈ A′1⊗ . . .⊗A
′
n, we deduce Lemma 2.17. 
Proposition 2.18. Let Ai be complex vector spaces, for all 1 ≤ i ≤ n; The join
J(Subk1
1
,...,k1n
(A1 ⊗ · · · ⊗An), . . . , Subkm
1
,...,kmn
(A1 ⊗ · · · ⊗An))
(ι) is non-defective if dim Ai ≥
∑
1≤j≤m k
j
i , 1 ≤ j ≤ m, for each 1 ≤ i ≤ n;
(ιι) is defective if
∏
1≤i≤n dim Ai <
∑
1≤j≤m
∏
1≤i≤n k
j
i ;
Also
(ιιι) the defect of the join is at least
∑
1≤j≤m
∏
1≤i≤n k
j
i −
∏
1≤i≤n dim Ai.
Proof. (ι) If dim Ai ≥
∑
1≤j≤m k
j
i , 1 ≤ j ≤ m, without loss of generality, we
assume equality holds. Splitting Ai = A
1
i ⊕ · · · ⊕A
m
i , for each 1 ≤ i ≤ n, such that
dimAji = k
j
i and dimAi =
∑
1≤j≤m k
j
i , and further taking ϕt ∈ A
t
1 ⊗ · · · ⊗A
t
n, 1 ≤
t ≤ m, it follows from Lemma 2.17 that
Tˆϕt(Ŝubkt
1
,...,ktn
(A1 ⊗ ...⊗An))
= (At1 ⊗ · · · ⊗A
t
n)
⊕
1≤s≤n
((A1s ⊕ · · · ⊕ Â
t
s ⊕ · · · ⊕A
m
s )⊗ ϕt(A
t∗
s ))
⊂ (At1 ⊗ · · · ⊗A
t
n)
⊕
1≤s≤n
((A1s ⊕ · · · ⊕ Â
t
s ⊕ . . .⊕A
m
s )⊗A
t
1 ⊗ · · · ⊗ Â
t
s ⊗ · · · ⊗A
t
n).
Since
(At1 ⊗ · · · ⊗A
t
n)
⊕
1≤s≤n
((A1s ⊕ · · · ⊕ Â
t
s ⊕ · · · ⊕A
m
s )⊗A
t
1 ⊗ · · · ⊗ Â
t
s ⊗ . . .⊗A
t
n)
⋂∑
t′ 6=t
((At
′
1 ⊗ · · · ⊗A
t′
n )
⊕
1≤s≤n
((A1s ⊕ · · · ⊕ Â
t′
s ⊕ · · · ⊕A
m
s )⊗A
t′
1 ⊗ · · · ⊗ Â
t′
s ⊗ · · · ⊗A
t′
n ))
= {0},
we deduce
Tˆϕt(Ŝubkt
1
,...,ktn
(A1 ⊗ · · · ⊗An))
⋂ ∑
1≤t′ 6=t≤m
Tˆϕt′ (Ŝubkt′
1
,...,kt
′
n
(A1 ⊗ · · · ⊗An)) = {0}.
Using Theorem 2.5, we have
Tˆ∑
1≤t≤m ϕt
(J(Ŝubk1
1
,...,k1n
(A1 ⊗ · · · ⊗An), . . . , Ŝubkm
1
,...,kmn
(A1 ⊗ · · · ⊗An)))
=
⊕
1≤t≤m
Tˆϕt(Ŝubkt
1
,...,ktn
(A1 ⊗ · · · ⊗An)).
Thus J(Subk1
1
,...,k1n
(A1⊗· · ·⊗An), . . . , Subkm
1
,...,kmn
(A1⊗· · ·⊗An)) is non-defective.
(Proof of ιι − ιιι) When
∏
1≤i≤n dim Ai <
∑
1≤j≤m
∏
1≤i≤n k
j
i , we have
Tˆϕt(Subkt
1
,...,ktn
(A1 ⊗ · · · ⊗An)) = (A
t
1 ⊗ · · · ⊗A
t
n) +
∑
1≤s≤n
(As ⊗ ϕt(A
s∗)),
where ϕt ∈ A
t
1 ⊗ · · · ⊗A
t
n, 1 ≤ t ≤ m.
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And there exists t1, t2 ∈ {1, . . . ,m}, such that
(At11 ⊗ · · · ⊗A
t1
n ) ∩ (A
t2
1 ⊗ · · · ⊗A
t2
n ) 6= {0},
which implies
Tˆϕt1 (Subkt1
1
,...,k
t1
n
(A1 ⊗ · · · ⊗An)) ∩ Tˆϕt2 (Subkt2
1
,...,k
t2
n
(A1 ⊗ · · · ⊗An)) 6= {0}.
Therefore, J(Subk1
1
,...,k1n
(A1⊗· · ·⊗An), . . . , Subkm
1
,...,kmn
(A1⊗· · ·⊗An)) is defective
with defect at least
∑
1≤j≤m
∏
1≤i≤n k
j
i −
∏
1≤i≤n dimAi. 
Proposition 2.19. Let A,B and C be complex vector spaces of dimensions a, b, c
respectively. If
a′ ≤ (b− b′)(c− c′), b′ ≤ (a− a′)(c− c′), c′ ≤ (a− a′)(b− b′),
a′′ ≤ (b − b′′)(c− c′′), b′′ ≤ (a− a′′)(c− c′′), c′′ ≤ (a− a′′)(b− b′′),
then J(Suba′,b′,c′(A⊗B⊗C), Suba′′,b′′,c′′(A⊗B⊗C)) has defect (a
′+a′′−a)+(b′+
b′′ − b)+(c′ + c′′ − c)+, where x+ = x if x ≥ 0 and 0 if x < 0.
For the proof of this Proposition, we need some preliminary considerations.
Let A,B and C be three complex vector spaces, of dimensions a, b, c respectively,
and further let A be sum of two spaces EA and FA, of dimension a
′, a′′ respectively
and EA ∩ FA = A0. Let A1 and A2 respectively denote choices of complementary
spaces in EA and FA respectively. The vector spaces EB , FB, B0, B1, B2, and
EC , FC , C0, C1, C2 are defined in a similar manner. That is:
A = A1 ⊕A0 ⊕A2, B = B1 ⊕B0 ⊕B2, C = C1 ⊕ C0 ⊕ C2.
EA = A1 ⊕A0, FA = A2 ⊕A0, dim EA = a
′, dim FA = a
′′,(2.4)
EB = B1 ⊕B0, FB = B2 ⊕B0, dim EB = b
′, dim FB = b
′′,
EC = C1 ⊕ C0, FC = C2 ⊕ C0, dim EC = c
′, dim FC = c
′′.
Note that a′ + a′′ = a, if and only if A0 is 0, and similarly for B0, C0.
Remark 2.20. As a special case of Proposition 2.18, if a′ + a′′ ≤ a and b′ + b′′ ≤
b and c′+c′′ ≤ c, J(Suba′,b′,c′(A⊗B⊗C), Suba′′,b′′,c′′(A⊗B⊗C)) is non-defective.
Lemma 2.21. There exist rational maps
f : E ⊗ V → G(e, V ),
where dimE = e, such that for ϕ ∈ E ⊗ V and ϕ : E∗ → V is injective, we have
f(ϕ) = ϕ(E∗) ⊂ V,
and the open subset
U := {ϕ|ϕ : E∗ → V is injective}
is the locus where f is regular.
Proof. Let dimV = v. The image f(u) is the GL(e)-orbit space of Mat(e, v), where
Mat(e, v) denotes matrices of size e × v. For example, when I = {1, . . . , e}, X ∈
Mat(e, v), each orbit in the affine open set is uniquely represented by a matrix
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−1X =


1 0 . . . 0 ∗ . . . ∗
0 1 . . . 0 ∗ . . . ∗
...
...
. . .
...
...
...
...
0 . . . 0 1 ∗ . . . ∗


in which the e(v − e) entries ∗ serve as coordinates on Ce(v−e). Note that each
∗ is a GL(a′)- invariant rational form on Mat(e, v). This orbit coincides with a
e-dimensional subspaces of a fixed v-dimensional vector space, which is G(e, v).
Therefore f(U) ⊆ G(e, v) is open. 
2.4. Proof of Proposition 2.19. By (2.4) and using Lemma 2.17, for general
ϕE ∈ EA ⊗ EB ⊗ EC , ϕF ∈ FA ⊗ FB ⊗ FC , we have
TˆϕE(Ŝuba′,b′,c′(A⊗B ⊗ C)) = EA ⊗ EB ⊗ EC(2.5)
⊕A2 ⊗ ϕE(E
∗
A)(⊂ A2 ⊗ EB ⊗ EC)
⊕B2 ⊗ ϕ1(E
∗
B)(⊂ B2 ⊗ EA ⊗ EC)
⊕ C2 ⊗ ϕ1(E
∗
C)(⊂ C2 ⊗ EA ⊗ EB),
and similarly
TˆϕF (Ŝuba′′,b′′,c′′(A⊗B ⊗ C)) = FA ⊗ FB ⊗ FC(2.6)
⊕A1 ⊗ ϕF (F
∗
A)(⊂ A1 ⊗ FB ⊗ FC)
⊕B1 ⊗ ϕF (F
∗
B)(⊂ B1 ⊗ FA ⊗ FC)
⊕ C1 ⊗ ϕF (F
∗
C)(⊂ C1 ⊗ FA ⊗ FB).
Therefore
A0 ⊗B0 ⊗ C0 ⊂
TˆϕE (Ŝuba′,b′,c′(A⊗B ⊗ C)) ∩ TˆϕF (Ŝuba′′,b′′,c′′(A⊗B ⊗ C))(2.7)
⊂ (A0 ⊗B0 ⊗ C0)⊕ (A1 ⊗B0 ⊗ C0)⊕ (A2 ⊗B0 ⊗ C0)⊕ (A0 ⊗B2 ⊗ C0)
⊕ (A0 ⊗B0 ⊗ C1)⊕ (A0 ⊗B0 ⊗ C2)⊕ (A2 ⊗B0 ⊗ C1)⊕ (A1 ⊗B2 ⊗ C0)
⊕ (A2 ⊗B1 ⊗ C0)⊕ (A1 ⊗B0 ⊗ C2)⊕ (A0 ⊗B1 ⊗ C2)⊕ (A0 ⊗B2 ⊗ C2)
⊕ (A0 ⊗B1 ⊗ C0).
We first need to prove that the first inclusion in (2.7) is actually an equality. For
this purpose, we want to choose sufficiently general ϕE , ϕF to avoid a possible
larger intersection of (2.5) and (2.6).
Let p, p′ be general elements in TˆϕE(Ŝuba′,b′,c′(A⊗B⊗C))∩TˆϕF (Ŝuba′′,b′′,c′′(A⊗
B ⊗ C)), and use (2.5) and (2.6) to represent p, p′ respectively as
p = v0 + v1 + v2 + v3, with
v0 ∈ EA ⊗ EB ⊗ EC , v1 ∈ A2 ⊗ ϕE(E
∗
A),
v2 ∈ B2 ⊗ ϕE(E
∗
B), v3 ∈ C2 ⊗ ϕE(E
∗
C);
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and
p′ = v′0 + v
′
1 + v
′
2 + v
′
3, with
v′0 ∈ FA ⊗ FB ⊗ FC , v
′
1 ∈ A1 ⊗ ϕF (F
∗
A),
v′2 ∈ B1 ⊗ ϕF (F
∗
B), v
′
3 ∈ C1 ⊗ ϕF (F
∗
C).
From (2.7), we have
v1 ∈ A2 ⊗ (B0 ⊗ C0 ⊕B1 ⊗ C0 ⊕B0 ⊗ C1),
and hence
v1 ∈ (A2 ⊗ ϕE(A
∗))
⋂
(A2 ⊗ (B0 ⊗ C0 ⊕B1 ⊗ C0 ⊕B0 ⊗ C1)).
.
Now consider
ϕE(A
∗) ⊆ EB ⊗ EC and U = (B0 ⊗ C0)⊕ (B1 ⊗ C0)⊕ (B0 ⊗ C1),
and note that the codimension of U in EB ⊗ EC is (b − b
′)(c − c′) ≥ a′. We also
consider the Schubert subvariety
τ(U) := {E ∈ G(a′, b′c′) | E ∩ U 6= {0}},
which has codimension (b − b′)(c− c′)− a′ + 1 in G(a′, b′c′).
By virtue of Lemma 2.21, and note that in this case, E = EA, V = EB ⊗ EC ,
letting ϕ = ϕA
∗
E , for general ϕ
A∗
E , we have
f(ϕA
∗
E ) ∩ U = {0}.
But the image fE(ϕ
A∗
E ) is in the complement of variety τ(U). Therefore, we
obtained in this way a Zariski-open dense set of general ϕA
∗
E . In the same way, we
can obtain a Zariski-open dense sets of general ϕB
∗
E , ϕ
C∗
E . It follows that
(A2 ⊗ ϕE(A
∗))
⋂
(A2 ⊗ (B0 ⊗ C0 ⊕B1 ⊗ C0 ⊕B0 ⊗ C1)) = {0},
and in consequence v1 = {0}. Similarly, we have v2 = {0}, v3 = {0}; for the
same reason, v′1 = {0}, v
′
2 = {0}, v
′
3 = {0}. Taking the intersection of those
ϕA
∗
E , ϕ
B∗
E , ϕ
C∗
E , we obtain ϕE . In the same way, we get ϕF , that give rise to
p = v0 ∈ EA ⊗ EB ⊗ EC ,
and respectively
p′ = v′0 ∈ FA ⊗ FB ⊗ FC .
Therefore, using (2.4), we obtain
TˆϕE (Ŝuba′,b′,c′(A⊗B ⊗ C)) ∩ TˆϕF (Ŝuba′,b′,c′(A⊗B ⊗ C))
= A0 ⊗B0 ⊗ C0.
By virtue of (2.7), A0⊗B0⊗C0 is the intersection of TˆϕE(Ŝuba′,b′,c′(A⊗B⊗C))
and TˆϕF (Ŝuba′,b′,c′(A ⊗ B ⊗ C)) for general ϕE and ϕF , and this completes the
proof of Theorem 2.19.
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3. Some Examples
In this section, we exhibit several examples to clarify both the basic concepts
introduced in the previous sections as well as the relations between them.
First, we exhibit an example of a defective secant variety for which the defect
can be computed directly according to the formula provided by Proposition 2.19,
although the conditions in that proposition are not justified.
Example 3.1. The secant variety σ2(Sub2,3,6(C
3 ⊗ C5 ⊗ C11)) has defect 1.
Proof. In order to facilitate our exposition, let A,B and C be complex vector spaces
of dimensions 3, 5, 11 respectively.
First, note that for ϕ1 ∈ A
′⊗B′⊗C′ and ϕ2 ∈ A
′′⊗B′′⊗C′′, where A′, A′′ are
2 dimensional subspaces of A; B′, B′′ are 3 dimensional subspaces of B and C′, C′′
are 6 dimensional subspaces of C.
Since dim A′ ∩ A′′ ≥ 1, dim B′ ∩B′′ ≥ 1, dim C′ ∩ C′′ ≥ 1, from Lemma 2.17,
we have
dim Tˆϕ1(Ŝub2,3,6(C
3 ⊗ C5 ⊗ C11)) ∩ Tˆϕ2(Ŝub2,3,6(C
3 ⊗ C5 ⊗ C11))
≥ dim (A′ ⊗B′ ⊗ C′) ∩ (A′′ ⊗B′′ ⊗ C′′) ≥ 1.
So if there exists a pair of points on σ2(Sub2,3,6(C
3 ⊗ C5 ⊗ C11)), whose tangent
spaces has a one dimensional intersection, we can claim the defect is exactly 1.
Choose now a pair of tensors {ϕ1, ϕ2}, such that
ϕ1 = a1 ⊗ (b1 ⊗ c1 + b2 ⊗ c2 + b3 ⊗ c3) + a2 ⊗ (b2 ⊗ c2 − b3 ⊗ c3) ∈ EA ⊗ EB ⊗ EC ,
ϕ2 = a3 ⊗ (b2 ⊗ c2 + b4 ⊗ c4 + b5 ⊗ c5) + a2 ⊗ (b2 ⊗ c2 − b5 ⊗ c5) ∈ FA ⊗ FB ⊗ FC ,
where {a1, a2, a3}, {b1, . . . , b5} and {c1, . . . , c11} are fixed bases for A,B and C,
and EA = 〈a1, a2〉, FA = 〈a2, a3〉, EB = 〈b1, b2, b3〉, FB = 〈b2, b4, b5〉, EC =
〈c1, . . . , c6〉, FC = 〈c2, c7, . . . , c11〉.
It is clear that
Tˆϕ1(Ŝub2,3,6(C
3 ⊗ C5 ⊗ C11))
= (EA ⊗ EB ⊗ EC)
+ (A⊗ 〈b1 ⊗ c1 + b2 ⊗ c2 + b3 ⊗ c3〉)
+ (B ⊗ 〈a1 ⊗ c1, a1 ⊗ c2 + a2 ⊗ c2, a1 ⊗ c3 − a2 ⊗ c3〉)
+ (C ⊗ 〈a1 ⊗ b1, a1 ⊗ b2 + a2 ⊗ b2, a1 ⊗ b3 − a2 ⊗ b3〉),
and similarly
Tˆϕ2(Ŝub2,3,6(C
3 ⊗ C5 ⊗ C11))
= (FA ⊗ FB ⊗ FC)
+ (A⊗ 〈b2 ⊗ c2 + b4 ⊗ c4 + b5 ⊗ c5〉)
+ (B ⊗ 〈a3 ⊗ c4, a3 ⊗ c2 + a2 ⊗ c2, a3 ⊗ c5 − a2 ⊗ c5〉)
+ (C ⊗ 〈a3 ⊗ b4, a3 ⊗ b2 + a2 ⊗ b2, a3 ⊗ b5 − a2 ⊗ b5〉).
Hence
Tˆϕ1(Ŝub2,3,6(C
3 ⊗ C5 ⊗ C11)) ∩ Tˆϕ2(Ŝub2,3,6(C
3 ⊗ C5 ⊗ C11)) = 〈a2 ⊗ b2 ⊗ c2〉.
Therefore, ϕ1 and ϕ2 as chosen above are sufficiently general, and the defect is
1. 
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Example 3.2. The secant variety σ2(Sub2,2,2(C
4⊗C4⊗C4)) is tangentially weakly
defective, although it is non-defective.
Proof. The fact that σ2(Sub2,2,2(C
4⊗C4⊗C4)) is not defective follows from Remark
2.20. So now we pass to the proof that σ2(Sub2,2,2(C
4 ⊗ C4 ⊗ C4)) is tangentially
weakly defective.
Let A,B and C be complex vector spaces of dimensions 4, 4, 4 respectively.
Choose the splitting A = A1 ⊕ A2, B = B1 ⊕ B2, C = C1 ⊕ C2, where each
one of A1, A2, B1, B2, C1, C2 has dimension 2.
Since σ2(P
1 × P1 × P1) = P(C2 ⊗ C2 ⊗ C2)(see Theorem 5.5.1.1 in [21]), there
exists a general pair {ϕ1, ϕ2} ∈ Ŝub2,2,2(C
4 ⊗ C4 ⊗ C4), such that
ϕ1 = a1 ⊗ b1 ⊗ c1 + a2 ⊗ b2 ⊗ c2,
and
ϕ2 = a3 ⊗ b3 ⊗ c3 + a4 ⊗ b4 ⊗ c4,
where {a1, a2}, {b1, b2}, {c1, c2} are bases for A1, B1, C1 respectively and similarly
{a3, a4}, {b3, b4}, {c3, c4} are bases for A2, B2, C2. And note that ϕ1 + ϕ2 is a
general point in σ2(Sub2,2,2(C
4 ⊗ C4 ⊗ C4)). From Theorem 2.5, we have
Tˆϕ1+ϕ2(σ2(Ŝub2,2,2(C
4 ⊗ C4 ⊗ C4)))
=
⊕
1≤i,j,k≤2
〈ai ⊗ bj ⊗ ck〉
⊕
3≤i≤4,1≤j≤2
〈ai ⊗ bj ⊗ cj〉
⊕
1≤i≤2,3≤j≤4
〈ai ⊗ bi ⊗ cj〉
⊕
3≤j≤4,1≤k≤2
〈ak ⊗ bj ⊗ ck〉
⊕
3≤i,j,k≤4
〈ai ⊗ bj ⊗ ck〉
⊕
1≤i≤2,3≤j≤4
〈ai ⊗ bj ⊗ cj〉
⊕
3≤i≤4,1≤j≤2
〈ai ⊗ bi ⊗ cj〉
⊕
1≤j≤2,3≤k≤4
〈ak ⊗ bj ⊗ ck〉.
Define ψ = a1⊗b1⊗c1+a3⊗b3⊗c3, which is a third general point in Ŝub2,2,2C
4⊗
C4 ⊗ C4, and note that
Tˆψ(Ŝub2,2,2(C
4 ⊗ C4 ⊗ C4))
=
⊕
i,j,k∈{1,3}
〈ai ⊗ bj ⊗ ck〉
⊕
i=2,4,j=1,3
〈ai ⊗ bj ⊗ cj〉(3.1)
⊕
j=2,4,i=1,3
〈bj ⊗ ai ⊗ ci〉
⊕
k=2,4, i=1,3
〈ck ⊗ ai ⊗ bi〉.
It is straightforward to compute that
Tˆϕ1(Ŝub2,2,2(C
4 ⊗ C4 ⊗ C4)) + Tˆϕ2(Ŝub2,2,2(C
4 ⊗ C4 ⊗ C4))
⊃ Tˆψ(Ŝub2,2,2(C
4 ⊗ C4 ⊗ C4)),
This implies σ2(Sub2,2,2(C
4 ⊗ C4 ⊗ C4)) is tangentially weakly-defective. 
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Remark 3.3. Although tangentially weakly defective does not imply non-uniqueness,
the decomposition is not unique here. The reason is trivial:
(a1 ⊗ b1 ⊗ c1 + a2 ⊗ b2 ⊗ c2) + (a3 ⊗ b3 ⊗ c3 + a4 ⊗ b4 ⊗ c4)
=(a1 ⊗ b1 ⊗ c1 + a3 ⊗ b3 ⊗ c3) + (a2 ⊗ b2 ⊗ c2 + a4 ⊗ b4 ⊗ c4).
Example 3.4. The secant variety σ2(Sub1,2,2(C
2 ⊗ C4 ⊗ C4)) is weakly defective,
but not tangentially weakly defective.
Proof. Part 1: Let A, B and C denote complex vector spaces of dimensions 2, 4, 4
respectively.
We need to prove that for any general hyperplane H tangent to Ŝub1,2,2(C
2 ⊗
C4⊗C4) at a general pair of points {ϕ1, ϕ2} is also tangent to Ŝub1,2,2(C
2⊗C4⊗C4)
at some general point ψ, satisfying [ψ] 6= [ϕ1], [ϕ2].
Choose now general points ϕ1, ϕ2 ∈ Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4), and ϕ1 + ϕ2 ∈
σˆ2(Sub1,2,2(C
2 ⊗ C4 ⊗ C4)) is also general. Without loss of generality, we assume
ϕ1 = a1 ⊗ (b1 ⊗ c1 + b2 ⊗ c2),
ϕ2 = a2 ⊗ (b3 ⊗ c3 + b4 ⊗ c4),
where A = 〈a1, a2〉, B = 〈b1, · · · , b4〉 and C = 〈c1, · · · , c4〉. Note that A = A1 ⊕
A2, B = B1 ⊕ B2, C = C1 ⊕ C2, where {a1}, {b1, b2}, {c1, c2} are bases for A1,
B1, C1, respectively, and similarly {a2}, {b3, b4}, {c3, c4} are bases for A2, B2, C2.
For ϕp ∈ Ap ⊗Bp ⊗ Cp, p = 1, 2, we have
Tˆϕp(Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4)(3.2)
= (Ap ⊗B ⊗ Cp) + (Ap ⊗Bp ⊗ C) + (A⊗ ϕp(A
∗
p)),
and
Tˆ⊥ϕp(Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4) = (A⊥p ⊗B
⊥
p ⊗ C
∗)⊕ (A∗ ⊗B⊥p ⊗ C
⊥
p )
⊕ (A⊥p ⊗B
∗ ⊗ C⊥p )⊕ (A
⊥
p ⊗ (ϕp(A
∗
p)
⊥ ∩ (B∗p ⊗ C
∗
p ))).
Then using Theorem 2.5, we have
Tˆ⊥ϕ1+ϕ2(σ2(Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4))
=Tˆ⊥ϕ1(Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4) ∩ Tˆ⊥ϕ2(Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4)
=(A∗2 ⊗ (ϕ1(A
∗
1)
⊥ ∩ (B∗1 ⊗ C
∗
1 )))⊕ (A
∗
1 ⊗ (ϕ2(A
∗
2)
⊥ ∩ (B∗2 ⊗ C
∗
2 ))),
which implies
Tˆ⊥ϕ1+ϕ2(σ2(Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4)))
=〈a∗2 ⊗ b
∗
1 ⊗ c
∗
2, a
∗
2 ⊗ b
∗
2 ⊗ c
∗
1, a
∗
2 ⊗ b
∗
1 ⊗ c
∗
1 − a
∗
2 ⊗ b
∗
2 ⊗ c
∗
2,(3.3)
a∗1 ⊗ b
∗
4 ⊗ c
∗
3, a
∗
1 ⊗ b
∗
3 ⊗ c
∗
4, a
∗
1 ⊗ b
∗
4 ⊗ c
∗
4 − a
∗
1 ⊗ b
∗
3 ⊗ c
∗
3〉.
Due to (3.3), every hyperplane tangent to Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4) at ϕ1 and ϕ2 is
of the form
H = a∗2 ⊗ (λ1b
∗
1 ⊗ c
∗
2 + λ2b
∗
2 ⊗ c
∗
1 + λ3(b
∗
1 ⊗ c
∗
1 − b
∗
2 ⊗ c
∗
2))
+ a∗1 ⊗ (µ1b
∗
4 ⊗ c
∗
3 + µ2b
∗
3 ⊗ c
∗
4 + µ3(b
∗
4 ⊗ c
∗
4 − b
∗
3 ⊗ c
∗
3)),
where all of λi, µj , 1 ≤ i, j ≤ 3 are not zero.
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It is straightforward to calculate that H is tangent to Ŝub1,2,2(C
2⊗C4 ⊗C4) at
ψ, where
ψ = a1 ⊗ (−λ2(b1 ⊗ c2) + λ1(b2 ⊗ c1) + λ3(b1 ⊗ c1 + b2 ⊗ c2)),
clearly [ψ] 6= [ϕ1], [ϕ2].
This concludes the proof that σ2(Sub1,2,2(C
2 ⊗ C4 ⊗ C4)) is weakly defective.
We pass now to the proof that σ2(Sub1,2,2(C
2 ⊗ C4 ⊗ C4)) is not tangentially
weakly defective.
Part 2: Let ψ = a′ ⊗ (b′ ⊗ c′ + b′′ ⊗ c′′) ∈ A′ ⊗ B′ ⊗ C′ be a general point in
Sub1,2,2(C
2 ⊗ C4 ⊗ C4), where A′ = 〈a′〉, B′ = 〈b′, b′′〉 and C′ = 〈c′, c′′〉; obviously
we have
Tˆψ(Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4))(3.4)
= (A′ ⊗B ⊗ C′) + (A′ ⊗B′ ⊗ C) + (A⊗ ψ(A′∗)).
First, let {ϕ1, ϕ2} ∈ Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4). Without loss of generality, we can
consider the general pair {ϕ1, ϕ2} as in Part 1.
Also according to Remark 2.12,
Tˆϕ1(Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4)) + Tˆϕ2(Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4))(3.5)
⊃ Tˆψ(Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4)),
is equivalent to that
Tˆ⊥ϕ1(Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4)) ∩ Tˆ⊥ϕ2(Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4))(3.6)
⊂ Tˆ⊥ψ (Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4)).
Hence we need to prove that these inclusions imply that [ψ] is either [ϕ1] or [ϕ2].
Express a′, c′ as
a′ = x1a1 + x2a2, c
′ = z1c1 + . . .+ z4c4.
and we first treat the case when x1, x2 are both nonzero. A hyperplane
H1 = a
∗
2 ⊗ b
∗
1 ⊗ c
∗
2
and respectively
H2 = a
∗
2 ⊗ b
∗
2 ⊗ c
∗
1
is tangent to Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4) at ψ, only if, using the symbol ⊢ introduced
in (1.1), we have
a∗2 ⊗ b
∗
1 ⊗ c
∗
2 ⊢ (x1a1 + x2a2)⊗ b1 ⊗ (z1c1 + . . .+ z4c4) = x2z2 = 0,
and respectively,
a∗2 ⊗ b
∗
2 ⊗ c
∗
1 ⊢ (x1a1 + x2a2)⊗ b2 ⊗ (z1c1 + . . .+ z4c4) = x2z1 = 0,
where
(x1a1 + x2a2)⊗ bj ⊗ (z1c1 + . . .+ z4c4) ∈ A
′ ⊗B ⊗ C′, j = 1, 2.
This implies z2, z1 = 0 and by symmetry, zk = 0, for 1 ≤ k ≤ 4. Then c
′ = 0, so
b′ = 0 by symmetry; for the same reason c′′ = b′′ = 0, hence ψ = 0.
Next without loss of generality, we treat the case when a′ = a1; taking H =
a∗1⊗ b
∗
4⊗ c
∗
3, a
∗
1⊗ b
∗
3⊗ c
∗
4, we obtain z3, z4 = 0, so c
′ ∈ C1. By symmetry, c
′′ ∈ C1;
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and for the same reason, b′, b′′ ∈ B1. Thus we have ψ ∈ A1 ⊗ B1 ⊗ C1. Similarly
when a′ = a2, we have ψ ∈ A2 ⊗B2 ⊗ C2.
From the above analysis, H is tangent to Ŝub1,2,2(C
2 ⊗ C4 ⊗ C4) at ψ only if
ψ ∈
⋃
p=1,2Ap ⊗ Bp ⊗ Cp. But without loss of generality, if ψ ∈ A1 ⊗ B1 ⊗ C1, in
the previous case, (3.5) becomes⊕
p=1,2
{(Ap ⊗B ⊗ Cp) + (Ap ⊗Bp ⊗ C) + (A⊗ ϕp(A
∗
p))}
⊃ (A1 ⊗ B ⊗ C1) + (A1 ⊗B1 ⊗ C) + (A⊗ ψ(A
∗
1)),
and hence [ψ(A∗1)] = [ϕ1(A
∗
1)], which implies [ψ] = [ϕ1]. By semicontinuity, this
concludes the proof that σ2(Sub1,2,2(C
2 ⊗ C4 ⊗ C4)) is not tangentially weakly-
defective. 
4. Proof of main result
This section contains a proof of Theorem 1.8. However, before passing to the
proof, it worth noting that the geometric meaning of the basic hypothesis of The-
orem 1.8, namely ∑
1≤r≤R
(J · Lr + Lr · (K − Lr) + (I − 1)) < IJK,
is equivalent to the join J(Sub1,L1,L1(C
I⊗CJ⊗CK), . . . , Sub1,LR,LR(C
I⊗CJ⊗CK))
not filling its ambient space.
It is relatively easy to determine cases where tensors have at most a finite number
of decompositions.
4.1. Proof that Condition A implies partial uniqueness. Let A, B and C
be complex vector spaces of dimensions I, J,K respectively. Choose general ϕp ∈
Ŝub1,Lp,Lp(C
I ⊗ CJ ⊗ CK), 1 ≤ p ≤ R. Without loss of generality, we assume
ϕp = (a1 + λ
pa2)⊗ (bp,1 ⊗ cp,1 + bp,2 ⊗ cp,2 + · · ·+ bp,Lp ⊗ cp,Lp) ∈ Ap ⊗Bp ⊗ Cp,
where {a1+λ
pa2} are bases forAp, {bp,1, . . . , bp,Lp} ⊂ {b1, . . . , bJ}, {cp,1, . . . , cp,Lp} ⊂
{c1, . . . , cK} are bases for Bp, Cp, where 1 ≤ p ≤ R.
Using Lemma 2.17, it is straightforward to compute
Tˆϕp(Ŝub1,Lp,Lp(C
I ⊗ CJ ⊗ CK))
=(A⊗ 〈
∑
1≤j≤Lp
bp,j ⊗ cp,j〉) + (〈a1 + λ
pa2〉 ⊗B ⊗ Cp) + (〈a1 + λ
pa2〉 ⊗Bp ⊗ C)
and by Theorem 2.5, we have
Tˆ∑R
p=1 ϕp
(Jˆ(Sub1,L1,L1(C
I ⊗ CJ ⊗ CK), . . . , Sub1,LR,LR(C
I ⊗ CJ ⊗ CK)))
=
R∑
p=1
{(A⊗ 〈
∑
1≤j≤Lp
bp,j ⊗ cp,j〉)(4.1)
+ (〈a1 + λ
pa2〉 ⊗B ⊗ Cp) + (〈a1 + λ
pa2〉 ⊗Bp ⊗ C)}.
We need to prove that (4.1) is a direct sum at least for this set of points {ϕ1, . . . , ϕR}.
Since
(
J
LR
)
,
(
K
LR
)
≥ R, we can choose bases such that for any pair p 6= q, there
exists bs ∈ {bp,1, . . . , bp,Lp} not belong to {bq,1, . . . , bq,Lq}; and similarly there exists
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cs ∈ {cp,1, . . . , cp,Lp} not belong to {cq,1, . . . , cq,Lq} for any pair p 6= q. Then we
have
(
∑
1≤j≤Lp
bp,j ⊗ cp,j) ∩ (B ⊗ Cq +Bq ⊗ C) = {0}.
Therefore,
(A⊗ 〈
∑
1≤j≤Lp
bp,j ⊗ cp,j〉)
⋂
(
∑
∀q 6=p
{(A⊗ 〈
∑
1≤j≤Lp
bq,j ⊗ cq,j〉) + (〈a1 + λ
qa2〉 ⊗B ⊗ Cq)
+ (〈a1 + λ
qa2〉 ⊗Bq ⊗ C)})
=
∑
∀q 6=p
〈a1 + λ
qa2〉 ⊗ (〈
∑
1≤j≤Lp
bp,j ⊗ cp,j〉 ∩ (B ⊗ Cq +Bq ⊗ C))
= {0},
as well as
{(〈a1 + λ
pa2〉 ⊗B ⊗ Cp) + (〈a1 + λ
pa2〉 ⊗Bp ⊗ C)}⋂∑
p6=q
{(〈a1 + λ
qa2〉 ⊗B ⊗ Cq) + (〈a1 + λ
qa2〉 ⊗Bq ⊗ C)} = {0}.
Thus (4.1) is a direct sum, and by semicontinuity, this concludes the proof of non-
defectivity. Now Condition A follows from Case 2.8.
4.2. Proof that Condition B implies non-uniqueness. Using Proposition 2.18,
and from Corollary 2.8, we deduce Case B.
4.3. Proof that Condition C implies generic uniqueness. It is sufficient to
prove the case I = 2, J = K =
∑R
r=1 Lr. Otherwise we replace the equality in (4.3)
with the inclusion ⊃.
Let A, B and C be complex vector spaces of dimensions I, J,K respectively.
Split B =
⊕
1≤q≤R Bq and C =
⊕
1≤r≤R Cr, where for 1 ≤ q, r ≤ R, Bq and Cr
are of dimensions Lq, Lr, respectively.
Choose a general set {ϕp ∈ Ŝub1,Lp,Lp(C
I ⊗ CJ ⊗ CK) : 1 ≤ p ≤ R}. Without
loss of generality, we can assume
ϕp = (a1 + λ
pa2)⊗ (bp,1 ⊗ cp,1 + bp,2 ⊗ cp,2 + · · ·+ bp,Lp ⊗ cp,Lp) ∈ Ap ⊗Bp ⊗ Cp,
for any 1 ≤ p ≤ R, where {a1 + λ
pa2}, {bp,1, . . . , bp,Lp} and {cp,1, . . . , cp,Lp} are
bases for Ap, Bp, Cp. Note that for a general set {ϕp ∈ Ap⊗Bp⊗Cp : 1 ≤ p ≤ R},
we have
Tˆϕp(Ŝub1,Lp,Lp(C
I ⊗ CJ ⊗ CK))(4.2)
=(A⊗ ϕp(A
∗
p)) + (Ap ⊗B ⊗ Cp) + (Ap ⊗Bp ⊗ C),
and
Tˆ⊥ϕp(Ŝub1,Lp,Lp(C
I ⊗ CJ ⊗ CK)) = (A⊥p ⊗B
⊥
p ⊗ C
∗)⊕ (A∗p ⊗B
⊥
p ⊗ C
⊥
p )
⊕ (A⊥p ⊗B
∗
p ⊗ C
⊥
p )⊕ (A
⊥
p ⊗ (ϕp(A
∗
p)
⊥ ∩ (B∗p ⊗ C
∗
p ))).
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Then due to Theorem 2.5, we deduce
Tˆ⊥∑ϕp(J(Ŝub1,L1,L1(C
I ⊗ CJ ⊗ CK), . . . , Ŝub1,LR,LR(C
I ⊗ CJ ⊗ CK)))
=
⋂
1≤p≤R
T̂⊥ϕp(Ŝub1,Lp,Lp(C
I ⊗ CJ ⊗ CK))
=
⊕
1≤p≤R
A⊥p ⊗ (ϕp(A
∗
p)
⊥ ∩ (B∗p ⊗ C
∗
p ))(4.3)
=
⊕
1≤p≤R, j 6=k
〈λpa∗1 − a
∗
2〉 ⊗ 〈b
∗
p,j ⊗ c
∗
p,k, b
∗
p,j ⊗ c
∗
p,j − b
∗
p,k ⊗ c
∗
p,k〉.
For any 1 ≤ s ≤ R, let
ψs = a
′ ⊗ (b′1 ⊗ c
′
1 + · · ·+ b
′
Ls
⊗ c′Ls) ∈ A
′ ⊗B′ ⊗ C′,(4.4)
be a general point of Ŝub1,Ls,LsC
I ⊗ CJ ⊗ CK , where A′ = 〈a′〉, B′ = 〈b′1, . . . , b
′
Ls
〉
and C′ = 〈c′1, . . . , c
′
Ls
〉; note that
Tˆψs(Ŝub1,Ls,LsC
I ⊗ CJ ⊗ CK)(4.5)
= (A′ ⊗B ⊗ C′) + (A′ ⊗B′ ⊗ C) + (A⊗ ψ(A′∗)).
Also according to Remark 2.12, the relation
Tˆϕ1(Ŝub1,L1,L1(C
I ⊗ CJ ⊗ CK)) + · · ·+ TˆϕR(Ŝub1,LR,LR(C
I ⊗ CJ ⊗ CK))(4.6)
⊃ Tˆψs(Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK)),
is equivalent to⋂
1≤p≤R
T̂⊥ϕp(Ŝub1,Lp,Lp(C
I ⊗ CJ ⊗ CK)) ⊂ Tˆ⊥ψs(Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK)),
Hence we need to prove that these inclusions imply that ψs ∈ {ϕ1, . . . , ϕR}.
Denote c′ any one of c′1, . . . , c
′
Ls
in (4.4) and write a′, c′ as
a′ = x1a1 + x2a2,
c′ =
∑
1≤h≤L1
z1,hc1,h + · · ·+
∑
1≤h≤LR
zR,hcR,h.
We treat first the case when (x1, x2) 6= (1, λ
p) for any 1 ≤ p ≤ R.
A general hyperplane in (4.3) is a linear combination of (λpa∗1 − a
∗
2)⊗ b
∗
p,j ⊗ c
∗
p,k
and (λpa∗1 − a
∗
2)⊗ (b
∗
p,j ⊗ c
∗
p,j − b
∗
p,k ⊗ c
∗
p,k). In particular,
(λpa∗1 − a
∗
2)⊗ b
∗
p,j ⊗ c
∗
p,k ∈ Tˆ
⊥
ψs
(Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK))
(i.e. is tangent to Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK) at ψs) only if
(λpa∗1 − a
∗
2)⊗ b
∗
p,j ⊗ c
∗
p,k ⊢
(x1a1 + x2a2)⊗ bp,j ⊗ (
∑
1≤h≤L1
z1,hc1,h + · · ·+
∑
1≤h≤LR
zR,hcR,h)
= (λpx1 − x2)zt,pk = 0,
where
(x1a1 + x2a2)⊗ bp,j ⊗ (
∑
1≤k≤L
zt,rkct,rk) ∈ A
′ ⊗B ⊗ C′.
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Therefore zt,h = 0, 1 ≤ t ≤ R for any h, so c
′ = 0, that is c′1 = · · · = c
′
Ls
= 0; for
the same reason b′1 = · · · = b
′
Ls
= 0, hence ψs = 0 in this case.
Next, we consider the case when a′ = a1 + λa2; taking a hyperplane in (4.3)
Hp = (λ
pa∗1 − a
∗
2)⊗ b
∗
p,j ⊗ c
∗
p,k, p 6= 1,
we obtain zt,h = 0, 2 ≤ t ≤ R for any h. So we deduce
c′ =
∑
1≤h≤L1
z1,hc1,h ∈ C1,
for every c′ ∈ {c′1, . . . , c
′
Ls
}. By symmetry, we have b′1, . . . , b
′
Ls
∈ B1. Thus ψs ∈
A1 ⊗B1 ⊗ C1. In this case, (4.6) becomes⊕
1≤p≤R
{(Ap ⊗B ⊗ Cp) + (Ap ⊗Bp ⊗ C) + (A⊗ ϕp(A
∗
p))}
⊃ (A1 ⊗B ⊗ C1) + (A1 ⊗B1 ⊗ C) + (A⊗ ψs(A
∗
1)),
this is valid if and only if
[ψs(A
∗
1)] = [ϕ1(A
∗
1)]
and then [ψs] = [ϕ1].
Finally, it remains to consider the case when a′ = a1 + λ
qa2, 1 < q ≤ R. Then
clearly, we have ψs ∈ Aq ⊗Bq ⊗Cq, so [ψs] = [ϕq]. Now by semicontinuity, we can
conclude the proof that J(Sub1,L1,L1(C
I⊗CJ⊗CK), . . . , Sub1,LR,LR(C
I⊗CJ⊗CK))
is not tangentially weakly-defective for I = 2, J = K =
∑R
s=1 Ls. From Corollary
2.13, we obtain Case C.
Remark 4.1. An alternative least square algorithm for the computation of decom-
positions under the above Case C is given in [13].
4.4. Proof that Condition D implies generic uniqueness. The proof will be
nearly the same as that for condition C. (The difference is that we cannot apply
Corollary 2.13 directly in the proof of Condition D.) As there, it is sufficient to
prove the case I = 2. Otherwise we change the equality in (4.8) into the inclusion
⊃.
Let A, B and C denote vector spaces of dimensions I, J,K respectively. Split
A = A1⊕A2, B = B1⊕B0⊕B2 and C1⊕C0⊕C2, where A1, A2 are of dimension
one, B1, B0, B2, and C1, C0, C2 are of dimension L1 − lb, lb, L2 − lb, L1 − lc, lc,
L2 − lc, respectively, for some 0 ≤ lb, lc < min{L1, L2}.
For general ϕp ∈ Ap ⊗ (Bp ⊕B0)⊗ (Cp ⊕ C0), p = 1, 2, we have
Tˆϕp(Ŝub1,Lp,Lp(C
I ⊗ CJ ⊗ CK))(4.7)
=(A⊗ ϕp(A
∗
p)) + (Ap ⊗B ⊗ (Cp ⊕ C0)) + (Ap ⊗ (Bp ⊕B0)⊗ C);
and also
Tˆ⊥ϕ1(Ŝub1,L1,L1(C
I ⊗ CJ ⊗ CK))
=(A∗2 ⊗B
∗
2 ⊗ C
∗)⊕ (A∗1 ⊗B
∗
2 ⊗ C
∗
2 )⊕ (A
∗
2 ⊗ (B1 ⊕B0)
∗ ⊗ C∗2 )
⊕ (A∗2 ⊗ (ϕ1(A
∗
1)
⊥ ∩ ((B∗1 ⊕B
∗
0 )⊗ (C
∗
1 ⊕ C
∗
0 )))),
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respectively
Tˆ⊥ϕ2(Ŝub1,L2,L2(C
I ⊗ CJ ⊗ CK))
=(A∗1 ⊗B
∗
1 ⊗ C
∗)⊕ (A∗2 ⊗B
∗
1 ⊗ C
∗
1 )⊕ (A
∗
1 ⊗ (B2 ⊕B0)
∗ ⊗ C∗1 )
⊕ (A∗1 ⊗ (ϕ2(A
∗
2)
⊥ ∩ ((B∗2 ⊕B
∗
0 )⊗ (C
∗
2 ⊕ C
∗
0 )))).
Choose general points ϕp ∈ Ŝub1,Lp,Lp(C
I ⊗CJ ⊗CK), for 1 ≤ p ≤ 2. Without loss
of generality, we assume lb ≥ lc, and then
ϕ1 = a1 ⊗ (b1,1 ⊗ c1,1 + · · ·+ b1,L1−lb ⊗ c1,L1−lb + b0,1 ⊗ c1,L1−lb+1 + · · ·+ b0,lb ⊗ c0,lc)
∈ A1 ⊗ (B1 ⊕B0)⊗ (C1 ⊕ C0) ∼= C⊗ C
L1 ⊗ CL1 ,
and respectively
ϕ2 = a2 ⊗ (b2,1 ⊗ c2,1 + · · ·+ b2,L1−lb ⊗ c2,L1−lb + b0,1 ⊗ c2,L1−lb+1 + · · ·+ b0,lb ⊗ c0,lc)
∈ A2 ⊗ (B2 ⊕B0)⊗ (C2 ⊕ C0) ∼= C⊗ C
L2 ⊗ CL2 ,
where Ai = 〈ai〉(i = 1, 2); {b0,1, . . . , b0,lb}, {b1,1, . . . , b1,L1−lb}, {b2,1, . . . , b2,L2−lb},
{c0,1, . . . , c0,lc}, {c1,1, . . . , c1,L1−lc} and {c2,1, . . . , c2,L2−lc} are bases for B0, B1,
B2, C0, C1 and C2 respectively, where J + lb = L1 + L2 and K + lc = L1 + L2.
Using these bases, we obtain
Tˆ⊥ϕ1(Ŝub1,L1,L1(C
I ⊗ CJ ⊗ CK)) ∩ Tˆ⊥ϕ2(Ŝub1,L2,L2(C
I ⊗ CJ ⊗ CK))
=(A∗2 ⊗ (ϕ1(A
∗
1)
⊥ ∩ (B∗1 ⊗ C
∗
1 )))⊕ (A
∗
1 ⊗ (ϕ2(A
∗
2)
⊥ ∩ (B∗2 ⊗ C
∗
2 )))
=
⊕
j 6=k
〈a∗1 ⊗ b
∗
2,j ⊗ c
∗
2,k, a
∗
2 ⊗ b
∗
1,j ⊗ c
∗
1,k,(4.8)
a∗1 ⊗ (b
∗
2,j ⊗ c
∗
2,j − b
∗
2,k ⊗ c
∗
2,k), a
∗
2 ⊗ (b
∗
1,j ⊗ c
∗
1,j − b
∗
1,k ⊗ c
∗
1,k)〉.
Let
ψs = a
′ ⊗ (b′1 ⊗ c
′
1 + · · ·+ b
′
Ls
⊗ c′Ls) ∈ A
′ ⊗B′ ⊗ C′,(4.9)
be a general point in one of Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK), s = 1, 2, where A′ = 〈a′〉,
B′ = 〈b′1, . . . , b
′
Ls
〉 and C′ = 〈c′1, . . . , c
′
Ls
〉. Using Lemma 2.17, we have
Tˆψs(Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK))(4.10)
= (A′ ⊗B ⊗ C′) + (A′ ⊗B′ ⊗ C) + (A⊗ ψ(A′∗)).
If
[ϕ1 + ϕ2] = [ψ1 + ψ2],(4.11)
we have
Tˆϕ1(Ŝub1,L1,L1(C
I ⊗ CJ ⊗ CK)) + Tˆϕ2(Ŝub1,L2,L2(C
I ⊗ CJ ⊗ CK))(4.12)
⊃ Tˆψs(Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK)),
and according to Remark 2.12, it is equivalent to that
Tˆ⊥ϕ1(Ŝub1,L1,L1(C
I ⊗ CJ ⊗ CK)) ∩ Tˆ⊥ϕ2(Ŝub1,L2,L2(C
I ⊗ CJ ⊗ CK))(4.13)
⊂ Tˆ⊥ψs(Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK)).
Hence we need to prove that these inclusions imply that ψs ∈ {ϕ1, ϕ2}.
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Express a c′ ∈ {c′1, . . . , c
′
Lr
} in (4.9) as
c′ =
∑
1≤h≤lc
z0,hc0,h +
∑
1≤h≤L1−lc
z1,hc1,h +
∑
1≤h≤L2−lc
z2,hc2,h,
and write a′ = x1a1 + x2a2. We treat first the case that both x1, x2 are nonzero.
From (4.10), a general hyperplane in (4.8) is a linear combination of a∗1 ⊗ b
∗
2,j ⊗
c∗2,k, a
∗
2 ⊗ b
∗
1,j ⊗ c
∗
1,k, a
∗
1 ⊗ (b
∗
2,j ⊗ c
∗
2,j − b
∗
2,k ⊗ c
∗
2,k), a
∗
2 ⊗ (b
∗
1,j ⊗ c
∗
1,j − b
∗
1,k ⊗ c
∗
1,k).
Note that for
(x1a1 + x2a2)⊗ b1,j ⊗ (
∑
1≤h≤lc
z0,hc0,h +
∑
1≤h≤L1−lc
z1,hc1,h +
∑
1≤h≤L2−lc
z2,hc2,h)
in A′ ⊗B ⊗ C′, we have
H1 =a
∗
2 ⊗ b
∗
1,j ⊗ c
∗
1,k ∈ Tˆ
⊥
ψs
(Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK))
(i.e. H1 is tangent to Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK) at ψs) only if
a∗2 ⊗ b
∗
1,j ⊗ c
∗
1,k ⊢
(x1a1 + x2a2)⊗ b1,j ⊗ (
∑
1≤h≤lc
z0,hc0,h +
∑
1≤h≤L1−lc
z1,hc1,h +
∑
1≤h≤L2−lc
z2,hc2,h)
= x2z1,k = 0,
and respectively
H2 = a
∗
1 ⊗ b
∗
2,j ⊗ c
∗
2,k ∈ Tˆ
⊥
ψs
(Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK)
only if
a∗1 ⊗ b
∗
2,j ⊗ c
∗
2,k ⊢
(x1a1 + x2a2)⊗ b2,j ⊗ (
∑
1≤h≤lc
z0,hc0,h +
∑
1≤h≤L1−lc
z1,hc1,h +
∑
1≤h≤L2−lc
z2,hc2,h)
= x1z2,k = 0.
Therefore z1,h = 0, for 1 ≤ h ≤ L1− lc, and z2,h = 0, for 1 ≤ h ≤ L2− lc. So c
′ =∑
1≤h≤lc
z0,hc0,h ∈ C0. For the same reason b
′ ∈ B0 for every b
′ ∈ {b′1, . . . , b
′
Ls
}.
Thus ψs ∈ Ap ⊗ B0 ⊗ C0, p = 1, 2. But since dimB0, dimC0 are both less than
min {L1, L2}, we get a contradiction to the fact that ψs has multilinear rank
(1, L1, L1) or (1, L2, L2). Thus x1, x2 cannot be both nonzero.
Next, without loss of generality, we consider the case when a′ = a1. Taking the
hyperplane
H2 = a
∗
1 ⊗ b
∗
2,j ⊗ c
∗
2,k,
in (4.8), we obtain by a similar computation that z2,h = 0, for each 1 ≤ h ≤ L2− lc,
so
c′ =
∑
1≤h≤lc
z0,hc0,h +
∑
1≤h≤L1−lc
z1,hc1,h ∈ C1 ⊕ C0;
for the same reason, b′h ∈ B1 ⊕B0, and
ψs ∈ A1 ⊗ (B1 ⊕B0)⊗ (C1 ⊕ C0).
Now (4.11) is valid if and only if
[ψs(A
∗
1)] = [ϕ1(A
∗
1)],
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and then [ψs] = [ϕ1]. Thus we obtain Case D.
4.5. Proof that Condition E implies generic uniqueness. The proof will be
nearly the same as that for Condition D. As there, it is sufficient to prove the case
I = R, K =
∑R
r=1 Lr. Let A, B and C denote vector spaces of dimensions I, J, K
respectively. Choose splitting A =
⊕
1≤p≤R Ap and C =
⊕
1≤r≤RCr . Further fix
a basis {b1, . . . , bJ} for B.
Choose general points ϕp ∈ Ŝub1,Lp,Lp(C
I ⊗ CJ ⊗ CK) for 1 ≤ p ≤ R. Without
loss of generality, for 1 ≤ p ≤ R, we can assume
ϕp = ap ⊗ (bp,1 ⊗ cp,1 + bp,2 ⊗ cp,2 + · · ·+ bp,Lp ⊗ cp,Lp) ∈ Ap ⊗Bp ⊗ Cp,
where {ap}, {bp,1, . . . , bp,Lp} ⊂ {b1, . . . , bJ}, {cp,1, . . . , cp,Lp} are bases for Ap, Bp,
Cp, respectively.
Then for ϕp ∈ Ap ⊗Bp ⊗ Cp, 1 ≤ p ≤ R, it is clear that
Tˆ⊥ϕp(Ŝub1,Lp,Lp(C
I ⊗ CJ ⊗ CK)) = (A⊥p ⊗B
⊥
p ⊗ C
∗)⊕ (A∗p ⊗B
⊥
p ⊗ C
⊥
p )
⊕ (A⊥p ⊗B
∗
p ⊗ C
⊥
p )⊕ (A
⊥
p ⊗ (ϕp(A
∗
p)
⊥ ∩ (B∗p ⊗ C
∗
p ))).
Due to Theorem 2.5 and since J > 2LR ≥ Li + Lr, there exists b
∗
q,j /∈ B
∗
i ⊕B
∗
r for
any i, r, where i 6= r, such that
Tˆ⊥∑ϕp(J(Ŝub1,L1,L1(C
I ⊗ CJ ⊗ CK), . . . , Ŝub1,LR,LR(C
I ⊗ CJ ⊗ CK)))
⊃
⊕
i6=r
〈a∗i ⊗ b
∗
q,j ⊗ c
∗
r,k〉, 1 ≤ j ≤ Lq, 1 ≤ k ≤ Lr.(4.14)
Let
ψs = a
′ ⊗ (b′1 ⊗ c
′
1 + · · ·+ b
′
Ls
⊗ c′Ls) ∈ A
′ ⊗B′ ⊗ C′,(4.15)
be a general point in one of Ŝub1,Ls,LsC
I ⊗CJ ⊗CK , 1 ≤ s ≤ R, where A′ = 〈a′〉,
B′ = 〈b′1, . . . , b
′
Ls
〉 and C′ = 〈c′1, . . . , c
′
Ls
〉, and note that
Tˆψs(Ŝub1,Ls,LsC
I ⊗ CJ ⊗ CK)(4.16)
= (A′ ⊗B ⊗ C′) + (A′ ⊗B′ ⊗ C) + (A⊗ ψ(A′∗)).
If
[ϕ1 + · · ·+ ϕR] = [ψ1 + · · ·+ ψR],(4.17)
we have
Tˆϕ1(Ŝub1,L1,L1(C
I ⊗ CJ ⊗ CK)) + · · ·+ TˆϕR(Ŝub1,LR,LR(C
I ⊗ CJ ⊗ CK))(4.18)
⊃ Tˆψs(Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK)),
and according to Remark 2.12, it is equivalent to that⋂
1≤p≤R
T̂⊥ϕp(Ŝub1,Lp,Lp(C
I ⊗ CJ ⊗ CK)) ⊂ Tˆ⊥ψs(Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK)).
Hence we need to prove that these inclusions imply that ψs ∈ {ϕ1, · · · , ϕR}.
Express a′ and c′ in one of the {c′i : 1 ≤ i ≤ Ls} occurring in (4.15) as
a′ = x1a1 + · · ·+ xRaR,
c′ =
∑
1≤h≤L1
z1,hc1,h + · · ·+
∑
1≤h≤LR
zR,hcR,h.
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Since J > 2LR,
(
J
LR
)
≥ R, without loss of generality, we first treat the case when
both x1, x2 are nonzero.
A general hyperplane in (4.15) is a linear combination of a∗i ⊗ b
∗
q,j ⊗ c
∗
r,k, and for
b∗q,j /∈ B
∗
i ⊕B
∗
r , we have
H = a∗i ⊗ b
∗
q,j ⊗ c
∗
r,k ∈ Tˆ
⊥
ψs
(Ŝub1,Ls,Ls(C
I ⊗ CJ ⊗ CK)),
only if
a∗i ⊗ b
∗
p,j ⊗ c
∗
r,k ⊢
(x1a1 + · · ·+ xRaR)⊗ bp,j ⊗ (
∑
1≤h≤L1
z1,hc1,h + · · ·+
∑
1≤h≤LR
zR,hcR,h)
= xizt,h = 0, t 6= i, for i = 1, 2,
where
(x1a1 + · · ·+ xRaR)⊗ bp,j ⊗ (
∑
1≤h≤L1
z1,hc1,h + · · ·+
∑
1≤h≤LR
zR,hcR,h)
∈ A′ ⊗B ⊗ C′.
Therefore zt,h = 0, when t 6= 1, 2. Then c
′
1 = · · · = c
′
Ls
= 0, b′1 = · · · = b
′
Ls
= 0,
hence we have ψs = 0 in this case.
Next without loss of generality, we treat the case a′ = a1. Taking the hyperplane
H = a∗1 ⊗ b
∗
q,j ⊗ c
∗
r,k, we obtain by similar computation that zt,h = 0, when t 6= 1.
So c′ =
∑
1≤h≤L1
z1,hc1,h ∈ C1. For the same reason, we have b
′ ∈ B1, for every
b′ ∈ {b′1, . . . , b
′
Ls
} and consequently ψs ∈ A1 ⊗B1 ⊗ C1.
Now (4.17) is valid only if
[ψs(A
∗
1)] = [ϕ1(A
∗
1)]
and then [ψs] = [ϕ1]. Generally when a
′ = aq, we have [ψs(A
∗
q)] = [ϕq(A
∗
q)], which
implies [ψs] = [ϕq]. Thus we obtain Case E.
5. A criterion of uniqueness
We will give a new proof of a criterion of uniqueness for block term tensor
decomposition, due to De Lathauwer [15]. Note that the uniqueness condition in
our Corollary 2.13 concerns a larger class of decompositions.
Theorem 5.1. ([15], Theorem 2.3) Assume I ≥ R, (1.4) is essentially unique if
and only if for any Xj1 , · · · , Xjs , we have
〈Xj1 , · · · , Xjs〉 ∩ σLjt (P
J−1 × PK−1) ⊂ {Xj1 , · · · , Xjs}, 1 ≤ t ≤ s.(5.1)
Proof. Assume the contrary that Y =
∑R
r=1 a
′
r ⊗ X˜r is different from (1.4). Since
a1, . . . , aR are independent, we have a
′
r =
∑R
j=1 α
r
jaj , where α
r
j are not all zero.
Hence
Y =
R∑
r=1
ar ⊗Xr =
R∑
r=1
ar ⊗ (
R∑
j=1
αrjX˜j).
Thus Xr =
∑R
j=1 α
r
jX˜j. Taking the inverse of [α
r
j ], we have X˜r =
∑R
j=1 α˜
r
jXj.
Consequently, there exists r, j1, j2 ∈ {1, . . . , R} such that j1 6= j1 and α˜
r
j1
· α˜rj2 6= 0.
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Then we obtain
X˜r ∈ 〈Xj1 , . . . , Xjs〉 ∩ σLr (P
J−1 × PK−1).
But X˜r is not belong to {Xj1 , . . . , Xjs}, which contradicts to (5.1). 
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