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THERMODYNAMICS VIA INDUCING
FARRUH SHAHIDI AND AGNIESZKA ZELEROWICZ
Abstract. We consider continuous maps f : X → X on compact met-
ric spaces admitting inducing schemes of hyperbolic type introduced
in [15] as well as the induced maps f˜ : X˜ → X˜ and the associated
tower maps fˆ : Xˆ → Xˆ. For a certain class of potential functions ϕ
on X, which includes all Ho¨lder continuous functions, we establish ther-
modynamic formalism for each of the above three systems and we de-
scribe some relations between the corresponding equilibrium measures.
Furthermore we study ergodic properties of these equilibrium measures
including the Bernoulli property, decay of correlations, and the Cen-
tral Limit Theorem (CLT). Finally, we prove analyticity of the pressure
function for the three systems.
Introduction
Celebrated works of Sinai, Ruelle, and Bowen establish thermodynamic
formalism for uniformly hyperbolic systems. Their main result claims that
every Ho¨lder continuous potential has a unique equilibrium measure. From
the statistical physics point of view the statement about uniqueness im-
plies absence of phase transitions. In addition, the equilibrium measure is
known to have the Bernoulli property, to satisfy the Central Limit Theo-
rem, and to have exponential decay of correlations. Those results apply
to the family of geometric t-potentials ϕt = −t log |det(Df|Eu)| (where Eu
denotes the unstable subspace) thus producing the one parameter family
of equilibrium measures including such famous measures as Sinai-Ruelle-
Bowen (SRB) measure and the measure of maximal entropy (MME). We
point out that the requirement on the potential to be Ho¨lder continuous is
crucial: indeed, one can construct a family of potentials that are smooth
everywhere except for a single point where they are not Ho¨lder continuous,
which admits a phase transition (see [17]).
The natural next step is to study systems with weaker than uniform
hyperbolicity. In this case even some Ho¨lder continuous potential functions
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may exhibit phase transitions. For example, this can be observed in the
famous Manneville-Pomeau map (which is a one-dimensional expanding map
with an indifferent fixed point) with respect to the family of geometric t-
potentials: at t = 1 a phase transition occurred since the potential ϕ1 has
more than one equilibrium measure. Moreover, such systems may not allow
symbolic representation by a subshift of finite type.
Currently, one of the most advanced methods to study non-uniformly hy-
perbolic systems is to use inducing maps on some appropriately chosen do-
mains. To this end, in this paper we consider maps with inducing schemes of
hyperbolic type, which were introduced by Pesin, Senti, Zhang in [15]. The
principal feature of such maps is that the induced map possesses a countable
generating partition allowing a symbolic representation of the induced map
by the full shift on a countable set of states, thus bringing powerful tools of
statistical physics into the study. In particular, using results of Aaronson-
Denker [1], Mauldin-Urbanski [11], Ruelle [18], Sarig [23], and others one can
construct Gibbs and equilibrium measures corresponding to Ho¨lder contin-
uous potentials with respect to standard metric in the space of two-sided
sequences. Furthermore, one can obtain a sufficiently complete description
of ergodic properties of these measures including ergodicity, the Bernoulli
property, exponential rate of mixing and analyticity of the pressure function.
From the statistical physics point of view, the latter means the absence of
phase transitions, i.e. uniqueness of equilibrium states.
Examples of maps admitting inducing schemes of hyperbolic type include
Young diffeomorphisms. This is a broad class of diffeomorphisms which
contains such systems as Billiard dynamical systems and He´non-type maps
(see [28]). In fact, recent work of Climenhaga, Luzzatto, and Pesin [5]
suggests that existence of a Young tower is a common phenomenon in smooth
non-uniformly hyperbolic dynamics.
In order to establish ergodic properties of a given system via inducing,
one should consider an intermediate system - the tower map - which is an
abstract, simplified model of the original map and can be represented sym-
bolically. Thus the way to effect thermodynamics of the original map is to
first study thermodynamics of the corresponding inducing system, then “lift”
equilibrium measures to the tower and finally, “project” these measures to
obtain the desired equilibrium measures for the original system. Difficulties
arise in studying ergodic properties of measures obtained by transferring
them from one system to another.
Many remarkable results were obtained using Young tower techniques.
Young [28], [29], used tower construction construct the Sinai-Ruelle-Bowen
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(SRB) measures for many important non-uniformly hyperbolic systems. In
addition, Pesin, Senti, and Zhang [14] proved the existence and uniqueness
of equilibrium measures for maps with inducing schemes of hyperbolic type
with respect to a certain, rather broad, class of potential functions.
While there is an impressive body of work on Young towers, many results
on the relations between the three systems are still missing and in our paper
we present a systematic and rather complete study of the three systems:
the original map (X, f), the induced map (X˜, f˜), and the tower map (Xˆ, fˆ),
(see Section 1.3). We analyze relations among the corresponding equilibrium
measures and their ergodic properties. We establish decay of correlations,
the Central Limit Theorem, and the Bernoulli property for the three systems
with respect to their corresponding equilibrium measures. Finally, we prove
analyticity of the pressure function for the three systems. While the results
on the Central Limit Theorem and bounds for the decay of correlations can
be deduced from previous results, the one on the Bernoulli property and the
analyticity of the pressure function are completely new.
The class of potential functions ϕ considered in this paper is defined by a
set of conditions imposed on the induced potential ϕ˜ : X˜ → X˜ (see Section
1.5 for definitions and Section 2.2 for the list of conditions). We choose this
class of potentials for two main reasons. First, this class is sufficiently large
and includes all Ho¨lder continuous functions on X. Second, our conditions
on potential functions guarantee existence and uniqueness of equilibrium
measures for the induced potential.
The main results of this paper are as follows. Starting with the induced
system (X˜, f˜) we consider the class of potential functions on X for which
the corresponding induced potential satisfies (P1)-(P4) (see Section 2.2).
Then results in [15] guarantee existence and uniqueness of equilibrium mea-
sures for (X˜, f˜) and the original map (X, f). We then show how to obtain
equilibrium measures for the tower map (Xˆ, fˆ). We also describe relations
between unique equilibrium measures for the three systems (see Statement
(1) of Theorem 2.2 and Statements (1) and (2) of Theorem 2.3).
Our next goal is to obtain correlation estimates and the CLT for the map
(X, f) and for the tower map (Xˆ, fˆ). This is done using results in [29] and
[12].
One of the main contributions of this paper is the Bernoulli property of
the map (X, f) and of the tower map (Xˆ, fˆ). In fact, we show the following
general result in a setting of symbolic dynamical systems.
Let (SZA, σ) be a topologically mixing Markov shift on a countable set of
states S. Choose a state s ∈ S and a potential ϕ : [s]→ R. Assume that ϕ is
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locally Ho¨lder continuous with respect to the induced shift σ¯ on [s], and that
PG(ϕ) < ∞, where PG(ϕ) is the Gurevich pressure of ϕ (see Section 4.1).
Let µ be the unique ergodic equilibrium measure for ϕ. Denote by µˆ the
measure on SZA which is the lifted measure from µ. We have the following.
Theorem A. If (SZA, σ, µˆ) is mixing, then it is Bernoulli.
Our proof (see Section 4.3) uses Ornstein’s theory as well as some ideas
of Sarig in [25]. We stress that while the result in [25] considers equilibrium
measures for locally Ho¨lder potential functions, our result is stronger, as it
only requires that the induced potential is locally Ho¨lder.
Finally, we prove that the pressure for the map f and the tower map fˆ is
real analytic. Our argument follows ideas of Sarig in [20], and extends the
result of Sarig to the case of hyperbolic towers.
In terms of applications our main goal is to build thermodynamics for
Young diffeomorphisms and the family of geometric t-potentials for t in some
interval that contains [0, 1) (see Section 3). Particular examples include the
Katok map [16], the He´non map at the first bifurcation [15], and the slow-
down map of the Smale-Williams solenoid [30]. We emphasize that the
method involved is general and is believed to be applicable to a broader
class of examples. We also remark that while decay of correlations and the
CLT for Young diffeomorphisms as mentioned above were studied by many
authors (see [7],[23][12],[28],[29]), the Bernoulli property and analyticity of
the pressure are new results.
While our main goal is to study equilibrium measures corresponding to
a broad class of potential functions, our principal result on the Bernoulli
property can be obtained in a greater generality. Namely, in line with our
setting, we show that for any f˜ -invariant ergodic measure µ˜ for the induced
system (X˜, f˜), certain conditions on µ˜ guarantee that the corresponding
lifted measure µˆ which is invariant for (Xˆ, fˆ) and the projected measure µ
which is invariant for (X, f) both have the Bernoulli property (see Theorem
2.5).
The paper is organized as follows. In Section 1, we define our main objects
– maps with inducing schemes and their associated towers. In Section 2 we
state our main results. In particular, Theorem 2.1 gives decay of correlations,
CLT, and the Bernoulli property for the induced system and Theorems 2.2
and 2.3 establish these properties for the tower map and for the original map
with an inducing scheme respectively. Theorem 2.4 establishes analyticity of
the pressure for maps with inducing schemes as well as the associated tower
maps. Theorem 2.5 deals with general measures on the inducing domain
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which are invariant under the induced system. We provide conditions on
these measures that guarantee the Bernoulli property for the tower map
and the original system. Section 3 is devoted to applications of our results
to Young diffeomorphisms. In Section 4 we prove our main theorems after
introducing some notions from the theory of countable Markov shifts.
Acknowledgments. We would like to thank our advisor, Yakov Pesin, for
posing the problem and for valuable suggestions.
1. Maps with inducing schemes and associated tower maps
In this section we introduce a map with inducing scheme, the induced
map, and the associated tower map.
1.1. A map with an inducing scheme, (X, f). Let f : X → X be a con-
tinuous map on a compact metric space. Throughout the paper we assume
that f has finite topological entropy htop(f) <∞.
Given a countable collection of disjoint Borel sets S = {J} and a positive
integer-valued function τ : S → N, we say that f admits an inducing scheme
of hyberbolic type {S, τ} with inducing domain X˜ := ⋃J∈S J and inducing
time τ : X → N defined by
τ(x) =
{
τ(J), x ∈ J
0, x /∈ X˜
provided the following conditions (I1)-(I2) hold:
(I1) For any J ∈ S one has
f τ(J)(J) ⊂ X˜ and
⋃
J∈S
f τ(J)(J) = X˜.
Moreover, f
τ(J)
|J can be extended to a homeomorphism of a neighborhood
of J ;
(I2) For every bi-infinite sequence ω = (ωn)n∈Z ∈ SZ there exist a unique
sequence x = x(ω) = (xn = xn(ω))n∈Z such that
(a) xn ∈ J¯ωn and f τ(Jωn)(xn) = xn+1;
(b) if xn(ω) = xn(ω
′) for all n ≤ 0, then ω = ω′.
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1.2. The induced map (X˜, f˜). Condition (I1) allows one to define the
induced map f˜ : X˜ → X˜ by
f˜|J := f
τ(J)
|J , J ∈ S.
For each J ∈ S, the map f˜|J can be extended to the closure J¯ producing
a map f˜ :
⋃
J¯ → X˜.
Condition (I2) allows one to define the coding map π : SZ → ⋃ J¯ by
π(ω) := x0(ω).
Let Ω = {ω ∈ SZ : xn(ω) ∈ Jωn for all n ∈ Z}.
Proposition 1.1. [15] The map π defined above has the following properties:
(1) π is well defined, continuous, and for all ω ∈ SZ one has
π ◦ σ(ω) = f˜ ◦ π(ω);
(2) π is one-to-one on Ω and π(Ω) = X˜ ;
(3) if π(ω) = π(ω′) for some ω,ω′ ∈ Ω, then ωn = ω′n for all n ≥ 0.
For x, y ∈ X˜ let s(x, y) denote the smallest integer n ≥ 0 for which
(π−1(x))n 6= (π−1(y))n or (π−1(x))−n 6= (π−1(y))−n.
In literature s(x, y) is called the separation time.
1.3. The tower map (Xˆ, fˆ). Consider
Xˆ :=
{
(x, k) | x ∈ X˜, k ∈ {0, 1, . . . , τ(x) − 1}
}
.
By the tower map for f : X → X we refer to a dynamical system fˆ : Xˆ →
Xˆ given by:
fˆ(xˆ) = fˆ(x, k) :=
{
(x, k + 1) for k < τ(x)− 1
(f˜(x), 0) for k = τ(x)− 1 .
The map π0 : Xˆ → X defined by π0(x, k) = fk(x) satisfies the equation
f ◦ π0 = π0 ◦ fˆ . In general, π0 need not to be either one-to-one or onto.
However, the image π0(Xˆ) has full measure with respect to any ergodic
measure µ such that µ(X˜) > 0.
We end this section with defining a metric on Xˆ . The separation time
defined in the previous section can be extended to Xˆ by setting
s((x, k), (y, l)) =
{
0 if k 6= l
s(x, y) if k = l,
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where s(x, y) was defined in the previous section.
Given 0 < θ < 1 we define a symbolic metric dθ on Xˆ by setting
(1.1) dθ((x, k), (y, l)) = θ
s((x,k),(y,l)).
Throughout the paper by a class of Ho¨lder continuous functions on Xˆ we
mean the class of functions which are Ho¨lder continuous with respect to dθ.
We would like to stress that throughout the paper the symbol ˜ is used
to denote objects related to the induced system and the symbol ˆ is used to
denote objects related to the tower map. For example having a measure µ
for the original system, µ˜ denotes the corresponding measure for the induced
system, and µˆ denotes the corresponding measure for the tower map.
1.4. Lifting and projecting measures. We are going to use the following
notation. Having a Borel transformation T : D → D on a metric space D we
denote by M(D,T ) the space of T -invariant Borel probability measures on
D. We denote the space of T -invariant ergodic Borel probability measures
on D by Erg(D,T ).
For any µ˜ ∈ M(X˜, f˜) let
(1.2) Qµ˜ :=
∫
X˜
τdµ˜.
If Qµ˜ < ∞ we define the corresponding lifted measure µ = L(µ˜) on X as
follows: for any E ⊂ X,
(1.3) L(µ˜)(E) := 1
Qµ˜
∑
J∈S
τ(J)−1∑
k=0
µ˜(f−k(E) ∩ J).
We can identify every point (x, 0) ∈ Xˆ with a point x ∈ X˜ ⊂ X. Observe
that using this identification, and replacing f with fˆ in (1.3), one obtains
lifted measure µˆ = Lˆ(µ˜) on Xˆ .
It is clear that L(µ˜) ∈ M(X, f) and Lˆ(µ˜) ∈ M(Xˆ, fˆ). In addition, if
µ˜ ∈ Erg(X˜, f˜), then L(µ˜) ∈ Erg(X, f) and Lˆ(µ˜) ∈ Erg(Xˆ, fˆ).
We consider the class of lifted measures on X,
ML(X, f) := {µ ∈ M(X, f)|there is ν ∈ M(X˜, f˜) with L(ν) = µ}.
Similarly we define ML(Xˆ, fˆ).
Consider a measure µˆ ∈ M(Xˆ, fˆ) with µˆ(X˜ ×{0}) > 0. After identifying
X˜ × {0} with X˜ it is a simple observation that every such measure induces
a measure µ˜ ∈ M(X˜, f˜) defined by µ˜ := 1
µˆ(X˜)
µˆ|X˜ . In addition,
Qµ˜ =
∫
X˜
τdµ˜ =
1
µˆ(X˜)
∫
X˜
τdµˆ =
1
µˆ(X˜)
µˆ(Xˆ) =
1
µˆ(X˜)
.
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This means that ML(Xˆ, fˆ) = {µˆ ∈ M(Xˆ, fˆ)|µˆ(X˜ × {0}) > 0}.
Another consequence of this fact is that every measure µ ∈ ML(X, f)
can be obtained as a projection R(µˆ) of a certain measure µˆ ∈ M(Xˆ, fˆ).
Namely, µ = L(µ˜) = L( 1
µˆ(X˜)
µˆ|X˜) =: R(µˆ).
The operations of lifting and projecting measures establish relations be-
tween invariant measures for the three dynamical systems.
1.5. Equilibrium measures. In studying equilibrium measures using meth-
ods of inducing we are forced to consider only those measures which are lifted
from measures on the inducing domain. Therefore, we need to adjust the
notion of an equilibrium measure that fits our setting.
Given a potential ϕ : X → R, a measure µϕ ∈ ML(X, f) is called an
equilibrium measure for ϕ (in the space ML(X, f) of lifted measures) if
PL(ϕ) := sup
µ∈ML(X,f)
{hµ(f) +
∫
X
ϕdµ} = hµϕ(f) +
∫
X
ϕdµϕ.
We define the corresponding potential ϕˆ on the tower Xˆ as
ϕˆ(x, k) := ϕ(fk(x)).
A measure µϕˆ ∈ ML(Xˆ, fˆ) is called an equilibrium measure for ϕˆ (in the
space ML(Xˆ, fˆ) of lifted measures) if
PL(ϕˆ) := sup
µˆ∈ML(Xˆ,fˆ)
{hµˆ(fˆ) +
∫
Xˆ
ϕˆdµˆ} = hµϕˆ(fˆ) +
∫
Xˆ
ϕˆdµϕˆ.
We define the induced potential ϕ˜ : X˜ → R by
ϕ˜(x) :=
τ(x)−1∑
k=0
ϕ(fk(x)).
A measure νϕ˜ ∈ M(X˜, f˜) is called an equilibrium measure for ϕ˜ if
hνϕ˜(f˜) +
∫
X˜
ϕ˜dνϕ˜ = sup
ν˜∈M(X˜,f˜)
{hν˜(f˜) +
∫
X˜
ϕ˜dν˜}.
2. Main results
We start by stating additional conditions on the inducing scheme and on
potential functions.
THERMODYNAMICS VIA INDUCING 9
2.1. Conditions on the inducing scheme. Denote by σ : SZ → SZ the
left full shift and let
Ω := {ω ∈ SZ : xn(ω) ∈ Jωn for all n ∈ Z},
where xn and ωn are as in Condition (I2).
(I3) The set SZ \Ω supports no σ- invariant measure which gives positive
weight to any open subset.
(I4) The map f˜ : X˜ → X˜ given by f˜|J := f τ(J)|J has at least one periodic
point in X˜.
(I5) gcd{τ(J)|J ∈ S} = 1,
where gcd stands for the greatest common divisor. Condition (I5) is called
the arithmetic condition.
2.2. Conditions on potential functions. Let ϕ : X → R be a potential
function. We express conditions on the potential ϕ in terms of the induced
potential:
(P1) The induced potential ϕ˜ can be extended by continuity to a function
on J¯ for all J ∈ S;
(P2) The induced potential ϕ˜ is locally Ho¨lder continuous, i.e. for any
n ≥ 1
V arn(ϕ˜) := V arn(ϕ˜ ◦ π) ≤ Cθn
for some constants C > 0 and 0 < θ < 1, where π is the coding map defined
in Section 1.2 and V arn is defined in Section 4.1;
(P3) ∑
J∈S
sup
x∈J
exp ϕ˜(x) <∞;
The normalized induced potential ϕ+ : X˜ → R is given by
ϕ+ := ϕ˜− PL(ϕ)τ.
(P4) there exists ǫ > 0 such that
∑
J∈S
τ(J) sup
x∈J
exp(ϕ+(x) + ǫτ(x)) <∞.
2.3. Preliminaries. Let X be a measurable space and T : X → X a mea-
surable invertible transformation preserving a measure µ. For reader’s con-
venience we recall some properties of the system (X,T, µ) which are of in-
terest to us in the paper.
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(1) The Bernoulli property. We say that (X,T, µ) has the Bernoulli
property if it is metrically isomorphic to the Bernoulli shift (Y Z, σ, νZ)
associated to some Lebesgue space (Y, ν), where ν is metrically iso-
morphic to the Lebesgue measure on an interval together with at
most countably many atoms.
(2) Decay of correlations Let H1 and H2 be two classes of observables
on X. For h1 ∈ H1 and h2 ∈ H2 define the correlation function
Corn(h1 ◦ T n, h2) :=
∫
h1(T
n(x))h2(x) dµ −
∫
h1(x) dµ
∫
h2(x) dµ.
We say that T has exponential decay of correlations with respect to
classes H1 and H2 if there exist C > 0, 0 < θ < 1 such that for any
h1 ∈ H1, h2 ∈ H2 and any n > 0
|Corn(h1 ◦ T n, h2)| < Cθn
and say that T has polynomial decay of correlations if there exists
γ > 0 such that
|Corn(h1 ◦ T n, h2)| ≤ Cn−γ,
where C = C(h1, h2) > 0 is a constant.
(3) The Central Limit Theorem We say that T satisfies the Central
Limit Theorem (CLT) for a class H of observables on X if there
exists σ > 0 such that for any h ∈ H with ∫ h = 0 the sum
1√
n
n−1∑
i=0
h(f i(x))
converges in law to a normal distribution N(0, σ).
2.4. Statements of main results. In this section we establish existence,
uniqueness, and describe ergodic properties of equilibrium measures for the
three systems: (X, f, ϕ), (X˜, f˜ , ϕ+), and (Xˆ, fˆ , ϕˆ). We denote the class
of all Ho¨lder continuous functions on X with exponent α by Cα(X). The
sequence νϕ+(τ > n) := νϕ+({x ∈ X˜|τ(x) > n}) is known as the tail of the
measure νϕ+ . We say that the tail is exponential (polynomial) if νϕ+(τ > n)
decays exponentially(polynomially). We first consider the induced system
(X˜, f˜ , ϕ˜).
Theorem 2.1. Let f˜ : X˜ → X˜ be an induced map satisfying Condition
(I3). Assume that the induced potential ϕ˜ satisfies Conditions (P1)-(P4).
Then:
(1) There exists a unique equilibrium Gibbs measure νϕ+ for ϕ
+;
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(2) The map f˜ has exponential decay of correlations for the observables
h1 ∈ L∞(X˜, νϕ+) and h2 ∈ Cα(X˜);
(3) The map f˜ satisfies the CLT with respect to νϕ+ and any observable
h ∈ Cα(X˜);
(4) The map f˜ has the Bernoulli property with respect to νϕ+ ;
Statement (1) of Theorem 2.1 is proved in [15]. We note that similar
results in the symbolic setting were obtained by Mauldin-Urbanski [11] and
Sarig [23]. Statements (2) and (3) follow from the well known result by
Ruelle [18]. Statement (4) follows from the result in [6] (see also [25]).
We now state a similar result for the associated tower map (Xˆ, fˆ , ϕˆ).
Theorem 2.2. Let fˆ : Xˆ → Xˆ be the tower map corresponding to an
inducing scheme satisfying Conditions (I3) and (I4). Let ϕˆ : Xˆ → R
correspond to some potential ϕ : X → R satisfying Conditions (P1)-(P4).
Then:
(1) there exists a unique fˆ-invariant ergodic equilibrium measure µϕˆ for
ϕˆ and it is the lifted measure for νϕ+.
Assume, in addition, that the tower satisfies Condition (I5).
(2) If (Xˆ, fˆ , µϕˆ) is mixing, then it has the Bernoulli property.
(3) For hˆ1, hˆ2 ∈ Cα(Xˆ) one has:
(a) If νϕ+(τ > n) = O(θn) for 0 < θ < 1, then Corn(hˆ1 ◦ fˆn, hˆ2)
decays exponentially;
(b) If νϕ+(τ > n) = O( 1nβ ), β > 1, then Corn(hˆ1◦fˆn, hˆ2) = O( 1nβ−1 );
(c) If νϕ+(τ > n) = O( 1nβ ), β > 1 and hˆ1, hˆ2 supported on
⋃k
j=0 X˜×
{j} (X˜ = X˜ × {0}) for some k, then
(2.4) Corn(hˆ1 ◦ fˆn, hˆ2) =
∞∑
N>n
νϕ+(τ(x) > N)
∫
Xˆ
hˆ1 dµϕˆ
∫
Xˆ
hˆ2 dµϕˆ+ rβ(n),
where rβ(n) = O(Rβ(n)) and
Rβ(n) =


1
nβ
if β > 2,
logn
n2 if β = 2,
1
n2β−2
if 1 < β < 2.
Moreover, if
∫
Yˆ hˆ2 = 0, then Corn(hˆ1 ◦ fˆn, hˆ2) = O( 1nβ );
(d) If νϕ+(τ > n) = O( 1nβ ), β > 1 and hˆ1, hˆ2 supported on⋃k
j=0 X˜ × {j} (X˜ = X˜ × {0}) for some k, then fˆ satisfies the CLT
with respect to µϕˆ.
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We remark that Statements (3a)-(3d) of Theorem 2.2 were shown in [29]
for towers corresponding to inducing schemes of expanding type (that is,
towers which can be modeled by one-sided Markov shifts on a finite or count-
able set of states) and measures satisfying certain conditions. Those results
were later extended in [12] to the case of inducing schemes of hyperbolic
type. We summarize those results in Proposition 4.1. Then we show that
local Ho¨lder continuity of the induced potential ϕ˜ and the fact that µϕˆ is ob-
tained by lifting the measure νϕ+ ensures that we can apply Proposition 4.1.
We now consider the original system (X, f, ϕ). For x, y ∈ X˜ define the
forward separation time s+(x, y) to be the smallest positive integer n ≥ 0 for
which f˜n(x), f˜n(y) lie in different partition elements of X˜ (compare with the
quantity s(x, y) defined in Section 1.2). We define the backward separation
time s−(x, y) analogously, so that s(x, y) = min{s+(x, y), s−(x, y)}.
Theorem 2.3. Let f : X → X be a continuous map that admits an inducing
scheme satisfying Conditions (I1)-(I4). Let ϕ : X → R be a potential that
satisfies Conditions (P1)-(P4). Then:
(1) there exists a unique f -invariant ergodic equilibrium measure µϕ for
ϕ and it is the lifted measure for νϕ+.
(2) µϕ is the projection of µϕˆ.
If the inducing scheme satisfies Condition (I5), then:
(3) If (X, f, µϕ) is mixing, then it has the Bernoulli property.
(4) Assume, in addition, that (X, f, µϕ) satisfies the following condi-
tions:
(F1) there exist C ≥ 1 and 0 < γ < 1 such that if s+(x, y) = ∞,
then d(f˜nx, f˜ny) ≤ Cγn, and if s−(x, y) = ∞, then d(f˜nx, f˜ny) ≥
Cγ(s(x,y)−n).
(F2) there exist C ≥ 1 such that for all x, y ∈ X˜ and k < min{τ(x), τ(y)},
d(fk(x), fk(y)) ≤ Cmax{d(f˜x, f˜y), d(x, y)}.
Then for h1, h2 ∈ Cα(X) one has:
(a) If νϕ+(τ > n) = O(θn) for 0 < θ < 1 then Corn(h1 ◦ fn, h2)
decays exponentially;
(b) If νϕ+(τ > n) = O( 1nβ ), β > 1, then Corn(h1 ◦ fn, h2) =
O( 1
nβ−1
);
(c) If νϕ+(τ > n) = O( 1nβ ), β > 1, then there exists a sequence of
nested sets Y0 ⊂ Y1 ⊂ · · · in X such that if h1, h2 are supported
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inside Yk for some k ≥ 0, then
(2.5) Corn(h1 ◦ fn, h2) =
∞∑
N>n
νϕ+(τ(x) > N)
∫
X
h1 dµϕ
∫
X
h2 dµϕ+ rβ(n),
where rβ(n) = O(Rβ(n)) and
Rβ(n) =


1
nβ
if β > 2,
logn
n2
if β = 2,
1
n2β−2
if 1 < β < 2.
Moreover, if
∫
Y h2 = 0, then Corn(h1 ◦ fn, h2) = O( 1nβ );
(d) If νϕ+(τ > n) = O( 1nβ ), β > 1 and h1, h2 are supported inside
Yk for some k ≥ 0, then f satisfies the CLT with respect to µϕ.
Statement (1) of Theorem 2.3 is shown in [15]. Note that Statement
(4a) was mentioned in Theorem 4.5 in [15] with reference to [28]. How-
ever, Conditions (I5) and (F1)-(F2) were missing there, so Statement (4a)
complements the part of Theorem 4.5 in [15] on exponential decay of corre-
lations. The remaining statements are shown in Section 4.4.
2.5. Analyticity of the pressure. Let f : X → X be a continuous map
that admits an inducing scheme satisfying Conditions (I1)-(I5), f˜ : X˜ → X˜
the induced map, and fˆ : Xˆ → Xˆ the tower map. Let ϕ1, ϕ2 : X → R be two
potential functions satisfying Condition (P1). We consider the correspond-
ing potentials ϕˆ1(x, k) := ϕ1(f
k(x)), ϕˆ2(x, k) := ϕ2(f
k(x)) on the tower Xˆ.
We also consider the induced potential ϕ˜2(x) :=
∑τ(x)−1
k=0 ϕ2(f
k(x)), and the
normalized induced potential ϕ+1 := ϕ˜1 − PL(ϕ1)τ on X˜ .
We have the following.
Theorem 2.4. Assume there exists ǫ0 > 0 such that the following holds for
all |t| < ǫ0:
(1) there exists c ∈ R such that ϕ1 + c and ϕ1 + tϕ2 + c satisfy (P3),
(2) ϕ1 and ϕ1 + t|ϕ2| satisfy (P4),
(3) ϕ1 and ϕ2 satisfy (P2).
Then for some 0 < ǫ < ǫ0 the functions t→ PG(ϕ+1 + tϕ˜2), t→ PL(ϕˆ1 +
tϕˆ2), and t→ PL(ϕ1 + tϕ2) are real analytic on (−ǫ, ǫ).
Here PG denotes the Gurevich pressure which we define in Section 4.1,
while PL was defined in Section 1.5. For the induced system the fact that t→
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PG(ϕ
+
1 + tϕ˜2) is real analytic follows from a result of Sarig [20]. Analyticity
of the functions t→ PL(ϕˆ1+tϕˆ2) and t→ PL(ϕ1+tϕ2) are shown in Section
4.5.
2.6. Generalization. Our results on the Bernoulli property are corollaries
of a more general result, where measures in question are not necessarily
equilibrium measures. Let µ˜ be an invariant ergodic measure for the induced
map f˜ on X˜. Let µ and µˆ be the corresponding lifted measures on X and
Xˆ respectively. Note that µ and µˆ are invariant and ergodic with respect to
f and fˆ .
Given a string (ω1 . . . ωn) ∈ Nn we denote
Jω1...ωn := {x ∈ X˜ |f˜k−1(x) ∈ Jωk for k = 1, . . . , n}.
Given two strings A = (a1 . . . an1), B = (b1 . . . bn2), M ∈ N, and k ≥M we
define
S(A,B,M, k) := {x ∈ JA ∩ f˜−(n1+M)JB |τ(f˜n1x)+ . . .+ τ(f˜n1+M−1x) = k}.
We impose a collection of conditions on (X˜, f˜ , µ˜).
(B1) For every finite sub-collection S∗ ⊂ S there exists a constant
C∗ = C∗(S∗) > 1 such that for every pair of strings A = (a1 . . . an1),
B = (b1 . . . bn2), if Jan1 ∈ S∗ or Jb1 ∈ S∗, and JAB 6= ∅, then
(2.6)
1
C∗
≤ µ˜(JAB)
µ˜(JA)µ˜(JB)
≤ C∗.
(B2) For any δ > 0 there exists m0 ∈ N such that for any m ≥ m0 and
for any finite collection γ of m−strings C = (c1 . . . cm) ∈ Nm there exists
K ∈ N such that the following statement holds:
Let C,C ′ ∈ γ, k > K, and let A = (a1 . . . an1), B = (b1 . . . bn2) be any
two strings. Assume that JAC , JC′B 6= ∅. Then
(2.7)
e−δ
Qµ˜
≤
∑k
M=1 µ˜(S(AC,C
′B,M, k))
µ˜(JAC)µ˜(JC′B)
≤ e
δ
Qµ˜
,
where Qµ˜ is defined by (1.2).
Remark 2.1. Requirement (B1) means that the measure µ˜ has direct prod-
uct structure. Both Conditions, (B1) and (B2), are stated in terms of
the induced system (X˜, f˜), but it is worth mentioning that the numera-
tor of the middle term in the inequality in Condition (B2) is equal to
µ˜(JAC ∩ fˆ−k(JC′B)).
Theorem 2.5. Let (X˜, f˜) be an induced map and let µ˜ be an invariant
ergodic measure for f˜ . If (X˜, f˜ , µ˜) satisfies Conditions (B1) and (B2),
then the systems (X, f, µ) and (Xˆ, fˆ , µˆ) have the Bernoulli property.
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In the view of Theorem 2.5, the proof of Bernoulli property for the mea-
sures µ and µˆ in Theorems 2.2 and 2.3 reduces to verifying Conditions (B1),
and (B2) for µ˜.
3. Application: Thermodynamics of Young diffeomorphisms
3.1. Definition of Young diffeomorphisms. Consider a C1+ǫ diffeomor-
phism f : M →M of a compact smooth Riemannian manifoldM . Following
[28] we describe a collection of conditions on the map f .
An embedded C1-disk γ ⊂ M is called an unstable disk (respectively, a
stable disk) if for all x, y ∈ γ we have that d(f−n(x), f−n(y)) → 0 (respec-
tively, d(fn(x), fn(y))→ 0) as n→ +∞. A collection of embedded C1 disks
Γu = {γu} is called a continuous family of unstable disks if there exists a
homeomorphism Φ : Ks ×Du → ∪γu satisfying:
• Ks ⊂ M is a Borel subset and Du ⊂ Rd is the closed unit disk for
some d < dimM ;
• x → Φ|{x} ×Du is a continuous map from Ks to the space of C1
embeddings of Du into M which can be extended to a continuous
map of the closure Ks;
• γu = Φ({x} ×Du) is an unstable disk.
A continuous family of stable disks is defined similarly.
We allow the sets Ks to be non-compact in order to deal with overlaps
which appear in most known examples including the Katok map.
A set Λ ⊂M has hyperbolic product structure if there exists a continuous
family Γu = {γu} of unstable disks γu and a continuous family Γs = {γs}
of stable disks γs such that
• dim γs + dim γu = dim M ;
• the γu-disks are transversal to γs-disks with an angle uniformly
bounded away from 0;
• each γu-disks intersects each γs-disk at exactly one point;
• Λ = (∪γu) ∩ (∪γs).
A subset Λ0 ⊂ Λ is called an s-subset if it has hyperbolic product structure
and is defined by the same family Γu of unstable disks as Λ and a continuous
subfamily Γs0 ⊂ Γs of stable disks. A u-subset is defined analogously.
We define the s-closure scl(Λ0) of an s-subset Λ0 ⊂ Λ by
scl(Λ0) :=
⋃
x∈Λ0∩γu
γs(x) ∩ Λ.
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We define the u-closure ucl(Λ1) of a given u-subset Λ1 ⊂ Λ similarly:
ucl(Λ1) :=
⋃
x∈Λ1∩γs
γu(x) ∩ Λ.
Assume the map f satisfies the following conditions:
(Y1) There exists Λ ⊂ M with hyperbolic product structure, a count-
able collection of continuous subfamilies Γsi ⊂ Γs of stable disks and
positive integers τi, i ∈ N such that the s-subsets
(3.8) Λsi :=
⋃
γ∈Γsi
(
γ ∩ Λ) ⊂ Λ
are pairwise disjoint and satisfy:
(a) invariance: for every x ∈ Λsi
f τi(γs(x)) ⊂ γs(f τi(x)), f τi(γu(x)) ⊃ γu(f τi(x)),
where γu,s(x) denotes the (un)stable disk containing x;
(b) Markov property : Λui := f
τi(Λsi ) is a u-subset of Λ such that for
all x ∈ Λsi
f−τi(γs(f τi(x)) ∩ Λui ) = γs(x) ∩ Λ,
f τi(γu(x) ∩ Λsi ) = γu(f τi(x)) ∩ Λ.
(Y2) The sets Λui are pairwise disjoint.
For any x ∈ Λsi define the inducing time by τ(x) := τi and the induced
map f˜ :
⋃
i∈N Λ
s
i → Λ by
f˜ |Λsi := f τi |Λsi .
(Y3) There exists 0 < a < 1 such that for any i ∈ N we have:
(a) For x ∈ Λsi and y ∈ γs(x),
d(f˜(x), f˜(y)) ≤ a d(x, y);
(b) For x ∈ Λsi and y ∈ γu(x) ∩ Λsi ,
d(x, y) ≤ a d(f˜ (x), f˜(y)).
(Y4) gcd{τi|i ∈ N} = 1.
We remark that our definition of Young diffeomorphism differs from the
original one (see [28], [29]). In particular we do not assume bounded distor-
tion. This condition will be required later to establish thermodynamics for
a special class of potential functions.
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3.2. Thermodynamics of Young diffeomorphisms. Let
X˜ :=
∞⋂
n=−∞
ucl
(
f˜n(
⋃
i∈N
Λsi )
)
be non-empty maximal f˜ -invariant set contained in ucl(Λ). Set
S = {Λsi ∩ X˜}i∈N and τ(Λsi ∩ X˜) = τi.
It is shown in [14] that if a diffeomorphism f satisfies (Y1)-(Y3), then the
corresponding inducing scheme {S, τ} satisfies Conditions (I1), (I2), and
(I4). Condition (Y 4) guarantees that the corresponding inducing scheme
satisfies (I5). Condition (I3) has to be verified independently for a given
Young diffeomorphism. Observe in addition that Condition (Y3) implies
Condition (F1) in Theorem 2.3.
By Theorems 2.3 and 2.4, we therefore have the following.
Theorem 3.1. Let f : M → M be a C1+ǫ diffeomorphims of a compact
smooth Riemannian manifold M satisfying Conditions (Y1)-(Y3). Assume
that the corresponding inducing scheme {S, τ} satisfies Condition (I3) and
let ϕ : M → R be a potential function satisfying Conditions (P1)-(P4).
Then:
(1) there exists a unique equilibrium measure µϕ among all lifted mea-
sures for the potential ϕ;
Assume in addition that f satisfies Condition (Y4). Then:
(2) if (M,f, µϕ) is mixing, then it has the Bernoulli property.
(3) Assume that there exists K > 0 such that for any i ∈ N and for
x, y ∈ Λsi and 0 ≤ j ≤ τi,
d(f j(x), f j(y)) ≤ Kmax
{
d(x, y), d(f˜ (x), f˜(y))
}
.
Then for h1, h2 ∈ Cα(M) one has:
(a) If νϕ+(τ > n) = O(θn) for 0 < θ < 1 then Corn(h1 ◦ fn, h2)
decays exponentially;
(b) If νϕ+(τ > n) = O( 1nβ ), β > 1, then Corn(h1 ◦ fn, h2) =
O( 1
nβ−1
). Consequently, µϕ is mixing;
(c) If νϕ+(τ > n) = O( 1nβ ), β > 1, then there exists a sequence of
nested sets Y0 ⊂ Y1 ⊂ · · · in M such that if h1, h2 are supported
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inside Yk for some k ≥ 0, then
(3.9) Corn(h1 ◦ fn, h2) =
∞∑
N>n
νϕ+(τ(x) > N)
∫
X
h1 dµϕ
∫
X
h2 dµϕ+ rβ(n),
Moreover, if
∫
Y h2 = 0, then Corn(h1 ◦ fn, h2) = O( 1nβ );
(d) If νϕ+(τ > n) = O( 1nβ ), β > 1 and h1, h2 are supported inside
Yk for some k ≥ 0, then f satisfies the CLT with respect to µϕ.
(4) If ϕ1 : M → R is a potential satisfying Conditions (P1), (P2), and
such that for some ǫ0 > 0, c ∈ R, and all |t| < ǫ0 one has:
(a) ϕ+ tϕ1 + c satisfies Condition (P3),
(b) ϕ+ t|ϕ1| satisfies Condition (P4),
then for some 0 < ǫ < ǫ0 the function t → PL(ϕ + tϕ1) is real
analytic on (−ǫ, ǫ).
3.3. Geometric t-potentials. For t ∈ R consider the family of geometric
t-potentials
ϕt(x) := −t log |Jacf(x)|.
In order to apply our results to the family of geometric t-potentials, one
has to verify Conditions (P1)-(P4). For this we need the following addi-
tional conditions.
(Y5) For every γu ∈ Γu one has
µγu(γ
u ∩ Λ) > 0, µγu
(
(Λ \ ∪Λsi ) ∩ γu
)
= 0,
where µγu is the leaf volume on γ
u.
(Y6) There exists γu ∈ Γu such that
∞∑
i=1
τiµγu(Λ
s
i ∩ γu) <∞.
For x ∈ Λ let Jacf(x) = det |Df |Eu(x)| and Jacf˜(x) = det |Df˜ |Eu(x)|
denote the Jacobian of Df |Eu(x) and Df˜ |Eu(x) respectively.
(Y7) There exist c > 0 and 0 < κ < 1 such that:
(a) For all n ≥ 0, x ∈ f˜−n(∪i∈NΛsi ) and y ∈ γs(x) we have∣∣∣∣∣log Jacf˜(f˜
n(x))
Jacf˜(f˜n(y))
∣∣∣∣∣ ≤ cκn;
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(b) For any i0, . . . , in ∈ N, f˜k(x), f˜k(y) ∈ Λsik for 0 ≤ k ≤ n and
y ∈ γu(x) we have∣∣∣∣∣log Jacf˜(f˜
n−k(x))
Jacf˜(f˜n−k(y))
∣∣∣∣∣ ≤ cκk.
We also need the following estimate.
(Y8) Sn := ♯ {Λsi : τi = n} ≤ Cehn
where C > 0 and 0 < h < − ∫ ϕ1dµ1.
It is shown in [14] that if a Young diffeomorphism satisfies Conditions
(Y1)-(Y3) as well as (Y5)-(Y8), then there is t0 < 0 such that the geometric
t-potential ϕt satisfies (P1)-(P4) for all t ∈ (t0, 1]. In particular, there
exists a unique equilibrium measure for ϕt in the class of lifted measures.
For t ∈ (t0, 1) it is shown in [14] that this measure has exponential tail.
Therefore, by Theorem 3.1, we have the following.
Theorem 3.2. Let f : M → M be a C1+ǫ diffeomorphims of a compact
smooth Riemannian manifold M satisfying Conditions (Y1)-(Y3) and (Y5)-
(Y8). Assume in addition that the inducing scheme {S, τ} satisfies Condi-
tion (I3). Then:
(1) there exists t0 < 0 such that for every t0 < t ≤ 1 there exists a unique
equilibrium measure µt among all lifted measures for the potential ϕt.
Assume in addition that f satisfies Condition (Y4). Then:
(2) the function P (t) := PL(ϕt) is real analytic on the interval (t0, 1).
Assume in addition that there exists K > 0 such that for any i ∈ N
and for x, y ∈ Λsi and 0 ≤ j ≤ τi,
d(f j(x), f j(y)) ≤ Kmax
{
d(x, y), d(f˜ (x), f˜(y))
}
.
Then for t ∈ (t0, 1):
(3) µt has exponential decay of correlations and satisfies the CLT with
respect to Ho¨lder continuous observables;
(4) µt has the Bernoulli property.
Example 1 - the Katok map. Consider the automorphism of the two-
dimensional torus T2 = R2/Z2 given by the matrix T :=
(
2 1
1 1
)
and then
choose a function ψ : [0, 1]→ [0, 1] satisfying:
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(K1) ψ is of class C∞ except at zero;
(K2) ψ(u) = 1 for u ≥ r0 and some 0 < r0 < r1;
(K3) ψ′(u) > 0 for every 0 < u < r0;
(K4) ψ(u) = (ur0)
α for 0 ≤ u ≤ r0/2 where 0 < α < 1/2.
Let Dr = {(s1, s2) : s21 + s22 ≤ r2} where (s1, s2) is the coordinate system
obtained from the eigendirections of T . Choose r1 > r0 such that
(3.10) Dr0 ⊂ IntT (Dr1) ∩ IntT−1(Dr1)
and consider the system of differential equations in Dr1
(3.11) s˙1 = s1 log λ, s˙2 = s2 log λ,
where λ > 1 is the eigenvalue of T . Observe that T is the time-one map of the
ow generated by the system of equations (3.11). We slow down trajectories
of the system (3.11) by perturbing it in Dr1 as follows
(3.12) s˙1 = s1ψ(s
2
1 + s
2
2) log λ, s˙2 = s2ψ(s
2
1 + s
2
2) log λ.
This system of equations generates a local flow. Denote by g the time-
one map of this flow. The choices of ψ and r0 and r1 guarantee that the
domain of g contains Dr1 . Furthermore, g is of class C
∞ in Dr1 except at
the origin and it coincides with T in some neighborhood of the boundary
∂Dr1 . Therefore, the map
G(x) =
{
T (x) if x ∈ T2 \Dr1 ,
g(x) if x ∈ Dr1
defines a homeomorphism of the torus T2, which is a C∞ dffeomorphism
everywhere except at the origin. The map G preserves a probability measure
ν, which is absolutely continuous with respect to the area. The density of ν
is a C∞ function that is infinite at 0. One can further perturb the map G
to obtain an area-preserving C∞ dffeomorphism f . This is the Katok map.
The following is shown in [16, Lemma 6.1., Proposition 6.2.].
Proposition 3.3. For r1 > 0 small enough the map f constructed above
is a Young diffeomorphism satisfying Conditions (Y 1)− (Y 8). In addition,
the corresponding inducing scheme {S, τ} satisfies Condition (I3).
Example 2 - a slow down of a hyperbolic attractor. Let M be a
d-dimensional, compact, smooth Riemannian manifold and U ⊂M an open
set. Let f : U →M be a C1+α diffeomorphism onto its image with f(U) ⊂
THERMODYNAMICS VIA INDUCING 21
U , where α ∈ (0, 1). Let Λ = ⋂n≥0 fn(U) be an attractor for f with
NW (f) = Λ. Assume that,
(C1) Λ is a hyperbolic set for f , so that for every x ∈ Λ there exists a
splitting of the tangent space, TxM = E
u
f (x)⊕Esf (x), with Df(x)(Euf (x)) =
Euf (f(x)) and Df(x)(E
s
f (x)) = E
s
f (f(x)) such that,
(3.13)
‖Df(x)(vu)‖ ≥ ν‖vu‖ for all vu ∈ Euf (x), and
‖Df(x)(vs)‖ ≤ ν−1‖vs‖ for all vs ∈ Esf (x),
for some ν > 1.
(C2) The unstable distribution Euf (x) is one-dimensional for all x ∈ Λ.
(C3) The map f has a fixed point p ∈ Λ.
Consider a neighborhood Z0 ⊂ U of p with local coordinates identifying
the decomposition Euf (p)⊕ Esf (p) with R⊕ Rd−1.
(C4) There exists a neighborhood Z ⊂ Z0 of p on which f is the time-1
map of the flow generated by a linear vector field, x˙ = Ax, whereA = Au⊕As
with Au = γIdu and As = −βIds for some β > γ > 0.
From now on we use local coordinates in Z and identify p with 0. Fix
0 < r0 < r1 such that B(0, r1) ⊂ Z ⊂ U , and let ψ : [0, 1]→ [0, 1] be a C1+α
function satisfying the following condition:
(D0)
a) ψ(r) = rα for r ≤ r0;
b) ψ(r) = 1 for r ≥ r1;
c) ψ′(r) ≥ 0.
Let χ : Z → Rd be the vector field given by χ(x) = ψ(‖x‖)Ax and let
g : U → M be the time-1 map of the flow generated by this vector field on
Z and by f on U \Z. Observe that g is of class C1+α and that g(U) = f(U),
in particular g(U) ⊂ U and then Λg :=
⋂
n≥0 g
n(U) is an attractor for g.
The following is shown in [30, Theorem 4.2., Lemma 5.13.].
Proposition 3.4. Assume that f is a C1-small perturbation of a certain
local diffeomorphism f¯ , for which the SRB measure ω¯1 and the measure of
maximal entropy ω¯0 coincide, and let r1 > 0 be small enough.
Then the map g constructed above is a Young diffeomorphism satisfying
Conditions (Y 1) − (Y 8). In addition, the corresponding inducing scheme
{S, τ} satisfies Condition (I3).
One may consider f of class C1+r for any r > 0. However, in the construction of the
map g (see (D0)) one should use a number 0 < α < min{1, r}
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Another example of a system with an inducing scheme of hyperbolic type
is the He´non map at the first bifurcation. The details on the corresponding
inducing scheme can be found in [27] and [15].
4. Proofs
4.1. Preliminaries. We need to introduce some notations and results.
4.1.1. Countable Markov shifts. In this section we provide some results on
thermodynamics for countable Markov shifts. Let S be a countable alphabet,
SZ the space of two-sided sequences and σ the left shift (σ(x))i = xi+1. For
k ∈ Z, n ≥ 1 and a1, · · · , an a cylinder set is defined as
k[a1, · · · , an] = {ω = (· · · , ω−1, ω0, ω1 · · · ) ∈ SZ : ωi = ai+k−1, k ≤ i ≤ k+n−1}.
To simplify notation we will write [a1, · · · , an] for 0[a1, · · · , an].
Let A = (aij)i,j∈Z be a countable matrix with entries in {0, 1}. A two-
sided topological Markov shift (TMS) is a pair (SZA, σA), where S
Z
A = {ω =
(· · · , ω−1, ω0, ω1, · · · ) : aωiωi+1 = 1 ∀i ∈ N}, and σA is the restriction of σ to
SZA. A TMS is topologically transitive if for every two states ω, ω
′ ∈ SZA there
exists N := N(ω, ω′) ∈ N and ξ1, · · · ξN−1 such that aωξ1aξ1ξ2 · · · aξN−1ω′ = 1.
A TMS is topologically mixing if for every two states ω, ω′ ∈ SZA there exists
N := N(ω, ω′) ∈ N such that for ∀n ≥ N there exist ξ1, · · · ξn−1 such that
aωξ1aξ1ξ2 · · · aξn−1ω′ = 1. Clearly, mixing implies transitivity. In fact, A
TMS is topologically mixing if and only if it is topologically transitive and
gcd{n : ω n→ ω} = 1, where ω n→ ω means there exist ξ1, · · · ξn−1 such that
aωξ1aξ1ξ2 · · · aξn−1ω = 1 (see [21] for the argument).
4.1.2. Functions on TMS. Given a function Φ : SZA → R we define the
n-th variation of Φ by
V arn(Φ) = sup{|Φ(ω)− Φ(ω′)| : ω, ω′ ∈−n+1 [a1, · · · , a2n−1]}.
Φ is said to have a summable variation if∑
n≥2
V arn(Φ) <∞.
Φ is said to be locally Ho¨lder continuous if there exists C > 0 and 0 <
r < 1 such that for all n ≥ 1
V arn(Φ) ≤ Crn.
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Let Φn =
n−1∑
k=0
Φ ◦ σk denote the nth Birkhoff’s sum of Φ.
For a ∈ S let χ[a] denotes the characteristic function of the cylinder [a].
Define na(ω) := χ[a](ω) inf{n ≥ 1 : σn(ω) ∈ [a]} (where inf ∅ := ∞ and
0 · ∞ := 0). Set
Zn(Φ, a) :=
∑
σn(ω)=ω
exp(Φn(ω))χ[a](ω)
and
Z∗n(Φ, a) :=
∑
σn(ω)=ω
exp(Φn(ω))χ{na=n}(ω).
The Gurevich pressure of Φ is defined by
PG(Φ) = lim
n→∞
1
n
log
∑
σn(ω)=ω
exp(Φn(ω))χ[a](ω)
for some a ∈ S.
If (SZA, σA) is topologically mixing and Φ has a summable variation, then
the above limit exists and it is independent of a ∈ S, [19].
Let λ = expPG(Φ). We say Φ is positive recurrent if
∑
λ−nZn(Φ, a) =
∞, ∑nλ−nZ∗n(Φ, a) <∞.
By Erg(σ) we denote the set of all σ- invariant ergodic Borel probability
measures and
ErgΦ(σ) = {ν ∈ Erg(σ) :
∫
SZ
Φdν > −∞}.
A σ- invariant measure νΦ is an equilibrium measure for Φ provided
P (Φ) := sup
ν∈ErgΦ(σ)
{hν(σ) +
∫
Φdν} = hνΦ(σ) +
∫
ΦdνΦ
where hν(σ) denotes the measure-theoretic entropy of σ with respect to
ν. We will call the quantity P (Φ), the variational pressure of Φ.
A measure ν = νΦ is a Gibbs measure for Φ provided that there exists
a constant C > 0 such that for any cylinder set [a0, · · · , an−1] and any
ω ∈ [a0, · · · , an−1] one has
C−1 ≤ ν([a0, · · · , an−1])
exp(−nPG(Φ) + Φn(ω)) ≤ C.
For a σ- invariant measure ν we define ν ◦ σ(E) = ∑
a∈S
ν(σ(E ∩ [a])). It is
easy to verify that ν is absolutely continuous with respect to ν ◦σ. We define
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the the Jacobian of ν is defined by gν :=
dν
dν◦σ . A non-singular measure which
is finite on cylinders is called conformal for a potential Φ if there exists a
constant λ > 0 such that gν = λ
−1expΦ, ν ◦ σ−a.e.
The Ruelle’s operator for a potential Φ is given by LΦf =
∑
σ(ω)=x
eΦ(ω)f(ω).
Suppose SZA is topologically mixing and Φ is a positive recurrent potential
with finite Gurevich pressure and summable variation. Then by general-
ized Ruelle’s Perron-Frobenious theorem (Theorem 4.9, [26]) there exist a
positive continuous function h and a measure ν which is finite on cylinders
such that LΦh = λh, L
∗
Φν = λνand
∫
hdν = 1. Here h and ν are called
an eigenfunction and eigenmeasure of Ruelle’s operator LΦ. The measure
hdν is called Ruelle-Perron-Frobenious(RPF) measure for Φ. In this case
λ = expPG(Φ).
4.1.3. Inducing on Markov shifts. Fix some state a ∈ S. Set S¯A := {[a¯] =
[aa1 . . . an] : n ≥ 0, ai 6= a, [a¯a] 6= ∅}, and let σ¯ : S¯ZA → S¯ZA be the left shift.
For every Φ : SZA → R we set
Φ¯ :=
(
na−1∑
k=0
Φ ◦ σk
)
◦ π¯,
where π¯ : S¯ZA → [a] is the canonical projection. Namely,
π¯(. . . [a¯−1][a¯0][a¯1][a¯2] . . .) := (. . . a¯−1a¯0a¯1 . . .).
4.1.4. Symbolic representation of the tower map. We now construct a par-
ticular Markov partition of Xˆ for the tower map fˆ which will be used for
our purpose. For J ∈ S and 0 < k ≤ τ(J) − 1 set X˜J,k = {(x, k) : x ∈ J}.
Let Sˆ = {X˜, X˜J,k}. Then fˆ : Xˆ → Xˆ can be represented as a countable
Markov shift σˆA : Sˆ
Z
A → SˆZA, where allowed transitions are X˜ → X˜J,1,
X˜J,k → X˜J,k+1, k < τ(J)− 1 and X˜J,τ(J)−1 → X˜.
Similarly as in Section 1.2 we obtain a coding map π1 : Sˆ
Z
A →
⋃
J∈S
⋃τ(J)−1
k=0 fˆ
k(J¯)
which is one-to-one on a certain set Ωˆ with π1(Ωˆ) = Xˆ and by Condition
(I3), introduced in Section 2.1, the set SˆZA \ Ωˆ supports no σˆA-invariant
measure which gives positive weight to any open set.
The above coding allows us to define regularity properties of functions on
Xˆ in terms of the functions on the TMS (SˆZA, σˆA). Namely, we say that a
function ϕˆ defined on Xˆ has property α if the function given by Φˆ := ϕˆ ◦π1
has property α.
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4.2. Proof of Theorem 2.5. Using the symbolic representation of (X˜, f˜)
and (Xˆ, fˆ), to show the Bernoulli property of the system (Xˆ, fˆ , µˆ) it is
enough the show the following general statement.
Let (SZA, σ) be a countable Markov shift. Choose a state s ∈ S and let
(S¯Z, σ¯) be the induced shift on s ∈ S, that is, the first return to [s]. Let µ
be a σ¯-invariant, ergodic measure on [s]. Denote by µˆ the measure on SZA
which is the lifted measure from µ. Conditions (B1) and (B2) applied to
this setting become the following.
(S1) For every finite S∗ ⊂ S¯ there exists a constant C∗ = C∗(S∗) > 1
such that for every pair of cylinders [A] = [a¯1 . . . a¯n1 ], [B] = [b¯1 . . . b¯n2 ], if
an1 ∈ S∗ or b1 ∈ S∗, and [AB] 6= ∅, then
(4.14)
1
C∗
≤ µ[AB]
µ[A]µ[B]
≤ C∗.
Given two cylinders A = [a¯1 . . . a¯n1 ], B = [b¯1 . . . b¯n2 ], M ∈ N, and k ≥M
we define
S([A], [B],M, k) := {x ∈ [A]∩σ¯−(n1+M)[B]|τ(σ¯n1x)+. . .+τ(σ¯n1+M−1x) = k}.
(S2) For any δ > 0 there exists m0 ∈ N such that for any m ≥ m0 and for
any finite collection γ of m−cylinders [C] = [c¯1 . . . c¯m], c¯i ∈ S¯, there exists
K ∈ N such that the following statement holds:
Let C,C ′ ∈ γ, k > K, and let [A] = [a¯1 . . . a¯n1 ], [B] = [b¯1 . . . b¯n2 ], a¯i, b¯i ∈ S¯
be any two cylinders. Assume that [AC], [C ′B] 6= ∅. Then
(4.15)
e−δ
Qµ
≤
∑k
M=1 µ(S([AC], [C
′B],M, k))
µ([AC])µ([C ′B])
≤ e
δ
Qµ
.
We have the following.
Theorem A. If µ satisfies Conditions (S1) and (S2), then µˆ is Bernoulli.
Proof. On [s] we define a partition S¯ by cylinders of the form [a¯] = [sa1a2 . . . aτ−1],
where τ = τ(a¯) > 1, ai ∈ S \ s, and [aτ−1s] 6= ∅. Consider a partition Sˆ of
SZA by sets of the form [a¯
k] := σk([a¯]), where a¯ ∈ S¯ and 0 ≤ k ≤ τ(a¯)− 1. In
other words, if [a¯] = [sa1a2 . . . aτ−1], then [a¯
k] =−k [sa1a2 . . . aτ−1] =−k [a¯].
Observe that (SZA, σ) can be identified with (Sˆ
Z
Aˆ
, σˆ), where the allowed tran-
sitions are a¯k → a¯k+1 for k < τ(a¯)− 1 and a¯τ(a¯)−1 → b¯0 for a¯, b¯ ∈ S¯.
In addition, µˆ([a¯k]) = µˆ([a¯0a¯1 . . . a¯τ(a¯)−1]) = 1Qµµ([a¯]).
By the argument presented in [25, proof of Theorem 3.1] it is enough to
show the following.
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Claim 1. For any finite collection S∗ ⊂ S¯ and any ǫ > 0 there exists K > 0
such that if A :=−(τ(a¯1)+...+τ(a¯n1−1)) [a¯1 . . . a¯n1 ] and B :=k−τ(b¯1) [b¯1 . . . b¯n2 ]
are two nonempty cylinders such that b¯1, a¯n1 ∈ S∗ and k ≥ K, then
(4.16) |µˆ(A ∩B)− µˆ(A)µˆ(B)| < ǫµˆ(A)µˆ(B).
Claim 1 implies that for every finite collection of states, S˜ ⊂ Sˆ, the cor-
responding partition, {[s]|s ∈ S˜}∪ {⋃s∈Sˆ\S˜ [s]}, is weak Bernoulli [25]. This
in turn implies the Bernoulli property of µˆ (see [25] for details).
We now prove Claim1.
Fix small δ > 0 to be determined later and choose:
• a constant C∗ = C∗(S∗) as in Condition (S1)
• a natural number m as in Condition (S2)
• a finite collection γ of m−cylinders [C] = [c¯1 . . . c¯m] with c¯i ∈ S¯ such
that µ(
⋃
C∈γ [C]) > 1− α, where α := min{ δQµ(C∗)2 , 1−e
−δ
C∗ }.
• let K1 be as in Condition (S2).
• Define K2 := maxC∈γ(τ(c¯1) + . . .+ τ(c¯m)) and K3 := maxa¯∈S∗ τ(a¯).
• Let K > K1 +K2 + 2K3.
For fixed C,C ′ ∈ γ and A,B as in the Claim above we denote K¯ :=
K − τ(b¯1)− τ(c¯′1)− . . . − τ(c¯′m)− τ(c¯1)− . . .− τ(c¯m)− τ(a¯n1).
Condition (S2) gives that
(4.17)
µˆ([AC] ∩ σˆ−(K−τ(b¯1)−τ(c¯′1)−...−τ(c¯′m)+τ(a¯1)+...+τ(a¯n1−1))[C ′B]) =
=
1
Qµ
K¯∑
M=1
µ(S([AC], [C ′B],M, K¯))
=
e±δ
Q2µ
µ([AC])µ([C ′B])
= e±δµˆ([AC])µˆ([C ′B])
We now continue with the proof of the Claim. We follow the line of the
argument presented in [25]. Define
D := {(d¯1, . . . , d¯l)|d¯i ∈ S¯, l ≥ 1, τ(d¯1) + . . .+ τ(d¯l) = K − τ(a¯n1)− τ(b¯1)}.
We calculate,
µˆ(A ∩B) =
∑
D∈D
µˆ([ADB]) = S1 + S2 + S3 + S4, where
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S1 :=
∑
D∈D, l≥m
[d¯1,...,d¯m]∈γ
[d¯l−m,...,d¯l]∈γ
µˆ([ADB]); S2 :=
∑
D∈D, l≥m
[d¯1,...,d¯m]/∈γ
[d¯l−m,...,d¯l]∈γ
µˆ([ADB]);
S3 :=
∑
D∈D, l≥m
[d¯l−m,...,d¯l]/∈γ
µˆ([ADB]); S4 :=
∑
D∈D,
l≤m
µˆ([ADB]).
We start by estimating S1. By (4.17) we have that
∑
D∈D, l≥m
[d¯1,...,d¯m]∈γ
[d¯l−m,...,d¯l]∈γ
µˆ([ADB]) = e±δ
∑
C,C′∈γ
µˆ([AC])µˆ([C ′B])
= e±δ

∑
C∈γ
µˆ([AC])



∑
C′∈γ
µˆ([C ′B])

 .
We estimate the first sum.
µˆ(A) ≥
∑
C∈γ
µˆ([AC]) = µˆ(A)− 1
Qµ
∑
C/∈γ
µ([AC])
≥ µˆ(A)− 1
Qµ
C∗
∑
C/∈γ
µ([A])µ([C])
= µˆ(A)− µˆ(A)C∗
∑
C/∈γ
µ([C])
≥ µˆ(A)(1 − C∗α) ≥ µˆ(A)e−δ .
Similarly we obtain that
µˆ(B) ≥
∑
C′∈γ
µˆ([C ′B]) ≥ µˆ(B)e−δ.
Consequently,
S1 = e
±3δµˆ(A)µˆ(B).
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We now proceed with the estimate of S2. Using Condition (S1), we obtain
that
S2 =
∑
D∈D, l≥m
[d¯1,...,d¯m]/∈γ
[d¯l−m,...,d¯l]∈γ
µˆ([ADB]) =
∑
D∈D, l≥m
[d¯1,...,d¯m]/∈γ
[d¯l−m,...,d¯l]∈γ
1
Qµ
µ([ADB])
≤
∑
D∈D, l≥m
[d¯1,...,d¯m]/∈γ
[d¯l−m,...,d¯l]∈γ
1
Qµ
(C∗)2µ([A])µ([D])µ([B])
= Qµ(C
∗)2µˆ([A])µˆ([B])
∑
D∈D, l≥m
[d¯1,...,d¯m]/∈γ
[d¯l−m,...,d¯l]∈γ
µ([D])
≤ Qµ(C∗)2µˆ([A])µˆ([B])
∑
C=(c¯1...c¯m)/∈γ
µ([C])
≤ Qµ(C∗)2αµˆ([A])µˆ([B]) ≤ δµˆ([A])µˆ([B]).
Similarly we obtain that
S3 < δµˆ([A])µˆ([B]).
It remains to estimate S4. For this observe that any cylinderD = [d¯1 . . . d¯l] ∈
D with l ≤ m can be written as the following disjoint union⋃
(d¯′l+1...d¯′m)∈S¯m−l
[d¯1 . . . d¯ld¯′l+1 . . . d¯′m].
Each cylinder [d¯1 . . . d¯ld¯′l+1 . . . d¯′m] in the union above is of length exactly
m. Clearly, [d¯1 . . . d¯ld¯′l+1 . . . d¯′m] /∈ γ because τ(d¯1) + . . . + τ(d¯l) = K −
τ(a¯n1)− τ(b¯1) > K2. We therefore estimate S4 as follows,
S4 =
∑
D∈D,
l≤m
µˆ([ADB]) ≤ Qµ(C∗)2µˆ([A])µˆ([B])
∑
D∈D,
l≤m
µ([D])
= Qµ(C
∗)2µˆ([A])µˆ([B])
∑
D=(d¯1...d¯l)∈D,
l≤m
∑
(d¯′l+1...d¯′m)∈S¯m−l
µ([d¯1 . . . d¯ld¯′l+1 . . . d¯′m])
≤ Qµ(C∗)2µˆ([A])µˆ([B])
∑
C=(c¯1...c¯m)/∈γ
µ([C])
≤ Qµ(C∗)2αµˆ([A])µˆ([B]) ≤ δµˆ([A])µˆ([B]).
We conclude that
|µˆ(A ∩B)− µˆ(A)µˆ(B)| < (1− e−3δ + 3δ)µˆ(A)µˆ(B).
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To finish the proof of the Claim, choose δ < min{ ǫ6 , log
(
2−ǫ
2
)− 1
3 }.

To prove that (X, f, µ) is Bernoulli, we define an equivalence relation ∼
on Xˆ in the following way. Having two elements, (x, k), (y, l) ∈ Xˆ we will
say that (x, k) ∼ (y, l) if and only if fk(x) = f l(y). Consider a σ−algebra
A on Xˆ generated by sets of the form
A = {(x, k)| there is (y, l) ∈ B such that (x, k) ∼ (y, l)},
where B ⊂ Xˆ is a Borel set. Observe that A is fˆ -invariant. In addition, as
a factor of (Xˆ, fˆ , µˆ), the restriction (Xˆ, fˆ , µˆ,A) is Bernoulli [13].
On the other hand, fˆ restricted to A can be thought of as a map defined
on the space Yˆ of equivalence classes Yˆ = {[xˆ]∼|xˆ ∈ Xˆ}, where we define
fˆ([xˆ]∼) = [fˆ(xˆ)]∼. We can define an isomorphism I between (X, f, µ) and
(Yˆ , fˆ , µˆ) in the following way. Given p ∈ X let k be the smallest positive
integer such that p = fk(q) for some q ∈ X˜ . Then define I(p) := [q, k]∼. We
conclude that (X, f, µ) and (Yˆ , fˆ , µˆ) are isomorphic. Therefore, (X, f, µ) is
Bernoulli.
4.3. Proof of Theorem 2.2. We start with the proof of Statement (1).
Viewing f˜ : X˜ → X˜ as an induced system from fˆ and using Statement (1)
of Theorem 2.3, it is enough to show that PL(ϕ) = PL(ϕˆ). By Proposition
4.3 in [15], for every µ˜ ∈ Erg(X˜, f˜) for which Qµ˜ <∞ we have that
hµ˜(f˜) = Qµ˜hL(µ˜)(f) and
∫
X˜
ϕ˜dµ˜ = Qµ˜
∫
X
ϕdL(µ˜).
On the other hand, viewing f˜ : X˜ → X˜ as an induced system from fˆ and
observing that ˜ˆϕ = ϕ˜ we obtain that,
hµ˜(f˜) = Qµ˜ hLˆ(µ˜)(fˆ) and
∫
X˜
ϕ˜dµ˜ = Qµ˜
∫
Xˆ
ϕˆdLˆ(µ˜).
We conclude that
hLˆ(µ˜)(fˆ) = hL(µ˜)(f) and
∫
Xˆ
ϕˆdLˆ(µ˜) =
∫
M
ϕdL(µ˜).
Consequently, PL(ϕ) = PL(ϕˆ).
Now we prove Statement (2). In fact, we show a more general result in a
setting of symbolic dynamical systems.
Let (SZA, σ) be a topologically mixing countable Markov shift. Choose a
state s ∈ S and a potential ϕ : [s] → R. Assume that ϕ˜ is locally Ho¨lder
with respect to the induced shift σ¯ on [s], and that PG(ϕ) < ∞. Let µ be
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the unique ergodic equilibrium measure for ϕ. Denote by µˆ the measure on
SZA which is the lifted measure from µ. We have the following.
Theorem B. If (SZA, σ, µˆ) is mixing, then it is Bernoulli.
Our argument follows the idea presented by Sarig in [25]. The result in
[25] considers equilibrium measures for locally Ho¨lder potential functions.
We remark that our result is stronger, as it only requires that the induced
potential is locally Ho¨lder.
Proof. In view of Theorem 2.5, it is enough to verify that µ satisfies Con-
ditions (S1) and (S2) in Section 4.2. As in the proof of Theorem 2.5, we
identify (SZA, σ) with (Sˆ
Z
Aˆ
, σˆ).
The properties of µ have been described by Sarig in [25]. It is done by first
studying the space of one-sided sequences (S¯N, σ¯). For any fixed φ : S¯N → R
one defines a Ruelle’s operator Lφ in the following way. If F : S¯
N → R and
x+ ∈ S¯N, then
LφF (x
+) :=
∑
σ¯(y+)=x+
eφ(y
+)F (y+).
The following is shown in [25].
Lemma 4.1. There exists a locally Ho¨lder continuous function φ : S¯N → R
and the corresponding Ruelle’s operator L := Lφ such that:
(1) for any cylinder [A] = [a¯1 . . . a¯n] with a¯i ∈ S¯ the measure µ([A]) is
the pointwise limit of the sequence Lnχ[A];
(2) For any two functions F,G : S¯N → R
(4.18)
∫
F (G ◦ σ¯n)dµ =
∫
(LnF )Gdµ;
(3) For every finite S∗ ⊂ S¯ there exists a constant C∗ = C∗(S∗) > 1 such
that for every pair of cylinders [A] = [a¯1 . . . a¯n], [B] = [b¯1 . . . b¯m],
(a) if the last symbol in A is in S∗ and [AB] 6= ∅, then 1C∗ ≤
µ[AB]
µ[A]µ[B] ≤ C∗;
(b) if the first symbol in A is in S∗ and [BA] 6= ∅, then 1C∗ ≤
µ[BA]
µ[B]µ[A] ≤ C∗.
Observe that Statement (3) of Lemma 4.1 implies Condition (S1). We
now show that µ satisfies (S2). For that we choose a natural number m0
such that supn≥1(V arn+m0φn) ≤ δ/3. Fix m ≥ m0 and take any finite
collection γ of m−cylinders [C] = [c¯1 . . . c¯m] with c¯i ∈ S¯. Let K ∈ N be
such that for any pair of cylinders [C], [C ′] ∈ γ and any k > K one has
µˆ([C] ◦ σˆ−k([C ′])) = e±δ/3µˆ([C])µˆ([C ′]).
We start with some technical results.
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Lemma 4.2. Let n ≥ 1 and l ≥ m. Choose any n−cylinder A = [a¯1 . . . a¯n],
with a¯i ∈ S¯ and any l−cylinder C = [c¯1 . . . c¯l], with c¯i ∈ S¯. For any one-
sided x ∈ [AC] one has
(4.19) eφn(x) = e±δ/3
µ([AC])
µ([C])
.
Proof. Fix x ∈ [AC] and p ∈ S¯N. We have that
µ([AC]) = lim
N→∞
LNχ[AC](p) = lim
N→∞
∑
σ¯N (y)=p
eφN (y)χ[AC](y)
= lim
N→∞
e±δ/3eφn(x)
∑
σ¯N−n(y)=p
eφN−n(y)χ[C](y)
= lim
N→∞
e±δ/3eφn(x)LN−nχ[C](p)
= e±δ/3eφn(x)µ([C]).

Lemma 4.3. If C,C ′ ∈ γ and p ∈ [C ′] is a one-sided sequence, then for any
k > K we have the following
(4.20)
k∑
M=1
LM+m
(
χ[C]χ{τ◦σ¯m+...+τ◦σ¯M+m−1=k}
)
(p) = e±2δ/3µ([C])
1
Qµ
.
Proof. First recall that by the choice of k,
µ([C]◦σˆ−k([C ′])) = Qµµˆ([C]◦σˆ−k([C ′])) = e±δ/3µˆ([C])µˆ([C ′]) = e±δ/3 1
Qµ
µ([C])µ([C ′]).
On the other hand,
µ([C] ◦ σˆ−k([C ′])) =
k∑
M=1
∑
D=(d¯1...d¯M )∈S¯
M ,
τ(d¯1)+...+τ(d¯M )=k
µ([CDC ′])
=
k∑
M=1
∑
D=(d¯1...d¯M )∈S¯
M ,
τ(d¯1)+...+τ(d¯M )=k
lim
N→∞
LNχ[CDC′](x) for some x ∈ S¯N.
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For any M−cylinder D in the sum above we can define a unique point
yD ∈ [CDC ′] such that σ¯m+M (yD) = p. We then continue,
=
k∑
M=1
∑
D=(d¯1...d¯M )∈S¯
M ,
τ(d¯1)+...+τ(d¯M )=k
e±δ/3eφm+M (yD) lim
N→∞
LN−(m+M)χ[C′](x)
= e±δ/3
k∑
M=1
∑
σ¯m+M (y)=p
eφm+M (y)χ[C](y)χ{τ◦σ¯m+...+τ◦σ¯M+m−1=k}(y)µ([C
′])
= e±δ/3
k∑
M=1
LM+m
(
χ[C]χ{τ◦σ¯m+...+τ◦σ¯M+m−1=k}
)
(p)µ([C ′]).

We now use Lemma 4.2 and Lemma 4.3 to prove the following.
Lemma 4.4. If C,C ′ ∈ γ and p ∈ [C ′] is a one-sided sequence, then for any
k > K and any A = [a¯1 . . . a¯n], with n ≥ 1, a¯i ∈ S¯ we have the following
k∑
M=1
Ln+m+M
(
χ[AC]χ{τ◦σ¯n+m+...+τ◦σ¯n+m+M−1=k}
)
(p) = e±δµ([AC])
1
Qµ
.
Proof. Fix a one-sided sequence p ∈ [C ′]. We have that
k∑
M=1
Ln+m+M
(
χ[AC]χ{τ◦σ¯n+m+...+τ◦σ¯n+m+M−1=k}
)
(p)
=
k∑
M=1
∑
σ¯n+m+M (y)=p
eφn+m+M (y)χ[AC](y)χ{τ◦σ¯n+m+...+τ◦σ¯n+m+M−1=k}(y).
By Lemma 4.2, this is equal to
e±δ/3
µ([AC])
µ([C])
k∑
M=1
∑
σ¯m+M (y)=p
eφm+M (y)χ[C](y)χ{τ◦σ¯m+...+τ◦σ¯m+M−1=k}(y)
=e±δ/3
µ([AC])
µ([C])
k∑
M=1
Lm+M
(
χ[C]χ{τ◦σ¯m+...+τ◦σ¯m+M−1=k}
)
(p).
By Lemma 4.3, we conclude that
k∑
M=1
Ln+m+M
(
χ[AC]χ{τ◦σ¯n+m+...+τ◦σ¯n+m+M−1=k}
)
(p) = e±δµ([AC])
1
Qµ
.

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We continue with the proof of Condition (S2). Fix C,C ′ ∈ γ, k > K,
and let A,B be as in the hypothesis of Condition (S2). We then calculate,
k∑
M=1
µ({x ∈ [AC] ◦ σ¯−(n1+m+M)[C ′B]|τ(σ¯m+n1x) + . . .+ τ(σ¯m+n1+M−1x) = k})
=
k∑
M=1
∫
χ[AC](χ[C′B] ◦ σ¯n1+m+M )χ{τ(σ¯n1+m(x))+...+τ(σ¯n1+m+M−1(x))=k}dµ by (4.18),
=
k∑
M=1
∫
[C′B]
Ln1+m+M
(
χ[AC]χ{τ◦σ¯n1+m+...+τ◦σ¯n1+m+M−1=k}
)
dµ.
By Lemma 4.4, we conclude that
k∑
M=1
µ({x ∈ [AC] ◦ σ¯−(n1+m+M)[C ′B]|τ(σ¯m+n1x) + . . .+ τ(σ¯m+n1+M−1x) = k})
= e±δµˆ([AC])µˆ([C ′B])
1
Qµ
.
The remaining statements of Theorem 2.2 can be deduced from the fol-
lowing, more general result.
Proposition 4.1. Let f˜ : X˜ → X˜ be an induced map satisfying (I1)-(I2),
(I5) and µ˜ be some f˜-invariant ergodic probability measure. Assume in
addition that there exist C > 0 and 0 < ρ < 1 such that
(4.21) |gµ˜(x)
gµ˜(y)
− 1| ≤ Cρs(f˜(x),f˜(y))
where gµ˜ is the Jacobian of µ˜ defined as in Section 4.1. Let µ and µˆ denote
the lifted measures of µ˜ to X and Xˆ respectively. Let hˆ1, hˆ2 ∈ Cα(Xˆ) and
h1, h2 ∈ Cα(X). Then
(1) Assume that µ˜ has exponential (respectively, polynomial) tail. Then
fˆ has exponential (respectively, polynomial) decay of correlations
with respect to µˆ;
(2) Assume µ˜(τ > n) = O( 1
nβ
), β > 1. If hˆ1, hˆ2 supported on
⋃k
j=0 X˜×
{j} (X˜ = X˜ × {0}) for some k, then fˆ satisfies (2.4) as well as the
CLT with respect to µˆ;
(3) Assume that µ˜ has exponential (respectively, polynomial) tail, and f
satisfies (F1)-(F2). Then f has exponential (respectively, polyno-
mial) decay of correlations with respect to µ;
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(4) Assume µ˜(τ > n) = O( 1
nβ
), β > 1 and f satisfies (F1)-(F2).
There exists a sequence of nested sets Y0 ⊂ Y1 ⊂ · · · in X such that
if h1, h2 are supported inside Yk for some k ≥ 0, then f satisfies
(2.5) as well as the CLT with respect to µ.
The above proposition follows from results in [29] and [12]. We note that
our choice of observables ensures that the results in [12] apply as piecewise
Ho¨lder continuous functions are excellent in the sense defined in [12] (one
can see this on the page 896 in [12]).
To show correlation estimates (3a) and (3b) we apply Statement (1) of
Proposition 4.1. We need to verify that νϕ+ satisfies (4.21). This can be done
in the following way. Since νϕ+ is the unique equilibrium measure then by
Theorem 5.5 in [26], it is equal to the Ruelle-Perron-Frobenius measure for
ϕ+. If νc is an eigenmeasure for the Ruelle operator Lϕ+ , then dνϕ+ = hdνc
where h is an eigenfunction for Lϕ+. Note that by Theorem 3.3 in [26],
the measure νc is conformal for ϕ
+. In addition, since ϕ has zero Gurevich
pressure and is positive recurrent (the latter follows from Theorem 5.5 [26]),
then by Theorem 3.7 in [26], it follows that ϕ+ = log(gνc). One can see that
log(gνϕ+ ) = log(gνc) + log(h)− log(h ◦ fˆ).
By Proposition 3.4 in [24], one has V arnh <
∑
l≥n+1
V arl(ϕ
+). Hence, by local
Ho¨lder continuity of ϕ+, all the terms in the right hand side of the above
equality are locally Ho¨lder continuous with the same exponent. Hence, we
find that log(gνϕ+ ) is locally Ho¨lder continuous function and therefore the
measure νϕ+ satisfies (4.21) .
Note that
∫
X˜ τ(x)dx < ∞ as νϕ+ has decaying tail. In addition, the
tower satisfies (I5). Therefore all the requirements of Proposition 4.1 are
met. Hence we obtain correlation estimates (3a)-(3d). 
4.4. Proof of Theorem 2.3. Statement (1) is proved in [15]. Statement
(2) follows from Statement (1) of Theorem 2.2 and Statement (1) of Theorem
2.3. Statement (3) follows from Theorem 2.5 and the proof of Theorem 4.3.
We showed in the proof of Theorem 2.2 the measure νϕ+ satisfies all the
assumptions of Proposition 4.1. Therefore, Statements (4a) and (4b) follow
from Proposition 4.1.
To prove (4c) and (4d) assume that νϕ+(τ > n) = O( 1nβ ), β > 1. Define
Yk =
⋃k
j=0 f
j(X˜). Assume that h1, h2 supported on Yk for some k ≥ 0.
Then the observables hˆ1, hˆ2 are supported in
⋃k
j=0 X˜ × {j} for some k.
Again, Statements (4c) and (4d) follow from Proposition 4.1.
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4.5. Proof of Theorem 2.4.
4.5.1. Phase transitions for 2-sided countable Markov shifts. We start by
showing an analogous result in symbolic settings. Our argument closely
follows ideas presented by Sarig in [20], and extends the result of Sarig to the
case of hyperbolic towers. All necessary definitions and notation are given
in Section 4.1. Let (SZA, σA) be a topologically mixing countable Markov
shift and let Φ1,Φ2 : S
Z
A → R be some functions.
Theorem 4.2. Assume there exists a state a ∈ S such that Φ1,Φ2 and the
corresponding induced potentials Φ1,Φ2 on [a] satisfy the following condi-
tions:
(1) P (Φ1) <∞, P (Φ1+ tΦ2) <∞, and PG(Φ1 + tΦ2 − P (Φ1 + tΦ2)) =
0 for small enough |t|;
(2) Φ1,Φ2 are locally Ho¨lder;
(3) ∃M∈R
∑
a¯∈S¯A
exp
[
Φ1(. . . x¯−2x¯−1a¯x¯1x¯2 . . .)− P (Φ1)|a¯|
]
< M for all
(x¯i)
∞
i=−∞ ∈ S¯ZA;
(4) there exists a¯ ∈ S¯A such that:
(a)
∑
n≥1 Zn
(
Φ1 − P (Φ1), a¯
)
=∞;
(b)
∑
n≥1 nZ
∗
n
(
Φ1 − P (Φ1), a¯
)
<∞;
(c) ∃r>exp(−P (Φ1)),ǫ0>0
∑
n≥1 nr
nZ∗n(Φ1 + ǫ0|Φ2|, a) <∞.
Then for some 0 < ǫ < ǫ0 the functions t → PG(Φ1 − P (Φ1) + tΦ2) and
t→ P (Φ1 + tΦ2) are real analytic on (−ǫ, ǫ).
Here PG denotes the Gurevich pressure and P denotes the variational
pressure (see Section 4.1 for definitions).
The proof requires two lemmas that are stated below. Consider potentials
Φ∗1,Φ
∗
2 : S
N
A → R on a topologically mixing one-sided Markov shift, a state
a ∈ S and the induced system (S¯NA, σ¯) on [a].
Lemma 4.5. Assume the following conditions are satisfied:
(1) P (Φ∗1) <∞, P (Φ∗1+ tΦ∗2) <∞, and PG(Φ∗1 + tΦ∗2 − P (Φ∗1 + tΦ∗2)) =
0 for small enough |t|;
(2) Φ¯∗1, Φ¯
∗
2 are locally Ho¨lder;
(3) ∃M∈R
∑
a¯∈S¯A
exp
[
Φ¯∗1(a¯x¯1x¯2 . . .)− P (Φ∗1)|a¯|
]
< M for all (x¯i)
∞
i=0 ∈
S¯NA;
(4) there exists a¯ ∈ S¯A such that
(a)
∑
n≥1 Zn
(
Φ∗1 − P (Φ∗1), a¯
)
=∞;
(b)
∑
n≥1 nZ
∗
n
(
Φ∗1 − P (Φ∗1), a¯
)
<∞;
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(c) ∃r>exp(−P (Φ∗
1
)),ǫ0>0
∑
n≥1 nr
nZ∗n(Φ
∗
1 + ǫ0|Φ∗2|, a) <∞.
Then for some 0 < ǫ < ǫ0 the functions t → PG(Φ∗1 − P (Φ∗1) + tΦ∗2) and
t→ P (Φ∗1 + tΦ∗2) are real analytic on (−ǫ, ǫ).
Proof. By (1) we have that P (Φ∗1 + tΦ
∗
2) is given implicitly as ω ∈ R such
that
PG(Φ
∗
1 + tΦ
∗
2 − ω) = 0.
Given a potential Φ¯ : S¯NA → R consider the Ruelle operator (LΦ¯f)(x) =∑
σ¯(y¯)=x¯ e
Φ¯(y¯)f(y¯). Let λ(LΦ¯) denote the biggest eigenvalue of LΦ¯. By (2)-
(4) and Lemma 4 in [20], the operator LΦ∗
1
−P (Φ∗
1
) has a spectral gap. By
standard results from perturbation theory of linear operators, [10], the same
is true for all operators L in some neighborhoodO of L
Φ∗
1
−P (Φ∗
1
)
. In addition,
L → λ(L) is holomorphic, and if Φ¯ : S¯NA → R is such that LΦ¯ ∈ O, then
λ(LΦ¯) = exp(PG(Φ¯)).
By (1),(2),(5) and the proof of Lemma 6 in [20], (z, ω) → LΦ∗
1
+zΦ∗
2
−ω is
analytic in a complex neighborhood of (0, P (Φ∗1)). Consequently (z, ω) →
log λ(LΦ∗
1
+zΦ∗
2
−ω) is holomorphic in a neighborhood of (0, P (Φ
∗
1)). The
lemma follows by the Complex Implicit Function Theorem ([3], p.39). 
Let Φ1,Φ2 : S
Z
A → R be two potential functions, a ∈ S a fixed state,(
S¯ZA, σ¯
)
the induced system on [a], and Φ¯1, Φ¯2 : S¯
Z
A → R the induced poten-
tials.
Lemma 4.6. Assume that Φ¯1, Φ¯2 have summable variations. Then there
exist functions u1, u2 : S
Z
A → R which are uniformly bounded on [a] and
such that the functions defined by:
Ψl := Φl + ul ◦ σA − ul, l = 1, 2
satisfy:
(1) Ψ¯l = Φ¯l + ul ◦ π¯ ◦ σ¯ − ul ◦ π¯, where π¯ : S¯ZA → SZA is the canonical
projection;
(2) Ψl(x) = Ψl(x
′), and Ψ¯l(x¯) = Ψ¯l(x¯
′) whenever xi = x
′
i, x¯i = x¯
′
i for
all i ≥ 0;
(3) P (Ψl) = P (Φl), and PG(Ψ¯l) = PG(Φ¯l);
(4) if Φ¯l is Ho¨lder, then so is Ψ¯l;
(5) if Φ1,Φ2 satisfy Condition (5) in Theorem 4.2, then so do Ψ1,Ψ2;
(6) if Φ¯l satisfies Conditions (3) and (4) in Theorem 4.2, then so does
Ψ¯l.
Proof. For any x0 ∈ S pick a sequence (rx0,i)−1i=−∞ ⊂ S such that:
Arx0,irx0,i+1 = 1 for all i < −1 and Arx0,−1x0 = 1.
THERMODYNAMICS VIA INDUCING 37
Define r : SZA → SZA by setting (r(x))i = xi for i ≥ 0, and (r(x))i = rx0,i for
i < 0. Let
ul(x) :=
∞∑
j=0
Φl(σ
j
A(x)) − Φl(σjA(r(x))).
For x ∈ [a] we have that
|ul(x)| = |
∞∑
j=0
Φl(σ
j
A(x))− Φl(σjA(r(x)))| = |
∞∑
j=0
Φ¯l(σ¯
j(x¯))− Φ¯l(σ¯j(r(x)))|
≤
∞∑
j=1
V arjΦ¯l <∞,
so that ul is uniformly bounded on [a]. Observe that
ul(σA(x)) − ul(x) = −Φl +
∞∑
j=0
Φl(σ
j
A(r(x))) − Φl(σjA(r(σA(x)))).
Therefore Ψl = Φl+ul ◦σA−ul depends only on positive sides of sequences.
In addition Ψ¯l = Φ¯l + ul ◦ π¯ ◦ σ¯ − ul ◦ π¯, so that Ψ¯ depends only on the
positive sides of sequences.
To see that P (Ψl) = P (Φl) note that for any σA-invariant measure µ we
have that
hµ(σA) +
∫
Ψldµ = hµ(σA) +
∫
(Φl + ul ◦ σA − ul) dµ
= hµ(σA) +
∫
Φldµ+
∫
ul ◦ σAdµ−
∫
uldµ
= hµ(σA) +
∫
Φldµ+
∫
uldµ−
∫
uldµ
= hµ(σA) +
∫
Φldµ.
To see that PG(Ψ¯l) = PG(Φ¯l) note that for any x¯ ∈ S¯ZA with σ¯n(x¯) = x¯
we have that
n−1∑
j=0
ul(π¯(σ¯
j+1(x¯))) − ul(π¯(σ¯j(x¯))) = ul(π¯(σ¯n(x¯)))− ul(π¯(x¯)) = 0.
(4) is proved in (Lemma 3.3,[15]). (5) follows from the fact that ul is
bounded on [a]. (6) follows because ul is bounded on [a] and P (Ψl) =
P (Φl). 
Proof of Theorem 4.2. Consider functions Φ1,Φ2 satisfying the hypothesis
of Theorem 4.2. For l = 1, 2 let Ψ∗l : S
N
A → R be defined by Ψ∗l :=
Ψl((π
∗)−1(x)), where π∗ : SZ → SN is the canonical projection and Ψl
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is defined in Lemma 4.6. The function Ψ∗l is well defined since Ψl only de-
pends on the positive part of the sequence. In addition, Ψ∗1 and Ψ
∗
2 satisfy
the hypothesis of Lemma 4.5. Therefore t → P (Ψ∗1 + tΨ∗2) is real analytic.
We have that
P (Ψ∗1 + tΨ
∗
2) = P (Ψ1 + tΨ2)
= P (Φ1 + u1 ◦ σA − u2 + tΦ2 + t(u2 ◦ σA − u2))
= P (Φ1 + tΦ2 + u˜ ◦ σA − u˜),
where u˜ := u1+tu2 is bounded on [a]. By the argument presented in Lemma
4.6 we have that P (Φ1+tΦ2+u˜◦σA−u˜) = P (Φ1+tΦ2) and t→ P (Φ1+tΦ2)
is real analytic on (−ǫ, ǫ). 
4.5.2. Proof of Theorem 2.4. Theorem 2.4 is an immediate consequence of
Theorem 4.2 and the following lemma.
For l = 1, 2 denote Φl = ϕˆl ◦ π1, where π1 was introduced in Section
1.3. Let Φ¯l be the corresponding induced potential on [X˜ ]. We have the
following.
Lemma 4.7. (1) If ϕ1, ϕ2 satisfy (1)− (3) in Theorem 2.4 then Φ1,Φ2
satisfy (1) in Theorem 4.2,
(2) If ϕ1 satisfies (2) in Theorem 2.4 then Φ1 satisfies (3) and (4) in
Theorem 4.2,
(3) If ϕ1, ϕ2 satisfy (1) − (2) in Theorem 2.4 then Φ1,Φ2 satisfy (5) in
Theorem 4.2.
Proof. We start with the proof of the first statement. By Theorem 4.6 in
[15] we have that PG(ϕ1 + tϕ2 + c) <∞ and PG(ϕ1 + c) <∞. By Theorem
4.2 in [15] this implies that P (ϕ1+ tϕ2+ c) <∞ and P (ϕ1+ c) <∞. Since
c ∈ R is a finite number, we obtain that P (ϕ1 + tϕ2) <∞ and P (ϕ1) <∞.
The fact that PG(ϕ1 + tϕ2 − P (ϕ1 + tϕ2)) = 0 follows by Theorem 4.6 in
[15].
Assume now that ϕ1 satisfies (P4). This immediately implies that Φ¯1
satisfies Condition (3) in Theorem 4.2. We also obtain that PG(ϕ
+
1 ) =
PG(Φ
+
1 ) = 0 and there exists a unique Gibbs measure ν for ϕ
+
1 . Fix J ∈ S.
We then have,
∑
n≥1
Zn
(
Φ1 − P (Φ1), [J ]
)
=
∑
n≥1
∑
x¯∈J,f˜n(x¯)=x¯
e(ϕ
+
1
(x¯))n
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≥ C
∑
n≥1
∑
[JJ1...Jn−1J ]
ν([JJ1 . . . Jn−1J ]) = C
∑
n≥1
ν([J ]) =∞.
On the other hand,
∑
n≥1
nZ∗n
(
Φ1 − P (Φ1), [J ]
)
=
∑
n≥1
n
∑
x¯∈J,f˜n(x¯)=x¯f˜k(x¯)/∈J for k<n
e(ϕ
+
1
(x¯))n
≤ C
∑
n≥1
n
∑
[JJ1...Jn−1J ],Ji 6=J
ν([JJ1 . . . Jn−1J ])
=
∑
n≥1
nν({x ∈ J | nJ(x¯) = n}) <∞.
Here nJ(x¯) denotes the first return time of f˜(x¯) to J . This proves that Φ1
satisfies Condition (4) in Theorem 4.2.
By (2) in Theorem 2.4 for each t ∈ [− ǫ02 , ǫ02 ] there exists ǫt > 0 such that∑
J∈S
τ(J) sup
x∈J
exp(ϕ1(x) + t|ϕ2(x)| − PL(ϕ1(x) + t|ϕ2(x)|) + ǫt) <∞.
Let ǫ˜ := min{ǫt|t ∈ [− ǫ02 , ǫ02 ]} and let |t| be small enough so that−PL(ϕ1(x)+
t|ϕ2(x)|) + ǫ˜ > −PL(ϕ1). Set r := exp(−PL(ϕ1(x) + t|ϕ2(x)|) + ǫ˜). We have
that,
∑
n≥1
nrnZ∗n(Φ1 + t|Φ2|, X˜) ≤
∑
n≥1
nrn
∑
τ(J)=n
sup
x∈J
exp(ϕ1(x) + t|ϕ2(x)|)
=
∑
n≥1
n
∑
τ(J)=n
sup
x∈J
exp(ϕ1(x) + t|ϕ2(x)|+ ln r) <∞.

4.6. Proof of Theorem 3.2. The first statement is proved as Theorem 7.7
in [15]. Moreover, it is proved that the measure µt has exponential tail. Note
that f can be represented as a map with an inducing scheme by Proposition
6.2. in [15]. Statements (4a), (4b), and (4d) of Theorem 2.3 imply that µt is
mixing, has exponential decay of correlations, and satisfies the CLT. Once
µt is mixing, then by Statement (3) of Theorem 2.3, it is Bernoulli.
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