New attitude and attitude rate estimation algorithms are presented for a spacecraft using magnetometers. An attitude rate estimation algorithm solves an optimization problem to identify the unknown angular rate from the short period observations of the earth magnetic field vectors, and then, estimates the angular velocity vector of the spacecraft. An attitude estimation algorithm solves another optimization problem to identify the unknown angle from the long period observation of the earth magnetic field vector and the estimated attitude rate, and then, estimates the spacecraft attitude in terms of Euler parameters. The effectiveness of the proposed algorithms is evaluated by numerical simulations. Nomenclature q CD : Euler parameters representing the attitude of frame D with respect to frame C m : earth magnetic field vector m : normalized earth magnetic field vector (m = m/ |m|) ω : angular velocity of spacecraft J : inertia tensor of spacecraft body around its center of mass h : angular momentum of the spacecraft (h = Jω) * : quaternion multiplication V (q): vector part of quaternion q S(q): scalar part of quaternion q q † : conjugate of quaternion q
Introduction
An attitude of a spacecraft is typically estimated by using star trackers, sun sensors, earth sensors, and magnetometers. Although the star trackers are highly accurate, they are expensive and require the complicated system structure. The other sensors do not determine the attitude from a single observation. Hence, they are used to determine the attitude from the combination of observations. An attitude rate of the spacecraft is typically estimated by using rate gyros. Although the rate gyros are also highly accurate, they are sometimes expensive, space-consuming, and require a large amount of power.
Among the several approaches, we consider the estimation of both the attitude and attitude rate of the spacecraft by using magnetometers. A number of methods have been developed for both estimation problems. A typical scenario is a batch estimation called the quaternion estimation (QUEST) for the attitude estimation 1, 4, 6) . The other typical scenario is a recursive estimation by applying an extended Kalman filter (EKF) technique for the attitude rate estimation 2, 3) . In many cases, the Euler parameters representing the attitude or the angular velocity vector are directly estimated. However, as pointed out by Reynolds 4) , the Euler parameters undetermined from the magnetic field vectors can be parametrized with respect to a rotation along the magnetic field vector in the inertial frame.
In this paper, we extend the Reynolds's approach as follows: Firstly, we develop a batch attitude rate estimation algorithm from the short period of observations of the magnetic field vectors in the body frame. It is supposed that the angular momentum and the magnetic field vector are quasi stationary in the inertial frame; then, the angular velocity vector is estimated by solving an optimization problem, where the cost function is based on the conservation of the angular momentum. Although a similar problem was discussed by Psiaki 2) , the cost function is based on the trapezoidal integration of the Euler equation of motion. Moreover, in order to overcome the numerical differentiation problem 3) in the batch attitude rate estimation algorithm, we propose an alternative numerical differentiation method by combining the second order low pass filter with the time derivative filter.
Next, we develop the batch attitude estimation algorithm from the long period observations of the magnetic field vectors in the body frame and from the estimated angular velocity vectors. It is supposed that the magnetic field vector is time varying in the inertial frame and its changes in the inertial frame is known; then, the Euler parameters are estimated by solving an optimization problem, where the cost function is constructed by integrating the attitude change of the spacecraft. Special attention should be paid to the case where the estimated angular velocity is also obtained from magnetometers. In this case, a correction method for the estimated rate is proposed.
The outline of the paper is as follows: Section 2 gives expressions of both attitude and attitude rate, where the unknown parameters are explicitly described for both problems. Section 3 presents the attitude rate estimation algorithm and the implementation issues of the numerical differentiation. Section 4 presents the attitude estimation algorithm and discusses the differences between the problem formulations. Section 5 illustrates the effectiveness of the proposed algorithms by numerical simulations. Conclusions are summarized in Section 6.
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Introduction
Expressions of Attitude and Attitude Rate

Attitude expression
Letm I ,m B , and q IB denote the normalized magnetic field vector in the inertial frame, that in the body frame, and the Euler parameters representing the spacecraft attitude in the inertial frame, respectively. Then, the following relation holds:
Let us consider the attitude expression usingm I and m B . Firstly, an additional frame M is introduced where q IM and q MB represent the rotation along the axism I and that along the axis perpendicular to bothm I andm B , respectively. q IB is factored as follows:
where q IM is given by
using a certain rotation angle φ m . It then followŝ
for notational simplicity. By its construction, q MB satisfies the following relations:
From Eqs. (1), (2) , and (4), q MB satisfies the following relation:m
By substituting q MB and q MB into the above equation,m I is expressed aŝ
By taking the inner product and the vector product witĥ m B , the following relations are obtained:
If q MB is chosen as q MB ≥ 0, q MB and q MB are given by
In summary, q MB is uniquely determined, whereas q IM is not uniquely determined due to the unknown free parameter φ m . In the subsequent of this paper, the attitude q IB is obtained by estimating the unknown variable φ m .
Attitude rate expression
Let us investigate the relation between the time derivative of the unknown variableφ m and the angular velocity in the body frame ω B .
The time derivative of q IB is given bẏ
By multiplying q † IB from the left, ω B is obtained as
Here,m I is supposed to be stationary. In practice, this assumption is admissible whenm B is observed in a short period of time.
By using this assumption, the time derivative ofm B is computed as follows:
By substituting Eqs. (2), (10), and (13) into Eq. (12) and rearranging the result,φ m is obtained as follows:
Let ω MB and ω IM denote the angular velocity of the body frame to the additional frame M and that of the additional frame M to the inertial frame, respectively. Then, ω satisfies the following relation:
By using the time derivatives of q MB and q IM , ω MB and ω IM are represented by the Euler parameters as follows:
By substituting Eqs. (3) and (10) into the above equations, ω B MB and ω I IM are obtained as
Therefore, ω B is given by
Ifṁ B is approximated from the numerical differentiation of the measured valuem B , the unknown variable in the right hand side isφ m . In the subsequence of this paper, the angular velocity vector ω B is obtained by estimating the unknown variableφ m from the past observations ofm B in a short period of time.
Attitude Rate Estimation
Attitude rate estimation from the conservation of angular momentum
In this section, the attitude rate estimation problem is considered wherem I and h I are unknown but supposed to be stationary in a short period of time. The inertia matrix J B is supposed to be known.
The angular momentum h is given by
where the subscript i denotes the time t i in the short period of observation. Let α denote the inner product of h andm. By the assumption that h I andm I are stationary, α also becomes stationary, i.e.,
does not depend on i. It follows thaṫ
where a i and b i are given by
where c i and d i are given by
Let H denote the square of the norm of the angular momentum h given by
where H is constant from the conservation of angular momentum.
Here, although a specific noise model is not considered in the magnetometer,m B is supposed to be corrupted by sensor noise and disturbances. Then, Eq. (23) is not always satisfied in a practical sense. In order to estimateφ m , the following cost function is introduced:
where e i , f i , and g i are given by
We estimate the unknown constants α and H by minimizing J r from the known variables c i and d i . The necessary conditions of J r for the minimum with respect to α and H are given by
Substitution of J r into the above equations becomes
where n denotes the number of observation data. It follows from Eq. (27) that H is given by
By substituting this equation into Eq. (26), Eq. (26) can be rewritten as
where · denotes the average operation, i.e., In summary, an estimate ofφ m is given by substituting this estimated α into Eq. (21) and an estimate of ω B is given by substituting this estimatedφ m into Eq. (18). Moreover, an estimate of H is also given by substituting this estimated α into Eq. (28). Then, the estimate of the magnitude of h is given by
Numerical differentiation of the earth magnetic field vector
In the proposed attitude rate estimation algorithm, the time derivativeṁ B i is used in Eq. (18). However, the second time derivativem B i is not required. If the conservation of angular momentum is represented byḣ I = 0, the second time derivativem B i will be required for the rate estimation. Therefore, the proposed algorithm has the advantage being relatively robust to the measurement noise.
Next, we focus on the implementation of the proposed algorithm by approximatingṁ B i from the numerical differentiation of the measured valuem B i . Ifṁ B i is simply approximated from the difference ofm B i , this approximation is fragile for the measurement noise. Hence,ṁ B i is approximated from filteringm B i by the multiplication of the second-order low pass filter and the time derivative filter, i.e.,
where L denotes the Laplace transformation, and ζ f and ω f are filter parameters. The filter parameters are selected so that the cutoff frequency is sufficiently higher than the rough estimate of the norm of the angular velocity ω B . Since the filter in the right hand side of Eq. (31) is strictly proper, the effect of the measurement noise inm B i is expected to be reduced. However, the second-order low pass filter generates the phase delay from the actualṁ B i . This phase delay is crucial for the conservation of angular momentum, which is the basis of the proposed algorithm. In order to overcome this problem,m B is substituted by the filteredm B by applying the same filter in the right hand side of Eq. (31), i.e.,
Then, because bothm B andṁ B i are similarly delayed, the conservation of the angular momentum is approximately recovered. Hence, the proposed algorithm are implemented by using Eqs. (31) and (32). In this case, the estimates ofφ mi and ω B are relatively robust for the measurement noise.
Attitude Estimation
Attitude estimation with rate gyros
In this subsection, we consider the attitude estimation problem with rate gyros, i.e., ω B is supposed to be available for the attitude estimation. This means that the attitude estimation algorithm in this subsection is independent from the previous attitude rate estimation algorithm. In contrast to the previous attitude estimation algorithm,m I is supposed to be known and time varying. Then, the attitude q IB is estimated fromm I ,m B , and ω B in a long period of time.
Letm I i denote the value ofm I at time t i . Then, the following relation holds:
where q IBi denotes the spacecraft attitude at time t i . The additional frame M j at time t j (t j > t i ) is introduced in a similar way to Eq. (10). Then, q IBi is factored as
By its construction, q IMj is determined as follows:
where φ mj denotes a unknown variable to be estimated. q MjBi can be computed from q MjBj by factorizing
is approximately computed as follows:
wherem Mj i is given bŷ
By substituting Eq. (35) into Eq. (37), the following equation is obtained for k = i, · · · , j − 1:
where A kj and s j are given by In order to estimate φ mj , the following cost function is introduced:
where λ j denotes the Lagrange multiplier. In order to minimize J a with respect to s j under the constraint of �s j � = 1, the necessary conditions are given by ∂J a ∂s j = 0, ∂J a ∂λ j = 0
It follows that
where
Then, J a becomes
Since the eigenvalues of the nonnegative symmetric matrix are real and nonnegative, all eigenvalues of A j are real and nonnegative. Therefore, the minimum eigenvalue of A j is chosen as λ j between two nonnegative eigenvalues of A j . Then, φ mj is determined from the corresponding eigenvector s j . In summary, the attitude q IBj is estimated fromm I k ,m B k , and ω B k (k = i, · · · , j − 1) as follows: Firstly, Eq. (42) is solved and the unit eigenvector s j is obtained which corresponds to the minimum eigenvalue of A j . Then, φ mj is obtained from Eq (40). Finally, q IBj is obtained by substituting Eqs. (10) and (35) into Eq. (2).
Attitude estimation without rate gyros
In this subsection, we consider the attitude estimation problem with the estimated rate by magnetometers, i.e., ω B is not supposed to be available and its estimate in Section 3 is utilized for the attitude estimation. In contrast with the attitude rate estimation problem in the previous section,m I is supposed to be known from the magnetic field model and time varying in a long period of time.
Whenm I is time varying, Eq. (13) is modified intȯ
Then, Eq. (18) is modified as follows:
The first term of Eq. (46), ω B org , corresponds to the original term in Eq. (18). Althoughm I is time varying, it can be regarded as quasi stationary in a short period of time; therefore, it can be computed from the proposed attitude rate estimation algorithm in the previous section. The second term of Eq. (46) is the correction term.
Note that q IB is necessary to compute the correction term, and that the estimate of q IB is not immediately obtained after the attitude estimation is carried out. For the time period while the estimated q IB is not obtained, the estimates of ω B is accumulated by substituting Eq. (46) for
where q MB is uniquely determined fromm I andm B .
The reminder of the attitude estimation is analogous to Section 4.1. In the beginning, q IBj is computed by replacing ω B k in Eq. (36) with Eq. (49) for k = i, · · · , j − 1 at each time t j . Once q IBj is sufficiently accumulated, q IBj is computed by replacing ω B k in Eq. (36) with Eq. (46) for k = i, · · · , j − 1 and then ω B j is computed by substituting q IBj into Eq. (46) at each time t j .
Discussions
In the attitude rate estimation problem,m I is supposed to be stationary in a short period of time. In contrast, in the attitude estimation problem,m I is supposed to be time-varying in a long period of time. If the angular velocity vector ω B is measurable by using rate gyros, both problems are independent. However, if the angular velocity vector ω B is estimated by using magnetometers, the different assumptions onm I look contradictory. Therefore, the correction term in Eq. (46) becomes necessary.
It is also possible to establish the validity of those assumptions by taking different sizes for observation periods. That is,m I is varying in a long period time, whereas it can be regarded stationary in a short period time. Now, we make a remark on the necessity of time varyinĝ m I for the attitude estimation problem. Whenm I is constant, i.e.,m I k =m I j for k = i, · · · , j − 1,m Mj k becomes from Eqs. (4) and (37)
It then follows that A j = 0; therefore, the minimum eigenvalue problem in Eq. (42) does not give an estimate of q IBj . Hence, the time-varying characteristic ofm I is crucial for the proposed attitude estimation algorithm.
Numerical Examples
Attitude rate estimation
We evaluate the proposed attitude rate estimation algorithm by numerical simulations. Let J B , h I , and q IB (0) be given by 
The other simulation conditions are summarized in Table 1 . Figure 1 shows the time history ofm I which is computed based on the dipole model of the geomagnetic field model 8) (x, y, and z denote x-, y-, and z-component, respectively). Figure 2 shows the time history ofm B which is measured in the body frame.
In the proposed attitude rate estimation algorithm, the angular velocity ω B is estimated by computing the unknown variableφ m from the past observation ofm B in a short period of time, where 500 observation data are used with the sampling period Δt = 0.1[sec]. Firstly, the observation data is accumulated for 50[sec], and then, the attitude rate estimation is carried out after 50[sec]. Figure 3 shows the time history of the true value ofφ m (blue line) and its estimate (green line). Figure 4 shows the time histories of the true value of ω B (thick lines) and its estimate (thin lines). Figure 5 shows the time histories of the attitude rate estimation error which equals the true attitude rate minus the estimated attitude rate. These figures show thatφ m and ω B are relatively accurate. 
Attitude estimation
In this subsection, we evaluate the proposed attitude estimation algorithm by numerical simulations. In the proposed estimation algorithm without rate gyros, we estimate both the angular velocity ω B and the attitude q IB by computing the unknown variablesφ m and φ m , respectively, from the past observation ofm B . The same simulation condition in the attitude rate estimation is assumed, whereas the number of the observation data is increased to 3000 points, i.e., 300[sec] for the attitude estimation. We firstly accumulate the observation data for 400[sec]; then, the attitude rate estimation is carried out after 400[sec]. Figure 6 shows the time histories of the true attitude, q IB (thick lines; q 1 ∼ q 3 denote the vector part and q 4 denote the scalar part) and its estimate,q IB (thin lines). Figure 7 shows the time histories of the attitude estimation error which is evaluated by the norm of V (q † IB * q IB ). Although the accuracy of the estimation is not high enough, the estimated attitude follows the true attitude. 
Conclusions
We have proposed new attitude and attitude rate estimation algorithms for a spacecraft using magnetometers. An attitude rate estimation algorithm presumes that the earth magnetic field vector in the inertial frame is quasi stationary in a short period of time. This algorithm requires the approximate computation of the time derivative of the magnet filed vector in the body frame, whereas it does not require the second time derivative; therefore, this algorithm is relatively robust for the measurement noise. The estimate of the angular velocity vector is given by solving a cubic equation. In contrast, an attitude estimation algorithm utilizes the changes of the earth magnetic field vector in the inertial frame in a long period of time. This attitude estimation algorithm can be combined with the result of the attitude rate estimation algorithm and estimates the spacecraft attitude in terms of Euler parameters by solving a minimum eigenvalue problem. The effectiveness of the proposed algorithm is demonstrated by numerical simulations. One of the important future topics is a real-time implementation. To this end, an extension of the proposed batch algorithms to the recursive ones will be helpful to reduce the computational load.
