Abstract. This paper presents a CNF SAT-formulae transformation technique employing Gröbner bases as a means to analyze the problem structure. Gröbner-bases have been applied in the past for SAT; however, their use was primarily restricted to analyzing entire problems for proof-refutation. In contrast, this technique analyzes limited subsets of problems, and uses the derived Gröbner bases to yield new constraint-information. This information is then used to reduce problem structure, provide additional information about the problem itself, or aid other preprocessing techniques. Contrary to the precepts of contemporary techniques, the transformation often increases the problem size. However, experimental results demonstrate that our approach often improves SAT-search efficiency in a number of areas, including: solve time, conflicts, number of decisions, etc.
by attacking the SAT problem at its source: the constraints. Algorithms and techniques such as [8] [9] [10] simplify and transform CNF-constraints through methods such as clause subsumption, hyper-resolution, and variable elimination. The applicability of such approaches varies between problems; however, most problems can benefit from at least some level of CNF preprocessing.
The goal of the preprocessor is to make the problem easier to solve, not necessarily reduce the problem size. A smaller problem implies, at the very least, that there is less the SAT-solver needs to process. However, this does not necessarily imply it is easier to solve. Indeed, some of the hardest problems, are those which have no "redundant" information present in the problem [11] . Additional information may also help clue the solver into the actual purpose of the structures in the problem represent, especially in Hybrid solvers [12] . Even the abilities of rewrite-rule-based CNF-preprocessors can be affected if constraints do not fit their simplification templates.
Preprocessing approaches have traditionally concentrated on reducing the overheadthe time needed to consider constraint information-of SAT problems prior to performing the SAT search. This "overhead" comes in the form of constraints and variables that can be represented in simpler forms, or eliminated altogether. Techniques such as Hypre [8] , NiVER [9] , and SatELite [10] reduce this overhead through resolution-based preprocessing.
Contemporary Preprocessing Approaches
HyPre [8] employs a form of binary reasoning, called "hyper-binary resolution," in addition to the techniques found in previous preprocessors such as 2-Simplify [13] . Hyperbinary resolution performs a resolution step involving more than two input clauses. A single size-n clause and (n − 1)-binary clauses are resolved to a form that aids in SATsearch. HyPre's ability to resolve sets of clauses to simpler forms has been relatively successful, but at the same time it can be slow.
NiVER and SatELite use resolution to eliminate variables from a SAT-instance. Variable elimination, the older cousin to DPLL, finds itself on the other end of SAT solving from DPLL, where space, as opposed to time, increases exponentially.
Given a variable x, and two clauses, containing the variable and its negation respectively, performing resolution on x represents the following:
where is the resolution operator. Variable elimination is performed by resolving for a variable on all clauses that contain it as follows (for variable v):
The variable is eliminated, but at the cost of more constraints than the original set, increasing the problem size in the general case.
NiVER [9] stands for "Non-Increasing Variable Elimination Resolution." This technique attempts to overcome the size-explosion problem associated with variable elimination by only eliminating variables in a way that does not increase problem size. Some constraint-sets resulting from variable elimination contain tautologies, which may be removed, resulting in a constraint set equal to or smaller than the original-hence "nonincreasing" variable elimination.
SatELite [10] improves on NiVER by combining binary clause resolution simplification with non-increasing variable-elimination, adding new resolution rules for clause subsumption. Clause subsumption proves to be useful for simplifying clauses resulting from variable elimination, enabling an efficient clause-variable simplification procedure which can be repeated until no more reductions are possible.
Gröbner bases for CNF-transformation
This paper presents a new CNF-formula transformation approach, exploiting the power of polynomial ring algebra, particularly Gröbner bases, to transform CNF-constraints. Gröbner bases provide a computational means to derive reduced bases of sets of polynomials. The resulting polynomials better represent the solution-set and while this process can introduce new constraints and new variables, but the problem itself is simplifiedeasier to solve. We show that deriving extra constraint information during preprocessing may actually improve performance.
The application of Gröbner bases for SAT is nothing new. Proof-systems, such as the Nullstellensatz [14] and Gröbner/Polynomial Calculus [15] proof-systems, introduced in the mid-90s, used Gröbner bases as a means to derive proof-refutations, by generating a unit ideal from the polynomials representing the problem [16] . However, refuting an entire problem using Gröbner bases can be a time consuming, and often infeasible, task. Despite the many improvements to computation algorithms, Gröbner bases systems still have potential exponential time and space complexity, especially when analyzing large problems.
Analogous to the techniques forming the foundation of Hypre, NiVER, and SatELite, a single, partial application of Gröbner bases to a SAT instance may improve solving and problem performance. By only transforming parts of the CNF-structure, the problem, as a whole, can benefit from the reduction capabilities of Gröbner bases, while leaving alone parts which are computationally infeasible. This overall strategy fits well into a CNF-SAT transformation framework, through assisting dedicated SAT-solving tools, much as contemporary CNF-preprocessors do.
Methodology
Our CNF-transformation process is divided into phases: 1) the problem structure is first analyzed, and partitions identified; 2) CNF clauses are converted into polynomials over Z 2 ; 3) the polynomials are then transformed using a Gröbner basis engine using a suitable monomial ordering derived from the partition information; 4) finally, the transformed polynomials are converted back into CNF to be used in SAT-solving. To evaluate the performance of the approach, we compare the SAT-solving results for the untransformed instances with those of the transformed versions.
A detailed explanation of the process and the concepts introduced above is the subject of the following sections.
Preliminaries
Boolean algebra is isomorphic to polynomial ring algebra over Z 2 . Therefore, a one-toone mapping of operators between the two algebras is defined as follows:
Addition and multiplication operations are performed mod 2 so no coefficients greater than 1 will be present. The property of idempotency (x 2 = x) is also present, ensuring that the polynomials will remain multi-linear.
Given a set of CNF-clauses C = {C 0 , . . . , C n } we can transform these clauses into a set of polynomials over Z 2 using (Func.3):
which is equivalent to the following polynomial equations over Z 2 :
The latter form will be used throughout this paper, and for notational purposes, we will assume and omit the zero-equality (= 0) for the equations. The polynomial-set generates an ideal-the set of all linear combinations of the polynomials-and therefore is called a generating set for the ideal. The individual polynomials are referred to as generators. In commutative algebra/algebraic geometry the set of all solutions for a set of equations is referred to as a variety.
What is interesting to note, is that the variety is defined, not so much by a set of polynomial equations, but rather by the ideal spanned by them. The effect of this is that different sets of generators can represent the same ideal, and therefore the same variety. Furthermore, some generating sets may be "better" than the original, in the sense that they are simpler or easier to solve-a better representation of the ideal. Techniques exist to find such representations. For linear equations, the well-known Gaussian Elimination technique is one such method to reduce sets of polynomials into a form which is easier to solve. However, for non-linear systems of polynomials, a generalization of this type of reduction procedure is necessary. The solution is: Gröbner bases.
Gröbner bases
Introduced by Bruno Buchberger in 1965 [17] , the theory of Gröbner bases provides a computational framework for deriving a special kind of generating subset of an ideal, where dividing any polynomial in the ideal by the Gröbner basis gives zero. While there are many equivalent definitions of a Gröbner basis, we choose this one as most suitable: 
. , g t }, contained in an ideal I, is called a Gröbner basis for I if and only if for all f
This definition of a Gröbner basis allows the basis to be derived through relatively efficient computational methods akin to deriving the greatest-common-divisor for a set of multi-variate polynomials.
Deriving a Gröbner basis generally relies on a variant of the Buchberger algorithm [17] , the precise details of which can be found in [18] . The Gröbner basis begins as the initial set of polynomials to be reduced. A monomial ordering is fixed to ensure that polynomials are represented in a consistent manner (detailed in subsequent sections). Buchberger's algorithm then takes pairs of the polynomials in the basis and combines them into "S-polynomials" to cancel leading terms. An S-polynomial is defined as:
The lt(p) is the leading term of p, and lcm(f, g) is the least common multiple of f and g. For example, consider a set of polynomials F :
Deriving the S-polynomial for polynomials f 1 and f 2 results in:
The S-polynomial is then reduced by all elements in F to a remainder r. Reduction of a polynomial p, by a single element f i ∈ F , is denoted p fi −→ r, and reduction by the entire set F is denoted p F −→ + r. The method for reduction is multivariate polynomial division. Reducing the S-polynomial in (Eqn.9) by elements of F is shown below:
No other members of F can reduce h 2 further, therefore S(
As a non-zero polynomial, abc + f is then added to the basis F as a new element. The Buchberger algorithm has therefore discovered a new element of the Gröbner basis. This process is repeated for all unique pairs of polynomials (including those created by newly added elements), constructing the Gröbner basis. A Gröbner basis is considered reduced or minimal if no leading terms of differing polynomials in the set divide each other and the leading-term coefficient is 1. For example, a Gröbner basis
is not a reduced Gröbner basis, as f 1 contains a leading term that is divisible by the leading term of other polynomials. Unreduced Gröbner bases contain redundant elements, and therefore this transformation approach only works with reduced Gröbner bases. The result of the computation is a set of polynomials that should be easier to solve than the original set, while representing the same ideal. This improved set of polynomials can then be translated to CNF form, aiding SAT-solving. This forms the basic premise of the CNF-transformation approach presented. How this is effectively implemented is the subject of the next section.
Transformation Process
Computing a Gröbner basis using a Buchberger-variant algorithm can exhibit exponential worst-case time and computational complexity [19] , and for this reason that many different techniques have been developed [15] [18] [20] [21] [22] for improving the algorithm, often for specific applications. However, while these techniques deal with the inner-workings of algorithm itself, outside the algorithm there is less control. What control there is comes in the form of polynomial selection (i.e. partitioning) and monomial ordering. For this reason, these two aspects of the computation process are an important part of the transformation process.
Partitioning
The generators of an ideal may be separated, manipulated, and then remerged with the original set in the same manner as clauses in a CNF-instance. This can be used for parallelizing Gröbner basis computations [23] or, in this case, operating only on specific subsets of the problem.
The first stage of partitioning involves removing sets of clauses that are too computationally intensive for a Gröbner basis engine to operate on. The multi-linear form of clauses may have up to (2 n − 1) monomials for n literals. Therefore large clauses are avoided. In addition, sets of small clauses, taken together, may form into very large polynomials during the process of reduction. Finally, these large and small clauses may actually be components of constraint structures represented in CNF, such as large conjunctions (logical AND)-the form of which is depicted below:
An example is:
Directly computing for such structures can cause a large intermediate expression swell [24] , and because the final form is known and easily extracted, there is no point in direct computation.
Structures such as conjunctions can be quickly isolated and removed prior to transformation. For this implementation, only conjunction-like structures were targeted (disjunctions being of similar form). Conveniently, what often remains after conjunctionremoval is the "glue" that connects the conjunctions-clusters of 3-literal clauses with relatively well-connected variables, which are good candidates for transformation. These clusters of clauses can be partitioned easily by collecting all clauses associated with a single variable. This works well for industrial-type SAT-instances. However, in cases where this approach may yield clusters which are too small, repeatedly collecting all clauses which are connected to a group of clauses by two or more variables also works. This ensures that clauses are connected to the group by at least two variables, while not requiring an overly high level of connectivity which could limit applicability. This also prevents, to a great extent, random CNF structures from being clustered, which are hard for polynomial calculus [25] .
Generating the Gröbner Basis
A wide variety of Gröbner basis computation-engines are available due to widespread interest in their use. Our transformation engine uses CoCoA [26] , specifically its C++ library, for performing Gröbner basis reductions. The output is a reduced Gröbner basis.
The CNF-clauses are converted into polynomials using (Func.3), and converted to the form found in (Eqn.5). These polynomials form the initial generating set from which a Gröbner bases will be derived. However, if the Gröbner basis is computed directly, unexpected results may appear. Take for example a set of polynomials in Z 2 , and its corresponding Gröbner basis on the right:
The second and fourth Gröbner-basis polynomials contain powered terms which should not appear due to the Boolean-ring property of idempotency. Furthermore, the monomials d 2 + d maps to zero, and should not appear in the fourth equation at all. To account for idempotency we use Fermat's Little Theorem, generalized in [27] as:
Theorem 1. [ Fermat's Little Theorem ] If p is a prime number, and x is an integer, the following holds:
The above equation can be rearranged in the following manner:
The above are the forms of a vanishing polynomial in the ring Z p [x] and Z 2 [x] respectively. The set of all such polynomial equations generates the ideal of all vanishing polynomials in their corresponding rings. When present during a Gröbner bases derivation, the basis elements that map to this ideal are eliminated during the reduction process. Therefore, when using Gröbner bases for transformation, the generating set must contain a polynomial equation of form (Eqn.17) for every variable found in the generating set. The result is such that any polynomial in the resulting Gröbner basis will be in multi-linear form. Furthermore, no element of the basis will contain a redundant (i.e. zero) term.
Monomial ordering
In the actual creation of a Gröbner basis, the results may be unimpressive: a set of polynomial equations larger than the original set, often with more monomials. While a larger basis may yield useful information, finding a smaller basis reduces the number of constraints that must be satisfied, affecting performance. One way to reduce the size of a Gröbner basis is through an efficient monomial ordering.
Monomial orders determine how the Gröbner basis is generated by affecting how leading terms-which the basis is formed upon-are ordered. The ordering-methodologies are explained in standard textbooks such as [18] . There are three general-purpose orderings: pure lexicographic (lex), degree-lexicographic (deglex), taking into account the degree of the polynomial, and a degree-reverse-lexicographic (revdeglex), a reversedlexicographically ordered version of the deglex ordering. Our transformation approach uses a deglex ordering.
The lex / deglex / revdeglex orderings only affect the global monomial ordering. However, these orderings can be further refined at a local level by taking into account the properties of the constraint set over which the transformation is applied, notably its variables. Variables in many SAT-instances are often localized, and as a result a global variable ordering may be sub-optimal. Therefore, a variable-ordering is generated specifically for each constraint set.
During initial experiments, it was observed that the later in the variable-order a high-activity variable appeared, the smaller the Gröbner basis (activity being how often a variable appears in a set of clauses). Compared to ordering such variables first, the difference in size was often orders-of-magnitude smaller. For example, consider the following set of clauses where a is the most highly active variable:
Using an lex ordering a ≺ e ≺ c ≺ d ≺ b the resulting Gröbner basis is formed of three polynomials (omitting the Fermat x 2 + x form elements):
However, if the ordering is reversed, b ≺ d ≺ c ≺ e ≺ a, a different Gröbner basis is computed, one with only two polynomials:
For larger sets of polynomials, the variable-ordering can have pronounced effects on the size of the resulting Gröbner bases-often by orders-of-magnitude. Our transformation approach therefore seeks to minimize the size of the Gröbner bases through an effective lexicographic ordering.
To understand how a variable order affects Gröbner bases the concepts of an elimination ideal and an elimination theorem for Gröbner basis are necessary. The consequences of these two will be described later.
Definition 2. [ Elimination Ideal ]
From [28] : Given I = f 1 , . . . , f s ⊂ k[x 1 , . . . , x n ],  the ith elimination ideal I i is the ideal of k[x i+1 , . . . , x n ] defined by
A ith elimination ideal does not contain variables x 1 , . . . , x i , and neither does the basis that generates it. The basis of an elimination ideal can be a Gröbner basis by using the elimination theorem:
be an ideal and let G be a Gröbner basis of I with respect to a lex ordering where
is a Gröbner basis of the ith elimination ideal I i .
The proof for (Thm.2) can be found in [28] . When a Gröbner basis G in variables x 1 , . . . , x n is generated using an lex order, the resulting Gröbner basis contains, as subsets, all Gröbner bases G 0 , . . . , G n for elimination ideals I 0 , . . . , I n . As variables are progressively eliminated, the subsequent Gröbner bases containing the uneliminated variables must generate ideals in the absence of those variables. This can cause many additional elements to be generated. The Gröbner basis G can therefore have exponential size-complexity [29] .
The more frequent a variable appears in a set of polynomials, and the earlier it is eliminated, the larger the Gröbner basis generally is. However, ordering higher-activity variables later in the order (accending activity) allows the variables to remain present in more elements of the Gröbner basis. The result is that it is not necessary to represent those variables-in their absence-with additional polynomials, producing a smaller basis.
Therefore, our transformation approach orders variables, on a per-set basis, by accending variable-activity. Despite the fact that a deglex monomial ordering is not an elimination order by nature, the Gröbner basis it generates is still reduced in overall size through this variable ordering. The computation is also fast, and the overall size of the transformed set is smaller.
The effects of variable-elimination in Gröbner bases parallels variable-elimination using resolution. In the example (Ex.18), the last polynomial in (Eqns.19) represents the SAT-instance in the absence of the variable a. Using the resolution on (Eqns.18) to eliminate a results in:
which is exactly equivalent to the constraints implied by the third polynomial of (Eqns.19):
NiVER and SatELite use resolution to perform variable-elimination, while seeking to avoid the size-complexity problems associated with it. Avoiding the complexity problems associated with variable-elimination is also the goal of this approach. Our variable-ordering reduces this effect to a great degree.
Transforming Polynomials into CNF Clauses
After reduction by the Gröbner basis engine, the polynomials are converted back into CNF form using for use in SAT solving using the reverse function of (Func.3). Prior to conversion, "1" is added to each polynomial to convert the polynomials back into the form in (Eqn.4).
Final Recombination -After transforming the polynomials into CNF, the transformed clauses are merged with the original problem. The SAT-instance is then ready for solving by a SAT solver.
Results
The transformation technique was applied to various SAT-benchmarks. The testbench system for SAT-solving was an AMD Athlon 64 2800+ (1.6Mhz) processor with 2GB of memory, running Ubuntu Linux 6.06 x86-64. zChaff version 2004.11.15 Simplified was designated as the standard solving tool for all problems. No other preprocessing was applied for the initial set of benchmarks.
Categories of SAT-Instances
The SAT-instances used for transforming and solving were, for the most part, from industrial-category benchmarks. In other words, the benchmarks were converted from EDA designs, or other sources, into CNF for validation purposes. Proving UNSAT for such instances validates the design, whereas variants with bugs will have a SAT solution. A mix of the both SAT and UNSAT benchmarks were used. Other benchmarks include instances generated using a Bounded Model Checker [30] , specifically the 12-12-barrel and longmult15 benchmarks, and a coloring benchmark.
By and large, the industrial SAT-instances dominate the results table. This is because the structure of such problems lend themselves to meaningful partitioning, where clauses can be partitioned into well-connected sets. Furthermore, some classes of SAT instances simply do not perform well using a transformation approach which relies on reducing polynomials with each other. Random SAT instances are a good example. The paper [25] showed that random CNFs are hard for Polynomial Calculus, and though this research was carried out over non-Boolean rings, in experiments, this appears to be true for Boolean rings as well.
The problems below reflect the types of problems that can be effectively processed by the Gröbner basis transformation engine. All times are measured in seconds. Some results have more clauses processed than are present in the original problem. In such cases, clause sets were partitioned by their connection to variables. As some clauses may have simultaneously belonged to multiple sets, this represented a form of clause "cross-fertilization" [31] . Also, the lack of additional variables in the 12-12-barrel was a result of variable elimination from polynomial equations of form:
which imply a = b and a = ¬b, respectively.
Combining SAT Preprocessors
In addition to applying the Gröbner basis transformation technique alone, the technique was combined with another preprocessor SatELite 1.13 [10] to test how two transformation engines complemented each other's abilities. With SatELite's ability to simplify CNF files at the clause-level, much of the overhead "clutter"created by the Gröbner basis transformations could be reduced. However, "cleanup" was not the only purpose of using SatELite: the additional constraint-information produced by the Gröbner basis transformation could be used to improve SatELite performance. In all cases, the Gröbner basis engine was applied first, and then SatELite. Some benchmarks, such as the above, were able to derive benefits from a combination of preprocessors. In one instance, the solve time of the transformed problem was only less when both techniques were combined.
Interpreting the Results
The results are mixed. On many, the benefits obtained are far outweighed by the time spent during preprocessing. Furthermore, the processing varied greatly, with some problems benefiting from large numbers of clauses processed, and others very few. Also the time saved during solving varied from only marginal improvement to significant savings.
The purpose, however, is not to present a comprehensive solution, but to show the potential that lies in this approach. One stand-out result is that, despite the number of additional constraints and variables produced, in many cases the SAT solver could still find solutions in less time. Such results are encouraging, and can lead to a more refined approach, overcoming inefficiencies such as those caused by the polynomial-to-CNF translation.
Conclusion
We have presented a polynomial ring algebra approach to CNF-formulae transformation, using Gröbner bases as the core technique to transform polynomials. By applying this approach in an effective manner, sets of constraints, represented as polynomials can be simplified, making the problem easier to solve. We have shown that when a SAT instance is properly partitioned, and a partition-specific monomial ordering derived, this approach can perform relatively well. Also, despite the large number of clauses and variables added to the problem, extra constraint information, provided as a result of processing, can actually improve SAT solving. This technique is not fully refined; however, it shows promise and has a firm grounding in commutative ring algebra. We conclude that SAT-solving can benefit from this alternative approach to CNF-formulae transformation for preprocessing and, with additional improvements, may prove to be a viable technique for SAT preprocessing.
