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ABSTRACT. We study a diffuse interface model describing the evolution of the flow of a binary fluid in a
Hele-Shaw cell. The model consists of a Cahn–Hilliard–Darcy (CHD) type system with transport and mass
source. A relevant physical application is related to tumor growth dynamics, which in particular justifies
the occurrence of a mass inflow. We study the initial-boundary value problem for this model and prove
global existence and uniqueness of strong solutions in two space dimensions as well as local existence in
three space dimensions.
1. INTRODUCTION
In a bounded domain Ω ⊂ Rd, d = 2, 3, with smooth boundary ∂Ω, we consider the initial-boundary
value problem 
u +∇q = −ϕ∇µ,
div u = S,
∂tϕ+ div (uϕ) = ∆µ+ S,
µ = −∆ϕ +Ψ′(ϕ),
in Ω× (0, T ). (1.1)
Here, ϕ denotes the difference of the fluid concentrations, u is the fluid velocity, q is the pressure, µ is
the chemical potential and
S = −mϕ+ h(ϕ), (1.2)
where m is a positive constant and h : [−1, 1] → [−1, 1]. The choice of the mass source term S is
dictated by applications of the above system to the tumor growth dynamics.
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The CHD system (1.1) can be viewed as the simplest version of some recently introduced diffuse
interface models for tumor growth (cf., e.g., [9, 11, 20, 28, 29, 34, 41, 48]). In this class of models,
variants of system (1.1) are often coupled with other relations describing the evolution of additional
variables (e.g., a nutrient or a drug), generally obeying reaction-diffusion type equations. Analyti-
cal results related to well-posedness, singular limits and long-time behavior of models in this class
have been established in [6–8, 22, 23, 25–27, 43] for tumor growth models based on the coupling of
Cahn–Hilliard (for the tumor density) and reaction-diffusion (for the nutrient or other chemical factors)
equations, and in [26, 30, 32, 36, 38, 39] for models of Cahn–Hilliard–Darcy type. We also mention the
works [3, 10, 14–16] dealing with models of Cahn–Hilliard–Brinkman type, which are characterized by
an additional viscosity term occurring in the left-hand side of the velocity equation.
In the CHD system (1.1), the u-equation is obtained from a generalized form of the Darcy law, where
the constant in front of the term measuring the excess adhesion force at the diffusive tumor/host tissue
interfaces has been set equal to one for simplicity. The ϕ-equation is a convective Cahn–Hilliard type
equation, which is derived from the mass balance. The mass source term S accounts for cell proliferation
(or the rate of change in tumor volume, see [20, 48]). Then, the chemical potential µ represents the
variational derivative of the usual Ginzburg-Landau free energy functional
E(ϕ) =
∫
Ω
1
2
|∇ϕ|2 +Ψ(ϕ) dx (1.3)
in which the functionΨ represents the physically relevant Flory–Huggins logarithmic potential (cf. [12,
24]):
Ψ(s) =
θ
2
[
(1 + s) log(1 + s) + (1− s) log(1− s)]− θ0
2
s2, s ∈ [−1, 1], (1.4)
where θ and θ0 are two positive constant satisfying 0 < θ < θ0.
The expression (1.2) for the mass source S arises from the specific application of system (1.1) to
tumor evolution problems suggested by the recent work [24], where a multicomponent variant of our
system is considered, coupled with a further relation describing the evolution of a nutrient. In [24]
a global-in-time existence result for weak solutions has been obtained in the three dimensional case;
however, the questions of additional regularity and uniqueness are left as open issues.
When S has a linear dependence on ϕ and we neglect the velocity, the ϕ-equation reduces to the so-
called Cahn–Hilliard–Oono equation, that accounts for long-range (nonlocal) interactions in the phase
separation process (cf. [42]): we refer to [5, 31] (see also the references therein) for some mathemat-
ical results. In the case when no source terms occur, i.e., S = 0, (1.1) is referred to as the Cahn–
Hilliard–Hele-Shaw (CHHS) system and is used to describe two-phase flows in the Hele-Shaw geome-
try (cf. [37]). The CHHS system with zero mass source term has been studied by several authors, both
numerically and analytically: existence of global weak solutions in three dimensions has been shown
in [13, 18, 32]; local and global existence and uniqueness of strong solutions in two and three dimen-
sions, respectively, have been achieved in [30, 32, 38, 47]; finally, long-time behavior and stability of
local minimizers have been addressed in [32, 38, 46]. Meanwhile, in the case where S is prescribed,
global weak existence and local strong well-posedness for system (1.1) has been shown in [36], and a
related optimal control problem has been studied in [44].
The CHHS system can be also formally viewed as an appropriate limit of the classical Navier–Stokes–
Cahn–Hilliard (NSCH) system (cf. [2, 13, 35, 37]). This system, together with its many variants, is a
fundamental model in the evolutionary theory of binary fluids and, as such, is extensively studied in the
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mathematical literature, with most of the results referring to local-in-time well-posedness in three space
dimensions and global-in-timewell-posedness in two dimensions under various assumptions (see e.g. [1,
33]). The mathematical difficulties associated with the CHHS system are similar to those associated with
the NSCH equations: one gains an algebraic relation by dropping the nonlinear advection term in the
u-equation but then, at the same time, one loses the regularizing viscosity term.
The multi-phase variants of Cahn–Hilliard–Darcy and related systems are comparatively less studied
in the literature, especially when they refer to tumor-growth models (in such a situation, one may distin-
guish between the proliferating and necrotic tumor cells, which is what gives the multicomponent evolu-
tion). In [12] and [24] a simplification of the tumor model introduced in [4] is studied, and the existence
of a weak solution is proved in the three dimensional case. In [28], a vectorial Cahn–Hilliard–Darcy
model is proposed to describe multi-phase tumor evolution by means of a volume-average velocity (so
satisfying a much simpler relation). Furthermore, differently from the system studied in [12, 24] which
consists of a single Cahn–Hilliard equation ruling the evolution of the total tumor volume fraction cou-
pled with transport-type equations for the individual tumor species, in the model of [28] each tumor
species is governed by a distinct Cahn–Hilliard-type equation, so that the corresponding natural energy
identity permits to deduce better a priori estimates.
System (1.1) is complemented with the following boundary and initial conditions:{
∂nϕ = 0, q = 0, ∂nµ− (u · n)ϕ = 0, on ∂Ω × (0, T ),
ϕ(·, 0) = ϕ0, in Ω,
(1.5)
where n is the unit outward normal vector to the boundary ∂Ω. This choice is mainly motivated by
the specific application to tumor evolution addressed, in the multi-phase setting, in [24] with boundary
conditions analogous to the above ones. Physically speaking, conditions (1.5) prescribe that the mass in-
flow or outflow from the reference domain Ω depends on the forcing term S only, and it is not otherwise
influenced by the boundary behavior of the macroscopic velocity u. It is worth noting that the (easier)
case of Dirichlet boundary conditions for µ could also be treated, but we preferred to handle (1.5) which
seems to be more reasonable from the modeling point of view (cf. [24] for additional considerations).
On the contrary, the equally meaningful case of no-flux conditions for µ appears mathematically more
difficult due to lower coercivity.
In this paper we restrict our analysis to system (1.1)-(1.5). This represents the one species case
when the nutrient evolution is not taken into account. Our main goal is to prove the existence of strong
solutions in two and three dimensions and uniqueness in two dimensions for system (1.1). This is indeed
an open problem for the whole system accounting also for the nutrient evolution (cf. [24]), especially in
the multi-component case when only existence of global weak solutions is known.
From the mathematical viewpoint, a main difficulty in the study of the regularity problem for CHD
systems lies in the strong coupling that originates from the transport term. In particular, the well-known
regularity result for the Cahn–Hilliard equation with convection in [1, Lemma 3] cannot be applied
since the only available property from the energy equation on the velocity is u ∈ L2(Ω × (0, T )). In
the recent literature, this issue has been overcome in two ways: in [32] the transport term has been
rewritten by applying the Leray projection to the Darcy law, whereas in [30] the vorticity equation
(curl u = ∇ϕ · ∇µ⊥) has been used to derive an estimate of the velocity in H1(Ω). Both approaches
follow the idea of eliminating the pressure. However, such arguments fail in the case of the system
(1.1)-(1.5) because of the non vanishing divergence of u and the lack of a boundary condition for u (ϕ
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might vanish on the boundary), which does not permit us to recover a full gradient estimate of u from
the curl u and div u. Therefore, we use a different strategy which relies on the algebraic structure of
the system. We indeed notice that, by inserting the Darcy law (1.1)1 into the Cahn–Hilliard equation
(1.1)3, we can formulate some elliptic problems for the pressure q (see (3.8)) and for the function
ϕ
1+ϕ2
q
(see (3.11)), which are characterized by lower order terms on the right-hand side. These observations
are fundamental to study the corresponding elliptic problem for the chemical potential µ (see (3.9))
and to deduce a H2-estimate of µ only in terms of the L2 norms of ∇µ and u, and Lipschitz norms of
ϕ. It is finally worth noting that the technique we use to obtain the additional regularity estimates is
independent of the specific form of the forcing term S and may be applied to different, or more general,
models of Cahn–Hilliard–Darcy type with or without logarithmic potential, the former case being as
usual the more complex one. In other words, our approach seems to provide a new and rather general
strategy to address a wide class of Cahn–Hilliard–Darcy systems with mass source and is not restricted
to the specific case of tumor-growth models.
The remainder of the paper is organized as follows: in Section 2 we report some mathematical tools
which will be used in the analytical proofs; then, Section 3 lists the assumptions and outlines the key
idea of reformulating the elliptic systems for the pressure and the chemical potentials. Section 4 is
devoted to the global well-posedness result in two dimensions, while Section 5 deals with the local
existence result in three dimensions.
2. MATHEMATICAL SETTING
2.1. Function spaces. Let X be a (real) Banach or Hilbert space, whose norm is denoted by ‖ · ‖X .
The space X ′ indicates the dual space of X and 〈·, ·〉 denotes the duality product. In a bounded domain
Ω ⊂ Rd with smooth boundary ∂Ω, W k,p(Ω), k ∈ N and p ∈ [1,+∞], are the Sobolev spaces of real
measurable functions on Ω. We denote byHk(Ω) the Hilbert spaceW k,2(Ω) and by ‖ · ‖Hk(Ω) its norm.
In particular,H = L2(Ω) with inner product and norm denoted by (·, ·) and ‖·‖, respectively. The space
H1(Ω) is endowed with the norm ‖f‖2H1(Ω) = ‖∇f‖2 + ‖f‖2. The norm of the dual space (H1(Ω))′ is
denoted by ‖ · ‖∗. For every f ∈ (H1(Ω))′, we denote by f the total mass of f defined by f = 1|Ω|〈f, 1〉.
We recall the following Poincare´’s inequality
‖f − f‖ ≤ C‖∇f‖, ∀ f ∈ H1(Ω), (2.1)
where the constant C depends only on d and Ω.
2.2. Interpolation and product inequalities. We recall here some well-known interpolation inequali-
ties in Sobolev spaces which can be found in classical literature (see e.g. [17, 45]):
⋄ Ladyzhenskaya’s inequalities
‖f‖L4(Ω) ≤ C‖f‖ 12‖f‖
1
2
H1(Ω), ∀ f ∈ H1(Ω), d = 2, (2.2)
‖f‖L4(Ω) ≤ C‖f‖ 14‖f‖
3
4
H1(Ω), ∀ f ∈ H1(Ω), d = 3. (2.3)
⋄ Agmon’s inequalities
‖f‖L∞(Ω) ≤ C‖f‖ 12‖f‖
1
2
H2(Ω), ∀ f ∈ H2(Ω), d = 2, (2.4)
‖f‖L∞(Ω) ≤ C‖f‖
1
2
H1(Ω)‖f‖
1
2
H2(Ω), ∀ f ∈ H2(Ω), d = 3. (2.5)
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⋄ Bre´zis–Gallouet–Wainger inequality
‖f‖L∞(Ω) ≤ C‖f‖H1(Ω)
(
1 + log
1
2
(
1 +
‖f‖W 1,q(Ω)
‖f‖H1(Ω)
))
, ∀ f ∈ W 1,q(Ω), q > 2, d = 2. (2.6)
⋄ Gagliardo–Nirenberg inequalities
‖f‖Lp(Ω) ≤ C‖f‖1−θLq(Ω)‖f‖θH1(Ω), ∀ f ∈ H1(Ω), 1 ≤ q ≤ p <∞, θ = 1−
q
p
, d = 2, (2.7)
‖f‖L∞(Ω) ≤ C‖f‖1−θ‖f‖θW 1,q(Ω), ∀ f ∈ W 1,q(Ω), q > 3, θ =
3q
5q − 6 , d = 3. (2.8)
2.3. Generalized Gronwall lemma. We report a generalized Gronwall type lemma (see e.g. [30]).
Lemma 2.1. Let f be a positive absolutely continuous function on [0, T ] and g, h two summable func-
tions on [0, T ] which satisfy the differential inequality
d
dt
f(t) ≤ g(t)f(t) log (C + f(t))+ h(t)
for almost every t ∈ [0, T ] and for some C > 1. Then, we have
f(t) ≤ (C + f(0))e∫ t0 g(τ) dτ e∫ t0 e∫ tτ g(s) dsh(τ) dτ , ∀ t ∈ [0, T ].
3. ASSUMPTIONS AND ELLIPTIC STRUCTURE OF THE SYSTEM
We present our basic assumptions, which will be kept for the two dimensional and for the three
dimensional case:
(A1) the function S is given by (1.2), where m is a positive constant and h : [−1, 1] → [−1, 1] is of
class C2([−1, 1]). More precisely, setting h := mins∈[−1,1] h(s) and h := maxs∈[−1,1] h(s), we
suppose that
− 1 < h|Ω|m,
h
|Ω|m < 1; (3.1)
(A2) the function Ψ is the logarithmic potential defined in (1.4);
(A3) the initial datum ϕ0 lies inH
2(Ω)∩L∞(Ω)with ‖ϕ0‖L∞(Ω) ≤ 1 and ∂nϕ0 = 0 on ∂Ω. Moreover,
the following additional condition holds:
µ0 := −∆ϕ0 +Ψ′(ϕ0) ∈ H1(Ω). (3.2)
Remark 3.1. Notice that assumption (3.1) is required in order to prove that the total tumor mass during
the evolution remains strictly in between the critical values −1 and 1 (cf. (4.9)).
Remark 3.2. By Sobolev’s embeddings and standard regularity results for elliptic problems with maxi-
mal monotone perturbations (see, e.g., [32, Lemma 7.4]), (3.2) entails that ϕ0 ∈ W 2,6(Ω) if d = 3 and
ϕ0 ∈ W 2,p(Ω) if d = 2 for any p ∈ [2,∞). Then, defining q0 as the solution of the elliptic problem{
−∆q0 = −mϕ0 + h(ϕ0) + div (ϕ0∇µ0) in Ω,
q0 = 0 on ∂Ω,
(3.3)
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the elliptic regularity permits us to check that q0 ∈ H10 (Ω). Thus, setting also
u0 := −∇q0 − ϕ0∇µ0, (3.4)
we also have that u0 ∈ L2(Ω).
Next, we discuss the elliptic structure of the system (1.1)-(1.5). First, we consider the problem for
the pressure q obtained from (1.1)1-(1.1)2{
−∆q = S + div (ϕ∇µ), in Ω,
q = 0, on ∂Ω.
(3.5)
For regularity purposes that will be developed in the Sections 4 and 5, we reformulate the Poisson
equation (3.5)1 with the aim to obtain a right-hand side containing only one spatial derivative that acts
on the chemical potential µ. We start by substituting the relation of the velocity in (1.1)3 which leads to
the expression
∂tϕ+ div
(
(−∇q − ϕ∇µ)ϕ) = ∆µ+ S,
which is equivalent to
div
(
(1 + ϕ2)∇µ) = ∂tϕ− div (ϕ∇q)− S.
Then, using the above relation, we write
div (ϕ∇µ) = div
( ϕ
1 + ϕ2
(1 + ϕ2)∇µ
)
= (1 + ϕ2)∇µ · ∇
( ϕ
1 + ϕ2
)
+
ϕ
1 + ϕ2
div
(
(1 + ϕ2)∇µ)
= (1 + ϕ2)∇µ · ∇
( ϕ
1 + ϕ2
)
+
ϕ
1 + ϕ2
(
∂tϕ− S
)− ϕ
1 + ϕ2
div (ϕ∇q)
= (1 + ϕ2)∇µ · ∇
( ϕ
1 + ϕ2
)
+
ϕ
1 + ϕ2
(
∂tϕ− S
)
− div
( ϕ2
1 + ϕ2
∇q
)
+∇
( ϕ
1 + ϕ2
)
· (ϕ∇q).
It is worth mentioning that the advantage of the above relation is that the latter right-hand side does
not depend on higher derivatives of the chemical potential µ other than the first one. Recalling that
−∆q = S + div (ϕ∇µ), we then find
−∆q = (1 + ϕ2)∇µ · ∇
( ϕ
1 + ϕ2
)
− div
( ϕ2
1 + ϕ2
∇q
)
+∇
( ϕ
1 + ϕ2
)
· (ϕ∇q)+ ϕ
1 + ϕ2
(∂tϕ− S) + S,
which is equivalent to
−div
( 1
1 + ϕ2
∇q
)
= (1 + ϕ2)∇µ · ∇
( ϕ
1 + ϕ2
)
+∇
( ϕ
1 + ϕ2
)
· (ϕ∇q)
+
ϕ
1 + ϕ2
(∂tϕ− S) + S. (3.6)
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Multiplying (3.6) with (1 + ϕ2) allows us to rewrite it further as follows
−∆q = (1 + ϕ2)∇
( 1
1 + ϕ2
)
· ∇q + (1 + ϕ2)2∇µ · ∇
( ϕ
1 + ϕ2
)
+ (1 + ϕ2)ϕ∇
( ϕ
1 + ϕ2
)
· ∇q + ϕ(∂tϕ− S) + (1 + ϕ2)S
=
(ϕ(1− ϕ2)
1 + ϕ2
− 2ϕ
1 + ϕ2
)
∇ϕ · ∇q + (1− ϕ2)∇µ · ∇ϕ+ ϕ∂tϕ+ S(1 + ϕ2 − ϕ)
=
−ϕ− ϕ3
1 + ϕ2
∇ϕ · ∇q + (1− ϕ2)∇µ · ∇ϕ+ ϕ∂tϕ+ S(1 + ϕ2 − ϕ). (3.7)
Here we have used
∇
( 1
1 + ϕ2
)
=
−2ϕ
(1 + ϕ2)2
∇ϕ, ∇
( ϕ
1 + ϕ2
)
=
1− ϕ2
(1 + ϕ2)2
∇ϕ.
Therefore, we summarize the above computations by reporting a second elliptic problem for the pressure{
−∆q = −ϕ−ϕ3
1+ϕ2
∇ϕ · ∇q + (1− ϕ2)∇µ · ∇ϕ+ ϕ∂tϕ+ S(1 + ϕ2 − ϕ), in Ω,
q = 0, on ∂Ω.
(3.8)
We now consider the elliptic problem for the chemical potential µ. First, we have from (1.1)3 that
−∆µ = S − ∂tϕ− div (uϕ).
Exploiting (1.1)1 and the boundary conditions (1.5), we observe that
∇µ · n = (u · n)ϕ = −(∇q · n)ϕ− (ϕ∇µ · n)ϕ,
which can be rewritten as
(1 + ϕ2)(∇µ · n) = −(∇q · n)ϕ.
Then, using the boundary condition satisfied by ϕ, we obtain
∂nµ = −∇
( ϕ
1 + ϕ2
q
)
· n.
Summing up, we deduce the Neumann problem{−∆µ = S − ∂tϕ− div (uϕ), in Ω,
∂nµ = −∇
(
ϕ
1+ϕ2
q
)
· n, on ∂Ω. (3.9)
Finally, in order to control the boundary term in (3.9), we also deduce an elliptic problem for the function
ϕ
1+ϕ2
q. By the relation (3.6), we have
∆
( ϕ
1 + ϕ2
q
)
= div
( ϕ
1 + ϕ2
∇q
)
+ div
(
∇( ϕ
1 + ϕ2
)
q
)
= ϕ div
( ∇q
1 + ϕ2
)
+
1
1 + ϕ2
∇q · ∇ϕ+∆
( ϕ
1 + ϕ2
)
q +∇
( ϕ
1 + ϕ2
)
· ∇q
= −(1 + ϕ2)ϕ∇µ · ∇
( ϕ
1 + ϕ2
)
− ϕ2∇
( ϕ
1 + ϕ2
)
· ∇q
− ϕ
2
1 + ϕ2
(∂tϕ− S)− ϕS + 1
1 + ϕ2
∇q · ∇ϕ+∆
( ϕ
1 + ϕ2
)
q +∇
( ϕ
1 + ϕ2
)
· ∇q
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= −(1 + ϕ2)ϕ 1− ϕ
2
(1 + ϕ2)2
∇ϕ · ∇µ+
(
− 1− ϕ
2
(1 + ϕ2)2
ϕ2 +
1
1 + ϕ2
+
1− ϕ2
(1 + ϕ2)2
)
∇ϕ · ∇q
− ϕ
2
1 + ϕ2
(∂tϕ− S)− ϕS +∆
( ϕ
1 + ϕ2
)
q
= −(1 + ϕ2)ϕ 1− ϕ
2
(1 + ϕ2)2
∇ϕ · ∇µ+
(1 + ϕ2 + (1− ϕ2)2
(1 + ϕ2)2
)
∇ϕ · ∇q
− ϕ
2
1 + ϕ2
(∂tϕ− S)− ϕS +∆
( ϕ
1 + ϕ2
)
q. (3.10)
Thus, in light of the homogeneous Dirichlet boundary condition for q, we infer that
∆
(
ϕ
1+ϕ2
q
)
= −ϕ1−ϕ2
1+ϕ2
∇ϕ · ∇µ+
(
1+ϕ2+(1−ϕ2)2
(1+ϕ2)2
)
∇ϕ · ∇q
− ϕ2
1+ϕ2
(∂tϕ− S)− ϕS +∆
(
ϕ
1+ϕ2
)
q, in Ω,
ϕ
1+ϕ2
q = 0, on ∂Ω.
(3.11)
4. GLOBAL WELL-POSEDNESS OF STRONG SOLUTIONS IN TWO DIMENSIONS
In this section we prove global existence and uniqueness of strong solutions to system (1.1)-(1.5) in
two dimensions. Under the assumptions stated in Section 3, our result is formulated as follows:
Theorem 4.1. Let Ω be a bounded domain with smooth boundary in R2. Assume the above conditions
(A1)–(A3) hold. Then, for any T > 0, there exists a unique strong solution (u, q, ϕ) to system (1.1)-(1.5)
such that
u ∈ L∞(0, T ;L2(Ω)) ∩ L4(0, T ;H1(Ω)), (4.1)
q ∈ L∞(0, T ;H10(Ω)) ∩ L4(0, T ;H2(Ω)), (4.2)
ϕ ∈ L∞(0, T ;W 2,p(Ω)) ∩H1(0, T ;H1(Ω)), ∀ p ∈ [1,∞), (4.3)
ϕ ∈ L∞(Ω× (0, T )) : |ϕ(x, t)| < 1 a.e. (x, t) ∈ Ω× (0, T ), (4.4)
µ ∈ L∞(0, T ;H1(Ω)) ∩ L4(0, T ;H2(Ω)), (4.5)
Ψ′(ϕ),Ψ′′(ϕ) ∈ L∞(0, T ;Lp(Ω)), ∀ p ∈ [1,∞). (4.6)
The strong solution satisfies the system (1.1)-(1.5) almost everywhere in Ω × (0,∞). In addition, it
fulfills the initial value ϕ(·, 0) = ϕ0(·).
4.1. A Priori Estimates. In this part we prove the a priori estimates for to system (1.1)-(1.5) which
are needed to establish the existence of a strong solutions as stated in Theorem 4.1. We first derive the
basic bounds resulting from the evolution of the total mass and of the physical energy, and then we carry
out the higher order estimates that entail the regularity (4.1)-(4.6) for the solution. For clarity of pre-
sentation, these estimates are performed in a formal way without referring to any explicit regularization
or approximation of the system. A rigorous regularization strategy compatible with the estimates below
could be written by following the lines of the argument in [24] (cf. also [30, 32]). In particular, it is
mentioning that the physical bound ϕ ∈ L∞(Ω× (0, T )) such that ‖ϕ‖L∞(Ω×(0,T )) ≤ 1, which holds in
the limit because of the occurrence of the logarithmic nonlinearity Ψ, is not usually conserved in such
approximation schemes. In view of this issue, we will first show for simplicity the total mass and the
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basic energy estimates by considering a solution that satisfies the physical bound (4.4) (see Total Mass
Dynamics and Energy Estimates - Part I), and then we will adapt our argument for a solution which is
not essentially bounded (see Energy Estimates - Part II for more details). Lastly, we will address the cru-
cial part of the proof which consists of the global-in-time higher order estimates of the solutions. Once
again, also in that part we will proceed without using any boundedness assumption on the solution.
Total Mass Dynamics. Integrating (1.1)3 over Ω, using the boundary conditions (1.5) and the form of
S, we find the evolution equation
d
dt
ϕ+mϕ =
1
|Ω|
∫
Ω
h(ϕ) dx.
Solving this linear differential equation, we obtain
ϕ(t) = ϕ(0)e−mt + e−mt
∫ t
0
ems
1
|Ω|
∫
Ω
h(ϕ(x, s)) dx ds,
whence we can easily deduce the estimates
ϕ(t) ≤ ϕ(0)e−mt + h|Ω|m
(
1− e−mt), (4.7)
ϕ(t) ≥ ϕ(0)e−mt + h|Ω|m
(
1− e−mt). (4.8)
Then, viewing the above right-hand sides as convex combinations and exploiting the assumption (3.1),
we can easily deduce that there exist two constants c1 and c2 depending only on ϕ(0), Ω, h and m such
that
− 1 < c1 ≤ ϕ(t) ≤ c2 < 1, ∀ t ≥ 0. (4.9)
Note that this property holds both in the two and the three dimensional setting with no variation in the
proof.
Energy Estimates - Part I. We deduce the basic energy bound deriving from the variational structure of
the system. Due to the presence of a mass source, the resulting variational equality will contain forcing
terms on the right-hand side accounting for mass inflow. As for the mass conservation property (4.9),
this part will also hold both for d = 2 and d = 3. As said, for convenience of presentation, we assume
here the a priori bound ϕ ∈ L∞(Ω× (0, T )) such that
‖ϕ‖L∞(Ω×(0,T )) ≤ 1. (4.10)
The argument below will be adapted in the subsequent section to a possible approximation of the system
without taking advantage of the bound (4.10).
We recall the total free energy associated with system (1.1) (cf. (1.3))
E(ϕ) =
∫
Ω
1
2
|∇ϕ|2 +Ψ(ϕ) dx. (4.11)
Wemultiply (1.1)1 by u, (1.1)3 by µ and (1.1)4 by ∂tϕ. Integrating overΩ, using the boundary conditions
(1.5) and adding up the resulting relations, we obtain
d
dt
E(ϕ) + ‖∇µ‖2 + ‖u‖2 =
∫
Ω
Sq + Sµ dx. (4.12)
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In order to control the right-hand side, we recall the inequality (see, e.g., [40])
c‖F ′(ϕ)‖L1(Ω) ≤
∫
Ω
(ϕ− ϕ)F ′(ϕ) dx+ C˜,
where we have set F (s) = Ψ(s) + θ0
2
s2 (the convex part of the potential). Here, the positive constants c
and C˜ may depend on c1 and c2. Multiplying (1.1)4 by ϕ− ϕ and integrating over Ω, we find
‖∇ϕ‖2 +
∫
Ω
(ϕ− ϕ)F ′(ϕ) dx =
∫
Ω
µ(ϕ− ϕ) dx+ θ0
∫
Ω
ϕ(ϕ− ϕ) dx.
By using Poincare´’s inequality, the boundedness of ϕ and the above inequality, we have
‖∇ϕ‖2 + ‖F ′(ϕ)‖L1(Ω) ≤ C(1 + ‖∇µ‖),
for some positive constant C1. Since |µ| = |Ψ′(ϕ)|, we obtain
|µ| ≤ C(1 + ‖∇µ‖). (4.13)
This entails that ∣∣∣ ∫
Ω
Sµ dx
∣∣∣ ≤ C(1 + ‖∇µ‖). (4.14)
By the theory for the Laplace equation with Dirichlet boundary condition applied to the pressure prob-
lem (3.5), we have
‖q‖H1(Ω) ≤ C‖S‖+ ‖ϕ∇µ‖.
Thus, using once more the boundedness of ϕ and h(ϕ), we deduce that∣∣∣ ∫
Ω
Sq dx
∣∣∣ ≤ C(1 + ‖∇µ‖). (4.15)
Combining (4.12), (4.14) and (4.15) together, we eventually arrive at
d
dt
E(ϕ) +
1
2
‖∇µ‖2 + ‖u‖2 ≤ C.
Integrating on the time interval [0, T ], we deduce that
E(ϕ(t)) +
∫ t
0
∫
Ω
|∇µ|2 + |u|2 dx dτ ≤ E(ϕ0) + CT, ∀ t ≥ 0. (4.16)
Thus, recalling also (4.13), we can infer that
ϕ ∈ L∞(0, T ;H1(Ω)), µ ∈ L2(0, T ;H1(Ω)), u ∈ L2(0, T ;L2(Ω)), q ∈ L2(0, T ;H10(Ω)).
By the argument exploited in [32] (cf. Lemmas 7.3 and 7.4, see also [30, Theorem 2.2]), we find
ϕ ∈ L4(0, T ;H2(Ω)) ∩ L2(0, T ;W 2,p(Ω)), (4.17)
where p = 6 if d = 3 and any finite p if d = 2. In addition, since
‖∂tϕ‖∗ ≤ ‖∇µ‖+ ‖u‖‖ϕ‖L∞(Ω) + C‖S‖,
it follows that
∂tϕ ∈ L2(0, T ; (H1(Ω))′).
1In what follows, the notation C will stand for a general constant depending on the parameters of the system which may
vary from line to line.
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Remark 4.2. In light of (4.13), the above argument can be easily modified in order to obtain a dissipa-
tive estimate (see [32, Theorem 2.2])
d
dt
E(ϕ) + k
(
E(ϕ) + ‖∇µ‖2 + ‖u‖2
)
≤ C,
for some positive constants k and C which may depend onm, h, c1, c2, θ, θ0 and Ω, but are independent
of the initial datum.
Energy Estimates - Part II. In view to adapt the calculation performed in the previous part to a possible
approximation of the system, we will only assume that Ψ has the form Ψ(s) = F (s)− θ0
2
s2, where F is
convex and goes at infinity at least as a polynomial of sufficiently large degree. More precisely, we ask
that2
lim inf
|r|→∞
F ′(r) sign(r)
|r|5 = 3κ > 0. (4.18)
The above property is to be intended in the following way: as we consider, for n ∈ N, a family Fn of
smooth approximants of the original (logarithmic) F (see, e.g., [21, 30, 32]), (4.18) holds for Fn with κ
independent of n. Notice that, for the logarithmic F , the above property (4.18) may be thought to be
valid with κ = +∞ provided that we consider F as a function taking values into R ∪ {+∞}. For this
reason, we will write the following part by using the notation F (rather than Fn), but the only coercivity
property we will assume is (4.18). In addition to that, we assume that, as far as an approximation is
concerned, the function S = S(ϕ) needs to be extended for |ϕ| ≥ 1. To this aim, we consider a regular
extension h˜ of h which satisfies the following properties:
• The function h˜ : R → [h − ε, h + ε] is of class C2(R) with bounded derivatives. In addition, it
satisfies h˜(s) = h(s) for s ∈ [−1, 1] and
− 1 < h− ε|Ω|m,
h+ ε
|Ω|m < 1. (4.19)
The existence of such function h˜ fulfilling the above properties can be obtained by a standard mollifica-
tion procedure. Then, we define
S : R→ R, S(s) = −ms + h˜(s). (4.20)
First of all, repeating the above argument for the total mass dynamics, we obtain
ϕ(t) = ϕ(0)e−mt + e−mt
∫ t
0
ems
1
|Ω|
∫
Ω
h˜(ϕ(x, s)) dx ds.
As consequence, we find
ϕ(0)e−mt +
h− ε
|Ω|m
(
1− e−mt) ≤ ϕ(t) ≤ ϕ(0)e−mt + h+ ε|Ω|m (1− e−mt). (4.21)
Thanks to (4.19), there exist c˜1 and c˜2 such that
− 1 < c˜1 ≤ ϕ(t) ≤ c˜2 < 1, ∀ t ≥ 0. (4.22)
2Here the exponent 5 is probably not optimal and could be lowered. On the other hand, this choice permits us to simplify
the subsequent computations.
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We proceed by recalling the energy equation (cf. (4.12))
d
dt
E(ϕ) + ‖∇µ‖2 + ‖u‖2 =
∫
Ω
Sq + Sµ dx. (4.23)
The rest of the proof concerns the estimate of the right hand side. To this aim, testing (1.1)4 by ϕ − ϕ
and integrating over Ω, we find
‖∇ϕ‖2 +
∫
Ω
(ϕ− ϕ)F ′(ϕ) dx =
∫
Ω
µ(ϕ− ϕ) dx+ θ0
∫
Ω
ϕ(ϕ− ϕ) dx. (4.24)
We notice that, by the generalized Poincare´ inequality (2.1) and the Young inequality, there holds∫
Ω
µ(ϕ− ϕ) dx+ θ0
∫
Ω
ϕ(ϕ− ϕ) dx ≤ δ‖∇µ‖2 + Cδ‖∇ϕ‖2, (4.25)
for δ > 0 to be chosen later, and correspondingly Cδ > 0. We observe that
1
2
∫
Ω
(ϕ− ϕ)F ′(ϕ) dx ≥ κ1‖F ′(ϕ)‖L1(Ω) − C, (4.26)
where the positive constants κ1 and C may depend on c˜1 and c˜2 (cf. (4.22))
3. On the other hand, (4.9)
and (4.18) also entail that
1
2
∫
Ω
(ϕ− ϕ)F ′(ϕ) dx ≥ κ‖ϕ‖6L6(Ω) − C.
As a consequence, it follows from (4.24) that
κ1‖F ′(ϕ)‖L1(Ω) + κ‖ϕ‖6L6(Ω) ≤ δ‖∇µ‖2 + Cδ‖∇ϕ‖2 + C. (4.27)
We multiply (4.27) byM > 0 to be chosen later and sum the resulting inequality to (4.12) to obtain
d
dt
E(ϕ) + (1−Mδ)‖∇µ‖2 +Mκ1‖F ′(ϕ)‖L1(Ω) +Mκ‖ϕ‖6L6(Ω) + ‖u‖2
≤
∫
Ω
Sq + Sµ dx+MCδ‖∇ϕ‖2 +MC. (4.28)
Now, integrating (1.1)4 over Ω, we have
µ = Ψ′(ϕ) = F ′(ϕ)− θ0ϕ. (4.29)
We notice that ∫
Ω
Sµ dx =
∫
Ω
S(ϕ)(µ− µ) dx+ µ
∫
Ω
S(ϕ) dx
=
∫
Ω
(
S(ϕ)− S(ϕ))(µ− µ) dx+ µ∫
Ω
S(ϕ) dx
≤ C‖S ′(ϕ)∇ϕ‖‖∇µ‖+ |µ|
∣∣∣ ∫
Ω
−mϕ + h˜(ϕ) dx
∣∣∣
≤ C(m+ ‖h˜′(ϕ)‖L∞(Ω))‖∇ϕ‖‖∇µ‖+ C|Ω||µ|
≤ 1
4
‖∇µ‖2 + C‖∇ϕ‖2 + C|Ω||F ′(ϕ)|+ C(1 + ‖ϕ‖2). (4.30)
3If F = Fn constitutes an approximation of the convex part of the logarithmic potential, then it can be shown that κ1 and
C are also independent of n (see [21, Eqns (3.35)-(3.37)]).
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Here we used (4.20), (4.22), (4.29) and the fact that |h˜′(s)| ≤ C for all s ∈ R. Next, we consider the
problem for the pressure q obtained from (1.1)1-(1.1)2{
−∆q = S + div (ϕ∇µ) in Ω,
q = 0 on ∂Ω.
(4.31)
By the regularity theory for the Laplace equation with Dirichlet boundary condition, we have
‖q‖
W 1,
3
2 (Ω)
≤ C‖S‖+ ‖ϕ∇µ‖
L
3
2 (Ω)
≤ C(1 + ‖ϕ‖) + ‖ϕ‖L6(Ω)‖∇µ‖. (4.32)
Hence, using also Sobolev’s embeddings,∣∣∣ ∫
Ω
Sq dx
∣∣∣ ≤ ‖S(ϕ)‖‖q‖ ≤ C(1 + ‖ϕ‖)(1 + ‖ϕ‖+ ‖ϕ‖L6(Ω)‖∇µ‖)
≤ 1
4
‖∇µ‖2 + C(1 + ‖ϕ‖2) + C‖ϕ‖4L6(Ω)
≤ 1
4
‖∇µ‖2 + κ
2
‖ϕ‖6L6(Ω) + C(1 + ‖ϕ‖2). (4.33)
Then, replacing (4.30) and (4.33) into (4.28), we deduce
d
dt
E(ϕ) +
(1
2
−Mδ
)
‖∇µ‖2 +Mκ1‖F ′(ϕ)‖L1(Ω) +
(
Mκ− κ
2
)
‖ϕ‖6L6(Ω) + ‖u‖2
≤ C|Ω|
∣∣∣∣ ∫
Ω
F ′(ϕ)
∣∣∣∣ + C(1 + ‖ϕ‖2) +MCδ‖∇ϕ‖2 +MC. (4.34)
Now, taking first M ≥ max{2−1 + κ−1, (1 + C|Ω|)κ−11 } and subsequently δ ≤ (4M)−1, we readily
deduce that
d
dt
E(ϕ) +
1
4
‖∇µ‖2 + ‖F ′(ϕ)‖L1(Ω) + ‖ϕ‖6L6(Ω) + ‖u‖2 ≤ C(1 + ‖ϕ‖2) + C‖∇ϕ‖2. (4.35)
Exploiting once again the generalized Poincare´ inequality (2.1) and the total mass bound (4.22) to
estimate the first term on the right hand side, we eventually find the differential inequality
d
dt
E(ϕ) +
1
4
‖∇µ‖2 + ‖F ′(ϕ)‖L1(Ω) + 1
2
‖ϕ‖6L6(Ω) + ‖u‖2 ≤ C
(
1 + ‖∇ϕ‖2). (4.36)
It is worth noting that the above relation is independent on any eventual approximation parameter pro-
vided that S is extended as in (4.20) and F is approximated in such a way that (4.18) is satisfied uni-
formly with respect to the approximation parameters. An application of the Gronwall lemma entails
that
ϕ ∈ L∞(0, T ;H1(Ω)), ∇µ ∈ L2(0, T ;L2(Ω)), u ∈ L2(0, T ;L2(Ω)). (4.37)
Let us now go back to (4.24). Using (4.26) and estimating the right hand side without using Young’s
inequality as was done in (4.25), we easily get
2κ1‖F ′(ϕ)‖L1(Ω) ≤ C + C‖∇ϕ‖2 + C‖∇ϕ‖‖∇µ‖. (4.38)
Thus, using (4.37) and integrating in time, we deduce that
F ′(ϕ) ∈ L2(0, T ;L1(Ω)).
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Moreover, on account of (4.29), we have from (4.38)
‖µ‖H1(Ω) ≤ C(1 + ‖∇µ‖), (4.39)
whence, recalling (4.37),
µ ∈ L2(0, T ;H1(Ω)).
Also, owing to (4.32), it is not difficult to obtain
q ∈ L2(0, T ;W 1, 32 (Ω)).
Since F is convex, arguing as in [32, Section 3.2] and in [30, Proof of Theorem 5.1, Step 5], we find
ϕ ∈ L4(0, T ;H2(Ω)) ∩ L2(0, T ;W 2,p(Ω)), (4.40)
where p = 6 if d = 3 and any finite p if d = 2. Finally, we infer from (1.1)3 and (2.5) that
‖∂tϕ‖∗ ≤ ‖∇µ‖+ ‖u‖‖ϕ‖L∞(Ω) + C‖S‖
≤ ‖∇µ‖+ ‖u‖‖ϕ‖
1
2
H1(Ω)‖ϕ‖
1
2
H2(Ω) + C‖S‖.
In light of (4.37), (4.39) and (4.40), it follows that (if d = 3)
∂tϕ ∈ L 85 (0, T ; (H1(Ω))′).
On the other hand, in the two dimensional case d = 2, by exploiting the Brezis–Gallouet–Wainger
inequality (cf. (4.46) below), it is possible to show that ∂tϕ ∈ Lq(0, T ; (H1(Ω))′) for any q ∈ [1, 2).
Higher Order Estimates in Two Dimensions. In this section we show the crucial global-in-time higher
order estimates of the solution to system (1.1)-(1.5). In turn, these bounds will imply the existence of
global strong solutions in two dimensions. As previously mentioned, we assume that the logarithmic
potential is approximated by a sequence of polynomial functions as in the previous part Energy Esti-
mates - Part II. In particular, we will not make use of the bound ‖ϕ‖L∞(Ω×(0,T )) ≤ 1 since is not at our
disposal in the approximation scheme4.
Let us start with the a priori bounds resulting from the energy balance (4.16)
‖ϕ‖L∞(0,T ;H1(Ω)) ≤ C, ‖µ‖L2(0,T ;H1(Ω)) ≤ C, ‖u‖L2(0,T ;L2(Ω)) ≤ C. (4.41)
As an immediate consequence, since S = −mϕ+ h˜(ϕ), it is easily seen from (4.41) that
‖S‖L∞(0,T ;H1(Ω)) ≤ C. (4.42)
Recalling the estimate (cf. (4.39))
‖µ‖H1(Ω) ≤ C(1 + ‖∇µ‖), (4.43)
we have from [30, Theorem 5.1] (cf. [32, Lemmas 7.3 and 7.4]) that
‖ϕ‖2H2(Ω) ≤ C(1 + ‖∇µ‖) (4.44)
and
‖ϕ‖W 2,p(Ω) ≤ C(1 + ‖∇µ‖), (4.45)
4We also point out that we do not make use either of the regularity ϕ ∈ L2(0, T ;H3(Ω)), which is available for weak
solutions to (1.1) with polynomial potential (cf. [30, Section 4.2]). However, this regularity property does not uniformly hold
in the approximation procedure.
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for any 2 ≤ p < ∞. Next, in order to control the L∞-norm of ϕ, we will make use of the Brezis–
Gallouet–Wainger inequality (2.6) in the following form
‖f‖L∞(Ω) ≤ C‖f‖H1(Ω) log
1
2
(
e+ ‖f‖W 1,r(Ω)
)
+ C, (4.46)
where r > 2 and e = exp(1). We are now in position to estimate ∂tϕ. By using the boundary conditions
(1.5), the estimates (4.42) and (4.46), we obtain
‖∂tϕ‖∗ ≤ ‖∇µ‖+ ‖uϕ‖+ C‖S‖
≤ ‖∇µ‖+ ‖u‖‖ϕ‖L∞(Ω) + C
≤ ‖∇µ‖+ C‖u‖‖ϕ‖H1(Ω) log
1
2
(
e+ ‖ϕ‖W 1,q(Ω)
)
+ C‖u‖+ C,
for some q > 2. By using (4.41) and (4.45), we deduce that
‖∂tϕ‖∗ ≤ C(1 + ‖∇µ‖+ ‖u‖) log
1
2
(
e+ ‖∇µ‖). (4.47)
Similarly, for the pressure we have
‖∇q‖ ≤ C‖S‖+ ‖ϕ∇µ‖
≤ C + ‖ϕ‖L∞(Ω)‖∇µ‖
≤ C + C‖∇µ‖‖ϕ‖H1(Ω) log
1
2
(
e + ‖ϕ‖W 1,q(Ω)
)
,
for some q > 2. Then, we find
‖∇q‖ ≤ C(1 + ‖∇µ‖) log 12 (e+ ‖∇µ‖). (4.48)
In addition, we have
‖q‖ ≤ ‖(−∆)−1S‖+ ‖(−∆)−1div (ϕ∇µ)‖
≤ C‖S‖+ C‖ϕ∇µ‖
L
6
5 (Ω)
≤ C‖S‖+ C‖ϕ‖L3(Ω)‖∇µ‖,
where −∆ denotes the Laplacian operator with Dirichlet boundary condition. By using (4.41) and
(4.42), we get
‖q‖ ≤ C(1 + ‖∇µ‖). (4.49)
Also, it easily follows from (4.42), (4.43) and (4.49) that∣∣∣ ∫
Ω
Sµ dx
∣∣∣ ≤ C(1 + ‖∇µ‖), (4.50)
and ∣∣∣ ∫
Ω
Sq dx
∣∣∣ ≤ C(1 + ‖∇µ‖). (4.51)
We now differentiate in time (1.1)1, multiply it by u and integrate over Ω. We obtain
1
2
d
dt
‖u‖2 + (∇∂tq, u) = −
∫
Ω
∂tϕ∇µ · u dx−
∫
Ω
ϕ∇∂tµ · u dx. (4.52)
We observe that the second term on the left-hand side can be rewritten as
(∇∂tq, u) = −(∂tq, div u) = −(∂tq, S) = − d
dt
[
(q, S)
]
+ (q, ∂tS).
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Here we have used that q = 0 on ∂Ω. Combining the two equations above, we have
d
dt
[
1
2
‖u‖2 − (q, S)
]
= −
∫
Ω
∂tϕ∇µ · u dx−
∫
Ω
ϕ∇∂tµ · u dx− (q, ∂tS). (4.53)
Next, multiplying (1.1)3 by ∂tµ, we obtain
(∂tϕ, ∂tµ)− (∆µ, ∂tµ) = −(div (uϕ), ∂tµ) + (S, ∂tµ).
Exploiting the boundary conditions (1.5), we then have
(∂tϕ, ∂tµ) +
1
2
d
dt
‖∇µ‖2 =
∫
Ω
ϕu · ∇∂tµ dx+ (S, ∂tµ). (4.54)
By using the expression (1.1)4 for µ and the boundary conditions (1.5), we get
(∂tϕ, ∂tµ) = ‖∇∂tϕ‖2 +
∫
Ω
F ′′(ϕ)|∂tϕ|2 dx− θ0
∫
Ω
|∂tϕ|2 dx.
Moreover, we rewrite the last term on the right-hand side of (4.54) as
(S, ∂tµ) =
d
dt
[
(S, µ)
]
− (∂tS, µ).
Then, combining the above relations, we find
d
dt
[
1
2
‖∇µ‖2 − (S, µ)
]
+ ‖∇∂tϕ‖2 +
∫
Ω
F ′′(ϕ)|∂tϕ|2 dx
= θ0
∫
Ω
|∂tϕ|2 dx− (∂tS, µ) +
∫
Ω
ϕu · ∇∂tµ dx. (4.55)
Adding (4.53) and (4.55), we obtain
d
dt
[
1
2
‖∇µ‖2 + 1
2
‖u‖2 − (S, µ)− (S, q)
]
+ ‖∇∂tϕ‖2 +
∫
Ω
F ′′(ϕ)|∂tϕ|2 dx
= θ0
∫
Ω
|∂tϕ|2 dx− (∂tS, µ)− (∂tS, q)−
∫
Ω
∂tϕ∇µ · u dx
=: I1 + I2 + I3 + I4. (4.56)
Before proceeding to estimate the right-hand side in (4.56), we define
H =
1
2
‖∇µ‖2 + 1
2
‖u‖2 − (S, µ)− (S, q), (4.57)
and we observe that, in light of (4.41), (4.50), (4.51), we have
1
4
‖∇µ‖2 + 1
4
‖u‖2 − C ≤ H ≤ C(1 + ‖∇µ‖2 + ‖u‖2). (4.58)
Now, since
|v| =
∣∣∣ 1|Ω| 〈v, 1〉∣∣∣ ≤ C‖v‖∗, (4.59)
by the generalized Poincare´’s inequality (2.1), we notice that
‖∂tϕ‖H1(Ω) ≤ C(‖∇∂tϕ‖+ |∂tϕ|) ≤ C(‖∇∂tϕ‖+ ‖∂tϕ‖∗).
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Thus, we rewrite (4.56) as follows
d
dt
H + η‖∂tϕ‖2H1(Ω) ≤ C‖∂tϕ‖2∗ + I1 + I2 + I3 + I4, (4.60)
for some positive η. By duality, we have
I1 = θ0
∫
Ω
|∂tϕ|2 dx ≤ θ0‖∂tϕ‖H1(Ω)‖∂tϕ‖∗ ≤ η
8
‖∂tϕ‖2H1(Ω) + C‖∂tϕ‖2∗.
Hence, by (4.47) and (4.58), we find
I1 ≤ η
8
‖∂tϕ‖2H1(Ω) + C(C +H) log(C +H). (4.61)
By definition, ∂tS = −m∂tϕ+ h˜′(ϕ)∂tϕ. Owing to (4.49), this entails
I2 + I3 ≤ C‖∂tϕ‖(‖µ‖+ ‖q‖)
≤ C‖∂tϕ‖
1
2
H1(Ω)‖∂tϕ‖
1
2
∗ (1 + ‖∇µ‖)
≤ η
4
‖∂tϕ‖2H1(Ω) + C‖∂tϕ‖
2
3
∗ (1 + ‖∇µ‖) 43 .
In light of (4.47) and (4.58), we obtain
I2 + I3 ≤ η
4
‖∂tϕ‖2H1(Ω) + C(C +H) log
1
3 (C +H). (4.62)
The main task is now to estimate I4. To do so, we exploit the elliptic structure of the system (1.1)-(1.5)
to derive H2 estimates for the pressure and the chemical potential. First, the regularity theory of the
Laplace problem with Dirichlet boundary condition applied to (3.8) entails that
‖q‖H2(Ω) ≤ C
∥∥∥ϕ∇ϕ · ∇q∥∥∥+ C‖(1− ϕ2)∇µ · ∇ϕ‖+ C‖ϕ∂tϕ‖+ C‖S(1 + ϕ2 − ϕ)‖.
By using (4.41) and (4.42), we find
‖q‖H2(Ω) ≤ C‖ϕ‖L∞(Ω)‖∇ϕ‖L∞(Ω)‖∇q‖+ C(1 + ‖ϕ‖2L∞(Ω))‖∇ϕ‖L∞(Ω)‖∇µ‖
+ C‖ϕ‖L∞(Ω)‖∂tϕ‖+ C. (4.63)
Now, recalling the problem (3.9), using first the regularity theory of the Laplace equation with Neumann
boundary condition and the trace theorem for normal derivatives, we obtain
‖µ‖H2(Ω) ≤ C|µ|+ C‖∆µ‖+ C
∥∥∥−∇( ϕ
1 + ϕ2
q
)
· n
∥∥∥
H
1
2 (∂Ω)
≤ C|µ|+ C‖∆µ‖+ C
∥∥∥ ϕ
1 + ϕ2
q
∥∥∥
H2(Ω)
.
By exploiting the equation (1.1)2 and the estimates (4.41), (4.42) and (4.43), we deduce that
‖µ‖H2(Ω) ≤ C(1 + ‖∇µ‖) + C‖S‖+ C‖∂tϕ‖+ C‖div (uϕ)‖+ C
∥∥∥ ϕ
1 + ϕ2
q
∥∥∥
H2(Ω)
≤ C(1 + ‖∇µ‖) + C‖∂tϕ‖+ C‖u · ∇ϕ‖+ C
∥∥∥ ϕ
1 + ϕ2
q
∥∥∥
H2(Ω)
. (4.64)
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In order to provide a control of the last term on the right-hand side, we recall the elliptic problem (3.11).
By the regularity theory of the Laplace problem with Dirichlet boundary condition, we get∥∥∥ ϕ
1 + ϕ2
q
∥∥∥
H2(Ω)
≤ C
∥∥∥∆( ϕ
1 + ϕ2
q
)∥∥∥
≤ C
∥∥∥ϕ1− ϕ2
1 + ϕ2
∇ϕ · ∇µ
∥∥∥+ C∥∥∥(1 + ϕ2 + (1− ϕ2)2
(1 + ϕ2)2
)
∇ϕ · ∇q
∥∥∥
+ C
∥∥∥ ϕ2
1 + ϕ2
(∂tϕ− S)
∥∥∥+ C‖ϕS‖+ C∥∥∥ ϕ
1 + ϕ2
∥∥∥
H2(Ω)
‖q‖L∞(Ω). (4.65)
We notice that ∥∥∥1− ϕ2
1 + ϕ2
∥∥∥
L∞(Ω)
≤ C,
∥∥∥1 + ϕ2 + (1− ϕ2)2
(1 + ϕ2)2
∥∥∥
L∞(Ω)
≤ C.
In addition, let us define the function g : R → R as g(x) = x
1+x2
. It is clear that |g(x)| ≤ 1 and its
derivative g′(x) = 1−x
2
(1+x2)2
and g′′(x) = 2x
3−6x
(1+x2)3
are such that |g′(x)| ≤ 1 and |g′′(x)| ≤ 2. Then, by
using (2.2) and (4.41), we find∥∥∥ ϕ
1 + ϕ2
∥∥∥
H2(Ω)
≤ C
∥∥∥ ϕ
1 + ϕ2
∥∥∥
L2(Ω)
+ C
( 2∑
i,j=1
∫
Ω
(
∂xi∂xj
ϕ
1 + ϕ2
)2
dx
) 1
2
≤ C + C
( 2∑
i,j=1
∫
Ω
(
g′(ϕ)∂xi∂xjϕ+ g
′′(ϕ)∂xiϕ∂xjϕ
)2
dx
) 1
2
≤ C(1 + ‖∇ϕ‖2L4(Ω) + ‖ϕ‖H2(Ω))
≤ C(1 + ‖ϕ‖H2(Ω)). (4.66)
Thus, combining the above estimates, we arrive at∥∥∥ ϕ
1 + ϕ2
q
∥∥∥
H2(Ω)
≤ C‖ϕ‖L∞(Ω)‖∇ϕ‖L∞(Ω)‖∇µ‖+ C‖∇ϕ‖L∞(Ω)‖∇q‖+ C‖∂tϕ‖
+ C(1 + ‖ϕ‖H2(Ω))‖q‖L∞(Ω) + C. (4.67)
Then, going back to (4.64), it is easy to deduce that
‖µ‖H2(Ω) ≤ C(1 + ‖∇µ‖) + C‖∂tϕ‖+ C‖u‖‖∇ϕ‖L∞(Ω) + C(1 + ‖ϕ‖H2(Ω))‖q‖L∞(Ω)
+ C‖ϕ‖L∞(Ω)‖∇ϕ‖L∞(Ω)‖∇µ‖+ C‖∇ϕ‖L∞(Ω)‖∇q‖. (4.68)
We are now in position to estimate I4 in (4.56). By (2.2) and (4.68), we have
I4 = −
∫
Ω
∂tϕ∇µ · u dx ≤ ‖∂tϕ‖L4(Ω)‖∇µ‖L4(Ω)‖u‖
≤ C‖∂tϕ‖ 12‖∂tϕ‖
1
2
H1(Ω)‖∇µ‖
1
2‖µ‖
1
2
H2(Ω)‖u‖
≤ C‖∂tϕ‖
1
4
∗ ‖∂tϕ‖
3
4
H1(Ω)‖∇µ‖
1
2‖u‖
× (1 + ‖∇µ‖ 12 + ‖∂tϕ‖ 12 + ‖u‖ 12‖∇ϕ‖ 12L∞(Ω) + (1 + ‖ϕ‖ 12H2(Ω))‖q‖ 12L∞(Ω)
+ ‖ϕ‖
1
2
L∞(Ω)‖∇ϕ‖
1
2
L∞(Ω)‖∇µ‖
1
2 + ‖∇ϕ‖
1
2
L∞(Ω)‖∇q‖
1
2
)
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=: I41 + I42 + I43 + I44 + I45 + I46 + I47.
By using (4.44), (4.47), (4.58) and Young’s inequality, we have
I41 = C‖∂tϕ‖
1
4
∗ ‖∂tϕ‖
3
4
H1(Ω)‖∇µ‖
1
2‖u‖
≤ η
56
‖∂tϕ‖2H1(Ω) + C‖∂tϕ‖
2
5
∗ ‖∇µ‖ 45‖u‖ 85
≤ η
56
‖∂tϕ‖2H1(Ω) + C(C +H)
1
5 log
1
5 (C +H)(C +H)
2
5 (C +H)
4
5
≤ η
56
‖∂tϕ‖2H1(Ω) + C(C +H)
7
5 log
1
5 (C +H),
I42 = C‖∂tϕ‖
1
4
∗ ‖∂tϕ‖
3
4
H1(Ω)‖∇µ‖‖u‖
≤ η
56
‖∂tϕ‖2H1(Ω) + C‖∂tϕ‖
2
5
∗ ‖∇µ‖ 85‖u‖ 85
≤ η
56
‖∂tϕ‖2H1(Ω) + C(C +H)
1
5 log
1
5 (C +H)(C +H)
4
5 (C +H)
4
5
≤ η
56
‖∂tϕ‖2H1(Ω) + C(C +H)
9
5 log
1
5 (C +H),
and
I43 = C‖∂tϕ‖
1
4
∗ ‖∂tϕ‖
3
4
H1(Ω)‖∇µ‖
1
2‖u‖‖∂tϕ‖ 12
≤ C‖∂tϕ‖
1
2
∗ ‖∂tϕ‖H1(Ω)‖∇µ‖ 12‖u‖
≤ η
56
‖∂tϕ‖2H1(Ω) + C‖∂tϕ‖∗‖∇µ‖‖u‖2
≤ η
56
‖∂tϕ‖2H1(Ω) + C(C +H)
1
2 log
1
2 (C +H)(C +H)
1
2 (C +H)
≤ η
56
‖∂tϕ‖2H1(Ω) + C(1 +H)2 log
1
2 (C +H).
Exploiting (4.44), (4.45), (4.46), (4.47), (4.58) and Young’s inequality again, we obtain
I44 = C‖∂tϕ‖
1
4
∗ ‖∂tϕ‖
3
4
H1(Ω)‖∇µ‖
1
2‖u‖ 32‖∇ϕ‖
1
2
L∞(Ω)
≤ η
56
‖∂tϕ‖2H1(Ω) + C‖∂tϕ‖
2
5
∗ ‖∇µ‖ 45‖u‖ 125 ‖∇ϕ‖
4
5
L∞(Ω)
≤ η
56
‖∂tϕ‖2H1(Ω) + C(C +H)
1
5 log
1
5 (C +H)(C +H)
8
5
(
C‖ϕ‖H2(Ω) log
1
2 (e + ‖ϕ‖W 2,3(Ω)) + C
) 4
5
≤ η
56
‖∂tϕ‖2H1(Ω) + C(C +H)
9
5 log
1
5 (C +H)
(
C(1 + ‖∇µ‖) 12 log 12 (e+ C(1 + ‖∇µ‖)) + C
) 4
5
≤ η
56
‖∂tϕ‖2H1(Ω) + C(C +H)
9
5 log
1
5 (C +H)
(
(C +H)
1
4 log
1
2 (C +H)
) 4
5
≤ η
56
‖∂tϕ‖2H1(Ω) + C(C +H)2 log
3
5 (C +H),
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whereas, using also (4.48), we deduce
I45 = C‖∂tϕ‖
1
4
∗ ‖∂tϕ‖
3
4
H1(Ω)‖∇µ‖
1
2‖u‖(1 + ‖ϕ‖ 12H2(Ω))‖q‖ 12L∞(Ω)
≤ η
112
‖∂tϕ‖2H1(Ω) + C‖∂tϕ‖
2
5
∗ ‖∇µ‖ 45‖u‖ 85 (1 + ‖∇µ‖) 25
(
‖q‖H1(Ω) log
1
2 (e + ‖q‖H2(Ω)) + C
) 4
5
≤ η
112
‖∂tϕ‖2H1(Ω) + C(C +H)
1
5 log
1
5 (C +H)(C +H)
7
5
×
(
(1 + ‖∇µ‖) log 12 (C +H) log 12 (e+ ‖q‖H2(Ω)) + C
) 4
5
≤ η
112
‖∂tϕ‖2H1(Ω) + C(C +H)
8
5 log
1
5 (C +H)
(
(C +H)
1
2 log
1
2 (C +H) log
1
2 (e + ‖q‖H2(Ω))
) 4
5
≤ η
112
‖∂tϕ‖2H1(Ω) + C(C +H)2 log
3
5 (C +H) log
2
5 (e+ ‖q‖H2(Ω)). (4.69)
To control the last term, it is sufficient to perform a rough estimate (in terms of exponents) since this is
just a term in the logarithmic correction. We first observe that, by (2.4), (4.41) and (4.44),
‖∂tϕ‖∗ ≤ C(1 + ‖∇µ‖+ ‖u‖‖ϕ‖L∞(Ω))
≤ C(1 + ‖∇µ‖+ ‖u‖‖ϕ‖
1
2
H2(Ω))
≤ C(1 + ‖∇µ‖+ ‖u‖+ ‖u‖‖∇µ‖ 14 ).
Then, going back to (4.63) and using the estimates (4.45) and (4.48), it is not difficult to arrive at
‖q‖H2(Ω) ≤ C‖ϕ‖W 1,3(Ω)‖ϕ‖W 2,3(Ω)‖∇q‖+ C(1 + ‖ϕ‖W 1,3(Ω))2‖ϕ‖W 2,3(Ω)‖∇µ‖
+ C‖ϕ‖H2(Ω)‖∂tϕ‖
1
2
∗ ‖∂tϕ‖
1
2
H1(Ω) + C
≤ C(1 + ‖∇µ‖)4 + C(1 + ‖∇µ‖+ ‖u‖)2‖∂tϕ‖
1
2
H1(Ω)
≤ C(C +H)2 + C(C +H)‖∂tϕ‖
1
2
H1(Ω). (4.70)
Combining (4.69) with (4.70), we find (here C also changes from line to line to adjust exponent in the
logarithm)
I45 ≤ η
112
‖∂tϕ‖2H1(Ω) + C(C +H)2 log
3
5 (C +H) log
2
5
(
e + (C +H)2 + C(C +H)‖∂tϕ‖
1
2
H1(Ω)
)
≤ η
112
‖∂tϕ‖2H1(Ω) + C(C +H)2 log
(
C
(
e+ (C +H)2 + ‖∂tϕ‖H1(Ω)
))
≤ η
112
‖∂tϕ‖2H1(Ω) + C(1 +H)2 log
(
(C +H)2 × (e + ‖∂tϕ‖H1(Ω)))
≤ η
112
‖∂tϕ‖2H1(Ω) + C(C +H)2 log
(
(C +H)2
)
+ C(C +H)2 log
(
e + ‖∂tϕ‖H1(Ω)
)
≤ η
112
‖∂tϕ‖2H1(Ω) + C(C +H)2 log(C +H) + C(C +H)2 log
(
e+ ‖∂tϕ‖H1(Ω)
)
.
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In order to handle the last term on the right-hand side above, we recall the following basic inequality
(see also [19, pag. 115] for a similar inequality)
x2 log(e+ y) ≤ ε(e+ y)2 + x2 log
( x√
2ε
)
, ∀ ε > 0, x > 0, y > 0.
Using this estimate with ε = η
224
, x = C +H and y = ‖∂tϕ‖H1(Ω), we arrive at
I45 ≤ η
112
‖∂tϕ‖2H1(Ω) +
η
224
(e + ‖∂tϕ‖H1(Ω))2 + C(C +H)2 log
(
e+
C +H√
η/112
)
≤ η
56
‖∂tϕ‖2H1(Ω) + C(C +H)2 log(C +H).
Next, we recall that the last terms we need to control are
I46 + I47 = C‖∂tϕ‖
1
4
∗ ‖∂tϕ‖
3
4
H1(Ω)‖∇µ‖
1
2‖u‖
×
(
‖ϕ‖L∞(Ω)‖∇ϕ‖L∞(Ω)‖∇µ‖+ ‖∇ϕ‖L∞(Ω)‖∇q‖
) 1
2
.
Then, by (4.41), (4.46), (4.47) and (4.48) we have
I46 + I47 ≤ C(C +H) 18 log 18 (C +H)‖∂tϕ‖
3
4
H1(Ω)(C +H)
3
4
×
(
log
1
2 (C +H)‖ϕ‖H2(Ω) log
1
2 (C +H)‖∇µ‖
+ ‖ϕ‖H2(Ω) log
1
2 (C +H)
(
1 + ‖∇µ‖) log 12 (C +H)) 12
≤ C‖∂tϕ‖
3
4
H1(Ω)(C +H)
7
8 log
1
8 (C +H)
(
(C +H)
3
4 log(C +H)
)1
2
≤ C‖∂tϕ‖
3
4
H1(Ω)(C +H)
5
4 log
5
8 (C +H)
≤ η
28
‖∂tϕ‖2H1(Ω) + C(C +H)2 log(C +H).
Now, going back to (4.60) and collecting all the above estimates, we infer that
d
dt
H +
η
2
‖∂tϕ‖2H1(Ω) ≤ C(C +H)2 log(C +H).
Since H ∈ L1(0, T ) (cf. (4.41)), by applying Lemma 2.1 we deduce the following double exponential
estimate
H(t) ≤ (C +H(0))e
∫ t
0 C(C+H(s)) ds, ∀ t ∈ [0, T ].
Recalling Assumption A.3 and the subsequent Remark 3.2, we notice that the value ofH is finite at the
initial time. Hence, we obtain the following bounds
‖∇µ‖L∞(0,T ;L2(Ω)) + ‖u‖L∞(0,T ;L2(Ω)) + ‖∂tϕ‖L2(0,T ;H1(Ω)) ≤ C.
Now, thanks to estimates (4.45), (4.47) and (4.48), we also infer that
‖ϕ‖L∞(0,T ;W 2,p(Ω)) + ‖∂tϕ‖L∞(0,T ;(H1(Ω))′) + ‖q‖L∞(0,T ;H10 (Ω)) ≤ C,
for any 2 ≤ p <∞. Thanks to [32, Lemma 7.4] (see also [30, Theorem 2.2]), we can deduce that
‖F ′′(ϕ)‖L∞(0,T ;Lp(Ω)) ≤ C, (4.71)
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for any 2 ≤ p <∞. Next, by (4.70) we now have
‖q‖H2(Ω) ≤ C(1 + ‖∂tϕ‖
1
2
H1(Ω)), (4.72)
whence
‖q‖L4(0,T ;H2(Ω)) ≤ C.
In addition to that, by (4.68) and (4.72), we infer
‖µ‖H2(Ω) ≤ C(1 + ‖∂tϕ‖+ ‖q‖L∞(Ω)) ≤ C(1 + ‖∂tϕ‖
1
2
H1(Ω)),
which implies that
‖µ‖L4(0,T ;H2(Ω)) ≤ C.
By exploiting (1.1)1, and the Sobolev embeddings, we also deduce that
‖u‖H1(Ω) ≤ ‖q‖H2(Ω) + ‖ϕ∇µ‖H1(Ω)
≤ ‖q‖H2(Ω) + C‖ϕ‖L∞(Ω)‖µ‖H2(Ω) + C‖ϕ‖W 1,∞(Ω)‖∇µ‖
≤ C + ‖q‖H2(Ω) + C‖µ‖H2(Ω). (4.73)
Thanks to the above regularity, we have
‖u‖L4(0,T ;H1(Ω)) ≤ C.
4.2. Uniqueness of Strong Solutions in Two Dimensions. Let us consider a pair of strong solutions
(u1, q1, ϕ1) and (u2, q2, ϕ2) originating from the same initial condition ϕ0. We define
u = u1 − u2, q = q1 − q2, ϕ = ϕ1 − ϕ2, µ = µ1 − µ2,
which solve 
u +∇q = −ϕ1∇µ− ϕ∇µ2,
div u = S,
∂tϕ+ div (ϕ1u) + div (ϕu2) = ∆µ+ S,
µ = −∆ϕ +Ψ′(ϕ1)−Ψ′(ϕ2),
(4.74)
where S = −mϕ + h(ϕ1)− h(ϕ2). We first observe that
−∆q = S + div (ϕ1∇µ) + div (ϕ∇µ2). (4.75)
Multiplying (4.74)1 by u, (4.74)3 by µ, (4.74)4 by ∂tϕ and (4.75) by ε(−∆)−1q for some ε ∈ (0, 1) that
will be chosen later, integrating over Ω and summing the resulting equations, we find
d
dt
[
1
2
‖∇ϕ‖2 + 1
2
∫
Ω
L(ϕ1, ϕ2)|ϕ|2 dx
]
+ ‖∇µ‖2 + ‖u‖2 + ε‖q‖2
=
∫
Ω
ϕ u2 · ∇µ dx+
∫
Ω
S µ dx+
∫
Ω
S q dx−
∫
Ω
ϕ∇µ2 · u dx
+
∫
Ω
∂tL(ϕ1, ϕ2)
|ϕ|2
2
dx+ θ0
∫
Ω
ϕ∂tϕ dx+ ε
∫
Ω
S(−∆)−1q dx
− ε
∫
Ω
ϕ1∇µ · ∇(−∆)−1q dx− ε
∫
Ω
ϕ∇µ2 · ∇(−∆)−1q dx,
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where
L(ϕ1, ϕ2) =
∫ 1
0
F ′′(τϕ1 + (1− τ)ϕ2) dτ ≥ θ > 0.
We now estimate all the terms on the right-hand side of the above equality. In the sequel, we will use
the notation
Y =
1
2
‖∇ϕ‖2 + 1
2
∫
Ω
L(ϕ1, ϕ2)|ϕ|2 dx,
and we will repeatedly use that ‖ϕ‖2H1(Ω) ≤ CY , for some positive constant C. By using the Sobolev
embeddings, we have ∫
Ω
ϕ u2 · ∇µ dx ≤ ‖ϕ‖L6(Ω)‖u2‖L3(Ω)‖∇µ‖
≤ 1
6
‖∇µ‖2 + C‖u2‖2L3(Ω)Y,
and
−
∫
Ω
ϕ∇µ2 · u dx ≤ ‖ϕ‖L6(Ω)‖∇µ2‖L3(Ω)‖u‖
≤ 1
4
‖u‖2 + C‖∇µ2‖2L3(Ω)Y,
By using (4.74)4, we obtain∫
Ω
S µ dx =
∫
Ω
(−mϕ+ h(ϕ1)− h(ϕ2))(−∆ϕ+ F ′(ϕ1)− F ′(ϕ2)− θ0ϕ) dx
=
∫
Ω
−m|∇ϕ|2 +∇(h(ϕ1)− h(ϕ2)) · ∇ϕ dx
+
∫
Ω
(−mϕ + h(ϕ1)− h(ϕ2))(F ′(ϕ1)− F ′(ϕ2)− θ0ϕ) dx
≤ C‖∇ϕ‖2 + C‖ϕ‖2 + C‖ϕ‖(1 + ‖F ′′(ϕ1)‖L3(Ω) + ‖F ′′(ϕ2)‖L3(Ω))‖ϕ‖L6(Ω)
≤ CY.
Here we have used (4.71) in the last inequality. We also have∫
Ω
S q dx ≤ C‖ϕ‖‖q‖ ≤ ε
4
‖q‖2 + CY.
By definition of L, and observing that |F ′′′(s)| ≤ C(F ′′(s))2 and F ′′ is convex, we have∫
Ω
∂tL(ϕ1, ϕ2)
|ϕ|2
2
dx
≤ C
∫
Ω
∫ 1
0
(
τF ′′(ϕ1) + (1− τ)F ′′(ϕ2)
)2∣∣τ∂tϕ1 + (1− τ)∂tϕ2∣∣dτ |ϕ|2
2
dx
≤ C(‖F ′′(ϕ1)‖2L6(Ω) + ‖F ′′(ϕ2)‖2L6(Ω))(‖∂tϕ1‖L3(Ω) + ‖∂tϕ2‖L3(Ω))‖ϕ‖2L6(Ω)
≤ C(‖∂tϕ1‖L3(Ω) + ‖∂tϕ2‖L3(Ω))Y.
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By using (4.74)3, the boundary condition (1.5) and the Sobolev embeddings, we find
θ0
∫
Ω
ϕ∂tϕ dx = θ0
∫
Ω
ϕ(∆µ+ S − div (ϕ1u + ϕu2)) dx
= θ0
∫
Ω
−∇ϕ · ∇µ+ Sϕ+∇ϕ · (ϕ1u + ϕu2) dx
≤ C‖∇ϕ‖‖∇µ‖+ C‖ϕ‖2 + C‖∇ϕ‖‖ϕ1‖L∞(Ω)‖u‖+ C‖∇ϕ‖‖ϕ‖L6(Ω)‖u2‖L3(Ω)
≤ 1
6
‖∇µ‖2 + 1
4
‖u‖2 + C(1 + ‖u2‖L3(Ω))Y,
By using the regularity theory of the Dirichlet problem, and recalling that ε < 1, we have
ε
∫
Ω
S(−∆)−1q dx ≤ C‖ϕ‖‖q‖ ≤ ε
4
‖q‖2 + CY,
−ε
∫
Ω
ϕ1∇µ · ∇(−∆)−1q dx ≤ εC‖ϕ1‖L∞(Ω)‖∇µ‖‖q‖ ≤ 1
6
‖∇µ‖2 + ε2C‖q‖2,
and
−ε
∫
Ω
ϕ∇µ2 · ∇(−∆)−1q dx ≤ εC‖ϕ‖L6(Ω)‖∇µ2‖L3(Ω)‖q‖ ≤ ε
4
‖q‖2 + C‖∇µ2‖2Y.
Collecting all the above estimates together, we eventually arrive at the differential inequality
d
dt
Y +
1
2
‖∇µ‖2 + 1
2
‖u‖2 +
(
ε− 3ε
4
− ε2C
)
‖q‖2
≤ C
(
1 + ‖u2‖2L3(Ω) + ‖∇µ2‖2L3(Ω) + ‖∂tϕ1‖L3(Ω) + ‖∂tϕ2‖L3(Ω)
)
Y.
By choosing ε sufficiently small, we finally end up with
d
dt
Y ≤ C
(
1 + ‖u2‖2L3(Ω) + ‖∇µ2‖2L3(Ω) + ‖∂tϕ1‖L3(Ω) + ‖∂tϕ2‖L3(Ω)
)
Y.
Thus, an application of the Gronwall lemma entails that ϕ1(t) = ϕ2(t) for all t ∈ [0, T ]. In turn, this
immediately implies that u1(t) = u2(t) and q1(t) = q2(t) for all t ∈ [0, T ].
5. LOCAL EXISTENCE OF STRONG SOLUTIONS IN THREE DIMENSIONS
This section is devoted to the analysis of the strong solutions to system (1.1)-(1.5) in the three dimen-
sional setting.
Theorem 5.1. Let Ω be a bounded domain with smooth boundary in R3. Assume the conditions (A1)–
(A3) hold. Then, there exists a time T0 > 0 and at least one strong solution (u, q, ϕ) to system (1.1)-(1.5)
such that
u ∈ L∞(0, T0;L2(Ω)) ∩ L4(0, T0;H1(Ω)), (5.1)
q ∈ L∞(0, T0;H10(Ω)) ∩ L4(0, T0;H2(Ω)), (5.2)
ϕ ∈ L∞(0, T0;W 2,6(Ω)) ∩H1(0, T0;H1(Ω)), (5.3)
µ ∈ L∞(0, T0;H1(Ω)) ∩ L4(0, T0;H2(Ω)), (5.4)
Ψ′(ϕ) ∈ L∞(0, T0;L6(Ω)). (5.5)
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Such a strong solution satisfies the system (1.1)-(1.5) almost everywhere in Ω× (0, T0) and assumes the
initial value ϕ(·, 0) = ϕ0(·).
Remark 5.2. The uniqueness of the strong solutions obtained in Theorem 5.1 remains an open issue.
The argument used in the two dimensional case cannot be applied due to the lack of regularity for the
derivatives of the potential (i.e. Ψ′′(ϕ) and Ψ′′′(ϕ)) in three dimensions. On the other hand, the control
of the difference of two solutions in weaker norms as in [30, 32] does not seem to be possible here due
to the boundary conditions (1.5).
Proof of Theorem 5.1. We first observe that the basic a priori estimates performed in the Subsection 4.1,
i.e. the Total Mass Dynamics and the Energy Estimates, are also valid in the three dimensional case with
no variation in the proof. As a consequence, we still achieve (4.41), with no restriction on the final time
T . Similarly, we report that
‖S‖L∞(0,T ;H1(Ω)) ≤ C, (5.6)
and
‖µ‖H1(Ω) ≤ C(1 + ‖∇µ‖). (5.7)
Exploiting once again [30, Theorem 5.1] (cf. [32, Lemmas 7.3 and 7.4]), we have
‖ϕ‖2H2(Ω) ≤ C(1 + ‖∇µ‖), ‖ϕ‖W 2,6(Ω) ≤ C(1 + ‖∇µ‖). (5.8)
We now proceed with the higher order estimates. We notice that the validity of the relation (4.56) is
independent of the dimension. In particular, for the reader’s convenience we report that
d
dt
[
1
2
‖∇µ‖2 + 1
2
‖u‖2 − (S, µ)− (S, q)
]
+ η‖∂tϕ‖2H1(Ω) +
∫
Ω
F ′′(ϕ)|∂tϕ|2 dx
≤ C‖∂tϕ‖2∗ + θ0
∫
Ω
|∂tϕ|2 dx− (∂tS, µ)− (∂tS, q)−
∫
Ω
∂tϕ∇µ · u dx
≤ C‖∂tϕ‖2 − (∂tS, µ)− (∂tS, q)−
∫
Ω
∂tϕ∇µ · u dx
=: I1 + I2 + I3 + I4, (5.9)
for a positive constant η. By the elliptic regularity of the system (4.31), combined with Sobolev’s
embeddings and the estimates (4.41), it follows that
‖q‖ ≤ C‖S‖+ C‖ϕ∇µ‖
L
6
5 (Ω)
≤ C(1 + ‖ϕ‖H1(Ω)‖∇µ‖) ≤ C(1 + ‖∇µ‖). (5.10)
Then, we easily infer from (5.6) and (5.10) that the estimates (4.50) and (4.51) remain true in the three
dimensional setting. Hence, as before, we can define the functional H as in (4.57) and notice that
relation (4.58) still holds. Moreover, thanks to (2.5) and (5.8), we deduce that
‖∇q‖ ≤ C‖S‖+ C‖ϕ∇µ‖ ≤ C + C‖ϕ‖L∞(Ω)‖∇µ‖
≤ C + C‖ϕ‖
1
2
H1(Ω)‖ϕ‖
1
2
H2(Ω)‖∇µ‖ ≤ C(1 + ‖∇µ‖
5
4 ). (5.11)
Now, we can control the first three terms on the right-hand side of (5.9) as in Section 4. Indeed, by (5.7),
(5.10) and the form of S, we notice that
I2 = −(∂tS, µ) ≤ C‖∂tϕ‖2 + C(1 + ‖∇µ‖)2, (5.12)
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and
I3 = −(∂tS, q) ≤ C‖∂tϕ‖2 + C(1 + ‖∇µ‖)2.
Collecting the above computations, we readily arrive at
I1 + I2 + I3 ≤ C‖∂tϕ‖2 + C(1 + ‖∇µ‖)2 ≤ C‖∂tϕ‖2 + C(1 +H). (5.13)
Now, using (1.1)3, (2.5) and (5.8), we have
‖∂tϕ‖∗ ≤ ‖∇µ‖+ ‖u‖‖ϕ‖L∞(Ω) + C‖S‖
≤ ‖∇µ‖+ C‖u‖‖ϕ‖
1
2
H1(Ω)‖ϕ‖
1
2
H2(Ω) + C
≤ C(1 + ‖∇µ‖) + C‖u‖(1 + ‖∇µ‖) 14 ≤ C(C +H) 58 . (5.14)
Consequently, we find
‖∂tϕ‖ ≤ C‖∂tϕ‖
1
2
∗ ‖∂tϕ‖
1
2
H1(Ω) ≤ C(C +H)
5
16‖∂tϕ‖
1
2
H1(Ω). (5.15)
Replacing the above into (5.13), we obtain
I1 + I2 + I3 ≤ η
4
‖∂tϕ‖2H1(Ω) + C(1 +H)
5
4 . (5.16)
Next, we recall the Gagliardo-Nirenberg inequality (cf. (2.8) with q = 6)
‖f‖L∞(Ω) ≤ C‖f‖ 14‖f‖
3
4
W 1,6(Ω), ∀ f ∈ W 1,6(Ω). (5.17)
Proceeding as in (4.64) and using (5.7), (5.15), and (5.17), we deduce that
‖µ‖H2(Ω) ≤ C|µ|+ C‖∆µ‖+ C
∥∥∥ ϕ
1 + ϕ2
q
∥∥∥
H2(Ω)
≤ C(1 + ‖∇µ‖) + C(‖∂tϕ‖+ ‖S(ϕ− 1)‖+ ‖u · ∇ϕ‖)+ C∥∥∥ ϕ
1 + ϕ2
q
∥∥∥
H2(Ω)
≤ C(C +H) 12 + C(1 + ‖∂tϕ‖+ ‖u‖‖∇ϕ‖L∞(Ω))+ C∥∥∥ ϕ
1 + ϕ2
q
∥∥∥
H2(Ω)
≤ C(C +H) 12 + C(C +H) 516‖∂tϕ‖
1
2
H1(Ω) + ‖u‖‖∇ϕ‖
1
4‖ϕ‖
3
4
W 2,6(Ω) + C
∥∥∥ ϕ
1 + ϕ2
q
∥∥∥
H2(Ω)
≤ C(C +H) 12 + C(C +H) 516‖∂tϕ‖
1
2
H1(Ω) + ‖u‖(1 + ‖∇µ‖3/4) + C
∥∥∥ ϕ
1 + ϕ2
q
∥∥∥
H2(Ω)
≤ C(C +H) 78 + C(C +H) 516‖∂tϕ‖
1
2
H1(Ω) + C
∥∥∥ ϕ
1 + ϕ2
q
∥∥∥
H2(Ω)
. (5.18)
In order to provide a control of the last term in (5.18), we report the analogue of (4.66) in three dimen-
sions ∥∥∥ ϕ
1 + ϕ2
∥∥∥
H2(Ω)
≤ C(1 + ‖∇ϕ‖2L4(Ω) + ‖ϕ‖H2(Ω)) ≤ C(1 + ‖ϕ‖ 32H2(Ω)). (5.19)
Here we have used (2.3). Next, recalling (3.10) and (4.65) and using (5.19), we find∥∥∥ ϕ
1 + ϕ2
q
∥∥∥
H2(Ω)
≤ C + C‖ϕ‖L∞(Ω)‖∇ϕ‖L∞(Ω)‖∇µ‖+ C‖∇ϕ‖L∞(Ω)‖∇q‖+ C‖∂tϕ‖
+ C(1 + ‖ϕ‖
3
2
H2(Ω))‖q‖L∞(Ω). (5.20)
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To control the L∞-norm of q, we report (4.63) for the reader’s convenience
‖q‖H2(Ω) ≤ C + C‖ϕ‖L∞(Ω)‖∇ϕ‖L∞(Ω)‖∇q‖+ C(1 + ‖ϕ‖2L∞(Ω))‖∇ϕ‖L∞(Ω)‖∇µ‖
+ C‖ϕ‖L∞(Ω)‖∂tϕ‖. (5.21)
Exploiting (2.5), (4.41), (5.8), (5.11), (5.15) and (5.17), we obtain
‖q‖H2(Ω) ≤ C + C‖ϕ‖
1
2
H1(Ω)‖ϕ‖
1
2
H2(Ω)‖∇ϕ‖
1
4‖ϕ‖
3
4
W 2,6(Ω)‖∇q‖
+ C
(
1 + ‖ϕ‖H1(Ω)‖ϕ‖H2(Ω)
)‖∇ϕ‖ 14‖ϕ‖ 34W 2,6(Ω)‖∇µ‖+ C‖ϕ‖ 12H1(Ω)‖ϕ‖ 12H2(Ω)‖∂tϕ‖
≤ C + C‖ϕ‖
1
2
H2(Ω)‖ϕ‖
3
4
W 2,6(Ω)‖∇q‖+ C
(
1 + ‖ϕ‖H2(Ω)
)‖ϕ‖ 34W 2,6(Ω)‖∇µ‖+ C‖ϕ‖ 12H2(Ω)‖∂tϕ‖
≤ C(1 + ‖∇µ‖) 14 (1 + ‖∇µ‖) 34 (1 + ‖∇µ‖) 54 + C(1 + ‖∇µ‖) 12 (1 + ‖∇µ‖) 34‖∇µ‖
+ C(1 + ‖∇µ‖) 14 (C +H) 516‖∂tϕ‖
1
2
H1(Ω)
≤ C(C +H) 98 + C(C +H) 716‖∂tϕ‖
1
2
H1(Ω). (5.22)
Now, we go back to (5.20). By similar computations, and using (5.22), we have∥∥∥ ϕ
1 + ϕ2
q
∥∥∥
H2(Ω)
≤ C + C‖ϕ‖
1
2
H1(Ω)‖ϕ‖
1
2
H2(Ω)‖∇ϕ‖
1
4‖ϕ‖
3
4
W 2,6(Ω)‖∇µ‖+ C‖∇ϕ‖
1
4‖ϕ‖
3
4
W 2,6(Ω)‖∇q‖
+ C‖∂tϕ‖+ C(1 + ‖ϕ‖
3
2
H2(Ω))‖q‖
1
2
H1(Ω)‖q‖
1
2
H2(Ω)
≤ C + C‖ϕ‖
1
2
H2(Ω)‖ϕ‖
3
4
W 2,6(Ω)‖∇µ‖+ C‖ϕ‖
3
4
W 2,6(Ω)‖∇q‖
+ C(1 + ‖ϕ‖
3
2
H2(Ω))‖q‖
1
2
H1(Ω)‖q‖
1
2
H2(Ω) + C‖∂tϕ‖
≤ C(1 + ‖∇µ‖) 14 (1 + ‖∇µ‖) 34 (1 + ‖∇µ‖) + C(1 + ‖∇µ‖) 34 (1 + ‖∇µ‖) 54
+ C(1 + ‖∇µ‖) 34 (1 + ‖∇µ‖) 54((C +H) 916 + (C +H) 732‖∂tϕ‖ 14H1(Ω))
+ C(C +H)
5
16‖∂tϕ‖
1
2
H1(Ω)
≤ C(C +H) + C(C +H) 2516 + C(C +H) 3932‖∂tϕ‖
1
4
H1(Ω) + C(C +H)
5
16‖∂tϕ‖
1
2
H1(Ω)
≤ C(C +H) 2516 + C(C +H) 3932‖∂tϕ‖
1
4
H1(Ω) + C(C +H)
5
16‖∂tϕ‖
1
2
H1(Ω). (5.23)
Replacing (5.23) into (5.18) we finally have
‖µ‖H2(Ω) ≤ C(C +H) 2516 + C(C +H) 516‖∂tϕ‖
1
2
H1(Ω) + C(C +H)
39
32‖∂tϕ‖
1
4
H1(Ω). (5.24)
We are now ready to provide a bound for the term I4. Using the above relations, we deduce that
I4 = −
∫
Ω
∂tϕ∇µ · u dx
≤ ‖∂tϕ‖L6(Ω)‖u‖‖∇µ‖L3(Ω)
≤ C‖∂tϕ‖H1(Ω)‖u‖‖∇µ‖ 12‖µ‖
1
2
H2(Ω)
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≤ C‖∂tϕ‖H1(Ω)(C +H) 34‖µ‖
1
2
H2(Ω)
≤ C‖∂tϕ‖H1(Ω)(C +H) 34
[
C(C +H)
25
32 + C(C +H)
5
32‖∂tϕ‖
1
4
H1(Ω) + C(C +H)
39
64‖∂tϕ‖
1
8
H1(Ω)
]
≤ C‖∂tϕ‖H1(Ω)(C +H) 4932 + C‖∂tϕ‖
5
4
H1(Ω)(C +H)
29
32 + C‖∂tϕ‖
9
8
H1(Ω)(C +H)
87
64
≤ η
4
‖∂tϕ‖2H1(Ω) + C(C +H)
87
28 . (5.25)
Replacing (5.16) and (5.25) into (5.9), we arrive at
d
dt
H +
η
2
‖∂tϕ‖2H1(Ω) ≤ C(C +H)
87
28 . (5.26)
Thus, by comparison principle for ODE’s, we obtain that there exists a time T0 > 0 depending in
particular on the value of H at time t = 0 such that
‖∇µ‖L∞(0,T0;L2(Ω)) + ‖u‖L∞(0,T0;L2(Ω)) + ‖ϕ‖H1(0,T0;H1(Ω)) ≤ C. (5.27)
Thanks to (5.7), (5.8), (5.10) and (5.11), this immediately implies that
‖µ‖L∞(0,T0;H1(Ω)) + ‖ϕ‖L∞(0,T0;W 2,6(Ω)) + ‖q‖L∞(0,T0;H10 (Ω)) ≤ C.
By comparison in (1.1)4, it easily follows (5.5). To get further regularity of q and µ, we then notice that,
by (5.3) and Sobolev’s embeddings, both ϕ and∇ϕ are uniformly bounded. Hence, recalling (5.22) and
(5.24), we also infer that
‖q‖L4(0,T0;H2(Ω)) ≤ C, ‖µ‖L4(0,T0;H2(Ω)) ≤ C.
Finally, observing that (4.73) holds in three dimensions, the above regularities entail the second of
(5.1). 
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