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The demand for licensed spectrum resources is rapidly on the rise. This is due to the proliferation of 
bandwidth consuming wireless services and multimedia applications which exacerbate pressure on the 
existing radio resources. Studies on licensed spectrum (primary user channel) have shown two basic 
facts. Firstly, that the static licensed spectrum allocation results in low utilization most of the time and 
secondly, spectrum holes (TV white space) exist yet, are scattered across the spectrum bands. These are 
wasting resources and therefore need harmonization achievable through channel assembling strategies 
(CAS) proposed and investigated in this research. Cognitive radio’s channel assembling strategies 
(policies) enables unlicensed users (secondary users) to combine several unused channels (spectrum 
holes) into combinations of usable secondary user (SU) channels in order to enhance its throughput and 
other metrics.  
However, this has improved the performance of SU in terms of capacity, spectrum utilization, reduced 
blocking and forced termination. With this, it is clear that CAS would be a panacea for the actualization 
of the set targets (Ultra-high capacity, Ultra-high data rate, lower latency, cost effective, cyber-alertness, 
self-awareness/self-reconfigurable and quality of experience delivery) of the next generation (5G) 
wireless networks. CAS can be categorized as static or dynamic and several have been suggested in 
relevant studies to optimize the use of the scarce but wasting resources. Similarly, most studies did not 
take into account the dynamics of a wireless channel  hence assumed the signal to noise ratio (SNR)  as 
identical which does not a real-world wireless networks scenarios. For CAS to be applied, it must 
consider: the classes of SU traffic, channel state condition (SNR) and other constraints that have direct 
effects on the qualities and capacities of the accessible channels vis a vis the varying wireless channel 
and the modulation scheme (adaptive modulation and coding).  
Motivated by a realistic scenario in CAS in cognitive radio networks, three CAS for a multi-rate wireless 
channel integrating adaptive code and modulation (AMC) is presented. The strategies (policies) 
includes: the readjustment based strategy (RBS), immediate blocking strategy (IBS), and queuing based 
strategy (QBS) which was incorporated into RBS scheme in this study. In the RBS, the aggregated 
channels are adapted to minimize forced termination and/or blocking of new SU, whenever PU appears 
while in the IBS, the SUs are instantly pre-empted with if no sufficient spectrum resources is available. 
For the QBS scheme, instead of instant termination at no free channel for SU, the SUs are queued and 
served later. These novel strategies were compared with No-assembling strategies (NAS) and evaluated 
with single and multiclass SU traffic classes via extensive system simulations.  
The numerical results obtained demonstrate that integrating queuing regime and AMC into CAS in 
cognitive radio network is a robust approach irrespective of the SU classes. This accounts for the reason 
why the QBS regime outperformed RBS and IBS respectively in all wireless link conditions. However, 
viii 
 
the NAS has the least performance since no special technique was applied. Furthermore, a system 
analytical framework to analyse the performance of the two proposed strategies (IBS and RBS) with a 
single class SUs was developed. A Continuous Time Markov Chain (CTMC) is used to develop and 
evaluate the analytical model. The developed strategies featuring AMC demonstrates that system 
performance in terms of blocking, forced termination and acceptance/admission probabilities 
respectively can be significantly improved. For the strategies to be much more robust in handling SUs 
of different traffic classes and quality of service requirements, a joint queuing based channel assembling 
strategies (CAS+Q) featuring AMC in varying wireless link which is another form of RBS with queuing 
was analysed .  
Unlike the previous studies whose analysis were based on single class traffic flows without queues, this 
work expands the investigation by considering a multi-class SU traffic flows with separate queuing 
regimes using a CTMC. The essence is to further improve spectrum utilization, secondary network 
capacity and more especially, minimizing blocking and force termination of the SUs so that interrupted 
SU service will be queued and served later. The proposed strategies with queues (CAS+Q) is compared 
with the proposed strategies without queues and the results showed that the CAS+Q outperformed the 
existing once in terms of secondary network’s capacity, spectrum utilization, blocking access/admission 
and forced termination probabilities respectively.  This novel scheme reaffirms that AMC is a robust 
technique in improving CAS. Nevertheless, increasing the queue size, the blocking and forced 
termination probabilities could be reduced further but at the expense of system overall delays (longer-
delay). This could be a road map if the set target (high data rate and high capacity) for the next 
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“The better a work is,  
The more it attracts criticism;  
It is like the fleas who rush to jump on white linens”  




















1.1   Introduction 
The growing demand for mobile applications and multimedia services have greatly motivated the 
exploration and utilization of wider spectrum bands to support high data rate communications over air 
medium [1]. In order to resolve the challenge of spectrum scarcity resulting from static near-full 
allocation of spectrum, cognitive radio is proposed as one innovative technique that supports both 
current and next generation wireless communications networks. In cognitive radio networks (CRN), 
two classes of users with different priority access exist; which are the primary users (licensed users) 
and secondary users (SUs).  The unlicensed users been the secondary users, coexist in the same 
frequency band with the primary users (licensed users), and opportunistically utilize the spectrum 
bands, when the PUs are idle or inactive. Characterized with diversity in time and frequency, spectrum 
access opportunities differ for each individual secondary user in CRN.  
 
Therefore, to protect the primary users, the SUs opportunistically access the spectrum resource when 
PUs are idle with an allowable interference level at the primary receiver and vacate the spectrum when 
the PU arrives. Such behaviour result to the PUs ON/OFF channel usage pattern to SUs. With the 
traditional concept of cognitive radio, high data rate can be achieved to support the bandwidth 
consuming wireless services and multimedia applications.  However, investigations have shown that 
more can be achieved with cognitive radio since the PU channel usage pattern have been characterized 
as ON/FF. This is evident that spectrum holes (TV white space) exist and are scattered across spectrum 
with poor utilization. Thus, it is appropriate to coordinate these scarce and wasting spectrum resources 
that is scattered across time and frequency. Therefore, channel assembling strategies is proposed in 
cognitive radio networks recognizing its promising potentials.  
 
This dissertation will help to expand the knowledge of channel assembling (CA) by considering other 
factors like: the dynamics of a wireless link, the queuing regime, the SU classes and other promising 
techniques such as adaptive code and modulation (AMC). However, incorporating queuing regime 
makes channel assembling strategies (CAS) a panacea for achieving high data rate for next 








1.2   Evolution of Wireless Technologies toward 5G-Cognitive Radio 
Networks 
The evolution of wireless technology towards 5G cognitive radio is shown in Figure 1.1 and Figure 1.2. 
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Figure 1.1 Evolution of Cellular Network towards 5G Cognitive Radio Networks 
 







As at then, the main stake-holders were: the Total Access Communication System (TACS), Advanced 
Mobile Phone System (AMPS), Total Access Communication System (TACS) and Nordic Mobile 
Telephone (NMT). However, their main drawbacks are low data rate, low voice quality, frequent calls 
drop, low connectivity etc. The Global Systems for Mobile communications (GSM) been foremost 2nd 
generation (2G) network was rolled out in the 90’s. However, more advanced technology was 
introduced in its deployment which made it possible to be used for voice, message service and e-mailing 
as an additional service. Since much applications and services are supported, the power consumption is 
relatively low and as such, the battery-life of the 2G portable device lasts longer. Other supporting 
technologies of 2Gs are: IS-95A/B, Code Division Multiple Access (CDMA) and Time Division 
Multiple Access (TDMA) [2]. In order to improve the drawbacks of the previous technologies, a 
switching system was introduced which run on the design of 1G and 2G.  
 
Precisely, the 2.5G is implemented on a package and circuit switching protocol respectively with an 
improved data rate of 128-144kbps. Unlike 2G, it supported by CDMA, IS-136A/B, High-Speed 
Circuit-Switched Data (HSCSD), Enhanced data for GSM Evolution (EDGE) and General Packet Radio 
Services (GPRS). As a result of the demand from subscribers, couple with many drawbacks of 2.5G 
down to 1G, the 3G was announced and rolled out in late 2001. Its features included high data rate of 
1.5-2Mbps, Internet Protocol (IP) compliant, good quality of service (QoS), and ability to roam in order 
to cater for user’s mobility with guarantee users’ experience. However, with these services and 
applications, the 3G devices are obviously expensive with high energy consumption. Technologies that 
support the 3G networks are the Code Division Multiple Access (CDMA-2000) 2000, General Packet 
Radio Service (EGPRS), Wideband Code Division Multiple Access (WCDMA), Enhanced Circuit-
Switched Data (ECSD) and Universal Mobile Telecommunications Systems (UMTS).  
 
However, the emergence of new solutions such as High Speed Uplink Packet Access (HSUPA), 
Evolution-Data Optimized (EVDO), High Speed Downlink Packet Access (HSDPA) has developed a 
mid-third generation wireless networks (3.5G) having better throughput of 6-30Mbps. Between 2001 
and 2005, a more robust technology (3.75G) that has the latency to complement the size of the networks 
and delivers a significant amount of subscribers the opportunity to a wide range of fast services and 
applications was rolled out. Specifically, the Worldwide Interoperability for Microwave Access 
(WIMAX) and the Long-Term Evolution technology (LTE) has potentials of delivering higher data 
rate, better coverage at low cost thus referred to as the next generation mobile data services. The 
offspring of 3G and 2G networks is currently refers to as 4G of today. Examples of 4G networks are 






Generation Partnership Project (3GPP). The 4G networks has an advance services much better than the 
previous models by conveying a broad with dependable frame work based on Internet Protocol (IP). In 
4G system, the “whenever wherever” users experience is on services such as voice, data and videos, 
high definition television, multimedia-messaging package etc.  
 
However, there are key tasks that 5G networks must address which 4G did not. This includes; very-
high capacity, very-high data rate, cost effective, multiple connectivity (MD2D), very lower latency 
(1ms), resistance toward cyber-attack, self-awareness/self-reconfigurable (intelligence) and quality of 
experience provisioning. The reason is simply because of the exponential rise in the number of users 
with smart devices (bandwidth consuming devices). Just as 4G uses Orthogonal Frequency Duplexing 
Multiple Access (OFDMA) scheme, the 5G network will deployed a scalable OFDMA technique called 
Beam Division Multiple Access (BDMA). BDMA scheme works in such a way that the mobile 
switching centre assign a beam to individual base station and with the BDMA policy, splits the antenna 
beam with respect to positions of the handset (mobile station) therefore granting multiple admissions to 
the users, which in turn grows the network capacity [3]. For 5G, the data rate is very key and as such 
this ultra-high data rate (10-50Gbps) can possible be achieved through channel assembling/aggregation 
policy. The policy allows for aggregation of several unused/idle TV white space (spectrum-holes) or 
combination of unused channels into one logical channel. Lastly, the IEEE 802.22, 802.16, 802.11ac, 
802.11ad and 802.11af are the foundation towards the standardization of 5G cognitive radio networks 
thus the 5G-cognitive radio architecture overview is presented in Figure 1.3. 
 
 






1.3   Research Problems  
The significance of channel assembling strategies is of two folds: first, it improves SU data rate (higher 
throughput) since more channel will be aggregated and second, to ensure that the ongoing SUs packets 
(data) would have possibly transmitted before the PU arrives since SUs opportunistically utilizes the 
licensed spectrum. However, to realize these objectives, several research problems encountered need to 
be overcome hence can be categorized as follows: 
 
 SU Traffic Classification - The traffic classes of SUs are dissimilar and each with different 
quality of service (QoS) requitements. This presents a difficult challenge to the network model 
for providing users experience. Traffic types could be multimedia which can be further 
categorized into real time and non-real time. Packetized calls and teleconferencing (video calls) 
are good examples of real-time traffic class while file downloading, internet surfing, are non-
real-time class. SU real-time traffic classes are delay sensitive while SU non-real-time can 
tolerate delays, which implies that no strict delay requirement is needed despite its errors 
sensitivity unlike real time services. These different SU traffic classes pose a problem in 
network model development, implementation and deployment as it should efficiently 
accommodate all classes of the users and guarantee good user experience. A key feature of this 
proposed scheme is to accommodate SUs of all classes. 
 
 Dynamics of the wireless link - Unlike [4], [5] which assumed that the wireless channel 
condition or signal to noise ratio is homogenous, it is not always the case because wireless 
channel cannot be static or homogeneous all the time but rather dynamic. At this juncture, the 
challenge is on how to characterize the wireless channel to reflect the varying nature of the 
proposed wireless channel. Also, incorporating adaptive code and modulation (AMC) scheme 
in this research further affirms the fact that heterogeneous wireless channel condition or signal 
to noise ratio is tasking.    
 
 The queuing regime- Since our system model accommodates two classes of secondary users 
with different quality of service (QoS) constraint, designing a queuing regime that ensure that 
these different SU classes are queued in two separate buffers becomes a challenge. Specifically, 
developing and implementing a queue selecting algorithms (queue controller) for the different 
classes of SUs is very key so that real time SUs do not arrive into the same buffer that 
accommodates non-real time SUs. Secondly, since the proposed model accommodates SUs of 






secondary users will not be dropped or forced to terminate. This is also another major challenge 
in this work which was overcome.   
1.4     Thesis Organization 
The thesis is made up of seven chapters. Each chapter offers an insight into the contents, objective and 
depth of work carried out. Chapter one discussed the general introduction into the subject matter: 
evolution of wireless technologies toward 5G-cognitive radio network, research challenges, and 
contribution to knowledge.  
 
In Chapter two, a survey/overview of the research paradigm called cognitive radio network was 
presented. In the same vein, the make-up of cognitive radio was discussed in details. The concept of 
channel assembling strategies was also presented from relevant and recent literatures. 
 Chapter three presents two important aspects of cognitive radio networks. The first aspect investigates 
the primary users ON/OFF behaviour models while the second part focused on the impact of PU on 
secondary channels in cognitive radio networks using an overlay performance analysis.  
Chapter four emphasizes the need for the scarce and wasting resources to be organized, assembled and 
used optimally for SUs.  The chapter is also of two parts: The first part investigate, proposes and 
evaluates three channel assembling strategies in a single class SUs traffic in cognitive radio networks 
while the second part furthered the investigation by considering multiclass users’ scenario. The 
investigation also considered the effect of integrating queuing technique and AMC into channel 
assembling strategies in cognitive radio networks.    
Chapter five extends the investigation of the first part of chapter four by developing an analytical frame 
work to evaluate the performance of the two proposed strategies (IBS and RBS) with a single 
(homogenous) class. It gave an insight of the impact of the PU on SUs’ networks in a dynamic wireless 
link and the potentials of integrating AMC in channel assembling strategies.  
Chapter six extends the investigation of chapter four and chapter five respectively. It proposed, 
developed and analysed a joint queuing based channel assembling strategies (CAS+Q) featuring AMC, 
in a varying wireless link. Unlike the previous chapter that focused on single class SU traffic flows 
without queues. This one expands the investigation by considering a multi-class SU traffic flows with 
separate queuing regimes. More especially, it considered how to minimize blocking and force 






Chapter seven concludes the study undertaken in this research with detailed appraisal of the 
contributions, significance and recommendations. It also highlighted accordingly the research dynamics 
with emphasis on possible future research focus and direction. 
1.5   Thesis Contributions 
This thesis initiated, proposed and analysed three CAS in CRN thus providing new evidence data. 
However, these can be seen as the thesis main contributions as listed below: 
 Proposed three channel assembling strategies which considered the dynamic of a wireless 
channel featuring AMC. The strategies are evaluated with single and multiclass SU traffic 
classes.  
 Developed a systematic framework to analyse the performance of the proposed 
strategies/policies with a single class SUs. Part of which was recently published in IEEE 
WVITAE and IEEE ICET conferences [6], [7], [8, 9]. The detailed systematic model has shown 
to improve the overall system performance in terms of acceptance/admission, blocking, and 
forced termination probabilities respectively.  
 
 Proposed, developed and analysed a joint queuing based channel assembling strategies 
(CAS+Q) featuring AMC in a varying wireless link. Unlike the previous work that focused on 
single class SU traffic flows without queues, this work expands these investigation by 
considering a multi-class SU traffic flows with separate queuing regimes. The motivation is to 
further improve spectrum utilization, secondary network capacity and more especially, 
minimize blocking and force termination of the SUs so that interrupted SU service will be 
queued and served later. The proposed strategies with queues (CAS+Q) is compared with the 
proposed strategies without queues (CAS) and the results shows that the CAS+Q outperformed 
the existing one [8]  in terms of blocking and forced termination probability, secondary 
network’s capacity, access/admission probability and spectrum utilization. Moreover, the 
proposed policy confirms that integrating AMC with a queuing regime is a robust technique in 
enhancing CAS.  
 
 Since next generation/5G wireless network is targeted at providing ultra-high capacity, ultra-
high data rate, lower latency, self-awareness/self-reconfigurable (intelligence) and quality of 
experience delivery, therefore these proposed CR strategies would be a recipe for the realization 






It is expected that this discussion will provide insight for extension of the work in this thesis and 
based in the lessons learnt so far. The work done in this thesis resulted to several published papers 
as shown in the next section.  
1.6   Publications in Journals and Conference Proceedings from the Research 
work 
The list of publication below are materials forming major parts of the thesis with appearance in peer 
reviewed and accredited journals, as well as conference proceedings 
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2. E. Esenogho and V.M. Srivastava, “Two Queuing Based Channel Aggregation Policies in 
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   CHAPTER TWO 
Literature Review 
2.1   Introduction  
In this chapter, overview and related works on cognitive radio networks and the dynamic spectrum 
access technology are introduced. The SU interaction techniques including spectrum allocation and 
utilization (assembling) investigated in literatures are discussed. Emphasis is placed on research work 
on channel assembling strategies and its associated protocols.  
2.2   Cognitive Radio Networks (CRN): An Overview 
A CRN is an intelligent multi-user wireless communication system that embodies many tasks [10]. It 
has been considered also as one of the key drivers for the 5th generation (5G) wireless network due to 
its capability to: sense, make decision, reconfigure-self, manage, allocates and share spectrum resources 
[10]. CRN is projected to deliver cost effective spectrum access and elastic system utilization for the 
constantly increasing wireless application and multimedia services. In the present inelastic spectrum 
distribution policy, some spectrum-band is reserved for special access as stipulated by the International 
Telecommunication Union (ITU) and The European Telecommunication Standard Institute (ETSI) 
[11]. Suitable frequency band for communications remains a rare commodity, and request for additional 
resource generally involves huge financial responsibility for authorization. Spectrum shortage as a 
consequence of the almost exhausted allocation of resources becomes an obvious challenge to further 
motivate wireless infrastructures.  
 
However, the allotted resources are unequally structured with erratic exploitations between 10 to 90% 
in both time and frequency domains [12]. In built-up area, many access opportunities for secondary 
transactions exist in all domains (frequency, time and space). The typical tenancy over some physical 
locations is about 7-9% with the highest spectrum occupancy of 15-16% between 35 MHz and 3.5 GHz 
in the United States and lowest tenancy 2-3% in remote area [13]. Since research is far from 
developing a robust spectrum allocation strategy that allows allotting spectrum based on request at real-
time estimation, Cognitive radio proposing spectrum recycle into recent wasting idle channels has 
grown appreciation as a vital technique to mitigate the spectrum scarcity challenge [14]. Investigation 
has shown that Europe [15], [16], [17], [18] has greater spectrum occupancy compared to North 
America, however, still low. In general, it could be summarized that spectrum tenancy is moderately 






spectrum utilization shows that spectrum deficiencies are the consequence of outdated regulation 
strategy. In order to realize the European digital plan and continuous quest for wireless application and 
multimedia services, it is thought wise to envisage the employment of 5th generation wireless networks 
and services which needs fast and more dynamic access to the spectrum resources. The common 
tendency to supplier and effective spectrum management policy is motivated by the unceasing increase 
in new multimedia application and services. To cope with these trade-offs of: underutilization, 
bottleneck and spectrum allocation, cognitive radio approach was proposed [19], [20], [21] [22]. In 
CRN, the users are categorized into two distinct groups according to the channel access privilege: SUs 
and PUs. Individually SUs form cluster (network) with corresponding transactions and protocols. The 
primary users are the owners of the spectrum (licensed users) with the highest priority to access the 
spectrum. On the contrary, the SUs do not have licensed channels of their own. However, with cognitive 
radios (Mitola radio), SUs can intelligently sense and detect the idle channels when PUs are not present, 
and utilized it for secondary transactions among themselves.  
 
Vacant spectrum generally extends over the frequency band thus opens up an interval for secondary 
transactions, known as spectrum-holes. The terminology spectrum-holes and white-space created by 
[23] also were generally used in representing the vacant idle spectrum. However, because of this white-
space (spectrum-holes) used by the SUs which is usually found in the TV band, the term was completely 
renamed as “TV White space” (TVWS) [24], [25]. Cognitive radio networks operate using a well-
organized spectrum access scheme that gives secondary users (cognitive users) the capacity to access 
the PU spectrum which requests secondary users to speedily adapt to the spectrum variations and 
appropriately coordinate the user operations to avoid destructive meddling with PUs activities. Thus, 
SUs are equipped to identify vacant/idle spectrum prior to communications and constantly 
checking/sensing the spectrum for PUs arrival. Once several SUs are ON (busy) in the system, the 
organization and interaction between SUs generally affects the exploitation of the spectrum resources 
and other useful SU services.  
 
In CRN, the hierarchy spectrum admission strategy is its unique feature and thus relevant in real-world 
wireless networks application [19], [26].  Centralized CRN architecture is standardized to utilize the 
idle TV spectrum in wide coverage area networks. Cognitive radio standard (IEEE 802.22) stipulates 
the OSI layer for a static node to multi-node air boundary, that a cognitive radio-base station (CRBS) 
coordinates channel detection (sensing) together with the conventional base station characteristics, for 
example, spectrum allotment and users request management. Similarly, it is very challenging to attain 
fast and seamless transition which reduces interference to the licensed user and performance reduction 






to control the spectrum mobility [17], [27], as compared to the centralized network (server-model) 
which handles handoff/handover procedures [28]. Since channel access is within a window period, due 
to the random appearance of PUs, there is need for SUs to have a coordinator (CRBS) that will 
cooperatively manage the associated SUs, and identify spectrum-resources thus enhancing channel 
access reliability with little or no inference with the PUs [7]. This is made possible by the SUs sensing 
the spectrum with corresponding feedback information (sensed information) sent to the central node of 
SUs. With this procedure, the central node is aware of the behavioral (ON/OFF) pattern of the PUs, as 
such reduce the deployment cost of the interference which in most cases cannot be tolerated. With the 
speedy evolution of wireless services and multimedia applications, without corresponding increases in 
licensed band, CRN highlights the need to design more robust schemes to cater for this constantly 
increasing demand for good user experience [4]. For instance, the installation of small-cells for interior 
signal enhancement is impaired by accessible channel resources [5]. Currently, CRN networks models 
is proposed for small-cell networks to deliver additional out of spectrum resources for static and 
dynamic users [29]. Through the employment of cost effective, low-range, small cell base stations 
(home eNode B in 3GPP LTE standard), the users of small cell can use the identified spectrum-holes to 
satisfy the users requirement for online services and applications.  
 
The concept of CRN’s dynamic spectrum access (DSA) discipline sounds interesting and innovative 
from both Mitola point of view and other researchers. However, designing and developing CRN 
platform is a complicated assignment together with other open research questions which include but not 
limited to: cross-layer design, access strategy, network routing and discovery protocol, spectrum 
sensing/sharing, intelligent-antenna policy, self-configuration/awareness (spectrum adaptation), and 
software-defined network (SDN) platform design. Amongst all mentioned, the probing and utilization 
of spectrum-holes is the main issue in CRN research. Recent researchers have proposed some unique 
techniques to sense and track spectrum utilization patterns of the PUs. Since the PU idle (white space) 
channels are scattered across the spectrum band, there is needs for coordination to improve the users 
QoS requirements hence the need for aggregation. CAS enables SUs to combine more than one idle 
channel in order to optimize SU performance. This have shown to enhance SUs performance in terms 
of throughput, blocking probability, spectrum utilization, access/admission probability and 
dropping/forced termination of the secondary network [8], [30]. However, finding a preferred spectrum 
access scheme that will aggregate unused channels in an effective way considering: the varying nature 
of a wireless link featuring AMC, robust queuing regime and the classes of SUs is still an open question 
seeking for answer, hence, the need of the main focus of this study. 






2.3   Cognitive Cycle of Cognitive Radio 
Cognitive radio adaptively adjusts its communication parameters and opportunistically accesses the PU 
channel without causing undue meddling on PUs transactions. The CR operations are illustrated in 
Figure 2.1. As earlier indicated, the capabilities of the radio intelligence (cognitive) are embedded in its 
dynamic functionalities to: dynamically access spectrum, sense spectrum, share spectrum, make 


























Figure 2.1 Capabilities of a cognitive radio 
2.3.1 Spectrum Access 
Communications of SUs in cognitive radio networks are restricted by the activities of PUs operating in 
the similar spectrum. However, with the advent of robust spectrum identifying schemes, like the wide 
spectrum detecting/sensing schemes, the ability of SUs to probe and identify wide-band opportunities 
is improved. Nevertheless, there are possibilities to identify ample TVWS wasting and waiting to be 
used for SUs communications. At this juncture, the task then shifts to the aspect of how to organise 
these wasting but scarce resources for optimal usage, considering the short window period for 
transmitting SU packets. As a result, the concept of channel assembling strategy was proposed for CRN 
[8], [27], [30]. Several CA strategies have been proposed in an attempt to improve the performance of 






2.3.2 Spectrum Access Models 
The main emphasis of spectrum access is to ensure that spectrum is recycled by secondary users (SUs). 
However, detecting and characterizing channel access motivates the enabling of flexible 
communications in the multi-layered channel access model. The manner at which Primary users (PUs) 
and SUs interact for spectrum recycle are basically categorized as: underlay, interweave and overlay 
model [17], [25], [31]. In the underlay model, both users are allowed to communicate concurrently 
unlike the the interleave architecture. However, with the underlay, the SU samples its signals across a 
range of band that is sufficiently wide to guarantee the extent of interference (signal to noise ratio) 
generated on primary signal within an acceptable limit. Interference of such, limits the use of underlay 
model for short distance transmission system. This implies that SUs needs a strong inter-layer 
connection to make transmission decisions. Thus, the underlay model is commonly utilized in the 
argument of the hypothetical performance borders of CRNs. In the interweave model, both users (PUs 
and SUs) operates individually with no signal exchange between. SUs detect idle spectrum through 
intelligent sensing, and detects the activities of the PUs through various detection techniques. The PU 
is either in “ON” or “OFF” mode indicating that PUs is either idle or busy. In the overlay model, 
simultaneous communications between PUs and SUs are permitted but this time, the PUs is involved in 
access decision of the SUs in the network [32], [33]. For desperate reason of communication 
opportunities, the SUs exchange information (negotiate) with PUs for communications by transmitting 
on PUs networks via a cooperative policy, which includes a sophisticated coding techniques. Normally, 
detecting errors are naturally unavoidable incidence in real-world networking procedures. For instance, 
signal sampling, delayed response and channel approximation, have corresponding adverse impact on 
the overall system performance. However, collaboration among SU can help SUs evade the detecting 
error challenges and improves channel admission opportunity for unlicensed users. Instead the 
collaboration calls for a dynamic PUs coordination for seamless internetworking with SUs.  
2.3.3 PU Spectrum Opportunity Usage Pattern 
Part of the reasons for spectrum underutilization is attributed to PUs ON/OFF behaviours. This has 
resulted in spectrum holes (TVWS) as shown in Figure 2.2 and 2.3 respectively [34], [35]. However, 
while Figure2.2 illustrates the PU ON/OFF behaviours, Figure 2.3 illustrates the assembling 
(aggregation) of spectrum-holes in idle state via the logical ON or discrete OFF procedure [36]. Thus, 
CR became a new model for the exploration and exploitation of spectrum-holes across time and 
frequency domain. Cognitive radio networks operate in several radio bands for opportunistic 
communication and the spectrum access opportunities shows dissimilarity in the both spectrum usage 






for the SU communications could be modelled by an ON/OFF alternating procedures whose distribution 
would be exponential or geometric [8], [34, 37].  In [34], the duration of an OFF time when the channel 
𝑀 is available for secondary channel access is modelled as a random variable 𝑇𝑂𝐹𝐹
𝑀  with a probability 
density function (PDF) 𝑓𝑇𝑂𝐹𝐹
𝑀 (𝑥) > 0. Likewise, the PDF of the interval of an ON period when the 
channel is busy is given as 𝑓𝑇𝑂𝑁










Figure 2.2 PU spectrum utilization pattern 
 
 
Figure 2.3 Aggregating spectrum opportunity across frequency and time 
 
Studies have shown that most of PU spectrum seems to have the idle period very often however, the 
figures of the lengths of idle periods vary. Though, the ON/OFF periods are not homogenous over 
dissimilar spectrum according to the specific PU pattern. It can be naturally presumed that the spectrum 
holes (TVWS) released from a TV spectrum would be different from that of a busy 1G (GSM) networks. 






Furthermore, the diversity of spectrum band offers additional heterogeneous advantage in secondary 
communications. Characteristics of spectrum diversity are discussed in details in wireless propagation 
models [38], [39]. Spectrum reaction to wireless signals varies across frequency bands because of the 
spectrum selective nature of low-scale fading, with the frequency requirement of path-loss. In [40], a 
significant study on the subject relating to the heterogeneity of spectrum networks is highlighted. 
Irrespective of channel heterogeneity or variation in frequency, cognitive radio networks are designed 
with the capability which enables the SUs explore the scares/valuable spectrum opportunities by tuning 
to the unused/idle frequency bands in order to services the SUs. Because this TVWS lies in different 
spectrum band, there is possibility that it will indicate heterogeneity in their communication features. 
Presently, describing the features of the heterogeneous spectrum in cognitive radio networks remains 
an unanswered question. For instance, a SU probes the different adjacent channel because the PU 
behaviour and its transmitting parameters vary. For a particular adjacent terminal, there are multiple 
spectrums with diverse communication parameters to allow reliable connections.  Studies in [41] 
proposed a novel index to quantify the performance of the heterogeneous channels for scheduling and 
routing. The higher layer (Transmission Control Protocol) performance of the OSI model for the node 
to node communication is estimated in [42], and the outcomes demonstrates that utilizing heterogeneous 
channels could enhance the performance through a clear definition of the heterogeneous boundaries. 
SU communication introduced interference on the PU transactions in the adjacent frequency bands [43]. 
To alleviate channel meddling, the packet handover of the SU alters its path to avoid the PU interference 
regions. This is anticipated based on the cross channel interference fading associated with the frequency 
domain.  
 
From literature, the generality of heterogeneity of the spectrum opportunities can be characterised into 
four aspects: the PU behaviours; this entails the mean spectrum availability, the mean holding-time for 
the spectrum opportunity, and the maximum transmitting power allowed for the secondary user in order 
not to cause interference. Network-Layout Loads; this entails different loads for the similar channel in 
different links. Transactions features of the channel; this includes the channel size, the communication 
interval on the specified power level, symbol rate, and the supported modulation and coding systems. 
The spectrum procedure policy; spectrum shared with static or dynamic schemes aggregates 
neighbouring or adjacent idle channels to improve data rate [36]. However, the focus of this thesis will 
be centred on the spectrum procedure policy.  Precisely, the next section will highlight the theory of 






2.3.4 Spectrum Sensing  
Since the SUs are not the licensed owner of the channels it intends to use, it first senses to detect the 
PU presence on the channel before usage to avoid interference. However, a dynamic spectrum agile 
procedure where CR observers its wireless surroundings, identifies usage information of PU and 
explores for TVWS, can be accomplished through single or multiple CR terminals cooperatively or 
otherwise. Furthermore, SUs can detect idle channels through several sensing and detection techniques 
like energy detection, matched filter detection, features detection and so on. However, the detection of 
PU activity in the absence of transactions between PUs and itself is still an open puzzle yet unsolved.  
Moreover, the sensing approach employed depends on the signal processing techniques used in the 
sensing procedure [17].  This is categorized into three basic techniques which are: the interference 
management sensing technique, transmitter sensing technique and receiver sensing technique. The 
transmitter sensing techniques comprised of the cyclostationary-features sensing technique, energy 
sensing technique, and matched-filter sensing technique. The energy sensing is a non-coherent sensing 
technique in which the PU sensing does not necessarily need erstwhile information of the signal to 
check if the spectrum is busy or idle. Hence, it is assumed as the simplest of all the sensing methods 
[35], [44], [45]. The advantages of this technique are: easy deployment, cost-effective, less complexity 
and do not necessarily need erstwhile information of the PU signal. These advantages make energy 
sensing the simplest method to identify PU presence [45]. The peculiarity of this technique is that the 
signal detection depends on comparing the energy-level of the known signal to the bench-marked level, 
while bench-marked level relies on the noise-floor which could be projected. However, the energy-level 
is challenging to predict since the variations is hinged on two factors: space between PUs/SUs and the 
communication features [35]; such as the choice of a suitable bench-marked level results in many 
shortcoming of the energy sensing technique. Thus, if the threshold is too low, this may result to 
erroneous alarm. Conversely, if the bench-marked level goes so high; missed sensing could occur due 
to the fact that fading primary signals would be overlooked. 
Hence, the performance of energy sensing method is a function and appropriate choice of the bench-
marked level in all domains. Additional drawback of the energy sensing technique is the exactness of 
signal detected as compared to other techniques [46], [47]. For matched-filter detection, the matched is 
gotten by comparing an identified PU signal with an unidentified signal to predict if the PU signal is 
active. More also, the matched filter detection is faster to obtain high precision on account of previous 
information of the PU signal such as the transmission scheme, signal shape, and the bit patterns. This 
implies that, if such statistics are not precise, the matched filter performance would be poor. The 
matched filter detection, nevertheless, is deployed when the targeted PU signal carries known signal 
features. This is another drawback. The cyclostationary-feature detection approach has improved 






computational complexity requires significantly long observation time which makes it the least option 
to consider.  
This detection technique depends on the inherent redundancy in the PU communications [46]. One 
advantage of this technique is its ability to identify the modulation scheme even if it needs partial 
knowledge of the PU statistics [48], [49]. Moreover, it is not cost effective due to the limited 
information, hence, requires more knowledge to detect the PU. The performance of this sensing method 
depends on some criteria which include: noise ambiguity, idle transmissions and modulation scheme of 
the PU. Therefore, the trade-off between cost and time are used as a performance improvement criterion 
for the cumulative distribution function (CFD) [50], [51]. Among all the transmitter approaches 
mentioned, energy detection with the threshold based decision is widely applied because of obvious 
reasons identified. Though, it cannot differentiate signal types and does not work for spread spectrum 
[52]. The leakage energy from the local oscillator is used for the detection of PUs instead of the 
transmitted signals receiver detection technique. However, the leakage energy from the oscillator is 
sensed by the matched filter. Problem of uncertainty can be resolved using the receiver detection 
techniques. But, because the signal from the oscillator is weak, design and implementation of a 
dependable detector is still an open issue.  
For the interference management detection approach, the interference boundary is characterized by the 
extent of meddling that the receiver could bear provided the SU avoids going beyond its bound by their 
activities, then, the channel can be used. The task of deployment becomes complicated. For instance, it 
is almost impossible for a SU to quantify the interference level received by the PU terminals. Also, the 
interference threshold of a PU is a function of position which is very difficult to define. Waveform 
based detecting is generally based on relationship with identified signal features. Identified features are 
generally used in wireless link to assist harmonization or for other purposes. Features include: spreading 
sequences, pilot features and preambles. It shows that waveform based detection technique is better 
than the energy sensing method in terms of convergence time and consistency. It also shows that the 
robustness of the detection procedure rises as the distance of the known signal features rises. This 
approach is employed when the targeted PU signal carries known signal features. These techniques and 
others (radio identification based sensing and multi-dimensional spectrum sensing) form the 


























Figure 2.4 Classification of spectrum awareness 
2.3.5 Spectrum Decision 
Based on the outcome of the spectrum sensed information gathered, cognitive radio estimates the 
spectrum-hole (idle channel) and makes decision on when to start its operation. The identified idle 
channels are shared among the SUs to transmit their packets in an opportunistic way without causing 
interference to the PUs. After spectrum-hole have been known, the services available are then weighed 
thereafter, the most appropriate spectrum based on the quality of service and user experience are 
selected. The main reason for this evaluation is to minimize the forced termination and blocking 
probabilities in the secondary transactions. This has a direct link to the anticipated period of the 
spectrum opportunity and the packet configuration. Moreover, the patterns of the PUs must be 
considered in the weighed significance of the spectrum-hole selection. This gives cognitive radio the 
leverage to utilize information from regulatory and policy database in order to enhance its operations. 
With proper design of the spectrum-hole methodology, secondary users can select realistic spectrum-
holes (TVSW) for packet transmission or quickly handoff transactions to other available spectrum-holes 
if the PU arrives.  
 
Spectrum estimate and decision algorithms using machine learning is still an open area of investigation 
for the past decades. However, costing and designing of spectrum sensing policies must be balanced. 
Using artificial intelligence (AI) algorithm to monitor the spectrum flag, introduces a spectrum 
forecasting strategy via partially observable Markov decision procedure [53]. The technique studied the 






Therefore, each SU identifies the spectrum status by its own sensing procedure at its position. With 
channel modelled in time slot, the choice of spectrum-hole is commonly assumed as a Markovian 
procedure using POMD sensing output in individually slot. Observing and mastering PU behaviour is 
strengthening over a long period of time in a self-organising manner. The methodical optimization 
depends on: the detecting strategy, dependence strategy of sensing vector and exploit strategy. In 
cognitive radio networks, the spectrum-hole organization in the multi-hop communication is modelled 
as a distributed optimization problem whiles the mastering procedure taken as a theory [54]. The 
usefulness of the spectrum-holes is weighed upon the observation at the terminal and by the statistics 
among the users. The intervals between them are weighed with the value of the information and a model 
"information cell" is proposed to compute the value of the status of the adjacent users.     
2.3.6 Spectrum Sharing 
Once the SU has opportunistically accessed the spectrum, and spectrum sensing has been done to 
ascertain the PU status, the next phase will be how to share the identified spectrum resources among 
SUs, considering the diversity of SUs traffic request. As several SUs may demand spectrum resources 
concurrently, the robust spectrum sharing strategy must be in place to manage the concurrent SUs 
transaction and the same time, prevent undue meddling to the primary users. Spectrum sharing strategy 
is proposed as a panacea to this problem, and this is similar to the role Media Access Control (MAC) 
protocol plays in the OSI model of a conventional wireless networks [55].  
This have shown that spectrum sharing generally improves the performance of cognitive radio networks 
precisely, in a densely deployed network as each SU will be adequately catered for irrespective of the 
traffic type and requirements. Conversely, because of the distinctive features of CRNs which includes 
spectrum adjustment and PUs tolerance, the resource sharing strategy in CRNs faces several problems. 
This has been a hot research topic in the present day and with a lot of efforts put in to addressing it. The 
current proposed spectrum sharing scheme are categorized into four different pair architectures. They 
are: the infrastructure and infrastructure-less spectrum sharing, collaborative and non-collaborative 
spectrum sharing, overlapped and underlapped spectrum sharing and intra-network and inter-network 
spectrum sharing architecture respectively [19, 20]. In infrastructure spectrum sharing architecture, 
there is a fusion centre otherwise called cognitive base station (CRBS), which collates the statistics 
about vacant spectrums opportunities, manages the resources allocation and access. In this model, 
different requirements from different secondary users are better considered and organised by the fusion 
centre (FC).  
However, in infrastructure-less sharing model, spectrum allocation and admission is performed by 






have their respective drawbacks and advantage over each other when compared. The main difference is 
that CBRS performs access management and resources allocation in the infrastructure architecture, 
though the statistic collation and sensing processes are carried out independently by SUs. The CRBS 
collates the feedback statistics from each SU, based on how the spectrum allocation decision is 
designed, as shown in Figure 2.5.  Another advantage is that optimum scheduling can be realized by 
the CRBS since it is aware of the traffic of each associate secondary user through exchange of 
information. In [56], the concept of spectrum broker (server) approach is proposed to allow the co-
existence of licensed and unlicensed in mutual environs as shown in Figure 2.5. The central spectrum-
broker gets statistics about the interference and environment through measurements from different users 
and then schedules its operations for optimal spectrum use. In [57], an infrastructure system for 
managing and organising spectrum access called Dynamic Spectrum Access Protocol (DSAP) was 
proposed.  
This technique allows lease-based dynamic spectrum access through an organising fusion centre and 
allows effective spectrum sharing and exploitation in wireless environments. The contention for both 
spectrum resources and clients is taken into account under the regulation of a spectrum strategy server, 
which reconciles spectrum sharing among communication hardware, and thus monitors the appropriate 
spectrum. In the infrastructure-less system, SU partakes actively in resource sharing among them. This 
architecture reduces the intricacies of system implementation with the information exchanges among 
users occupying significant volume of system resource. Much emphasis has been placed on 
decentralized spectrum sharing techniques [58], [59], [60]. In [58] a game theory based approach called 
price-based infrastructure-less (decentralized) spectrum sharing scheme, to realize optimum resource 
utilization was presented. Infrastructure-less multi-channel spectrum sharing system is proposed to 
attain the optimal stable equilibrium in a multi-channel scenario [59]. The MAC policy with incomplete 
spectrum information is studied from a game model point of view [60] while [61] proposed an 
infrastructure-less auction-based spectrum sharing mechanism where the SUs offer to purchase 
spectrum bands from the licensed user who is the seller, selling vacant spectrum bands to make revenue. 
They considered a more general and realistic scenario where channels have different qualities and SUs 
are free to make their choice for each channel independently. That is, each SU submits a tender, one for 
each channel as shown in Figure 2.6 (a) and (b). However, clear difference between centralized and 








Figure 2.5 Centralized spectrum sharing architecture 
 
 


















In the case of collaborative and non-collaborative spectrum sharing models, the grouping is done based 
on the affiliation between SUs. To be precise, the condition is whether they share their spectrum sensing 
information among themselves or not. On the other hand, non-collaborative spectrum sharing is 
designed in such a way that, SUs make spectrum access decisions independently without necessarily 
exchanging information with other SUs. [68] proposed game model for non-collaborative CRN which 
enables SUs to make choice on spectrum access in non-collaborative manner in order to access several 
appropriate spectrums. This can be achieved by taking into account different QoS requirements and 
resource classification. [69] presents a resource sharing problem in a secondary band where outcomes 
indicate to be tight and quantify the best feasible performance in a non-collaborative situation.  
By comparison, collaborative resource sharing has gained popularity over non-collaborative model 
since the SUs can share extra information about the wireless environment thus improving their 
performance. [70] proposed installation of agents based on the devices that can be collaborative to 
improve spectrum utilization. The study demonstrates that multi-agent based collaborative spectrum 
sharing can achieve up to 87 percent (87%) of the entire utility. In spectrum sharing, there are different 
design objectives and these objectives are aimed at different metrics, which includes energy efficiency 
and signal to interference reduction with corresponding techniques to accomplish such goals [71]. 
Though, coordination has shown to improve performance of spectrum sharing, however at the expense 
of total coordination delay and overhead [72]. As asserted earlier in overlapped spectrum sharing model, 
SUs access the TVWS opportunistically and transmits on these channels, only when the PUs are totally 
absent from the spectrum. As such, conflicting transaction which will cause interference will be 
minimized and possibly prevented. Statistics about PU’s position and communication is essential which 
is obtained through deep spectrum sensing. In underlapped spectrum sharing model, both primary and 
secondary users’ transactions are permitted concurrently. This is leveraged by SUs spreading their 
signals across the available frequency band.    In underlapped spectrum sharing model, the interference 
caused to PUs can be characterized as wide-band background noise.  
As long as the noise level is under an acceptable limit, the primary user link can be secured. Thus, 
significant study has been carried out on these two sharing models from different points of views. The 
energy allocation issue is investigated in a combined spectrum overlapped/underlapped fashion in 
CRNs [73], [74].  [75], [76], [77], considered the combination of energy and rate adaptation strategy 
while in [78], a rate sharing strategy for an overlapped model is proposed using a hypothetical game 
approach. In [79], a comparative study to evaluate the performance of different spectrum sharing 
strategies, together with spreading based underlapped and interference avoidance-based overlapped is 
investigated via outage probability. System such Multi-Input Multi-Output (MIMO) takes into account 
overlay and underlay scenarios [80]. The improvements and trade-off between overlapped and 






analytically claim that one scheme is better than the other. The choice of one scheme over another is 
predicated on several factors like mode of coordination, closeness of device/users to each other and the 
sensing approach adopted.   
For intra-network and inter-networks spectrum sharing models, the sharing is simply done within a 
licensed network and or with other different networks respectively. Nevertheless, after the actual 
deployment, occasionally one area is covered by a single network, while the other is covered by several 
networks from different network providers or multi-modal systems owned by the same operator 
coexisting in the area. The intra-network spectrum sharing is adopted to allot resources while for inter-
network policy; it could be used for inter-network spectrum sharing. In [84], an infrastructure intra-
network resource sharing is proposed where the systems are evaluated analytically with one optimal 
model found in terms of fairness and throughput. In [85], a hybrid set-up like the Multi-Carrier Code 
Division Multiple Access (MC-CDMA) scheme and Direct Sequence Code Division Multiple Access 
(DS-CDMA) installed in the same cell is taken into account. This has shown that the spectrum 
utilization can be better improved by spectrum sharing as compared with systems without sharing. Inter-
network spectrum sharing for Universal Mobile Telecommunications System (UMTS), cognitive radio 
system 802.22 standard and International Mobile Telecommunications-Advanced (IMT-Advanced 
Standard) systems has been studied in details [86], [87], [88].  
2.3.7 Spectrum Mobility 
After primary user arrives and starts to transmit, secondary users have to halt its operations or departs 
presently used channel. This can be done by possibly switching to another radio spectrum that is vacant 
in order to escape interfering with license users. For this to be deployed in real time, secondary users 
have to constantly probe for possible alternative spectrum holes. These capabilities of cognitive radios 
are embedded on: its signal processing techniques and software defined radio capability [31], [89], [90], 
[91], [92], [93]. The purpose of the CRN is to optimize natural resources such as: time, frequency, and 
energy efficiently. This is done by identifying the surroundings and adapting its communication 
parameters and same time to avoid interfering with the PUs. However, the requirements for a CRN 
includes: stable TVWS and PU sensing, precise link prediction between nodes, swift and exact power 
control.  These factors guarantee stable transactions between CR node and enables interference 
avoidance to PUs.  So far, spectrum sensing, decision, sharing and mobility respectively, are all ways 
that SUs improve its performance in terms of: accurate and timely sensing, appropriate resource 
allocation and possibly vacation of the spectrum when the PU arrives to avoid inference. For instance, 
if several spectrum-holes exist and have been accurately sensed, the SU accesses the spectrum 






“One open question is; what happens to the other spectrum holes (channel-slot)”. It is obvious that 
those spectrum-holes will still be wasting. Then, the task would be how to organise these wasting and 
scarce resources for optimal usage for the secondary users considering the fact that there is a limited 
window period for transmitting SU packets. As a result, the concept of channel assembling strategy 
(spectrum-hole aggregation techniques) was proposed and implemented for CRN.  
2.4    Channel Assembling in Cognitive Radio Networks 
Channel assembling (CA) is one of the latest concepts, which cognitive radio network is introducing to 
support the next generation/5G wireless networks. This implies that the performance of a CRN needs a 
dynamic channel allocation scheme and one way of achieving such is through channel management, is 
an adaptive policy which allows combination of multiple scattered channels into a one logical practical 
chunk. Furthermore, CAS enables SUs to aggregate vacant channels (spectrum-holes) in order to 
increase the data rate and possibly, complete transmission of its packets before PU arrival. This has 
shown to enhance SUs performance in terms of throughput, blocking, access/admission and forced 
termination probabilities of the secondary network [5], [8], [30]. Several of this has been investigated 
in many studies in an effort to optimally use the scarce but wasting resources. Moreover, CAS can be 
categorized as fixed and dynamic. In fixed CAS, a SU can assemble a fixed number of primary channels 
while in dynamic CAS; a SU can assemble variable number of channels depending on availability.  
These policies consist of spectrum adjustment which is of two folds [5]: spectrum handover where a 
SU can combine channels at different spectrums and spectrum adaptation where SU modify upward or 
downward, the quantity of spectrum resources during communication. In [4], spectrum adaptation is 
incorporated in CAS. Their study proposed two schemes that adapt channel tenancy of current traffic 
flows with the assumption that all channels are identical. [5] proposed CAS with adaptation in a 
heterogeneous traffic flow. The performance of these policies is evaluated using CTMC models. The 
estimation of this model in the pseudo-stationary scenarios are analysed and the capacity closed form 
are derived in different settings.  
The performance comparisons of CAS were studied in three different cases when channel adaptation is 
not incorporated. The scenarios are: with a fixed number of assembled channels, without channel-
assembling, and aggregating all vacant channels whenever a SU is admitted into the network [30]. In 
[8], two channel assembling strategies called RBS and IBS in a dynamic wireless link featuring adaptive 
code and modulation (AMC) were proposed. In the IBS scheme, if a SU cannot assemble the required 
channel-slots, it is instantly blocked. Similarly, if the PU arrives and randomly selects from of the 
ongoing SU’s channel-slots, the SU is forced to terminate. RBS scheme is more flexible than the IBS 






instant blocking, the SU will adjust down the number of channel-slots it has aggregated and keep 
probing for other PU free channels. Finally, both schemes took into account the dynamics of the 
wireless-link featuring AMC which was not considered in most investigations.  
The systematic framework to analyse the performance of the CAS is developed and applied in this 
research work. In [94], a variable and constant CA scheme were proposed. The performance analysis 
of both schemes for wideband CRN was evaluated. In the variable scheme, the amount of spectrum 
resources a SU is assembled depends on probability distribution and the number of the residual channels 
that are vacant. Studies in [95] extended the investigation considering imperfect sensing for wideband 
cognitive radio networks. This research [6] therefore develops and compares through simulation study, 
two channel assembling strategies which are the IBS and RBS in a single class SU traffic on a dynamic 
wireless link. As [96] investigated CA for elastic data traffic with spectrum adaptation, it proposed two 
new policies namely, the Greedy and Dynamic strategies respectively. In the greedy strategy, a SU will 
continue to aggregate channels up to its upper bound if channels are available at the time it gained 
access. This will continue as long as channels are available. If PU departs and more channels become 
vacant, it keeps grasping more until it gets to the upper bound. In the dynamic policy, SU responds in 
the similar manner as in the greedy policy.  
But, if a SU appears and there are inadequate vacant channels, instead of blocking, ongoing SU services 
will share their occupied channels with the new arrivals as long as it has the minimum channels required 
to commence and sustain its transmission after sharing as [97] incorporated a queuing technique into 
CA. In their study, when there are no idle channels available, or the PU interrupts the SU transmission, 
the SU service is queued instead of blocking instantly or forcibly terminating it. A different and seemly 
more robust method was proposed in [98], where channel assembling and fragmentation (CAF) strategy 
was combined. In this strategy, SUs is allowed to adjust the currently used channel-slot with respect to 
the spectrum opportunity and traffic load. Precisely, if there are low network load and sufficient vacant 
channel-slot existing, then the SUs will occupy the spectrum and deploy CAS to optimize the 
throughput (service rate). Else, the channels are split so that, several SUs could benefit. In CAF policy, 
both CF and CA are implemented adaptively. Whereas CA delivers a high throughput and exploits the 
spectrum resources optimally, channel fermentation ensures that the blocking and force termination 
probabilities are kept at minimal. Another approach to channel assembling strategies is the 
incorporation of a queuing regime.  
This is found in [7], [9] [24], [97, 99, 100] . In their work, queue is introduced so that SU traffic that 
would have been forced to terminate or blocked are queued in a buffer and possibly served later. 
Therefore [24] proposed and compared three channel assembling strategies in multiclass SU traffic 






is evaluated through a simulation study without detailed analysis. In [97], the author incorporated 
queuing technique into channel assembling strategies proposed in [4], [5], [30] models. In their work, 
the secondary users’ traffic is classified as elastic and non-elastic. Higher priority is given to the non-
elastic users because of the delay sensitive traffic unlike the elastic traffic with lower priority. However, 
the non-elastic users access the channel first and will not be fed-back into the queue unlike the elastic 
user’s traffic which has the flexibility of being queued whenever it is interrupted by the PU. This 
approach improves system performance items of: forced termination, spectrum utilization, network 
capacity, blocking and access/admission probabilities but at the expense of mean total delay especially 
for the SU elastic.  
In [99], the simulation framework and theoretical model was developed using CTMC introduced 
queuing technique into CA and fragmentation (CAF) policy for spectrum access. Their work extends 
the CAF policy of [98], by proposing a second queuing technique. They presented the CAF with 
queuing policy in which a buffer is assumed to accommodate pre-empted SUs. With the help of the 
buffer, whenever an SU is pre-empted by PU arrival, it would otherwise wait in a buffer to be served 
later. In as much as sufficient vacant channels resurface before the waiting time elapse, the SUs could 
reclaim the transmission opportunity else, the SUs will be dropped-off from the buffer. This has shown 
to improve the dropping probability of the SU. The impact of CA and CF for SU flows by proposing a 
channel access strategy which integrates both CF and CA was studied by [101]. Their investigation 
reaffirms the fact that higher network capacity and throughput could be attained by deploying CA and 
CF jointly. 
2.5    Conclusion 
In this chapter, a survey/overview of the research paradigm called cognitive radio networks was 
presented. In the same vein, what makes it cognitive is embedded in its capabilities to: (1) intelligently 
sense the primary user’s channel to avoid  collision (interference) using appropriate sensing techniques; 
(2) dynamically and opportunistically access the primary user’s spectrum before the PU arrives 
(overlay) or coexist with the PU with limited interference (underlay); (3) make decisions based on both 
its radio environment and neighboring users; (4) centrally or otherwise share spectrum resources among 
each other to avoid starvation of weaker users; (5) hop to another free channel/spectrum if it cannot 
coexist with the PU and (6) assemble/aggregate spectrum resources (white space) across frequency and 
time domain to improve SU transmissions as shown in Figure 2.7. The essences of cognitive radios are 
to identify and use PU’s resources optimally. But, this identification and reuse of the PU resources is 






investigates the various assumed or commonly characterized ON/OFF behaviours and it impacts on SU 
performance in cognitive radio networks. 
 
 





















Primary Users ON/OFF Behaviour and Its Impact on Secondary 
User Channels in Cognitive Radio Networks 
 
In the previous chapter, the PU behaviour has been characterized as ON/OFF. This behaviour has 
resulted in the inefficient usage of the scarce spectrum resources. In this chapter, two important aspects 
of cognitive radio network will be discussed and thus, this chapter is divided into two parts. The first 
aspect investigates the primary users ON/OFF behaviours while the second part focused on the 
interaction impact caused by the PU on the secondary channels in a centralized cognitive radio network 
using an overlay performance analysis. The first part investigates and compares the commonly assumed 
ON/OFF behaviours while in the latter part, an analytical approach was proposed to analyze the 
opportunistic spectrum access strategy (OSAS) with different occupancy statistics [34], [102], [103]. 
The average service time, throughput and time delay were the metrics used for the performance 
evaluation.  
Part one is organized as follows: In section 3.1, introduction and related works are presented. System 
description and investigation of the PUs ON/OFF behaviours is described in section 3.2. Three primary 
users ON/OFF distribution are discussed section 3.3. The simplified flow chat/algorithm of the various 
primary users ON/OFF behaviours is presented in section 3.4 while numerical results and discussion is 
found in section 3.5. Part one of this chapter is summarized in section 3.6.   
Part two of this chapter is organized as follows: introduction and closely related works are presented in 
section 3.7 and 3.8 respectively. System/network models and assumptions are presented in section 3.9.  
System analytical model is found in section 3.10 while performance measures are discussed in section 
3.11. System algorithm/flow chart is in section 3.12.  Numerical results and discussions are presented 
in section 3.13 while the investigation is concluded in section 3.14.   
3.1  Introduction 
Recent research has established that part of the cause of spectrum scarcity is the underutilization of 
some spectrum bands (licensed band) [104] . However, this is ascribed to PUs ON/OFF behaviours, 
giving rise to TVWS. In this regard, cognitive radio technology (CRT) was recommended as a model 
for identifying and utilizing of TVWS across domain. This is made possible through the deployment of 
a dynamic spectrum access (DSA) scheme which is another promising access strategy for reclaiming 






proposed to deploy OFDMA system for spectrum access, while OFDM for resource distribution and 
interference cancellation/avoidance, sensing that the PU activities are imperative. This is to ensure good 
performance for both the PUs and the SUs. Thus, understanding and predicting the statistical behaviour 
of the PUs is also a key to a reliable and effective sensing process. The behaviour of PUs has been 
modelled as: ON/OFF Markovian, exponential and geometric respectively [37], [105, 106, 107, 108].  
This part of this thesis focuses on investigating the PUs activity in relation to these three commonly 
assumed distributions.  Also, to evaluate and establish which of these is/are relatively stable, so as to 
give the SUs the opportunity to utilize the OFF or idle channel- slots since this is of utmost concern to 
the SU. Since it has now been established that CRT is an efficient means to maximize bandwidth for 
next generation networks, coupled with the fact that radio resources are facing scarcity owing to speedy 
growth in multimedia application and service [105], [109]. Then, there is need to investigate and 
compare the commonly assumed PUs ON/OFF distributions which this part of the thesis has achieved. 
The essence is to establish the level of available and stable of spectrum resources in terms of unused/idle 
channel-slots based on the distributions.  
In Markovian process, two factors determine the ON/OFF states. They are: the state probability matrix 
and the state transition matrix [110]. While the exponential ON/OFF process is a random process which 
depends on ON/OFF mean time , the mean time determines the ON/OFF duration (how long), thus, 
serving as input to the function for generating random ON/OFF period thus, depicting a typical PU 
behaviour [37]. The geometric ON/OFF distribution is a stochastic process which depends on the 
probabilities of the ON/OFF epoch [108]. The contribution of this research work gives insight into 
spectrum availability pattern in different ON/OFF activity models (distribution). 
3.2  System Description and Investigations 
In this investigation, ON/OFF activities of the PUs have been generally assumed in literatures as 
exponential, Markovian or geometric. However, in this investigative study, we considered various 
behaviours across a time-slot to evaluate the distribution with the better/stable capacity of OFF slot 
(resources) which is of importance to the SUs. The three assumed ON/OFF behaviours is chosen 
because; it is the most common description of PUs behaviour in communication system [108], [111], 
[112], [113]. Individual channel is structured in slots and as such, slots are created across each channel 
as shown in Figure 3.1. The PU ON/OFF alternation occurring in these slots are shown in Figure 3.2. 
The slot state of the 𝑚𝑡ℎ channel in a time 𝑡 is given by 𝛿𝑚 (𝑡) ∈ 1(𝑖𝑑𝑙𝑒), 2(𝑏𝑢𝑠𝑦) for all the three 
(exponential, Markovian process and geometric) processes. In the Markovian process for example, the 







Where                𝑃(𝑖, 𝑗) = (
𝑝11 𝑝12
𝑝21 𝑝22
)                                                                                                         (3.1) 
 
However, this can be expressed as,   𝑃(𝑖, 𝑗): = 𝑃𝑟{𝛿𝑚 (𝑡) = 𝑗⎸𝛿𝑚 (𝑡 − 1) = 𝑖}                                 (3.2) 
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                           Figure 3.1 An ON/OFF PU frame structures 
 
3.3  Primary Users ON/OFF Processes 
Investigations have shown that the incumbent (PU) are often TV band whose activities periods are 
reported [108], [111], [112], [113]. However, PU activity is modeled as: Busy/Idle Markovian 
procedure source, interchanging between ON and OFF states. The ON/OFF processes are commonly 
assumed as ON/OFF Markovian, ON/OFF exponential and ON/OFF geometric. Thus, the ON/OFF 
channel pattern specifies a time frame in slot that a PU is present or absent. Once mastered, this erratic 
behaviour of the PU, the SUs can then logically aggregate the idle slots in and used it for transmitting 
its data within a time frame as shown in Fig 2.3, 2.7, 3.1 [36]. Moreover, the conventional pattern of 
PUs is not uniformly distributed all the time as commonly assumed since the PUs has diverse choice of 
channel. For instance, in the IP TV system, while the band of a certain IP TV station is stable, several 








TOFFTON . . . . .
 
Figure 3.2 A Busy/Idle pattern of PUs 
3.3.1 Markovian ON/OFF Process 
The Markovian ON/OFF process is guided by two factors which are the state transition matrix and state 
transition probabilities [107], [108]. Nevertheless, state transition matrix and the state transition 
probabilities remain constant for the similar distribution however the capacity of ON/OFF slot varies 
for a particular distribution as observed. Consider a scenario with  𝑀  wireless channels Figure 3.1, 
where time is denoted as 𝑡  and it take values from (0,1,2 .  .  . 𝑁). Thus the PU behaviour is modeled as 
a Busy/Idle, two-state Markovian process with state space 1 and 2 representing a typical discrete time 
model as shown in Figure 3.1 and Figure 3.2. It is assumed that the state transition takes place at the 





]                                                                                                                                 (3.4) 
                         
1 represents OFF/Idle state which means the spectrum is not been occupied while 2 represents ON/Busy 
state depicting spectrum occupancy. The likelihood of transition from state  𝑖  to state  𝑗 is characterized 








𝑛={1,2,   .  .𝑁}
                                                                               (3.5) 
 
For 𝑛 discrete time-slots up to 𝑁 frames, the function 𝑇𝑂𝑁, gives the probability that a PU is Busy for 













𝑛={1,2,   .  .𝑁}
                                                                                                      (3.6) 
 
Where 𝑃12 and 𝑃21  are the transition probabilities from state 1 to 2 and 2 to 1 respectively, as shown in 
Figure 3.3. Let 𝜑 = (𝜑1, 𝜑2) be stationary probability vector of matrix 𝑃.  




















Figure 3.3 ON/OFF transition diagram 
3.3.2 Exponential ON/OFF process 
When the primary users’ activity is described as ON/OFF with exponential distribution, it simply means 
that the PUs will be ON for a time period and OFF for the remaining time. It furthermore implies that 
a time 𝑡, the PUs will be ON with an average mean ON-time (𝜏𝑂𝑁) and at other time, it generates the 
OFF period with an average OFF mean (𝜏𝑂𝐹𝐹) . To determine the number of resources (mini-slots) in 
OFF or ON state that SUs have per time slots, we translate the exponentially generated time into time-
slots. The duration of an OFF time, when the channel 𝑀 is available for SUs, is modelled as a random 
variable 𝑇𝑂𝐹𝐹
𝑀  with PDF 𝑓𝑇𝑂𝐹𝐹
𝑀 (𝑥) > 0. Likewise, the PDF of the interval of an ON period, when the 
channel is busy, is given as 𝑓𝑇𝑂𝑁
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Figure 3.4 Exponential ON/OFF transition diagram 
 
Where  𝑇𝑂𝑁 + 𝑇𝑂𝐹𝐹 = 𝑇𝑃 represents one complete period of a cyle. Also, 𝑇𝑂𝑁~𝑓𝑇𝑂𝑁(𝑦), 𝑦 > 0 while 
𝑇𝑂𝐹𝐹~𝑓𝑇𝑂𝐹𝐹(𝑥), 𝑥 > 0. Let the time for OFF (Idle) frame and ON state as generated by the ON 
distribution in eq.3.10 be 𝑇𝑂𝐹𝐹 and  𝑇𝑂𝑁 respectively. The number of mini-slots 𝑁𝑂𝑁 in ON state can 
be estimated as, 
 







                                                                                                                    
 
     𝑁𝑂𝑁  =
lim
𝑛→𝑁




                                                                                     (3.10) 
 
Similarly, if  𝑇𝑂𝐹𝐹 represents time for OFF frame as generated by the Idle (OFF) CDF in eq.3.11, and 
𝑇𝐵 denote the duration for ON or OFF slot assuming both to be identical. Then, the number of mini-
slots 𝑁𝑂𝐹𝐹 in Idle (OFF) state can be express as 
             







                                                                                                            
 
     𝑁𝑂𝐹𝐹 = 
lim
𝑛→𝑁




                                                                                  (3.11) 
3.3.3 Geometric ON/OFF process 
In the geometric process, the duration of successive ON and OFF periods is time independent. However, 






account for how often each (ON or OFF Period) occurs. Consequently, how far they spread out is 
captured by their variances which alternatively are accounted for by their standard deviation or the 
square root of the variance. Moreover, standard deviation is one of the factors used to evaluate the 
stability of the three commonly assumed PUs ON/OFF activities. Statistically, geometric distribution 







𝑃𝑟(𝑥, 𝑦) = 𝑝(1 − 𝑝)𝑥−1 𝑔𝑒𝑛𝑒𝑟𝑎𝑙  𝑓𝑜𝑟𝑚
𝑃𝑟𝑂𝑁(𝑥) = 𝑝(1 − 𝑝𝑂𝐹𝐹)
𝑥−1
𝑃𝑟𝑜𝐹𝐹(𝑦) = 𝑝(1 − 𝑝𝑂𝑁)
𝑦−1
                                                                                    (3.12) 
 
Where 𝑃𝑟(𝑂𝑁) and 𝑃𝑟(𝑂𝐹𝐹) are probability of ON and OFF respectively. 
3.4  System Algorithm/Flow-Chart for the ON/OFF Processes 
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Figure 3.5 illustrates how the algorithm (simulation set-up) generates this behaviour of the PUs. As 
stated, the number of sub-channels and time-slot combination form a matric like structure. Figure 3.1 
and each representing the ON or OFF mini-slots. The function box generates (output) any of the 
behaviours after all the basic parameters (number of channels, number of slots and so on) has been 
inputted. From the output, the results are shown is in the next section. 
3.5  Numerical Results and Discussion  
The numerical results and discussions are presented in this section. The simulation was ran using Matlab 
and excels tools. In the simulation, the parameters are configured as follows: state transition matrixes = 
[0.8866, 0.1134; 0.5309, 0.4691], state probability matrix= [0.824; 0.176], number of channels  =
10 , time-slot = 10, number runs ≡ number frames 100, mean ON time = 0.5, mean OFF time = 0.5. 
Probability for ON-OFF period = [0.5, 0.5]. The results in Figures 3.6, 3.7 and 3.8 show the percentage 
availability of ON/OFF state in geometric, exponential and Markovian ON/OFF process respectively. 
Figures 3.6 and 3.7 are similar in behaviour however, in Figure 3.6; the highest ON period is 62% while 
the highest OFF period is 59% showing that the SU must deploy a robust/intelligent sensing technique 
to avoid interference with the PU since PUs are busier in the spectrum. In Figure 3.7, the highest ON 
period is 66% while the highest OFF period is 55% depicting similar scenario in 3.7 and as such, same 
measure will follow to avoid inference and other factors like packet blocking/dropping. However, 
Figure 3.6 has more OFF period of 3% higher that Figure 3.7 which is very significant to the SU since 
it does not own any spectrum of its own. Figure 3.8 shows 27% and 98% ON and OFF period 
respectively which is quite higher than that in Figure 3.6 and 3.7. In Figure 3.9, the result indicates that 
the mean OFF/ON time for Markovian process (OFF/ON- time (M)) is a better preference for SUs since 
it has higher average OFF time than the geometric (OFF/ON- time (G)) and exponential (OFF/ON-time 
(E)) process respectively. Though, geometric and exponential, OF/ON process are similar with little 
behavioural deference in mean and standard deviations.  
Thus, since what is of utmost important for the SU is the OFF period (OFF time slot) the Markovian 
process will be better for any cognitive users (SUs) due to wide window period of exploiting the 
unused/idle PU resources. Markovian process is relatively reliable and stable based on investigation 
with the following premises:  
 
 It has a standard deviation of 4.6139 which is lesser than geometric and exponential process 
with 5.6617, 6.1967 respectively at equal runs. 
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Figure 3.9 Percentage (%) ON/OFF versus Mean Time 
3.6  Conclusion   
The first part of chapter three investigates, evaluates and compared the commonly used/assumed PUs 
ON/OFF behaviours/activities illustration the behaviour being relatively stable in terms of OFF period, 
which is of importance to the SU. Also, it shed more light on the opportunities abound with the OFF 
duration which is of great importance to the SUs. Thus, it could be optimized by assembling them for 









































































based on the percentage time, it was shown that ON/OFF Markovian process has less than 20% mean 
ON-time while geometric and exponential have 54% mean ON-time.  This means that, more can be 
achieved when Markovian behaviour is assumed for PUs. If we have assumed a Markovian ON/OFF 
process/behaviour as the preferred process, the next section will dwell on the investigating the impact 
of the primary users’ activity on secondary user’s channels in cognitive radio networks. The second part 
of this work will focus on the impact of the primary user’s behaviour (activities) on the SU’s channel 































































3.7  Introduction 
CRN is an innovative model for solving the problem of spectrum underutilization associated with PUs. 
But this can be achieved through a dynamic spectrum access (DSA) scheme. The PU being the licensed 
owner, has higher priority on the channel while the SU access primary channel opportunistically at the 
time when the PUs is absent (idle). When the PU arrives and the SU is still transmitting it data, the SU 
either coexist as long as the interference is minimal or is forced to terminate (dropped). It could also be 
queued in a buffer if the interference is destructive. Nevertheless, if the PU arrives and enough channels 
exist, how does this impact the SU performance in an overlay scenario? This section investigates and 
evaluates the impact of the PU on the SU channels. In the first part of this chapter, the motivation for 
this study is to buttress what literatures have established on the quest for spectrum which has been 
rapidly on the increase in recent times. Furthermore, the wireless services/applications are rapidly 
gaining acceptance over the wired counterpart primarily due to their low cost, portability, accessibility 
and flexibility which in turn has exponentially increased the demand for licensed spectrum [114].  
 
As a nimble and innovative model, CRN has introduced a concept shift that allows the opening up of 
the spectrum space to simultaneous operating users in a non-intrusive mode. Consequently, to make 
possible spectrum allocation without causing collision or harmful interference to existing traffics, SUs 
(cognitive users) should possess a minimum of information (ON/OFF statistics or behaviour) of the 
PUs. Depending on the knowledge that is needed to coexist with the primary network, cognitive radio 
approaches fall into three classes: Underlay, Overlay and Interweave [115]. Overlay and underlay are 
the two commonly used techniques in cognitive radio network, in a bid to optimally utilize the 
limited/scarce spectrum resources. Detailed study confirms that static spectrum sharing policy results 
to very low exploitation (around 7%) of the primary radio band most of the time [116], [117]. The 
residual slice of the unlicensed band is used up by these emerging services and application hence 
resulting to the problem of spectrum scarcity. Therefore, this calls for better spectrum management 
strategies [61], [117].  In order to better explore and exploit both licensed and unlicensed band, a 
promising approach which improves spectrum utilization, by dynamically allowing spectrum sharing 
amongst the SUs is proposed.  
 
The SU uses opportunistic spectrum access (OSA) scheme to exploit the temporary unused spectral 
resources, by constantly probing the PUs band cooperatively.  The sensed information (PU’s ON/OFF 
statistics) is collated by the fusion center or cognitive radio base station (CRBS) for possible decision 
based on the channel state and volume if the licensed channels available. Subsequently, managing large 
volume of unused spectrum resources becomes easier and more effective. The PU being the licensed 






channel(s). This raises the question of; how will the SUs react or respond when the PUs arrives? This 
section investigates and analyzes the interactive effect of PUs on the SU network response in terms of 
throughput, average service time, delay and packet blocking etc. An extensive simulation with a 
carefully worked-out model using a simplified discrete time two states Markovian process to analyze 
the PU/SU spectrum occupancy on the premise of [118] is developed. 
3.8 Related Works  
The underutilization of spectrum under the current predetermined spectrum management policy has 
spurred many research works especially on DSA [53]. In [119], two cognitive MAC protocols for SU 
voice service were proposed. They are the contention free technique and contention based technique. 
In their study, a systematic model is introduced to find the voice-service capacity of the two techniques.  
Moreover, the effect of the PUs Busy/Idle pattern is taken into account for independent and correlated 
channel(s) respectively.  [120] proposed an approximated model for un-slotted OSA networks under a 
non-saturated condition while a decentralized cognitive MAC (Cog-MAC) procedure that efficiently 
exploits the scarce spectral resources without affecting the features of PUs was proposed by [121].  The 
use of spectrum opportunities often requires stochastic approaches due to constraint in predicting their 
appearances. Their study describes Cog-MAC, a distributed MAC procedure that is built on the multi-
channel preamble reservation policy.  
 
The strategy adaptively picks a vacant communication spectrum by deploying a decentralized spectrum 
selection strategy and allows users to be totally asynchronous to one other. [122] extends the 
investigation of [121] by proposing Cog-MAC+ procedure for a distributed channel system. The idea 
is based on preamble set-aside system and CSMA standard. It attains akin transmissions for several SUs 
by allowing them to estimate the interval of channel occupancy of each users. In order to achieve the 
best sensing schedule, it also allows SUs to dynamically access channels according to the channel 
occupancy of PUs and other secondary networks. Moreover, Cog-MAC+ uses an adaptive energy 
detection scheme to dynamically set the energy detection threshold according to the carrier sensing flag, 
the false positive detection ratio and the predictable noise level. [123] proposed a new cognitive MAC 
protocol for efficient DSA based on full-duplex CRNs, where SUs are able to perform concurrent 
spectrum sensing and data transmission owing to full-duplex systems. Precisely, SUs can detect the 








In [124], a hidden Markovian system with state estimation for opportunistic channel access in CRNs 
was proposed. In their study, the primary spectrum structured in a TDMA mode with synchronized 
time-slots of identical interval and transiting between OFF and ON states respectively thus, the SUs 
uses them whenever they are vacant via spectrum sensing. Furthermore, their proposed strategies take 
advantage of state spectrum sensing, estimation and acknowledgments (ACKs) from the receiver for 
optimum usage. [125] proposed an effective DSA procedure to enhance channel usage and stable 
communications multi-hop CRN. In their study, the Pareto distribution model was adopted due to the 
characteristic of PUs behaviour. On this ground, SUs can precisely detect the spectrum-holes. Unlike 
the outdated access scheme, the acknowledgement information provides the stable delivery of data in 
multi-hop CRN. Besides, to realize the optimum spectrum usage, the graph model to analyze channel 
sharing was proposed. In the investigation, the various domain division multiplexing technologies were 
assumed to support their policies of spectrum distributions and adaptation. [126] proposed a MAC 
protocol for SUs which enables it to opportunistically utilize the unused PU spectrum.  
 
In this proposal, period is on time slots basis and each time slot is of equal interval. However, the slot 
structured is in two phases which are the contention phase and the data transmission phase. The first 
phase selects a SU based on 802.11 standard with RTS/CTS mechanism. In the data transmission phase, 
the SU is allowed to occupy the time remaining after the contention phase thus, in the case of collision, 
a dynamic back-off strategy is deployed. [127] proposed DAS as a means to achieve both spectrum and 
energy efficiencies. In this investigation a secondary user can adaptively select a channel to transmit 
data when the channel is not occupied by any PUs. Alternatively, the SU can harvest RF energy for 
packet transmission when the channel is busy. The ideal frequency/channel selection policy of the SU 
can be obtained by formulating a Markov decision process problem. So far, the OSA has shown to be 
one of the reliable approaches to optimally utilize/access the PU channel without meddling or collision. 
In [128], a priority access scheme is proposed amidst the SUs. In their study, SUs are classifies as high 
and low priority classes respectively.  
 
The high priority SUs are given access first while the low priority SU is buffered. In [118], the author 
presented a performance analysis for the OSA but did not consider a centralized model where the SUs 
are coordinated by a fusion center or cognitive base station (central controller) [103].  Delay, packet 
blocking and throughput as a performance measure were not considered in their performance measures. 
It is therefore worthy to note that this section of the thesis is an extension of the investigation in [102] 
with a simplified flow chart/algorithm with well-presented analysis, clearer and more detailed 






3.9 System Model and Assumptions 
In this section, a centralized CRNs scenario where PUs’ channel is sensed by SUs cooperatively is 
considered and shown in Figure 3.10. The sensed information is sent to the CRBS for decision and 
spectrum allocation. Based on the channel state information of the PU, the CRBS grants the SU access 
into the PU channel. However, if the PU is in idle state or not occupying the channel at a particular 
time, the SU becomes the owner.  Based on the overlay system, it is likely to have two simultaneous 
communications in a given interference area, where normally only one transaction takes place at a 
given time. However, if the SU inference goes beyond a particular predefined threshold, the SU packet 
will have to be blocked/dropped to avoid destructive interference and possible collisions among users. 
The scope of this work did not border much on inference, as investigation on interference has been 
overemphasised in literature. Future work will possibly study the impact of inference on the SU 










 Figure 3.10 Network Model/Architecture 
 
In this model, a single PU and SU channel respectively is assumed. The frame is apportioned in time-
slots, and to each time-slot, the PU is either ON (busy) or OFF (idle). The PU is in busy state when it 
is transmitting and in OFF-state when it is not transmitting packets or when SU is using channel. Note 
that BUSY/ON and IDLE/OFF are used interchange respectively. The behaviour of the PU on the 
channel is modelled as a two state discrete Markovian process. A value 1 or 2 is assigned to the channel 
state if it is in busy or idle state respectively. It alternates from ON-state to OFF-state with probability 
Θ where Θ = 𝑃12 and stays in OFF-state with probability  𝜏 𝑤ℎ𝑒𝑟𝑒  𝜏 =  𝑃22. Figure 3.11 and 3.12 
shows a transition diagram and the SU probing to transmit its packets. Furthermore, since we are 






that prior to sensing and gaining access to the PU channel, the SU initially harmonizes with the slot 
arrangement of the incumbent channel.  
 
After PU channel is detected to be OFF, the SU can send its packets. However, if the channel-slot is 
busy, cognitive users are restrained from sending its packet to avoid interference or packet collision. 
Nevertheless, the cognitive users keep probing the channel-slot by keeping the packet to be sent at the 
beginning of the queue, and probe the channels again at the next slot, see Figure 3.11. The SU senses 
the primary channels at an average interval of 𝑙, consecutively per time-slot at start of a fixed line for a 
SU packet and for each slot beginning of the queue,  𝑙 ≥ 1 [118]. However, if a secondary user has not 
sent packet for  𝑙  successive time slots, it will send in the next time slot to avoid collision. 
  
ON OFF ON OFF ON ON OFF OFF ON
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Figure 3.12 Markov transition diagram 
 
The system assumptions are listed as follows: 
 Accurate sensing of primary users’ channel by the secondary users. 
 The cognitive user operates under overload/saturation condition where packet is ready and 
waiting to be serviced. 
 Centralized architecture where the cognitive radio based (CRBS) protocol does the 






 The secondary users could be a real time traffic/users (packetized voice calls e.g. Skype, 
WhatsApp, Viber, etc.) or non-real time traffic (file downloading, browsing and so on). 
 The secondary channel is dedicated to the SUs. 
3.10 System Analytical Model 
The system model is presented, and analysed by using a Hidden Markov Chain (HMC). For simplicity, 
fixed interval hidden points at the start of the time slot after a packet departs the queue as shown in 
Figure 3.12. However, to represent the order of hidden points, let  {𝜙𝑚, 𝑚 = 1,2,3, . . . . . } be the order 
of the hidden points and 𝑌(𝜙𝑚) represents the primary channel state at the 𝑚
𝑡ℎ  hidden point  𝜙𝑚 . 
Therefore,  
 
𝜑𝑚 ≡ 𝜙𝑚+1 − 𝜙𝑚                                                                                                                              (3.13) 
 
Then, defining the two states as  {{𝜑𝑚 ,𝑌(𝜙𝑚)} ,𝑚 = {1, 2,3, . . . }}  as a birth death process whose 
behaviour is guided by the partial Markov kernel/transition matrix [118], [120], the generalized 
transition matrix kernel is expressed as 
 
𝑃𝑖,𝑗 (𝜓) ≡ 𝑃{𝑌(𝜙𝑚+1) = 𝑗, 𝜑𝑚 = 𝜓⎸𝑌(𝜙𝑚) = 𝑖}                                                                         (3.14a) 
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 𝑝21(𝜓) = {
1 − 𝜏,                                  𝜓 = 1     
1,                 𝜓 = 2, 3,.  .  . 𝑙 + 1
                                                                                        (3.17) 
      
𝑝22(𝜓) = {
𝜏,                                  𝜓 = 1     
1,                  𝜓 = 2, 3,.  .  . 𝑙 + 1  
                                                                                           (3.18) 
 
Hence, the transition probability from state 1 to 2 or 𝑖 𝑡𝑜 𝑗  respectively, for the Markov chain 
{ 𝑌(𝜙𝑚),𝑚 = 1, 2 3.  .  }  is expressed as 
 
𝑝𝑖,𝑗 = ∑ 𝑃𝑖,𝑗 (𝜓)
 +1
𝜓=1
, 𝑖 = 1,2, 𝑗 = 1,2 ,                                                                                              (3.19) 
 
𝑝11 = [(1 − 𝜏) − (Θ − 𝜏)(1 −Θ)
 𝑙
],                                                                                                  (3.20) 
 
𝑝12 = [𝜏 + (Θ− 𝜏)(1 −Θ)
 𝑙
]                                                                                                              (3.21) 
 
𝑝21 = (1 − 𝜏)                                                                                                                                               (3.22) 
                                      
𝑝22 = 𝜏                                                                                                                                                          (3.23) 
 
From the problem formulation, a discrete random variable is assumed. However, the conditional 
probability mass function (CPFM), 
  
𝛿𝑖(𝜓) ≡ 𝑃{𝜑𝑚 = 𝜓⎸𝑌(𝜙𝑚) = 𝑖}                                                                                                                (3.24) 
 
 𝑖 = 1,2,   𝜓 = 1,2,3,   .  .     𝑙 + 1, 
 
For 𝜑𝑚, given that 𝑌(𝜙𝑚) = 𝑖, it is expressed as,  
 
𝛿1(𝜓) = {
1,                                                       𝜓 = 1
(1 −Θ)
𝜓−2
.Θ,                        𝜓 = 2, 3, .  .  . 𝑙           
(1 −Θ)
 𝜄−2
,                        𝜓 =   𝑙 + 1                        








2,                                         𝜓 = 1,                             
1,                𝜓 = 1,2,3,   .  .     𝑙 + 1                             
                                                              (3.26) 
 
3.11 Performance Measures 
Since the quality of service (QoS) is of concern, the performance metrics are defined as follows: 
 
a) The Service Time   
The service time is the duration required for a SU data to be effectively sent after been placed at the 
beginning of the queue at the inception.  However, it is a function of the channel state as it moves to the 
beginning of the queue as shown in Figure 3.11. Let the state probability be 𝜋 and the probability of the 
channel in state 𝑖 will be 𝜋𝑖  where 𝑖 = 1,2, then, the state of the PU channel when a SU packet moves 






[1 + (Θ− 𝜏)(1 −Θ) ]
                                                                                        (3.27) 





𝜏 + (Θ − 𝜏)(1 −Θ)
1 + (Θ− 𝜏)(1 −Θ)
                                                                                            (3.28) 
 
Having established that the state of the channel is 𝑖(1) when the SU packet moves to the head-of-line 
position of the queue, the conditional probability that the service time of the packet 𝜓 is precisely the 
same as the probability of 𝛿𝑖(𝜓)  . However, conditioning the state of the primary channel, the 
probability distribution can be determined for the service time 𝜇 of the SU packets. The probability 
𝑃{𝜇 = 𝜓} of the service time of a secondary user packet is expressed as: 
 




















 𝜏 + (Θ − 𝜏)(1 −Θ)
 𝑙
        
1 + (Θ − 𝜏)(1 −Θ)
 𝑙                            𝜓 = 1   
   
(1 − 𝜏)(1 −Θ)
𝜓−2
1 + (Θ− 𝜏)(1 −Θ)
 𝑙                𝜓 = 1,2,3,.  . 𝑙,
              
(1 − 𝜏)(1 −Θ)
 𝑙−1
1 + (Θ− 𝜏)(1 −Θ) 𝑙
                  𝜓 =  𝑙 + 1            
                                                   (3.30) 
 
The average service time of the SU packet is expressed as  
 




(1 − 𝜏) [1 − (1 −Θ)
 𝑙
]
1 + [(Θ− 𝜏)(1 −Θ)
 𝑙
]
]                                                                                         (3.31)  
 
b)  Saturated Throughputs (𝑇𝑝 & 𝑇𝑠)  
The saturated throughput 𝑇𝑝 of the SU over the primary channel is defined as the number of secondary 
packets (data) successfully transmitted on the primary channel per time-slot.  While the saturated 
throughput 𝑇𝑠 of the primary users over the secondary channel is defined as the number of primary 
packets (data) successfully transmitted on the secondary channel per time-slot. Thus, the saturated 
(overload) throughputs 𝑇𝑝 and 𝑇𝑠 respectively can be expressed as, 
 
𝑇𝑝 =
1 − 𝑃{𝜇 = 𝜓 + 1}
𝑍[𝜇]










[1 + (Θ− 𝜏)(1 −Θ) − (1 − 𝜏)(1 −Θ) −1]










                                                                      (3.33) 
 
𝑇𝑠 =
𝑃{𝜇 = 𝜓 + 1}
𝑍[𝜇]














[(1 − 𝜏)(1 −Θ) −1]











                                                                        (3.35) 
 
The secondary user total throughput 𝑇,  is defined as the number of secondary user packet successfully 
sent per slot, is expressed as,  
 










[1 + (Θ − 𝜏)(1 −Θ) − (1 − 𝜏)(1 −Θ) −1]




[(1 − 𝜏)(1 −Θ) −1]




















[1 + (Θ − 𝜏)(1 −Θ) − (1 − 𝜏)(1 −Θ)
−1
] + [(1 − 𝜏)(1 −Θ) −1]




















[1 + (Θ− 𝜏)(1 −Θ) ]










                                                                            (3.37) 
 
c) The Time delay 
 In this work, the delay is the interval between the time the SU packet is waiting at the head of line 
position to be served and the time the PU’s channel turns OFF (transitions from ON state to OFF state). 
Though, the delay is obtained from our extensive system simulations. 
  
d) Packet Blocking ( )  
It is assumed that the SU packets can be blocked or dropped based on some conditions: when a PU 






of the queue) waiting for time-slot to transmit its packet. Hence, can be expressed as the reverse of 
throughput, 
 



















1 + (Θ − 𝜏)(1 −Θ)


















                                                                  (3.39) 
 
3.12 System Algorithm/Flow Chart for the OSA Scheme 
 
Are there PU spectrum 
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access and transmit 
packets waiting at head of 
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This section presents simplified system algorithm/flow chart of the system analytical model in section 
3.9 and 3.10. The SU probes the PU’s channel and file its packets at the beginning (head-of-line 
position) of the PUs’ slot is shown in Figure 3.13. The adjustment and synchronization of the SU with 
the channel allows and ensures smooth transaction between the SU and the PU for opportunistic 
spectrum access. However, worst case scenario could occur which leads to packet dropping. 
3.13 Numerical Results and Discussion 
The section presents the numerical results and corresponding discussion to explicate the system 
performance. The results are built on hypothetical analysis and were validated with extensive 
simulations.  Figure 3.14 shows the average service time under different statistics of the PU channels. 
With a high probability of 0.8 (the probability of the state remaining in the OFF/IDLE state), there are 
likelihood that there will be more time-slots in OFF state than ON state and as such, the average service 
completion time will reduce as compared to 0.5 and 0.2 respectively, which have relatively higher ON-
state probability. It also implies that; SU packet transmission (service) will take more time to complete 
when fewer slots are OFF/IDLE and when many slots are ON/BUSY. However, a probability of 0.8 
showed better performance than 0.5 and 0.2 as the time slot 𝑙 varies from 1 to 20. Also, different traffic 
statistics of the primary channels have different performances, but saturate after a point along  𝑙. As 𝑙 
increases, the average service time of the SU packet increases and at a point remains constant which 











Figure 3.15 SU Throughput vs time-slot 
 
In Figure 3.15, the throughput  𝑇𝑠 of the primary users over the secondary channel shows that as  𝑙 
increases, the throughput (number of successful packet transmitted) increases irrespective of the 
occupancy statistics; though a probability of 0.8 implies that more packets were sent due to more slots 
being available for the PUs over the secondary channel. Closely followed in performance are 0.5 and 
0.2 respectively. Nevertheless, the throughputs over secondary channel 𝑇𝑠 get to saturation point as the 
timeslot further increases.  
At a glance, the results presented in Figure 3.15, 3.16 and 3.17 respectively, demonstrates similar 
behaviours. This is due to emphasis on a metric (throughput) which is discussed in details but in 
different case study. The result in Figure 3.16 shows that the throughput 𝑇𝑝 of the SUs over the primary 
channel increases irrespective of the occupancy statistics as previously stated. As  𝑇𝑝 increases, time 
slot increases implying that, more time slots are available for more packets to be transmitted. However, 
a probability of 0.5 has a higher throughput than 0.8 and 0.2 respectively. This is due to the equal 
number of ON/OFF distribution depicting a relative stability or equal sharing of the time slots among 








Figure 3.16 SU throughput Tp vs time-slot 
 
 
Figure 3.17 Total (PU/SU) Throughput vs Time-slot 
 
In Figure 3.17, the result of the total throughput  𝑇 which is a summation of the throughput of PU over 
the secondary channel and the SU over the primary channel respectively shows that as  𝑙 increases, the 
total throughput (total number of successful packet transmitted) increases irrespective of the occupancy 






slots existing for the primary users over the secondary channel.  Just as in Figure 3.15, closely followed 
in performance are 0.5 and 0.2 respectively due to established statistical facts. 
 
 
Figure 3.18 Throughputs (𝑇 and 𝑇𝑝) vs time-slot 
Figure 3.18 is a partial comparison between the total throughputs 𝑇 and that of the SUs over the PU 
channel. Since 𝑇 is the summation of the respective throughputs 𝑇𝑝 and 𝑇𝑠  respectively, it is expected 
that the total throughput be higher than each individual throughput. For each of the occupancy statistics,  
𝑇 outperformed the other two (𝑇𝑝 and 𝑇𝑠). Similarly, the same goes for Figure 3.19 which compares the 
entire throughputs of the system i.e. 𝑇, 𝑇𝑝 and  𝑇𝑠 .  The reason for this comparison is to have a clearer 
representation of the performance of the respective throughputs and also shows how the occupancy 












Figure 3.20 Time delay vs time-slot 
 
Figure 3.20 shows the delays for each of the occupancy statistics as it transits from one state to another. 






begins to reduce as more slots are available for the SU packets.  A 0.2, 0.8 and 0.5, 0.5 (20% ON-slot, 
80% OFF slot and 50% ON-slot, 50% OFF slot) occupancy statistics indicates that more OFF slots than 
ON slots are available. This implies that enough window periods exist for a secondary user to transmit 
its packet before a primary user arrives and as such, blocking/dropping of the secondary user’s packet 
will be reduced at the same time.  On the other hand, a 0.8, 0.2 and 0.2, 0.8 (80% ON-slot, 20% OFF 
slot and 20% ON-slot, 80% OFF slot) occupancy statistics indicates that, equal number of OFF slots 
and ON slots exist. However, in comparison, the first case shows lower delay statistics compared to the 
second occupancy statistics. 
 
 
Figure 3.21 Packet blocking vs time-slot 
 
Figure 3.21 shows the packet blocking for each of the occupancy statistics. A 0.2, 0.8 (20% ON-slot, 
80% OFF slot) occupancy statistics indicates that, more OFF slots than ON slots exist. Therefore, a 
secondary user would transmit more packets before a primary user arrives and as such, blocking of the 
secondary user’s packet will be reduced significantly.  Conversely, a 0.8, 0.2 (80% ON-slot, 20% OFF 
slot) occupancy rate indicates that more ON slot that than OFF slots exist while a 0.5, 0.5 (50% ON-
slot, 50% OFF slot) occupancy statistics shows that equal number of ON and OFF slots exist. However, 
the packet blocking reduced as more slots were made available. But by evaluation, 0.2, 0.8 statistics 








This section investigates the interaction-effect between the primary and secondary users on their 
respective channels through their ON/OFF statistics. The average service time, packet blocking, and 
throughput (𝑇, 𝑇𝑝  and 𝑇𝑠 ) were the basic metrics used for the performance measures of the OSA 
strategy. An analytical approach is proposed and developed to evaluate the performance of the spectrum 
access policy using different occupancy statistics. The analytical model was validated by extensive 
system simulations and both shows the enormous benefits of OSA strategy to SUs. The next chapter 
focuses on employing spectrum access/allocation strategies to ensure that the spectrum hole/TVWS 
(OFF channel-slot) that is identified across frequency and time domain are optimally used and reused 
































Performance Evaluation of Channel Assembling Policies with  
Single and Multi-Class Users in Cognitive Radio Networks 
 
Since TVWS (spectrum-holes) are scattered across spectrum, it would be appropriate to employ 
spectrum allocation/coordinating strategies to ensure that these spectrum holes (OFF channel-slot) are 
organized for optimal usage by SUs. This chapter therefore investigates, proposes, develops and 
evaluates spectrum allocation strategies otherwise called channel assembling strategies (CAS). It is 
divided into two parts. The first part presents an evaluation of two channel assembling strategies with 
a single class SUs in CRN [6], while the second part extends the work done in the first part by the 
evaluation of the CAS with multi-class SUs in CRN [24]. 
The first part is organized as follows: In Sections 4.1 and 4.2, introduction and related works are 
presented respectively. System model and assumptions are formulated in Section 4.3 with two channel 
assembling strategies in Section 4.4.  System model performance measures are described in Section 4.5 
while numerical results and discussion are presented in Section 4.6. The first part of this chapter is 
summarized in Section 4.7. In the second part of this chapter, Sections 4.8 presents introduction while 
Section 4.9 discusses related works. System model is described in Section 4.10, and then three CAS are 
presented in Section 4.1. Performance measures are found in section 4.12. Numerical results and 
discussion are presented in Section 4.13 while the second part of this chapter is summarized in Section 
4.14. 
4.1 Introduction 
CAS which allows several PU idle or unused channel-slots to be aggregated into combinations of usable 
SU channels has been deployed in CRN. Nevertheless, many of these schemes have been implemented 
without considering the varying nature of a wireless link that incorporates AMC in a CRN. Specifically, 
the essence of channel assembling in CRN is to maximize the scarce spectrum resources (spectrum 
holes) through a well-coordinated strategy and optimize SUs’ throughput such that, before the PUs 
arrives, the SUs would have completed their ongoing transmission. Over time, research has established 
that frequency spectrums are the greatest assets in wireless communication systems. This is based on 
the fact that the existing licensed band are almost exhausted as a result of exponential growth in wireless 
applications and services both in multimedia and voice services [116], [129]. Studies have also shown 
that busty PU behaviour has been characterized as ON/OFF (utilizing and non-utilizing), given rise to 






In a radio network comprising of PU and SU, the PUs have high priority to use their spectrum while 
SU periodically probe to identify unused channels [130]. Based on the sensing outcome, SU tune their 
transceivers to communicate among themselves without interfering with the PU. However, the unused 
PU channel-slots need some organization to meet the demand of the SUs hence, the need for channel 
assembling. An efficient CAS must consider the PU performance models and quite a few of them were 
investigated in [34], [36].   Network traffic has evolved from simple to more complex scenarios such 
that, each SU requires different QoS at different SNRs. Hence, the need to assemble PU unused channel 
to improve SU throughput and capacity considering the varying wireless link. This section of the thesis 
develops and compares two channel assembling strategies (IBS and RBS) which incorporate the 
dynamics of a wireless link with adaptive modulation and coding (AMC) against No-assembling 
strategy (NA) in a homogeneous SU traffic. For emphasis, the amount channel-slot to be aggregated for 
a specific SU is a function of the SNR. 
4.2 Related Works 
Significant research works on CAS has been proposed in literature and they are aimed at developing 
novel schemes that exploits the scarce spectrum resources. In [4], CAS with various spectrum 
adaptation policies were proposed. The investigation proposed and develop two schemes which 
adaptively adjusts the number channel aggregated for ongoing SU traffic. In [94], two CAS for wide-
band CRN which are: the variable and constant channel aggregation (VCA and CCA) schemes. In the 
VCA strategy, the number of channels a SU aggregates is a function of two factors which are: the 
probability distribution and or the number of the residual channels of the PU. In [5], a flexible CAS 
designed for non-homogeneous traffic environment was proposed. In their study, channel sharing and 
channel assignment occurs among real time and non-real time SUs. In [97], the authors introduced 
priority queuing in CA such that both real time SU and non-real SU are queued if no resources are 
available and served later. However, the essence of the priority queue is to ensure that real time SU are 
served first before non-real time SU.  
 
More importantly, instant blocking of service resulting from non-availability of resources or forced 
termination of service resulting from PU arrivals will be reduced. Combined queuing based CA and 
channel fragmentation is proposed in [98], [99]. The protocol work in such a way that in any event of 
batch arrival of new SU, an already admitted SU with more channels can be split with its channel and 
share among other SUs. This is to accommodate other SUs which cannot tolerate delay. However, none 
of these strategies discussed so far considered the varying nature of a wireless link incorporating AMC. 






which are: the immediate Blocking Strategy (IBS) and Readjustment Based Strategy (RBS) with single-
class SU traffic on a dynamic wireless link. 
4.3 System Model and Assumptions 
In this section, an infrastructure based network architecture was considered comprising of a PU base-
station (TV mast), CRBS and other SUs of similar classes using the same spectrum-band as illustrated 
in Figure 4.1. The licensed user (PU) has higher priority to use the channel and can interrupt the 
unlicensed users (SUs) at will regardless of the users using it as long as it not a licensed user. In this 
system model, it is assumed that all secondary users are identical and managed by the last in last out 
(LILO) protocol domiciled in the CRBS. The first SUi has higher priority than SUj in terms of spectrum 
access and thus can interrupt its fellow users if so necessary especially doing urgent network off-loading. 
This is to avoid network congestion and total collapse of the secondary network. Moreover, the licensed 
user (SU) utilizes the PU channels opportunistically through the deployment of any of the proposed 










Figure 4.1 Network architecture/model with first come first serve regime 
 
The primary network is made up of  𝑀 channels however; each of the licensed channels is structured in 
frames with each consisting of 𝛽 slots therefore making channel usage on a slot basis. The licensed user 
uses one channel per time whereas the unlicensed user intelligently aggregates several neighbouring or 
adjacent channel-slots in all spectrum domains. The wireless frame occupancy for PU Busy/Idle 






with varying capacities hence requires a precise number of channel-slot and transmission rate pair.  The 
CRBS makes the decision whether to block, drop or admit, the SU on the bases of resource availability 
as initiated by CAS. However, the SU capacity is a function of the wireless link conditions (SNR). 
4.3.1 Wireless Channel Model and AMC 
To depict dynamics of the wireless link, a more versatile channel model called “Nakagami- 𝑚 channel 
model” was adopted. This is due to its ability to capture a wide range of fading characteristics of the 





































Figure 4.2. SU Wireless frame utilization schemes 
 
The different conditions of the wireless link are characterized using a finite state Markovian process 
whose investigation and evaluation for fading is detailed in [132], [133]. However, the signal to noise 
ratio is sectioned “partitioned” bad, moderate and good link quality respectively as illustrated in Figure 
4.3. Conversely, the modulation schemes for the IEEE 802.22 standardization was adopted from [23]. 
The transition matrix of the finite state Markovian process 𝛵𝛥  is given by [133]. 
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Figure 4.3 Partitioned SNR corresponding to different rate/mode pair 
 
The essence of the AMC is to optimize data rate with respect to the conditions of the channel and same 
time keeping packet error rate (PER) as low as possible [131]. The quantities “number” of channel slots 
a secondary user assembles in order to commence service reduces as SNR becomes better since high 
data rate can be achieved. For instance, at 64-QAM few slot(s) will be aggregated due to high rate and 
while at 16-QAM more slots will be needed and so on. Thus, Mode 1, Mode 2, Mode 3 corresponds to 
QPSK, 16-QAM and 64-QAM representing bad, moderate and good SNR/Mode pair respectively.  
4.3.2 Channel Slot Capacity 
Let ∅ and  𝑅𝑛 represents the message size in bits and the number of bit per symbol mode respectively. 
Where n is the transmission mode and ranges from 1 ≤ 𝑛 ≤ 𝑁 and 𝑁 been the highest mode. The 
quantity of channel slot (s) in a static frame 𝑆 depends on changing signal to noise ratio (γ). Thus in a 





) . 𝑅𝑁                                                                                                                            (4.2) 
Where 𝑠,  𝑅𝑠 and 𝑅𝑁  are the channel constant in symbol rate per second, symbol rate per second and 
highest transmission rate/mode pair [134]. As the channel is utilized in ON/OFF pattern, then it is 
characterised by two state Markovian process as presented in Figure 4.4 and as earlier discussed in the 
previous chapter of this thesis. Since the PU usage in ON/OFF manner, it will be necessary to estimate 
the amount of resources it has captured. Following the transition, let  𝛼𝑖  and 𝛽𝑖   represents the 













Figure 4.4 The PU ON/OFF channel usage pattern 
 








                                                                                                                      (4.3) 
 
The overall capacity of the system is given by  (𝑀 ∗ 𝑆) where  𝛿𝑖 =  𝛽𝑖 (𝛽𝑖 + 𝛼𝑖)⁄   is the channel 





                                                                                                                  (4.4) 
 
Thus, SU channel slot capacity 𝑠𝑢 is given as, 
 
𝑠𝑢 = (𝑀 ∗ 𝑆) − 𝑃𝑢                                                                                                                (4.5) 
 
4.4 Channel Assembling Strategies  
This section presents and discusses the two channel assembling strategies which are: the Immediate 
Blocking and the Readjustment Based strategies. Subsequently, a corresponding algorithm that governs 
the policies is highlighted.  
4.4.1 Immediate Blocking Strategy (𝜽𝒑𝒖, 𝜽𝒔𝒖, 𝜽𝒏) 
In this policy, if there are insufficient or no capacity (channel slot) upon secondary user demand for 






SU that arrives first is given higher priority than the SU that arrives last. Nevertheless, all secondary 
users are interrupted by PU arrival. Let 𝑉𝑛  be the total number secondary user on the network and 
resource requests for first 𝑆𝑈𝑖  be  𝑖  while subsequent 𝑆𝑈𝑗  be   𝑗  respectively [24]. Since 𝑛  is the 
number of slot(s) secondary users can combine (assembled) in a given mode n/SNR pair. Then, the 
assembly procedure is shown in algorithm 1:   
Algorithm I for the CA using IBS 
 
CRBS check wireless channel SNR (𝛾) ;// CRBS checks the signal to noise ratio. 
    CRBS check 𝜽𝒔𝒖;// CRBS checks for available resources for SUs 
If (𝜽𝒔𝒖 ≥ ∑ 𝜽𝒏𝒊,𝒋  
𝑉𝑛
𝒊,𝒋=𝟏
⏞          
𝑨𝒄𝒄𝒆𝒔𝒔  𝒄𝒐𝒏𝒅𝒊𝒕𝒊𝒐𝒏  
); // channel aggregation test for SUs. 
        𝑺𝑼𝒊,𝒋_Admit = True; // accept 𝑆𝑈𝑠 however admit 𝑆𝑈𝑖 first and aggregate channel slot 
for it. 
Else 
           𝑺𝑼𝒊,𝒋_Admit=False; //block the 𝑆𝑈𝑠 from gaining access 
If [(𝜽𝒔𝒖 < ∑ 𝜽𝒏𝒊,𝒋)
𝑉𝑛
𝒊,𝒋=𝟏 ]; // reduction in SU requirement due to PU arrival, interrupts 𝑆𝑈𝑖 
     𝑺𝑼𝒊,𝒋_Forced-Termination =True;//drop ongoing  𝑆𝑈𝑠 service  
End if ;// end if no event 
Repeat;//go to start 
4.4.2 Readjustment Based Strategy (𝜽𝒑𝒖, 𝜽𝒔𝒖, 𝜽𝒏
𝒎𝒊𝒏, 𝜽𝒏
𝒎𝒂𝒙 ) 




𝑚𝑖𝑛) and maximum of   𝑛
𝑚𝑎𝑥( 𝑛𝑖
𝑚𝑎𝑥, 𝑛𝑗
𝑚𝑎𝑥)  number of channel-slots to commence 
services or stop assembling respectively. When a 𝑆𝑈𝑖  request for service, the assembling algorithm 
domiciled in the CRBS checks for resource accessibility in a similar way as the IBS system. If the 
resources (channel slot) are available and adequate, the secondary user is admitted else, the readjustment 
algorithm II is executed which enables the SU with the maximum number of channel to denote to 
starving or new arrivals respectively. However, because the system is designed in FCFS model, 𝑆𝑈𝑖 






Algorithm II for the CA using RBS 
 CRBS check wireless link 𝜸 ;// CRBS checks for SNR 
      CRBS check 𝜽𝒔𝒖;// CRBS checks available resources for SUs 




⏞            
𝒄𝒐𝒏𝒅𝒊𝒕𝒊𝒐𝒏 𝒇𝒐𝒓 𝒂𝒄𝒄𝒆𝒔𝒔
); ); // channel aggregation test for SUs. 
          𝑺𝑼𝒊_Admit = True; // accept 𝑆𝑈𝑖  
Else 
      
𝐈𝐟 ( ∑ 𝜽𝒊,𝒋









] ;// test for new SU or PU arrivals 
Do  (𝜽𝒊,𝒋
𝒎𝒂𝒙 − 1), ++ j:// readjust and iterate over 𝑖, 𝑗𝑚𝑎𝑥 user resources                       
   𝑺𝑼𝒊,𝒋_Admit = True; // accept 𝑆𝑈𝑖,𝑗 and aggregate for both users 
      Else  
              𝑺𝑼𝒊,𝒋_Admit =False; //block new  𝑆𝑈𝑖,𝑗 no-free slot or insufficient 
    Else  
If the conditions cannot be meet  
Then      
          𝑺𝑼𝒊,𝒋_ 𝑭𝑻=True;// force-terminate on going  𝑆𝑈𝑖,𝑗 
End if; // start the process. 
 
4.4.3 No-Assembling strategy (NAS) 
This scheme implies the traditional wireless communication network were users communicate with 
each other without application of any special scheme or techniques that will employ any form of 
spectrum reused or management. However, even when enough idle channels (spectrum hole) exists and 
are available, it is wasted due to the inability of current radio system to sense, access, make decision, 






4.5 System Model Performance Measures 
In the performnce measures, Let 𝜆𝑝 , 𝜆𝑠  be the arrival rates of the primary and secondary user 
respectively. The service time is distributed exponentially while the service rates is defined as 𝜇𝑝 , 𝜇𝑠 
for the primary and secondary user respectively. The total rate for a secondary user is the product of the 
user channel slot service rate and the number of aggregated channel-slot(s)  𝑖𝜇𝑠 and  𝑗𝜇𝑠 respectively.  
a) The blocking probability 𝑃𝑏  of the secondary user traffic-class is the likelihood that the newly 
arrived secondary user is not admitted into the spectrum once it cannot meet the condition in 
the algorithm. If total SU blocked and arrived are  Ω
𝑇𝑠
 and 𝜆𝑇𝑠 respectively, then, it can be 
expressed as,   
  
𝑃𝑏  =
𝑇𝑜𝑡𝑎𝑙  𝑆𝑈 𝑏𝑙𝑜𝑐𝑘𝑒𝑑




                                                                                        ( 4.6) 
b) The forced termination probability 𝑃𝑓   of the secondary user traffic-class is the probability that 
an ongoing SU service is obstructed by the primary user appearance nevertheless, in this thesis; 
the forced termination probability denotes the ratio of the forced terminated SU services over 
the total admitted/accepted SU connections. If total SU forced terminated and admitted are  
η
𝑇𝑠
 and  𝑇𝑠 respectively, then, it is expressed as, 
        
𝑃𝑓 =
𝑇𝑜𝑡𝑎𝑙 𝑆𝑈 𝑓𝑜𝑟𝑐𝑒𝑑 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑




                                                                   (4.7) 
 
c) Throughput 𝑇𝜐 is the ratio of SUs packet that successfully delivered over the total number of 
packets that was transmitted (average service completion upon primary user appearance) after 
meeting the necessary conditions in the algorithm. However, in this section, it can be expressed 
as “not-blocked” which can also be expressed as,  
 
𝑇𝜐 = (1 − 𝑃𝑏  )                                                                                                                       (4.8) 
 
d) The capacity 𝜌𝑠𝑢 of a homogeneous SU network is the mean number of SUs services completed 
per time. Thus, the capacity 𝜌𝑠𝑢 of admitted secondary users at a given time depends on the 








 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑈𝑠 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑖𝑜𝑛
𝑇𝑖𝑚𝑒(𝑠𝑒𝑐𝑜𝑛𝑑𝑠)
                                                                
 
𝜌𝑠𝑢 = [
(𝑇𝑃 = (1 − 𝑃𝑏  ))
𝑇𝑛
]                                                                                                          (4.9) 
 
4.6 Numerical Results and Discussions 
To evaluate the responses of the proposed CAS with AMC, the numerical results based on simulation 
are presented in this section for a homogeneous SU traffic. The parameters are configured as,  𝜆𝑝 =
0.5,   𝜆𝑠 = 1.5  𝜇𝑠 = 0.85, 𝜇𝑠 = 0.6 , 𝑃𝑏 = 0.55    𝑃𝑓 = 0.65 , 𝑇𝑃 =2.5,𝜌𝑠𝑢 = 2.2  𝑖 = 4, 𝑖,𝑗
𝑚𝑖𝑛 ≤ 4,
𝑖,𝑗
𝑚𝑎𝑥 ≥ 4.  Matlab code was developed and used for the simulations in each of the policies. However, 
comparing both policies, it can be argued that substantial improvement was shown by the RBS scheme 
over the IBS owing to its adaptability. Specifically, the RBS scheme performed better than the IBS 
scheme in terms of SU blocking, forced termination, throughput and capacity respectively. 
 
 








Figure 4.5 (b) Blocking probability of SU as a function of  𝜆𝑝 
 
Figure 4.5 (a) shows that when the service rate 𝜇𝑠 rises due to good channel condition, the blocking 
probability drops because more secondary users would be serviced faster. This will in turn give 
opportunity for other SUs. However, in both cases (Figure 4.5 (a) and Figure 4.5(b)), RBS scheme has 
a lower blocking probability as compared to the IBS while the NAS scheme has a highest blocking 
probability. Moreover, in Figure 4.5(b), as more primary users arrive, vacant channel slots will be 
occupied therefore, more secondary users will not be given access to make use of the resources. 
  





































Figure 4.6(a) Throughput of SU as a function of 𝜆𝑝 
 
In the course of “batch” arrival of the primary users, the secondary users will experience drop in 
throughput since few or no resources would be accessible by the secondary users. This implies that not 
so much will be sent by the secondary user as shown in Figure 4.6(a).  Similarly, Figure 4.6(b), 
throughput is improved when the primary users departs because, channel-slots would be available for 
use by the secondary users. This also implies that the SU will grab free channel-slot thus, service rate 
will be higher.  Nonetheless, the RBS still showed a better performance as compared to the two other 








Figure 4.6(b) Throughput vs 𝜇𝑠𝑢 
 
Regardless of the policy deployed in Figures 4.7(a) and Figure 4.7(b), both illustrate gradual increase 
in SU capacity with respect to the service rate and SNR respectively. However, integrating AMC into 
CAS enhances service completion since more packets will be sent and delivered. It also buttresses the 
point made earlier that in the proposed model that more secondary users will be served because more 
packets would be sent at a higher rate thereby making a SU’s complete service possibly before a primary 
user arrives hence giving opportunity for new SU arrivals. In both results, the RBS shows a better 
characteristic due to its flexibility as compared to IBS and NA respectively. In Figure 4.8(a), the 
secondary users’ activity has significantly affected the behaviour of the primary users in terms of when 
to aggregate channel resources and when to drop already aggregated channels. If primary users arrive 
individually or in group, an ongoing secondary user’s service must be forced to terminate its ongoing 
services if vacant channel is not available within the system. Similarly, in Figure 4.8(b), when a 
secondary user appears and sufficient channels are available, then, it is served. This result to decrease 
in termination probability. Overall, the RBS scheme emerge as a better scheme than the IBS and the 
NA respectively as shown in the results.    
 






























Figure 4.7(a) SU capacity vs 𝜇𝑠 
 
 
Figure 4.7(b) SU capacity vs SNR [dB] 
 






















































Figure 4.8(a) SU FT vs 𝜆𝑝 
 
 















































The first part of chapter four has compared through a simulation frame work, the performance of two 
channel assembling techniques for CRN featuring AMC against No-assembling strategy. The result 
obtained from the simulation results indicates that, the RBS techniques perform better than the IBS and 
the NA techniques because it showed lower force termination and blocking probabilities respectively. 
Moreover, it shows that the AMC is a robust approach in enhancing spectrum assembling policies if 
incorporated. As mentioned in the preliminary of this chapter, the second part of this chapter will extend 

























































In order to properly evaluate and analyse the performance of the SUs in a CRN, classifying them 
according to traffic delay tolerance is very key. The reason is that while some SU class appears generous, 
other could be greedy thus, classification is fundamental to help the network designer develop a robust 
system. A practical CAS needs to take into account the traffic classes and its impact on the assembling 
policies in terms of throughput, blocking, SU network capacity and forced termination. The CAS should 
also take into account the dynamics of the wireless channel and a mitigating technique like AMC. These 
research efforts and recommendations are due to the emerging broadband applications and services on 
the present wireless communications systems. This has led to radio resources scarcity but yet not 
optimally used. Motivated to improving the spectrum utilization, CRN was recommended as a way 
upon which secondary users can utilise the spectrum resources of primary users according to spectrum 
policies [129], [135].   
Studies have shown that licensed spectrums are not optimally used due to reasons stated earlier in this 
work [34], [136]. On the one hand, the left over slice of the secondary spectrum is stretched by emerging 
wireless applications and multimedia services hence, resulting to the spectrum scarcity [117], [137]. 
Several research works have been carried out to find the policy that proficiently exploits the 
underutilized primary bands. In order to optimally use the primary spectrum, channel assembling was 
introduced to enhance spectrum utilization by giving opportunity to unlicensed users to use and reuse 
the scares spectrum resources. In a network consisting of two users, the primary and secondary 
respectively, the primary user has the sole right to use the spectrum at any time while secondary users 
cooperatively and opportunistically use the unused spectrum resources based on the availability [107], 
[130]. Sometimes, these unutilized PU channels that are scattered across slice of spectrum are not 
sufficient for some classes of SUs due to the nature of their traffic demand hence, the need to 
assemble/aggregate these unused spectrum to meet the user experience for multiclass user (real time or 
non-real time) traffics.   
The reasons for assembling/aggregation of channel-slot is to improve the SU throughput so that, their 
packets (data) transmission would have been completed at the shortest possible time before the PU 
arrives. However, since network traffic has progressed from simple to multifaceted traffic classes, with 
individual class demanding different QoS guarantees in terms of blocking, delay and throughput, just 
to mention a few, this study developed and compared three CAS in a multi-user traffic scenarios. They 
are: the IBS and RBS which has been introduced previously and the Queuing Based Strategies (QBS). 
The amount of resources (channel-slot) to be aggregated for a specific CAS is a function of the 






of the primary user in terms of spectrum usage pattern [34]. The reason for incorporating AMC is to 
make the scheme more robust by transmitting at a higher rate depending on the channel conditions. 
4.9 Related Works 
Remarkable research works have been done in the area CAS. In [4], CAS with diverse spectrum 
adaptation schemes were investigated. The study proposed spectrum adaptation together with two 
policies which adaptively adjust the number channels an ongoing SU is using. The performance of these 
policies is evaluated using a Markovian chain models. [5], proposed a robust CA policy designed for 
non-homogeneous (heterogeneous) traffic scenario together with adaptation. In this study, channel 
allocation is carried out among real time and non-real time users. In [94], two aggregation strategies for 
wideband cognitive radio network were proposed. They are:  the adjustable channel aggregation 
technique and the fixed channel aggregation scheme. In the adjustable channel aggregation technique, 
the spectrum resources of the primary users are aggregated with a probability distribution or aggregated 
based on the number of the left over channels while fixed channel aggregates scheme aggregates a fixed 
number of channels. In [97], a queuing technique is incorporated into CAS. In their work, if there are 
no resources, a secondary user’s service is queued instead of instant blocking, or force to termination 
[98], [99]; ccombined queuing based CA and channel fragmentation such that, channel can be split in 
order to meet the demand of SUs and the same time given the opportunity for new SU to transmit their 
data. However, none of these considered the dynamics of the wireless link. Hence, this investigation 
extends the previous work by developing and comparing three CAS in multi-class SU traffic scenarios 
and considering the varying nature of a heterogeneous wireless channel with AMC.  
4.10 System Model  
 
In this section, an infrastructure based network architecture comprising of a PU base-station (TV mast), 
CRBS and other SUs of different classes (class1 and class 2) using the same spectrum-band as illustrated 
in Figure 4.9 was considered. Class-1 SUs (SU1) are real-time while class 2 (SU2) are non-real time 
SUs respectively. Among the SUs, higher priority and privileges are given to class 1 SU due to its traffic 
constrains. The licensed (PU) is class 0 hence has higher priority to use the channel and can interrupt 
the unlicensed users (SUs) at will regardless of the users using it as long as it not a licensed user. In this 
system model, class 1user traffic has more privilege in terms of spectrum access than class 2 traffic. A 
class 1 SU traffic can interrupt class 2 traffic for two reasons: firstly, they carry delay sensitive traffic 
and secondly, help during urgent network off-loading. This is to avoid network congestion and overall 






opportunistically through the deployment any of the proposed schemes. The CRBs schedule and initiate 



















Figure 4.9 Network architecture 
 
The incumbent (PU) network is made up of  𝑀 channels, each of the licensed channel is structured in 
frames with each consisting of 𝛽 slots therefore making channel usage on a slot basis.  The licensed 
user uses one channel per time whereas the unlicensed user can intelligently combine several 
neighbouring and adjacent channel-slots in all spectrum domains. The wireless frame occupancy for 
PU Busy/Idle activities is illustrated in Figure 4.2 and [6, 24].  This dynamics of SU frame translate 
into a “heterogeneous system” with varying capacities hence, SU multi-user traffic class rrequires a 
precise number of channel-slot and transmission rate pair. As stated previously, the CRBS makes the 
decision whether to block, drop or admit, a particular SU traffic class on the bases of resource 
availability as initiated by CAS. Nevertheless, the SU capacity is function of the wireless link conditions 
(SNR). 
4.10.1 Wireless Channel Model and AMC 
In two studies of this thesis [6, 24], there was a representation of the dynamics of the wireless link, a 
more versatile model “Nakagami- 𝑚 channel model” which was adopted. This is due to its ability to 
capture a wide range of fading characteristics of the wireless link. [6], [131]. Also, the different 






investigation and evaluation for fading is detailed in [132], [133]. In the study, the SNR is “partitioned” 
into bad, moderate and good link quality respectively as illustrated in Figure 4.3 and [6]. Conversely, 
the modulation schemes for the IEEE 802.22 standard was adopted from [27]. The transition matrix of 
the finite state Markovian process 𝛵𝛥  is given by [6, 24], [133]. The significance of the AMC is to 
adjust the data rate with respect to the channel state thereby maintaining a target [131]. All other 
assumptions remain the same as adopted from part one of this chapter.  
4.10.2 Channel Slot Capacity 
To estimate channel slot capacity, similar procedure is adopted from one of the studies that forms part 
one of this chapter. All other assumptions, figures, equation, constants, variables and symbols clearly 
defined take same denotation. Where  𝛼𝑖 , 𝛽𝑖, 𝑖
𝑡ℎ, 𝑝𝑢 ,(𝑀 ∗ 𝑆), 𝛿𝑖  and  𝑠𝑢 are all well defined in 
section 4.3.2, equation (4.3- 4.5), [6] and [24].  
4.11 Channel Assembling Strategies 
In this section, three CAS are presented although, two have been previously mentioned which are: the 
IBS scheme in which a SU is immediately blocked if there are no or insufficient spectrum resources to 
utilize respectively. The RBS scheme in which channel adjustment (upward or downward) is 
implemented to accommodate new SUs and also maintain ongoing SU service upon PU arrival. The 
QBS where some users are queued in a buffer to avoid or reduce blocking or dropping of SU services. 
4.11.1 Immediate Blocking Strategy (𝜽𝒑𝒖, 𝜽𝒔𝒖, 𝜽𝒏𝒊 , 𝜽𝒏𝒋) 
In this strategy, when there is no capacity (channel slot) upon secondary user demand for spectrum 
resources, the secondary user is instantly blocked from accessing the networks similar to previous study. 
However, two classes of SU traffic are considered in this scenario. The class 1 (𝑆𝑈1) SU traffic is given 
higher primacy over the class 2 (𝑆𝑈2) SU traffic. Although, both classes of SU are interrupted by the 
PU arrival. Let  𝐾 and 𝐿  be total number of secondary users (class 1 and class 2) on the network and 
resource requirements of 𝑆𝑈1 and 𝑆𝑈2 denotes 𝑖 and  𝑗 respectively [24]. The assembling procedure 









Algorithm III for the CA using IBS  
CRBS check wireless link 𝜸 ;// CRBS checks the signal to noise ratio 
      CRBs check 𝜽𝒔𝒖;// CRBS checks available resources for SUs 
𝐈𝐟 (𝜽
𝒔𝒖
≥ ∑ 𝜽𝒏𝒊  
𝑲
𝒊=𝟏 ); // test for 𝑆𝑈𝑖 resources 
        𝑺𝑼𝟏_Admit = True; // admit 𝑆𝑈1  
Else 
        𝑺𝑼𝟏_Admit =false; // block  𝑆𝑈1  
𝐢𝐟 [(𝜽
𝒔𝒖
< ∑ 𝜽𝒏𝒊) 
𝑲
𝒊=𝟏 ]; // PU arrival, interrupts 𝑆𝑈1  
     𝑺𝑼𝟏_𝐃𝐫𝐨𝐩 = True; // drop transmitting 𝑆𝑈1   
          Else 
 𝐢𝐟 [(𝜽
𝒔𝒖




𝒊=𝟏 ;// enough resources exist        
                𝑺𝑼𝟐_Admit = True: // admit 𝑆𝑈2  
      Else  
                𝑺𝑼𝟐_Admit = False; // b𝑙𝑜𝑐𝑘  𝑆𝑈2  
𝐢𝐟 [[(𝜽
𝒔𝒖




𝒊=𝟏 ]; // no sufficient resources for 𝑆𝑈2  
 𝑺𝑼𝟐_𝐃𝐫𝐨𝐩 = true; // d𝑟𝑜𝑝𝑝 𝑆𝑈2  
     end if   
Go to start    
4.11.2 Readjustment based strategy  (𝜽𝒑𝒖, 𝜽𝒔𝒖, 𝜽𝒏𝒊,𝒋
𝒎𝒊𝒏, 𝜽𝒏𝒊,𝒋
𝒎𝒂𝒙 )  




𝑚𝑖𝑛) and maximum of   𝑖,𝑗
𝑚𝑎𝑥( 𝑛𝑖
𝑚𝑎𝑥, 𝑛𝑗
𝑚𝑎𝑥)  number of channel-slots to commence 
services or stop assembling respectively. When a 𝑆𝑈1  user 𝑖  requests for service, the assembling 
algorithm domiciled in the CRBS checks for resource accessibility similar to the IBS scheme. If the 
resources (channel slot) are available and adequate,  𝑆𝑈1 is admitted else, the readjustment algorithm is 
executed. This prompt  𝑆𝑈𝑗 with the maximum number of channels to denote channel to  𝑆𝑈𝑖  whom 
desperately needs it. Thus this is to avoid  𝑆𝑈𝑖 from been dropped or blocked. The assembling procedure 
is shown as Algorithm IV. 
   Algorithm IV for the RBS scheme 
CRBs check wireless link 𝜸 ;// CRBS checks for SNR 




𝒎𝒊𝒏 𝑲𝒊=𝟏 ); // test for 𝑆𝑈1 resources 







      
𝐈𝐟(∑ 𝜽𝒏𝒊
𝒎𝒊𝒏) <  𝑲𝒊=𝟏 𝜽𝒏𝒊𝒏𝒆𝒘
𝒎𝒊𝒏 )
𝒐𝒓
( 𝜽𝒔𝒖 < ∑ 𝜽𝒏𝒊
𝒎𝒊𝒏) 𝑲𝒊=𝟏
] ;// test for new arrival or PU arrival 
        Do (𝜽𝒋
𝒎𝒂𝒙 − 1), ++ j: // readjusting and iterate over 𝑗 user with maximum resources                      
                𝑺𝑼𝒊,𝒋_Admit = True: // admit 𝑆𝑈𝑖,𝑗  
      Else  




𝒎𝒊𝒏) ≥ ∑ 𝜽𝒏𝒋
𝒎𝒊𝒏 𝑳𝒋=𝟏  
𝑲
𝒊=𝟏 ); // enough resources exist        
       𝑺𝑼𝟐_Admit = True; // admit 𝑆𝑈2    
Else 




𝒎𝒊𝒏) < (∑ 𝜽𝒏𝒋
𝒎𝒊𝒏) ]𝑳𝒋=𝟏
𝑲
𝒊=𝟏 ]; // no sufficient resources for 𝑆𝑈2  
 if all conditions are not meet 
𝑺𝑼,𝒋_𝐭𝐞𝐫𝐦𝐢𝐧𝐚𝐭𝐞 = True; // d𝑟𝑜𝑝𝑝 𝑆𝑈𝑗   
     end if  
Go to start     
4.11.3 Queuing Based Strategy (QBS)  
In the QBS scheme, instead of instant blocking of SU traffic due to insufficient spectrum resources, the 
SU traffic are queued in the buffer and served later. However, incorporating a queuing regime is to 
further enhance the system. This will hence reduce the dropping and blocking when compared other 
CAS. Dropping/forced termination occurs when PU arrives and the resources are not there for it to use 
or the SU in the queue over stayed while blocking follows whenever the queues are filled. Let  𝑄𝑠𝑢1  and 
 𝑄𝑠𝑢2  denotes the queues for the two traffic classes (SU1 and SU2) respectively.  When the buffer is 
unable entertain any more request at that pointing time, and vacant channels are busy with PUs activities 
or transmitting SUs (old SU), then it will be blocked. However, dropping/forced termination occurs 
when the delays  𝜕𝑠𝑢1and  𝜕𝑠𝑢2 of the SUs respectively, in the queue exceeds the system delay  𝜕𝑡𝑠𝑢1and 
 𝜕𝑡𝑠𝑢2 set by the CRBS. This strategy can be combined into the two other CA strategies of [7]. The 









Algorithm V for the QBS scheme 
CRBS check wireless link 𝜸 ;// CRBS checks for SNR 




𝒎𝒊𝒏 𝑲𝒊=𝟏 ); // test for 𝑆𝑈𝑠1 resources 
       𝑺𝑼𝟏_admit = true; // admit class 1 SUs 
Else 
      if  ( 𝑲 < 𝑸
𝒔𝒖𝟏
) 
             𝑺𝑼𝟏_Admit_Queue = True :// (queue not full) 
      Else  





𝒎𝒊𝒏) ≥ (∑ 𝜽𝒏𝒋
𝒎𝒊𝒏 𝑳𝒋=𝟏
𝑲
𝒊=𝟏 )]; // enough resources exist        
       𝑺𝑼𝒔𝟐_Admit = True; // admit class 1 SUs 
Else 
      if  ( 𝑳 < 𝑸
𝒔𝒖𝟐
) 
            𝑺𝑼𝟐_Admit_Queue = True :// (queue not full) 
      else  
           𝑺𝑼𝟐_Admit = False :// (queue full) 
 
If  ( 𝝏𝒔𝒖𝟏 >  𝝏𝒕𝒔𝒖𝟏) 
           𝑺𝑼𝟏_Forced terminate _Queue = True:// dropped/forced terminate 𝑆𝑈1 from the queue 
If  ( 𝝏𝒔𝒖𝟐 >  𝝏𝒕𝒔𝒖𝟐) 
           𝑺𝑼𝟐_ Forced terminate _Queue = True :// dropped/forced terminate𝑆𝑈2  from the queue 
End if      
4.12 System Model Performance Measures 
The performnce measures of thus section is similar to the study in the first part of this chapter. The only 
deviation is the  that  𝜆𝑠1 and 𝜆𝑠2 which denotes the arrival rates of the SU class 1 and class 2 traffic 
respectively and the service rates 𝜇𝑠1, and  𝜇𝑠2 for the two traffic class. All other assumptions, symbols, 
constants remain the same as adopted from part one of this chapter [24].    
a) The blocking probability 𝑃𝑏
𝑖,𝑗
 of the secondary user’s traffic-classes is the likelihood that a 
newly arrived secondary user is not accessing the spectrum since it cannot meet the condition 
in the algorithm. Thus, if total SUs of class 1 and 2 are blocked and arrived are  𝛺𝑇𝑠1,2 and 𝜆𝑇𝑠1,2 






   
         𝑃𝑏
𝑖(1)
 =
𝑆𝑢𝑚 𝑜𝑓  𝑆𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑢𝑠𝑒𝑟𝑠 𝑐𝑙𝑎𝑠𝑠 1 𝑏𝑙𝑜𝑐𝑘𝑒𝑑




                                   (4.10) 
 
         𝑃𝑏
𝑗(2)
 =
𝑆𝑢𝑚 𝑜𝑓  𝑆𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑢𝑠𝑒𝑟𝑠 𝑐𝑙𝑎𝑠𝑠 2 𝑏𝑙𝑜𝑐𝑘𝑒𝑑




                                  (4.11) 
 
b) The forced termination probability 𝑃𝑓
𝑖,𝑗
 of the secondary user’s traffic-classes is the probability 
ongoing SU of class 1 or 2 being pre-empted by a primary users’ arrival however, in this thesis, 
forced termination probability represents the fraction of the forced commenced SU services. If 
total SU of class 1 and 2 forced terminated and admitted are  𝑇𝑠1,2 and  𝑇𝑠1,2 respectively, then, 
it is expressed as, 














𝑇𝑜𝑡𝑎𝑙 𝑆𝑈2 (𝑐𝑙𝑎𝑠𝑠 2) 𝑓𝑜𝑟𝑐𝑒𝑑 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑








 is the fraction of SUs of class 1 or 2 packet that successfully transported over 
the total number of packet that was transmitted after meeting the necessary conditions in the 
algorithm. However, in this section, it can be expressed as “not-blocked” which can be 




= (1 − 𝑃𝑏
𝑖,𝑗
 )                                                                                                            (4.14) 
 
c) The capacity 𝜌𝑠𝑢
𝑖,𝑗
 of a heterogeneous multi-class network is the mean number of SUs (class 1 
and 2) services completed per time.  Thus, the capacity 𝜌𝑠𝑢
𝑖,𝑗
of admitted secondary users at a 
given time is dependent on the signal to noise ration and modes pair [6], [24]. It can be 





 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑈𝑠 (𝑐𝑙𝑎𝑠𝑠 1 𝑎𝑛𝑑 2) 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑖𝑜𝑛
𝑇𝑖𝑚𝑒(𝑠𝑒𝑐𝑜𝑛𝑑𝑠)
















4.13 Numerical Results and Discussion 
This section presents the numerical results with corresponding discussion. MATLAB tool was used to 
demonstrate the performance of the three CAS in multiclass SU scenarios.  The results of SUs (class 1 
and 2) blocking probability against the PU arrival time is illustrated in Figures 4.10(a) and 4.10(b). The 
result indicates that as PU arrives more, the blocking probability shows a corresponding growth. This 
is anticipated because the SUs are not the original owner of the spectrum. PU interrupts any users using 
its channel and this causes blocking of the SUs service irrespectively of the class. Nevertheless, the 
QBS policy showed a lower blocking probability than IBS and RBS due to its inbuilt buffer system. 
The essence of the queue regime is to ensure that SU are not just dropped out of the spectrum but, kept 
so that it could be given another opportunity for spectrum allocation which is an edge over the RBS. 
For the RBS, since it has the adaptive capability to adjust the spectrum resources upwards or downwards 
depending on the amount of channels the PU has grabbed or the amount of spectrum resources left, it 
would obviously outperform the IBS which is not as flexible like the two other strategies mentioned.  
Nevertheless, IBS will be of the same performance like the QBS and RBS if spectrum resources are 
sufficiently available. Last but not least, it shows that class 1 SUs has a lower blocking probability 
compared to class 2 SUs which points to the privileges given to it in terms of priority queuing and 
resources reallocation. 
 








Figure 4.10 (b) Blocking probability of SU class 1 vs PU arrival rate 
 
 








Figure 4.11 (b) Throughput of SU class 2 vs PU arrival rate 
 
Figures 4.11(a) and (b) respectively, present throughput which responds to PU arrival. From the result, 
it is obvious that the SU’s throughputs reduce as the PU arrival rate increases in all cases (QBS, RBS 
and IBS). The SU experiences low throughput due to PU(s) individual arrival or in batches. This implies 
that SU will hands-off the spectrum because they are not the licensed owners. This possibly results to 
blocking, forced termination or queued SU service depending on the severity of PU behaviour. These 
interruptions (blocking, forced termination) cause throughput to decrease as a result of PU arrival. 
However, the QBS performed better than other the two (RBS and IBS) policies all points owing to it 
robustness. Closely followed is the RBS scheme which can readjust its slot occupancy amidst PU 
sporadic behaviour. The last is the IBS scheme which is more of a direct or blind strategy without much 
flexibility except when resources are much more available. However, when the PUs are absent, class 1 
SU traffic achieves greater throughput than class 2 SUs traffic. This is because of the superiority and 








Figure 4.12 (a) Forced termination probability of SU class 1 vs PU arrival rate 
 
One of the aims of channel assembling is to ensure that dropping/forced termination is kept low as 
possible. Also, it is to ensure that spectrum reuses are made possible and practicable. However, the 
response of the forced termination probability as a result of primary user arrival is shown in Figures 
4.12 (a) and (b) respectively. As anticipated, SU will experience forced termination in all the schemes 
due to PU arrival. But, the performance of the QBS scheme is far better than the IBS and RBS schemes 
at all instances.  This is due to its adaptive capabilities and the robust queuing regime it has.  Due to the 
preferential treatment given to class 1 secondary users, the lower forced termination is experienced 
compared to class 2 traffic.  Moreover, when the primary users depart, the forced termination of the 
entire scheme drops significantly, meaning that more channel-slots would be made available for the 
SUs.  







Figure 4.12 (b) Forced termination probability of SU class 2 vs PU arrival rate 
 
 
Figure 4.13 (a) SU1 capacity vs SNR [dB] 
 
The results of Figures 4.13 (a) and (b) respectively, show gradual increase in capacity as a function of 
the signal to noise ratio for class 1 and 2 regardless of the policy deployed. Integrating AMC technique 






packets (data) would be delivered at good SNR. Nonetheless, incorporating queuing regime is a design 
strategy for developing more robust policy hence, this is where the QBS show off its superiority over 
the other two schemes. RBS and IBS are excellent strategies for a network that is not too busy or 
congested. Besides, because priority is given to class 1 secondary user, more capacity is achievable as 
compared to secondary user of class 2 traffic. 
 
 
Figure 4.13 (b) SU2 capacity vs SNR [dB] 
4.14 Conclusion 
The performance of the three channel assembling strategies for CRN have been evaluated considering 
the varying nature of the wireless link featuring AMC in a multiuser secondary user traffic classes. 
From the results of study, it shows that SUs of dissimilar class respond differently with substantial 
effect on the CAS with respect to capacity, blocking probability, throughput and forced termination 
probability. It also demonstrates that the QBS technique performed better that IBS and RBS scheme 
respectively, when tested within a network with multi-class traffic owing to its robustness. Furthermore, 
it showed relatively lower force termination and blocking probabilities respectively when compared 
with other polices. Lastly, it affirms that AMC together with “queueing regime” is a more dynamic 
approach in enhancing channel aggregation policies. Though, detailed performance analysis with the 






focuses on analyzing the performance of the heterogeneous CAS in CRN. Specifically, this extension 








































Performance Analysis of Heterogeneous Channel Assembling 
Policies in Cognitive Radio Networks 
 
This chapter presents an analytical evaluation of the two proposed CAS (IBS and RBS) in CRN. 
Precisely, a detailed analysis of the models used and the assumptions made to extend earlier work of 
this thesis [6, 24] in part one of chapter four. This chapter is organized as follows: introduction is 
presented in section 5.1. Sections 5.2 covers related works while system model and resources utilization 
are found in Section 5.3. Wireless resource capacity modeling and analysis are presented in Section 5.4 
then the proposed channel assembling strategies is discussed in Section 5.5. System analytical model 
was developed in Section 5.6 while numerical results are discussed in Section 5.7. The concluding part 
of the study is found Section 5.8.  
5.1  Introduction 
To maximize the TVWS, a flexible channel allocation policy featuring the aggregation several primary 
user idle resources (TVWS) into groups of useable secondary channels has been studied in literatures. 
Nevertheless, for it to be applied in real world, the CAS must take into consideration the 
factors/parameters that have direct impact on the capacity and quality of the accessible/available 
spectrum resources (channels). This comprises but not limited to the signal to noise ratio, dynamics of 
the wireless link, traffic classes and enabling technique like AMC thus making the strategies robust and 
non-homogeneous “heterogeneous”. Furthermore, the flexible allocation of the TVWS across 
frequency and time can only be made possible via an intelligent radio system (CRN). CRN is promising 
research model that supports dynamic allocation and flexible spectrum access [105], [138]. However, 
cognitive radio is intelligent enough to adaptively and autonomously alter its communication 
parameters and thus learn from past events in an attempt to optimally use and reuse the PU channels 
effectively [10], [107], [139].   
Though, the channels used by the SUs belong to the PU, traditional owner/authorised users. An 
unlicensed user “SU” ingeniously uses the primary spectrum that are vacant and depart once the true 
owners “PU” appears to avoid meddling therefore, taking advantage of the erratic behaviour of the 
primary users in frequency and time domain respectively. The scattered idle spectrum needs 
coordination to meet the quality of service experience of the secondary users hence, the need for channel 
assembling. CAS allows secondary users to aggregate several vacant channels into one useful chunk in 






blocking probability, high data rate, spectrum utilization and forced termination probability of the 
secondary network [4], [5]. However, CAS enhances the overall system performance particularly if 
spectrum adaptation is applied with accurate parameters [5], [98], [140].  
Since fifth generation networks (5G) would support different applications and services with diverse 
capacity requirements, a dynamic CAS is key in CRN so as to enhance SU performance. Furthermore, 
the quantity of channel aggregated for a specific policy is a function of some factors which includes: 
the user traffic class, the PU behaviour and the modulation scheme (AMC). Moreover, aggregating 
channel is possible and convenient under certain PU activity patterns with most of which modelled as 
Markovian process. Though, other model exist but vary in their ON/OFF distribution [34], [141].  
For CAS to be effective and implementable, it must consider PU behavioural pattern as studied in 
[37].Therefore, with the understanding of the PU behavioural patterns, the resource utilization planning 
and signal to noise ratio per frame, channel aggregation/assembling can be successfully implemented. 
These factors mentioned in turn determines the bit error rate (BER) and number of channels available. 
A real-world scenario of the wireless link could be characterized by a number of finite states [142]. For 
instance, a three state wireless link conditions could be of bad, medium, or good quality respectively. 
This represents a more practical scenario of the wireless link conditions which is in contrast to the novel 
“homogeneous” case in[4], [5]. Therefore, a realistic CAS must consider the varying nature of the 
wireless link and this builds part of the basics of the current study.  
Diverse techniques have been proposed to alleviate several deficiencies of the wireless networks. 
Adaptive modulation and coding “AMC” is one of such that have substantially enhanced spectrum 
utilization via the classification the spectral efficiency, SNR, code rate and coding scheme [132]. Also, 
AMC improves the rate at which packets are sent and deliver with minimized error rate  [143]. The 
varying channel conditions (varying SNR) introduces a multi-rate capacity of wireless channel in terms 
of the amount of channel slot(s) used which is in contrast to the constant “homogeneous” single-rate 
system  [4]. Motivated by this, two CAS that considered the dynamic wireless link, the effect of signal 
to noise ratio, the diversity of the traffic class and the enabling technique like AMC were proposed. In 
addition, the study develops a systematic framework to analyse the performance of these proposed 
schemes (IBS and RBS) used in this study thus, extending previous work in part one of chapter four.  
5.2 Related Works 
To improve the performance of CRN, several CAS have been proposed in literature. Majority of them 
could be categorized as dynamic or static. In the dynamic CAS, an unlicensed user (SU) aggregates a 






number of channel aggregated is defined, fixed and cannot be altered. These policies can be 
implemented jointly with adaptation in two ways [5]. Firstly, spectrum adaptation where a secondary 
user adjusts upward or downward the quantity of channels assembled during communication. Secondly, 
spectrum handover which enables secondary users assemble channels at different frequency. [5] 
developed an analytical model for CRN with spectrum adaptation. In their study, two channel 
aggregation policies that take into account spectrum adaptation in a heterogeneous traffic scenario were 
proposed. A CTMC model was used to evaluate the performance of these policies.  In [140], a close-
form for the hypothetical capacity upper limit of a secondary network with channel assembling was 
proposed. This investigation shows that the incumbent (PU) arrives intermittently with its services on 
the channel lengthier than the SU services.  
In [30]], the performance of three channel assembling strategies was compared without incorporating 
spectrum adaptation. The three scenarios considered were: assembling all idle channels when SU access 
the spectrum (greedy user), without channel assembling and assembling fixed number of channels. In 
[96], an adaptive channel assembling strategy for non-real time user were proposed depending on 
channel accessibility and other secondary events. To extend the body of knowledge, [4] and [5] 
implemented a robust CAS for heterogeneous traffic. The adaptive features enable channel handover 
and sharing respectively.  In these studies, the authors assumed that the unlicensed users will experience 
stable services without channel variation (fading) with the help a sophisticated physical layer procedure. 
But, parameter such as varying SNR and AMC which has significant effect on the performance of any 
given CAS in CRN were not did not considered in their studies. 
Spectrum access strategies have been proposed in literatures with the drawback of frequent blocking 
and dropping of SU services. Consequently, the queuing-based strategies have attained importance due 
to its robustness to mitigate against these draw backs. [97] Incorporated a queuing regime into the 
strategy proposed in  [5]. In the study, when there are insufficient or no spectrum resources, like an 
open network model (lossy system), where a new secondary user request is pre-empted and the 
interrupted secondary services are dropped or forced to terminate, it is queued and served later. This 
minimizes the rate at which secondary services are blocked and dropped thus improving spectrum 
utilization and secondary network capacity. In [99], channel assembling and fragmentation (CAF) were 
jointly proposed in CRN. In the investigation, the authors assumed that secondary users can adaptively 
split their presently occupied channel(s) to smaller granules so as to accommodate more SU arrivals. 
In [100], the performance evaluation of two channel assembling polices with imperfect sensing for 
wideband CRN were proposed just like in [94]. Specifically, missed detection and false alarm 
(imperfect sensing) were carefully taken into account in their analysis. Moreover, pre-empted SU are 






is set by the CRBS so that when the SU queue waiting time expires, the SU service would be dropped 
to avoid starvation of other SUs which needs to be queued. The finite queue regime saves blocking SU 
request and forces termination of ongoing SU services. In spite of the tremendous research on channel 
assembling in cognitive radio, previous investigations did not take into account the varying nature of 
the wireless link especially a three state scenarios and the effect of a robust technique like AMC on CA 
which this current study took into account. This chapter provides more insight on the performance of 
CAS in a cognitive wireless networks. However, the key contributions of this chapter includes:  
 Proposed two channel assembling strategies for a multi-rate wireless link together with 
AMC as a mitigating approach. 
 Developed an analytical framework to evaluate the performance of the proposed channel 
assembling strategies used in this chapter.  












Figure 5.1 Network Architecture 
 
The system model is an infrastructure based network architecture comprised of a primary owner base-
station (TV mast), a secondary controller (CRBS) and other opportunistic users using the same 
spectrum-band as illustrated in Figure 5.1. The licensed owner (PU) is privileged to use the channel 
anytime and can interject the opportunistic users (SUs) at will irrespective of the users using it as long 
as it not a licensed user. In this model, that all secondary services that are managed by the last in last 
out (LILO) protocol embedded in the CRBS were assumed first. Second, the licensed user uses one 






neighbouring or non-adjacent channel-slot(s) across spectrum domains using the OFDMA access 
scheme within a coherent time interval. Moreover, the licensed user (SU) utilizes the PU channels 
opportunistically through the deployment of any of the proposed schemes. The primary network is made 
up of  𝑀 channels however; each of the licensed channels is structured in frames with each consisting 
of 𝑆 slots thereby making channel usage on a slot basis. The wireless frame occupancy for PU Busy/Idle 
activities is illustrated in Figure 4.2 and 4.4 respectively, with 𝛼𝑖,  𝛽𝑖 and other parameters remaining 
identical. This dynamics of SU frame translates into a “heterogeneous system” with varying capacities 
hence requiring a precise number of channel-slot and transmission rate pair.  The CRBS makes the 
decision whether to block, drop or admit, the SUs on the basics of resource accessibility is initiated by 
CAS, however, the SU capacity is a function of the wireless link conditions (SNR). 
5.4  Wireless Resource Capacity Modelling and AMC 
This section focuses on the wireless channel modelling, the slot/frame configurations together with the 
AMC system. However, emphasis would not be on the wireless channel and AMC since it has been 
discussed in previous chapter.  
5.4.1 SU wireless channel model and AMC 
The “Nakagami-m channel model” is adopted since it spans a wide range of fading channels [131], 
[133]. All other parameters and assumptions used in previous work remains same. In addition, the 
received signal to noise ratio 𝛾 is a random variable with a gamma probability density function  𝜗𝛾(𝛾) 
whose analysis is well known [143], [144].  
 






)                                                                                              (5.1) 
 
Where the mean received, SNR  ?̅? = 𝐸{𝛾},  the Gamma functions is  Π(𝑚) , and 𝑚 represents the 
Nakagami fading parameter.  
 
Π(𝑚) = ∫ 𝑡𝑚−1 
∞
0
𝑒𝑥𝑝(−𝑡)𝑑𝑡                                                                                                (5.2)  
 
The essence of the AMC is to optimize data rate with respect to the conditions of the channel and same 
time keeping packet error rate (PER) as low as possible [131]. The quantities “number” of channel slots 






data rate can be achieved. For instance, at 64-QAM, few slot(s) will be aggregated due to high rate and 
while at 16-QAM more slots will be needed and so on. Thus, Mode 1, Mode 2, Mode 3 corresponds to 
QPSK, 16-QAM and 64-QAM representing bad, moderate and good SNR/mode pair respectively, as 
depicted in Figure 5.2. 
5.4.2 AMC and SU frame configuration 
As stated in subsection, ∅ and 𝑅𝑛 represents the message size in bits and the number of bit per symbol 
mode respectively. Where n is the transmission mode and ranges from 1 ≤ 𝑛 ≤ 𝑁 and 𝑁 been the highest 
mode. The quantity of channel slot (s) in a static frame 𝑆 depends on varying signal to noise ratio (γ). 
Thus, in a coherence time interval 𝑆 can be estimated. Where  𝛼𝑖 , 𝛽𝑖 , 𝑖
𝑡ℎ, 𝑝𝑢,(𝑀 ∗ 𝑆), 𝛿𝑖  and  𝑠𝑢 and all 
other parameters respectively, are well defined in section 4.3.2, equations (4.3- 4.5), [6], [24].  
5.4.3 SU channel-slot configuration 
The number of channel-slot(s) aggregated by the CRBS for a secondary user decreases as the SNR 
improves and vice visa as captured in Table I. 𝑛 is the number of channel-slot(s) a SU assembles in a 
given mode and SNR pair. In the notations, 𝑛 denotes the nth mode while 𝑁 denotes the highest mode. 
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Figure 5.2 Channel-slot configuration which depends on SNR/mode pair. 
 
Table 5.1 
Transmission Modes with Convolutional Coded Modulation  [8], [21], [22], [23] 
AMC mode 
(𝑛) 








1 QPSK 3.741 0.6241 4.31 1/2 
2 16-QAM 7.491 1.2481 10.21 3/4 
3 64-QAM 14.981 2.4961 18.31 2/3 
 
The distinctiveness of this policies is such that, at the highest mode where  𝑛 = 𝑁 (good channel quality) 
the SUs will assemble few slots. This ensures that more SUs are admitted into the network since service 
completion time will be reduced. However, as the channel quality deteriorates, more slots will be 
required to meet the QoS requirements of the SU as illustrated in Figure 5.2. It therefore means that the 
rates differ in as much as such that mode 3 rate is higher than mode 2 which is represented as;  
 
𝑅𝑁 > 𝑅𝑁−1 > 𝑅𝑁−2  𝑜𝑟  𝑅𝑁−2 < 𝑅𝑁−1 < 𝑅𝑁  
 
Where 𝑅 is defined in Table I. The PU channel utilization is characterised by two-state Markovian 
process of Figure 4.4 while 𝛼𝑖 , 𝛽𝑖  remaining the same. The PU channel-slot(s) capacity 𝑝𝑢, is given as 
in Equations 4.3 and 4.4 whereas the SU channel slot capacity 𝑠𝑢 and the total capacity of the system 







5.5 Proposed Channel Assembling Strategies 
Two CAS were proposed. They are the IBS and RBS respectively. On like the previous work in chapter 
four which focused on evaluation via system simulation, this chapter gives an analytical detail in the 
subsections following.   
5.5.1 Immediate blocking strategy  (𝝎, 𝜽𝒔𝒖, 𝜽𝒏 ) 
In this strategy, if there are insufficient or no capacity (channel slot) upon secondary user demand for 
spectrum resources, the secondary user is instantly blocked from accessing the networks irrespective of 
the SNR.  This indicates that for a link conditions (bad, good or moderate), a specific number of 
spectrum resources is aggregated for the secondary user. Nevertheless, whenever a primary user arrives 
and picks from the assigned resources, and there are inadequate vacant channel slots to complement for 
the reduction, then, the SU is “forced to terminate” [6], [8], [24] . Just like in the previous chapter, the 
total number of  𝑆𝑈 in the system is 𝑉𝑛 while the resource requirement is 𝑛. Therefore, a SU will be 
granted access/admission into the network if the condition in equation (5.4) is satisfied.   
 





Else, the SU is blocked if it satisfies Equation (5.5)  which is the reverse of (5.4). 
 
𝑠𝑢 ≤∑ 𝑛𝑖  , ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} <   𝑛𝑖                           
 𝑉𝑛
𝑖=1
                                        (5.5) 
 
An SU could be forced to terminate if an arriving PU finds the SU using its channel-slot (resources) 
and there are no vacant slot(s) thus, satisfying equation (5.6). Note the criteria for blocking and forced 
termination is similar however, the only difference is that, in forced termination (dropping), the SU 







𝑠𝑢 <∑ 𝑛𝑖  ,   ∀{ 𝑀 ∗ 𝑆 = 𝑧(𝜙)}                                
 𝑉𝑛
𝑖=1
                                                             (5.6) 
This indicates a reduction/inadequacy of the amount of SU resources (channel-slot). Likewise, an 
arriving PU could be blocked if condition in equation (5.7) is satisfied. 
 
𝜔 ≥ 𝑀                                                                                                                  (5.7) 
Nonetheless, since PU blocking is not taken into account, emphasis will not be placed on this particular 
condition because it is not part of the focus of this study. Though, it is possible among greedy PUs of 
different classes. The algorithm VI is similar to algorithm I but with details of events (arrival/departure). 
 
Algorithm VI for the CA using IBS  
// SU arrival 
CRBS check wireless link 𝜸
𝒔𝒖
 // CRBS checks wireless link state (SNR) for SUs. 
    CRBS check 𝜽𝒔𝒖;// CRBS checks available recourse for SUs 
If (𝜽𝒔𝒖 ≥ ∑ 𝑛𝑖  
 𝑽𝒏
𝒊=𝟏 ); // resource assembly test as a function of SNR/mode pair. 
     𝑺𝑼𝒊_Admit = True;//accept  𝑆𝑈𝑖 and aggregate resources  
Else 
      𝑺𝑼𝒊_Admit=False;//block the 𝑆𝑈𝑠  
Else  
    End if ;// terminate if no event 
// PU arrival 
CRBS check wireless link 𝜸
𝒔𝒖
;//CRBS checks wireless link state (SNR) for SUs. 
If [(𝜽𝒔𝒖 < ∑ 𝑛𝑖) 
 𝑽𝒏
𝒊=𝟏 ]; // PU arrival pick some SU resources 
    𝑺𝑼𝒊_Drop =true;// forced-terminate of ongoing  𝑆𝑈𝑠 
  Else 
If (𝝎 ≥ 𝑴);//PU arrives and are more than the available channels 
       𝑷𝑼𝒊_FT=true;// SU dropped due to PU arrival 
    Else 
     𝑷𝑼𝒊_admit=true;// admission PU  
End if ;// terminate if no event 
 






  CRBS check wireless link 𝜸
𝒔𝒖
 //CRBS checks wireless link for PU absence 
If 𝑷𝑼𝒊_Channel-slots=Idle (free); // free PU slots 
     𝑺𝑼𝒊_Admit = true;// admit new 𝑆𝑈𝑠  
End 
Go to start.  
5.5.2 Readjustment based strategy  (𝝎, 𝜽𝒔𝒖, 𝜽𝒏
𝒎𝒊𝒏, 𝜽𝒏
𝒎𝒂𝒙 ) 
In this strategy, secondary user needs a minimum of 𝑛
𝑚𝑖𝑛 and maximum of  𝑛
𝑚𝑎𝑥  resources to 
commence service and stop assembling respectively.  When a secondary user requests for service, the 
assembling protocol domiciled in the CRBS checks for resource accessibility in a similar manner like 
the IBS scheme. Else, if otherwise as a consequent of PU appearance, the readjustment algorithm VII 
is executed which enables the SU with the maximum assembled channel  denote to starving or new 
arriving SUs respectively.All other symbols, assumption remain same as in the IBS case [6], [8], [24].  
  
Algorithm VII for the CA using RBS 
//SU arrival 
CRBS check wireless link 𝛄
𝐬𝐮
; // CRBS checks wireless link state (SNR) for SUs. 






𝒊=𝟏 ); // test for 𝑆𝑈𝑖 resources 
        𝑺𝑼𝒊_Admit = True; // accept  𝑆𝑈𝑖 and aggregate resources. 
Else 
𝐢𝐟 (∑ 𝜽𝒏𝒊
𝒎𝒊𝒏) <  
 𝑽𝒏
𝒊=𝟏 𝜽𝒏,𝒏𝒆𝒘
𝒎𝒊𝒏 )] ;// test for new SU arrival due to PU arrival  
Go to Do procedure;// Next three step below 






CRBS check wireless link 𝜸
𝒔𝒖
 // cognitive radio base station checks wireless link state (SNR) for SUs. 
𝐢𝐟 ( 𝜽𝒔𝒖 < ∑ 𝜽𝒏𝒊
𝒎𝒊𝒏)
 𝑽𝒏
𝒊=𝟏 ;// PU arrives and pick some SU resources 
Do (𝜽𝒋
𝒎𝒂𝒙 − 1), ++ j; // SU with max. channel, donate and iterate over 𝑗 user resources                       
   𝑺𝑼𝒊,𝒋, _Admit = True; // admit 𝑆𝑈𝑖,𝑗 and assemble for both users 
      Else  
              𝑺𝑼𝒊_Admit =False; // block new  𝑆𝑈𝑖due to no-free slot or insufficient 
    Else  
        If (𝝎 ≥ 𝑴);// PU arrives and are more than the available M channels 
       𝑷𝑼𝒊_FT=True;// SU dropped due to batch PU arrivals 
Else 
     𝑷𝑼𝒊_Admit=True;// admission PU  
     If all conditions cannot be met       
        𝑺𝑼𝒊_ FT =True;// force-terminate on going  𝑆𝑈𝑖 
End if; // start the process. 
// PU departure 
   CRBS check wireless link 𝜸
𝒔𝒖
 // CRBS checks wireless link for PU absence 
If 𝑷𝑼𝒊_channel-slots=Idle;// free channel slot exists 
    𝑺𝑼𝒊_Admit = True;// admit 𝑆𝑈𝑠 admit 𝑆𝑈𝑖 and assemble  
       Do (𝜽𝒋
𝒎𝒊𝒏 + 1);// SU with min channel adjust upward 
End 
Go to start.  
 
5.6 System Analytical Models 
The analytical model comprises of dynamic and static SU traffic that employs the CAS of section 4.4 
and 5.5. As earlier stated, the resource requirements for the static traffic is ( 𝑛 ) while that of the 
dynamic ranges between 𝑛
𝑚𝑖𝑛 ≤ 𝑛 
𝑚𝑎𝑥. Where 𝑛 could be bad, good, moderate wireless link for user i 
or j. The arrival rate for the PUs and SUs follows a Poisson distribution with parameters 𝜆𝑝 and  𝜆𝑠 for 
PUs and SUs respectively. The service times are exponentially distributed with the service rates 𝜇𝑝  and  
𝜇𝑠 for the PUs and SUs respectively. The total service for a user is assumed as the product of the user 
service rate and the number of accessible channel-slot 𝑠𝑢𝜇𝑠𝑢. Thus, the system is modelled as a CTMC 
with state represented by 𝜙 = {𝜔, 𝑉𝑔, 𝑉𝑚, 𝑉𝑏 }. where  𝜔 is the number of PUs, 𝑉𝑏, 𝑉𝑚, and 𝑉𝑔  are the 
numbers of SUs in a bad, moderate and good conditions respectively. The utilization is expressed as 






assembled by the CRBS for its associate SUs with respective to the SNR. The state transition diagram 
is shown in Figure. 5.3. Note: crossing of state (good to bad or vice versa) is not allowed since we are 
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Figure 5.3 Summarized System Transition Diagram  [8] 
 
In Figure 5.3, the transitions can be characterized as Internal/horizontal and external/vertical. The 
internal transitions occur among SUs within the system (admitted) and their transitions is a function of 
the varying wireless link (channel condition) while the external transitions occur as a result of arrival 
of new PU/SU into the system and departure out of the system.  Moreover, admission or blocking occurs 
at the point of entrance into the system, while forced termination occurs for already admitted/accepted 
SUs as earlier mentioned. 
5.6.1 CTMC Analysis for IBS 
The possible feasible state of the strategy is expressed as ᶑ = {𝜙 ⎸𝜔, 𝑉𝑔, 𝑉𝑚, 𝑉𝑏) ≥ 0;  𝑧(𝜙)  ≤ 𝑀 ∗ 𝑆}. 
Subsequently, we describe all the possible state transition of the system. 
5.6.2 Transition Table from Present State (𝝎,𝑽𝒈, 𝑽𝒎, 𝑽𝒃) to Other States 
For simplicity, the PU is assumed either departing/arriving( 𝜔 − 1𝑜𝑟 𝜔 + 1) hence, the transition table 







Transition state for the IBS Strategy (𝜔, 𝑠𝑢,  𝑛 ) [8] 





















(𝜔, 𝑉𝑔, 𝑉𝑚 , 𝑉𝑏) 
 PU departs/arrival  
 (1) (𝜔 − 1, 𝑉𝑔 , 𝑉𝑚, 𝑉𝑏) 
 
PU departs from the system. 𝜔𝜇
𝑝
 
(2) (𝜔 + 1, 𝑉𝑔 , 𝑉𝑚, 𝑉𝑏) 
 
PU arrives into the system. 𝜆𝑝 
 SU departs/arrival 
(3) (𝑉
𝑔
− 1, 𝑉𝑚, 𝑉𝑏) 
(external) 











− 1, 𝑉𝑚 + 1, 𝑉𝑏)  
 


























+ 1, 𝑉𝑚, 𝑉𝑏) 
(external) 
SU arrives into the system in good state with 
the likelihood of being admitted/accepted, if 
the number of idle channel slots ( 𝑠𝑢) available 
is greater than or equal to the summation 
(∑ 𝑔𝑖  
𝑉𝑔
𝑖=1
) of the channel slot required by 
the 𝑉𝑔, i.e.  If 𝑠𝑢 ≥ ∑ 𝑔𝑖  
𝑉𝑔
𝑖=1
, ∀ 𝑧(𝜙) < 𝑀 ∗ 𝑆  







Otherwise, it is blocked which denotes NOT 
accepted i.e. if 𝑠𝑢 ≤ ∑ 𝑔𝑖  
𝑉𝑔
𝑖=1
, ∀{ 𝑀 ∗ 𝑆 −
𝑧(𝜙)} <   𝑔𝑖as in equation (5.5) 
No FT occurred in this event i.e. FT = 0 (PU 
absent) 









+ 1, 𝑉𝑚 − 1, 𝑉𝑏) 
(internal) 

















, 𝑉𝑚, 𝑉𝑏 − 1) 
(external) 





, 𝑉𝑚 + 1, 𝑉𝑏 − 1) 
(internal) 
SU transits from bad to moderate state. Same as (4) 
SU in moderate state departs after service 
completion. 
Same as (4) 
SU in moderate state FT due to PU arrival 
equation (5.6) 
Same as (4) 
(9)  
(𝑉𝑔, 𝑉𝑚, 𝑉𝑏 + 1) 
(external) 
SU arrives into the system in bad state with the 
likelihood of being admitted/accepted, if the 
number of idle channel slots ( 𝑠𝑢) available is 
greater than or equal to the summation 
(∑ 𝑏 
𝑉𝑏












5.6.3 Performance Measures 
The derivations are on the premise of [4], [5]. However, in this study, three channel conditions were 
considered for the SUs. The blocking, forced termination, and admission/acceptance probabilities 
respectively, are also considered with respect to the varying channel conditions. 
5.6.4 Immediate Blocking Strategy IBS 
The state transitions are summarized in Table II. Based on the transition rates for the three channel 
condition, the normalized and balance equation are established in equation (5.7) respectively. ψ is the 
the 𝑉𝑏, i.e.  If 𝑠𝑢 ≥ ∑ 𝑏𝑖  
𝑉𝑏
𝑖=1 ,∀ 𝑧(𝜙) < 𝑀 ∗ 𝑆 
as in equation (5.4) 
Otherwise, it is blocked which denotes 
NOT accepted i.e. if 𝑠𝑢 < ∑ 𝑏𝑖  
𝑉𝑏
𝑖=1 , 




No FT occurs in this event i.e. FT = 0 
 
FT = 0 
(10)  (𝑉𝑔, 𝑉𝑚 − 1, 𝑉𝑏 + 1) 
(internal) 











SU in moderate state FT due to PU as in 





(11) (𝑉𝑔, 𝑉𝑚 − 1,   𝑉𝑏) 
(external) 






(𝑉𝑔, 𝑉𝑚 + 1, 𝑉𝑏) 
(external) 
SU arrives into the system in moderate 
state with the likelihood of being 
admitted/accepted, if the number of idle 
channel slots ( 𝑠𝑢) available is greater than 
or equal to the summation (∑ 𝑚 
𝑉𝑚
𝑖=1 ) of the 
channel slot required by the  𝑉𝑏 , i.e.  if 
𝑠𝑢 ≥ ∑ 𝑚𝑖  
𝑉𝑚







Otherwise, it is blocked which denotes 
NOT accepted i.e. if 𝑠𝑢 < ∑ 𝑚𝑖  
𝑉𝑚
𝑖=1 , 
∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} < 𝑚𝑖  as in equation 
(5.5) 
No FT occurs in this event i.e. FT = 0 (PU 
absent) 






transition rate matrix whereas the state probabilities are denoted by 𝜋(𝜙) hence, 𝜙 can be obtained. 
Given the state probabilities 𝜋(𝜙), the system performance can be developed as follows: 
 
 




a) The Blocking Probability 𝑃𝑏
𝑛  
The blocking probability is expressed in rates. However, the blocking probability 𝑃𝑏
𝑛 at a particular 
channel state (good, moderate or bad) is the sum of all probabilities of states that cannot admit/accept 
SU into the system. The arriving SU will be blocked if the sum of the available idle channels/slots is 




𝑇𝑜𝑡𝑎𝑙  𝑆𝑈 𝑏𝑙𝑜𝑐𝑘𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒 
 𝑆𝑈 𝑎𝑟𝑟𝑖𝑣𝑎𝑙 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒
                                                  (5.8) 
 
























































                                                 (5.9) 
Where 𝑃𝑏
𝑔



















































                                         (5.10)  
𝑃𝑏
𝑚 is the blocking probability when the wireless link is in moderate state. 



























































                                              (5.11) 
𝑃𝑏
𝑏 is the blocking probability when the wireless link is in bad state. 
 
b) The forced termination probability  (𝑃𝑓𝑡
𝑛 ) 
The forced termination occurs whenever an ongoing SU service is interrupted by a PU arrival 
irrespective of the wireless channel state, and the SU and cannot hands-off to an  idle slots/channels. In 
this study, forced termination probability denotes the total forced termination rate divided by the total 




𝑇𝑜𝑡𝑎𝑙 𝑆𝑈 𝑓𝑜𝑟𝑒𝑐𝑑 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒
 𝑆𝑈 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛𝑠(𝑟𝑎𝑡𝑒 𝑜𝑓 𝑐𝑜𝑚𝑚𝑒𝑛𝑠𝑒𝑑 𝑆𝑈 𝑠𝑒𝑟𝑣𝑖𝑐𝑒)
                             (5.12) 
 
However, SU connections rate (rate of commenced SU service) indicates that, admission has been 
granted which can be expressed as  (1 − 𝑃𝑏
















































    (5.13)  
Where 𝑃𝑓𝑡
𝑔













































































































𝑏 is the FT probability when the wireless link is in bad state. 
 
c) Acceptance/Admission probability (𝑃𝑎
𝑛) 
The acceptance/admission probability is the probability that enough resources exists for the SU when 
it arrives or the resources (channel/slots) remaining is after PU occupancy, is greater than or equal to 
the resources required by the SU. It can be expressed as the rate of Not Blocking with respect to the 
wireless link.  
 
𝑃𝑎
𝑛 = (1 − 𝑃𝑏
𝑛)                                                                                                                (5.16) 
 




= (1 − 𝑃𝑏
𝑔
































                                                                                         (5.18)  
Where 𝑃𝑎
𝑔
  is the acceptance/admission probability when the wireless link is in good state. 
 
𝑃𝑎
𝑚 = (1 − 𝑃𝑏





























                                                                                   (5.20)  
𝑃𝑎
𝑚  is the acceptance/admission probability when the wireless link is in moderate state. 
 
𝑃𝑎
𝑏 = (1 − 𝑃𝑏





































d) Capacity ( 𝜎𝑛)          
The capacity of the SU is the average service rate of the SUs. This implies the average number of SU 
service completion per time [145]. However, the capacity is dynamic since the SNR, the number of 
channel slots assembled by the CRBs and the number of SUs varies. For simplicity, it can be expressed 
as,  
 
𝜎𝑛 = ∑  𝑛𝑖 𝑉𝑛
𝜙∈ᶑ
𝜇𝑠
𝑛𝜋(𝜙)                                                                                                              (5.23) 
 
 
e) Service rate ( 𝜇𝑠
𝑛) 
Service rate 𝜇𝑠
𝑛 is the capacity of the secondary network divided by the number of admitted SUs at a 






∑  𝑉𝑛𝜙∈ᶑ 𝜋(𝜙)
                                                                                                                (5.24) 
 
 
Note that, the generic symbols  𝑛  and  𝑉𝑛 could not be used when representing blocking, forced 
termination and access/admission probability above because of their respective specificity (different 
criteria). Note,  𝑛 ≡  𝑔, 𝑚, 𝑛
𝑚𝑖𝑛, 𝑛
𝑚𝑎𝑥  or   𝑏  and  𝑉𝑛 ≡  𝑉𝑔, 𝑉𝑚  or 𝑉𝑏  respectively. 
Also, 𝑉𝑔 , 𝑉𝑚, 𝑉𝑏 ∈  𝑉𝑛 and  𝑛, 𝑔, 𝑚, 𝑏 , 𝑛
𝑚𝑖𝑛, 𝑛
𝑚𝑎𝑥 ∈  𝑠𝑢  
 
5.6.5 CTMC Analysis for Readjustment Based Strategy 
This is similar to the IBS scheme. The difference is that the CRBS adjusts between the minimum and 
maximum number of channel slots a SU can aggregate depending on the availability of resources and 
the arrival of a PU. The feasible state can be expressed as, 
 
ᶑ = {(𝜔, 𝑉𝑔, 𝑉𝑚, 𝑉𝑏)⎸𝜔 + 𝑛
𝑚𝑎𝑥 𝑉𝑛 < 𝑀 ∗ 𝑆} ∪ {𝑧(𝜙) = 𝑀 ∗ 𝑆}                              (5.25) 
5.6.6 Performance Measures of the Readjustment Based Strategy  
The state transitions are summarized in Table III just like the IBS scheme and also on the premise of 
[4], [5]. However, there are some variations due to the flexibility of the RBS scheme when PU arrives 






a) The Blocking Probability (∗ 𝑃𝑏
𝑛) 
The blocking probability 𝑃𝑏
𝑛, is the probability that a SU will be blocked from gaining access into 
spectrum when it arrives due to sufficient resources or no resources for it to commence transmission at 
particular channel state. It implies the sum of all probabilities of states that cannot admit/accept SU into 
the system due to resources availability. In this work  𝑃𝑏




𝑇𝑜𝑡𝑎𝑙  𝑆𝑈 𝑏𝑙𝑜𝑐𝑘𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒  
 𝑆𝑈 𝑎𝑟𝑟𝑖𝑣𝑎𝑙 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒
































































                       (5.27) 
Where 𝑃𝑏
𝑔
the blocking probability in good wireless link.   
Note: the symbol ∗ (asterisk) is used to differentiate the RBS metrics form the IBS and not a 































































                  (5.28) 
Where 𝑃𝑏






























































                  (5.29) 
Where 𝑃𝑏






b) The forced termination probability  (∗ 𝑃𝑓𝑡
𝑛 ) 
With similar definition as mentioned in IBS, it can be expressed as, 
∗ 𝑃𝑓𝑡
𝑛 =
𝑇𝑜𝑡𝑎𝑙 𝑆𝑈 𝑓𝑜𝑟𝑒𝑐𝑑 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒 
 𝑆𝑈 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛𝑠(𝑟𝑎𝑡𝑒 𝑜𝑓 𝑐𝑜𝑚𝑚𝑒𝑛𝑠𝑒𝑑 𝑆𝑈 𝑠𝑒𝑟𝑣𝑖𝑐𝑒)






























































                                                                                     (5.31) 
Where 𝑃𝑓𝑡
𝑔



























































                                                                                   (5.32) 
Where 𝑃𝑓𝑡

































































                                                                                   (5.33) 
𝑃𝑓𝑡
𝑚is the forced termination probability in bad wireless link 
 
c) Acceptance/Admission probability (∗ 𝑃𝑎
𝑛) 
As states in the IBS scheme, the acceptance/admission probability is given as, 
 
∗ 𝑃𝑎
𝑛 = (1 − 𝑃𝑏
𝑛)                                                                                                                                 (5.34) 
 




= (1 − 𝑃𝑏
𝑔














































                                                                                    (5.36) 
 
∗ 𝑃𝑎
𝑚 = (1 − 𝑃𝑏


















































                                                                           (5.38) 
𝑃𝑎
𝑚  is the acceptance/admission probability when the wireless link is in moderate condition. 
 
∗ 𝑃𝑎
𝑏 = (1 − 𝑃𝑏













































                                                                               (5.40) 
𝑃𝑎
𝑏  is the acceptance/admission probability when the wireless link is in bad condition. 
 
d) Capacity (∗ 𝜎𝑛)          
The capacity of the SU is the average service rate of the SUs, i.e., the average number of SU completion 
per time [24]. It can be expressed as,  
 
 







                                                                                            (5.41) 
 
e) Service rate (∗ 𝜇𝑠
𝑛)  
Service rate  𝜇𝑠
𝑛 is the capacity of the secondary network divided by the number of admitted SUs at a 






 ∑  𝑉𝑛𝜙∈ᶑ 𝜋(𝜙) 








Transition state for the RBS Strategy (𝜔, 𝑠𝑢, 𝑛
𝑚𝑖𝑛, 𝑛
𝑚𝑎𝑥 ) [8] 
No. Present State Next state Possible State Events  Transition Rate  






















(𝜔 − 1, 𝑉𝑔 , 𝑉𝑚, 𝑉𝑏) PU departs from the system  𝜇𝑝𝜔 
(2) (𝑉
𝑔
− 1, 𝑉𝑚 + 1, 𝑉𝑏) 
(external) 
SU in good state with minimum/maximum number 
of channel slots ( 𝑛
𝑚𝑖𝑛/ 𝑛
𝑚𝑎𝑥) departs from system 














− 1, 𝑉𝑚 + 1, 𝑉𝑏) 
(internal) 
 
SU with minimum/maximum number of channel 
slots ( 𝑛
𝑚𝑖𝑛/ 𝑛












SU in bad state with a minimum number of channel 
slots ( 𝑛
𝑚𝑖𝑛 ) uses the released channel slots to 
























+ 1, 𝑉𝑚, 𝑉𝑏) 
(external) 
SU arrives into the system in good state with the 
likelihood of being admitted/accepted, if the 
number of idle channel slots ( 𝑠𝑢 ) available is 





of the channel slots required by the  𝑉𝑔 .  i.e.  If 











Otherwise, it is blocked which denotes NOT 











+ 1, 𝑉𝑚 − 1, 𝑉𝑏) 
(internal) 
 SU AR. The SU in bad state with the maximum 
number of channel slots ( 𝑛








No FT occurred in this event i.e. FT = 0 FT = 0 
SU with minimum/maximum number of channel 
slot ( 𝑛
𝑚𝑖𝑛/ 𝑛
𝑚𝑎𝑥) transits from moderate to good. 
 Same as in (3) 
SU in good state with minimum number of channel 
slots ( 𝑛
𝑚𝑖𝑛 ) uses the released channel slots to 


























, 𝑉𝑚, 𝑉𝑏 − 1) 
(external) 
SU in bad state with minimum/maximum number 
of channel slots ( 𝑛
𝑚𝑖𝑛/ 𝑛
𝑚𝑎𝑥 ) departs from the 











        
(7) (𝑉
𝑔
, 𝑉𝑚 + 1, 𝑉𝑏 − 1) 
(internal) 
 
SU with minimum/maximum number of channel 
slot ( 𝑛
𝑚𝑖𝑛/ 𝑛


















 The SU in moderate state with minimum number 
of channel slots ( 𝑛
𝑚𝑖𝑛) uses the released channel 









SU in moderate state departs from the system after 















, 𝑉𝑚, 𝑉𝑏 + 1) 
(external) 
SU arrives into the system in bad state with the 
likelihood of being admitted/accepted, if the 
number of idle channel slots ( 𝑠𝑢 ) available is 




of the channel slots required by the  𝑉𝑏 .  i.e.  If 
𝑠𝑢 ≥ ∑ 𝑏𝑖
𝑚𝑖𝑛 
𝑉𝑏









Otherwise, it is blocked which denotes NOT 
accepted i.e. if 𝑠𝑢 < ∑ 𝑏𝑖
𝑚𝑖𝑛 
𝑉𝑏
𝑖=1 , ∀{ 𝑀 ∗ 𝑆 −
𝑧(𝜙)} < 𝑏𝑖
𝑚𝑖𝑛 
SU AR. The SU in bad state with the maximum 
number of channel slots ( 𝑛
𝑚𝑎𝑥 ) donates to the 







No FT occurred in this event, i.e. FT = 0 FT = 0 
(9) (𝑉
𝑔
, 𝑉𝑚 − 1, 𝑉𝑏 + 1) 
(internal) 
SU with minimum/maximum number of channel 
slot ( 𝑛
𝑚𝑖𝑛/ 𝑛
𝑚𝑎𝑥 ) transits from moderate to bad 
state.  












SU in bad state with minimum number of channel 
slot ( 𝑛
𝑚𝑖𝑛 ) uses the released channel slots to 
















SU in bad state FT due to PU arrival. 









, 𝑉𝑚 − 1,   𝑉𝑏) 
(external)  
SU in moderate state with minimum/maximum 
number of channel slots ( 𝑛
𝑚𝑖𝑛/ 𝑛
𝑚𝑎𝑥) state departs 
from the system after service completion (releases 
















, 𝑉𝑚 + 1, 𝑉𝑏) 
(external) 
The SU arrives into the system in moderate state 
with the likelihood of being admitted/accepted, if 
the number of idle channel slots ( 𝑠𝑢) available is 




of the channel slots required by the  Vb .  i.e.  If 
𝑠𝑢 ≥ ∑ 𝑚𝑖
𝑚𝑖𝑛 
𝑉𝑚









Otherwise, it is blocked which denotes NOT 
accepted i.e. if 𝑠𝑢 < ∑ 𝑚𝑖
𝑚𝑖𝑛 
𝑉𝑚
𝑖=1 ,            ∀{ 𝑀 ∗
𝑆 − 𝑧(𝜙)} < 𝑚𝑖
𝑚𝑖𝑛 
SU arrive. The SU in moderate state with the 
maximum number of channel slots ( 𝑛
𝑚𝑎𝑥) donates 












5.7 Numerical Results and Discussions 
In this section, the numerical results based on the analysis and simulation, are presented to evaluate the 
system performance. Like the strategies in literatures which assumed a homogeneous channel condition 
(uniform SNRs) for SUs, this work considered the varying nature of the wireless link and an enabling 
technique like AMC. These factors make the system model heterogeneous and more realistic. 
MATLAB tool was used to run the simulations for each of the strategies. Moreover, parameters in 
literature [4, 5], [96], [98] where adopted. 100 realized are averaged to obtain the final result 
from106 iterations however, the scenarios and concept differ slightly due to the introduction of AMC 
and SNR which are main factors of a varying wireless link.   𝜆𝑝 = 0.5, 𝜆𝑠 = 1.5,  𝜇𝑝 = 0.5, ∗ 𝜇𝑠𝑢 =
𝜇𝑠𝑢 = 0.82,𝜔 ≤ 6,  ∗ 𝑃𝑎
𝑛 = 0.5, ∗ 𝑃𝑏
𝑛 ≤ 0.5, 𝑃𝑎
𝑛 ≤ 0.5, 𝑃𝑏
𝑛 ≤ 0.5, 𝑃𝑓𝑡
𝑛, ≤ 0.15 ,∗ 𝑃𝑓𝑡
𝑛, ≤ 0.15, 𝑉𝑔 =
6, 𝑉𝑚 = 3, 𝑉𝑏 = 2, SNR = 15 − 3OdB, 𝑛
𝑚𝑖𝑛 = 2, 𝑛
𝑚𝑎𝑥 = 6,   𝑛 = 3,𝑀 ≥ 6.  Figure 5.4 shows SU 
blocking probability for the two strategies at different wireless links (channel conditions), since the 
varying nature of a wireless link considered. For each policy/strategy, different channel conditions have 
different blocking probabilities. However, comparing the RBS with the IBS, one can argue that there is 
a significant improvement of the RBS scheme over the IBS due to its flexibility. The RBS scheme 
outperformed the IBS scheme in terms of capacity, access/admission, blocking, and forced termination 
probability. As the service rate 𝜇𝑠𝑢 of the SUs increases as a result of good wireless link, the blocking 
probabilities decreases since more SUs will be served faster. However, in all scenarios (good, moderate 
and bad wireless links) assumed, RBS strategy has a lower blocking probability as compared to IBS.    
 
 
Figure 5.4 SU blocking probability 𝑃𝑏






In Figure 5.5, the SU experiences a sharp increase in blocking probability initially as 𝜆𝑝 grows due to 
heavier traffic load on the network system. This significantly affects the SU service because most 
channel slots are occupied by the PUs hence, access will not be granted to SUs. However, in each of 
the wireless link conditions, the RBS shows better improvement (lower blocking probability) than the 
IBS due to its flexibility. 
    
 
 
Figure 5.5 SU blocking probability Pb
n vs PU arrival λp  
 
Figure 5.6 SU forced termination probability 𝑃𝑓𝑡







In Figure 5.6, PU arrival and departure have a significant effect on SUs response in terms of when to 
aggregate resources (channel slots) and when to drop already aggregated channels. When PUs arrive in 
batches or individually, an ongoing SU must forcibly terminate its ongoing services if an idle channel 
does not exist elsewhere within the network. Similarly, when an SU arrives and enough channels are 
available, it is serviced and as such, the force terminate probability to the SU will reduced. Moreover, 
in all of these scenarios, the RBS appears a better strategy/policy than the IBS in all wireless links due 
to its adaptability.  
 
Figure 5.7 SU Access/Admission probability 𝑃𝑎
𝑛 vs 𝜆𝑝 
 
In the event of batch arrivals of PUs, the SUs will experience impediments in gaining access/admission 
into the spectrum. This is because very few slots or no slot(s) will be available for the SUs. Once the 
number of available slots is not enough based on the requirements, access will be denied. Similarly, 
when PU departs, more channels slots are made available for the SUs and vice-visa. However, the RBS 
still showed better performance as compared to the IBS in all the cases investigated due to adaptability 
with respect to PU arrival as shown in Figure 5.7. The relationship between Figure 5.5 and 5.7 is that 
when the PU arrival rate is zero, the blocking probability would be zero. Hence, the access/admission 
would be at the highest point (approximately 1) since no PU is interrupting the SU ongoing services. 
However, as the PU gradually arrives, the blocking probability begins to grow and access start dropping. 
In Figure 5.5, at PU arrival rate is 0 (PU absent) i.e. 𝑃𝑏
𝑛 = 0, access probability in Fig. 5.7 would be 1. 
Also, at PU arrival of 0.8,  𝑃𝑏
𝑛 = 0.7 while 𝑃𝑎
𝑛 = 0.3 with correlate and reaffirm the equation 𝑃𝑎
𝑛  = 
1 − 𝑃𝑏







Figure 5.8(a) SU Capacity  𝜎𝑛 vs 𝜆𝑝 
 
In Figure 5.8(a), the result clearly shows that the capacity (average service rate of the SUs or the average 
number of SU completions per time) was at the highest when the PUs were absent from the network 
and as such, the SUs maximized the resources by assembling more channel-slots with high completion 
time irrespective of the wireless link condition. However, for each of the scenarios (good, moderate and 
bad) the RBS shows its robustness over the IBS when the PU begins to arrive into the spectrum. In an 
event of batch arrivals of PUs, the SUs will experience decrease in capacity because very few channel-
slots will be available for the SUs to use and as such, very little will be assembled by the SU. Similarly, 








Figure 5.8(b) SU Capacity  𝜎𝑛 vs 𝜇𝑠 
 
 
Unlike in Figure 5.8(a) where the capacity decreases as a result of the PU’s arrival, in Figure5.8 (b), it 
is the reverse. The capacity grows due to lesser traffic from the PU activities hence; the SUs have the 
opportunity to complete its transmission without much interruption from the PUs. Both strategies 
experience significant improvement at different wireless link conditions. However, in the case of the 
RBS, due to its capability to aggregate more channel-slots as long as it has not reached the upper bound, 
it will continuously assemble channels. This makes the service completion rate higher than the IBS 
which assembles a fixed number of channel slots.  
 


































Figure 5.8(c) SU Capacity  𝜎𝑛 vs 𝛾 
 
Several literatures [4], [5], [30], [94], assumed that the SNRs are homogeneous. But this is not  always 
the case especially when investigating a dynamic next generation wireless link. The result in Figure 
5.8(c) has shown that each wireless condition has different capacities. For example, the capacity of a 
SU when the SNR is in good state is different from the capacity when the SNR is in bad or moderate 
condition respectively. Also, the incorporation of AMC makes it obvious that the capacity of the RBS 
and IBS will improve as the SNR gets better. The flexibility togther with AMC accounts for the reason 
why the RBS outperforms the IBS at some point. Note that the RBS is designed for non-real time SUs 
and IBS for real-time SU. This implies that the IBS aggregates fixed number of channel slots just as 
real-time SU (e.g. calls or video conferencing) requires fixed number of resources. The RBS scheme 
aggregates variable number of channel-slots just as non-real time SU (e.g. file downloading or 
browsing) do not have specific requirements.  Therefore, it possible that at that particular SNR, enough 
channel slots exist in the system and because the IBS quickly aggregate its fixed number of channels, 
it slightly outperformed the RBS at some point. However, as the SNR becomes better, the adaptive 









Figure 5.8(d) SU Capacity  𝜎𝑛 vs 𝑉 
 
 
In Figure 5.8(d), when access/admission has been granted to the SU based on the criteria mentioned 
earlier, the SU then aggregates channel slots to commence transmission. The SU system capacity grows 
because it is the product of the number of admitted SUs and the number of channel slots assembled. As 
more SUs are admitted, more channel slots are allocated and the SU network capacity grows, showing 
that more PUs have departed from their channels. However, the RBS scheme improved the SU capacity 
compared to the IBS scheme for all channel conditions. This result has a similar interpretation as in 
Figure 5.8(e) because admitted SU implies it must have arrived. However, the RBS scheme improved 









Figure 5.8(e) SU Capacity  𝜎𝑛 vs 𝜆𝑆 
 
In Figure 5.8 (e), it is observed that SU’s arrival into the network has a direct link with the capacity, as 
shown in the results of Figures 5.8(b), 5.8(c), and 5.8(d) respectively. What this implies is that the more 
SUs arrives, the more likely they are served. Recall that the arrival/admission of the SU is controlled 
by the CRBS which has an occupancy map of the entire PU network and behaviour. However, the RBS 
has a higher capacity compared to the IBS in the three channel conditions and can manage limited 
(insufficient) resources. 
5.8 Conclusion 
In this chapter, two CAS featuring AMC are proposed. An analytical and simulation framework to 
evaluate the performance of the strategies is successfully developed. Investigations of the developed 
strategies are compared in different channel conditions. The numerical results demonstrate that the RBS 
scheme outperformed the IBS scheme in different scenarios because it shows lower blocking, force 
termination probability, higher capacity and access/admission probability. Similarly, this results 
demonstrates that AMC is a robust technique in improving channel allocation and throughput. 
Furthermore, this chapter extended the work done in part one of the previous chapter by developing an 
analytical and simulation framework to evaluate the performance of the proposed strategies (IBS and 
RBS) in a single class SU traffic. However, an analysis with multiclass SUs was not considered, and 






that, those SUs traffic flows that would have been blocked or forcibly terminated could be queued in a 



























Channel Assembling Policy in Cognitive Radio Networks:  
A Queuing Based Approach 
 
This chapter presents an analytical evaluation of the proposed CAS in CRN. Specifically, a queuing 
based approach employed in the analysis extend the study of part two of chapter four. The organization 
of this chapter is as follows: the next section present introduction while Section 6.2 summarized related 
works. The System model and wireless channel model is presented in Section 6.3 and Section 6.4 
respectively. Thereafter, queuing-based channel assembling strategies (CAS+Q) is discussed in Section 
6.5. The proposed CAS+Q scheme is found in Section 6.6. System analytical model is developed in 
Section 6.7, followed by numerical results and discussion in Section 6.8. The chapter is concluded 
Section 6.9.  
6.1 Introduction 
Through channel assembling strategies (CAS), more capacity and spectrum utilization can be achieved. 
However, high blocking and forced termination (FT) occurs whenever a PU arrives. Motivated by a 
realistic scenario in CAS in CRN, a joint CAS with queue (CAS+Q) is proposed which considers the 
dynamics of a wireless link and other factors that affect the quality and capacity of the accessible 
channel. For CAS+Q to be deployable, it must consider: the time varying wireless link, a finite buffer 
regime (queue), the traffic classes and AMC. The introduction of a queuing regime for SUs is such that 
those traffic flows that would have been blocked or forcibly terminated would otherwise be queued in 
a buffer and possibly served later. This strategy is targeted at further improving spectrum utilization, 
secondary network capacity and more especially, minimizing blocking and forced termination (FT) of 
the SUs’ ongoing services.   
With this strategy proposed scheme (CAS+Q) and other novel ones in literatures, it is obvious that CR’s 
channel assembling strategies (policies) together with software define networks (SDN) would be a 
robust pair to realizing the Fifth Generation (5G) Network goals [146]. Thus, targeted at improving the 
capacity of the secondary network by allowing a SU to combine several idle channels if available, 
through a dynamic spectrum access scheme  [97]. With this type of scheme, the spectrum utilization 
can be improved and spectrum allocation becomes much more flexible and robust compared to the 
conventional allocation schemes.  Studies have shown that CAS can be achieved in two ways depending 






of neighbouring (contiguous) channel into one logical channel while the other approach is the 
aggregation of non-contiguous (adjacent) into a single SU channel [147]. As fifth Generation (5G) will 
support multimedia services with diverse resource requirements, robust channel assembly strategies are 
required in CRN so as to enable the SU improve throughput.  Moreover, the number of channels 
assembled for a SU depends on: the queuing discipline, the PU behaviour, the dynamics of the wireless 
link, the classes of the SUs, and AMC [24], [133], [144]. However, for the strategy to be more robust 
regardless of the unpredictable behaviour of the PUs, a buffer regime is incorporated to accommodate 
SU traffic that is interrupted due to PU arrival, and possibly served later. Furthermore, channel 
assembling with queuing is implementable under certain PU activities with most of which modelled as 
Markovian [34], [141], hence the performance of a robust channel assembly strategy must take into 
consideration the PU behaviours models as investigated in[36], [37]. 
Through, the knowledge of the PU behaviour, SNR per frame and resource utilization planning, channel 
assembling can be effectively carried out by the CRBS. A realistic and dynamic wireless channel could 
be represented by numerous finite states by characterizing the received SNR as good, medium and bad 
quality respectively [6], [8], [24]. This is a more practical representation of the wireless channel 
conditions in contrast [4], [5], [30]. A robust channel assembling strategy should therefore take into 
account, the dynamics (varying nature) of the wireless link and a queuing regime hence, this forms part 
of the investigation. Strategies on channel assembling have been proposed in literature to mitigate on 
various losses of the communication network. This has shown significant advances in SUs performance 
in terms of high data rate, spectrum utilization and so on. Channel assembling can be deployed with or 
without queues. Several novel CAS without queues has been proposed in [4], [5], [30], [94], [95] while 
[97], [99] proposed channel assembling incorporating queues though; these strategies suffer from 
relatively high blocking and forced termination when PU arrives.  
Also, the proposed schemes in literatures did not consider the varying nature of the wireless link 
(varying SNR) featuring AMC. Motivated by this, a joint channel assembling strategies that consider 
the dynamics of a wireless link featuring AMC is proposed with a queuing regime for SUs such that 
those traffic flows that would have been blocked or forcefully terminated could be queued in a buffer 
and possibly served later depending on the wireless link conditions. In this strategy, when the signal to 
SNR of the SU is improved, irrespective of where the SU finds itself (inside the queue or prior to 
queuing), the transmission rate is adjusted by the help of the AMC controller. The uniqueness of this 
proposed strategy is that the queuing regime is deployed in worst case scenario when the SU cannot 
complete its service, only then will it be queued. But, if the channel SNR is good (SU channel quality), 
before the PU arrives, there is high possibility that the SU service would have been completed by the 
help of AMC controller adjusting its transmission parameters. Also, this approach gives opportunity for 






6.2 Related Works 
While various CAS have been proposed and evaluated by analytical models [4], [5], [94], how much 
performance benefits a SU can achieve at most with CA in terms of capacity, blocking and forced 
termination lives a lot to be desired. These strategies could be classified as with or without queues as 
mentioned earlier in this thesis. Strategies without queue have been proposed in [4], [5],  [6] , [24], [30], 
[94], [95], [96] while [7], [24], [97], [99] [9] proposed CA incorporating queuing regime. [24] proposed 
and compared three different types of channel assembling strategies which are: the IBS where the SUs 
are immediately blocked if there are insufficient resources available or if PU interrupts its service; the 
RBS where there is channel adjustment (upward or downward) to accommodate new arrivals or to cater 
for PU arrivals and the QBS where some users are queued to avoid or reduce blocking/dropping. These 
proposed schemes take into account the multi-class SU traffic scenarios, the varying nature of a dynamic 
wireless link featuring AMC and they are evaluated through a simulation study without detailed analysis.  
In [4], spectrum adaptation is proposed in CA with two schemes which dynamically adjust channel 
occupancy of ongoing SU traffic with the assumption that all the channels and SUs are homogenous. 
[5] developed an analytical model for CRNs with spectrum adaptation as an extension of their previous 
work in [4]. In this study, two representative channel assembling strategies that consider spectrum 
adaptation and heterogeneous traffic were proposed. [6] develops and compares through simulation 
study, two channel assembling strategies which are the IBS and RBS in a homogenous SU traffic on a 
dynamic wireless link featuring AMC without detailed analytical evaluations.The performance of these 
strategies are evaluated based on the proposed CTMC models. In [30], the performances comparisons 
of CA strategies were studied when spectrum adaptation is not implemented in three scenarios: without 
CA, with a fixed number of assembled channels and assembling all idle channels when SU services 
access the system. In [94], a constant and a variable channel assembling schemes were proposed and 
the performance analysis of two channel assembling schemes for wideband CRN were evaluated.  
In the variable channel assembling scheme, the bandwidth of the cognitive user is assembling with a 
probability distribution on the basis of the number of the residual channels that are unoccupied by PUs 
or SUs. [95] extended the work in [94] through the evaluation of the same strategies but with the 
consideration for imperfect sensing scenarios for the wideband CRN. [96] investigated channel 
assembling for elastic traffic with channel adaptation depending on channel availability as well as other 
SUs’ activities thus, comparing the greedy strategy with the proposed study in [4]. [97] introduced a 
queuing technique into the proposed strategies of [5]. In their study, when there are insufficient 
spectrum resources, like an open network model (lossy system), where a new secondary user request is 






This significantly reduces blocking and force termination probabilities respectively of the SU services 
while increasing the capacity of the secondary network and improving spectrum utilization. [99] 
proposed a queuing method where interrupted SU are queued to wait for available channel. But if pre-
determine maximum queuing time expires, it will be dropped/forced to terminate. However, the channel 
fragmentation (CF) part of their study in which SU dynamically split its channel which it currently 
occupied to finer granule in order to accommodate new arrival is not of interest in this present study. 
Nevertheless, the assembling aspect of their work did not consider the dynamics of a wireless link 
featuring AMC which this study investigated and analysed. [9] proposed joint channel assembling 
strategy with queue (CAS+Q) which considers: the dynamics of a wireless link, the traffic classes and 
an enabling technique called AMC. Thus, the introduction of a queuing regime for SU is such that those 
SU traffic that would have been blocked or forcibly terminated could be queued in a buffer and possibly 
served later.   
The essence of introducing a queuing regime is to reduce blocking SU’s request and force terminating 
SU’s services. In spite of the notable work done on CA in CRNs, the heterogeneity of a real world 
wireless link was not considered which this study successfully executed as it proposes a robust joint 
queuing regime with AMC in CA. It employs queuing with AMC scheme which further improves SU 
network capacity, spectrum utilization, blocking and forced termination. The core contributions of this 
work are as follows:  
 A robust strategy integrating queuing regime with AMC into channel assembling which was 
proposed and investigated. 
 Proposed a finite buffer system (queuing regime) that will further reduce blocking and forced 
termination of the SU, considering the varying nature of the wireless link and the different traffic 
classes thus extending the CA strategies proposed in [5], [8] , [99]. 
 An analytical framework is developed to evaluate the performance of the proposed joint scheme in 
CAS.  
6.3 System Model and Assumptions 
The proposed system model is built on a centralized infrastructure consisting of a PU base station 
(PUBS) and a SU fusion centre (SUFC) with buffers for different SU classes shown in Figure6.1.  The 
PU base station is a TV transmitter base station with several associated users while the fusion centre is 
a CRBS with two finite buffer (queue) systems for the two classes of SUs, both users operating in the 

























Figure 6.1 Network Architecture 
 
The licensed user (PU), has higher privileged to use the channel and could interrupt a SU (unlicensed 
user) at any time regardless of the class. The licensed user uses one channel per time in an ON/OFF 
pattern while the SUs (class A or B) intelligently assembles several neighboring and non-adjacent 
channel-slot(s) across spectrum domains using the OFDMA access scheme within a coherent time 
interval as shown in Figure 4.2.  The licensed user (SU) utilizes the PU channels (TV band) 
opportunistically through the deployment any of the proposed scheme. The primary network is made 
up of 𝜔 PUs with  𝑀 channels where 𝜔  and 𝑀 are positive integers. The CRBS help the SU to structure 
the channels in slots (frames) and resource utilization becomes on a slot basis for SUs.  The channel 
frame utilization map for a determined PU ON/OFF behaviour is shown in Figure 4.2. The varying SNR 
per frames translate into a “heterogeneous system” with varying channel capacity. This implies that SU 
traffic QoS requires a precise transmitting rate and quantity of channel-slot.  The CRBs decides which 
to admit, block, queue, terminate or allocate resources based on the SNR and accessibility as initiated 
by CAS. For simplicity of our analysis, we assumed a perfect sensing so that SU can accurately identify 
PU’s ON/OFF events (arrival and departure) on any of the band.   
6.4 Wireless Channel Model 
Nakagami-m channel model is adopted to characterize the wireless link due to its versatility of covering 
a wide range of fading channels [131], [132], [133], [143].  The channel quality is captured by the 
received SNR of the SU. The received SNR per frame is a random variable with a Gamma probability 






6.4.1 AMC and Secondary User Frame Configuration 
The essence of integrating AMC into this proposed scheme is of three folds. First, it significantly 
improves spectrum usage by categorizing the modulation scheme, spectral efficiency, code rate and 
SNR [132]. Secondly, if the SU SNR is good (SU channel quality), there are high possibility that before 
the PU arrives, SU service would have been completed. This is made possible by the help of the AMC 
controller, adjusting its transmission parameters. Thirdly, it optimizes the rate at which units of 
information (bit or packet) are sent and deliver with targeted error rates (TER) with respect to the 
condition of the wireless link [133], [143]. This dynamics of the SNR introduces the multi-rate 
capacities of wireless links in terms of the number of channels-slot used by SU as opposed to the 
constant homogeneous single rate systems [5], [97]. More importantly, this approach gives opportunity 
to more SUs to be admitted into spectrum and hence maximizes the TVWS which is the essence of 
CAS+Q into CRN. As earlier stated in Fig 4.2, the structure is such that the SU OFF frame duration is 
the time to transmit a packet of length 𝐿 bits.  𝑅𝑛 is the rate in bit/symbol for mode n while 𝑅𝑁 is the 
highest rate in mode N. The number of SU channel-slots in is fixed (OFF frame duration) for a coherence 
time interval (CTI) and varies with the dynamic SNR (γ) when the wireless link is in state n as expressed 
in [8], [134]. The channel state utilization of PU is characterised by two-state Markov chain of Figure 
4.4 with 𝛼𝑖 , 𝛽𝑖, 𝑠𝑢, (𝑀 ∗ 𝑆), well defined in chapter four of this thesis and [8] thus needs not be over 
emphasized.  
6.4.2 Secondary User Mini-Slot Configuration 
The numbers of channel-slot allocated to a SU decreases with increase in quality of SNR as shown in 
Figure 5.2. From Table I, the parameters are inversely proportional to the number of slots 𝑛  allocated 
[8]. Hence, in good channel condition, few channel-slots are aggregated while as the channel condition 
deteriorates, more slots are needed to meet the SU QoS requirement. 𝑛 is the number of slot a SU can 
assemble/aggregate in a given mode which has been expressed in Equation (5.10). Notation parameters 
are 𝑁 which denotes the highest transmission mode, 𝑛 denotes the 𝑛𝑡ℎ mode. From Table I, the number 
of SU channel-slots per frame is expressed in equation (5.10 (a) and 5.10 (b)) [8]. 
6.5 Queuing-Based CAS (CAS+Q) 
The heterogeneity of this model as presented, does not only consider the varying nature of a wireless 
link, but also the queuing type, the SU classes and the resource requirements. To deal with these notable 
features of our model, two distinct queuing regimes 𝑄1 and 𝑄2 for the two classes (A and B) of SU 






accommodates low priority class (class-B). These two traffic classes have different delay tolerant level, 
hence the need for separate queues. 
6.5.1 Queuing Regime 
 
 
The purpose of integrating queuing regime is to further reduce blocking and forced termination when 
the SU traffic are pre-empted by the PU arrival thus, prompting the SU service to wait in the buffer 
until free channel-slots are available. However, this queued SUs have a dynamic SNR which is 
characterized by the varying nature of the wireless link. This will be discussed later in the next section. 
The proposed buffer system has two distinct queues for the two separate traffic classes of SUs are 
illustrated in Figure 6.2.  
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Figure 6.2 Schematic of the proposed queuing regime deployed 
6.5.2 Queuing Strategy 
In this strategy, new SU class-A arrivals will occupy 𝑄1 and wait to be served. The pre-empted SU 
class-B traffic which cannot detect vacant channel(s) in the network through channel adaptation are fed 
back into 𝑄2 together with new SU class-B arrivals, as shown in Figure 6.2. However, if 𝑄2 is full, the 
interrupted SU class-B are blocked from entering the queue. Because in the CRBS have set the queue 
waiting time so that other SU class-B are not starved. Theoretically, this fed back would cause 






But for simplicity, all the arrivals are assumed to be exponentially distributed and 𝜆𝑠𝑚 ( mean average 
arrival rate of the feedback into 𝑄2) is negligible since is not a tangible value. Nevertheless, this could 
be an aspect for future investigation. Each queuing discipline (𝑄1 𝑎𝑛𝑑 𝑄2) applies the principle of First 
in First Out (FIFO) or rather Last in Last Out (LILO) since all SUs are homogeneous within their 
respective queues [97], [148], [149]. The queue controller separates the heterogeneous (SU class-A and 
SU class-B) arrivals to their respective queues. Details will be discussed in the next section. 
6.6 Proposed CAS+Q (𝜽𝒔𝒖, 𝜽𝒏, 𝜽𝒏
𝒎𝒊𝒏, 𝜽𝒏
𝒎𝒂𝒙, 𝑸𝟏, 𝑸𝟐) 
In some published works of this thesis [6], [8], [24], a SU which cannot manage to aggregate the 
required channel-slot(s) with respect to the wireless link condition, is immediately blocked. Also, if PU 
arrives and selected from SU allotted resources, and there is sufficient idle channel-slot to make up for 
depletion, then, the SU is forced to terminate. However, effort was made to reduce blocking and forced 
termination by employing spectrum adaptation/handover scheme. This is such that the SU can adjust 
the number of channel-slots aggregated when PU arrives and keep probing for free idle resources as 
long as its residual resources are not below the lower bound set by the CRBS. In furtherance of this 
idea, channel assembling strategies was proposed with queue (CAS+Q) which will further reduce 
blocking, forced termination and improve SU admission into the spectrum in the face of the varying 
wireless link. In this strategy, 𝑆𝑈𝑎   (SU class-A) aggregates fixed resources ( 𝑛) while 𝑆𝑈𝑏 (SU class-
B) aggregates a minimum of 𝑛
𝑚𝑖𝑛 and maximum of 𝑛
𝑚𝑎𝑥 resources depending on the condition where 
n could be good-quality, moderate-quality or bad-quality.  
When a SU requests for service, the CRBS checks for resource availability and apply an assembling 
procedure similar to strategies in [6], [8], [24].  If the resources are available and sufficient, more than 
one user could be admitted [6], [8], [24] . If otherwise, as a result of PU arrival, the dynamic algorithm 
similar to, [6], [8], [24] will be executed to cater for that particular user(s) that needs the resources most. 
Because PU events (arrival/departure) are erratic, a queuing system was introduced for the two classes 
of SUs so that, those service that would have been forcibly terminated would then be queued and served 
later. The logic is that, whenever a PU interrupts SU class-B traffic, it will be queued through a feedback 
process and possibly served later. This is to the detriment of the SU class- B since long delay will be 
experienced on the queue. One may ask, why is there no feedback mechanism for SU class-A? The 
reason is that SU class-A is a real-time (delay-sensitive) traffic with spectrum adaptation (dynamic) 
capability. Therefore, if it is continually queued through a feedback process then, the SU class-B will 
not have opportunity to access the spectrum hence this will lead to starvation, to the point of dropping 
from the queue irrespective of its SNR and AMC parameters.  𝑄1, and 𝑄2 denotes current queue size 






respectively. 𝑛 denotes the number of channel slot(s) a 𝑆𝑈𝑎   can aggregate while 𝑛
𝑚𝑖𝑛 and 𝑛
𝑚𝑎𝑥 are 
the minimum and maximum channel slots a 𝑆𝑈𝑏  can aggregate depending on the wireless link 
condition. The CTMC will capture these parameters during the general state representation [8], [97]. In 
this strategy, the conditions that can possibly cause blocking and force termination for SU traffic class 
are: 
 When the available resources (channel-slot) are less than the summation of SU required 
resources. 
 When spectrum adaptation has been executed, yet, no available/sufficient channel-slot to make 
up for the depletion as a result of PU arrival.  
 When new SU arrives, and the queues are full.  
 When the waiting time 𝜕𝐶𝑅𝐵𝑆 set by the CRBS exceeds the time spent  𝜕𝑠𝑢 by a SUs on the 
queues. 
Therefore, to admit a SU, the available resources (channel-slot) must be greater or equal to the SU 
required resources irrespective of the traffic class. Let  𝑉𝑛 be the total number of SUs in the system and 
the resource requirements for 𝑆𝑈𝑎  be  𝑛 while  𝑠𝑢 denotes the available resources [6], [8], [24] the 
𝑆𝑈𝑎   will be admitted/accepted if the condition in chapter 5 (Equation 5.4) is satisfied.  
Else, the  𝑆𝑈𝑎   will be blocked. Thus, the condition for blocking satisfies equation (6.1)  




    ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} < 𝑛𝑖                                                                     (6.1) 
However, the  𝑆𝑈𝑎   can be forced to terminate if the arriving PU finds the SU utilizing of its resources 
and there are no free slot(s) available. The force termination occurs if condition (6.2) is satisfied 




) , ∀{ 𝑀 ∗ 𝑆 = 𝑧(𝜙)}                                                                     (6.2)  
The assembly procedure for 𝑆𝑈𝑎  and 𝑆𝑈𝑏   traffic classes is shown in algorithms VII and VIII 
respectively which is an extension of fusion of chapter four and five respectively. These algorithms are 
similar to each other the difference is that the CRBS executes separate queueing procedures for the 









Pseudo-code for the 𝑆𝑈𝑎 traffic 
CAS+Q Algorithm VII for 𝑆𝑈𝑎 traffic class 
//SU arrival 
 CRBS check wireless link; // CRBS checks wireless link state (SNR) for SUs. 
      CRBs check 𝜽𝒔𝒖; //CRBS checks available recourse for SU 
 𝐈𝐟 (𝜽
𝒔𝒖
≥ ∑   𝜽𝒏𝒊  
 𝑽𝒏
𝒊=𝟏 ); // test for 𝑆𝑈𝑎 resources 
        𝑺𝑼𝒂_admit = true; // admit 𝑆𝑈𝑎 and assemble 
 Else 
 
    𝐈𝐟    (∑   𝜽𝒏𝒊  ) <  
 𝑽𝒏
𝒊=𝟏   𝜽𝒏𝒊𝒏𝒆𝒘  )
       
] ;// test for new SU or PU arrivals   
 Do (𝜽𝒏
𝒎𝒂𝒙 − 1), ++𝑆𝑈𝑏 ; // 𝑆𝑈𝑏 with maximum channel, donate to 𝑆𝑈𝑎  and iterate over 𝑆𝑈𝑏 user 
resources.                       
 𝑺𝑼𝒂_admit = true; //admit 𝑆𝑈𝑎 and assemble  
      Else  
  go to next step; // commence queuing procedure  
   If  (𝑸𝟏 < 𝑸𝟏𝒎𝒂𝒙) ;// (queue not full)  
  𝑺𝑼𝒂_admit_queue = true;// (grant 𝑆𝑈𝑎access since queue not full)  
      else  
           𝑺𝑼𝒂_admit = false (block);// (queue-full, block new  𝑆𝑈𝑎 due to no free/insufficient slot) 
 if  ( 𝝏𝑺𝑼𝒂 <  𝝏𝑪𝑹𝑩𝑺);// (comparing delay times) 
  𝑺𝑼𝒂_drop_queue = false (continue to wait in the queue) 
        else  
  if  ( 𝝏𝒔𝒖 >  𝝏𝑪𝑹𝑩𝑺) ;// (comparing delay times)   
    𝑺𝑼𝒂_drop_queue = true (forced terminate) ;// (𝑆𝑈𝑎timeout in the queue) 
    End if 
//PU arrival 
CRBS check wireless link 𝛄
𝐬𝐮
 // CRBS checks wireless link state (SNR) for SUs. 
     𝐢𝐟     𝜽𝒔𝒖 < ∑ 𝜽𝒏𝒊
𝒎𝒊𝒏)
 𝑽𝒏
𝒊=𝟏   ; // PU arrival pick some SU resources 
Go to Do procedure above// call subroutine for SU with maximum channel adjust downward 
   else  







CRBS check wireless link 𝜸
𝒔𝒖
 // CRBS checks wireless link for PU absence 
If 𝑷𝑼𝒊_channel-slots=idle;// free channel slot exists 
       𝑺𝑼𝒂_admit = true;// admit 𝑆𝑈𝑠 admit 𝑆𝑈𝑖 and assemble  
Do (𝜽𝒋
𝒎𝒊𝒏 + 1);// call subroutine for SU with minimum channel to adjust upward 
   end 
  Go to start. 
 
  
 The condition for admitting 𝑆𝑈𝑏  must satisfy condition (6.3)                         
𝑠𝑢 ≥∑ 𝑛𝑖




Else it is blocked if it satisfies the condition in (6.4) 
 





,    ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} < 𝑛𝑖
𝑚𝑖𝑛                                                               (6.4) 
 
Forced termination for 𝑆𝑈𝑏 as a result of PUs arrival must satisfy condition (6.5) 
 




),                                                                                                     (6.5)  
 
The Pseudo-code for the 𝑆𝑈𝑏 traffic is given as 
CAS+Q Algorithm VIII for 𝑆𝑈𝑏 traffic class 
// SU arrival 
  CRBS check wireless link 𝜸
𝒔𝒖
 // CRBS checks wireless link state (SNR) for SUs. 
   CRBs check 𝜽𝒔𝒖; // CRBS checks available recourse for SU 





𝒊=𝟏 ); // test for 𝑆𝑈𝑎 resources 
      𝑺𝑼𝒃_admit = true; // admit 𝑆𝑈𝑏 and assemble 






 𝐈𝐟 (∑ 𝜽𝒏𝒊
𝒎𝒊𝒏) <  
 𝑽𝒏
𝒊=𝟏 𝜽𝒏𝒊𝒏𝒆𝒘
𝒎𝒊𝒏 )];// test for new SU arrival  
   Do (𝜽𝒏
𝒎𝒂𝒙 − 1), ++𝑆𝑈𝑏; // 𝑆𝑈𝑏 with maximum channel, donate to new 𝑆𝑈𝑏  and iterate over 
other higher 𝑆𝑈𝑏 user resources.                       
 𝑺𝑼𝒃 admit = true; //admit 𝑆𝑈𝑏 and assemble   
    Else  
  go to next step; // commence queue procedure 
   If  (𝑸𝟐 < 𝑸𝟐𝒎𝒂𝒙) 
 𝑺𝑼𝒃_admit_queue = true; // (grant 𝑆𝑈𝑎access since queue not full) 
       Else  
          𝑺𝑼𝒃_admit = false (block);// (queue-full, block     new  𝑆𝑈𝑏 no free/insufficient slot) 
 If  ( 𝝏𝑺𝑼𝒃 <  𝝏𝑪𝑹𝑩𝑺);// (comparing delay times)  
  𝑺𝑼𝒃_drop_queue =false; // (𝑆𝑈𝑏 still waiting in the queue) 
        Else  
  If  ( 𝝏𝑺𝑼𝒃 >  𝝏𝑪𝑹𝑩𝑺) ;//(comparing delay times) 
  𝑺𝑼𝒃_Drop_queue = true (forced terminate) ;// (𝑆𝑈𝑏 timeout in the queue) 
//PU arrival 
CRBS check wireless link 𝜸
𝒔𝒖
 // CRBS checks wireless link state (SNR) for SUs. 
     𝐈𝐟     𝜽𝒔𝒖 < ∑ 𝜽𝒏𝒊
𝒎𝒊𝒏)
 𝑽𝒏
𝒊=𝟏   ; // PU arrival pick some SU resources 
Go to Do procedure above// call subroutine for SU with maximum channel adjust downward 
   Else  
     𝑺𝑼𝒃_drop =true;// forced-terminate of ongoing  𝑆𝑈𝑠        
//PU departure 
CRBS check wireless link 𝜸
𝒔𝒖
 // CRBS checks wireless link for PU absence 
 If 𝑷𝑼𝒊_channel-slots=idle;// free channel slot exists 
       𝑺𝑼𝒃_admit = true;// admit 𝑆𝑈𝑠 admit 𝑆𝑈𝑖 and assemble  
Do (𝜽𝒋
𝒎𝒊𝒏 + 1);// call subroutine for SU with minimum channel to adjust upward 
end 
  Go to start.  
 
6.7 System Analytical Models and Assumptions 
To develop the system analytical model, some assumptions were made. The resource requirements for 
the static SU is fixed while the dynamic SU has a flexible requirements bounded between   𝑛
𝑚𝑖𝑛 
and  𝑛 
𝑚𝑎𝑥 . The arrivals for PU and SUs (class-A and class-B) are Poisson process with arrival 






exponentially distributed with service rates 𝜇𝑝  , 𝜇𝑠𝑎 and 𝜇𝑠𝑏 for the PU and SU respectively. For 
simplicity, the arrival rates and service time were assumed for the respective users channel conditions 
are similar i.e., 𝜆𝑠 = (𝜆𝑠𝑔 ,   𝜆𝑠𝑚 ,  𝜆𝑠𝑏 , 𝜆𝑠𝑎 , 𝜆𝑠𝑏 ) and 𝜇𝑠 = (𝜇𝑠𝑔 , 𝜇𝑠𝑚 , 𝜇𝑠𝑏 , 𝜇𝑠𝑎 , 𝜇𝑠𝑏). The total service for 
SUs (class-A and class-B) is assumed to be the product of the service rate and the number of assembled 
channel-slots  𝑠𝑢𝜇𝑠𝑢 like in, [5], [24], [97]. The system can be modelled as a CTMC with state denoted 
by 𝜙 = {𝜔, 𝑉𝑔(𝑎,𝑏). . , 𝑉𝑚(𝑎,𝑏). . , 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2} where 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏) and 𝑉𝑏(𝑎,𝑏) represent the number 
of SUs (class-A and class-B) in a good, moderate and bad state respectively. 𝑄1, 𝑄2 are the queue sizes 
of  𝑆𝑈𝑎 and 𝑆𝑈𝑏 respectively. The total channel-slot utilization can be expressed as;   
 
𝑧(𝜙) =  𝜔 + ( 𝑔𝑉𝑔(𝑎,𝑏) + 𝑚𝑉𝑚(𝑎,𝑏) + 𝑏𝑉𝑏(𝑎,𝑏))                                                                    (6.6) 
Where 𝑔, 𝑚, and 𝑏 are the number of channel-slots assembled by the CRBS and SU with respect to 
the channel state.  The system/state transitions are categorized as internal/horizontal (transition from 
good to moderate and to bad channel state) respectively. External/vertical transitions imply arrival or 
departure of PU/SU [8].  
6.7.1 CTMC Analysis for CAS+Q 
Possible states of the system is represented asᶑ = {𝜙 ⎸𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2  ≥ 0;  𝑧(𝜙) ≤
𝑀 ∗ 𝑆, 𝑄1 ≤ 𝑄1𝑚𝑎𝑥, 𝑄2 ≤ 𝑄2𝑚𝑎𝑥 ; ∑ 𝑛𝑖
𝑚𝑖𝑛  < 𝑛𝑖
𝑚𝑖𝑛 𝑉𝑛
𝑖=1 , if  𝑄2 > 0;  ∑ 𝑛𝑖  < 𝑛
 𝑉𝑛
𝑖=1  , if 𝑄1> 0}. The 
steady state probabilities 𝜋(𝜙) can be calculated with the balance and the normalized equation as shown 
in Equation (6.7) where ψ is the transition rate matrix [8]. 
 
 




Subsequently, the summary of all the possible state transitions is found in the tables below. The 
transition tables captures the varying wireless channel conditions and three event pairs of PU/SU 












External transitions from present state  𝜙 = {𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2}   of CAS+Q [9] 





External transitions from present state  𝜙 = {𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2} of CAS+Q 
A 𝑆𝑈𝑏 / 𝑆𝑈𝑎 Arrivals 
No
. 
Next state Possible State Events Transition Rate 
 
PU rate 
 PU Departure 
(1) 
 
( 𝜔 − 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) 
 
 
PU departure irrespective of the 
SUs channels condition.  
𝜔𝜇𝑝 
 
PU departure is independent of the varying channel condition of the SUs 
No
. 





[1]  (𝜔, 𝑉𝑔(𝑎) . . , . . 𝑉𝑔(𝑏) + 1, 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) A 𝑆𝑈𝑏 in good state arrivals. Sufficient 
idle channel-slots available, with the 
likelihood of being admitted, If the 
number of idle slots ( 𝑠𝑢) available is 
greater than or equal to the summation 
of channel-slots required by 𝑉𝑔  i.e. If 




, ∀ 𝑧(𝜙) < 𝑀 ∗ 𝑆  as 







Otherwise, it is blocked which implies 





, ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} <
𝑔
𝑚𝑖𝑛 as in equation (6.4) 
[2]  (𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎). . , 𝑉𝑚(𝑏) + 1, 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) A 𝑆𝑈𝑏  in moderate state arrivals. 
Sufficient idle channel-slots available, 
with the likelihood of being admitted, 
If the number of idle slots ( 𝑠𝑢) 
available is greater than or equal to the 
summation of channel-slots required by 
𝑉𝑚  i.e. If 𝑠𝑢 ≥ ∑ 𝑚𝑖
𝑚𝑖𝑛 
𝑉𝑚
𝑖=1 , ∀ 𝑧(𝜙) <








Otherwise, it is blocked which implies 









𝑖=1 , ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} <
𝑚
𝑚𝑖𝑛 as in equation (6.4) 
[3]  (𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎). . 𝑉𝑏(𝑏) + 1,𝑄1, 𝑄2) A 𝑆𝑈𝑏  in bad state arrivals. Sufficient 
idle channel-slots available, with the 
likelihood of being admitted, If the 
number of idle slots ( 𝑠𝑢) available is 
greater than or equal to the summation 
of channel-slots required by 𝑉𝑏  i.e. If 
𝑠𝑢 ≥ ∑ 𝑏𝑖
𝑚𝑖𝑛 
𝑉𝑏
𝑖=1 , ∀ 𝑧(𝜙) < 𝑀 ∗ 𝑆  as 







Otherwise, it is blocked which implies 




𝑖=1 , ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} <
𝑏
𝑚𝑖𝑛 as in equation (6.4). 
[4]   
(𝜔,𝑉𝑔(𝑎). . , 𝑉𝑔(𝑏)
+ 1, . , 𝑉𝑔(𝑏)
𝑚𝑎𝑥−. , 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) 
𝑆𝑈𝑏 arrivals in good state. A 𝑆𝑈𝑏with 
maximum no. of channel-slots( 𝑔
𝑚𝑎𝑥) 




[5]  (𝜔,𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎)… ,𝑉𝑚(𝑏)
+ 1, . , 𝑉𝑚(𝑏)
𝑚𝑎𝑥−, 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) 
𝑆𝑈𝑏  arrivals in moderate state. A 
𝑆𝑈𝑏 with maximum no. of channel-
slots( 𝑚




[6]  (𝜔,𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎). . , 𝑉𝑏(𝑏)
+ 1,𝑉𝑏(𝑏)
𝑚𝑎𝑥−, 𝑄1, 𝑄2) 
𝑆𝑈𝑏  arrivals in bad state. A 𝑆𝑈𝑏with 
maximum no. of channel-slots( 𝑏
𝑚𝑎𝑥) 




[7]  (𝜔,𝑉𝑔(𝑎). . , 𝑉𝑔(𝑏) + 1,𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 − 1) 𝑆𝑈𝑏  arrivals in good state. New 𝑆𝑈𝑏 
call/request is queued in 𝑄2 
same as (4) 
[8]  (𝜔,𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎). . , 𝑉𝑚(𝑏) + 1,𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 − 1) 𝑆𝑈𝑏  arrivals in moderate state. New 
𝑆𝑈𝑏 call/request is queued in 𝑄2 
same as (5) 
[9]  (𝜔,𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎). . , 𝑉𝑚(𝑏)+ 1,𝑄1, 𝑄2 − 1) 𝑆𝑈𝑏  arrivals in bad state. New 𝑆𝑈𝑏 
call/request is queued in 𝑄2…. 
same as (6) 
𝑺𝑼𝒂 Arrival 
[10]  (𝜔, 𝑉𝑔(𝑎) + 1. . , . 𝑉𝑔(𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) An 𝑆𝑈𝑎  in good state Arrivals. 
Sufficient idle channel-slots available, 
with the likelihood of being admitted, 
If the number of idle slots ( 𝑠𝑢) 
available is greater than or equal to the 
summation of channel-slots required by 
𝑉𝑔  i.e. If 𝑠𝑢 ≥ ∑   𝑔𝑖   
𝑉𝑔
𝑖=1
, ∀ 𝑧(𝜙) <






Otherwise, it is blocked which implies 
NOT admitted i.e. if 𝑠𝑢 ≤




{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} <   𝑔  as in equation 
(6.2) 
[11]  (𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎) + 1. . , 𝑉𝑚(𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) A 𝑆𝑈𝑎  in moderate state arrivals. 
Sufficient idle channel-slots available, 















If the number of idle slots ( 𝑠𝑢) 
available is greater than or equal to the 
summation of channel-slots required by 
𝑉𝑚 i.e. 
If 𝑠𝑢 ≥ ∑   𝑚𝑖   
𝑉𝑚
𝑖=1 , ∀ 𝑧(𝜙) < 𝑀 ∗ 𝑆 





Otherwise, it is blocked which implies 
NOT admitted i.e. if 𝑠𝑢 ≤
∑   𝑚𝑖   
𝑉𝑚
𝑖=1 , ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} <   𝑚 
as in equation (6.2) 
[12]  (𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎) + 1, . . 𝑉𝑏(𝑎), 𝑄1, 𝑄2) A 𝑆𝑈𝑎 in bad state arrivals. Sufficient 
idle channel-slots available, with the 
likelihood of being admitted, If the 
number of idle slots ( 𝑠𝑢) available is 
greater than or equal to the summation 
of channel-slots required by 𝑉𝑏  i.e. If 
𝑠𝑢 ≥ ∑   𝑏𝑖   
𝑉𝑏
𝑖=1 , ∀ 𝑧(𝜙) < 𝑀 ∗ 𝑆  as 






Otherwise, it is blocked which implies 
NOT admitted i.e. if 𝑠𝑢 ≤
∑   𝑏𝑖   
𝑉𝑏
𝑖=1 , ∀{ 𝑀 ∗ 𝑆 − 𝑧(𝜙)} <   𝑏 
as in equation (6.1) 
[13]  (𝜔, 𝑉𝑔(𝑎) + 1, . . 𝑉𝑔(𝑏)
𝑚𝑎𝑥−, 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) 𝑆𝑈𝑎 arrivals in good state. A 𝑆𝑈𝑏 with 
𝑔
𝑚𝑎𝑥 donates   𝑔 channel-slots. 
𝜆𝑠 
[14]  (𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎) + 1, . . 𝑉𝑚(𝑏)
𝑚𝑎𝑥−, 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) 𝑆𝑈𝑎   arrivals in moderate state.  An   
𝑆𝑈𝑏 with 𝑚




[15]  (𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎) + 1, . . 𝑉𝑏(𝑏)
𝑚𝑎𝑥−, 𝑄1, 𝑄2) 𝑆𝑈𝑎  arrivals in good state.  A 𝑆𝑈𝑏  with 
𝑏
𝑚𝑎𝑥 donates   𝑏 channel-slots… 
𝜆𝑠 
[16]  (𝜔, 𝑉𝑔(𝑎) + 1, . . 𝑉𝑔(𝑏)
𝑚𝑎𝑥−, 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1
− 1,𝑄2) 
𝑆𝑈𝑎  arrivals in good state. New 𝑆𝑈𝑎 
call/request is queued in 𝑄1 
same as (4) 
[17]  (𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎) + 1, . . 𝑉𝑚(𝑏)
𝑚𝑎𝑥−, 𝑉𝑏(𝑎,𝑏), 𝑄1
− 1,𝑄2) 
𝑆𝑈𝑎  arrivals in moderate state. New 
𝑆𝑈𝑎 call/request is queued in 𝑄1 
same as (5) 
[18]  (𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎) + 1, . . 𝑉𝑏(𝑏)
𝑚𝑎𝑥−, 𝑄1
− 1,𝑄2) 
𝑆𝑈𝑎  arrivals in bad state. New 𝑆𝑈𝑎 
call/request is queued in 𝑄1 







External transitions from present state  𝜙 = {𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2}  of CAS+Q 
A 𝑆𝑈𝑎 Departure 




𝑆𝑈𝑎 Departure SU rate 
(1) ( 𝜔, 𝑉𝑔(𝑎,𝑏) − 1, 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1 − 1,𝑄2) 𝑆𝑈𝑎  departure. An 𝑆𝑈𝑎  in good 
state, queued in 𝑄1 uses the idle 
channel-slots ( 𝑔). 
𝑉𝑔 𝑔𝜇𝑆 
(2) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏) − 1, 𝑉𝑏(𝑎,𝑏), 𝑄1 − 1,𝑄2) 𝑆𝑈𝑎  departure. An 𝑆𝑈𝑎  in 
moderate state, queued in 𝑄1 
uses the idle channel-slots ( 𝑚). 
𝑉𝑚 𝑚𝜇𝑠 
(3) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏) − 1,𝑄1 − 1,𝑄2) 𝑆𝑈𝑎  departure.  An 𝑆𝑈𝑎  in bad 
state, queued in 𝑄1 uses the idle 
channel-slots ( 𝑏). 
𝑉𝑏 𝑏𝜇𝑠 
(4) ( 𝜔, 𝑉𝑔(𝑎,𝑏) − 1, 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 − 1) 𝑆𝑈𝑎  departure. An 𝑆𝑈𝑏  in good 
state, queued in 𝑄2 uses the idle 
channel-slots ( 𝑔). 
Same as 
(1) 
(5) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏) − 1, 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 − 1) 𝑆𝑈𝑎  departure. An 𝑆𝑈𝑏  in 
moderate state, queued in  𝑄2 
uses the idle channel-slots ( 𝑚). 
Same as 
(2) 
(6) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏) − 1,𝑄1, 𝑄2 − 1) 𝑆𝑈𝑎  departure. An  𝑆𝑈𝑏  in bad 
state, queued in  𝑄2 uses the idle 
channel-slots ( 𝑏). 
Same as 
(3) 
(7) ( 𝜔, 𝑉𝑔(𝑎) − 1, . . 𝑉𝑔(𝑏)
+ , 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) 𝑆𝑈𝑎   departure. A transmitting 
𝑆𝑈𝑏 in good state with minimum 
no. of channel-slots ( 𝑔
𝑚𝑖𝑛) uses 
all the idle channel-slot 
Same as 
(1) 
(8) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎) − 1, . , 𝑉𝑚(𝑏)
+ , 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) 𝑆𝑈𝑎   departure. A transmitting 
𝑆𝑈𝑏  in moderate state with 
minimum no. of channel-slots 
( 𝑏
𝑚𝑖𝑛) uses all the idle -slot 
Same as 
(2) 
(9) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎) − 1, . . 𝑉𝑏(𝑏)
+ , 𝑄1, 𝑄2) 𝑆𝑈𝑎   departure.  A transmitting 
𝑆𝑈𝑏  in bad state with minimum 
no. of channel-slots ( 𝑏
𝑚𝑖𝑛) uses 
all the idle channel-slot. 
Same as 
(3) 
(10)  𝜔, 𝑉𝑔(𝑎) − 1, . .0, . .0, . , 𝑉𝑔(𝑏)
𝑚𝑎𝑥, 𝑉𝑚(𝑎,𝑏), 𝑉𝑏 , 𝑄1, 𝑄2) 𝑆𝑈𝑎   departure. other 𝑆𝑈𝑏  in 
good state, uses the idle channel-
slots ( 𝑔





(11) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎)−, . .0. .0. , 𝑉𝑚(𝑏)
𝑚𝑎𝑥, 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2)  𝑆𝑈𝑎 departure. other 𝑆𝑈𝑏  in 
moderate state, uses the idle 
channel-slots ( 𝑚





(12)  (𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎) − 1, , . .0, . . , 𝑉𝑏
𝑚𝑎𝑥, 𝑄1, 𝑄2) 
 
𝑆𝑈𝑎  departure. other 𝑆𝑈𝑏 in bad 











External transitions from present state  𝜙 = {𝜔, 𝑉𝑔(𝑎,𝑏). . , 𝑉𝑚(𝑎,𝑏), . . 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2} of CAS+Q 
A 𝑆𝑈𝑏 Departure 
( 𝑏
𝑚𝑖𝑛)   to attain maximum 
bound 𝑏
𝑚𝑎𝑥   
(13)  ( 𝜔, 𝑉𝑔(𝑎,𝑏) − 1,𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) 𝑆𝑈𝑎 departure. New SUs in good 
state cannot use the channel-
slots. 
same as 1 
(14) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏) − 1, 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) 𝑆𝑈𝑎  departure. New SUs  in 
moderate state cannot use the 
channel-slots. 
same as 2 
(15) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏) − 1,𝑄1, 𝑄2) 𝑆𝑈𝑎  departure. New SUs in bad 
state cannot use the channel-
slots.  
same as 3 
𝜇𝑠 = 𝜇𝑔, 𝜇𝑚, 𝜇𝑏 i.e., SU service rate is same irrespective of the channel condition. 




𝑆𝑈𝑏 Departure  
(1) ( 𝜔, 𝑉𝑔(𝑎,𝑏) − 1, 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1 − 1,𝑄2) 𝑆𝑈𝑏  departure. An 𝑆𝑈𝑎 in good state, 
queued in 𝑄1  uses the idle channel-
slots ( 𝑔). 
𝑉𝑔 𝑔
𝑚𝑖𝑛𝜇𝑠 
(2) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏) − 1, 𝑉𝑏(𝑎,𝑏), 𝑄1 − 1,𝑄2) 𝑆𝑈𝑏   departure. An 𝑆𝑈𝑎  in moderate 
state, queued in 𝑄1  uses the idle 
channel-slots ( 𝑚). 
𝑉𝑔 𝑚
𝑚𝑖𝑛𝜇𝑠  
(3) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏) − 1,𝑄1 − 1,𝑄2) 𝑆𝑈𝑏    departure. .  An 𝑆𝑈𝑎  in bad 
state, queued in 𝑄1  uses the idle 
channel-slots ( 𝑏). 
𝑉𝑔 𝑏
𝑚𝑖𝑛𝜇𝑠 
(4) ( 𝜔, 𝑉𝑔(𝑏) − 1, . . 𝑉𝑔(𝑎)
+ , 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1 − 1,𝑄2) 𝑆𝑈𝑏 with 𝑛
𝑚𝑎𝑥  departure. An 𝑆𝑈𝑎in 
good state, queued in 𝑄1 uses the all 
the idle channel-slots. 
.
same as 1 
(5) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑏) − 1, . . 𝑉𝑚(𝑎)
+ , 𝑉𝑏(𝑎,𝑏), 𝑄1 − 1,𝑄2) 𝑆𝑈𝑏 with 𝑛
𝑚𝑎𝑥  departure. An 𝑆𝑈𝑎 in 
moderate state, queued in 𝑄1  uses the 
all the idle channel-slots. 
same as 2 
(6) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑏) − 1, . . 𝑉𝑏(𝑎)
+ , 𝑄1 − 1,𝑄2) 𝑆𝑈𝑏 with 𝑛
𝑚𝑎𝑥  departure. An 𝑆𝑈𝑎 in 
bad state, queued in 𝑄1  uses the all 
the idle channel-slots. 
same as 3 
(7) ( 𝜔,  𝑉𝑔(𝑎), 𝑉𝑔(𝑏) − 1, . . 𝑉𝑔(𝑏)
+ , 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 − 1) 𝑆𝑈𝑏 with 𝑛
𝑚𝑎𝑥  departure. A 𝑆𝑈𝑏 
with ( 𝑔
𝑚𝑖𝑛) in good state, queued 
in 𝑄2  uses the all the idle channel-
slots. 
same as 1 
(8) ( 𝜔, 𝑉𝑔(𝑎,𝑏),  𝑉𝑚(𝑎), 𝑉𝑚(𝑏) − 1,𝑉𝑚(𝑏)
+ , 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 − 1) 𝑆𝑈𝑏 with 𝑛
𝑚𝑎𝑥  departure. A 𝑆𝑈𝑏 
with ( 𝑚
𝑚𝑖𝑛 ) in moderate state, 
queued in 𝑄2  uses the all the idle 
channel-slots. 













(9) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏),  𝑉𝑏(𝑎), 𝑉𝑏(𝑏) − 1, . . 𝑉𝑏(𝑏)
+ , 𝑄1, 𝑄2 − 1) 𝑆𝑈𝑏 with 𝑛
𝑚𝑎𝑥  departure. A 𝑆𝑈𝑏 
with ( 𝑏
𝑚𝑖𝑛) in bad state, queued in 
𝑄2  uses the all the idle channel-
slots. 
same as 3 
(10)  𝜔, 𝑉𝑔(𝑎), . . 𝑉𝑔(𝑏)
𝑚𝑎𝑥 − 1, 𝑉𝑔(𝑏)
+ , 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2)  𝑆𝑈𝑏 with 𝑛
𝑚𝑎𝑥  departure. A 
transmitting 𝑆𝑈𝑏  in good state 
with minimum no. of channel-slots 
( 𝑔
𝑚𝑖𝑛 ) uses all the idle channel-
slots. 
same as 1 
(11)  𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎), . . 𝑉𝑚(𝑏)
𝑚𝑎𝑥 − 1, 𝑉𝑚(𝑏)
+ , 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2)  𝑆𝑈𝑏 with 𝑛
𝑚𝑎𝑥  departure. A 
transmitting 𝑆𝑈𝑏 in moderate state 
with minimum no. of channel-slots 
( 𝑚
𝑚𝑖𝑛 ) uses all the idle channel-
slots. 
same as 2 
(12)  (𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎), . . 𝑉𝑏(𝑏)
𝑚𝑎𝑥 − 1,𝑉𝑏(𝑏)
+ , 𝑄1, 𝑄2)  𝑆𝑈𝑏  with 𝑛
𝑚𝑎𝑥  departure. A 
transmitting 𝑆𝑈𝑏 in bad state with 
minimum no. of channel-slots 
( 𝑚
𝑚𝑖𝑛 ) uses all the idle channel-
slots. 
same as 3 
(13)  (𝜔, 𝑉𝑔(𝑎), . .0, . .0, . , 𝑉𝑔(𝑏)
+ . . 𝑉𝑔(𝑏)
𝑚𝑎𝑥, 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2)  𝑆𝑈𝑏 with 𝑛
𝑚𝑎𝑥  departure. Every 
other 𝑆𝑈𝑏  in good state, uses the 
idle channel-slots ( 𝑔
𝑚𝑖𝑛)  to attain 
maximum bound 𝑔
𝑚𝑎𝑥 
same as 1 
(14) ( 𝜔, 𝑉𝑔(𝑎,𝑏),  𝑉𝑚(𝑎), . .0. .0. , 𝑉𝑚(𝑏)
+ . . 𝑉𝑚(𝑏)
𝑚𝑎𝑥, 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2)  𝑆𝑈𝑏with 𝑛
𝑚𝑎𝑥   departure. Every 
other 𝑆𝑈𝑏  in good state, uses the 
idle channel-slots ( 𝑚
𝑚𝑖𝑛)  to attain 
maximum bound 𝑚
𝑚𝑎𝑥 
same as 2 
(15)  (𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎), . .0, . .0. , 𝑉𝑏(𝑏)
+ . . 𝑉𝑏(𝑏)
𝑚𝑎𝑥, 𝑄1, 𝑄2) 𝑆𝑈𝑏 with 𝑛
𝑚𝑎𝑥  departure. Every 
other 𝑆𝑈𝑏  in good state, uses the 
idle channel-slots ( 𝑏
𝑚𝑖𝑛)  to attain 
maximum bound 𝑏
𝑚𝑎𝑥 
same as 3 
(16)  ( 𝜔, 𝑉𝑔(𝑎,𝑏), . . 𝑉𝑔(𝑏)
𝑚𝑎𝑥 − 1, 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) 𝑆𝑈𝑏 with 𝑛
𝑚𝑎𝑥  departure. New 
SUs in good state cannot use the 
channel-slots.  
same as 1 
(17) ( 𝜔, 𝑉𝑔(𝑎,𝑏) , 𝑉𝑚(𝑎𝑏), , , 𝑉𝑚(𝑏)
𝑚𝑎𝑥 − 1, 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) 𝑆𝑈𝑏 with 𝑛
𝑚𝑎𝑥 Departure. New 
SUs in moderate state cannot use 
the channel-slots. 
same as 2 
(18) ( 𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏). , . 𝑉𝑚(𝑏)
𝑚𝑎𝑥 − 1,𝑄1, 𝑄2) 𝑆𝑈𝑏 with 𝑛
𝑚𝑎𝑥  departure. New 
SUs  in bad state cannot use the 
channel-slots.  







External transitions from present state  𝜙 = {𝜔, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2} of CAS+Q 
A PU Arrival 
 




(1) (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) PU arrival. An idle channel-
slot is available irrespective 
of the channel state. 
𝜆𝑝 
(2) (𝜔 + 1, 𝑉𝑔(𝑎), 𝑉𝑔(𝑏). . , 𝑉𝑔(𝑏)
𝑚𝑎𝑥−, 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) PU arrival. An 𝑆𝑈𝑏 in good 
state with  𝑔
𝑚𝑎𝑥  is 







(3)  (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎), 𝑉𝑚(𝑏)…𝑉𝑚(𝑏)
𝑚𝑎𝑥−, 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) PU arrival. An 𝑆𝑈𝑏  in 
moderate state with  𝑚
𝑚𝑎𝑥 is 







(4) (𝜔 + 1, 𝑉𝑔(𝑎,𝑏) , 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎), 𝑉𝑏(𝑏). . , 𝑉𝑏(𝑏)
𝑚𝑎𝑥−, 𝑄1, 𝑄2) PU arrival. An 𝑆𝑈𝑏  in bad 
state with  𝑏
𝑚𝑎𝑥  is 







(5) (𝜔 + 1, 𝑉𝑔(𝑎), 𝑉𝑔(𝑏)
𝑚𝑖𝑛−, 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 + 1) PU arrival. The pre-empted  
𝑆𝑈𝑏  with   𝑔
𝑚𝑖𝑛  in good 








(6)  (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎), 𝑉𝑚(𝑏)
𝑚𝑖𝑛−, 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 + 1) PU arrival. The pre-empted  
𝑆𝑈𝑏 with  𝑚
𝑚𝑖𝑛 in moderate 







(7) (𝜔 + 1, 𝑉𝑔(𝑎,𝑏) , 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎), 𝑉𝑏(𝑏)
𝑚𝑖𝑛−, 𝑄1, 𝑄2 + 1) PU arrival. The pre-empted  
𝑆𝑈𝑏 with  𝑏
𝑚𝑖𝑛 in bad state, 







(8) (𝜔 + 1, 𝑉𝑔(𝑎), 𝑉𝑔(𝑏)
𝑚𝑖𝑛 − 1. . , 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 + 1) PU arrival. Pre-empted  𝑆𝑈𝑏 
with   𝑏
𝑚𝑖𝑛 in good state is 
forced terminated and no 
spectrum adjustment. 
Same as (5) 
(9) (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎), 𝑉𝑚(𝑏)
𝑚𝑖𝑛 − 1. . , 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 + 1) PU arrival. Pre-empted  𝑆𝑈𝑏 
with   𝑏
𝑚𝑖𝑛  in moderate 
state is forced terminated 
and no spectrum adjustment. 
Same as (6) 
(10) (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎), 𝑉𝑏(𝑏)
𝑚𝑖𝑛 − 1, . . , 𝑄1, 𝑄2 + 1) PU arrival. Pre-empted  𝑆𝑈𝑏 
with   𝑏
𝑚𝑖𝑛  in bad state is 
forced terminated and no 
spectrum adjustment. 
Same as (7) 
(11)  (𝜔 + 1, 𝑉𝑔(𝑎), . .0, . .0, . . 𝑉𝑔(𝑏)
𝑚𝑎𝑥, 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 + 1) PU arrival. An  𝑆𝑈𝑏  in good 
state is queued (𝑄2).  while 
another 𝑆𝑈𝑏  in good state 






uses the idle channel-slots to 
attain upper bound  𝑔
𝑚𝑎𝑥  
(12) ( 𝜔 + 1, 𝑉𝑔(𝑎,𝑏),  𝑉𝑚(𝑎), . .0. .0. , . . 𝑉𝑚(𝑏)
𝑚𝑎𝑥, 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 + 1)  PU arrival. An  𝑆𝑈𝑏   in 
moderate state is queued 
(𝑄2).  while another 𝑆𝑈𝑏 in 
moderate state uses the idle 
channel-slots to attain upper 
bound  𝑔
𝑚𝑎𝑥 
Same as (6) 
(13)  (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎), . .0, . .0. , . . 𝑉𝑏(𝑏)
𝑚𝑎𝑥, 𝑄1, 𝑄2 + 1) PU arrival. An  𝑆𝑈𝑏  in bad 
state is queued (𝑄2).  while 
another 𝑆𝑈𝑏  in bad state 
uses the idle channel-slots to 
attain upper bound  𝑔
𝑚𝑎𝑥 
Same as (7) 
(14)  (𝜔 + 1, 𝑉𝑔(𝑎), . .0, . .0, . . 𝑉𝑔(𝑏)
𝑚𝑎𝑥, 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 + 1) PU arrival. An  𝑆𝑈𝑏  in good 
state is forced terminated, 
while another 𝑆𝑈𝑏  in good 
state uses the idle channel-
slots to attain upper bound  
𝑔
𝑚𝑎𝑥  
Same as (5) 
(15) ( 𝜔 + 1, 𝑉𝑔(𝑎,𝑏),  𝑉𝑚(𝑎), . .0. .0. , . . 𝑉𝑚(𝑏)
𝑚𝑎𝑥, 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 + 1)  PU arrival. An  𝑆𝑈𝑏   in 
moderate state is forced 
terminated, while another 
𝑆𝑈𝑏  in moderate state uses 
the idle channel-slots to 
attain upper bound  𝑔
𝑚𝑎𝑥  
Same as (6) 
(16)  (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎), . .0, . .0. , . . 𝑉𝑏(𝑏)
𝑚𝑎𝑥, 𝑄1, 𝑄2 + 1) PU arrival. An  𝑆𝑈𝑏  in bad 
state is forced terminated, 
while another 𝑆𝑈𝑏  in bad 
state uses the idle channel-
slots to attain upper bound  
𝑔
𝑚𝑎𝑥 
Same as (7) 
(18)  
(𝜔 + 1, 𝑉𝑔(𝑎)
− , . . , 𝑉𝑔(𝑏)
𝑚𝑎𝑥−. , 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) 
 
PU arrival. An  𝑆𝑈𝑎 in good 
state is pre-empted and 







(19) (𝜔 + 1, 𝑉𝑔(𝑎,𝑏)𝑉𝑚(𝑎)
− , . . , 𝑉𝑚(𝑏)
𝑚𝑎𝑥−. , 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2)  PU arrival. 𝑆𝑈𝑎 in moderate 
state is pre-empted and 







(20) (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎), 𝑉𝑏(𝑎)
− , . . , 𝑉𝑏(𝑏)
𝑚𝑎𝑥−, 𝑄1, 𝑄2) PU arrival. 𝑆𝑈𝑎 in bad state 
is pre-empted and 







(21) (𝜔 + 1, 𝑉𝑔(𝑎) − 1,𝑉𝑔(𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2)  PU arrival. 𝑆𝑈𝑎  in good 
state is forced terminated no 
spectrum 
adjustment/adaptation. 
Same as (18) 
(22) (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎) − 1, 𝑉𝑚(𝑏)𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2)   PU arrival. 𝑆𝑈𝑎 in moderate 
state is forced terminated no 
spectrum 
adjustment/adaptation. 






(23) (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎) − 1, 𝑉𝑏(𝑏), 𝑄1, 𝑄2)  PU arrival. 𝑆𝑈𝑎 in bad state 
is forced terminated no 
spectrum 
adjustment/adaptation. 
Same as (20) 
(24) (𝜔 + 1, 𝑉𝑔(𝑎) − 1,𝑉𝑔(𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 − 1)  PU arrival. 𝑆𝑈𝑎  in good 
state is forced terminated,  
𝑆𝑈𝑏 in good state, queued in 
𝑄2 uses all the idle channel-
slots  
……. 
Same as (18) 
(25) (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎) − 1, 𝑉𝑚(𝑏)𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2 − 1)   PU arrival.  𝑆𝑈𝑎  in 
moderate state is forced 
terminated,  𝑆𝑈𝑏  in 
moderate state, queued in 
𝑄2 uses all the idle channel-
slots …….…… 
Same as (19) 
(26) (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎) − 1, 𝑉𝑏(𝑏), 𝑄1, 𝑄2 − 1)  PU arrival. 𝑆𝑈𝑎 in bad state 
is forced terminated,  𝑆𝑈𝑏 in 
bad state, queued in 𝑄2 uses 
all the idle channel-slots  
… 
Same as (20) 
(27) (𝜔 + 1, 𝑉𝑔(𝑎) − 1, . . 𝑉𝑔(𝑏)
+ , 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) PU arrival.   An 𝑆𝑈𝑎 in good 
state is forced terminated, 
𝑆𝑈𝑏  with 𝑔
𝑚𝑖𝑛 in good 
state, uses all the idle 
channel-slots…. 
Same as (18) 
(28) (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎) − 1, . . 𝑉𝑚(𝑏)
+  , 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) PU arrival. An 𝑆𝑈𝑎  in 
moderate state is forced 
terminated, 𝑆𝑈𝑏  with 
𝑚
𝑚𝑖𝑛 in good state, uses all 
the idle channel-slots.  
Same as (19) 
(29) (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎) − 1, . . 𝑉𝑏(𝑏)
+ , 𝑄1, 𝑄2) PU arrival. An 𝑆𝑈𝑎  in bad 
state is forced terminated, 
𝑆𝑈𝑏  with 𝑏
𝑚𝑖𝑛 in good 
state, uses all the idle 
channel-slots.  
……. 
Same as (20) 
(30)  (𝜔 + 1, 𝑉𝑔(𝑎), . .0, . .0, . . 𝑉𝑔(𝑏)
𝑚𝑎𝑥 , 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2) PU arrival. An 𝑆𝑈𝑎 in good 
state is pre-empted and 𝑆𝑈𝑏 
in good state is forced 
terminated. All other 𝑆𝑈𝑏 s 
in good state uses the idle 
channel-slots to attain 𝑔
𝑚𝑎𝑥 
… 
Same as (18) 
(31) ( 𝜔 + 1, 𝑉𝑔(𝑎,𝑏),  𝑉𝑚(𝑎), . .0. .0. , . . 𝑉𝑚(𝑏)
𝑚𝑎𝑥, 𝑉𝑏(𝑎,𝑏), 𝑄1, 𝑄2)  PU arrival. An 𝑆𝑈𝑎  in 
moderate state is pre-empted 
and 𝑆𝑈𝑏 in moderate state is 
forced terminated. All other 
𝑆𝑈𝑏s in good state uses the 
idle channel-slots to 
attain 𝑚
𝑚𝑎𝑥… 






(32)  (𝜔 + 1, 𝑉𝑔(𝑎,𝑏), 𝑉𝑚(𝑎,𝑏), 𝑉𝑏(𝑎), . .0, . .0. , . . 𝑉𝑏(𝑏)
𝑚𝑎𝑥, 𝑄1, 𝑄2) PU arrival. An 𝑆𝑈𝑎  in bad 
state is pre-empted and 𝑆𝑈𝑏 
in bad state is forced 
terminated. All other 𝑆𝑈𝑏 s 




Same as (20) 
 
6.7.2 Performance Measures 
These derivations are based on the premise of [4], [5], [8], [97]. In this study, three channel conditions 
were considered upon the arrival or departure of PUs/SUs [8, 9].   
 
a)        Blocking Probability 
The blocking probability 𝑃𝑏(𝑎,𝑏)
𝑛  is the sum of all probabilities of states that cannot admit SUs (class A 
or B) into the system. The arriving SUs will be blocked if: there are insufficient idle channel-slots to 
commence service, the respective queues (𝑄1 and 𝑄2) are filled and if the sum of the available idle 




𝑇𝑜𝑡𝑎𝑙  𝑆𝑈 𝑏𝑙𝑜𝑐𝑘𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒 
 𝑆𝑈𝑠 𝑎𝑟𝑟𝑖𝑣𝑎𝑙 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒




 be the blocking probability for class-A service in good channel condition and so for moderate 
and bad respectively.  




𝑇𝑜𝑡𝑎𝑙  𝑆𝑈𝑎 𝑏𝑙𝑜𝑐𝑘𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒 
 𝑆𝑈𝑎 𝑎𝑟𝑟𝑖𝑣𝑎𝑙 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒






















































               (6.9)  
 
Similarly, the blocking probability 𝑃𝑏(𝑏)
𝑔































































         (6.10)   
 
 
The blocking probabilities 𝑃𝑏(𝑎,𝑏)
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         (6.12)  
 
 
The blocking probabilities 𝑃𝑏(𝑎,𝑏)





















































































































b) Forced termination probability  
The forced termination 𝑃𝑓(𝑎,𝑏)
𝑛  occurs whenever an ongoing SU (class A or B) is pre-empted by the PU 
arrival irrespective of the wireless channel state and the SU class. This implies that the SU cannot 
successfully hands-off from PU  idle channel. However, in this work, forced termination probability 





𝑇𝑜𝑡𝑎𝑙 𝑆𝑈 𝑓𝑜𝑟𝑐𝑒𝑑 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 𝑎𝑡 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑠𝑡𝑎𝑡𝑒
 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑐𝑜𝑚𝑚𝑒𝑛𝑠𝑒𝑑 𝑆𝑈 𝑠𝑒𝑟𝑣𝑖𝑐𝑒(𝑆𝑈𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛𝑠 𝑟𝑎𝑡𝑒)
           (6.15) 
 
 
The rate of commenced SU service indicates that admission has been granted thus, can be expressed as, 
(1 − 𝑃𝑏(𝑎,𝑏))𝜆𝑠.   Let 𝑃𝑓(𝑎)
𝑔
































































                                                                                       (6.16) 
 
Similarly, the forced termination probability 𝑃𝑓(𝑏)
𝑔













































































                                                                    (6.17) 
 

























































                                                                                  (6.18)  
While the forced termination probability 𝑃𝑓(𝑏)







































































                                                                                (6.19) 
  



























































                                                                             (6.20) 
 
While the forced termination probability 𝑃𝑓(𝑏)












































































c) Admission/Acceptance probability  
 
The admission probability 𝑃𝑎(𝑎,𝑏)  is the probability that enough resources (channel-slots) exist for the 
SUs (class A and class B) when both arrives or the likelihood that the resources left over after PU 
occupancy, is greater than or equal to the resources required by the SUs. It can be expressed as the rate 
of Not-Blocking with respect to the channel condition. 
 
𝑃𝑎(𝑎,𝑏)
𝑛 = (1 − 𝑃𝑏(𝑎,𝑏)
𝑛 )                                                                                                   (6.22) 
 
The admission/acceptance probability for SU class-A in good channel condition is given as;   
𝑃𝑎(𝑎)
𝑔
= (1 − 𝑃𝑏(𝑎)
𝑔









































                                                                              (6.24)  
 
While for SU class-B in good channel condition is given as;  
𝑃𝑎(𝑏)
𝑔
= (1 − 𝑃𝑏(𝑏)
𝑔
















































                                                                   (6.26)  
 
The admission/acceptance probability for SU class-A in moderate channel condition is given as;  
  
𝑃𝑎(𝑎)
𝑚 = (1 − 𝑃𝑏(𝑎)








































                                                                 (6.28)  
 
Whereas for SU class-B in moderate channel condition is given as; 
   
𝑃𝑎(𝑏)
𝑚 = (1 − 𝑃𝑏(𝑏)











































                                                         (6.30)  
 
The admission probability for SU class-A in bad channel condition is given as;  
  
𝑃𝑎(𝑎)
𝑏 = (1 − 𝑃𝑏(𝑎)














































Similarly, for SU class-B in bad channel condition is given as; 
  
𝑃𝑎(𝑏)
𝑏 = (1 − 𝑃𝑏(𝑏)











































                                                             (6.34)  
 
d) Capacity  𝜎𝑛(𝑎,𝑏)          
The capacity of the SU (class A and class B) is the average service rate of the SUs. This implies the 
average number of SU completion per unit time [8]. However, in this thesis, the capacity varies from 
due varying channel link thus it can be expressed as; 
𝜎𝑛(𝑎) = ∑  𝑛 𝑉𝑛(𝑎)
𝜙∈ᶑ
𝜇𝑠𝜋(𝜙)                                                                                                             (6.35) 
 






𝜇𝑠𝜋(𝜙)                                                                                           (6.36) 
 
 
e) Spectrum Utilization 𝜗𝑛(𝑎,𝑏)  
Spectrum utilization is the mean number of utilized channel-slot over the total number of channel-slots 
(total capacity of the system) irrespective of the channel state. It indicates that a total of  𝑍(𝜙) is utilized 






𝜋(𝜙)                                                                                                                      (6.37) 
 
f) Average queue size 𝛿𝑙(𝑎,𝑏):  
In this work, the size (length) of the queue is a function of the arrival of the SUs (class A and class B) 






respectively at each state 𝜙 ∈ ᶑ.  The average queue sizes of the SUs (class-A and class-B) can be 








                                                                                                           (6.39) 
 
 
g) Mean total delay 𝑇(𝑎,𝑏) 
 The mean total delay of the SUs (class-A and class-B) is the sums of the mean transmission time 𝛵(𝑎,𝑏)
𝑡   
and the average waiting time 𝛵(𝑎,𝑏)
𝑞
 of SUs (class A and class B) services in the queues respectively. Let 
𝛷(𝑎)
𝑠  and 𝛷(𝑏)
𝑠  be the average number of ongoing SU class A and B services while  𝛵(𝑎)
𝑡  and  𝛵(𝑏)
𝑡  
denotes the mean transmission time of SUs services.  𝛵(𝑎)
𝑞
 and  𝛵(𝑏)
𝑞
 represents the mean waiting time of 
SUs (class A and class B) services in the queues and  𝑇(𝑎) and 𝑇(𝑏) are the mean total delay of SUs 
(class A and class B) respectively. Therefore, the average number of ongoing SU (class A and class B) 
services can be expressed respectively as;     
 
𝛷(𝑎)
𝑠 = ∑  𝑛 𝑉𝑛(𝑎)
𝜙∈ᶑ
𝜋(𝜙)                                                                                                       (6.40)  
𝛷(𝑏)






𝜋(𝜙)                                                                                   (6.41) 
 
From little’s theorem [150], [151], the mean total delay of the SU class-B services, 𝑇(𝑏) is given as; 









𝜆𝑠(𝑏) +  𝜆𝑠𝑚
                                                                         (6.42) 
Where 𝜆𝑠(𝑏) and 𝜆𝑠𝑚  are the mean arrival rate of the admitted 𝑆𝑈𝑏 and average feedback arrival rate 




















                                                                         (6.43)  
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𝑡 )∆(𝑏)                                                                          (6.45) 
∆(𝑏) can be set to a value 

















                                                                                                           (6.46) 
 
6.8 Numerical Results and Discussion 
The numerical results of the proposed strategy are discussed and evaluated in terms of blocking 
probability, capacity, spectrum utilization, forced termination probability, access/admission probability, 
and mean total delay. The proposed strategy is compared with [8] which is a strategy without queue.  
The extensive simulation and analysis for the strategy is done by developing Matlab code using Matlab 
and Excel tools. Moreover, the parameters of, [8], [24] were adopted and 100 realized are averaged to 
obtain the final result from  106 iterations. However, the scenarios concept differs slightly since three 
channel conditions are taken into account. Thus,  𝜆𝑝 = 0.5,  𝜆𝑠 = 1.5,  𝜇𝑝 = 0.5, 𝜇𝑠(𝑎) =∗ 𝜇𝑠(𝑏) =
0.82,𝑄2𝑚𝑎𝑥, 𝑄1𝑚𝑎𝑥 ≥ 2,𝜔 ≤ 6,∗ 𝑃𝑎
𝑛,∗ 𝑃𝑎
𝑛 ≥ 0.5 , ∗ 𝑃𝑏
𝑛,  𝑃𝑏
𝑛 ≤ 0.25,  ∗𝑓𝑡
𝑛 , 𝑃𝑓𝑡
𝑛 ≤ 0.25, 𝑉𝑔 = 6, 𝑉𝑚 =
4, 𝑉𝑏 = 2, SNR = 15 − 30dB, 𝑛
𝑚𝑖𝑛 ≤ 2, 𝑛
𝑚𝑎𝑥 ≤ 6 ,  𝑛 = 3, 𝑀 ≥ 6 ,  𝛵(𝑏)
𝑡 ≤ 2.5,  𝛵(𝑎)
𝑡 ≤ 1.55 . The 
essence of introducing queuing regime is to further improve the performance of the proposed strategy 
unlike [8], where there was no queue regime to cater for SUs in the event of PU arrival and departure 
respectively. Figures 6.3 (a) and 6.3(b) clearly shows that once a SU cannot be served, instead of 






buffered. Thus, make the system more dynamic. Similarly, because of the nature of class-A traffic, it is 
served first before class-B due to its delay constrains. However, as the channel state changes from good 
to moderate or bad, the SUs (class-A or B) assembles different number of channel-slots with each 
channel state having different transmission rates via AMC controller. 
At a glance, while the queue length increases (more SUs queued) the blocking probability drops in 
different channel state. However, the SU class-A has a lower blocking probability compared to class-B 




Figure 6.3(a) 𝑆𝑈𝑎 Blocking probability, 𝑃𝑏(𝑎)








Figure 6.3(b) 𝑆𝑈𝑏 Blocking probability, 𝑃𝑏(𝑏)
 vs Queue length, 𝑄2𝑚𝑎𝑥 
 
 
Figure 6.4(a) 𝑆𝑈𝑎 FT probability, 𝑃𝑓(𝑎)








Figure6.4 (b) 𝑆𝑈𝑏  FT probability, 𝑃𝑓(𝑏)
 vs Queue length, 𝑄2𝑚𝑎𝑥 
 
 Blocking and FT are the two most common challenges that SUs suffer from. This is common because 
SUs are the unlicensed users hence, the PU can arrive any time and pre-empty any SU using it channels. 
This explains the reason why the two performance metrics have similar behaviour at times.Figures 6.4(a) 
and 6.4(b) illustrate the effects of a queuing regime on forced termination when the PU interrupts a 
transmitting SU. When a SU overstays its expected time in the queue, irrespective of the classes, will 
be dropped. This is to avoid starvation of other users waiting on the queue. From the result, the 𝑆𝑈𝑎 
have relatively lower force termination probability compared to the 𝑆𝑈𝑏 irrespective of the channel 
conditions.. This is because, it is given priority access to the PU channel and are not fed back like 










Figure 6.5(a) 𝑆𝑈𝑎 Access probability, 𝑃𝑎(𝑎)
 vs Queue length, 𝑄1𝑚𝑎𝑥 
 
Figures 6.5 (a) and 6.5(b) results illustrate the impact of incorporating a queuing regime into channel 
assembling. This gives the SUs (particularly 𝑆𝑈𝑏) another opportunity to access the spectrum whenever 
the PU interrupts or whenever the SU experience insufficient resources. Nevertheless, the 
access/admission probability of the SUs grows as the queue length increases. This implies that more 
SUs are given the opportunity to access the scarce resources. Because of the preferential treatment given 
to 𝑆𝑈𝑎 , its access/admission probability grows higher in good channel state than 𝑆𝑈𝑏  in any other 
channel conditions. After point 𝑄2𝑚𝑎𝑥 = 𝑄1𝑚𝑎𝑥 = 10, the access probability of 𝑆𝑈𝑏 begin to drop due 
to continuous feedbacks (arrivals of interrupted   𝑆𝑈𝑏 ) which added up with the new arrivals as 








Figure 6.5(b) 𝑆𝑈𝑏 Access probability, 𝑃𝑎(𝑏)
 vs Queue length, 𝑄2𝑚𝑎𝑥 
 
 







Although both users at different channel conditions showed improved capacity as the queue length 
increases in Fig. 6.6 (a) and 6.6(b), 𝑆𝑈𝑎  displays approximately 12%, 8% and 13% higher capacity 
when the channel state is good, moderate and bad respectively, when compared to 𝑆𝑈𝑏. This further 
shows that more SUs can improve and complete their previous transmission session, by getting a second 
chance of transmitting their packets (data) when vacant exists.    
 
 
Figure 6.6(b) 𝑆𝑈𝑏 Capacity, 𝜎𝑛(𝑏)vs Queue length, 𝑄2𝑚𝑎𝑥 
 
The result shown in Figures 6.7 (a) and 6.7(b) depicts the response of the proposed strategy on the 
varying the wireless link. Spectrum utilization for the two classes of users is improved since the queues 
are avenue that gives the SUs the advantage to access the spectrum. With AMC, each channel condition 
has a particular transmission rate mode pair that supports the rates at which SUs are serviced. Good 
channel state has the highest transmission rate followed by moderate and bad channel state respectively. 
However, because of the priority given to class-A SU, it outperformed the class-B irrespective of the 








Figure 6.7(a)  𝑆𝑈𝑎 Spectrum Utilization, 𝜗𝑛(𝑎) vs Queue length, 𝑄1𝑚𝑎𝑥 
 
 







Figure6.8 SU Mean total delay vs Queue length 
 
The consequence of incorporating a queuing regime into the proposed strategy is the additional waiting 
time (delays) the SU spent on the queue, waiting to be served. Figure 6.8 illustrates the effect of queue 
length on the total delay particularly on the SU class-B. The interrupted  𝑆𝑈𝑏 is fed back into the queue 
to reduce instant forced termination while the new arriving SU is queued to avoid instant blocking 
hence, both arrivals increase the queue length (number of SUs in the buffer waiting to be serves). SU 
class-A has an arrival rate of 𝜆𝑠(𝑎) while SU class-B has a joint arrival of  𝜆𝑠(𝑏) +  𝜆𝑠𝑚 for the new and 
interrupted 𝑆𝑈𝑏 respectively. Therefore, the queue length of the 𝑆𝑈𝑏 will be longer due to more arrival 







Figure 6.9(a) SU blocking probability, 𝑃𝑏 
 vs PU arrival, 𝜆𝑝 
 
 
Figure 6.9(b) SU Forced termination probability, 𝑃𝑏
 vs PU arrival, 𝜆𝑝 
 
 
In Figures 6.9 (a) and 6.9(b), the SUs blocking and forced termination probabilities increases for both 
strategies (CAS+Q and CAS without queues), due to PU arrivals. This significantly affects the SU 
service because more SUs will be interrupted and hence vacates the channel since the PU is the licensed 






to the spectrum because the channel would be fully occupied and ongoing SU service will be pre-empted. 
This increases the blocking and forced termination statistics yet, at every point of PU arrival, CAS+Q 
for 𝑆𝑈𝑎  shows better improvement (low blocking and forced termination probability) compared to 
CAS+Q for 𝑆𝑈𝑏 and CAS without queues for obvious reasons like priority access and flexibility. 
   
 
 
Figure6.10 SU Mean total delay vs SU arrival rates 
 
Figure 6.10 shows significant increase in delay for the SU class-B compared to class-A. The reason is 
that class-B queue is often occupied due to feedback arrivals of interrupted class-B and new arrivals 
trying to gain access to the spectrum. However, the CAS without queuing [8] has the lowest mean total 
delay compared to CAS+Q for class-A and B with the higher delay due to longer queue sizes 
irrespective of the channel conditions. However, CAS+Q for class-B have the longest queue length, 







Figure 6.11 Spectrum Utilization  𝜗𝑛 vs Queue length 
 
As mentioned in Figures 6.7 (a) and 6.7(b), spectrum utilization for 𝑆𝑈𝑎 and 𝑆𝑈𝑏 will be maximized in 
the sense that the queue creates an avenue that gives the SUs the opportunity to access the spectrum 
after several interruptions. Therefore, the more they arrive, the higher the possibility for them to utilize 
the spectrum. The proposed strategy for both classed of SUs showed improvement when compared to 









Figure 6.12. Spectrum Utilization, 𝜗𝑛 vs SU arrival, 𝜆𝑠 
 
From Figure 6.12, spectrum utilization is improved using the proposed strategy for both classes of SUs. 
However, when the scheme is implemented without queues [8], it showed less improvement compared 
to the proposed strategy [9]. As SU arrivals increases the spectrum utilization improves since more SU 
are served. For both queues set at   𝑄1𝑚𝑎𝑥 = 3, 𝑄2𝑚𝑎𝑥 = 6   𝜆𝑠 = 2,  respectively, the spectrum 
utilization is improved compared to when the queues are set at 𝑄1𝑚𝑎𝑥 = 1 𝑄2𝑚𝑎𝑥 = 2. Also, with larger 
queue length, new SUs can be accommodated in the buffer. Therefore, when a PU channel becomes 
vacant, there is likelihood that it will be utilized by a SU. However, to increase spectrum utilization, it 
is essential to reduce the idle period thus; larger queue length could fulfil this requirement since more 








Figure 6.13 Capacity, 𝜎𝑛vs Number of admitted SU 
 
The result in Figure 6.13 shows that when access/admission has been granted to the SUs based on the 
criteria mentioned earlier, the SU then aggregates the required channel slots. This in turn makes the SU 
capacity to increase since it is the product of the number of admitted SUs and the number of channel 
slots assembled. However, the CAS+Q for class A and B respectively, improve the SU capacity 
compared to the CAS without queues [8]. As explained earlier, the queues reduced FT and blocking of 
the SUs. Therefore, since more SUs have the privilege of using the spectrum, their total occupancy and 









Figure 6.14 Capacity, 𝜎𝑛vs PU arrival, 𝜆𝑝 
 
Figure 6.14 clearly shows that SU capacity was at the highest when the PUs are absent from the 
spectrum. This implies that more SUs are given access into the spectrum and as such, the SUs 
maximized the resources by assembling more channel-slots with high completion time irrespective of 
the channel state and the strategies (with or without queues) used by the SUs. However, for each of the 
scenario, the CAS+Q showed its robustness over the CAS without queues [8], when the PU begins to 
arrive into the spectrum. However, in an event of batch arrivals of the PUs, the SUs will experience 
decrease in capacity because very few channel-slots will be available for the SUs to use and as such, 
not much will be assembled by the SU. Conversely, capacity will increase when PU departs and more 
channels-slots are made available for SU. 
6.9 Conclusion 
This chapter has extended the work done in this thesis [6], [8], [24] (chapter four and five) by proposing 
a joint channel assembling strategy with queues (CAS+Q) featuring AMC in CRN. The strategy is 
improved by introducing a buffer regime consisting of separate queues to accommodate interrupted SUs 
of different classes. An analytical and simulation framework to evaluate the performance of the 
strategies is developed and compared with [8]. The performance of the system is evaluated in different 
scenarios (channel conditions) and selected parameters. It showed that the proposed CAS+Q 






network’s capacity, access/admission probability and spectrum utilization. Similarly, this proposed 
scheme demonstrates that AMC is a robust technique in improving channel assembling. However, 
increasing the queue length, the forced termination and blocking probability of SUs could be further 
reduced, but at the expense of longer delays. Thus, the queue length of 𝑆𝑈𝑎 is kept as low as possible 
in order to reduce the delay experienced as a result, to achieve higher capacity for 𝑆𝑈𝑏. Since  𝑆𝑈𝑏 
traffic benefits more from low blocking/forced termination probabilities and high capacity rather than 

























Conclusion Recommendation and Future Works 
7.1 Conclusion 
This study has shown that if the set targets for the smooth takeoff of fifth generation (5G) wireless 
network must be realized, then, robust models must be developed and this is what cognitive radio’s 
CAS is bringing to bear. The conclusion of this thesis is drawn from chapter two, three, four, five and 
six. 
In chapter 2, a brief survey/overview of CRN was presented. In the same vein, what makes it cognitive 
radio is embedded in its capabilities to:  (1) intelligently sense the primary user’s channel to avoid 
collision (interference) using appropriate sensing techniques; (2) dynamically and opportunistically 
access the primary user’s spectrum before it arrives; (3) make decisions based on its radio environment 
and neighboring users activities; (4) centrally or otherwise share spectrum resources among each other 
to avoid starvation of weaker users; (5) hop to another free channel/spectrum if it cannot coexist with 
the PU and last but not the least; (6) assemble/aggregate spectrum resources (white space) across 
frequency and time domain to improve SU throughput. 
Chapter 3 presents two important aspects of CRN which are: the primary users ON/OFF behaviour and 
its effect on the secondary users’ channel in a centralized scenario. However, this chapter is divided 
into two. The first part investigated and compared the commonly assumed ON/OFF behaviour with  
illustration as to the behaviour(s) that is relatively stable and best suit the SU since the SUs has to 
opportunistically use the primary users’ channels. So far, the Markovian process showed a relatively 
stable behaviour compared to the exponential and geometric processes respectively. But, there exists 
interaction-effect among the primary and secondary users on the primary users’ channel due to 
opportunistic spectrum access of the SUs.  An analytical approach was developed to evaluate the 
performance of the opportunistic spectrum access strategy with different occupancy statistics.  
Chapter 4 established the fact that though TV white space (spectrum holes) are scattered across the 
spectrum bands. Therefore, there is need for these scarce and wasting resources to be organized 
(assembled) and used optimally for SUs.  The chapter investigated, proposed and evaluated three 
channel assembling strategies (QBS, RBS and IBS) in two case (single and multiclass users) traffics in 
CRN. Also, the varying nature of a wireless link was considered in the evaluation, depicting the fact 
that wireless link cannot be assumed as homogeneous all the time but rather heterogeneous which makes 
it more realistic and practical to real world scenario. The investigation of the proposed strategies showed 






network is a robust approach. This accounts for why the QBS performed better than RBS and IBS 
respectively, especially in a very busy PU network. 
Chapter 5 extended the work done in part one of chapter four by developing an analytical and simulation 
framework to evaluate the performance of the two proposed strategies (IBS and RBS) with a single 
(homogenous) class SUs. It gave an insight of the effect of the licenced user on secondary network in a 
dynamic wireless link in terms of their performance and the potentials of integrating AMC in channel 
assembling strategies. The developed strategies showed improved system performance in terms of 
secondary network capacity, blocking, forced termination and acceptance/admission probabilities 
respectively, depending on the system selected parameters.  
Chapter 6 advanced the work carried out in chapter four and part of chapter 5. It proposed, developed 
and analysed a joint queuing based channel assembling strategies (CAS+Q) featuring AMC in varying 
wireless link. Unlike the previous chapters that focused on single class SU traffic without queues, this 
work expanded the investigation by considering a multi-class SU traffic flows with separate queuing 
regimes. Furthermore, it opened another window on the impact of integrating a queuing regime with 
AMC in channel assembling. The essence is to improve spectrum utilization, secondary network 
capacity and more especially, minimizing blocking and force termination of the SUs and possibly 
allows interrupted SU service to be queued and served later. 
7.2      Recommendations 
From our study and lesion learnt, we cannot claim that the RBS has a superior performance over the 
IBS scheme in all SU traffic scenarios at all time. Although, CAS+Q is an RBS scheme with a queuing 
regime. But, we can recommend a policy depending on the SU traffic behaviour. For instance, when 
there are abundant spectrum resources (TV white space), and only non-real time users wants to use the 
resources, any of the strategies (IBS, RBS, and CAS+Q) can be recommend. However, if the network 
comprises of real time SU traffic, the RBS or CAS+Q will be better. When the network model comprises 
of both type of SU traffic, and the PU is relatively predictable, then the CAS+Q will be an optimal 
policy. If the network model consists of real time, non-real time SU traffic, and the PU is relatively 
unpredictable CAS+Q will fit in.  
7.3 Future Works  
In chapter 4, 5 and 6, the concept of channel assembling strategies and its benefits to both present and 






slots irrespective of the channel conditions, AMC technique and queuing regime notwithstanding, might 
affect PER and BER especially in a dynamic wireless link and this forms part of future investigation. 
In chapter 6 particularly, a queuing regime was introduced so that, those SUs traffic that would have 
been blocked or forcibly terminated could be queued in a buffer and possibly served later. But, it was 
assumed that all arrivals are exponentially distributed including the feed backs arrival (𝜆𝑠𝑚) of 𝑆𝑈𝑏  
into 𝑄2. However, in reality, when these two arrivals (feedback arrival due to interruptions and new 
secondary users’ arrivals) meet, they sum up and this might not be assumed as an exponential arrival. 
Future works will consider the effects of  𝜆𝑠𝑚 and  𝜆𝑠𝑏 on the overall system performance. 
Channel assembling and fragmentation (CAF) featuring AMC (CAFA) can be jointly studied in a 
varying wireless link in CRN, as a means of further maximizing the scarce spectrum by splitting the 
channel into finer granular with higher rates/mode pair. 
Lastly, two queuing regime can be integrated into CAFA (CAFA+Q) to further improve spectrum 
utilization and possible performance improvement for cognitive users. All these ideas are laying the 
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