Abstract. We study the zero dissipation limit of the full compressible Navier-Stokes equations to a rarefaction wave which connects to vacuum at one side. It is shown that there exists a family of smooth solutions to the full compressible Navier-Stokes equations converging to the rarefaction wave with vacuum away from the initial layers at a uniform rate as the viscosity and the heat conduction coefficient tend to zero. Our method of proof consists of a scaling argument and elementary energy analysis based on the underlying wave structure.
Introduction
This paper is a sequel of our previous work [3] on studying the asymptotic equivalence between the solutions of a one-dimensional model system for the compressible Navier-Stokes equations and those of the compressible Euler system with vacuum. The previous paper is concerned isentropic case, while the present one treats the compressible Navier-Stokes equations with heat-conduction. The one-dimensional full compressible Navier-Stokes equations in Eulerian coordinates read          ρ t + (ρu) x = 0, (ρu) t + ρu 2 + p x = u x x , ρ e + u for x ∈ R = (−∞,+∞), t > 0, where ρ ≥ 0, u(x,t), p(x,t), e(x,t) ≥ 0, and θ(x,t) ≥ 0 are the mass density, fluid velocity, pressure, internal energy, and absolute temperature respectively, while the positive constants and κ denote the viscosity and heat conductivity coefficient respectively. Here we study the ideal polytropic gas so that p and e are given by the state equations p = Rρθ = Aρ γ exp γ − 1 R S , e = R γ − 1 θ + const., (1.2) where S is the entropy, γ > 1 is the adiabatic exponent, and A and R are positive constants. Due to the second law of thermodynamics, We can define two 1−Riemann invariants by Σ
1 = S, and two 3−Riemann invariants by Σ
such that
i (ρ,u,S) · r i (ρ,u,S) ≡ 0, i = 1,3,j = 1,2 ∀ρ > 0.
The study of the limiting process of viscous flows, when the viscosity tends to zero, is one of the important problems in the theory of compressible fluids. From the kinetic theory, the viscosity and heat-conductivity coefficient κ should be on the same order, so the following assumption is reasonable (see also [9] ): 8) for some positive constant c. This indicates that the coefficient of heat conduction also tends to zero as the viscosity tends to zero, so we can take κ = in the following without loss of generality. The inviscid compressible flow contains singularities such as shock and the vacuum in general. Therefore, determining how to justify the zero dissipation limit of the Euler equations with basic wave patterns or the vacuum is a natural and difficult problem. For the full Navier-Stokes equations which also have conservation of energy, there are also many results on the zero dissipation limit to the corresponding full Euler system with basic wave patterns without vacuum. We refer to Jiang-Ni-Sun [9] and Xin-Zeng [21] for the rarefaction wave, Wang [19] for the shock wave, Ma [14] for the contact discontinuity. Huang-Wang-Yang [7, 8] proved the vanishing viscosity of the compressible Euler equations for the cases of superposition of two rarefaction waves and a contact discontinuity and the superposition of one shock and one rarefaction wave. Recently, Huang-Wang-Wang-Yang [5] succeed in justifying the vanishing viscosity limit of compressible Navier-Stokes equations in the setting of Riemann solutions for the superposition of shock wave, rarefaction wave, and contact discontinuity. Jiu-Wang-Xin [10] studied the large time asymptotic behavior toward rarefaction wave for solutions to the one-dimensional isentropic compressible Navier-Stokes equations with density-dependent viscosity for general initial data whose far fields are connected by a rarefaction wave to the corresponding Euler equations with one end state being vacuum.
Now we give a description of the rarefaction wave connected to the vacuum to the compressible Euler equations (1.6); see also the reference [18] . For definiteness, 3-rarefaction wave will be considered. If we investigate the compressible Euler system (1.6) with the Riemann initial data 9) where the left side is the vacuum state and ρ + > 0, u + ,θ + > 0 are prescribed constants on the right state, then the Riemann problem (1.6), (1.9) admits a 3−rarefaction wave connected to the vacuum on the left side. By the fact that along the 3−rarefaction wave curve, the 3−Riemann invariant Σ
is constant in (x,t), we can get the velocity u − = Σ (1) 3 (ρ + ,u + ,θ + ) being the speed of the fluid coming into the vacuum from the 3-rarefaction wave. This 3−rarefaction wave connecting the vacuum ρ = 0 to (ρ + ,u + ,θ + ) is the self-similar solution (ρ r3 ,u r3 ,θ r3 )(ξ), (ξ = x t ) of (1.6) defined by
Thus we can define the momentum m r3 and the total internal energy e r3 of a 3-rarefaction wave by 12) and
In the present paper, we want to construct a sequence of solutions (ρ ,m , e := ρ θ )(x,t) to the compressible Navier-Stokes equations (1.1) which converge to the 3-rarefaction wave (ρ r3 ,m r3 , e r3 = ρ r3 θ r3 )(x/t) defined above as tends to zero. The effects of initial layers will be ignored by choosing the well-prepared initial data depending on the viscosity for the Navier-Stokes equations.
The main novelty and difficulty of the paper is determining how to control the degeneracies caused by the vacuum in the rarefaction wave. To overcome this difficulty, we have to deal with the full compressible Navier-Stokes equations in Eulerian coordinates, rather than Lagrangian coordinates generally used in previous papers, because the Lagrangian transformation does not work when the vacuum state is involved in the fluid. However, the new convection term, which couples by density and velocity, complicates the calculations in the proof. Following our previous paper [3] , we cut off the 3-rarefaction wave with vacuum along the rarefaction wave curve. More precisely, for any µ > 0 to be determined, the cut-off rarefaction wave will connect the state (ρ,u,θ) = (µ,u µ ,eSµ γ−1 ) and (ρ + ,u + ,θ + ), where u µ can be obtained uniquely by the definition of the 3-rarefaction wave curve; see Section 2 for more details. Then an approximate rarefaction wave to this cut-off rarefaction wave will be constructed through the Burgers equation. Finally, the desired solution sequences to the compressible Navier-Stokes equations (1.1) could be established around the approximate rarefaction wave. The new difficulty is that the temperature also degenerate in the vacuum region. In fact, we choose µ = a |ln | with a defined in (1.15) to control the degeneracies caused by the vacuum in rarefaction wave. Compared with [3] , we need a more delicate a priori assumptions (3.11) to carry out the energy estimates. With the balance the degeneracies between the density and the temperature, we can close the a priori assumptions and obtain the desired results. Now we state our main result as follows.
r3 , e r3 )(x/t) be the 3-rarefaction wave defined by (1.10)-(1.13) with one-side vacuum state. Then there exists a small positive constant 0 such that for any ∈ (0, 0 ), we can construct a family of global smooth solutions (ρ ,m = ρ u , e = ρ θ )(x,t) to the compressible Navier-Stokes equations (1.1) satisfying (1)
(2) As viscosity → 0, (ρ ,m , e )(x,t) converges to (ρ r3 ,m r3 , e r3 )(x/t) pointwise except at (0,0). Furthermore, for any given positive constant l, there exists a constant
(1.14)
with the positive constants a, b, and c given by
It is noted that in the a priori estimates (3.14) below , the estimates for φ 2 and ζ 2 from the potential energy hold with the weightρ γ−2 andρ 2−γ respectively which degenerate in the vacuum region. Therefore, the convergence rate obtained in Lemma 3.2 and thus in Theorem 1.1 depends on γ. Remark 1.3. It is also interesting to study the zero dissipation limit for the full compressible Navier-Stokes equations with variable viscosity. Li-Wang-Wang [11] generalized Theorem 1.1 to the full compressible Navier-Stokes equations (1.1) with temperature-dependent viscosity and heat-conduction coefficient.
The rest of the paper is organized as follows. In Section 2, we construct a smooth 3-rarefaction wave which approximates the cut-off rarefaction wave based on the inviscid Burgers equation. The proof the Theorem 1.1 is given in Section 3.
Throughout this paper, H k (R),k = 0,1,2,..., denotes the l-th order Sobolev space with its norm
while L 2 (dz) means the L 2 integral over R with respect to the Lebesgue measure dz, and z = x or y. For simplicity, we also write C as generic positive constants which are independent of time t and viscosity and heat conductivity coefficient unless otherwise stated.
Rarefaction waves
As in our previous paper [3] , the approximate rarefaction wave to the compressible Navier-Stokes equations (1.1) can be constructed by the solution of Burger's equation
where δ > 0 is a small parameter to be determined. In fact, we choose δ = a in (3.12) with a given by (1.15) in the following. Note that the solution w r δ (t,x) of the problem (2.1) is given by 
The following estimates hold for all t > 0, δ > 0 and p ∈ [1,∞]:
As mentioned in the introduction, we will cut off the 3-rarefaction wave with vacuum along the wave curve in order to overcome the degeneracies caused by the vacuum. More precisely, for any µ > 0 to be determined, we can get a state (ρ,u,θ) = (µ,u µ ,eSµ γ−1 ) belonging to the 3-rarefaction wave curve, whereS = S + = −(γ − 1)logρ + + logθ + . From the fact that the 3-Riemann invariant Σ
3 (ρ,u,θ), (i = 1,2) is constant along the 3-rarefaction wave curve, u µ can be computed explicitly
γ−1 ) to the state (ρ + ,u + ,θ + ) which can be expressed explicitly by
and Σ
Correspondingly, we can define the momentum function and the total internal energy m µ , e r3 µ )(x/t) converges to the original 3-rarefaction wave with vacuum (ρ r3 ,m r3 , e r3 )(x/t) in the sup-norm with the convergence rate µ as µ tends to zero. More precisely, we have
Now the approximate rarefaction wave (ρ µ,δ ,ū µ,δ ,θ µ,δ )(x,t) of the cut-off 3-rarefaction wave (ρ 
where w r δ is the solution of Burger's equation (2.1) defined in (2.2). From now on, the subscript of (ρ δ,µ ,ū δ,µ ,θ δ,µ )(x,t) will be abbreviated as (ρ,ū,θ)(x,t) for simplicity. Then the approximate cut-off 3-rarefaction wave (ρ,ū,θ) defined above satisfies 9) and the properties of the approximate rarefaction wave (ρ,ū,θ) are listed without proof in the following lemma.
Lemma 2.3. The approximate cut-off 3-rarefaction wave (ρ,ū,θ) defined in (2.8) satisfies the following properties:
(ii) The following estimates hold for all t > 0, δ > 0, and p ∈ [1,∞]:
Proof of Theorem 1.1
In order to prove Theorem 1.1, we regard the solution (ρ ,u ,θ ) as the perturbation around the approximate rarefaction wave (ρ,ū,θ). Consider the Cauchy problem for (1.1) with smooth initial data (ρ ,u ,θ )(x,t = 0) = (ρ,ū,θ)(x,0).
(3.1)
Then we introduce the perturbation
where y,τ are the scaled variables
and (ρ ,u ,θ ) is assumed to be the solution to the problem (1.1). For the simplicity of the notation, we will omit the superscript of (ρ ,u ,θ ) as (ρ,u,θ) from now on if there is no confusion of the notation. Substituting (3.2) and (3.3) into (1.1) and using the defining relation for (ρ,ū,θ), we obtain
where
We seek a global (in time) and bounded (in L ∞ norm) solution (φ,ψ,ζ) to the problem (3.4) − (3.7). To this end, the solution space for (3.4) − (3.7) is defined by
with 0 < τ 1 ( ) ≤ +∞.
Theorem 3.1. There exist positive constants 1 and C independent of , such that if 0 < < 1 , then the problem (3.4) − (3.7) admits a unique global-in-time solution (φ,ψ,ζ) ∈ χ(0,+∞) satisfying
where a is given by (1.15). Consequently,
In what follows, the analysis is always carried out under the a priori assumptions
with a given by (1.15), where [0,τ 1 ( )] is the time interval in which the solution exists (which may depend on ). Take
in what follows. Then µ ≥C a , whereC = max{2,(2e
Under the a priori assumptions (3.11), we can get
In fact, if 1, then one has
and
Similarly, note thatθ =ρ γ−1 eS ≥ µ γ−1 eS by the definition of the rarefaction wave profile defined in (2.8), and it holds that
Because the proof for the local existence of the solution to (3.4) − (3.7) is standard, we omit it for brevity. We use the continuity argument to prove Theorem 1.1 just like in our previous paper [3] , and it is sufficient to show the following a priori estimates for fixed .
Lemma 3.2. (A priori estimates)
Let γ > 1 and (φ,ψ,ζ) ∈ χ(0,τ 1 ( )) be a solution to the problem (3.4) − (3.7), where τ 1 ( ) is the maximum existence time of the solution satisfying the a priori assumptions (3.11). Then there exists positive constants 2 such that if 0 < ≤ 2 , then
Consequently,
where a is given by (1.15) and the constant C is independent of and τ 1 ( ).
Proof. (Proof of Lemma 3.
2) The proof of Lemma 3.2 consists of the following steps.
Step 1. First, inspired by [13] , we define the relative entropy-entropy flux pair (η,q) as
(3.17)
A simple computation implies
where m = ρu and E = ρ θ + u 2 2 , and then we get where
(3.22) with ε > 0 to be determined later. We say that
In fact, let
Under a priori assumptions (3.11), one has x,y ∼ 1 as → 0. Considering the function
it follows that
It is easy to check that
and the Hessian matrix of f at point (1,1) is
and is positive near the point (1,1) if we set ε = 3 4 . Then (3.23) is obtained under a priori assumptions (3.11) . Then integrating the equation (3.21) over R 1 × [0,τ ] and using (3.13) imply
By Sobolev's inequality and Lemma 2.3, we can obtain
where we have used the fact that
By Sobolev's inequality and Cauchy's inequality, we can get
Recalling Lemma 2.3, and Cauchy's inequality, it holds that
Similarly,
Combining (3.24)-(3.28) and recalling (3.12) yields
Step 2. We make use of the idea in [4] with modifications to derive the estimation of φ y . Differentiating (3.4) with respect to y and then multiplying the resulted equation by φ y /ρ 3 yields
Combining (3.29) and (3.32) leads to
Now we estimate the terms on the right-hand side of (3.33) one by one. By Lemma 2.3, (3.13), and Cauchy's inequality, it holds that
Finally, one has Thus the last term in (3.36) can be estimated by
(3.38) Substituting (3.34)-(3.36) and (3.38) into (3.33) and recalling (3.12) , it holds that
Step 3. Finally, we estimate sup First, one has
Then it follows from (3.38) that
Furthermore, we can compute that
where in the last inequality we have used the a priori assumptions (3.11). Substituting (3.42)-(3.44) into (3.41) and using (3.13) and (3.39), it holds that
Secondly, multiplying (3.6) by −ζ yy /ρ leads to
Integrating the above equation over
By Sobolev's inequality and (3.45), we can get
48) where in the last inequality we have used the a priori assumptions (3.11). Recalling (3.8), (3.13), and Lemma 2.3, one can get
(3.49) By Cauchy's inequality, it holds that
Now we estimate the terms on the right-hand side of (3.50) one by one. By Lemma 2.3, one has
By Sobolev's inequality and recalling (3.45), we can get
where in the last inequality we have used (3.45) and the fact that
Substituting (3.48) and (3.50)-(3.54) into (3.47), we can get Note that the obtained a priori estimates (3.56)-(3.60) are better than the a priori assumptions (3.11) in the maximum time interval [0,τ 1 ( )]. Based on these a priori estimates, we can claim τ 1 ( ) = ∞. If τ 1 ( ) < ∞, then by again using the local existence at time τ = τ 1 ( ), we can find anther time τ 2 ( ) > τ 1 ( ) so that the solution satisfies the assumptions (3.11) in the time interval [0,τ 2 ( )] which contradicts the assumption that τ 1 ( ) is the maximum time. Therefore we extend the local solution to the global solution in [0,∞) for small but fixed .
Proof. (Proof of Theorem 1.1) It remains to prove (1.14) with a, b, and c given in (1.15)-(1.17) respectively. From Lemma 2.2, Lemma 2.3 (iii), Lemma 3.2, and recalling that µ = a |ln | and δ = a , it holds that for any given positive constant l there exists a constant C l > 0 which is independent of such that 
