Belief space planning provides a principled framework to compute motion plans that explicitly gather information from sensing, as necessary, to reduce uncertainty about the robot and the environment. We consider the problem of planning in Gaussian belief spaces, which are parameterized in terms of mean states and covariances describing the uncertainty. In this work, we show that it is possible to compute locally optimal plans without including the covariance in direct trajectory optimization formulations of the problem. As a result, the dimensionality of the problem scales linearly in the state dimension instead of quadratically, as would be the case if we were to include the covariance in the optimization. We accomplish this by taking advantage of recent advances in numerical optimal control that include automatic differentiation and state of the art convex solvers. We show that the running time of each optimization step of the covariance-free trajectory optimization is O(n 3 T ), where n is the dimension of the state space and T is the number of time steps in the trajectory. We present experiments in simulation on a variety of planning problems under uncertainty including manipulator planning, estimating unknown model parameters for dynamical systems, and active simultaneous localization and mapping (active SLAM). Our experiments suggest that our method can solve planning problems in 100 dimensional state spaces and obtain computational speedups of 400× over related trajectory optimization methods.
Introduction
A key challenge in robotics is to robustly complete tasks such as navigation and manipulation in the presence of uncertainty. One way to deal with uncertainty is to explicitly gather information from sensing to reduce uncertainty about aspects of the robot and the environment that are critical for completion of a task. The problem of computing motion plans that optimally perform information gathering actions as necessary can be formalized as a Partially Observable Markov Decision Process (POMDP) [21] , which is defined over the space of probability distributions of the state space, also referred to as the belief space.
Computing globally optimal solutions for the POMDP problem is known to be computationally intractable [8] . As a result, recent work including, but not limited to, [25] [30] [16] [28] [36] [20] [12] [27] , has focused on solving this problem in Gaussian belief spaces, where beliefs are concisely parameterized as Gaussian distributions and are propagated using a Bayesian filter such as an extended Kalman filter (EKF). This body of work has lead to the development of novel methods for solving the problem. Unfortunately, the computational effort involved in computing plans using these methods is a bottleneck when there is considerable uncertainty during execution and it is potentially necessary to re-plan at every time step in a receding horizon control context [28] .
In this work, we formulate the planning problem in Gaussian belief spaces as a trajectory optimization problem. We show that it is possible to compute locally optimal plans by optimizing over just the control inputs and mean states as opposed to optimizing over control inputs, mean states, and covariances [28] [27] . We refer to this formulation as covariance-free trajectory optimization in Gaussian belief spaces. Excluding the covariance from the optimization has two major implications -(i) the dimension of the optimization problem is now linear in the state dimension instead of quadratic, thereby leading to considerable computational speedups, and (ii) this eliminates the constraint that ensures that the covariances at all time steps are consistent with the Bayesian belief update, which is nonlinear by virtue of matrix operations such as the matrix inverse involved in the update.
We accomplish covariance-free trajectory optimization by taking advantage of two recent advances in numerical optimal control. The first is the use of reverse mode automatic differentiation, which is a technique for efficiently evaluating derivatives of scalar-valued computer represented functions up to machine precision [17] [2] . The second is the development of efficient receding horizon convex solvers [14] [15] that exploit a priori knowledge about the temporal structure of the problem to generate efficient solver code specific to a problem instance. We show that a combination of both techniques is important for achieving a computational complexity of O(n 3 T ) per optimization step, where n is the state space dimension and T is the number of time steps.
We evaluate our approach in simulation vis-à-vis other trajectory optimization methods, including dynamic programming [36] and trajectory optimization with covariances [28] [27] . We consider planning problems in a variety of domains including planning manipulator motions under uncertainty [35] , estimating parameters of inaccurate dynamical systems [39] , and active simultaneous localization and mapping (active SLAM) [20] . Our experiments suggest that by not including the covariance in the optimization, it is possible to compute plans in Gaussian belief spaces for 100 dimensional state spaces and we have obtained computational speedups of 400× over related methods.
Related Work
Planning in the belief space for many robotic tasks is naturally defined over continuous state, action, and observation spaces. In this setting, prior work has tackled the planning problem from a number of different angles:
(1) Point-based value iteration methods [29] [24] [3] select a limited set of representative belief points and iteratively apply value updates to those points to compute a control policy over belief space. (2) Simulation-based methods [33] [34] generate a few potential plans and select a plan that optimizes a given metric such as information gain. (3) Regression-based planning [22] Gaussian belief space planning focuses on Gaussian parameterizations of the belief in terms of the mean and covariance. Of the aforementioned categories, specialized methods in categories (4), (5) , and (6), have been developed for computing locally optimal plans in Gaussian belief spaces. Trajectory optimization methods (category (6)) can be further classified into two categories ( Fig. 1) :
-Dynamic programming [5] in Gaussian belief spaces: Examples include using linear quadratic regulator (LQR) [28] , differential dynamic programming (DDP) [16] , and iterative LQG [36] . In addition to computing a locally optimal trajectory, these methods also compute an associated control policy. -Direct optimization methods [6] in Gaussian belief spaces: Examples include optimizing just over controls (also known as shooting) [25] [20] or optimizing over controls, mean states, and covariances (also known as collocation) [ Our covariance-free trajectory optimization method lies in the sub-category of direct trajectory optimization methods that optimize over controls and mean states only. Prior work has explored shooting methods by directly optimizing over the sequence of control inputs using control sampling [25] , which is not desirable in the case of continuous action spaces common in robotic tasks. Indelman et al. [20] use gradient descent to optimize over the sequence of controls but use finite differences to compute the gradient of the objective function. As we will show in Sec. 5, use of finite differences over long trajectories leads to poorly conditioned gradients, leading to slow convergence. In this work, we compute exact gradients using automatic differentiation (Sec. 4.2).
Prior work has also explored the possibility of optimizing over mean states and control inputs for planning under uncertainty. However, the formulation of Vitus et al. [38] cannot account for state-and control-dependent noise, which is important for belief space planning. Kontitsis et al. [23] use covariance matrix adaption (CMA) based optimization to optimize the objective subject to constraints on the evolution of the mean state but this sampling-based optimization method is computationally expensive.
Gaussian Belief Space Planning: Preliminaries and Notation
x O ] ∈ R n x be the system state consisting of the state x R of the robot and the state x O of relevant objects in the environment. Let u = [u R , u O ] ∈ R n u denote the combined control input applied to the system and z = [z R , z O ] ∈ R n z be the vector of measurements obtained about the system state using sensors. We are given stochastic dynamics and measurement models given by nonlinear differentiable functions f and h:
where q t is the Gaussian dynamics noise and r t is Gaussian measurement noise. We consider a Gaussian parameterization of the belief (x t , Σ t ) consisting of the mean statex t and the covariance Σ t . We assume that the initial belief (x 0 , Σ 0 ) is given. Given a current belief (x t , Σ t ), a control input u t , and a measurement z t+1 , the belief state evolves using a Bayesian filter such as an extended Kalman filter (EKF), according to a stochastic process given by [36] :
We consider discrete-time Gaussian belief space planning problems that are solved over a finite horizon T in which a robot performs information gathering actions as necessary, to minimize uncertainty during task execution. For example, in localization, a robot seeks to reduce the variance of its state, and in parameter estimation, the robot seeks to reduce the variance of its model parameters. In general, objectives that are functions of means, covariances, and control inputs can be considered.
Depending on the optimal control method used, the objective is to either compute a sequence of controls u t or a control policy u t = π t (x t , Σ t ) for all 0 ≤ t < T that minimizes the objective:
where c T and c t are given immediate cost functions and the expectation is taken over the stochastic measurements. The planning problem can be illustrated as a graphical model as shown in Fig. 2 . The solid lines in the graphical model indicate relationships between the meansx 0:T , covariances Σ 0:T , and controls u 0:T −1 . The dashed lines indicate the dependence of the immediate cost functions c 0:T and the different variables.
In our experiments, we encode the objective of minimizing the uncertainty while penalizing the control effort by using cost functions of the form:
where minimizing the trace of the covariance Σ t minimizes the uncertainty and matrices M t and N t are positive semi-definite cost matrices. However, the cost functions are general enough to include additional problem-specific terms.
Graphical model for finite horizon Gaussian belief space planning. Given the initial belief (x 0 , Σ 0 ), all subsequentx t and Σ t are functions ofx 0 , Σ 0 , and the sequence of controls u 0:t−1 . The immediate cost functions c t and c T are functions of the controls, mean states, and covariances.
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Formulation
Direct methods for trajectory optimization [6] formulate the planning problem as a nonlinear trajectory optimization problem. In this setting, the stochastic, partially-observed control problem described in Sec. 3 is replaced by a deterministic optimal control problem, which is computationally tractable. As first pointed out by Platt et al. [28] , this can be accomplished by making the assumption that the maximum likelihood observation is obtained at each time step, i.e., z t = h(x t , 0). This eliminates the stochasticity in the evolution of the mean state (Eq. (3a)), converting the problem into a deterministic optimal control problem. The goal is to compute a sequence of controls u 0:
, without the expectation term appearing in the original objective (Eq. (4)). This class of methods computes an openloop sequence of controls u 0:T −1 . During execution, we follow the model predictive control paradigm [9] of repeatedly re-planning to account for the current observation. However, the key is to be able to re-plan sufficiently fast.
Since all subsequentx t and Σ t are functions ofx 0 , Σ 0 , and the sequence of controls u 0:t−1 , as shown in Fig. 2 , it is possible to formulate the optimization problem in terms of one or more of controls, mean states, and covariances. The three possible formulations are shown in Table 1 . Here, C(·) represents the objective expressed in Eqs. 4, 5 in terms of the optimization variables,x target represents the desired mean target state, and X feasible and U feasible are sets of feasible states and control inputs, respectively.
Of these, the shooting and partial collocation formulations constitute the covariancefree optimization formulations considered in this work and are described below:
(i) Shooting: The objective C(x 0 , Σ 0 , u 0:T −1 ) is a nonlinear function of the initial belief (x 0 , Σ 0 ) and the sequence of controls u 0:T −1 since the immediate cost functions c t (x t , Σ t , u t ) are dependent on the previously applied controls (Fig. 2) . For planning problems, it is often desired that the mean state at the final time step is at a desired target, i.e.,x T =x target . However, sincex T is dependent on the sequence of controls, the optimization contains a possibly nonlinear constraintf(x 0 , u 0:
computes the state at time step T . A similar iterative nonlinear constraint arises for restricting the statesx 0:T to the set of feasible states X feasible . In practice, these nonlinear constraints are typically added as costs to the optimization objective. The optimization problem has dimension n u T .
(ii) Partial Collocation: A second formulation considers optimizing over the controls u 0:T −1 and mean statesx 0:T . Similar to shooting, the objective C(x 0:T , Σ 0 , u 0:T −1 )
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Shooting Partial Collocation Full Collocation Table 1 . Three possible formulations for direct trajectory optimization in Gaussian belief spaces. Our covariance-free optimization formulation either optimizes only over controls (shooting) or over controls and mean states (partial collocation).
is nonlinear and dependent on the initial covariance Σ 0 and the mean states and controls (Fig. 2 ). In this formulation, the final target constraintx T =x target is directly included in the optimization asx T is included in the optimization. Similarly, bounds on the controls and mean states are directly included in the optimization. The optimization problem has dimension (n x + n u )T .
Comparison with Full Collocation: Prior work has typically considered full collocation that optimizes over means, controls, and covariances [28] [27] . The main advantage of full collocation is that the objective C(x 0:T , Σ 0:T , u 0:T −1 ) is only dependent on local variables at each time step. The objective considered in this work turns out to be quadratic, which is suitable for numerical optimization methods. Also, constraints on the mean states and controls are directly included in the optimization formulation.
However, since the covariance matrices Σ t are included in the optimization, it is important to ensure that the covariance matrices are consistent with the evolution of the belief state, as given in Eq. (3b). This equality constraint is nonlinear because of the presence of matrix operations, particularly the matrix inverse used to compute the Kalman gain (Eq. (3d)), and is difficult to satisfy in a numerical optimization procedure. In addition, the optimization dimension increases because of the inclusion of the covariance matrices. The optimization problem has dimension (n x (n x + 1)/2 + n u )T , where we exploit the symmetry in Σ t to only store the lower diagonal half [28] [27] . Additional care, such as using the square root of the covariance matrix instead of the covariance itself [27] , also needs to be taken to ensure that the covariances remain positive semi-definite during the course of the optimization.
Tools for Covariance-Free Trajectory Optimization
We rely on two key advances in numerical optimal control -(i) automatic differentiation to accurately compute gradients of the nonlinear objective, and (ii) state of the art convex solvers that are used in a sequential quadratic programming framework for optimizing the nonlinear objective subject to constraints.
Automatic Differentiation: For covariance-free trajectory optimization, the objective C(x 0 , Σ 0 , u 0:T −1 ) is a nonlinear function of the initial belief (x 0 , Σ 0 ) and the sequence of controls u 0:T −1 . If numerical finite differences are used to compute the gradient of the nonlinear objective, then the gradients are poorly conditioned. For instance, a small change in the control input u 0 will often have a dramatically large effect on the objective as compared to a small change in u T −1 . In Sec. 5, we show that using gradients computed using finite differences indeed lead to slower convergence. One alternative would be to hand-compute the analytical expressions of first and preferably second-order derivatives. However, this is difficult for complex functions such as the matrix inverse involved in the belief dynamics (Eq. (3) ). Special cases also need to be taken into account to correctly handle singularities in computation.
Automatic differentiation (AD) [17] is a technique for evaluating derivatives of computer represented functions and can deliver directional derivatives, up to machine precision, of arbitrary computer-represented functions. Automatic differentiation has resulted in the development of efficient numerical optimal control methods [13] and recent work on optimization on manifolds for robotics applications [32] . We note that automatic differentiation is different from symbolic differentiation, which directly operates on functions represented in a special purpose symbolic language. We refer the reader to Griewank et al. for a comparative study [17] .
In our case, since the objective is scalar valued, we use the reverse mode for differentiation that offers considerable savings to be made by exploiting the structure, sparsity, and symmetry of the Jacobian. Several computational tools have been developed to facilitate reverse mode automatic differentiation. Examples include Theano [4] , ADOL-C [17] , and CasADi [2] . We use CasADi since it also supports matrix-valued atomic operations. We only compute the gradients using automatic differentiation and not the complete Hessian of the objective. Even though it is possible to compute the entire Hessian, it is computationally very expensive and does not scale well to larger problems. We use the symmetric rank 1 (SR1) update method to update the Hessian using the gradients computed using automatic differentiation [26] .
An important consequence of using reverse-mode automatic differentiation is what is known as the cheap gradient principle which states that the complexity of computing the gradient of a scalar-valued function is bounded above by a small constant factor times the complexity of evaluating the function itself [17] . This fact will be used in the analysis of the running time of covariance-free trajectory optimization methods.
State of the art Convex Solvers: We use sequential quadratic programming (SQP) to locally optimize the non-convex, constrained optimization problem that results from the covariance-free formulation. SQP [26] optimizes problems in parameter θ of the form min θ C(θ ) subject to constraints. One repeatedly constructs a quadratic program (quadratic objective and linear constraints) that locally approximates the original problem around the current solution θ . Then one solves the quadratic program to compute a step ∆ θ that make progress on the original problem. Two necessary ingredients in a SQP implementation are trust regions and merit functions. A trust region constrains θ in each subproblem to the region where the approximation is valid. The trust region is adaptively changed based on the merit function, which has the form f µ (θ ) = f (θ ) + µ · ConstraintViolation(θ ). Here, µ is a given penalty parameter that penalizes violations of nonlinear constraints, and it ensures that the steps taken by the algorithm make progress on both the cost function and the constraints. The optimization algorithm has an outer loop that solves a series of problems min θ f µ 0 (θ ), min θ f µ 1 (θ ), . . . , min θ f µ n (θ ) for µ 0 < µ 1 < · · · < µ n where the penalty parameter µ is sequentially increased. In our implementation, we used sequential quadratic programming (SQP) with 1 penalties [26] , also used by Schulman et al. [31] for robot motion planning in state space.
At the core of the SQP method is a QP solver. We efficiently solve the underlying QPs using a numerical optimization code generation framework called FORCES [15] . FORCES generates code for solving QPs that is based on the interior-point method and is specialized for convex multistage problems such as trajectory optimization. Automatic code generation for convex solvers has gained popularity since it is able to exploit the fact that all problem dimensions and the structure of the problem is known a priori. This permits generation of highly customized and fast solver code that solves instances of a particular problem. We use this solver for all our experiments, including for the full collocation formulation.
An important consequence of using the FORCES code generation framework is that the complexity of solving a QP in m optimization variables and T time steps is O(m 3 T ), instead of worst case complexity of O(m 3 T 3 ) that is associated with a condensing procedure used to reduce the number of optimization variables in QP solvers [14] . This speedup is obtained from exploitation of the known temporal structure of the problem. This fact will be used in the analysis of the running time of covariance-free trajectory optimization methods.
Running Time Analysis
For the sake of analysis, we assume that the dimension n x of the state space, n u of the control input space, and n z of the measurements are O(n). As a result, the covariance matrix has dimension O(n 2 ). Let T be the number of time steps in the trajectory being optimized, also referred to as the trajectory horizon. We analyze the complexity of each step of the optimization procedure since the number of optimization steps required for convergence cannot be expressed in terms of n or T .
Computing the objective (Eq. (5)) requires the propagation of the beliefs along a trajectory according to Eq. (3). Since the Bayesian update requires matrix operations such as multiplication operations and matrix inversion of matrices of order O(n 2 ), the complexity of each update step is O(n 3 ). As a result, the overall complexity of computing the objective for all time steps is O(n 3 T ).
We analyze the complexity of each step of the optimization for covariance-free optimization. The complexity of computing the gradients using reverse-mode automatic differentiation is O(n 3 T ) using the cheap gradient principle. The shooting and partial collocation formulations have n u T and (n x + n u )T optimization variables, respectively. The complexity of solving each QP using the FORCES code generation framework is O(n 3 T ). This is the same order of complexity as computing the objective, and hence is a lower bound on the planning complexity for trajectory optimization methods.
We note that the locally optimizing the full collocation formulation is of the order of O(n 6 T ), since it contains (n x (n x + 1)/2 + n u )T or O(n 2 )T optimization variables. In practice, however, the nonlinear equality constraint that ensures that the beliefs are consistent with the belief update (Eq. (3b)) requires introduction of additional slack variables in the SQP method with 1 penalties, which results in a large constant factor. We also note that the complexity of dynamic programming methods is O(n 6 T ) for iLQG [36] , which can be reduced to O(n 4 T ) if the immediate cost functions are assumed to be quadratic in the mean and linear in the variance, as is the case in our work.
We present experimental results in simulation for Gaussian belief space planning in a variety of domains involving uncertainty, including planning manipulator motions, estimating model parameters for uncertain dynamical models, and active simultaneous localization and mapping (active SLAM). All execution times are based on a C++ implementation of our method running on a single 3.5 GHz Intel i7 processor core.
6-DOF Manipulator Planning with Kinematics
In this experiment, we consider a 6-DOF A465 CRS robot arm moving in a 3D environment [35] , as shown in Fig. 3 . The state x t = [θ 1 t , . . . , θ 6 t ] of the robot is a 6D vector consisting of the joint angles. The control input u t = [ω 1 t , . . . , ω 6 t ] is a 6D vector consisting of the angular speeds at each of the joints, corrupted by dynamics noise q t = [q 1 t , . . . , q 6 t ] ∼ N (0, I). The robot receives feedback from an overhead stereo camera setup that measures the position of the end effector p t = [x t , y t , z t ] . Each camera c i has a known location [x i , y i , z i ] and unit focal distance. The measurement z t is a 4D vector consisting of the pixel coordinates of the end effector on the imaging planes of both cameras, corrupted by Gaussian measurement noise r t ∼ N (0, I). This results in the following stochastic dynamics and measurement models:
where τ is the duration of each time step, and α and β are scaling constants for the dynamics and measurement noise terms. It is important to note that the signal to noise ratio, and hence the reliability of measurements, increases with a decrease in the distance to the stereo camera setup. The objective is to move the robot end effector from an initial position to a target position while minimizing uncertainty in the end effector position. Let N (p T , Σ (p T )) be the uncertainty in the end effector position with meanp T and covariance Σ (p T ) ∈ R 3×3 . We approximate Σ (p T ) as Σ (p T ) = JΣ T J , where Σ T is the covariance in the state at the final time step and J = ∂ g ∂ x (x T ) is the Jacobian of the forward kinematics function g(x) = p evaluated at the final mean statex T . The objective is to minimize tr(M T Σ (p T )) + T −1 t=0 u t N t u t , which optimizes the trade-off between minimizing uncertainty and the cumulative control effort, for given matrices M T and N t , 0 ≤ t < T .
Experiments: Fig. 3(a) shows a baseline interpolated trajectory between the start position and target position. Fig. 3(b) shows an instance of a trajectory computed using belief space planning using covariance-free partial collocation. The plan is able to infer that it is advantageous to get closer to the camera to get more reliable measurements before heading to the target to reduce uncertainty at the final time step.
We compared the performance of the three direct optimization formulations on this problem. Dynamic programming methods such as iLQG [35] are unable to compute a solution for this problem due to the inability to enforce joint angle constraints. To evaluate the performance of these methods, we considered 100 random initial start positions while keeping the mean target position constant for the end effector. All trajectories have a horizon of T = 15 time steps. We compared the different methods on the basis (a) (b) Fig. 3 . 6-DOF Manipulator: The objective is to move the end effector from the initial position (blue sphere) to the final mean target position (red sphere) while minimizing the uncertainty in its position. The robot receives feedback from a stereo camera setup mounted overhead (shown in green). The trajectory of the end effector is shown in black. The initial and final variance is shown as a blue and red ellipse, respectively. (a) A naïve trajectory obtained by interpolating between the initial and target states (joint angles) results in considerable uncertainty at the final time step. (b) A belief space plan infers that it is advantageous to get more reliable measurements by getting closer to the stereo camera setup, hence resulting in reduced uncertainty at the target. of computation time and by how much the planning was able to improve the considered objective when compared to a baseline interpolated trajectory between the start and target states ( Fig. 3(a) ). The results are summarized in Table 2 . The experiments show a significant speed up of up to 200× is obtained by excluding the covariance from the optimization. The partial collocation formulation performs best, in part because the dynamics constraintx t+1 = f(x t , u t , 0) is a linear constraint. In the shooting method, we include an additional cost term to penalize violation of the constraint that the end effector should be at a desired target position. This cost term conflicts with the original objective, leading to lower quality trajectories. Opt Table 2 . Comparison of trajectory optimization methods on the 6-DOF manipulator scenario in terms of computation time and improvement over a baseline interpolated trajectory.
We also compared the effect of using automatic differentiation (Sec. 4.2) versus using numerical finite differences for the partial collocation formulation. Using finite differences leads to poorly conditioned gradients, which leads to slower convergence. In our experiments, we observed slowdowns of up to 40× as compared to implementations that used automatic differentiation to compute gradients.
Parameter Estimation for Two-Link Pendulum with Dynamics
In this experiment, we consider a two-link pendulum [11] actuated at both joints. However, the lengths [l 1 , l 2 ] and masses [m 1 , m 2 ] of the pendulum are not exactly known.
where β is the measurement noise scaling factor.
Experiments: Fig. 4 shows the performance of different optimal control methods on convergence of the parameter m 1 as compared to execution of a random sequence of controls. We note that the parameter values are not updated as part of the planning process. We execute the first control for each computed plan in a model predictive control fashion and then update the parameters using the full Bayesian update of the belief that incorporates the current simulated observation (Eq. (3) ). Belief space planning is able to explore by intelligently gathering information as required for faster convergence in terms of the number of execution steps required. We consider a trajectory with T = 15 time steps. Due to space limitations, we only show convergence results for one parameter m 1 . Similar results were obtained for the second mass parameter. However, the length parameters l 1 and l 2 converge faster to the correct values since they explicitly occur in the measurement model.
The performance of optimal control methods is also compared in Fig. 4 , as averaged over 100 runs and 300 execution time steps. In terms of convergence, all the methods require roughly the same number of execution steps for converging to a reasonable estimate. However, there is a considerable difference in execution times. The shooting formulation is up to 400× faster than the full collocation formulation with the covariance in the optimization. We also compare with a state of the art iLQG implementation [37] and found that iLQG was 10× faster than full collocation but convergence of iLQG to the true parameter values was slower than the covariance-free formulations.
Active SLAM
Active simultaneous localization and mapping (active SLAM) [20] [33] [34] aims to compute plans for a mobile robot to explore the environment (represented in terms of landmarks) such that the uncertainty about the environment and the robot state are simultaneously minimized in a SLAM framework.
We consider a car-like robot with state x R t = [x t , y t , θ t ] consisting of the car position [x t , y t ] and heading angle θ . The control inputs u t = [v t , φ t ] consist of the velocity v t and steering angle φ t , corrupted by Gaussian noise q t = [q 1 t , q 2 t ] . Let W be the length of the wheelbase of the robot. The state of the environment x O ∈ R 2·L is a vector consisting of L landmark positions [x i , y i ] , i ∈ {1, ..., L}. The combined system state is then given by
The observation function z ∈ R 2·L consists of the distance and heading measurements from the current state of the robot relative to each landmark. Following the framework of standard EKF-SLAM, this gives us the following stochastic dynamics and measurements models: Belief space planning using covariance-free partial collocation computes a plan that leads the robot to visit landmarks en route to waypoints to considerably reduce uncertainty.
Experiments: In this scenario, the robot has a limited sensing range and can only sense landmarks within a distance of d max from its current position. In order to get a smooth measurement function, we smooth the boundary of the circular sensing region of radius t max using a sigmoid function [28] . Fig. 5(a) shows a state space trajectory that visits four waypoints in the environment (in counter-clockwise order), each segment consisting of T = 15 time steps. However, due to the limited sensing range, the robot is unable to detect any of the landmarks, hence resulting in a considerable increase in uncertainty along the entire trajectory. In contrast, belief space planning using the partial collocation formulation is able to compute plans that visit landmarks en route to waypoints to reduce uncertainty in robot state and landmark positions ( Fig. 5(b) ).
We compared the performance and improvement over a baseline state space trajectory ( Fig. 5(a) ) for varying number of landmarks. The landmark positions were sampled within three clusters in the environment to preserve the complexity of the planning problem. Fig. 6(a) shows the performance of covariance-free optimization formulations (both shooting and partial collocation) as compared to full collocation and iLQG [37] . The covariance-free formulations are faster than full collocation and iLQG, which is consistent with our preliminary analysis of the running times of these formulations. The shooting formulation is slower than partial collocation because of the target constraints imposed by the waypoints, which leads to slower convergence. Fig. 6(b) shows the improvement in the objective using belief space planning relative to the objective evaluated for a baseline state space trajectory. Partial collocation leads to greatest reduction in the objective as compared to other methods. The improvement increases with an increase in the number of landmarks, indicating that belief space planning computes different plans that optimize the objective further, for different arrangements of landmarks.
We could not scale the covariance-free formulations beyond 50 landmarks because of the inability of CasADi [2] to compute gradients using automatic differentiation since CasADi usage exceeded available memory. However, this tool is under active development and we envision that future releases will allow us to scale beyond this number.
Discussion and Conclusion
In this work, we focused on trajectory optimization formulations for computing locally optimal plans in Gaussian belief spaces. We showed that by excluding the covariance from the optimization, we can solve planning problems in 100 dimensional state spaces and obtain computational speedups of 400× compared to related approaches that incorporate the covariance in the state. The running time complexity per step of the optimization is O(n 3 T ), which is an improvement over related approaches. We summarize the pros and cons of the different trajectory optimization formulations in Table. Our experiments suggest that covariance-free partial collocation offers considerable promise moving forward. In future work, we plan to improve on the scalability of covariance-free trajectory optimization. We also plan to address the issue of collision avoidance by adding a cost term to the objective as in Van den Berg et al. [36] . These preliminary results are encouraging and we posit that advances in numerical optimal control techniques and computational hardware will allow our method to plan at high frequencies for large-scale belief space planning problems that arise in the real world. Further information, including an expanded version of the paper and code for reproducing the results reported in this paper, is available at: http: //rll.berkeley.edu/beliefopt/.
