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Abstract
We show that the singular braid monoid on 3 strands embeds in the integral group ring of the braid
group proving a special case of a conjecture originating from J.S. Birman (1993). The statement is
proven by developing general results connected to the conjecture, including an extension of Artin’s
braiding theorem to a special class of singular braids. We prove two corollaries which are also in
strong connection with the conjecture and discuss the difficulties arising when the number of strands
is greater than 3. Ó 1999 Elsevier Science B.V. All rights reserved.
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The monoid SBn of singular braids was introduced simultaneously and independently
by Baez in [2] and by Birman in [4]. It includes Artin’s braid group Bn [1] as its submonoid
of units. Generators and defining relations for SBn were found in [4]. The generators
include the standard elementary braids σ1, . . . , σn−1 and also the elementary singular
braids τ1, . . . , τn−1 (see Fig. 1). Defining relations are:
σiτi = τiσi, 16 i 6 n− 1. (1)
σiσjσi = σjσiσj , |i − j | = 1. (2)
σiσj = σjσi, σiτj = τjσi , τiτj = τj τi, |i − j |> 2. (3)
σiσj τi = τjσiσj , |i − j | = 1, (4)
where in all cases 16 i, j 6 n− 1.
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Fig. 1. Generators of SBn.
Let ZBn denote the integral group ring of the braid group Bn. Having (1)–(4) in hand,
one need only check the relations to verify that the map η : SBn→ ZBn which is defined by
η(σi)= σi, η(τi)= σi−σ−1i is a monoid homomorphism. We call this homomorphism the
Vassiliev homomorphism because its existence was suggested by ideas in [8]. The Vassiliev
homomorphism was used in [4] to give a very elementary proof that every “quantum group
invariant” of a knot or link can be interpreted as a generating function for an infinite
sequence of Vassiliev invariants.
Birman Conjecture. η : SBn→ ZBn is injective.
It was conjectured in [4] that the Vassiliev homomorphism has trivial kernel. The
conjecture first appeared in [6].
A special case of the problem: singular braids with at most two double points was proved
by Rolfsen, in [6], but a full proof still seems elusive.
The purpose of this note is to develop results connected to the above conjecture and
prove special cases.
We note that it is shown in [3] that Vassiliev invariants classify braids. By the very
definition of the extension of an invariant to singular braids (cf. [3] and also [8]), one sees
that if there is a class of braid-invariants such that their extensions also classify singular
braids, then η has to be injective. However, there seems to be no easy way to extend the
proof in [3] to classify singular braids, and it seems to us that this could be just as hard
as the direct approach presented here. We find it likely that in the reverse direction the
following statement holds: the injectivity of η implies that Vassiliev invariants classify
singular braids.
The outline of the paper is as follows. We begin by showing that we can replace η
with another homomorphism. Let ψ : SBn→ ZBn be defined by ψ(τi ) = σi + σ−1i and
ψ(σ±1i )= σ±1i (it is easily checked that the relations are preserved). For F ∈ SBn, ψ(F)
is the formal sum of all possible resolutions of F into ordinary braids. It will be shown in
Lemma 1 that η(F )= η(G) is equivalent to ψ(F)= ψ(G). All we are going to prove for
ψ will automatically hold for η, too.
After making a few observations that hold for any n, we use a singular extension of
Artin’s braiding theorem to prove a “one strand version” of the conjecture:
Theorem 3. If F and G have all their double points on one strand and ψ(F) = ψ(G),
then we have F =G.
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Based on this, we prove the following lemma, which easily implies that the conjecture
is true for n= 3.
Lemma 4. Suppose F,G ∈ SBn, ψ(F)=ψ(G), and let the first double point of F be an
intersection between strands i and j . Assume that G can be brought by isotopy into such a
form that the first double point occurs as an intersection between strands i and k for some
k. Then j = k, and there is a singular braid H with one double point, so that F =HF ′,
G=HG′.
Theorem 5. ψ is injective, if n= 3.
The above theorem can be used to obtain the following two general results.
Proposition 6. Suppose F,G ∈ SBn and ψ(F) = ψ(G). Then there is a one-to-one
correspondence α between the double points of F and the double points of G which
preserves strands and the natural partial order on the double points. By the natural partial
order we mean the following: if P and Q are double points of F , we say P > Q if and
only if there is an always descending path using the strands of F that starts at P and ends
at Q.
In other words, α has the following property: if P and Q are double points in F that
lie on the same strand i and P is above Q, then α(P ) and α(Q) also lie on strand i , and
α(P ) is above α(Q).
Proposition 7. Suppose F,G ∈ SPn and ψ(F)=ψ(G). Then the sub-braids obtained by
projecting F and G to any three strands are the same, i.e. (using the notations introduced
right below) for any I ⊂ {1, . . . , n}, |I | = 3 we have PrI (F )= PrI (G).
Notations. We denote by Pn the pure braid group (i.e., the kernel of the well-known
homomorphism pi : Bn → Sn which maps a braid to the induced permutation on the
endpoints of the strands). By analogy, we define the pure singular braid monoid SPn.
In order to make the proofs more readable we introduce some homomorphisms, each of
which has a simple geometric interpretation.
(1) Let the subset I ⊂ {1,2, . . . , n} have k elements. Define PrI : SPn→ SPk by pulling
out the strands having labels not in I . In other words, PrI (F ) is obtained from F by
keeping only strands in I . PrI induces a natural map ZPn→ ZPk , which we also
denote by PrI .
(2) Define a homomorphism ε : SBn→ Z by letting ε(σ±i )=±1 and ε(τi)= 0. We call
ε(F ) the exponent sum of F .
(3) For any I ⊂ {1,2, . . . , n} let εI : SPn → Z be defined by εI = ε ◦ PrI . εI is the
exponent sum of the sub-singular-braid obtained by keeping only the strands in I .
For example, for an ordinary pure braid F and I = {1,2}, εI is the linking number
of the first two strands.
(4) Denote by N(F) the number of double points in the singular braid F . Similarly,
let NI = N ◦ PrI . Then for F ∈ SPn the number of double points that occur as
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intersections of strands in I is NI (F ). For example, for I = {1,2}, NI (F ) is the
number of times the first two strands intersect.
Sometimes we regard ε, εI as defined on Bn, Pn.
Our first observation is that we can replace η with the homomorphism ψ introduced
above. The reason to do this is that ψ behaves nicely with respect to the homomorphisms
PrI . (The methods used in part (2) of Lemma 1 below would not work for η.)
Lemma 1. Define the homomorphism ψ : SBn→ ZBn by ψ(τi)= σi + σ−1i and ψ(σ±1i )
= σ±1i . Then
(1) η(F )= η(G) if and only if ψ(F)=ψ(G). In particular, η is one-to-one if and only
if ψ is.
(2) If ψ(F) = ψ(G) then N(F) = N(G), and, if in addition F,G ∈ SPn then for any
I ⊂ {1,2, . . . , n} we have NI (F )=NI (G) and ψ(PrI (F ))=ψ(PrI (G)).
Proof. Let F ∈ SBn. ψ(F) and η(F ) can be obtained from each other by switching the
signs of the monomials having exponent sums
ε(F )+N(F)− 2, ε(F )+N(F)− 6, . . . .
This implies (1).
To prove (2), first observe, that the sum of the coefficients in ψ(F) is 2N(F) (the
number of all possible resolutions, counted with multiplicity). Thus if ψ(F)=ψ(G) then
N(F)=N(G). Now assume, in addition, that F,G ∈ SPn. Then by counting resolutions:
PrI
(
ψ(F)
)= 2N(F)−NI (F )ψ(PrI (F )), (5)
PrI
(
ψ(G)
)= 2N(G)−NI (G)ψ(PrI (G)). (6)
The left hand sides are equal by assumption. Now we use the fact that for any H ∈ SBk
there are at least two monomials in ψ(H) that have coefficient 1. Namely, there is a unique
monomial with maximal exponent sum of ε(H)+N(H), and a unique one with minimal
exponent sum of ε(H)−N(H). Equating the coefficients of the monomials with maximal
exponent sum on the right hand sides of (5) and (6) we get NI (F )=NI (G). Then we get
ψ(PrI (F ))= ψ(PrI (G)). 2
Remark. Applying part (2) of Lemma 1 when I is a two point set, we get that if
ψ(F) = ψ(G), then any two strands intersect as many times in F as in G. Further, this
implies that a strand with label i has as many double points in F as it has in G.
The next lemma shows that, if F and G start with the same singular braid then we can
“cancel out” with the common factor.
Lemma 2. The image of ψ does not contain zero-divisors, consequently for any H ,
F ′,G′ ∈ SBn:
ψ(HF ′)=ψ(HG′)⇐⇒ψ(F ′)=ψ(G′)⇐⇒ψ(F ′H)=ψ(G′H). (7)
A. Járai Jr / Topology and its Applications 96 (1999) 109–119 113
Proof. We show, that if 0 6=K ∈ ZBn and H ∈ SBn, then Kψ(H) 6= 0 and ψ(H)K 6= 0.
Consider the monomials in K that have maximal exponent sum. Let these monomials
be a1K1, . . . , akKk . We already saw (in the proof of Lemma 1), that there is a unique
monomial H+ in ψ(H) that has maximal exponent sum. Since the exponent sum is
a homomorphism, we get, that the monomials with maximal exponent sum in Kψ(H)
(respectively ψ(H)K) are ai KiH+ (respectively ai H+Ki ), where 1 6 i 6 k. The sum
of these is non-zero (the terms are linearly independent), hence Kψ(H) (respectively
ψ(H)K) is non-zero, as stated.
Now the second statement follows directly by putting K =ψ(F ′)−ψ(G′). 2
Remark. Essentially the same proof shows that the statement holds for η, too.
Theorem 3. If F and G have all their double points on one strand and ψ(F) = ψ(G),
then we have F =G.
Proof. We see that F andG induce the same permutation pi on the endpoints. LetH ∈ Bn
be any braid which induces the permutation pi−1. We may replace F and G by HF and
HG, and therefore assume, that F,G ∈ SPn. (SinceH is nonsingular we do not even need
to use Lemma 2, just multiply each monomial with H .)
We show, that we may also assume, that the double points are on the last strand. Let i be
the label of the strand in F , that contains all the double points. By Remark after Lemma 1,
all the double points of G are on strand i , too. Now let H ∈ Bn be any braid that induces
the transposition (i, n), and replace F by HFH−1 and G by HGH−1.
The key point of the proof is that one can extend Artin’s combing process to the singular
braids we have. To make this precise we recall some facts.
The pure braid group Pn is generated by the braids:
ai,j = σjσj−1 · · ·σi+1σ 2i σ−1i+1 · · ·σ−1j−1σ−1j , 16 i < j 6 n.
Let Un be the subgroup of Pn which is generated by a1,n, a2,n, . . . , an−1,n. Artin proved
that Un is free and that a1,n, . . . , an−1,n are free generators. He also gave relations which
showed that Un is normalized by U2, . . . ,Un−1, vis:
a−1r,s ai,nar,s = ai,n if 16 r < s < i < n, (8.1)
a−1r,s ai,nar,s = ar,nai,na−1r,n if 16 r < s = i < n, (8.2)
a−1r,s ai,nar,s = (ai,nas,n)ai,n(ai,nas,n)−1 if 16 r = i < s < n, (8.3)
a−1r,s ai,nar,s =
(
ar,nas,na
−1
r,na
−1
s,n
)
ai,n
(
ar,nas,na
−1
r,na
−1
s,n
)−1 if 16 r < i < s < n.
(8.4)
Using Artin’s relations, one may write each pure braid X ∈ Pn in the form xnY , where xn
belongs to the subgroup Un and Y belongs to the subgroup Pn−1 which is generated by
pure braids on the first n− 1 strands. Also, xn is unique.
Let us now extend Un by adding the singular braids s1,n, . . . , sn−1,n where
si,n = σnσn−1 · · ·σi+1σiτiσ−1i+1 · · ·σ−1n−1σ−1n .
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Let the monoid generated by the ai,n and the sj,n be denoted by Vn. With a little patience,
the reader will be able to check that as a consequence of (1)–(4) the following singular
analogues of (8.1)–(8.4) hold:
a−1r,s si,nar,s = si,n if 16 r < s < i < n, (9.1)
a−1r,s si,nar,s = ar,nsi,na−1r,n if 16 r < s = i < n, (9.2)
a−1r,s si,nar,s = (ai,nas,n)si,n(ai,nas,n)−1 if 16 r = i < s < n, (9.3)
a−1r,s si,nar,s =
(
ar,nas,na
−1
r,n a
−1
s,n
)
si,n
(
ar,nas,na
−1
r,na
−1
s,n
)−1 if
16 r < i < s < n. (9.4)
That is, U2, . . . ,Un−1 (which contain no singular braids) “normalize” Vn, and from this it
follows that our F , which has all double points on the last strand, may be written in the
form fnF ′ where now fn belongs to the submonoid Vn and F ′ ∈ Pn−1 ⊂ SPn.
More can be said. Artin shows that every braid in Pn−1 may be written in a unique
normal form xn−1 · · ·x2, where each xj belongs to the free subgroup Uj of Pn−1 which is
generated by the braids ai,j , 1 6 i < j 6 n − 1. This “combing process” carries over to
Pn−1 ⊂ SPn, and so it follows that we may write F ∈ SPn in the form F = fnfn−1 · · ·f2,
where fj ∈ Uj (26 j 6 n− 1) and fn ∈ Vn.
Later we are going to need the uniqueness of this “singular combing”, too. This follows
easily. Assume fnfn−1 · · ·f2 = f ′nf ′n−1 · · ·f ′2. Replace each sj,n by aj,n both in fn and f ′n,
denote the braids obtained by f+n and f ′+n . Since these resolutions have maximal exponent
sum, we have
f+n fn−1 · · ·f2 = f ′+n f ′n−1 · · ·f ′2.
By the uniqueness of Artin’s combing, fj = f ′j for 2 6 j 6 n − 1. Then this implies
fn = f ′n, too.
We can also write G as G= gngn−1 · · ·g2. Since ψ(F)=ψ(G), we have
ψ(fn)fn−1 · · ·f2 =ψ(gn)gn−1 · · ·g2. (10)
Similarly as above let f+n (respectively g+n ) denote the monomial with maximal exponent
sum in ψ(fn) (respectively ψ(gn)). Then (10) implies
f+n fn−1 · · ·f2 = g+n gn−1 · · ·g2
and we get fj = gj for 26 j 6 n−1. Hence from (10) we get ψ(fn)=ψ(gn). Therefore,
we may assume that F,G ∈ Vn.
Now we are ready to exploit the nice properties of the free group Un. We shall not have
any more use for the ai,j with j < n so to simplify notation we set ai = ai,n and sj = sj,n .
The homomorphism ψ restricts to a map ψ :Vn→ ZUn. The monoid Vn is generated by
the elements ai and sj described above. Write F ∈ Vn as a word in these generators. Since
ai and si commute for any i , we may write F in a form so that no ai precedes an si . There-
fore F can be written as a product of words of the form ari (r ∈ Z, r 6= 0) and ssj atj (s > 1,
t ∈ Z). We shall call these words simple words. We may also assume, that the indices ap-
pearing in adjacent simple words are different. With slight abuse of language we call this
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a freely reduced form of F . We note, that we have not shown yet, that the freely reduced
form of F is unique. This is not needed at the moment and will follow later. For ordinary
braids in Un the freely reduced form is of course unique, because Un is a free group.
We have
ψ(ai)= ai, ψ(ssj )= (aj + 1)s =
s∑
k=0
(
s
k
)
akj .
We are going to show that knowingψ(F)=∑l clFl (Fl ∈Un, cl > 1), we can reconstruct
the freely reduced form of F , thereby showing both the injectivity of ψ and the uniqueness
of the reduced form. We prove this by induction on the number L of simple words in a
reduced form of F .
The case L = 0 is trivial. Let L > 1. Write F = w0F ′ where w0 is the first simple
word of F . Let A = {F1, . . . ,FK(F )} be the set of all possible resolutions of F . This set
is determined by ψ(F). Fix an F? ∈ A that has length L. To show that such an element
always exists we observe that if at the simple word ssj a
t
j we do the substitution
bsj → asj , if t 6= −s; bsj → 1, if t =−s,
then no cancellations occur between adjacent simple words. Thus this resolution will have
length L. We note that all other resolutions have length at most L.
Consider the set
B = {Fl ∈A | the last L− 1 simple words of Fl and F? are the same}.
This set is also determined by ψ(F). We have two cases:
(1) w0 is of the form ari . This implies that B = {F?}, because all other elements of A
have either length less than L, or have a different power of some aj among the last
L− 1 simple words.
(2) w0 is of the form ssj atj . This implies that |B| = 2s .
So, if we find that B = {F?} then we are in case (1) and we have w0 = ari . Moreover
ψ(F ′)= a−ri ψ(F )=
K(F)∑
l=1
cla
−r
i Fl
and we have reduced to the case of length L− 1.
If we find that |B| = 2s for some positive integer s then we are in case (2), we recover
s, and looking at the word in B that starts with the highest power of aj (possibly 0 or
negative) we also recover t . To reduce to the case of length L − 1, we need also to find
ψ(F ′), this occupies the rest of the proof.
Let ψ(F ′) =∑K(F ′)l=1 dlF ′l , A′ = {F ′1, . . . ,F ′K(F ′)}. Consider the partition A= A1 ∪ · · ·
∪ Am determined by the following condition: elements in the same Ai differ only in a
power of aj in the front. We have
ψ(F)=ψ(w0)
K(F ′)∑
l=1
dlF
′
l =
K(F ′)∑
l=1
s∑
k=0
(
s
k
)
dla
k
jF
′
l . (11)
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Observe that for fix l {akjF ′l | k = 0, . . . , s} ⊂ Ai for some i = i(l). However, for different
l1 and l2 we can possibly have overlapping subsets of Ai , if F ′l1 and F
′
l2
only differ in a
power of aj in the front. We first want to recover those F ′l which give subsets of A1. To
eliminate the overlaps consider that element of A1 which starts with the highest power
of aj . This necessarily comes from a resolution in which the first simple word has been
resolved into as+tj , and therefore takes the form a
s+t
j F for some F ∈ A′. Since we know
what s and t are we recover what F is. Let d be the coefficient of as+tj F in ψ(F). Then
the coefficient of F in ψ(F ′) is also d , because the corresponding binomial appearing in
(11) is
(
s
s
)= 1. Thus we have recovered one of the monomials of ψ(F ′), namely dF . Now
subtract the terms coming from F , i.e., consider∑
l:Fl∈A1
clFl −
s∑
k=0
(
s
k
)
dak+tj F .
Then look at the term starting with the highest power of aj in this new sum, find the
corresponding element of A′ and repeat the procedure until A1 becomes empty. Doing this
for all the Ai’s gives back ψ(F ′) completely. Hence we again reduced to the case of length
L− 1 and the proof is complete. 2
The previous theorem can be used to obtain the following important lemma, on which
Theorem 5 is based.
Lemma 4. Suppose F,G ∈ SBn, ψ(F)=ψ(G), and let the first double point of F be an
intersection between strands i and j . Assume, thatG can be brought into a form by isotopy
in which the first double point occurs as an intersection between strands i and k for some
k. Then j = k, and there is a singular braidH with one double point and F,G ∈ SBn such
that F =HF , G=HG.
Proof. As before, we may assume, that F,G ∈ SPn, and, by conjugation, also that i = n,
i.e., the first intersection points mentioned both lie on the last strand. Using the generators
in Proposition 3 we can write
F = F0sjF1F ′;
G=G0skG1G′;
where F0, F1, G0, G1 are nonsingular. By inserting nonsingular braids (and their inverses)
after sj (respectively sk ), we may assume that F0sjF1,G0skG1,F ′,G′ ∈ SPn.
We can comb the first parts, which have only one intersection point on the last strand.
Doing this we get
F = F2sjF3F4F ′, where F2,F3 ∈Un, and F4 ∈ Pn−1; (12a)
G=G2skG3G4G′, where G2,G3 ∈ Un, and G4 ∈ Pn−1. (12b)
Let I = {1, . . . , n − 1}, and consider the double points of F and G that occur as
intersections between strands in the set I . Resolve all these (but only these) double points in
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the positive direction, i.e., replace each τr representing such an intersection by σr . Denote
the new singular braids obtained by F+ andG+. The point is, that this way the strands in I
are resolved to have maximal exponent sum. We show that this implies ψ(F+)= ψ(G+).
Group terms in the equation ψ(F)=ψ(G) according to the value of εI :
ψ(F)=
∑
r
∑
εI (Fe)=r
Fe =
∑
r
∑
εI (Ge)=r
Ge =ψ(G),
where Fe (respectively Ge) runs over all resolutions of F (respectively G). The two sides
can only be equal, if the individual sums over each r are equal. The sums corresponding to
the maximal value of r on the two sides are exactly ψ(F+) and ψ(G+).
The rest is easy. By the previous proposition, F+ = G+. Observe, that in (12a)–(12b)
the resolution only affects F ′, G′. Let us denote their resolutions by F ′+ and G′+. Then
F2sjF3F4F
′+ = F+ =G+ =G2skG3G4G′+. (13)
Since both sides have all their double points on the last strand, we can comb them, and the
combing will only affect the parts F4F ′+ and G4G′+. So, if their combed forms are
F4F
′+ = F5F6, F5 ∈ Vn,F6 ∈ Pn−1,
G4G
′+ =G5G6, G5 ∈ Vn,G6 ∈ Pn−1,
then by the uniqueness of singular combing, we get that
F2sjF3F5 =G2skG3G5 ∈ Vn. (14)
Then, since F2 andG2 are non-singular, sj and sk are the first singular generators appearing
on the two sides. By the uniqueness of the freely reduced form in Vn, this implies, that
j = k. We can in fact assume, that F2sjF3 andG2sjG3 have already been in freely reduced
form. Then the uniqueness gives F2 =G2. Putting H = F2sj and looking at Eqs. (12a)–
(12b), we get the statement. 2
From this our main theorem follows easily.
Theorem 5. The homomorphism ψ is injective if n= 3.
Proof. Suppose that F and G provide a counterexample, that is ψ(F) = ψ(G), but
F 6=G. Suppose that the counterexample is minimal with respect to the number of double
points. Then F and G have to be singular. Let the first double point in F (respectively G)
be an intersection between strands i and j (respectively u and v). Since there are only three
strands, at least one of the equalities
i = u, i = v, j = u, j = v
has to hold. This shows, that the conditions of the previous lemma are satisfied, so
there is a singular braid H such that F = HF ′, G = HG′. By Lemma 2 it follows that
ψ(F ′) = ψ(G′). However, F ′ 6= G′, so we have a counterexample with one less double
point, a contradiction. 2
As a consequence of Theorem 5, we get the following
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Proposition 6. Suppose F,G ∈ SBn and ψ(F) = ψ(G). Then there is a one-to-one
correspondence α between the double points of F and the double points of G which
preserves strands and the natural partial order on the double points. By this partial order
we mean the following: if P and Q are double points of F , we say P 6Q if and only if
there is an always descending path using the strands of F that starts at Q and ends at P .
In other words, α has the following property: if P andQ are double points in F that lie
on the same strand i and P is above Q, then α(P ) and α(Q) also lie on the strand i , and
α(P ) is above α(Q).
Proof. Multiplying F and G by the same braid does not affect our statement, so we may
assume that F,G ∈ SPn.
Let P (respectively P ′) be the j th double point on the ith strand of F (respectively G)
for some i, j and let it be an intersection with the kth (respectively lth) strand. We call P
and P ′ a good pair with respect to the ith strand if k = l, otherwise we call them a bad pair.
First we show that all pairs (with respect to any strand) are good. Indirectly, suppose that
we have a bad pair on the ith strand. Let P1, . . . ,Pm (respectively P ′1, . . . ,P ′m) denote the
double points on the ith strand of F (respectivelyG). Let j be the smallest index such that
Pj and P ′j is a bad pair, so that k 6= l. Omit strands other than i, k, l, i.e., let I = {i, k, l}
and consider PrI (F ) and PrI (G). (For simplicity, we use i, k, l to label strands in SP3.)
Observe that since for a < j , Pa and P ′a were a good pair, Pj and P ′j are also a bad pair
as double points of PrI (F ) and PrI (G). By Lemma 1 we have ψ(PrI (F ))= ψ(PrI (G)).
Hence by Theorem 5 we have PrI (F )= PrI (G). But then Pj and P ′j cannot be a bad pair,
a contradiction.
We now establish the correspondence between the double points, by showing that
matching all the good pairs with each other gives a well-defined function. (Then the
statement about α holds automatically.) Define α strand-by-strand. In the first step: if Pj
(respectively P ′j ) is the j th double point on the first strand of F (respectively G) then let
α(Pj )= P ′j . All points matched so far are good pairs with respect to the first strand.
Now suppose that α has been defined for all double points on the strands 1, . . . , i in
such a way that all matched pairs are good pairs with respect to the strands 1, . . . , i . Let
the double points on strand i + 1 in F be P1, . . . ,Pm. We define α by induction. Assume
that for indices less than r (r > 1) α(Pr) is defined and the matched pairs are good pairs
with respect to strand i + 1, too. Let Pr be an intersection with strand j . If 16 j 6 i , then
α(Pr) has already been defined. Since previous intersections with strand j are good pairs
with respect to strand i + 1, it follows that (Pr ,α(Pr )) is also a good pair with respect to
strand i + 1. If j > i + 1 then simply let α(Pr ) be the rth double point on strand i + 1 in
G. Thus no ambiguity arises in defining α. 2
Finally, we have
Proposition 7. Suppose F,G ∈ SPn and ψ(F) = ψ(G). Then the subbraids obtained by
projecting F and G to any three strands are the same, i.e., for any I ⊂ {1, . . . , n}, |I | = 3
we have PrI (F )= PrI (G).
A. Járai Jr / Topology and its Applications 96 (1999) 109–119 119
Proof. This follows easily using the second statement of part (2) of Lemma 1 and
Theorem 5. 2
Finally, we discuss what we think the main obstruction is in proving the statement
for n > 4. Assume ψ(F) = ψ(G) and for simplicity that F,G ∈ SPn and that the first
intersection of F occurs between strands n− 1 and n. Using the notations of Theorem 3
we have
F = F0sn−1,nF ′, where F0 ∈ Bn, F ′ ∈ SBn. (15a)
G also has at least one intersection between strands n− 1 and n, so we can write
G=Xsn−1,nG′, where X ∈ SBn, G′ ∈ SBn, (15b)
and sn−1,n in (15b) represents the first such intersection. It follows from Proposition 6 that
we have two cases:
(1) X is nonsingular,
(2) X is singular with no intersections on the strands n− 1 and n.
In case (1)we can reduce the problem with one double point by Lemma 4. Hence to have
an inductive proof, one has to show that in case (2), “the singular part” of X commutes
with sn−1,n.
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