Abstract. This paper aims to present a code for implementation of non-hierarchical algorithm to cluster probability density functions in one dimension for the rst time in R environment. The structure of code consists of 2 primary steps: executing the main clustering algorithm and evaluating the clustering quality. The code is validated on one simulated data set and two applications. The numerical results obtained are highly compatible with that on MATLAB software regarding computational time. Notably, the code mainly serves for educational purpose and desires to extend the availability of algorithm in several environments so as having multiple choices for whom interested in clustering.
Zealand [1] . From time to time, a lot of upgraded versions are made in order to enhance its user library, more detail can be found at https://cran.r-project.org/. Due to aforementioned features, R does not require any purchased fee unlike other commercial software such as MATLAB or STATA. Moreover, it is also supported graphical presentation of data sets, built-in mechanisms for organizing data together with numerous available packages for users [2] .
Therefore, it is extremely easy to use without good programming skills and it has been attracted a lot of attentions of experts in dierent elds, especially in statistics. To the best of our knowledge, R is currently one of the most wellknown statistical software around the world as well as more and more packages are built to increase the diversity of R library [3] . Needless to say, R is an ideal environment for who want to contribute their humble work to other users to serve various purposes, educating and research-ing in particular.
Clustering is usually considered as grouping objects such that objects in the same cluster are similar as much as possible and diers from objects in other clusters. These days, it has been popular as an unsupervised recognition algorithm to explore the internal structure of data . Therefore, it can be noticed that the clustering eld has gained a lot of attention from programmers year on year.
Nevertheless, one common point for these works is that they just consider the discrete object regardless probability density functions (PDFs). Meanwhile, there are two primary objects in clustering, discrete element and probability density function (PDF). Although the former one is more simple and convenient to handle due to less complex preprocessing data required, it still has the drawback that it could not represent the whole data by only one point. In contrast, in spite of few initial preprocessing, the later one is more advantageous since it is able to fully demonstrate character of the whole data The kernel formula is presented as follows:
where 
is sample standard deviation for the jth variable.
It is noticed that estimating PDFs in one dimension is considered in this paper.
The clustering problem of probability density functions is dened as follows: Denition 1. Let F be a set of PDFs, F = {f 1 (x) , f 2 (x) , ..., f n (x)} , n > 2 and k be the number of clusters given in advance. The requirement of the crisp clustering problem is to separate these PDFs according to value of k into clusters
Evaluating similarity between PDFs
In clustering problem, how to determine the similarity between PDFs is extremely crucial since it partly decides the clustering result [12] . Although numerous similarity measures are proposed for discrete elements, there is a restricted number for PDFs. To the best of our knowl- 
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SF index-an internal validity measure index
After a partition is deduced from a clustering algorithm, one needs to evaluate the goodness of partition. Normally, the internal validity measure indexes intend to perform that purpose. For internal measure index, the SF stated in [14] is employed to assess the internal structure of cluster. In detail, this measure is dened below.
where
representing PDFs of the clusters C i and C j ;
is the representing probability density function for each cluster with n j being the number of PDFs in the cluster C j .
From Eq. (4), we see that SF considers not only the compactness among PDFs in one cluster but also concerns the separation between clusters. Therefore, it is reasonable to employ SF in this paper as an internal measure index. The smallest value of SF, the most valid optimal partition indicates [14].
Extracting image features
In this section, we will present shortly how to cluster for image objects based on their features.
Initially, we will read color feature from image pixels into R software. partition is created to assign each probability density function (PDF) into each cluster. These
PDFs will then reallocate to cluster such that cluster width is the minimum.
is the cluster C i , i = 1, k at iteration tth, the nonhierarchical algorithm is shown as follows.
Step 1. Partitioning n PDFs into k random clusters, we have initial clusters at the 1st iteration C
(1)
Step 2.
For a specic
is the cluster width of set obtained by assigning f j to clusters C
(1) 1 , computed according to Eq.
(2).
Consider just f j ∈ C
(1) h , there are two possible cases as follows:
the f j will move to the cluster C 
h will detached f j to form the new one C (2) h in next step. Now, the new partition is formed:
2 , . . . , C (2) k where f j has been moved to the right cluster with the minimum cluster width.
Step 3. Repeat Step 2 m times until no more change for each PDF in each cluster, that means all k clusters at the mth k is the number of clusters known in advance. Usually, the value of k ranges from 2 to square root of number of PDFs;
x is value used for evaluating f on a dene domain.
The non-hierarchical algorithm starts by creating and printing the initial partition matrix (lines 7-9). Herein, we build a subroutine called condition that the cluster width of a PDF to cluster, which it is belonging to, is minimum.
Creating initial partition matrix
The initial partition matrix is created by subroutine so-called "createU" (lines 151-173) to randomly make a partition before performing the non-hierarchical algorithm. This function can be used by following command
where k is the number of clusters and n pdf is the total number of PDFs initially. establish the matrix U based on vector B. Note that here runif (1 * n pdf , .5, k +.5) intends to generate a row vector with uniform distribution so that each PDF is able to assign to one cluster with equal probability. 
Computing cluster width

NUMERICAL EXAMPLE
In this section, we employ the code written in R to perform one simulated data set and two applications. The rst one is seven PDFs having normal distribution separated into 3 clusters. The numerical result of this data set will be compared with that in MATLAB to have some evaluations, especially the computational time. Then, two applications are executed, one is data about satisfaction level of student at Ton Duc thang University, another is trac image.
For real data, the nominal partition is not determined yet so that we just assess in terms of computational time, SF and not comparing with other software. Moreover, for each data set, the performance is repeated 30 independent times to assure the stability and accuracy. The nal numerical results are computed by average of these 30 times. The detail of each numerical result will be presented later.
Simulated data
For this case, we consider a Benchmark dataset in order to validate the accuracy of the code.
That is seven univariate normal probability density functions (PDFs) rstly proposed in [13] .
The structure of data is well-separated and less overlapping leading to reducing the complexity for clustering mission. Therefore, it is used to test performance of a novel algorithm or algorithm recoded in other programming environment like R. The detail of estimated parameters can be referred to [13] . From these parameters,
seven PDFs are estimated and demonstrated in Fig. 1 . Clearly, from Figs. 2-3 clusters could be dened as
The numerical result is shown in Table 1 and 
Application to clustering student satisfaction level at Ton Duc Thang University
In this example, we take a real data to run by R code. The data considers statistics of student satisfaction levels at Ton Duc Thang University (TDTU) toward lecture's teaching performance.
The data consists of 16 departments as follows. All numerical results corresponding to suggested number of clusters are listed in Table 2 . k = 2 has the smallest SF Index, so that we will divide sixteen faculties into two clusters:
f 8 , f 9 , f 10 , f 12 , f 13 , f 14 , f 15 .
Based on the clustering result and comments from the students on the lecturer during the survey, some main discussions are listed as follows: From the above comments, it points out that each department needs to take measures to improve the bad points, promote the strengths of lecturers to be better teaching so that students is getting more and more satisfaction.
Application to clustering trac images
In this example, we would like to demonstrate an example for image object in implementation section. Specically, there are 121 real images size 1920 × 1080 pixels extracted from a short The numerical result is shown in Table 3 . As can be seen from the table that the case k = 2 
CONCLUSION
This paper provides an R code of nonhierarchical algorithm using for clustering problem of probability density functions. This aims to extend the range of this algorithm as well as oering more options for whom interested in clustering for PDFs. By advantages of R #Randomly create an initial partition matrix 8 iter <-0 9 U <-createU(k, n pdf )
