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Non-Gorenstein loci of Ehrhart rings of chain and
order polytopes∗
Mitsuhiro Miyazaki1 and Janet Page2
Abstract
Let P be a finite poset, K a field, and O(P ) (resp. C (P )) the order (resp.
chain) polytope of P . We study the non-Gorenstein locus of EK[O(P )] (resp.
EK[C (P )]), the Ehrhart ring of O(P ) (resp. C (P )) over K, which are each
normal toric rings associated P . In particular, we show that the dimension
of non-Gorenstein loci of EK[O(P )] and EK[C (P )] are the same. Further, we
show that EK[C (P )] is nearly Gorenstein if and only if P is the disjoint union
of pure posets P1, . . . , Ps with |rankPi − rankPj | ≤ 1 for any i and j.
Key Words: chain polytope, order polytope, Ehrhart ring, non-Gorenstein
locus
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1 Introduction
In [HHS], Herzog, Hibi and Stamate studied the trace of the canonical module of a
Cohen-Macaulay local or graded ring: for a commutative ring R and an R-module
M , the trace of M , denoted by tr(M), is defined as follows.
tr(M) :=
∑
ϕ∈Hom(M,R)
ϕ(M).
They showed among other things that the trace of the canonical module of a Cohen-
Macaulay local or graded ring is the defining ideal of non-Gorenstein locus: Rp is
not Gorenstein if and only if p ⊃ tr(ωR) for p ∈ Spec(R), where ωR is the canonical
module of R. In particular, we can see that R is Gorenstein if and only if tr(ωR) = R.
They also defined the notion of nearly Gorenstein: a Cohen-Macaulay local or graded
ring R is defined to be nearly Gorenstein if tr(ωR) ⊃ m, where m is the unique
(graded) maximal ideal of R. They studied nearly Gorenstein property for various
rings including Hibi rings: a Hibi ring RK[I (P )] is nearly Gorenstein if and only if
P is the disjoint union of pure posets P1, . . . , Ps with |rankPi− rankPj| ≤ 1 for any
i and j, where I (P ) is the set of poset ideals of P .
We study the trace of the canonical for two different toric rings associated to
finite posets. Hibi began studying what are today known as Hibi rings [Hib] in the
∗This work was supported partially by the Research Institute for Mathematical Sciences, an
International Joint Usage/Research Center located in Kyoto University.
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study of the existence of algebras with straightening law (ASL for short) which are
integral domains. Around this time, Stanley [Sta2] introduced the notion of order
polytope O(P ) and chain polytope C (P ) of a finite poset P . It was later observed
that a Hibi ring on a finite poset P is identical to the Ehrhart ring of the order
polytope O(P ) of P . Although the definition of order and chain polytopes are quite
different, they share many properties in common. For example the Hilbert functions
of the Ehrhart rings EK[O(P )] and EK[C (P )] over a field K of the order and the
chain polytopes of P are the same and EK[O(P )] and EK[C (P )] have structures of
ASL’s on I (P ) [Hib, HL].
The first author studied the canonical modules of EK[O(P )] and EK[C (P )] and
showed that the key notion to deal with the generators of the canonical module
of EK[O(P )] (resp. EK[C (P )]) is sequences with Condition N (resp. Condition N’)
[Miy1, Miy3, Miy2]. Conditions N and N’ are quite similar but N’ is a little weaker
than N. A similar condition also showed up as the study of “mixed paths” in [Pag].
In this paper, we study the non-Gorenstein locus of the Ehrhart rings EK[O(P )]
and EK[C (P )] of O(P ) and C (P ) in full generality. By the result of Herzog-Hibi-
Stamate [HHS], studying the non-Gorenstein locus of a ring is equivalent to studying
the radical of the trace of its canonical module. Herzog-Mohammadi-Page [HMP]
studied this trace for certain toric rings and classified when some toric rings (in-
cluding Hibi rings) are Gorenstein on the punctured spectrum. Here, we classify the
trace of the canonical module more explicitly for EK[O(P )] and EK[C (P )]. We write
the radical of the trace of the canonical module of each of these rings as an inter-
section of prime ideals which can be read off combinatorially from the poset. More
specifically, we show that if there is a set of elements a1, . . . , au, b1, . . . , bu, u ≥ 1, in
P ∪ {−∞,∞} with a1 < b1 > a2 < b2 > · · · > au < bu > a1, ai 6≤ aj (resp. bi ≤ bj)
for any i and j with i 6= j and
∑u
i=1 rank([ai, bi]) >
∑u−1
i=1 dist(ai+1, bi)+dist(a1, bu),
then there is a prime ideal containing the trace of the canonical module (which is
not unique in the case of the chain polytope) corresponding to this set of elements.
See Section 2 for the definitions of these symbols and notation. Therefore, the di-
mension of the non-Gorenstein loci of EK[O(P )] or EK[C (P )] are measured by the
dimensions of these prime ideals. In particular, we show that the dimensions of the
non-Gorenstein loci of EK[O(P )] and EK[C (P )] are the same. In either case, we
note that the dimension of the non-Gorenstein locus is at most the dimension of the
ring minus 4. In particular, if p is a prime ideal of EK[O(P )] (resp. EK[C (P )]) with
htp ≤ 3, then EK[O(P )]p (resp. EK[C (P )]p) is Gorenstein. We also show that we
can construct P so that the dimension of the non-Gorenstein locus of EK[O(P )] or
EK[C (P )] is m for any 0 ≤ m ≤ n− 4, where n = dimEK[O(P )] = dimEK[C (P )].
This paper is organized as follows. In Section 2, we establish notation and recall
some basic facts. In Section 3, we study the condition that a given Laurent monomial
is contained in the radical of the trace of the canonical module of EK[C (P )]. We
also show that EK[C (P )] is nealy Gorenstein if and only if so is EK[O(P )], i.e.,
EK[C (P )] is nealy Gorenstein if and only if P is a disjoint union of pure posets P1,
. . . , Ps with |rankPi− rankPj| ≤ 1 for any i and j, which mirrors the result of [HHS]
for EK[O(P )]. In Section 4, we study the condition that a given Laurent monomial
is contained in the radical trace of the canonical module of EK[O(P )] by applying
the result established in Section 3 to the “covering relation poset” CR(P ) of P (see
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Definition 4.1). Finally in section 5, we study the prime ideals containing the trace
of the canonical modules of EK[O(P )] and EK[C (P )] which appeared in the results
of Sections 3 and 4 and show the correspondence of sets of elements mentioned
above and these primes. Although this correspondence is not one to one in the
case of C (P ), we show that among prime ideals corresponding to sets of elements
satisfying the condition above, the maximum of dimensions of these prime ideals
is the dimension of the prime ideal that corresponds to the sequence above in the
case of O(P ). In particular, we show that the dimensions of non-Gorenstein loci of
EK[O(P )] and EK[C (P )] are the same.
2 Preliminaries
In this paper, all rings and algebras are assumed to be commutative with an identity
element unless stated otherwise. Also, when discussing properties of Noetherian
rings, such as Cohen-Macaulay or Gorenstein properties, we assume the rings under
consideration are Noetherian.
First, we fix some notation we will use throughout the paper. We denote the set
of nonnegative integers, the set of integers, the set of rational numbers and the set
of real numbers by N, Z, Q and R respectively. We denote the cardinality of a set
X by #X . For sets X and Y , we define X \ Y := {x ∈ X | x 6∈ Y }. For nonempty
sets X and Y , we denote the set of maps from X to Y by Y X . If X is a finite set,
we identify RX with the Euclidean space R#X . Note that by this identification, if
Y ⊂ X , then the projection RX → RY corresponds to the restriction. If Y ⊂ X , we
identify RY with {f ∈ RX | f(x) = 0 for x ∈ X \ Y }. For a nonempty subset X of
RX , we denote by affX the affine span of X , and by relintX the interior of X in
the topological space affX . Let A be a subset of X . We define the characteristic
function χA ∈ R
X by χA(x) = 1 for x ∈ A and χA(x) = 0 for x ∈ X \ A. In order
to clarify the domain of the characteristic function, we sometimes denote χA by χ
X
A .
For ξ, ξ′ ∈ RX and a ∈ R, we define maps ξ± ξ′ and aξ by (ξ± ξ′)(x) = ξ(x)± ξ′(x)
and (aξ)(x) = a(ξ(x)) for x ∈ X . For ξ ∈ RX , we set suppξ := {x ∈ X | ξ(x) 6= 0}.
Now we define a symbol which is frequently used in this paper.
Definition 2.1 Let X be a finite set and ξ ∈ RX . For B ⊂ X , we set ξ+(B) :=∑
b∈B ξ(b). We define the empty sum to be 0, i.e., if B = ∅, then ξ
+(B) = 0.
We also define
∑i−1
ℓ=i aℓ = 0. Then
∑j−1
ℓ=i aℓ +
∑k−1
ℓ=j aℓ =
∑k−1
ℓ=i aℓ for any integers i,
j and k with i ≤ j ≤ k. We do not use symbol
∑j
ℓ=i aℓ if j < i− 1. Note that if X
is a finite set, B is a subset of X and a ∈ R, then (ξ ± ξ′)+(B) = ξ+(B)± (ξ′)+(B)
and (aξ)+(B) = a(ξ+(B)).
Next we recall some definitions concerning finite partially ordered sets (poset
for short). Let Q be a finite poset. (In the main argument, we use the symbol
P to indicate a poset but when discussing general theory on posets, we use other
symbols.) We denote the set of maximal (resp. minimal) elements of Q by maxQ
(resp. minQ). If maxQ (resp. minQ) consists of one element z, we often abuse
notation and write z = maxQ (resp. z = minQ). A chain in Q is a totally ordered
subset of Q or an empty set. For a chain C in Q, we define the length of C as
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#C − 1. The maximum length of chains in Q is called the rank of Q and denoted
by rankQ. If every maximal (with respect to the inclusion relation) chain of Q has
the same length, we say that Q is pure. For a chain C in Q, we set
starQ(C) := {x ∈ Q | C ∪ {x} is a chain in Q}
and
linkQ(C) := starQ(C) \ C.
If either a ≤ b or b ≤ a, we say that a and b are comparable and denote this by
a ∼ b. If a and b are not comparable, we say that a and b are incomparable and
denote this by a 6∼ b. A subset A of Q is an antichain in Q if every pair of two
elements in A are incomparable by the order of Q. If a subset I of Q satisfies x ∈ I,
y ∈ Q, y ≤ x⇒ y ∈ I, then we say that I is a poset ideal of Q.
Let ∞ (resp. −∞) be a new element which is not contained in Q. We define a
new poset Q+ (resp. Q−) whose base set is Q ∪ {∞} (resp. Q ∪ {−∞}) and x < y
in Q+ (resp. Q−) if and only if x, y ∈ Q and x < y in Q or x ∈ Q and y =∞ (resp.
x = −∞ and y ∈ Q). We set Q± := (Q+)−. When treating multiple posets, we
distinguish ∞ (resp. −∞) by adding subscript, like ∞Q.
Let Q′ be an arbitrary poset. (We apply the following definition for Q′ = Q,
Q+, Q− or Q±.) If x, y ∈ Q′, x < y and there is no z ∈ Q′ with x < z < y, we
say that y covers x and denote by x <· y or y ·> x. For x, y ∈ Q′ with x ≤ y,
we set [x, y]Q′ := {z ∈ Q
′ | x ≤ z ≤ y}, [x, y)Q′ := {z ∈ Q
′ | x ≤ z < y} and
(x, y]Q′ := {z ∈ Q
′ | x < z ≤ y}. Further, for x, y ∈ Q′ with x < y, we set
(x, y)Q′ := {z ∈ Q
′ | x < z < y}. We denote [x, y]Q′ (resp. [x, y)Q′, (x, y]Q′ or
(x, y)Q′) as [x, y] (resp. [x, y), (x, y] or (x, y)) if there is no fear of confusion. For
x ∈ Q, we define the height (resp. coheight) of x denoted by htx (resp. cohtx) by
htx := rank((−∞, x]) (resp. cohtx := rank([x,∞))).
Definition 2.2 Let Q′ be an arbitrary finite poset and let x and y be elements of
Q′ with x ≤ y. A saturated chain from x to y is a sequence of elements z0, z1, . . . ,
zt of Q
′ such that
x = z0 <· z1 <· · · · <· zt = y.
Note that the length of the chain z0, z1, . . . , zt is t.
Definition 2.3 Let Q′, x and y be as above. We define
dist(x, y) := min{t | there is a saturated chain from x to y with length t}
and call dist(x, y) the distance of x and y. When treating multiple posets, we
distinguish by adding a subscript, like distQ′.
Note that rank([x, y]) = max{t | there is a saturated chain from x to y with length
t}.
Let K be a field and R =
⊕
n∈NRn an N-graded K-algebra with R0 = K.
We denote the irrelevant maximal ideal
⊕
n>0Rn by mR or simply m. We call
Spec(R) \ {m} the punctured spectrum of R.
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Let R =
⊕
n∈NRn and S =
⊕
n∈N Sn be N-graded K-algebras with R0 = S0 = K.
We denote by R#S the Segre product of R and S: R#S :=
⊕
n∈NRn ⊗K Sn.
Next we fix notation about Ehrhart rings. Let X be a finite set with −∞ 6∈ X
and P a rational convex polytope in RX , i.e., a convex polytope whose vertices
are contained in QX . Set X− := X ∪ {−∞} and let {Tx}x∈X− be a family of
indeterminates indexed by X−. For f ∈ ZX
−
, we denote the Laurent monomial∏
x∈X− T
f(x)
x by T f . We set deg Tx = 0 for x ∈ X and deg T−∞ = 1. Then the
Ehrhart ring of P over a field K is the toric ring corresponding to the cone over P.
Namely, it is the N-graded subring
K[T f | f ∈ ZX
−
, f(−∞) > 0,
1
f(−∞)
f |X ∈ P]
of the Laurent polynomial ring K[T±1x | x ∈ X ][T−∞]. We denote the Ehrhart ring
of P over K by EK[P]. (We use −∞ as the degree indicating element in order to
be consistent with the case of Hibi ring.) If EK[P] is a standard graded algebra,
i.e., generated as a K-algebra by degree 1 elements, we denote EK[P] by K[P].
It is known that the dimension (Krull dimension) of EK[P] is equal to dimP+1.
Note that EK[P] is Noetherian since P is rational, and therefore it is normal by
the criterion of Hochster [Hoc]. Further, by the description of the canonical module
of a normal affine semigroup ring by Stanley [Sta1, p. 82], we see that the ideal⊕
f∈ZX− ,f(−∞)>0, 1
f(−∞)
f |X∈relintP
KT f
of EK[P] is the canonical module of EK[P]. We call this ideal the canonical ideal
of EK[P].
Note that ifX1 and X2 are disjoint finite sets and P1 and P2 are rational convex
polytopes in RX1 and RX2 respectively, then P1×P2 is a rational convex polytope
in RX1∪X2 . Moreover, EK[P1 ×P2] = EK[P1]#EK[P2].
From now on, we fix a finite poset P . First we recall the definitions of order and
chain polytopes.
Definition 2.4 ([Sta2]) We set
O(P ) :=
{
f ∈ RP
∣∣∣∣ 0 ≤ f(x) ≤ 1 for any x ∈ P and if x < yin P , then f(x) ≥ f(y)
}
and
C (P ) :=
{
f ∈ RP
∣∣∣∣ 0 ≤ f(x) for any x ∈ P and f+(C) ≤ 1for any chain in P
}
.
O(P ) (resp. C (P )) is called the order (resp. chain) polytope of P .
The Ehrhart ring EK[O(P )] of the order polytope of P is identical with the ring
RK[I (P )] considered by Hibi [Hib], which is nowadays called the Hibi ring, where
I (P ) is the lattice of poset ideals of P ordered by inclusion. In particular, EK[O(P )]
is a standard graded K-algebra. It is also known that the Ehrhart ring EK[C (P )]
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of the chain polytope is a standard graded K-algebra (see. e.g., [Miy2, Proposition
2.9]).
Suppose that P is a disjoint union of posets P1 and P2, i.e., P = P1 ∪ P2,
P1 ∩ P2 = ∅ and x < y in P if and only if there is i with x, y ∈ Pi and x < y in
Pi. Then O(P ) = O(P1) × O(P2) (resp. C (P ) = C (P1) × C (P2)). In particular,
K[O(P )] = K[O(P1)]#K[O(P2)] (resp. K[C (P )] = K[C (P1)]#K[C (P2)]).
Next we make the following definition (cf. [Miy2, Miy3]).
Definition 2.5 Let n ∈ Z. We set
T (n)(P ) :=
{
ν ∈ ZP
−
∣∣∣∣ ν(z) ≥ n for any z ∈ maxP and if x <· yin P−, then ν(x) ≥ ν(y) + n
}
and
S(n)(P ) :=
{
ξ ∈ ZP
−
∣∣∣∣ ξ(x) ≥ n for any x ∈ P and ξ(−∞) ≥ξ+(C) + n for any maximal chain C in P
}
.
If there is no fear of confusion, we abbreviate T (n)(P ) (resp. S(n)(P )) as T (n) (resp.
S(n)). Further, we set ν(∞) = 0 and extend ν ∈ T (n) (resp. ξ ∈ S(n)) to ZP
±
.
We have the following.
Fact 2.6 ([Miy2, Miy3])
K[O(P )] =
⊕
ν∈T (0)(P )
KT ν ,
ωK[O(P )] =
⊕
ν∈T (1)(P )
KT ν , ω−1
K[O(P )] =
⊕
ν∈T (−1)(P )
KT ν ,
K[C (P )] =
⊕
ξ∈S(0)(P )
KT ξ,
ωK[C (P )] =
⊕
ξ∈S(1)(P )
KT ξ, and ω−1
K[C (P )] =
⊕
ν∈S(−1)(P )
KT ξ,
where I−1 := {x ∈ Q(R) | xI ⊂ R} for a ring R with total quotient ring Q(R) and
an ideal I of R.
We also make the following definition.
Definition 2.7 Let ξ ∈ ZP , ξ ∈ ZP
−
, ξ ∈ ZP
+
or ξ ∈ ZP
±
and n ∈ Z. We set
C
[n]
ξ := {C | C is a maximal chain in P and ξ
+(C) = n}.
Note that if ξ ∈ S(m) and ξ(−∞) = d, then C
[n]
ξ = ∅ for any n with n > d−m.
Now we recall the following.
Fact 2.8 ([Hib, §3 d)]) K[O(P )] is Gorenstein if and only if P is pure.
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By using this fact and results of Stanley we see the following.
Theorem 2.9 K[C (P )] is Gorenstein if and only if P is pure.
Proof By [Sta2, Theorem 4.1], we see that the Hilbert functions of K[C (P )] and
K[O(P )] are identical. Therefore, by [Sta1, Theorem 4.4], we see that K[C (P )] is
Gorenstein if and only if so is K[O(P )]. Further, we see by Fact 2.8 that K[O(P )]
is Gorenstein if and only if P is pure. Thus, we see the result.
Next we note the following fact whose proof is easy but very useful in the argu-
ment of chain polytopes.
Lemma 2.10 Let ν ∈ RP and D a nonempty set consisting of chains in P . Set
M := max{ν+(C) | C ∈ D} and m := min{ν+(C) | C ∈ D}. If C1, C2 ∈ D,
ν+(C1) = ν
+(C2) = m (resp. ν
+(C1) = ν
+(C2) = M), z ∈ C1 ∩ C2 and C3 :=
((−∞, z] ∩ C1) ∪ ((z,∞) ∩ C2), C4 := ((−∞, z] ∩ C2) ∪ ((z,∞) ∩ C1) are elements
of D, then
ν+(C3) = ν
+(C4) = m
(resp. ν+(C3) = ν
+(C4) = M),
ν+((−∞, z] ∩ C1) = ν
+((−∞, z] ∩ C2)
and
ν+([z,∞) ∩ C1) = ν
+([z,∞) ∩ C2).
Proof We first prove the case where ν+(C1) = ν
+(C2) = m. Since C3, C4 ∈ D, we
see that
ν+((−∞, z] ∩ C1) + ν
+((z,∞) ∩ C2) = ν
+(C3) ≥ m
and (2.1)
ν+((−∞, z] ∩ C2) + ν
+((z,∞) ∩ C1) = ν
+(C4) ≥ m.
Thus, ν+((−∞, z]∩C1)+ν
+((z,∞)∩C2)+ν
+((−∞, z]∩C2)+ν
+((z,∞)∩C1) ≥ 2m.
On the other hand, by the assumption, we see that
ν+((−∞, z] ∩ C1) + ν
+((z,∞) ∩ C1) = ν
+(C1) = m
and
ν+((−∞, z] ∩ C2) + ν
+((z,∞) ∩ C2) = ν
+(C2) = m.
Therefore, ν+((−∞, z]∩C1)+ν
+((z,∞)∩C2)+ν
+((−∞, z]∩C2)+ν
+((z,∞)∩C1) =
2m. Thus, we see that equalities hold in the ineqations (2.1),
ν+((−∞, z] ∩ C1) = ν
+((−∞, z] ∩ C2)
and
ν+((z,∞) ∩ C1) = ν
+((z,∞) ∩ C2).
Thus the result follows. The case where ν+(C1) = ν
+(C2) =M is proved similarly.
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We also note the following fact.
Lemma 2.11 Let η ∈ S(1) and ζ ∈ S(−1). Then for any z ∈ P with (η+ ζ)(z) = 0,
it holds that η(z) = 1 and ζ(z) = −1.
Proof Since η ∈ S(1) and ζ ∈ S(−1), we see that η(z) ≥ 1 and ζ(z) ≥ −1. By
assumption, we see that η(z) + ζ(z) = (η + ζ)(z) = 0. Thus we see the result.
Finally, we recall the notion of the trace of a module.
Definition 2.12 Let R be a ring and M an R-module. We set
tr(M) :=
∑
ϕ∈Hom(M,R)
ϕ(M)
and call the trace of M .
Note that if M ∼= M ′, then tr(M) = tr(M ′). For an ideal with positive grade, we
have the following.
Fact 2.13 ([HHS, Lemma 1.1]) If I is an ideal of a Noetherian ring R with
gradeI > 0, then tr(I) = I−1I.
The trace of the canonical module is especially important by the following fact.
Fact 2.14 ([HHS, Lemma 2.1]) Let R be a Cohen-Macaulay local ring with a
canonical module ωR or an N-graded Cohen-Macaulay ring with R0 is a field and
canonical module ωR. Then for p ∈ Spec(R),
Rp is Gorenstein ⇐⇒ p 6⊃ tr(ωR).
This fact shows that in the situation of Fact 2.14, V (tr(ωR)) := {p ∈ Spec(R) | p ⊃
tr(ωR)} is the non-Gorenstein locus of Spec(R), i.e., tr(ωR) is a defining ideal of
the non-Gorenstein locus of Spec(R). Moreover, since ωR is isomorphic to a height
1 ideal of R, we can use Fact 2.13 to compute tr(ωR). For a Noetherian ring R
and a prime ideal p in R, we denote dimR/p by cohtp, i.e., coheight of p in the
poset of all prime ideals of R. By Fact 2.14, we see that non-Gorenstein locus of a
Cohen-Macaulay local or graded ring is a closed subset of Spec(R) with dimension
max{cohtp | p ⊃ tr(ωR)}.
3 The case of chain polytopes
In this section, we consider the trace of the canonical module of the Ehrhart ring
K[C (P )] of the chain polytope of P . First we note the following fact.
Lemma 3.1 Let ξ ∈ S(0) and d = ξ(−∞). If there exists a chain C in P such that
ξ+(C) = d and starP (C) is not pure, then
T ξ 6∈
√
tr(ωK[C (P )]).
8
Proof Assume the contrary. Then, by Facts 2.6 and 2.13, there exist a positive
integer N , η ∈ S(1) and ζ ∈ S(−1) such that η + ζ = Nξ.
Let x1 < x2 < · · · < xt and y1 < y2 < · · · < ys be maximal chains in linkP (C)
with s < t. Then C1 := C ∪ {x1, . . . , xt} and C2 := C ∪ {y1, . . . , ys} are maximal
chains in P . Since ξ(xi) = ξ(yj) = 0 for any i and j, we see by Lemma 2.11,
that η(xi) = η(yj) = 1 and ζ(xi) = ζ(yj) = −1 for any i and j. Therefore,
η+(C1) = η
+(C) + t and ζ+(C2) = ζ
+(C) − s. Since C1 and C2 are maximal
chains in P and η ∈ S(1) and ζ ∈ S(−1), we see that η+(C1) + 1 ≤ η(−∞) and
ζ+(C2)− 1 ≤ ζ(−∞). Therefore,
η+(C) + ζ+(C) + t− s ≤ η(−∞) + ζ(−∞) = Nξ(−∞) = Nd.
On the other hand, since
η+(C) + ζ+(C) = Nξ+(C) = Nd,
we see that Nd + t− s ≤ Nd. This is a contradiction.
By this lemma, we see the following fact.
Theorem 3.2 K[C (P )] is Gorenstein on the punctured spectrum if and only if P
is a disjoint union of pure posets. In particular, K[C (P )] is nearly Gorenstein
if and only if P is the disjoint union of pure connected posets P1, . . . , Pt with
|rankPi − rankPj| ≤ 1 for any i and j.
Proof Suppose that there is a nonempty chain C in P such that starP (C) is not
pure. Set
ξ(z) =


1, z ∈ C,
0, z ∈ P \ C,
#C, z = −∞.
Then, ξ ∈ S(0). Moreover, T ξ 6∈
√
tr(ωK[C (P )]) by Lemma 3.1. Since ξ(−∞) =
#C > 0, we see that T ξ ∈ m. Thus, we see that m 6⊂
√
tr(ωK[C (P )]).
By contraposition, we see that if K[C (P )] is Gorenstein on the punctured spec-
trum, then starP (C) is pure for any nonempty chain C in P . By [HHS, Lemma 5.2],
we see that if starP (C) is pure for any nonempty chain C in P , P is a disjoint union
of pure posets. Conversely, if P is a disjoint union of pure posets, then by Theorem
2.9 and [HHS, Theorem 4.15], we see that K[C (P )] is Gorenstein on the punctured
spectrum. Thus, we see the first part.
Moreover, by [HHS, Theorem 4.15], we see that K[C (P )] is nearly Gorenstein
if and only if P is the disjoint union of pure connected posets P1, . . . , Pt with
|rankPi − rankPj| ≤ 1 for any i and j.
Next we show the following fact.
Lemma 3.3 Let ξ ∈ S(0) and d = ξ(−∞). If there are nonempty chains
C1, . . . , Cu, C
′
1, . . . , C
′
u in P such that maxC1 < minC
′
1 > maxC2 <
minC ′2 > · · · > maxCu < minC
′
u > maxC1,
∑u
ℓ=1 rank([maxCℓ,minC
′
ℓ]) >∑u−1
ℓ=1 dist(maxCℓ+1,minC
′
ℓ) + dist(maxC1,minC
′
u) and ξ
+(Ci) + ξ
+(C ′j) = d for
any i and j, then
T ξ 6∈
√
tr(ωK[C (P )]).
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Proof Assume the contrary. Then there exist a positive integer N , η ∈ S(1) and
ζ ∈ S(−1) such that η + ζ = Nξ.
Take a maximal chain C ′′ℓ in (−∞,maxCℓ] with C
′′
ℓ ⊃ Cℓ for 1 ≤ ℓ ≤ d. Then
ξ+(C ′′ℓ ) ≥ ξ
+(Cℓ) since ξ ∈ S
(0) and therefore, we see that ξ+(C ′′ℓ ) + ξ
+(C ′ℓ) ≥ d.
On the other hand, we see that ξ+(C ′′ℓ ) + ξ
+(C ′ℓ) = ξ
+(C ′′ℓ ∪ C
′
ℓ) ≤ ξ(−∞) = d.
Therefore, we see that ξ+(C ′′ℓ ) = ξ
+(Cℓ). Moreover, maxC
′′
ℓ = maxCℓ by the choice
of C ′′ℓ . Thus, by replacing Cℓ by C
′′
ℓ , we may assume that Cℓ is a maximal chain in
(−∞,maxCℓ] for 1 ≤ ℓ ≤ u. We may also assume that C
′
ℓ is a maximal chain in
[minC ′ℓ,∞) for any ℓ.
Take saturated chains
maxCℓ = xℓ0 <· xℓ1 <· · · · <· xℓtℓ = minC
′
ℓ
for 1 ≤ ℓ ≤ u,
maxCℓ+1 = yℓ0 <· yℓ1 <· · · · <· yℓsℓ = minC
′
ℓ
for 1 ≤ ℓ ≤ u− 1 and
maxC1 = yu0 <· yu1 <· · · · <· yusu = minC
′
u
with tℓ = rank([maxCℓ,minC
′
ℓ]) for 1 ≤ ℓ ≤ u, sℓ = dist(maxCℓ+1,minC
′
ℓ) for
1 ≤ ℓ ≤ u− 1 and su = dist(maxC1,minC
′
u).
Since Cℓ∪{xℓ1, . . . , xℓtℓ−1}∪C
′
ℓ is a maximal chain in P and ξ
+(Cℓ)+ξ
+(C ′ℓ) = d,
we see that ξ(xℓi) = 0 for 1 ≤ i ≤ tℓ − 1. Thus, by Lemma 2.11 we see that
η+(Cℓ) + tℓ − 1 + η
+(C ′ℓ) + 1 ≤ η(−∞)
for 1 ≤ ℓ ≤ u. We also see that
ζ+(Cℓ+1)− sℓ + 1 + ζ
+(C ′ℓ)− 1 ≤ ζ(−∞)
for 1 ≤ ℓ ≤ u− 1 and
ζ+(C1)− su + 1 + ζ
+(C ′u)− 1 ≤ ζ(−∞)
by the same way. Therefore,
u∑
ℓ=1
(η+(Cℓ) + η
+(C ′ℓ) + tℓ) +
u−1∑
ℓ=1
(ζ+(Cℓ+1) + ζ
+(C ′ℓ)− sℓ)
+ζ+(C1) + ζ
+(C ′u)− su
≤ u(η(−∞) + ζ(−∞))
= ud.
On the other hand,
u∑
ℓ=1
(η+(Cℓ) + ζ
+(Cℓ) + η
+(C ′ℓ) + ζ
+(C ′ℓ))
=
u∑
ℓ=1
(ξ(Cℓ) + ξ(C
′
ℓ))
= ud.
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Thus, we see that
u∑
ℓ=1
tℓ ≤
u∑
ℓ=1
sℓ.
This contradicts our assumption.
By Lemmas 3.1 and 3.3, under the major premises ξ ∈ S(0) and ξ(−∞) = d, we
see that if
T ξ ∈
√
trωK[C (P )]
then it holds that
(A) for any chain C in P with ξ+(C) = d, starP (C) is pure and
(B) for any chains C1, . . . , Cu, C
′
1, . . . , C
′
u in P such that
(**) maxC1 < minC
′
1 > maxC2 < minC
′
2 > · · · > maxCu < minC
′
u >
maxC1, maxCi 6≤ maxCj (resp. minC
′
i 6≤ minC
′
j) for any i and j
with i 6= j, Ci (resp. C
′
i) is a maximal chain in (−∞,maxCi] (resp.
[minC ′i,∞)) for any i and ξ
+(Ci) + ξ
+(C ′j) = d for any i and j,
it holds that
∑u
ℓ=1 rank([maxCℓ,minC
′
ℓ]) =
∑u−1
ℓ=1 dist(maxCℓ+1,minC
′
ℓ) +
dist(maxC1,minC
′
u).
We will show the converse of this fact under the major premises ξ ∈ S(0) and
ξ(−∞) = d.
In order to do this task, we have to construct η ∈ S(1), ζ ∈ S(−1) and a positive
integer N with η + ζ = Nξ. Before going into details, let us observe examples.
Example 3.4 Let
P =
✉
✉
✉
✉
✉
✉
✉
✉
✉
❅
❅
❅
❅
✟✟
✟✟
❍❍❍❍
b1 b2
e1 e2
a1 a2 a3
d1 d2
ξ(a3) = 2, ξ(ai) = ξ(bi) = ξ(di) = 1, ξ(ei) = 0 for i = 1, 2 and ξ(−∞) = 3.
Then ξ ∈ S(0). Note that (A) and (B) are satisfied. Let C1 := {d1, a2, b1}, C2 :=
{d2, a2, b1}, C3 := {d1, a2, e2, b2}, C4 := {d2, a2, e2, b2}, C5 := {d1, a3}, C6 := {d2, a3}
and C7 := {a1, e1, b1}. Then Ci ∈ C
[3]
ξ for 1 ≤ i ≤ 6. Therefore, if η + ζ = Nξ for
η ∈ S(1), ζ ∈ S(−1) and a positive integer N , then
η+(Ci) ≤ η(−∞)− 1
ζ+(Ci) ≤ ζ(−∞) + 1
η+(Ci) + ζ
+(Ci) = Nξ
+(Ci) = 3N
and
η(−∞) + ζ(−∞) = Nξ(∞) = 3N
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for 1 ≤ i ≤ 6. Thus, we see that
η+(Ci) = η(−∞)− 1
and
ζ+(Ci) = ζ(−∞) + 1
for 1 ≤ i ≤ 6. Note that C7 does not have to satisfy these equations since η
+(C7) +
ζ+(C7) = 2N .
On the other hand, since ξ(ei) = 0 for i = 1, 2, we see that η(ei) = 1, ζ(ei) = −1
for i = 1, 2 by Lemma 2.11. Thus, we have to adjust values of η so that
η(b1) = η(b2) + 1
η(d1) = η(d2)
and
η(a3) = η(a2) + η(b1)
Therefore, for example, if we set η(a3) = 4, η(b1) = 3, η(b2) = η(d1) = η(d2) = 2,
η(a1) = η(a2) = η(e1) = η(e2) = 1, η(−∞) = 7, ζ(a1) = ζ(a2) = 1, ζ(a3) = ζ(b2) =
ζ(d1) = ζ(d2) = 0, ζ(b1) = ζ(e1) = ζ(e2) = −1 and ζ(−∞) = −1, then η ∈ S
(1),
ζ ∈ S(−1) and η + ζ = 2ξ.
This example shows that just to set{
η(z) = ξ(z) + 1,
ζ(z) = −1
for z ∈ P is not enough.
Consider another example.
Example 3.5 Let
P =
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
 
 
 
 
 
  ❅
❅
❅
❅
❅
❅❅ 
 
 
 
 
  ❅
❅
❅
❅
❅
❅❅
a1 a2 a3
b1 b2 b3
d1 d2 d3
e1 e2 e3
ξ(ai) = ξ(bi) = 1, ξ(di) = ξ(ei) = 0 for i = 1, 2, 3 and ξ(−∞) = 2. Then ξ ∈ S
(0).
Note that (A) and (B) are satisfied. Also let C1 := {a1, d1, e1, b1}, C2 := {a1, b2},
C3 := {a2, d2, b1}, C4 := {a2, b3} C5 := {a3, e2, b2} and C6 := {a3, d3, e3, b3}. Then
Ci ∈ C
[2]
ξ for 1 ≤ i ≤ 6.
Thus, if η ∈ S(1), ζ ∈ S(−1) and there is a positive integer N with η + ζ = Nξ,
then by the same argument as in Example 3.4, we see that
η+(Ci) = η(−∞)− 1, ζ
+(Ci) = ζ(−∞) + 1
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for 1 ≤ i ≤ 6. Further, by Lemma 2.11,
η(di) = η(ei) = 1, ζ(di) = ζ(ei) = −1
for i = 1, 2, 3.
Thus, we have to adjust values of other points so that η+(Ci) is constant for
1 ≤ i ≤ 6. In this case, it is enough, for example, to set η(a1) = 2, η(a2) = 3,
η(a3) = 1, η(b1) = 4, η(b2) = 6, η(b3) = 5, η(−∞) = 9, ζ(a1) = 3, ζ(a2) = 2,
ζ(a3) = 4, ζ(b1) = 1, ζ(b2) = −1, ζ(b3) = 0 and ζ(−∞) = 1. Then η ∈ S
(1),
ζ ∈ S(−1) and η + ζ = 5ξ.
By the argument above, when ξ with (A) and (B) above is given, it is necessary
to construct η ∈ S(1) and ζ ∈ S(−1) so that η(z) = 1 (resp. ζ(z) = −1) for any
z ∈ P \ suppξ and η+(C) (resp. ζ+(C)) is constant for C ∈ C
[d]
ξ . In order to do
this task in general, not by intuition of a human, our strategy is to construct an
adjustment function µ ∈ ZP
−
such that µ(z) = 1 for any z ∈ P \ suppξ, µ+(C) is
constant for any C ∈ C
[d]
ξ and set η = Nξ + µ, ζ = Nξ − µ for sufficiently large N .
W construct such µ in the following.
Lemma 3.6 Let ξ ∈ S(0) and d = ξ(−∞). If (A) and (B) are satisfied, then there
exists µ ∈ ZP such that µ(z) = 1 for any z ∈ P \ suppξ and µ+(C) = µ+(C ′) for
any C, C ′ ∈ C
[d]
ξ .
Proof First note that by assumption (A), it holds that rank([maxCℓ+1,minC
′
ℓ]) =
dist(maxCℓ+1,minC
′
ℓ) for 1 ≤ i ≤ u − 1 and rank([maxC1,minC
′
u]) =
dist(maxC1,minC
′
u) for chains satisfying (**) of (B).
If C
[d]
ξ = ∅, the result trivially holds. Assume that C
[d]
ξ 6= ∅. For µ ∈ Z
P , we set
M(µ) := max{µ+(C) | C ∈ C
[d]
ξ } and m(µ) := min{µ
+(C) | C ∈ C
[d]
ξ }. We show
that for a given µ ∈ ZP with µ(z) = 1 for any z ∈ P \ suppξ and M(µ) > m(µ),
there exists µ′ ∈ ZP such that µ′(z) = 1 for any z ∈ P \ suppξ, M(µ′) ≤ M(µ),
m(µ′) ≥ m(µ) and #(C
[d]
ξ ∩C
[M(µ)]
µ′ ) < #(C
[d]
ξ ∩C
[M(µ)]
µ ). Then the result follows by
the double induction on M(µ)−m(µ) and #(C
[d]
ξ ∩ C
[M(µ)]
µ ) starting from
µ0(z) =
{
1 z ∈ P \ suppξ,
0 z ∈ suppξ.
Set M := M(µ) and m := m(µ).
We begin by outlining our argument. Take C ∈ C
[d]
ξ ∩ C
[M ]
µ and take an ap-
propriate element a1 ∈ C ∩ suppξ. Decrease the value of µ at a1 by 1. If there is
C ′ ∈ C
[d]
ξ ∩ C
[m]
µ with a1 ∈ C
′, then take b1 ∈ C
′ ∩ suppξ with b1 6= a1 and increase
the value of µ at b1 by 1 for each such C
′. If there is C ′′ ∈ C
[d]
ξ ∩ (C
[M ]
µ ∪ C
[M−1]
µ )
with b1 ∈ C
′′, then take a2 ∈ C
′′ ∩ suppξ with a2 6= b1 and decrease the value of µ
at a2 by 1 for each such C
′′ and so on. The main point in the proof is that we can
take such a1, b1, a2, . . . appropriately so that no infinite loop occures. Claim 3.6.4
below assures no such infinite loop and the essence of the proof of Claim 3.6.4 is
Claim 3.6.2.
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Now we return to our proof.
Take C0 ∈ C
[d]
ξ ∩ C
[M ]
µ and set C0 ∩ suppξ = {c1, c2, . . . , ct}, c1 < c2 < · · · < ct.
Since C0 ∩ suppξ is a chain in P with ξ
+(C0 ∩ suppξ) = d, we see that (−∞, c1),
(ct,∞) and (ci, ci+1) for 1 ≤ i ≤ t−1 are pure by (A). Further, (−∞, c1)∩ suppξ =
(ct,∞) ∩ suppξ = (ci, ci+1) ∩ suppξ = ∅ for 1 ≤ i ≤ t− 1, since d = max{ξ
+(C) | C
is a chain in P} and ξ(z) ≥ 0 for any z ∈ P .
If there is no C ∈ C
[d]
ξ ∩ C
[m]
µ with C ∋ c1, then it is enough to set
µ′(z) =
{
µ(z) z 6= c1,
µ(z)− 1 z = c1,
since (µ′)+(C0) = µ
+(C0)− 1, µ
+(C)− 1 ≤ (µ′)+(C) ≤ µ+(C) for any chain C in P
and (µ′)+(C) = µ+(C) for any C ∈ C
[d]
ξ ∩ C
[m]
µ .
Assume that there exists C ∈ C
[d]
ξ ∩ C
[m]
µ with C ∋ c1. Then µ
+((−∞, c1)∩C) =
µ+((−∞, c1) ∩ C0) for such C, since (−∞, c1) is pure, (−∞, c1) ∩ suppξ = ∅ and
µ(z) = 1 for any z ∈ P \ suppξ. In particular, {ℓ | there exists C ∈ C
[d]
ξ ∩ C
[m]
µ such
that C ∋ cℓ, µ
+((−∞, cℓ) ∩ C) = µ
+((−∞, cℓ) ∩ C0)} is not an empty set.
Let s be the maximum number of this set.
Before going further, let us look at an example. Consider P and ξ of Example
3.4. If
µ(z) :=
{
1 z ∈ {e1, e2},
0 otherwise,
then M = 1, m = 0 and
C
[3]
ξ ∩ C
[1]
µ = {C3, C4}.
In both cases where C0 = C3 or C0 = C4, cs = a2. Note that if we begin with the
following procedure from d1, we will go into an infinite loop.
Now we return to our proof. In the setting above, we make the following claim.
Claim 3.6.1 s < t.
In fact, assume the contrary. Then there exists C ∈ C
[d]
ξ ∩ C
[m]
µ with C ∋ ct and
µ+((−∞, ct) ∩ C) = µ
+((−∞, ct) ∩ C0). Since (ct,∞) is pure, (ct,∞) ∩ suppξ = ∅
and µ(z) = 1 for any z ∈ P \ suppξ, we see that µ+((ct,∞)∩C) = µ
+((ct,∞)∩C0).
Therefore,
m = µ+(C) = µ+(C0) =M.
This contradicts our assumption.
Next we show the following fact which is essential to ensure there are no infinite
loops.
Claim 3.6.2 There is no C ∈ C
[d]
ξ ∩ C
[m]
µ with C ∋ cs, cs+1.
In fact, assume the contrary and take such C. Also take C ′ ∈ C
[d]
ξ ∩ C
[m]
µ with
C ′ ∋ cs and µ
+((−∞, cs)∩C
′) = µ+((−∞, cs)∩C0). By applying Lemma 2.10 first
to ξ and the set of all maximal chains in P we see that ((−∞, cs]∩C)∪((cs,∞)∩C
′),
((−∞, cs]∩C
′)∪((cs,∞)∩C) ∈ C
[d]
ξ and next to µ and C
[d]
ξ , we see that µ
+((−∞, cs)∩
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C) = µ+((−∞, cs)∩C
′). Since (cs, cs+1) is pure, (cs, cs+1)∩ suppξ = ∅ and µ(z) = 1
for any z ∈ P \suppξ, we see that µ+((cs, cs+1)∩C) = µ
+((cs, cs+1)∩C0). Therefore,
µ+((−∞, cs+1) ∩ C) = µ
+((−∞, cs+1) ∩ C0). This contradicts to the maximality of
s.
Set
A1 := {cs}
and set
B1 := {b ∈ suppξ | there exists C ∈ C
[d]
ξ ∩ C
[m]
µ such that
cs, b ∈ C and cs <· b in suppξ}.
For i > 1 we define Ai and Bi inductively. If A1, . . . , Ai−1, B1, . . . , Bi−1 are defined,
we set
Ai := {a ∈ suppξ \
i−1⋃
j=1
Aj | there exists b ∈ Bi−1, C ∈ C
[d]
ξ ∩ (C
[M ]
µ ∪ C
[M−1]
µ )
such that a, b ∈ C and a <· b in suppξ},
Bi := {b ∈ suppξ \
i−1⋃
j=1
Bj | there exists a ∈ Ai and C ∈ C
[d]
ξ ∩ C
[m]
µ such that
a, b ∈ C and a <· b in suppξ}.
Also set A :=
⋃∞
i=1Ai and B :=
⋃∞
i=1Bi.
Before going further, let us look at an example. Consider P and ξ of Example
3.5. Since ξ(−∞) = 2, d = 2. Set
µ(z) :=
{
1 z ∈ {d1, d2, d3, e1, e2, e3},
0 z ∈ {a1, a2, a3, b1, b2, b3}.
Then in the notation of Example 3.5, Ci ∈ C
[2]
ξ for 1 ≤ i ≤ 6. Thus, M = 2 and
m = 0. Further, C
[2]
ξ ∩ C
[2]
µ = {C1, C6}. If we select C0 as C1, then A1 = {a1},
B1 = {b2}, A2 = {a3} and B2 = ∅. Thus, A = {a1, a3} and B = {b2}. If we select
C0 as C6, then this is a simple case noted at the beginning of the proof.
Now we continue our proof. In this setting, we have the following.
Claim 3.6.3 For any a ∈ A (resp. b ∈ B) and C ∈ C
[d]
ξ with a ∈ C (resp. b ∈ C),
it holds that ξ+((−∞, a] ∩ C) = ξ+((−∞, cs] ∩ C0) (resp. ξ
+([b,∞) ∩ C) = d −
ξ+((−∞, cs] ∩ C0)). In particular, A and B are antichains.
In fact, let a ∈ A1. Then a = cs. By applying Lemma 2.10 to ξ and the set of all
maximal chains in P , we see that
ξ+((−∞, a] ∩ C) = ξ+((−∞, cs] ∩ C0).
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Next, let b ∈ B1 and C ∈ C
[d]
ξ with b ∈ C. By the definition of B1, we see that
cs <· b in suppξ and there is C
(1) ∈ C
[d]
ξ with cs, b ∈ C
(1). By applying Lemma 2.10
to ξ and the set of all maximal chains in P , we see that
ξ+((−∞, cs] ∩ C0) = ξ
+((−∞, cs] ∩ C
(1)).
Since cs <· b in suppξ, we see that
ξ+((−∞, cs] ∩ C
(1)) + ξ+([b,∞) ∩ C(1)) = d
and therefore
ξ+([b,∞) ∩ C(1)) = d− ξ+((−∞, cs] ∩ C0).
By applying Lemma 2.10 to ξ and the set of all maximal chains in P , we see that
ξ+([b,∞) ∩ C) = ξ+([b,∞) ∩ C(1)) = d− ξ+((−∞, cs] ∩ C0).
Next, let a ∈ A2 and C ∈ C
[d]
ξ with a ∈ C. Then by the definition of A2, we see
that there are b ∈ B1 and C
(2) ∈ C
[d]
ξ such that a <· b in suppξ and a, b ∈ C
(2). By
applying Lemma 2.10 to ξ and the set of all maximal chains in P , we see that
ξ+((−∞, a] ∩ C) = ξ+((−∞, a] ∩ C(2)).
Since a <· b in suppξ, we see that
ξ+((−∞, a] ∩ C(2)) + ξ+([b,∞) ∩ C(2)) = d.
Moreover, by the fact shown above, we see that
ξ+([b,∞) ∩ C(2)) = d− ξ+((−∞, cs] ∩ C0).
Thus, we see that
ξ+((−∞, a] ∩ C) = ξ+((−∞, cs] ∩ C0).
By repeating this argument and using induction, we see the first part of the
assertion. Next let a, a′ ∈ A. Take C, C ′ ∈ C
[d]
ξ with a ∈ C and a
′ ∈ C ′. By the
first part of the assertion, we see that
ξ+((−∞, a] ∩ C) = ξ+((−∞, a′] ∩ C ′).
If a < a′, take a maximal chain C ′′ containing ((−∞, a] ∩C) ∪ ([a′,∞) ∩C ′). Then
ξ+(C ′′) ≥ ξ+((−∞, a] ∩ C) + ξ+([a′,∞) ∩ C ′)
= ξ+((−∞, a] ∩ C) + ξ(a′) + ξ+((a′,∞) ∩ C ′)
= ξ+((−∞, a] ∩ C) + ξ(a′) + ξ+(C ′)− ξ+((−∞, a′] ∩ C ′)
= ξ(a′) + ξ+(C ′)
= d+ ξ(a′).
This contradicts the facts that ξ ∈ S(0), ξ(−∞) = d, a′ ∈ A ⊂ suppξ and C ′′ is a
maximal chain in P . Thus, we see that A is an antichain. We also see that B is an
antichain by the same way.
Now we
16
Claim 3.6.4 C0 ∩B = ∅.
In fact, assume the contrary and let Bu ∩ C0 6= ∅. Take bu ∈ Bu ∩ C0. Note that
u > 1. In fact, if u = 1, then bu ∈ B1 and therefore bu ·> cs in suppξ. Since bu ∈ C0,
we see that bu = cs+1. On the other hand, since bu ∈ B1, there is C ∈ C
[d]
ξ ∩ C
[m]
µ
with cs, bu ∈ C. This would contradict Claim 3.6.2. Thus, u > 1.
Take au ∈ Au and Cu ∈ C
[d]
ξ ∩ C
[m]
µ such that au, bu ∈ Cu and au <· bu in suppξ.
Take bu−1 ∈ Bu−1 and C
′
u−1 ∈ C
[d]
ξ ∩ (C
[M ]
µ ∪ C
[M−1]
µ ) such that au, bu−1 ∈ C
′
u−1 and
au <· bu−1 in suppξ. Take au−1 ∈ Au−1 and Cu−1 ∈ C
[d]
ξ ∩ C
[m]
µ such that au−1, bu−1 ∈
Cu−1 and au−1 <· bu−1 in suppξ. Take bu−2 ∈ Bu−2 and C
′
u−2 ∈ C
[d]
ξ ∩ (C
[M ]
µ ∪ C
[M−1]
µ )
such that au−1, bu−2 ∈ C
′
u−2 and au−1 <· bu−2 in suppξ. And so on.
By Claim 3.6.3, we see that
ξ+((−∞, ai] ∩ Ci) + ξ
+([bj ,∞) ∩ Cj) = d
for any i and j. Since ai 6= aj and bi 6= bj if i 6= j, and A and B are antichains,
we see that chains (−∞, a1] ∩ C1, (−∞, a2] ∩ C2, . . . , (−∞, au] ∩ Cu, [b1,∞) ∩ C1,
[b2,∞) ∩ C2, . . . , [bu,∞) ∩ Cu satisfy (**) of (B). Moreover, since
ξ+((−∞, cs] ∩ C0) + ξ
+([bu,∞) ∩ C0) = d
by Claim 3.6.3, we see that bu = cs+1.
Set C ′′i := ((−∞, ai+1]∩Ci+1)∪ ((ai+1, bi)∩C
′
i)∪ ([bi,∞)∩Ci) for 1 ≤ i ≤ u− 1
and C ′′u := ((−∞, a1] ∩ C1) ∪ ((a1, bu) ∩ C0) ∪ ([bu,∞) ∩ Cu). Then C
′′
i ∈ C
[d]
ξ for
1 ≤ i ≤ u. Therefore, µ+(C ′′i ) ≥ m for 1 ≤ i ≤ u − 1 and µ
+(C ′′u) > m by Claim
3.6.2. Thus, since (a1, bu) and (ai+1, bi) for 1 ≤ i ≤ u − 1 are pure by (A) applied
to C0 and C
′
i for 1 ≤ i ≤ u− 1 and µ(z) = 1 for any z ∈ (a1, bu)∪
⋃u−1
i=1 (ai+1, bi), we
see that
u∑
i=1
(µ+((−∞, ai] ∩ Ci) + µ
+([bi,∞) ∩ Ci))
+
u−1∑
i=1
rank([ai+1, bi)) + rank([a1, bu))
=
u∑
i=1
µ+(C ′′i )
> mu.
On the other hand, we see that
u∑
i=1
(µ+((−∞, ai] ∩ Ci) + µ
+([bi,∞) ∩ Ci) + rank([ai, bi)))
=
u∑
i=1
µ+(Ci)
= mu.
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by the same way. Therefore, we see that
u−1∑
i=1
rank([ai+1, bi)) + rank([a1, bu)) >
u∑
i=1
rank([ai, bi)).
This contradicts (B).
Thus, we see that B ∩ C0 = ∅.
Set
µ′(z) :=


µ(z) z ∈ P \ (A ∪B),
µ(z)− 1 z ∈ A,
µ(z) + 1 z ∈ B.
We claim that m(µ′) ≥ m, M(µ′) ≤ M and #(C
[d]
ξ ∩ C
[M ]
µ′ ) < #(C
[d]
ξ ∩ C
[M ]
µ ). First
note that there is no element in C
[d]
ξ which contains 2 or more elements of A (resp.
B), since A (resp. B) is an antichain.
Let C ∈ C
[d]
ξ . If C ∩ (A∪B) = ∅ or C ∩A 6= ∅ and C ∩B 6= ∅, then (µ
′)+(C) =
µ+(C), by the fact noted above. If C ∩ A 6= ∅ and C ∩ B = ∅, then (µ′)+(C) =
µ+(C)− 1. If C ∩A = ∅ and C ∩B 6= ∅, then (µ′)+(C) = µ+(C) + 1.
Suppose that C ∈ C
[d]
ξ ∩ C
[m]
µ . If C ∩ A 6= ∅, then by the definition of B, we
see that C ∩ B 6= ∅. Therefore, (µ′)+(C) = m. Further, if C ∩ A = ∅, we see
by the above argument, that (µ′)+(C) ≥ m. Thus, we see that m(µ′) ≥ m. We
see that for any C ∈ C
[d]
ξ ∩ (C
[M ]
µ ∪ C
[M−1]
µ ), (µ′)+(C) ≤ µ+(C) by the same way.
In particular, M(µ′) ≤ M . Moreover, since C0 ∩ A 6= ∅ and C0 ∩ B = ∅, we see
that C0 6∈ C
[M ]
µ′ . Since (µ
′)+(C) ≤ M − 1 for any C ∈ C
[d]
ξ ∩ C
[M−1]
µ , we see that
#(C
[d]
ξ ∩ C
[M ]
µ′ ) < #(C
[d]
ξ ∩ C
[M ]
µ ).
Let us observe the construction of Lemma 3.6 by P and ξ of Examples 3.4 and
3.5. First consider P and ξ of Example 3.4. C0 in the proof of Lemma 3.6 is C1 or
C2 and cs = a2. Further, A1 = {a2}, B1 = {b1} and A2 = ∅. Thus,
µ0 =
✉
✉
✉
✉
✉
✉
✉
✉
✉
❅
❅
❅
❅
✟✟
✟✟
❍❍❍❍
0 0
1 1
0 0 0
0 0
and
µ1 =
✉
✉
✉
✉
✉
✉
✉
✉
✉
❅
❅
❅
❅
✟✟
✟✟
❍❍❍❍
1 0
1 1
0 −1 0
0 0
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Note that, since the maximal chain {a1, e1, b1} does not belong to C
[3]
ξ , we do not
have to care about it.
Next consider P and ξ of Example 3.5. First set
µ0 =
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
 
 
 
 
 
  ❅
❅
❅
❅
❅
❅❅ 
 
 
 
 
  ❅
❅
❅
❅
❅
❅❅
0 0 0
0 0 0
1 1 1
1 1 1
If we take C0 in the proof of Lemma 3.6 C1, then A1 = {a1}, B1 = {b2}, A2 = {a3}
and B2 = ∅. Thus,
µ1 =
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
 
 
 
 
 
  ❅
❅
❅
❅
❅
❅❅ 
 
 
 
 
  ❅
❅
❅
❅
❅
❅❅
−1 0 −1
0 1 0
1 1 1
1 1 1
Now if we select C0 to be C1 again, then A1 = {a1}, B1 = {b2}, A2 = {a3} and
B2 = ∅. Thus,
µ2 =
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
 
 
 
 
 
  ❅
❅
❅
❅
❅
❅❅ 
 
 
 
 
  ❅
❅
❅
❅
❅
❅❅
−2 0 −2
0 2 0
1 1 1
1 1 1
Finally, select C0 to be C3. Then A1 = {a2}, B1 = {b3}, A2 = {a3} and B2 = ∅.
Therefore,
µ3 =
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
 
 
 
 
 
  ❅
❅
❅
❅
❅
❅❅ 
 
 
 
 
  ❅
❅
❅
❅
❅
❅❅
−2 −1 −3
0 2 1
1 1 1
1 1 1
and this function satisfies the desired properties.
Now we show the following.
Theorem 3.7 Let ξ ∈ S(0) and d = ξ(−∞). Then
T ξ ∈
√
tr(ωK[C (P )])
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if and only if
(1) for any chain C in P with starP (C) is not pure, ξ
+(C) < d and
(2) for any chains C1, . . . , Cu, C
′
1, . . . , C
′
u in P with
(*) maxC1 < minC
′
1 > maxC2 < minC
′
2 > · · · > maxCu <
minC ′u > maxC1, maxCi 6≤ maxCj (resp. minC
′
i 6≤ minC
′
j) for
any i and j with i 6= j, Ci (resp. C
′
i) is a maximal chain in
(−∞,maxCi] (resp. [minC
′
i,∞)), and
∑u
i=1 rank([maxCi,minC
′
i]) >∑u−1
i=1 dist(maxCi+1,minC
′
i) + dist(maxC1,minC
′
u),
it holds that
∑u
i=1(ξ
+(Ci) + ξ
+(C ′i)) < ud.
Proof The “only if” part follows from Lemmas 3.1 and 3.3. Now we prove the “if”
part.
First, note that (B) of Lemma 3.6 is satisfied. In fact, if there are chains
(C1, . . . , Cu, C
′
1, . . . , C
′
u) which do not satisfy (B) of Lemma 3.6, then
∑u
i=1(ξ
+(Ci)+
ξ+(C ′i)) = ud and
u∑
i=1
rank([maxCi,minC
′
i]) >
u−1∑
i=1
dist(maxCi+1,minC
′
i) + dist(maxC1,minC
′
u)
or
u∑
i=1
rank([maxCi,minC
′
i]) <
u−1∑
i=1
dist(maxCi+1,minC
′
i) + dist(maxC1,minC
′
u).
The former case contradicts (2) and in the latter case, set of chains
(Cu, . . . , C1, C
′
u−1, . . . , C
′
1, C
′
u) violates the condition (2).
By Lemma 3.6, we see that there exists µ ∈ ZP such that µ(z) = 1 for any
z ∈ P \suppξ and µ+(C) = µ+(C ′) for any C, C ′ ∈ C
[d]
ξ . Setm := µ
+(C) for C ∈ C
[d]
ξ
if C
[d]
ξ 6= ∅ and m := 0 if C
[d]
ξ = ∅. Take a huge integer N (N >
∑
z∈P |µ(z)| + |m|)
and set
η(z) =
{
Nξ(z) + µ(z), z ∈ P,
Nd+ 1 +m, z = −∞,
ζ(z) =
{
Nξ(z)− µ(z), z ∈ P,
Nd− 1−m, z = −∞.
Then η(z) ≥ 1 and ζ(z) ≥ −1 for any z ∈ P , since µ(z) = 1 for any z ∈ P \ suppξ,
ξ(z) > 0 for any z ∈ suppξ and N is a huge integer.
Let C be an arbitrary maximal chain in P . If C 6∈ C
[d]
ξ , then ξ
+(C) < d. Thus,
η+(C) = Nξ+(C)+µ+(C) < Nd+m = η(−∞)−1 and ζ+(C) = Nξ+(C)−µ+(C) <
Nd −m = ζ(−∞) + 1 since N is a huge integer (µ+(C) may not be equal to m in
this case). If C ∈ C
[d]
ξ , then η
+(C) = Nξ+(C) + µ+(C) = Nd +m = η(−∞) − 1
and ζ+(C) = Nξ+(C)−µ+(C) = Nd−m = ζ(−∞)+ 1. Thus, we see that η ∈ S(1)
and ζ ∈ S(−1). Since η + ζ = 2Nξ, we see that (T ξ)2N ∈ tr(ωK[C (P )]) by Fact 2.13.
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4 The case of order polytopes
In this section, we consider the trace of the canonical module of the Ehrhart ring
K[O(P )] of the order polytope O(P ) of a poset P . By considering the set of edges
of the Hasse diagram of a poset, we define a new poset from a given one.
Definition 4.1 Let Q be a finite poset which is not an antichain. We define the
covering relation poset, denoted by CR(Q), of Q as follows. The base set of CR(Q) is
{(x, y) | x <· y in Q} and for (x1, y1), (x2, y2) ∈ CR(Q), we define (x1, y1) < (x2, y2)
in CR(Q) ⇐⇒ y1 ≤ x2 in Q.
First we note the following fact.
Lemma 4.2 There is a one to one correspondence between the sets
F := {ν ∈ ZP
±
| ν(∞) = 0}
and
G :=
{
ξ ∈ ZCR(P
±)
∣∣∣∣ ξ+(C) = ξ+(C ′) for any maximal chainsC and C ′ in CR(P±)
}
by Φ: F → G and Ψ: G → F defined by Φ(ν)(x, y) = ν(x) − ν(y) for ν ∈ F and
(x, y) ∈ CR(P±) and Ψ(ξ)(x) =
∑t
i=1 ξ(xi−1, xi) for ξ ∈ G and x ∈ P
−, where
x = x0 <· x1 <· · · · <· xt−1 <· xt =∞.
Note that
∑t
i=1 ξ(xi−1, xi) is independent of the saturated chain x0, x1, . . . , xt from
x to ∞ since ξ+(C) = ξ+(C ′) for any maximal chains C and C ′ in CR(P±). Note
also that Ψ(ξ1 + ξ2) = Ψ(ξ1) + Ψ(ξ2). Moreover, ν(x)− ν(y) ≥ n for any x, y ∈ P
±
with x <· y if and only if Φ(ν)(α) ≥ n for any α ∈ CR(P±).
Next we note the following fact.
Lemma 4.3 Let Q be a poset, (x1, y1), (x2, y2) ∈ CR(Q) and (x1, y1) <
(x2, y2) in CR(Q). Then rank([(x1, y1), (x2, y2)]CR(Q)) = rank([y1, x2]Q) + 1 and
distCR(Q)((x1, y1), (x2, y2)) = distQ(y1, x2) + 1. In particular, [(x1, y1), (x2, y2)]CR(Q)
is pure if and only if [y1, x2]Q is pure.
In order to prove the main theorem of this section, we note the following fact.
Lemma 4.4 Let ν ∈ T (0). Assume that for any a1, . . . , at, b1, . . . , bt ∈ P
±
with a1 < b1 > a2 < b2 > · · · > at < bt > a1, ai 6≤ aj (resp. bi 6≤ bj) for
any i and j with i 6= j and
∑t
i=1 rank([ai, bi]) >
∑t−1
i=1 dist(ai+1, bi) + dist(a1, bt),
it holds that
∑t
i=1 ν(ai) >
∑t
i=1 ν(bi). Then for any c1, . . . , cu, d1, . . . , du ∈
P± with c1 ≤ d1 ≥ c2 ≤ d2 ≥ · · · ≥ cu ≤ du ≥ c1 and
∑u
i=1 rank([ci, di]) >∑u−1
i=1 dist(ci+1, di) + dist(c1, du), it holds that
∑u
i=1 ν(ci) >
∑u
i=1 ν(di).
Proof We prove by induction on u. If u = 1, then since c1 ≤ d1 and rank([c1, d1]) >
dist(c1, d1), we see that c1 < d1. Thus, the result follows from the assumption.
Assume that u > 1. If c1 < d1 > c2 < d2 > · · · > cu < du > c1, ci 6≤ cj (resp.
di 6≤ dj) for any i and j with i 6= j then the result follows from the assumption.
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Suppose first that c1 < d1 > c2 < d2 > · · · > cu < du > c1 and cj1 ≤ cj2 with
1 ≤ j1 < j2 ≤ u. Then
c1 < d1 > · · · > cj1 < dj2 > · · · > cu < du > c1
and
cj1 < dj1 > · · · > cj2−1 < dj2−1 > cj1
and
0 <
u∑
i=1
rank([ci, di])−
u−1∑
i=1
dist(ci+1, di)− dist(c1, du)
≤
j1−1∑
i=1
rank([ci, di]) + rank([cj2, dj2]) +
u∑
i=j2+1
rank([ci, di])
−
j1−1∑
i=1
dist(ci+1, di)−
u−1∑
i=j2
dist(ci+1, di)− dist(c1, du)
+
j2−1∑
i=j1
rank([ci, di])−
j2−2∑
i=j1
dist(ci+1, di)− dist(cj2, dj2−1)
+rank([cj1, cj2])− dist(cj1 , cj2)
≤
j1−1∑
i=1
rank([ci, di]) + rank([cj1, dj2]) +
u∑
i=j2+1
rank([ci, di])
−
j1−1∑
i=1
dist(ci+1, di)−
u−1∑
i=j2
dist(ci+1, di)− dist(c1, du)
+
j2−1∑
i=j1
rank([ci, di])−
j2−2∑
i=j1
dist(ci+1, di)− dist(cj1, dj2−1).
Thus,
0 <
j1−1∑
i=1
rank([ci, di]) + rank([cj1, dj2]) +
u∑
i=j2+1
rank([ci, di])
−
j1−1∑
i=1
dist(ci+1, di)−
u−1∑
i=j2
dist(ci+1, di)− dist(c1, du)
or
0 <
j2−1∑
i=j1
rank([ci, di])−
j2−2∑
i=j1
dist(ci+1, di)− dist(cj1, dj2−1).
Since u− (j2 − j1) < u and j2 − j1 < u, we see by induction hypothesis that
j1−1∑
i=1
(ν(ci)− ν(di)) +
u∑
i=j2+1
(ν(ci)− ν(di)) > 0
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or
j2−1∑
i=j1
(ν(ci)− ν(di)) > 0.
Since ν(ci) ≥ ν(di) for any i, we see that
u∑
i=1
(ν(ci)− ν(di)) > 0.
The other cases are proved similarly.
Next suppose that ci = di with 1 ≤ i ≤ u− 1. set
c′j :=
{
cj , j ≤ i− 1,
cj+1, j ≥ i,
d′j :=
{
dj , j ≤ i− 1,
dj+1, j ≥ i,
for 1 ≤ j ≤ u− 1. Then c′1 ≤ d
′
1 ≥ c
′
2 ≤ d
′
2 ≥ · · · ≥ c
′
u−1 ≤ d
′
u−1 ≥ c
′
1. Further,
u−1∑
j=1
rank([c′j, d
′
j]) =
i−1∑
j=1
rank([cj , dj]) +
u∑
j=i+1
rank([cj , dj])
=
u∑
j=1
rank([cj , dj])
since rank([ci, di]) = 0. On the other hand,
u−2∑
j=1
dist(c′j+1, d
′
j) + dist(c
′
1, d
′
u−1)
=
i−2∑
j=1
dist(cj+1, dj) + dist(ci+1, di−1) +
u−1∑
j=i+1
dist(cj+1, dj) + dist(c1, du)
≤
i−2∑
j=1
dist(cj+1, dj) + dist(ci+1, di) + dist(ci, di−1) +
u−1∑
j=i+1
dist(cj+1, dj) + dist(c1, du)
=
u−1∑
j=1
dist(cj+1, dj) + dist(c1, du)
since ci = di. Therefore,
u−1∑
j=1
rank([c′j, d
′
j]) >
u−1∑
j=1
dist(c′j+1, d
′
j) + dist(c
′
1, d
′
u−1).
Thus, we see by induction hypothesis, that
u∑
j=1
ν(cj)−
u∑
j=1
ν(dj) =
u−1∑
j=1
ν(c′j)−
u−1∑
j=1
ν(d′j) > 0.
The cases where i = u, cℓ+1 = dℓ for some ℓ with 1 ≤ ℓ ≤ u − 1 or c1 = du are
proved similarly.
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Now we state the following.
Theorem 4.5 Let ν ∈ T (0). Then
T ν ∈
√
tr(ωK[O(P )])
if and only if for any a1, . . . , au, b1, . . . , bu ∈ P
± with
(⋆) a1 < b1 > a2 < b2 > · · · > au < bu > a1, ai 6≤ aj (resp. bi 6≤ bj) for any i and
j with i 6= j and
∑u
i=1 rank([ai, bi]) >
∑u−1
i=1 dist(ai+1, bi) + dist(a1, bu),
it holds that
∑u
i=1 ν(ai) >
∑u
i=1 ν(bi).
Proof We first prove the “only if” part. Since T ν ∈
√
tr(ωK[O(P )]), there exist a
positive integer N , η ∈ T (1) and ζ ∈ T (−1) with η + ζ = Nν. Since η ∈ T (1),
we see that η(ai) − η(bi) ≥ rank([ai, bi]) for 1 ≤ i ≤ u. On the other hand, since
ζ ∈ T (−1), we see that ζ(ai+1) − ζ(bi) ≥ −dist(ai+1, bi) for 1 ≤ i ≤ u − 1 and
ζ(a1)− ζ(bu) ≥ −dist(a1, bu). Therefore,
N
(
u∑
i=1
(ν(ai)− ν(bi))
)
=
u∑
i=1
(η(ai) + ζ(ai)− η(bi)− ζ(bi))
≥
u∑
i=1
rank([ai, bi])−
u−1∑
i=1
dist(ai+1, bi)− dist(a1, bu)
> 0.
Since N > 0, we see that
∑u
i=1 ν(ai) >
∑u
i=1 ν(bi).
Next we prove the “if” part. We use symbols F , G, Φ and Ψ of Lemma 4.2.
Let ξ := Φ(ν) and set d := ν(−∞). Since ν ∈ T (0), we see that ξ(α) ≥ 0 for any
α ∈ CR(P±). Thus, by setting ξ(−∞CR(P±)) = d, we see that ξ ∈ S
(0)(CR(P±)).
Let C be a chain in CR(P±) with ξ+(C) = d. We show that starCR(P±)(C) is
pure. Assume the contrary and set C = {(x1, y1), . . . , (xt, yt)}, x1, . . . , xt, y1, . . . ,
yt ∈ P
±, yi ≤ xi+1 in P
± for 1 ≤ i ≤ t − 1. Then ν(x1) = d, ν(yt) = 0 and
ν(yj) = ν(xj+1) for 1 ≤ j ≤ t− 1, since
d = ν(−∞)
= ν(−∞)− ν(x1) +
t∑
j=1
(ν(xj)− ν(yj)) +
t−1∑
j=1
(ν(yj)− ν(xj+1)) + ν(yt)
= (ν(−∞)− ν(x1)) + ξ
+(C) +
t−1∑
j=1
(ν(yj)− ν(xj+1)) + ν(yt)
and ν(yj) ≥ ν(xj+1) for 1 ≤ j ≤ t, ν(−∞) ≥ ν(x1), ν(yt) ≥ 0 and ξ
+(C) = d.
Since linkCR(P±)(C) is not pure, {α ∈ CR(P
±) | α > (xt, yt)} or {α ∈
CR(P±) | α < (x1, y1)} is not pure or there is i with 1 ≤ i ≤ t − 1 such
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that [(xi, yi), (xi+1, yi+1)]CR(P±) is not pure. If [(xi, yi), (xi+1, yi+1)]CR(P±) is not
pure, we see by Lemma 4.3 that [yi, xi+1]P± is not pure. Therefore, we see that
rank([yi, xi+1]) > dist(yi, xi+1) and by assumption that ν(yi) > ν(xi+1). This con-
tradicts to the fact shown above. We can deduce a contradiction in other cases by
the same way.
Next, let C1, . . . , Cu, C
′
1, . . . , C
′
u be chains in CR(P
±) which satisfy (**)
of page 11. Set maxCi =: (xi, yi) and minC
′
i =: (wi, zi) for 1 ≤ i ≤ u. Since
y1 ≤ w1 ≥ y2 ≤ w2 ≥ · · · ≥ yu ≤ wu ≥ y1 and ξ
+(Ci) + ξ
+(C ′j) = d for any i and j,
we see that
∑u
i=1 ν(yi) =
∑u
i=1 ν(wi) by the same reason above. Thus, we see that
u∑
i=1
rank([yi, wi]P±) =
u−1∑
i=1
distP±(yi+1, wi) + distP±(y1, wu)
by Lemma 4.4 and therefore, by Lemma 4.3 that
u∑
i=1
rank([maxCi,minC
′
i]CR(P±))
=
u−1∑
i=1
distCR(P±)(maxCi+1,minC
′
i) + distCR(P±)(maxC1,minC
′
u).
Therefore, we see by Lemma 3.6 that there exists µ ∈ ZCR(P
±) such that µ(α) = 1 if
ξ(α) = 0 and µ+(C) = µ+(C ′) for any maximal chains C and C ′ in CR(P±). (Note
that for any maximal chain C in CR(P±), ξ+(C) = ν(−∞) = d.)
Set m := µ+(C), where C is a maximal chain in CR(P±). Let N be a huge
integer and set
η(α) = Nξ(α) + µ(α),
ζ(α) = Nξ(α)− µ(α)
for α ∈ CR(P±). Then η(α) ≥ 1, ζ(α) ≥ −1 for any α ∈ CR(P±). Further, for any
maximal chain C in CR(P±),
η+(C) = Nξ+(C) + µ+(C) = Nd+m,
and
ζ+(C) = Nξ+(C)− µ+(C) = Nd−m.
Thus, η and ζ are elements of G of Lemma 4.2. Let ν ′ := Ψ(η) and ν ′′ := Ψ(ζ).
Then, since η(α) ≥ 1 (resp. ζ(α) ≥ −1) for any α ∈ CR(P±), we see that ν ′ ∈ T (1)
(resp. ν ′′ ∈ T (−1)). Further, since η + ζ = 2Nξ, we see that ν ′ + ν ′′ = 2Nν. This
means that
(T ν)2N ∈ tr(ωK[O(P )]).
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5 Dimesions of non-Gorenstein loci
In this section, we study the dimensions of non-Gorenstein loci of the Ehrhart rings
of order and chain polytopes. We first consider the order polytopes.
For a1, . . . , au, b1, . . . , bu ∈ P
± satisfying (⋆) of Theorem 4.5, set
T
(0)
(a1,...,au,b1,...,bu)
:= {ν ∈ T (0) |
u∑
i=1
ν(ai) >
u∑
i=1
ν(bi)}
and
p
′
(a1,...,au,b1,...,bu) :=
⊕
ν∈T
(0)
(a1,...,au,b1,...,bu)
KT ν .
Then p′(a1,...,au,b1,...,bu) is a prime ideal of K[O(P )]. Moreover, we see by Theorem 4.5
that √
tr(ωK[O(P )]) =
⋂
(a1,...,au,b1,...,bu)
p
′
(a1,...,au,b1,...,bu)
,
where (a1, . . . , au, b1, . . . , bu) runs through sequence of elements satisfying (⋆) of
Theorem 4.5.
For a sequence (a1, . . . , au, b1, . . . , bu) of elements in P
± satisfying (⋆) of Theo-
rem 4.5, we set M(a1,...,au,b1,...,bu) := {x ∈ P
± | there are i and j with ai ≤ x ≤ bj}.
We first consider the case where −∞ 6∈ {a1, . . . , au} and ∞ 6∈ {b1, . . . , bu}. In
this case, for a sequence (a1, . . . , au, b1, . . . , bu) of elements satisfying (⋆) of The-
orem 4.5, K[O(P )]/p′(a1,...,au,b1,...,bu) is isomorphic to the Ehrhart ring of the face
G(a1,...,au,b1,...,bu) := {f ∈ O(P ) | f(ai) = f(bj) for any i and j} of O(P ). Note that
for ν ∈ T (0), ν(ai) ≥ ν(bi) for any 1 ≤ i ≤ u, ν(ai+1) ≥ ν(bi) for any 1 ≤ i ≤ u − 1
and ν(au) ≥ ν(b1). In particular, we see that if ν ∈ T
(0) \ T
(0)
(a1,...,au,b1,...,bu)
,
then ν(ai) = ν(bj) for any i and j, since
∑u
i=1 ν(ai) =
∑u
i=1 ν(bi), and therefore
ν(x) = ν(a1) for any x ∈M(a1,...,au,b1,...,bu).
Fix a sequence a1, . . . , au, b1, . . . , bu which satisfies (⋆) of Theorem 4.5. Let ∗
be a new element not contained in P and set P := (P \M(a1,...,au,b1,...,bu)) ∪ {∗}. We
define the relation < on P as follows. For α, β ∈ P , α < β if and only if at least
one of the following 4 conditions is satisfied.
(1) α, β ∈ P and α < β in P .
(2) α ∈ P , β = ∗ and there is x ∈M(a1,...,au,b1,...,bu) with α < x in P .
(3) α = ∗, β ∈ P and there is x ∈M(a1,...,au,b1,...,bu) with x < β in P .
(4) α, β ∈ P and there are x, y ∈M(a1,...,au,b1,...,bu) with α < x and y < β in P .
Note that P is not the quotient poset of P (cf. [Sta3]). However, we have the
following.
Lemma 5.1 By the relation < above, P is a poset.
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Proof First, let α ∈ P . We will show that α 6< α. If α = ∗, it is clear from the
definition of < that α 6< α. Suppose that α ∈ P . Then the only way for α < α is by
condition (4) above. Since the existence of x, y ∈ M(a1,...,au,b1,...,bu) with α < x and
y < α imply α ∈M(a1,...,au,b1,...,bu), we see that α 6< α.
Next we show that < is transitive. Let α, β, γ ∈ P and suppose that α < β and
β < γ in P .
If α < β in P , then it is clear that α < γ in P .
Next suppose that β = ∗. Then α, γ ∈ P and there are x, y ∈ M(a1,...,au,b1,...,bu)
such that α < x and y < γ in P±. Therefore, α < γ in P .
Suppose that α = ∗. Then β ∈ P and there is x ∈ M(a1,...,au,b1,...,bu) with x < β
in P±. If γ = ∗, then there is y ∈ M(a1,...,au,b1,...,bu) with β < y in P
±, and it
follows that β ∈ M(a1,...,au,b1,...,bu). This is a contradiction. If γ ∈ P and there
are z, w ∈ M(a1,...,au,b1,...,bu) with β < z and w < γ in P
±, then it follows that
β ∈ M(a1,...,au,b1,...,bu) again. Therefore, β, γ ∈ P and β < γ in P . It follows that
x < γ in P± and therefore, α < γ in P .
Finally suppose that α, β ∈ P and there are x, y ∈ M(a1,...,au,b1,...,bu) with α < x
and y < β in P±. Then there is no z ∈ M(a1,...,au,b1,...,bu) with β < z in P
± by the
same reason as above. Therefore, γ ∈ P and β < γ in P . Since α < x and y < γ in
P±, we see that α < γ in P .
Next, we state the following lemma whose proof is easy.
Lemma 5.2 Let Θ: RP → RP be a map defined by
Θ(f)(x) =
{
f(x), x ∈ P \M(a1,...,au,b1,...,bu),
f(∗), x ∈M(a1,...,au,b1,...,bu).
Then Θ is an injective linear map and Θ(O(P )) = G(a1,...,au,b1,...,bu). In particular,
dimG(a1,...,au,b1,...,bu) = #P = #P −#M(a1,...,au,b1,...,bu) + 1
and
dimK[O(P )]/p′(a1,...,au,b1,...,bu) = #P −#M + 2.
Next we consider the case where −∞ ∈ {a1, . . . , au} and ∞ 6∈ {b1, . . . , bu}.
Since ai 6≤ aj for i 6= j, it follows that u = 1. We set a := a1 and b := b1. Then
K[O(P )]/p′(a,b) is isomorphic to the Ehrhart ring of the face G(a,b) := {f ∈ O(P ) |
f(x) = 1 for any x ∈ (−∞, b]P±} of O(P ). Then G(a,b) is isomorphic to the order
complex O(P \ M(a,b)) of P \ M(a,b) (here we make a convention that the order
complex of an empty set is a point). Further, since a = −∞ ∈ M(a,b) \ P , we see
that
dimO(P \M(a,b)) = #(P \M(a,b)) = #P −#M(a,b) + 1
and
K[O(P )]/p′(a,b) = #P −#M(a,b) + 2,
i.e.,
K[O(P )]/p′(a1,...,au,b1,...,bu) = #P −#M(a1,...,au,b1,...,bu) + 2.
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Similarly, if −∞ 6∈ {a1, . . . , au} and ∞ ∈ {b1, . . . , bu}, we see that
K[O(P )]/p′(a1,...,au,b1,...,bu) = #P −#M(a1,...,au,b1,...,bu) + 2.
Finally, if −∞ ∈ {a1, . . . , au} and ∞ ∈ {b1, . . . , bu}, then p
′
(a1,...,au,b1,...,bu)
=
mK[O(P )] and M(a1,...,au,b1,...,bu) = P
±. Therefore,
K[O(P )]/p′(a1,...,au,b1,...,bu) = 0 = #P −#M(a1,...,au,b1,...,bu) + 2.
Thus, we see the following.
Theorem 5.3 {p ∈ Spec(K[O(P )]) | K[O(P )]
p
is not Gorenstein} is a closed subset
of Spec(K[O(P )]) with dimension
max
(a1,...,au,b1,...,bu)
#P −#M(a1,...,au,b1,...,bu) + 2
where (a1, . . . , au, b1, . . . , bu) runs through the sequence of elements of P
± which sat-
isfy (⋆) of Theorem 4.5.
Corollary 5.4 Suppose that K[O(P )] is not Gorenstein, i.e., P is not pure. Then
the dimension of the non-Gorenstein locus of K[O(P )] is at most dimK[O(P )]− 4.
In particular, for any p ∈ Spec(K[O(P )]) with htp ≤ 3, K[O(P )]
p
is Gorenstein.
Conversely, let m and n be integers with 0 ≤ m ≤ n − 4. Then there exists a Hibi
ring K[O(P )] of dimension n with a non-Gorenstein locus of dimension m.
Proof We first prove the first part. Since dimK[O(P )] = #P + 1 and
#M(a1,...,au,b1,...,bu) ≥ 5 for any sequence (a1, . . . , au, b1, . . . , bu) of elements of P
±
which satisfy (⋆) of Theorem 4.5, we see by Theorem 5.3 that the dimension of
non-Gorenstein locus of K[O(P )] is at most dimK[O(P )]− 4.
Conversely, let m and n be integers with 0 ≤ m ≤ n − 4. Let P1 be a totally
ordered set with #P1 = n−m−2 and let P2 be a single point with P1∩P2 = ∅. Let
C be a totally ordered set with #C = m. Set P = (P1 +P2)⊕C (cf. [Sta4, Section
3.2]), i.e., for x, y ∈ P , x < y if and only if (i) x, y ∈ P1 and x < y ∈ P1, (ii) x,
y ∈ C and x < y ∈ C or (iii) x ∈ P1 ∪ P2 and y ∈ C. Note that P is not pure since
#P1 = n−m − 2 ≥ 2. Then #P = n− 1 and therefore K[O(P )] has dimension n
its non-Gorenstein locus has dimension m, which comes from (−∞,minC).
P1
P2
C
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Next, we consider the chain polytopes.
For a chain C with starP (C) is not pure, we set
S
(0)
C := {ξ ∈ S
(0) | ξ+(C) < ξ(−∞)}
and
pC :=
⊕
ξ∈S
(0)
C
KT ξ.
For chains C1, . . . , Cu, C
′
1, . . . , C
′
u in P satisfying (*) of (2) of Theorem 3.7, we set
S
(0)
(C1,...,Cu,C′1,...,C
′
u)
:= {ξ ∈ S(0) |
u∑
i=1
(ξ+(Ci) + ξ
+(C ′i)) < uξ(−∞)}
and
p(C1,...,Cu,C′1,...,C
′
u) :=
⊕
ξ∈S
(0)
(C1,...,Cu,C
′
1,...,C
′
u)
KT ξ.
Then pC and p(C1,...,Cu,C′1,...,C′u) are prime ideals of K[C (P )]. Moreover, we see by
Theorem 3.7 that√
tr(ωK[C (P )]) =
⋂
C
pC ∩
⋂
(C1,...,Cu,C′1,...,C
′
u)
p(C1,...,Cu,C′1,...,C
′
u),
where C runs through chains in P with starP (C) is not pure and
(C1, . . . , Cu, C
′
1, . . . , C
′
u) runs through the sets of chains satisfying (*) of (2) of The-
orem 3.7. Therefore,
dimK[C (P )]/tr(ωK[C (P )])
= max{max
C
cohtpC , max
(C1,...,Cu,C′1,...,C
′
u)
cohtp(C1,...,Cu,C′1,...,C′u)}.
Note that for a nonempty chain C in P , K[C (P )]/pC is isomorphic to
the Ehrhart ring of the face FC := {f ∈ C (P ) | f
+(C) = 1} of C (P )
and for set of chains (C1, . . . , Cu, C
′
1, . . . , C
′
u) satisfying (*) of (2) of Theo-
rem 3.7, K[C (P )]/p(C1,...,Cu,C′1,...,C′u) is isomorphic to the Ehrhart ring of the face
F(C1,...,Cu,C′1,...,C
′
u) := {f ∈ C (P ) |
∑u
i=1(f
+(Ci) + f
+(C ′i)) = u} of C (P ). For such
(C1, . . . , Cu, C
′
1, . . . , C
′
u), we set L(C1,...,Cu,C′1,...,C′u) := {x ∈ P | there are i and j
such that maxCi ≤ x ≤ minC
′
j}.
Lemma 5.5 (1) For any nonempty chain C in P , it holds that
dimFC = #P −#linkP (C)− 1.
(2) For set of chains (C1, . . . , Cu, C
′
1, . . . , C
′
u) satisfying (*) of (2) of Theorem
3.7, it holds that
dim(F(C1,...,Cu,C′1,...,C′u) ∩ R
L(C1,...,Cu,C
′
1
,...,C′u)) = 1
and therefore
dimF(C1,...,Cu,C′1,...,C′u) ≤ #P −#L(C1,...,Cu,C′1,...,C′u) + 1.
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Proof (1) First note that for any f ∈ FC and x ∈ linkP (C), it holds that f(x) = 0.
Next let x be an arbitrary element of P \ starP (C). Take y ∈ C with y 6∼ x. Then
it is easily verified that
f1(z) =
{
1, z = x or y,
0, otherwise,
and
f2(z) =
{
1, z = y,
0, otherwise,
are elements of FC . Therefore, the vector subspace of R
P parallel to affFC contains
χ{x} = f1 − f2.
On the other hand, the image of FC under the projection R
P → RC , f 7→ f |C
is {g ∈ RC | g(c) ≥ 0 for any c ∈ C and g+(C) = 1}, which is a #C − 1 dimensional
polytope. Therefore,
dimFC = #P −#starP (C) + (#C − 1) = #P −#linkP (C)− 1.
(2) Set L := L(C1,...,Cu,C′1,...,C′u), F := F(C1,...,Cu,C′1,...,C′u), ai := maxCi and bi :=
minC ′i for 1 ≤ i ≤ u, A := {a1, . . . , au}, B := {b1, . . . , bu} and L
′ := L \ (A ∪ B).
First note that f+(Ci) + f
+(C ′j) = 1 for any f ∈ F , i and j. Therefore, for any
x ∈ L′ and f ∈ F , f(x) = 0. Thus,
affF ∩ RL =

f ∈ RL
∣∣∣∣∣∣
f(x) = 0 for any x ∈ P \(A∪B) and there
are α and β with α+β = 1 and f(ai) = α,
f(bi) = β for any i

 .
It follows that dim(affF ∩ RL) = 1. Since affF ∩ RL 6= ∅, the dimension of affF
is the sum of dimensions of affF ∩ RL and the image of affF by the projection
RP → RP\L. Thus, we see that
dimF ≤ #(P \ L) + 1 = #P −#L+ 1.
There is an example that the equality in the inequation in (2) of Lemma 5.5 does
not hold.
Example 5.6 Let
P =
✉
✉
✉
✉
✉
✉
✉
 
 
 
 ❅
❅
❅
❅
❍❍❍❍✟✟
✟✟
d1
a1
e
b1
d2
a2
b2
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and set C1 := {a1, d1}, C2 := {a2, d2}, C
′
1 := {b1} and C
′
2 := {b2}. Then
F(C1,C2,C′1,C
′
2)
=

f ∈ RP
∣∣∣∣∣∣
f(e) = 0, there are α, β and γ with α ≥ 0,
β ≥ 0, γ ≥ 0 , α + β + γ = 1, f(ai) = α,
f(bi) = β and f(di) = γ for i = 1, 2

 .
In fact, the right hand side is clearly contained in F(C1,C2,C′1,C′2). Suppose that
f ∈ F(C1,C2,C′1,C′2). Then
f(d1) + f(a1) + f(b1) = 1
and (5.1)
f(d2) + f(a2) + f(b2) = 1.
Further,
f(e) ≥ 0
f(d1) + f(a1) + f(e) + f(b1) ≤ 1
f(d1) + f(a1) + f(b2) ≤ 1
f(d2) + f(a2) + f(b1) ≤ 1
f(d2) + f(a1) + f(b1) ≤ 1
f(d1) + f(a2) + f(b2) ≤ 1.
Therefore, by combining the first and the second inequlities and equation (5.1), we
see that equalities hold for the first 2 inequations. We also see that equalities hold
for the third and the fourth inequalities by combining them and equation (5.1) and
that equalities hold for the fifth and the sixth inequalities by combining them and
equation (5.1). Thus, f(e) = 0, f(a1) = f(a2), f(b1) = f(b2) and f(d1) = f(d2) and
we see that f is contained in the right hand side.
Therefore, dimF(C1,C2,C′1,C′2) = 2, while #P −#L+ 1 = 7− 5 + 1 = 3.
Although the equality does not hold in general in (2) of Lemma 5.5, we can
replace chains to appropriate ones so that equality in (2) of Lemma 5.5 holds and
maxCi (resp. minC
′
i) are the same as the original ones. For example, if we replace
C2 to {a2, d1} in the above example, then dimF(C1,C2,C′1,C′2) = 3.
In order to prove this fact in general, we state the following.
Lemma 5.7 Let a1, . . . , au, b1, . . . , bu be elements of P satisfying (⋆) of Theorem
4.5 and u ≥ 2. Then there is a set (C1, . . . , Cu, C
′
1, . . . , C
′
u) of chains in P with
maxCi = ai (resp. minC
′
i = bi) for 1 ≤ i ≤ u, satisfying (*) of (2) of Theorem 3.7
and
dimF(C1,...,Cu,C′1,...,C′u) = #P −#L(C1,...,Cu,C′1,...,C′u) + 1.
Proof Set M := M(a1,...,au,b1,...,bu), A := {a1, . . . , au}, B := {b1, . . . , bu}, D1 := {x ∈
P | x < ai for some i}, D2 := {x ∈ P | x > bi for some i}, D3 := P \ (M ∪D1 ∪D2)
and ti := htai (resp. t
′
i := cohtbi) for 1 ≤ i ≤ u. Set also D1 = {d1, d2, . . . , dv}
so that htd1 ≥ htd2 ≥ · · · ≥ htdv (resp. D2 = {d
′
1, d
′
2, . . . , d
′
v′} so that cohtd
′
1 ≥
cohtd′2 ≥ · · · ≥ cohtd
′
v′). We define Ci inductively for each i. Set ci0 := ai. If ci0,
ci1, . . . , cis, s < ti, are defined so that ci0 > ci1 > · · · > cis and htcij = ti − j for
0 ≤ j ≤ s, we set ℓ(i, s+ 1) := min{ℓ | dℓ < cis} and ci,s+1 := dℓ(i,s+1). Then we
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Claim 5.7.1 htci,s+1 = ti − s− 1.
In fact, since ci,s+1 < cis and htcis = ti − s, we see that htci,s+1 ≤ ti − s − 1. Take
an element x ∈ P with x < cis and htx = ti − s − 1. Then x ∈ D1. Therefore,
x = dℓ′ for some ℓ
′. Since ℓ(i, s+ 1) = min{ℓ | dℓ < cis}, we see that ℓ(i, s+ 1) ≤ ℓ
′.
Therefore, we see that htci,s+1 = htdℓ(i,s+1) ≥ htdℓ′ = htx = ti − s− 1.
We define Ci := {ci0, ci1, . . . , citi} for 1 ≤ i ≤ u. We define C
′
i for 1 ≤ i ≤ u simi-
larly. Then it is clear by the definition that L(C1,...,Cu,C′1,...,C′u) = M . Further, since a1,
. . . , au, b1, . . . , bu satisfy (⋆) of Theorem 4.5, we see that (C1, . . . , Cu, C
′
1, . . . , C
′
u)
satisfy (*) of (2) of Theorem 3.7.
Set D′1 :=
⋃u
i=1Ci\A and D
′
1 = {dj(1), dj(2), . . . , dj(w)}, j(1) < j(2) < · · · < j(w).
We define subsets A0, A1, . . . , Aw of P inductively. We set A0 := A. If A0, A1, . . . ,
At, t < w are defined, we set At+1 := (At ∪ {dj(t+1)}) \ {x ∈ At | x > dj(t+1)}. We
also set D′1t := {dj(1), dj(2), . . . , dj(t)} for 1 ≤ t ≤ w and D
′
10 := ∅. Then we have the
following.
Claim 5.7.2 For 0 ≤ t ≤ w, it holds that
(1) At ⊂
⋃u
i=1Ci.
(2) At ∩ Ci 6= ∅ for any i.
(3) At is an antichain.
(4) k > t, a ∈ At ⇒ a 6< dj(k).
(5) 0 ≤ t′ ≤ t′′ ≤ t, a′ ∈ At′, a
′′ ∈ At′′ ⇒ a
′ 6< a′′.
(6) At ⊂ D
′
1t ∪M .
We prove this claim by induction on t. The case where t = 0 is obvious.
Suppose that t > 0. First we see (1) from the construction of At and the induction
hypothesis. Next we prove (2). Since At−1 ∩ Ci 6= ∅ by induction hypothesis, take
a′ ∈ At−1 ∩ Ci. If a
′ 6> dj(t), then a
′ ∈ At and therefore At ∩ Ci 6= ∅. Suppose that
a′ > dj(t). Let a
′ = cis and ℓ(i, s+ 1) := min{ℓ | dℓ < cis}. Since dj(t) < a
′ = cis, we
see that j(t) ≥ ℓ(i, s + 1). Since dℓ(i,s+1) = ci,s+1 ∈ D
′
1, there is t
′ with ℓ(i, s+ 1) =
j(t′). Since j(t) ≥ j(t′), we see that t ≥ t′. Suppose that t′ ≤ t−1. Then dj(t′) ∈ At′ ,
a′ ∈ At−1 and dj(t′) = dℓ(i,s+1) = ci,s+1 < cis = a
′, contradicting (5) of the induction
hypothesis. Therefore, t′ = t and dj(t) = ci,s+1 ∈ At ∩ Ci.
Next we prove (3). Let a, a′ ∈ At and a 6= a
′. If a, a′ ∈ At−1, then by the
induction hypothesis, we see that a 6∼ a′. Suppose that a′ = dj(t). Then a ∈ At−1
and by the definition of At, we see that a
′ = dj(t) 6< a. Further, by (4) of the
induction hypothesis, we see that a 6< dj(t) = a
′.
Next we prove (4). Suppose that a ∈ At and k > t. If a ∈ At−1, then by the
induction hypothesis, we see that a 6< dj(k). Thus, we assume that a = dj(t). Since
k > t, we see that j(k) > j(t). Therefore, htdj(k) ≤ htdj(t). Thus, dj(k) 6> dj(t) = a.
Next we prove (5). Suppose that 0 ≤ t′ ≤ t′′ ≤ t, a′ ∈ At′ and a
′′ ∈ At′′ . If t
′ = t,
then, since At is an antichain, we see that a
′ 6< a′′. Therefore, we may assume that
t′ ≤ t−1. If a′′ ∈ At−1, then by the induction hypothesis, we see that a
′ 6< a′′. Thus
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we may assume that t′′ = t and a′′ = dj(t). Then by (4) of the induction hypotehsis,
we see that a′ 6< dj(t) = a
′′, since t′ < t.
Finally, we prove (6). By induction hypothesis, we see that At−1 ⊂ D
′
1,t−1 ∪M .
Therefore, At ⊂ At−1 ∪ {dj(t)} ⊂ D
′
1,t ∪M .
Thus, we have proved Claim 5.7.2
For 0 ≤ t ≤ w, we set
ft :=
1
2
χP(B∪At).
Then we
Claim 5.7.3 ft ∈ F(C1,...,Cu,C′1,...,C′u) for 0 ≤ t ≤ w.
In fact, let C be an arbitrary maximal chain in P . Then
f+t (C) =
1
2
(#(C ∩ (B ∪At))) =
1
2
(#(C ∩ B) + #(C ∪ At)).
Since B and At are antichains, we see that #(C ∩ B) ≤ 1 and #(C ∩ At) ≤
1. Therefore, f+(C) ≤ 1. Moreover, we see by (2) and (3) of Claim 5.7.2 that
f+t (Ci) =
1
2
for any i. Further, f+t (C
′
i) =
1
2
by the definition of C ′i. Therefore,
f+t (Ci) + f
+
t (C
′
i) = 1 for 1 ≤ i ≤ u.
By (6) of Claim 5.7.2 and the fact that dj(t) ∈ At, we see that At \(D
′
1,t−1∪M) =
{dj(t)}. Therefore,
(ft − ft−1)|P\(D′1,t−1∪M) =
1
2
χ
P\(D′1,t−1∪M)
{dj(t)}
for 1 ≤ t ≤ w. Let W be the vector subspace of RP\M which is parallel to the image
of affF(C1,...,Cu,C′1,...,C′u) by the projection R
P → RP\M . Then, we see by the above
argument that χ
P\M
{x} ∈ W for any x ∈ D
′
1.
Next, let x ∈ D1 \ D
′
1. Set A
′(x) := {z ∈ P | z ∈ D′1, htz = htx or z ∈
A, htz ≤ htx or z = x}. Then A′(x) is an antichain, since A is an antichain. Also
set f = 1
2
χP(B∪A′(x)). Then we can show the following.
Claim 5.7.4 f ∈ F(C1,...,Cu,C′1,...,C′u).
In fact, for any maximal chain C in P , f+(C) ≤ 1 since B and A′(x) are antichains.
Further, for any i with 1 ≤ i ≤ u, it is easily verified that Ci ∩ A
′(x) 6= ∅. Thus,
f+(Ci) =
1
2
for 1 ≤ i ≤ u. Further, we see that f+(C ′i) =
1
2
for 1 ≤ i ≤ u by the
definition of C ′i.
Since the image of f − f0 by the projection R
P → RP\(M∪D
′
1) is 1
2
χ
P\(M∪D′1)
{x} ,
we see that χ
P\M
{x} ∈ W for any x ∈ D1 \ D
′
1. Thus, we see that for any x ∈ D1,
χ
P\M
{x} ∈ W . We see that χ
P\M
{x} ∈ W for any x ∈ D2 by the same way.
Finally, let x ∈ D3. Set f =
1
2
χP(A∪B∪{x}). Let C be an arbitrary maximal chain
in P . If f+(C) > 1, then x ∈ C and there are a ∈ A ∩ C and b ∈ B ∩ C. Since
x 6∈ D1∪D2, it follows that a ≤ x ≤ b and therefore x ∈M . This contradicts to the
definition of D3. Thus f
+(C) ≤ 1. Further, f+(Ci) = f
+(C ′i) =
1
2
by the definition
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of Ci and C
′
i for any i, since x 6∈ D1 ∪ D2. Therefore, f ∈ F(C1,...,Cu,C′1,...,C′u) and
χ
P\M
{x} , the image of 2(f − f0) by the projection R
P → RP\M , is an element of W .
Thus, we see that W = RP\M .
Since L(C1,...,Cu,C′1,...,C′u) =M , we see by (2) of Lemma 5.5 that
dimF(C1,...,Cu,C′1,...,C′u) = #P −#L(C1,...,Cu,C′1,...,C′u) + 1.
Let us observe the construction of Lemma 5.7 by an example.
Example 5.8 Let
P =
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
❍❍❍❍
❍❍❍❍
❅
❅
❅
❅
❍❍❍❍
❅
❅
❅
❅
✟✟
✟✟
❍❍❍❍
❅
❅
❅
❅
b1 b2 b3 b4
e
a1 a2 a3 a4
d1 d2 d7 d8
d3 d4
d5 d6
Then C1 = {a1, d1, d3, d5}, C2 = {a2, d2, d3, d5}, C3 = {a3, d2, d3, d5}, C4 = {a4, d7},
C ′1 = {b1}, C
′
2 = {b2}, C
′
3 = {b3} and C
′
4 = {b4}. D
′
1 = {d1, d2, d3, d5, d7}, j(1) = 1,
j(2) = 2, j(3) = 3, j(4) = 5 and j(5) = 7. A1 = {a2, a3, a4, d1}, A2 = {a4, d1, d2},
A3 = {a4, d3}, A4 = {a4, d5} and A5 = {d5, d7}. A
′(d4) = {d3, a4, d4}, A
′(d6) =
{d5, d7, d6} and A
′(d8) = {d5, d7, d8}.
Let (C ′′1 , . . . , C
′′
u , C
′′′
1 , . . . , C
′′′
u ) be a set of chains which satisfies (*) of (2) of
Theorem 3.7. We set ai := maxC
′′
i , bi := minC
′′′
i for 1 ≤ i ≤ u. Then a1, . . . , au,
b1, . . . , bu are elements of P which satisfy (⋆) of Theorem 4.5. By Lemma 5.7, we
see that there is a set (C1, . . . , Cu, C
′
1, . . . , C
′
u) of chains in P with maxCi = ai (resp.
minC ′i = bi) for 1 ≤ i ≤ u, satisfying (*) of (2) of Theorem 3.7 and
dimF(C1,...,Cu,C′1,...,C′u) = #P −#L(C1,...,Cu,C′1,...,C′u) + 1.
Since L(C′′1 ,...,C′′u ,C′′′1 ,...,C′′′u ) = L(C1,...,Cu,C′1,...,C′u), we see, by Lemma 5.5, the following.
Theorem 5.9 {p ∈ Spec(K[C (P )]) | K[C (P )]
p
is not Gorenstein} is a closed subset
of Spec(K[C (P )]) with dimension
max{max
C
(#P −#linkP (C)), max
(C1,...,Cu,C′1,...,C
′
u)
(#P −#L(C1,...,Cu,C′1,...,C′u) + 2)},
where C runs through chains with starP (C) is not pure and (C1, . . . , Cu, C
′
1, . . . , C
′
u)
runs through the sets of chains satisfying (*) of (2) of Theorem 3.7.
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Finally, we show that the dimensions of non-Gorenstein loci of the Ehrhart rings
of chain and order polytopes of a poset are the same. First note that as is noted in
the proof of Theorem 2.9 that K[C (P )] is Gorenstein if and only if so is K[O(P )].
Moreover, by Theorem 3.2 and [HMP, Corollary 3.5], we see that K[C (P )] is Goren-
stein on the punctured spectrum if and only if so is K[O(P )], if and only if P is a
disjoint union of disconnected pure posets.
Now consider the other case. Then there is a nonpure connected component
of P . In other words, there are a1, . . . , au, b1, . . . , bu ∈ P
± which satisfy (⋆) of
Theorem 4.5.
Let a1, . . . , au, b1, . . . , bu be elements of P
± which satisfy (⋆) of Theorem 4.5,
First consider the case where u ≥ 2. Then −∞ 6∈ {a1, . . . , au} and∞ 6∈ {b1, . . . , bu},
i.e., a1, . . . , au, b1, . . . , bu ∈ P , since ai 6≤ aj (resp. bi 6≤ bj) if i 6= j.
Let (C1, . . . , Cu, C
′
1, . . . , C
′
u) be a set of chains in P constructed by Lemma 5.7.
Then L(C1,...,Cu,C′1,...,C′u) = M(a1,...,au,b1,...,bu) and therefore by Lemmas 5.2 and 5.7, we
see that
cohtp(C1,...,Cu,C′1,...,C′u) = cohtp
′
(a1,...,au,b1,...,bu)
.
Next consider the case where u = 1. If a, b ∈ P±, a < b and rank([a, b]) >
dist(a, b), then take a maximal chain C1 (resp. C
′
1) in (−∞, a] (resp. [b,∞)) and set
C = C1 ∪ C
′
1 (C1 = ∅ (resp. C
′
1 = ∅) if a = −∞ (resp. b = ∞)). Then starP (C) is
not pure and linkP (C) = (a, b). Thus, #linkP (C) = #M(a,b) − 2 and therefore by
Lemmas 5.2 and 5.5, we see that
cohtpC = cohtp
′
(a,b).
Thus, we have shown that dim(K[O(P )]/tr(ωK[O(P )])) ≤ dim(K[C (P )]/tr(ωK[C (P )])).
Conversely, assume that u > 1 and chains C1, . . . , Cu, C
′
1, . . . , C
′
u in P which
satisfy (*) of (2) of Theorem 3.7 are given. Set ai := maxCi (resp. bi := minC
′
i) for
1 ≤ i ≤ u. Then a1, . . . , au, b1, . . . , bu satisfy (⋆) of Theorem 4.5. Further, since
L(C1,...,Cu,C′1,...,C′u) = M(a1,...,au,b1,...,bu), we see by Lemma 5.5 that
cohtp(C1,...,Cu,C′1,...,C′u) ≤ cohtp
′
(a1,...,au,b1,...,bu)
.
Next assume that a chain C in P with starP (C) is not pure is given. Set C =
{c1, . . . , ct}, c1 < · · · < ct. Then at least one of (−∞, c1], [c1, c2], . . . , [ct−1, ct],
[ct,∞) is not pure. Suppose that [ci, ci+1] is not pure. Then linkP (C) ⊃ (ci, ci+1) =
M(ci,ci+1) \ {ci, ci+1}. Therefore,
cohtpC ≤ cohtp
′
(ci,ci+1)
by Lemmas 5.2 and 5.5.
The cases where (−∞, c1] is not pure or [ct,∞) is not pure are treated
by similar ways. Thus, we have shown that dim(K[C (P )]/tr(ωK[C (P )])) ≤
dim(K[O(P )]/tr(ωK[O(P )])).
Therefore, we see the following.
Theorem 5.10 The non-Gorenstein loci of the Ehrhart rings of the chain and the
order polytopes of a poset have the same dimension.
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By the above argument and Corollary 5.4, we see the following.
Corollary 5.11 Suppose that K[C (P )] is not Gorenstein, i.e., P is not pure. Then
the dimension of the non-Gorenstein locus of K[C (P )] is at most dimK[C (P )]− 4.
In particular, for any p ∈ Spec(K[C (P )]) with htp ≤ 3, K[C (P )]
p
is Gorenstein.
Conversely, let m and n be integers with 0 ≤ m ≤ n− 4. Then there exists a poset
P such that K[C (P )] has dimension n with a non-Gorenstein locus of dimension m.
Example 5.12 Let
P =
✉
✉
✉
✉
✉
 
 
 
 ❅
❅
❅
❅
b1
a1
b2
a2
Then √
tr(ωK[C (P )]) = p{a1} ∩ p{b1} ∩ p({a1},{a2},{b1},{b2}),√
tr(ωK[O(P )]) = p
′
(a1,∞) ∩ p
′
(−∞,b1) ∩ p
′
(a1,a2,b1,b2)
and
dimK[C (P )]/tr(ωK[C (P )]) = dimK[O(P )]/tr(ωK[O(P )]) = 2.
Let
P =
✉
✉
✉
✉
✉
✉
✟✟
✟✟
❍❍❍❍
a
c d
Then √
tr(ωK[C (P )]) = p{a,c} ∩ p{a,d},
√
tr(ωK[O(P )]) = p
′
(a,∞)
and
dimK[C (P )]/tr(ωK[C (P )]) = dimK[O(P )]/tr(ωK[O(P )]) = 3.
Note that
√
tr(ωK[O(P )]) is a prime ideal while
√
tr(ωK[C (P )]) is not.
Let
P =
✉
✉
✉
✉
✉
✉
✉
✉
✉
 
 
 
 ❅
❅
❅
❅
c1
a1
b1
d1
c2
a2
b2
d2
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Then √
tr(ωK[C (P )]) = p{a1,c1} ∩ p{b1,d1} ∩ p({a1,c1},{a2,c2},{b1,d1},{b2,d2}),√
tr(ωK[O(P )]) = p
′
(a1,∞)
∩ p′(−∞,b1) ∩ p
′
(a1,a2,b1,b2)
and
dimK[C (P )]/tr(ωK[C (P )]) = dimK[O(P )]/tr(ωK[O(P )]) = 6.
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