Abstract. In this paper we study relations between the directional derivatives, the weak subdifferentials, and the radial epiderivatives for nonconvex real-valued functions. We generalize the well-known theorem that represents the directional derivative of a convex function as a pointwise maximum of its subgradients for the nonconvex case. Using the notion of the weak subgradient, we establish conditions that guarantee equality of the directional derivative to the pointwise supremum of weak subgradients of a nonconvex real-valued function. A similar representation is also established for the radial epiderivative of a nonconvex function. Finally the equality between the directional derivatives and the radial epiderivatives for a nonconvex function is proved. An analogue of the well-known theorem on necessary and sufficient conditions for optimality is drawn without any convexity assumptions.
Introduction.
The notion of the directional derivative plays an important role in optimization. Many optimality conditions for convex and nonconvex optimization problems are established by using this notion. There are many attempts to generalize the differentiability property by introducing different notions of differentials, subdifferentials, generalized subdifferentials, etc. (see, for example, [7] ). The notion of a subgradient became a very convenient tool in convex analysis.
There are many difficulties in the investigation of nonconvex problems. The main ingredient is the method of supporting the nonconvex set under consideration. Nonconvexity may arise in many different forms, and each case may require a special approach.
In recent years many problems of nonconvex optimization have been studied in the framework of the so-called abstract convexity. Abstract convexity suggests a variety of approaches which can be used to analyze different nonconvex problems. It generalizes the existing supporting philosophy for convex sets and suggests different ways to support nonconvex sets by using a suitable class of real functions alternatively to the class of linear functions used in convex analysis. Abstract convexity has found many applications in the study of problems of mathematical analysis and optimization. The books by Pallaschke and Rolewicz [12] and by Singer [17] contain detailed presentations of many results of the abstract convex analysis, which are concentrated around notions of subdifferentials and dualities. Some special nonlinear analogues of Lagrange and penalty functions in nonconvex single-objective optimization are studied in the book by Rubinov [13] (see also [14, 15, 16] ). These investigations demonstrate the importance of finding a concrete class of functions defining special nonlinear supporting surfaces which are suitable to analyze a given nonconvex problem.
The purpose of this paper is to investigate differentiability properties of a wide class of nonconvex functions by using the weak subdifferentials. The concept of the weak subdifferential is introduced by Azimov and Gasimov [1, 2] . This notion allows one to analytically express the special class of conic surfaces which are supporting to the given nonconvex set, and thus to investigate some differentiability and optimality properties in the nonconvex case.
By using the similar idea, an efficient derivative-free algorithm was developed in [8] . This algorithm has been generalized then by Gasimov and Rubinov [9] .
The theorem on the representation of the directional derivative of a convex function as a pointwise maximum of subgradients of this function is one of the central theorems in convex analysis (see, for example, [5, 6] ).
In this paper we generalize this theorem to the nonconvex case by using the notion of the weak subdifferential. We introduce a special class of directionally differentiable functions (without any convexity assumptions) and express the directional derivative as a pointwise supremum of the weak subgradients. It is also remarkable that the presented class of functions contains convex functions.
The relation obtained between the directional derivative and the weak subdifferentials is strengthened by using a notion of the radial epiderivative, which turns out to be a natural generalization of the directional derivative for the considered class of functions.
In this paper we use the concept of the radial epiderivative introduced in [11] , where using this notion, some characterization theorems for proper and weak minimizers in set-valued optimization are presented without any convexity and boundedness conditions. In [11] the radial epiderivatives of real-valued functions are also investigated and some relation with the weak subdifferential is established. Note that in the convex case similar relations are obtained by using the well-known theorems about the existence of supporting hyperplanes for convex sets and consequently the subdifferentiability property of convex functions [10] . However, when the function under consideration is not convex, one cannot guarantee the existence of a supporting hyperplane to the epigraph of such a function and as a result cannot guarantee the subdifferentiability of this function.
Optimality conditions in nonconvex set-valued optimization was earlier investigated by Flores-Bazan in [3, 4] with the help of a notion of radial epiderivative introduced by the author in different settings. By using these definitions, Flores-Bazan obtained optimality conditions for ideal and weak-minimal points. The definitions of the radial epiderivatives used by Flores-Bazan in [3] and [4] assume the existence of the infimum of values of the set-valued map under consideration. The main characterization theorem given in [3] is proved under the assumption that the cone P defining a partial ordering on the space Y is a convex pointed cone with the property P ∪ (−P ) = Y (see [3, Theorem 3.9] ). Although this assumption was considered as restrictive by the author (see [4] ), in the special case when the main assumptions made by Flores-Bazan are satisfied, the definitions of the radial epiderivatives given in [3] and [11] coincide (see [3, Theorem 3.6] and [11, Theorem 3.5] ).
In this paper we continue the investigations begun in [11] , where the classical supporting philosophy based on hyperplanes is generalized by using the special class of conic surfaces. These conic surfaces are analytically represented as graphs of some superlinear functions.
The theorem representing the radial epiderivative as a pointwise supremum of weak subgradients is established. This theorem leads to the equality between the directional derivatives and the radial epiderivatives for a nonconvex function. As a result of these representations, the well-known theorem on necessary and sufficient conditions for optimality is drawn without any convexity assumption.
The paper is organized as follows. The definition of the weak subdifferentials is presented in the following section. In this section we give some important properties of the weak subdifferentials and their relation with the directional derivatives. The definition and properties of the radial epiderivatives are given in section 3. The main results on the representation of the directional derivatives and the radial epiderivatives as a pointwise supremum of the weak subgradients, and the necessary and sufficient optimality conditions are presented in section 4. Finally, section 5 presents some conclusions.
2. Weak subdifferentials. The notion of the weak subdifferential, which is a generalization of the classic subdifferential, was introduced by Azimov and Gasimov [1, 2] . By using this notion, a collection of zero duality gap conditions for a wide class of nonconvex optimization problems were derived. In this section we give some important properties of the weak subdifferentials and study some relationships between the weak subdifferentials and the directional derivatives in the nonconvex case. We recall the concept of the supporting cones and the weak subdifferentials (see [1, 2, 11] ).
Let (X, · X ) be a real normed space, and let X * be the topological dual of X. Let (x * , c) ∈ X * × R + , where R + is the set of nonnegative real numbers. We define the conic surface C(x; x * , c) ⊂ X with vertex at x ∈ X as follows:
Then the corresponding upper-and lower-conic halfspaces are, respectively, defined as
Note that if c = 0, the conic surface C(x; x * , c) becomes a hyperplane. Hence the supporting cone defined below is a simple generalization of the supporting hyperplane. 
The set 
Thus, it follows from (2.4) and (2.5) that
is a conic surface which is a supporting cone to
The following theorem describes an important property of the weak subdifferential.
Theorem 2.4. Let the weak subdifferential
Then there exist an element z ∈ X and a positive number ε such that
and by the inclusion
By subtracting the second expression from the first one, we obtain
which implies by letting to the limit as n → ∞ that 0 ≥ ε. The convexity of ∂ w F (x) is obvious.
It follows from Remark 2.3 and from Definition 2.2 that the class of weakly subdifferentiable functions are essentially larger than the class of subdifferentiable functions. Azimov and Gasimov [1] showed that certain subclasses of lower (locally) Lipschitz functions are weakly subdifferentiable. 
If the above inequality holds for all x ∈ X, then F is called lower Lipschitz at x with the Lipschitz constant L.
The following theorem proved in [2] characterizes some classes of weakly subdifferentiable functions. It follows from the definition that the class of weakly subdifferentiable functions includes those nonconvex functions whose epigraph can be supported from below by a graph of some superlinear function. In the theory of abstract convexity some classes of functions that can be used in nonconvex analysis, alternatively to the class of linear functions used in convex analysis, are studied in a general setting (see, for example, [12, 13] ). By using a generalized supporting philosophy, different generalizations of subgradients are presented in the framework of abstract convexity. In this setting, the following theorem can be compared to Proposition 2.1.6 given in [12] . 
The following two lemmas deal with weak subdifferentiability of positively homogeneous functions which will be used in the proof of main theorems in section 4.
Lemma 2.7. Let F : X → R be a positively homogeneous function bounded from below on some neighborhood of zero. Then F is weakly subdifferentiable at 0 X .
Proof. We will show that under the hypotheses of the lemma, F is lower Lipschitz at 0 X .
By the hypotheses, F is bounded from below on the unit sphere: There exists a constant l such that
Let x ∈ X, x = 0 X , be an arbitrary element. Then there exist a nonnegative number t and an element z ∈ S 1 such that x = tz. We have:
First consider the case that l ≥ 0. In this case (2.7) implies
where L > 0 is an arbitrary number.
In the case where l < 0, by taking L = −l > 0 from (2.7) we have
Hence we obtain that f is lower Lipschitz at 0 X . Then the assertion of the lemma follows from Theorem 2.6. Lemma 2.8. Let F : X → R be a positively homogeneous and continuous function. Then F is weakly subdifferentiable at 0 X .
Proof. As F is continuous, l = min x∈S1 F (x) is a finite number. Then the assertion of the lemma follows from Lemma 2.7.
Remark 2.9. Let F : X → R be weakly subdifferentiable at x ∈ X. If F is directionally differentiable at this point in direction h ∈ X, then for an arbitrary (x * , c) ∈ ∂ w F (x) we have
Thus, it follows that
The following example demonstrates that, for some functions F , the relation in (2.8) may be satisfied as equality. One of the main goals of the present paper is to investigate such class of functions F.
Example 2.10. Let X = R, and let F (x) = −|x|. Then F (0)(h) = −|h|. On the other hand, it follows from the definition of the weak subdifferential that
Hence, the weak subdifferential can explicitly be written as
It obviously follows from (2.9) that
The next example demonstrates the case for which the inequality in (2.8) is strong. Example 2.11. Let again X = R, and let F (x) = |x 2 − 1|. Then F (1)(h) = 2|h| for all h ∈ R, and
In section 4 we will present some conditions that guarantee the equality in (2.8).
3. Radial epiderivatives. In this section we study properties of radial epiderivatives for real-valued functions.
We first give a definition of the radial epiderivative in a general setting. Definition 3.1. Let U be a nonempty subset of a real normed space (Z, · Z ), and let z ∈ cl(U ) (closure of U ) be a given element. The closed radial cone R(U, z) of U at z ∈ cl(U ) is the set of all z ∈ Z such that there are λ n > 0 and a sequence (z n ) n∈N ⊂ Z with lim n→+∞ z n = z so that z + λ n z n ∈ U for all n ∈ N .
Note that the closed radial cone can equivalently be defined also as follows. Definition 3.2. Let U be a nonempty subset of a real normed space (Z, · Z ). The closed radial cone R(U, z) of U at z ∈ cl(U ) is the set of all z ∈ Z such that there are λ n > 0 and a sequence (z n ) n∈N ⊂ U with lim n→+∞ λ n (z n − z) = z.
It follows from these definitions that
where cone denotes the conic hull of a set, which is the smallest closed cone containing (U − z). Definition 3.3. Let (X, · X ) and (Y, · Y ) be real normed spaces, let S be a nonempty subset of X, and let F : S → 2 Y be a set-valued map.
is called the graph of F .
(ii) The set
is called the epigraph of F .
Definition 3.4. Let (X, · X ) and (Y, · Y ) be real normed spaces, let Y be partially ordered by a convex cone C ⊂ Y , let S be a nonempty subset of X, and let F : S → 2 Y be a set-valued map. Let a pair (x, y) ∈ graph(F ) be given. A singlevalued map D r F (x, y) : X → Y whose epigraph equals the radial cone to the epigraph of F at (x, y), i.e., epi(D r F (x, y)) = R(epi(F ), (xy)) (3.5) is called the radial epiderivative of F at (x, y).
The following two theorems from [11] provide some properties of the radial epiderivatives and the weak subdifferentials.
Theorem 3.5. Let (X, · X ) be a real normed space, and let x ∈ X be the given element. Let in addition, F : X → R be a single-valued function being weakly subdifferentiable at x. Then the radial epiderivative D r F (x, y) is given as
where y = F (x). Theorem 3.6. Let the assumptions of Theorem 3.5 be satisfied. Then
where y = F (x).
The following lemma establishes the conditions under which the radial epiderivative is positively homogeneous.
Lemma 3.7. Let F : X → R be a single-valued function having radial epiderivative D r F (x, y) defined by (3.6) . Then the radial epiderivative is a positively homogeneous function.
Proof. Let t be a positive real number. Then by (3.6)
Since R(epi (F ), (x, y) ) is a cone, the last relation can be written also as
Now, by letting z = y/t, we obtain
which leads to the assertion
Main results.
In this section we prove that under some mild conditions, the inequalities in (2.8) and (3.7) are satisfied as equalities. First we present the following theorem, which is a generalization of the theorem on necessary and sufficient conditions for subgradients through directional derivatives of a convex function (see [6, Proposition 3 
.1.16, page 45]).
Theorem 4.1. Let (X, · X ) be a real normed space, and let function F :
(b) The proof of (b) becomes clear by combining the conditions (4.2) and (4.3).
Corollary 4.2. Let function F : X → R be directionally differentiable at x ∈ X, and let
Then F is weakly subdifferentiable at x if and only if the directional derivative F (x)
is weakly subdifferentiable at 0 X and
Proof. Let (x * , c) ∈ ∂ w F (x). Then, by Theorem 4.1(a), inequality (4.1) is satisfied. By taking h = x − x in this formula and noting that F (x)(0) = 0 (by positive homogeneity), we obtain (x * , c) ∈ ∂ w (F (x))(0). Now let (x * , c) ∈ ∂ w (F (x))(0). By the definition of the weak subdifferential, this means
By taking h = x − x, this leads to the relation (4.3), which implies by Theorem 4.1(b) that (x * , c) ∈ ∂ w F (x). The following theorem defines a class of weakly subdifferentiable functions which can be represented as a pointwise supremum of weak subgradients.
Theorem 4.3. Let f : R n → R be a positively homogeneous function bounded from below on some neighborhood of zero. Then f is weakly subdifferentiable at 0 R n and
Proof. The weak subdifferentiability of f at 0 R n is guaranteed by Lemma 2.7. Let h ∈ R n be an arbitrary element. Since for h = 0 the equality in (4.4) is obvious, we can consider the case where h = 0. By the positive homogeneity of f , it is sufficient to prove (4.4) only for elements h with h = 1.
Let ε > 0 be an arbitrary positive number. The proof of this theorem is rather technical, and therefore a short overview is given first in order to examine the geometry. We fix the element h and a positive number ε. In part A it is shown that, for each nonnegative number c, there exists an element x * c such that the function g c (x) = x * c , x − c x is everywhere less than or equal to f (h) − ε and that g c achieves its maximum value on the unit sphere S 1 = {x ∈ R n : x = 1} at the point x = h. This allows us to guarantee the existence of a number c ε in part B such that the corresponding pair (x * ε , c ε ) is a weak subgradient of f at zero. Then all these features are used in part C to complete the proof.
A. Given ε, we seek a pair (x * , c) such that c ≥ 0 and the function
satisfies the following two conditions:
These conditions ensure that
In other words, these conditions ensure that function g corresponding to the pair (x * , c) (that will be constructed) achieves its maximum on the unit sphere S 1 = {x ∈ R n : x = 1} at the point x = h.
Note that
Then, the equality g (h)(p) = 0 on the subspace H leads to the relation
Thus we obtain that the vector x * must be orthogonal to the subspace H. Since H is an (n − 1)-dimensional subspace of R n , there exists a set of orthonormal basis vectors {e 1 , . . . , e n−1 } in H. Then, by orthogonality of x * to the subspace H we have
Note now that the condition g(h) = f (h) − ε leads to the relation x * , h − c h = f (h) − ε. By using the equality h = 1 and combining this equality with the n − 1 relations given in (4.7), we obtain n equations for n + 1 unknown parameters (x * , c) ∈ R n × R + in the following form:
Since the vector h is chosen to be perpendicular to the subspace H and the basis vectors e j , j = 1, . . . , n − 1 are orthonormal, we obtain that the vectors h, e 1 , . . . , e n−1 are linearly independent, and therefore the system of linear equations given by relations (4.8)-(4.9) has a unique solution x * for each c. We now find a solution to the system of equations (4.8)-(4.9) explicitly. Recall that the vector h is orthogonal to the subspace H. Therefore we can seek a solution to the set of equations (4.9) in the form x * = λh, where λ is an unknown coefficient. By substituting this expression for x * in (4.8), we obtain λ = c + f (h) − ε. Thus we have obtained a pair (x * , c) ∈ R n × R + satisfying the conditions (i)-(ii) of part A in the form x * = (c + f (h) − ε)h for any given c ≥ 0. Therefore, the function g satisfying (i)-(ii) can be defined as
where c is an arbitrary nonnegative number.
B. Now we show that the number c in the definition of g can be chosen large enough such that
For this aim, since g c and f are both positively homogeneous functions, it is sufficient to show (4.11) only for points x in the unit sphere S 1 .
Suppose to the contrary that there exist sequences {c k } with c k → +∞ and
Without loss of generality we can assume that x k is a convergent sequence. Consider two cases.
(C1) Let x k → x = h. In this case, since both h and x are in a unit circle, we have h, x − 1 < 0. Then, due to the boundedness from below of f on the unit sphere (by the hypothesis), the relation (4.12) leads to a contradiction for k → ∞.
Now, since f is bounded from below on the unit sphere, by letting to the limit as k → ∞, we obtain −ε > 0, which is a contradiction.
Thus (4.11) is proved, and it is shown that given any ε > 0, there exists a number c ε > 0 such that the function g cε corresponding to the pair (x * ε , c ε ) = ((c ε + f (h) − ε)h, c ε ), defined as in (4.10) , that is,
satisfies the following conditions
The first relation, in particular, means that (
Since this inequality holds for every ε > 0, we conclude that
On the other hand,
by the definition of the weak subdifferential, which leads to the required equality (4.4). Thus, the proof of the theorem is completed. For the presentation of main theorems of this section, we use the following standard assumption.
Assumption 4.4. Let • function F : R n → R be directionally differentiable at x ∈ R n , • the directional derivative F (x) of F at x be bounded from below on some neighborhood of 0 R n , and • the following apply: 
Proof. By Assumption 4.4, F is directionally differentiable at x ∈ R n and the directional derivative F (x) is bounded from below on some neighborhood of 0 R n . By positive homogeneity of the directional derivative, Theorem 4.3 implies that F (x) is weakly subdifferentiable at 0 R n , and The use of the superlinear functions in the definition of weak subgradients, which is given by the sum of a linear functional and a negative multiple of the norm of R n , extends the usual definition of subgradient and thus allows us to investigate nonconvex cases.
It is well known that any convex function in finite-dimensional space R n can be completely characterized by a family of functions that depend on n parameters. Similar to this, the presented approach shows that a certain class of nonconvex functions can be characterized by a family of functions that depend on n + 1 parameters.
The next theorem demonstrates that, under some mild conditions, the representation similar to that given for the directional derivative is also valid for the radial epiderivative.
Theorem 4.6. Let F : R n → R be a proper function, x ∈ R n , and y = F (x) be finite. If F is weakly subdifferentiable at x, then it has a radial epiderivative D r F (x, y) at (x, y) that can be represented by (3.6) ; that is,
given by (4.16), then F is weakly subdifferentiable at x and
Proof. If F is weakly subdifferetiable at x, then the existence of a radial epiderivative at (x, F (x)) and its expression in the form of (4.16) are given by Theorem 3.5. Now suppose that the radial epiderivative D r F (x, y) exists and is given by relation (4.16). It follows from this relation that D r F (x, y) is bounded from below on some neighborhood of 0 R n and that it is a positively homogeneous function (see Lemma 3.7). Therefore, by Lemma 2.7, it is weakly subdifferentiable at 0 R n .
On the other hand, it follows from the definition of the radial cone that
Therefore, we obtain the following by (4.16): Proof. The proof follows immediately from Theorem 4.7. Either of the equalities
given in (4.20) can be used for the proof.
The proof of part (a)-first way. Take any x ∈ S. Since F has a directional derivative at x in direction x − x, we have
The point x is assumed to be a minimal point of F on S, and therefore we get, for sufficiently small λ > 0,
Consequently, we obtain Now by using the equality (4.23), we obtain the desired relation.
The proof of part (a)-second way. Since the point x is assumed to be a minimal point of F on S, by Theorem 3.6 in [11] , x is also a minimal point of D r F (x, y)(x − x) on S, which implies D r F (x, y)(x − x) ≥ 0 for all x ∈ S.
Then, by using Theorem 4.7 or the equality (4.24), we obtain the desired relation.
The proof of part (b) is immediate from the hypothesis F (x) − F (x) ≥ F (x)(x − x) for all x ∈ S and the relation (4.23).
Conclusions.
In this paper, a well-known theorem on the representation of the directional derivative of a convex function as a pointwise maximum of subgradients of this function is generalized to a nonconvex case by using the notion of a weak subgradient.
We introduce a special class of directionally differentiable functions (without convexity assumption) and express the directional derivative as a pointwise supremum of weak subgradients for these functions. It is also remarkable that the presented class includes the class of convex functions.
The main idea behind the weak subgradient is that the classic supporting philosophy based on linear functionals is extended to a special class of superlinear functions. The level set of such a function is a cone, and the use of these cones as supporting surfaces leads to the notion of a weak subgradient. Thus, the use of superlinear functions in the definition of weak subgradients, which is given by the sum of a linear functional and a negative multiple of the norm, extends the usual definition of the subgradient and hence allows us to investigate nonconvex cases.
It is well known that any convex function can completely be characterized by a family of linear functions. In the case of finite-dimensional space R n , this family depends on n parameters. The approach presented in this paper shows that some class of nonconvex functions in R n can be characterized by a family of "simple" functions depending on n + 1 parameters.
The representation similar to that obtained for directional derivatives is also established for radial epiderivatives. This representation leads to the equality relation between the directional derivatives and the radial epiderivatives and allows us to claim that the notion of the radial epiderivative is a generalization of the directional derivative for the class of functions introduced in this paper.
Finally, as an application of these representations, a theorem on the necessary and sufficient optimality conditions is drawn without any convexity assumptions.
