The question, does Nature support hypercomputational behaviours, cannot be properly addressed at this time, because we do not have a good enough understanding of the relationship between physics and computation. In an attempt to lay some of the groundwork for this investigation, we present a provably equivalent finitary formulation of quantum theory. By equivalent, we mean that it our formulation gives the same 'answers' as the standard path-integral formulation (which is itself equivalent to the Schrödinger and Heisenberg formulations). By finitary, we mean that all paths in our formulation are strictly finite. That is, particles never follow continuous trajectories; instead, motion comprises a finite sequence of distinct 'hops', each of which takes the particle directly from one discrete location to another. Moreover, these hops treat space and time symmetrically, in the sense that the particle may hop both forwards and backwards in time as well as space.
Introduction
Are physical behaviours necessarily computational, in the sense that they can be simulated by a Turing machine, or is it possible to point to behaviours that are hypercomputational? We discuss some of the difficulties in answering this question, and reformulate quantum theory in an attempt to provide the beginnings of a solution. Our formulation (like Feynman's, on which it is based [Fey48] ) is non-relativistic throughout.
The Unfortunate Excellence of the Standard Model
Introductory texts on QED and the standard model have, for some decades, revelled in comparisons between the predicted and experimentally determined values of physical constants [Fey85, Wil99] . While these comparisons provide excellent experimental confirmation of the standard model, they unfortunately also throw into question whether physical processes could ever truly be computable (in the sense that they could be simulated by a Turing machine with access to unlimited resources). To see why, we need only recall that quantum theory habitually associates observables with differential operators (for example, if a system is measured to have energy E ′ , it is considered to be in an eigenstate |E ′ of the operator E = i ( ∂ψ /∂t) for which E ′ is the corresponding eigenvalue). But for this representation to be meaningful, it must be possible to form limits of the form t → t 0 in the construction ∂ψ /∂t = lim t→t 0 [ (ψ(t)−ψ(t 0 )) /(t−t 0 )]. In standard physical theories this is rarely an issue, because the underlying model of time is locally homeomorphic to R, and limits can always be constructed in such spaces. But this reliance on the topological properties of R is unacceptable from a recursive point of view, because R is uncountable, while the set R c ⊆ R of computable reals is countable. 1 Consequently, almost every point along a continuous real trajectory has uncomputable coordinates. If we cannot even compute the locations through which a trajectory passes, how can we expect to generate a complete computable model of things like continuous motion, or the forces that affect such motion?
One possible solution is to consider using computable approximations to the coordinate axes themselves. For the sake of illustration, suppose a particle's trajectory can be represented by a world-line w ⊂ R 4 . Replace each coordinate axis R with some countable dense 2 subspace C, all of whose points are computable. Rather than consider w, we then consider its restriction w D = w ∩ D, where D = C 4 is now a dense subspace of R 4 . Clearly, each point of w D has computable coordinates, whence a computable representation of motion is at least feasible. Moreover, the density of D ensures that every point and every limit in R 4 can be approximated arbitrarily closely by points in D, so it is also feasible that each path w D might be an arbitrarily good approximation to the 'true' path w.
Without further restrictions, however, this strategy fails in all but the simplest situations, because we cannot even guarantee that w D will contain more than a handful of points. For example, take C = Q, and consider the continuous path w given by x = y = z = (t 3 + 1) 1/3 . If (x, y, z, t) is a point in w D , then x and t are rational numbers satisfying x 3 − 1 3 = t 3 , and by Fermat's Last Theorem the solutions to this equation are all trivial. Thus w D ⊆ { (0, 0, 0, −1), (1, 1, 1, 0) } contains at most two points.
Main Results
Rather than attempt to find computable approximations to the intrinsically uncountable models used in physics, we shall simply accept from the outset that the best we can ever do when attempting to locate a path p in spacetime is to observe a finite set of points belonging to p. While this may seem a somewhat limited starting point, our investigation has revealed that this is not the case. In particular:
Equivalence to the path-integral model. We shall construct our finitary formulation of quantum theory so that it is exactly equivalent to the standard path-integral formulation, and hence equivalent to all standard descriptions. It follows that various continuity and causality assumptions on which the standard formulation is based, and which are recovered when that formulation is extrapolated to give a classical description of physics, are actually 'necessary illusions' in the finitary approach. In particular, the idea that classical particles traverse continuous paths is such an illusion, as is the notion that time has an arrow. While neither property is imposed in our formulation, a classical observer has no choice but to see things that way. Motion = Computation. As each particle moves (finitarily) through spacetime, its path comprises only finitely many points, and these points form a computational machine in such a way that path and machine are literally the same thing. The path embodies the machine, and the machine computes the amplitude that the path exists. The overall amplitude for the particle to relocate from one spacetime location to another is obtained by integrating over all relevant machines. This allows us to replace the the standard path-integral approach with an explicitly computational 'machine-integral' description.
Are natural processes computable or uncomputable? This question is ill-posedthe answer can just as easily be 'computable', 'uncomputable', 'neither' or 'both' -because it fails to distinguish computational structure from computational value. Our formulation gives a direct interpretation of quantum theoretic trajectories as computations, but nothing in our model constrains observations to yield recursive values. Just as a computable function, like f (x) = x 2 , can meaningfully be applied to an uncomputable argument r to yield another uncomputable value r 2 , so the computational processes underpinning our model might feasibly mediate between non-recursive physical states.
The Standard Path-Integral Formulation
We begin by recapitulating the basic (non-relativistic) path-integral formulation presented in [Fey48, [3] [4] . Given initial and final locations q I = (x I , t I ) and q F = (x F , t F ) (where t F > t I ), the goal of the standard formulation is to determine the amplitude φ(q F , q I ) that a particle P follows a trajectory q I → q F lying entirely within some prescribed non-empty open space-time region R. As Feynman shows, this amplitude can then be used to generate a Schrödinger wave-equation description of the system, whence this formulation is equivalent to other standard (non-relativistic) models of quantum theory. In Section 3, we will develop a generalised finitary formulation of the same amplitude, and show that it is equivalent to the standard path-integral formulation presented below.
For the sake of illustration, we shall assume that space is 1-dimensional, so that spatial locations can be specified by a single coordinate x -the extension to higher dimensions is straightforward. Furthermore, we shall assume in this paper that the region R is a simple rectangle of the form R = X × T , where X and T = (t min , t max ) are non-empty open intervals in R; this does not limit our results, because open rectangles form a base for the standard topology on R 2 , and all of our formulae are derived via integration. 3 Suppose, then, that a particle P is located initially at q I = (x I , t I ), and subsequently at q F = (x F , t F ), and that its trajectory from q I to q F is some continuous path lying entirely within the region R = X × T . Choose some positive integer ν, and split the duration δt = t F − t I into ν + 1 equal segments: for n = 0, . . . , ν + 1, we define t n = t I + nδt /(ν+1), so that t 0 = t I and t ν+1 = t F . We write x 0 , . . . , x ν+1 for the corresponding spatial locations, and define q n = (x n , t n ). While each of the values x n can vary from path to path, the values t n are fixed. To distinguish this situation from the situation below (where t n is allowed to vary), we shall typically write q † = (x, t † ) for those locations q n whose associated t n -value is fixed (the points q I and q F are assumed to be fixed throughout). We will also sometimes write [ q † ] or [ q where A ν is a normalisation factor. All that remains is to take the limit as ν → ∞, subject to the assumption that the resulting path x = x(t) is continuous. This gives us the required amplitude φ(x F , x I ) that the particle travels from q I to q F by a trajectory that lies entirely 4 within R:
3 Integrating over a union of disjoint rectangles is the same as summing the component integrals: given any integrable function f (x, t) defined on a disjoint union R = S α Rα, we have R
Strictly, only the internal points of the trajectory are required to lie in R. Either (or both) of the endpoints qI and qF can lie outside R, provided they are on its boundary.
A Finitary Formulation
In Section 2 we showed how the amplitude φ(q F , q I ), that the particle P travels from q I to q F along some path lying entirely within the non-empty open spacetime region R = X × T , is given by φ = lim ν→∞ φ ν . If we now write
it follows from the identity
This replacing of a limit with a sum is a key feature of our model, since it allows us to describe a system in terms of a set of mutually distinct finite sets of observations. We can think of this sum in terms of correction factors. For, suppose you were asked to estimate the amplitude φ(q F , q I ) that some object or particle P will be observed at q F , given that it had already been observed at q I and was constrained to move within the region R. With no other information to hand, your best bet would be to assume that P follows some action-minimising classical path, and so the estimate you give is the associated amplitude q F | q I . Some time later, you realise that one or more observations may have been made on the particle while it was moving from q I to q F , and that this would have perturbed the amplitude. To take account of these possibilities, you add a series of correction factors to your original estimate; first you add ∆ 1 in case 1 observation had taken place, instead of the 0 observations you had originally assumed. Then you add ∆ 2 in case there were actually 2 observations, and so on. Each ∆ n takes into account the extra information acquired by performing n observations instead of n−1, and since the overall estimate needs to take all of the corrections into account, we have φ = φ 0 + ∆ n .
The simple truth, however, is that continuous motion cannot be observed, because making an observation takes time. The best we can ever do is to make a series of distinct measurements showing us where an object was at finitely many closely-spaced instants t 1 , t 2 , . . . , t ν during the relocation from q I to q F . The classical spirit within us then tells us to extrapolate these discrete points into a continuous curve (namely, that path which 'best' joins the points). It is as if we draw the individual locations on celluloid, and then play a mental film projector to give ourselves the comfortable impression of continuous movement. But this mental film projector -represented in the standard formulation by the construction of lim φ ν -is no part of physical observation; it represents instead an assumption about the way the world 'ought to be'. All we can truthfully say is that the object was at such and such a location x n when we observed it at time t n , and was subsequently at location x n+1 at time t n+1 . Regardless of underlying reality (about which we can say virtually nothing), the observed universe is inherently discrete. We can ask ourselves how the motion appears if no observations are made; the composite answer, taking into account all potential observers, is given by some amplitude ψ 0 . If we ask how it appears if precisely ν observations are made during the relocation from q I to q F , we get another amplitude ψ ν . Since these possibilities are all mutually exclusive, and account for every possible finitely observed relocation from q I to q F , the overall amplitude that the relocation happens is the sum of these amplitudes, namely some function ψ = ψ ν .
Although they both involve infinite sums, these two descriptions are very different, because ψ n tells us the amplitude for a path with a specific number of hops, while ∆ n describes what happens when we change the number of hops. Nonetheless, prompted by the formal structural similarity of the equations φ = φ 0 + φ n and ψ = ψ 0 + ψ n , we shall equate the two sets of terms, and attempt to find solutions. By requiring ψ 0 = φ 0 and ψ n = ∆ n , this will ensure that the description we generate -no matter how unnatural it might appear at first sight -satisfies φ = ψ, whence it describes exactly the same version of physics as the standard formulation.
The surprising feature in what follows is that the description we generate is not unnatural. Quite the opposite. To see why, we need to remember that amplitudes are normally given in the form φ n = exp {i(S 1 + · · · + S n ))/ }. In very rough terms, we can think of the various S values as being essentially equal, so that φ n ≈ exp {inS/ }. When we compute ∆ n , we are asking how φ n changes when n changes; in other words, we can think of ∆ n in fairly loose terms as a measure of dφn /dn. Again arguing loosely, we can calculate dφn /dn ≈ iSφn / , and now it becomes clear why equating the two sets of terms works, for in essence, ∆ n is approximately proportional to φ n . Since ψ n is structurally similar to φ n , in the sense that both measure the amplitude associate with a sequence of jumps, it is not surprising to find a similar relationship holding between ∆ n and ψ n . Since the equations we form will eventually include integrals with normalisation factors, these factors will effectively absorb any remaining constants of proportionality.
Paths, Actions and Amplitudes
The standard formulation assumes that each trajectory x(t) is a consistently future-pointing spacetime path; this is implicit in the continuity of the representation x ≡ x(t), which assigns one location to each t in the interval [t I , t F ]. Since our formulation rejects this assumption, we need to provide a different definition for paths.
We shall assume the abstract existence of a clock, represented by the integer variable τ , used to indicate the order in which observations occur. Each time the clock ticks, i.e. for each τ = 0, 1, 2, . . . , the particle is observed to exist at some space-time location q τ = (x τ , t τ ). We call each transition q τ → q τ +1 a hop. A finite sequence of consecutive hops q 0 → · · · → q ν+1 constitutes a path. As before, we take q 0 = (x I , t I ) and q ν+1 = (x F , t F ), and consider the properties of an arbitrary path from q I to q F via ν intermediate points, all of which are required to lie in the prescribed space-time region R = X × T .
We again write [ q 1 , . . . , q ν ] for the path q I → q 1 → · · · → q ν → q F . However, whereas the intervals t n+1 −t n were formally fixed to have identical duration δt /(ν+1), there is no constraint on the temporal separation t τ +1 − t τ in the finitary formulation; the path q 0 → · · · → q ν+1 therefore has 2ν degrees of freedom, or twice the number in the standard formulation. Notice that we now write q n rather than q † n , to show that the value t n is no longer fixed. What is not clear at this stage is whether hops need necessarily always be future-pointing. The standard formulation forces this on us through its assumption that some continuous motion t → x(t) is being observed, but this assumption is no longer relevant. We shall therefore describe two finitary formulations, one in which hops are unidirectional in time, and one in which space and time are treated symmetrically, in that hops can move both forwards and backwards in time as well as space. Both models are related to computation theory, but the second is by far the more interesting, both from a computational, and a physical, point of view. The mathematical distinction between the two models is minor. If time is unidirectional into the future, then t τ +1 must lie in the range t τ < t τ +1 ≤ t max . Otherwise, it can take any value in T .
In the standard formulation, any unobserved motion from one observation to the next is assumed to be classical, and its amplitude is determined by minimising the classical action S. Since we no longer assume that any such motion exists, we shall simply assume that each hop q → q ′ has a hop amplitude, denoted q ′ | q h , and that this amplitude (when it is non-zero) is associated with an abstract hop action, denoted s h (q ′ , q), by the formula q ′ | q h = e is h (q ′ ,q)/ . One of our tasks will be to identify the function s h .
The amplitude associated with the path [ q 1 , . . . q ν ] is defined, as usual, to be the product q F | q ν h × · · · × q 1 | q I h . The amplitude computed by summing over all paths of this length will be denoted ψ n , so that the overall finitary amplitude that the particle moves from q I to q F along a sequence of hops lying entirely within R is just ψ(q F , q I ) = ∞ n=0 ψ n .
The Finitary Equations
Consider again the formulae giving the amplitude that a particle P follows a path from q I to q F that lies entirely within the region R, subject to the assumption that q F occurs later than q I -the standard formulation isn't defined when this isn't the case. We can write these in the form
whence it is clear that one particular solution can be obtained by solving the infinite family of equations
to find the hop-action s h . Since the terms φ n and A n are those of the standard formulation, we shall henceforth assume that S, φ n , ∆ n and A n are all known functions in what follows.
Solving the Equations
As usual, we shall assume that q F occurs later than q I (so that φ n = φ n (q F , q I ) is defined for each n). We shall be careful to distinguish locations q † = (x, t † ) for which the time of observation is fixed in the standard formulation, from those of the form q = (x, t) used in the finitary version, for which the value of t is variable. Note first that (1) can be rewritten to give us a recursive definition of φ n , viz.
and an identical derivation gives ψ ν in the form
where the B n are normalisation factors, and the integration range T ′ depends on whether we allow hops to jump backwards in time, or insist instead that they move only forwards (we consider the two cases separately, below). Using (7) to substitute for φ ν in the definition (2) of ∆ n gives
The case ν = 0 is worth noting in detail. The amplitudes φ 0 (q F , q I ) and ψ 0 (q F , q I ) describe the situation in which P moves from q F to q I without being observed. In the standard formulation, it is assumed in such circumstances that P follows some classical path for which the action S is minimal, while in the finitary formulation we assume that the particle hops directly from q I to q F . The amplitudes for these behaviours are q F | q I and q F | q I h , respectively. However, we need to remember that φ 0 and ψ 0 are defined in terms of their contribution to the overall amplitudes φ and ψ; it is important, therefore, to include the relevant normalisation factors. We therefore define, in accordance with (1), (3), (4) and (8),
so that, whenever q F occurs later than q I ,
where σ = B 0 /A 0 .
Taking principal logarithms on both sides of (9) now gives s h (q F , q I ) = S(q F , q I ) − i log σ and if we assume that s h should be real-valued (the classical action S is always real-valued), then log σ must be a real multiple of i, say σ = e iρ where ρ ∈ R, whence |σ| 2 = 1. Conse-
, and the two formulations assign the same standard and finitary probabilities to the relocation q I → q F , whenever this is unobserved and futuredirected. Moreover, since s h (q F , q I ) = S(q F , q I ) + ρ we see that our earlier intuition is essentially confirmed: the hop-action s h (the best estimate of the path-amplitude, given that no observations will be made) is just the classical action S, though possibly re-scaled by the addition of a constant action of size ρ (which we can think of as a kind of 'zero-point' action). For the purposes of this paper, the values of ρ and σ = e iρ are essentially arbitrary; we shall leave ρ (and hence σ) an undetermined parameter of the model, in terms of which
and
The physical significance of ρ is discussed briefly in Section 3.5, in relation to null-hops.
The Unidirectional Model
If we wish to allow only future-pointing hops -we shall call this the unidirectional model -there is little left to do. We know from (5) and (6) that each function ψ n is defined in terms of the known functions φ 0 and ∆ n . It only remains to identify the hop amplitude s h and the normalisation factors B n . As explained above, our solutions will be given in terms of the undetermined phase parameter σ.
Since the side-condition on (11) is satisfied, the hop amplitude is given in terms of the classical action by the formula q ′ | q h = σ q ′ | q = σ exp{iS(q ′ , q)/ }, whenever q ′ follows q.
To find the normalisation factors, we note first that (10) gives us the value B 0 = σA 0 directly. Next, when ν > 0, we observe that, since t ν must come after t ν−1 , the range T ′ in (8) is the interval (t ν−1 , t F ). Consequently,
When ν = 1, (12) can be rewritten
and, since ψ 1 = ∆ 1 , this gives us
Finally, for ν > 1, (12) becomes
and hence B ν can be defined recursively, as
The Bidirectional Model.
Far more interesting is the case where hops are allowed to jump backwards as well as forwards in time. It is important to note that the derivation of B ν given above for the unidirectional model no longer works, because it relies on using (9) to replace q F | q ν h with σ q F | q ν , and on (6) to replace ψ n+1 (q ν , q I ) with ∆ n+1 (q ν , q I ). But our use of (9) assumes that q F occurs after q ν , and that of (6) that q ν comes after q I , and neither assumption is generally valid in the bidirectional model. Consequently, before we can make progress, we need to decide how q ′ | q h should be defined when the hop q → q ′ moves backwards in time.
To address this problem, we recall the standard interpretation of anti-matter as 'matter moving backwards in time'. For example, the Feynman diagram in Figure 1 shows how the annihilation of e.g. an electron and a positron (its antiparticle) to form two photons can be interpreted instead as showing an electron that moves forward in time, interacts with the photons, and then returns into the past. Accordingly, whenever we are presented with a backwards hop by the particle P , we reinterpret it as a forwards hop by the appropriate anti-particle, P . Writing S for the classical action associated with the antiparticle P , we therefore define s h (q F , q I ) = ρ + S(q F , q I ) if q I is earlier than q F , and ρ + S(q I , q F ) if q I is later than q F .
It is tempting to assume that S is just the negative of S, but this need not be the case. For example, since photons are their own anti-particles, they would require S = S. Or consider an electron moving in both an electric and a gravitational field. If we replaced it with a positron, the electric forces would reverse, but the gravitational forces would remain unchanged, and the overall change in action would reflect both effects.
Spatial hops -the physical meaning of σ. What about purely spatial hops that move the particle P sideways in space, without changing its temporal coordinate? There are two cases to consider. If q F = q I , the particle has not actually moved, and the classical solution S(q, q) = 0 holds valid. Consequently, we can simply extend our existing solution by defining s h (q, q) = ρ , or q | q h = σ. This, then, explains the physical significance of σ -it is the amplitude associated with the null hop, i.e. that hop which leaves the particle in its original location from one observation to the next. If q F and q I differ in their x (but not their t) values, we shall simply take q F | q I h = 0; i.e. we ban all such hops (this definition is, of course, purely arbitrary, and other definitions may be more appropriate in regard to other investigations 5 ; but for our current purposes the specific choice of purely spatial hop action makes little difference, because the paths in question contribute nothing to the integrals we shall be constructing). This doesn't mean, of course, that a path cannot be found from q I to a simultaneous location q F -it can, via any past or future location! -but that more than one hop is required to complete the journey. Indeed, the possibility of purely spatial relocations is highly significant, since one could interpret them as explaining quantum uncertainty: one cannot say definitely where a particle is at any given time t, precisely because it is able to relocate from one location to another, with no overall change in t.
Solving the Equations. As before, we know from (5) and (6) that each function ψ n is defined in terms of the known functions φ 0 and ∆ n , and it remains to identify the hop amplitude s h and the normalisation factors B n . Once again, our solutions will be given in terms of the undetermined phase parameter σ. As always, we assume that t I < t F , although we allow individual hops to move backwards through time.
To define the hop amplitude, we appeal to (13), and the relationship q ′ | q h = e is h (q ′ ,q)/ . Taken together with our discussion of spatial hops, these allow us to define s h fully:
if q F is later than q I σ if q F = q I , and 0 otherwise.
where q I | q F = exp {iS(q I , q F )/ } is the 'classical amplitude' associated with the antiparticle. This idea extends throughout the functions defined in this section; for example, when q ′ is earlier than q, we write ψ n (q, q ′ ) for the amplitude that the antiparticle follows some path q ′ → q lying entirely within R. We will see below that the amplitude functions ψ n (q ′ , q) and ψ n (q ′ , q) are, as one would expect, related to one another in a mutually recursive way. Now we consider the normalisation constants B n . We already know that B 0 = σA 0 , so we consider the case when n > 0. Because hops are allowed to move in both directions through time, the integration range T ′ in (8) is the whole of T . Consequently, (8) becomes
The integral over T splits into three parts, depending on the value of t ν relative to t I and t F . We have
where
5 For example, suppose we know (from wave-equation methods, say) that P has amplitude η(x) to be at location x † = (x, t † ), for each x ∈ X. A more intuitive solution might then be to take˙x
This gives˙x †˛x †¸h = 1 in agreement with the 'classical amplitude', but also provides information about the relative amplitudes of all other spatial locations at time t † .
When ν = 1, (14) becomes
and the integrals I L , I M and I R are defined by
On the other hand, (2) tells us that ψ 1 = ∆ 1 , and so
Finally, when ν > 1, the integrals I L , I M and I R are given by
and (14) gives us B ν recursively,
Computational Significance of the Model
In recent years, many authors (e.g. [Llo05] ) have made suggestions to the effect that the Universe 'is a computer that computes itself', but what does this actually mean? Using the finitary model, we will give a very definite meaning to this idea. But to illustrate the full computational significance of the model, we first need to digress slightly, and explain Eilenberg's X-machine model of computation [Eil74] . This is an extremely powerful computational model, which easily captures (and extends) the power of the Turing machine. We will then show that a particle's trajectory can be regarded as an X-machine drawn in spacetime, and that (a minor variant of) this machine computes its own amplitude (as a trajectory).
X-machines
An X-machine M = F Λ (where X is a data type) is a finite state machine F over some alphabet A, together with a labelling function Λ : a → a Λ : A → R(X), where R(X) is the ring of relations of type X ↔ X. Each word w = a 1 . . . a n in the language |F | recognised by the machine F can be transformed by Λ into a relation w Λ on X, using the scheme
and taking the union of these relations gives the relation F Λ computed by the machine,
If we want to model a relation of type Y ↔ Z, for data types Y = Z, we equip the machine with encoding and decoding relations, E : Y → X and D : X → Z. Then the behaviour computed by the extended machine is the relation
Although the language |F | is necessarily regular, the computational power of the Xmachine model is unlimited. For, given any set-theoretic relation ζ : Y → Z, we can compute it using the trivial (2-state, 1-transition)-machine with X = Y × Z, by picking any z † ∈ Z, and using the labelling y E = (y, z † ), the decoder (y, z) D = z, and encoder a Λ = ζ, where (y, z † ) ζ = (y, ζ(y)). For now, given any y ∈ Y , we have F Λ = a Λ = ζ, and
Computation by admissible machines
In our case, all of the path relations we consider will be constant multipliers of the form f c : z → zc, where c, z ∈ C. The resulting machine behaviour will therefore be a set of such multipliers, and we can meaningfully form their sum (which is again a multiplier). For reasons that will shortly become clear, however, we will restrict attention to those paths which visit each state of the machine at least once. We therefore define the additive behaviour of such a machine M = F Λ to be the function |M | + on C given by
If M is a machine of this form, we will declare the behaviour of M to be the function |M | + , and speak of M as an additive X-machine . Any finitary path [ q ] = q I → q 1 → · · · → q ν → q F generates an additive X-machine M q with state set { q I , q 1 , . . . , q ν , q F }, alphabet A = { h 0 , . . . , h ν }, and transitions {q n hn −→ q n+1 | n = 0, . . . , ν}. Each transition in the machine is a hop along the path, and is naturally associated with the function h n Λ = λz.(z. q n+1 | q n h ) : C → C that multiplies any input amplitude z by the hop amplitude q n+1 | q n h . If M q is an additive X-machine generated by some path [ q ] with initial state q I , final state q F , and intermediate states in R, we shall say that M is admissible, and that [ q ] generates M . We claim that each path computes its own amplitude, when considered as the machine it generates.
Computation by the unidirectional model. For unidirectional machines, each hop h n involves a jump forward in time, so the states { q n } must all be distinct, and the path [ q ] forms a future-pointing chain through spacetime. Consequently, the machine M q recognises precisely one string, and the additive and standard behaviours of the X-machine are identical. The function computed by this path maps each z ∈ C to z [(h0
As claimed, therefore, each (unidirectional) trajectory directly computes its own contribution to the amplitude of any path containing it.
Computation by the bidirectional model. Equation (15) holds also for unidirectional paths in bidirectional machines, but the general physical interpretation is more complicated, because of the possibility of loops. Essentially, we need to distinguish carefully between two related questions, viz.
• what is the amplitude that the path [ q ] is traversed?
• what is the amplitude that the path [ q ] is observed to have been traversed?
To see why, let us suppose that the path [ q ] contains only one loop, and that m is minimal such that q m+1 = q n+1 for some n satisfying m < n; write the associated sequence of hops as a concatenation of three segments, viz. h 0 . . . h ν = u.v.w, where u = h 0 . . . h m , v = h m+1 . . . h n and w = h n+1 . . . h ν . Since v represents a spacetime loop from q m+1 back to q n+1 = q m+1 , there is no observable difference between any of the paths u.v j .w, for j ≥ 1. Consequently, while the amplitude for the path [ q ] is just ψ[ q ], the amplitude that this path is observed is instead the amplitude
More generally, given the machine F generated by any bidirectional trajectory [ q ], and any two strings α, β which are recognised by F , and which visit each state at least once, there will be no observable difference between α and β. Consequently, if we define F + = w Λ w ∈ |F | , w visits each state at least once then the amplitude ψ + that [ q ] is observed to have been the path traversed will satisfy, for
and once again, if we think of [ q ] as an additive X-machine, it computes its own contribution to the amplitude of any path containing it.
A machine-integral formulation, and its interpretation
The amplitude φ(q F , q I ) (or equivalently ψ(q F , q I ), since they are equal), that a particle P relocates from q I to q F via some path lying entirely in R, is given in the standard formulation by forming the limit φ = lim φ n , where each φ n is an integral over paths of length n. Likewise, ψ is constructed as a sum ψ = ψ n of such integrals. Both formulations can, therefore, be considered path-integral approaches. However, we now introduce a new interpretation of ψ as a sum over additive X-machines. We therefore call this a machine-integral formulation.
Recall that an additive X-machine M is admissible provided there is some finitary bidirectional path [ q ] that generates it. Say that two paths [ q ] 1 and [ q ] 2 are equivalent, provided they generate precisely the same admissible machine M . Clearly, this is an equivalence relation, and given any path [ q ], there will some equivalence class q containing it. Moreover, the amplitude |M | + is given by summing the amplitudes of the various paths in q. Consequently, summing over all paths is the same as summing over all admissible machines, so that (regarding ψ(q F , q I ) as a multiplier),
and ψ(q F , q I ) can be regarded as integrating all of the admissible machine amplitudes.
Summary and Conclusions
We opened this paper by asking, are physical behaviours necessarily computational, or is it possible to point to behaviours that are hypercomputational? As we have tried to show in this paper, there is a very deep sense in which it can be argued that (non-relativistic, quantum) physics is entirely computational, just as computation is physical. But the computational model we have used to describe physical motion includes both recursive and potentially nonrecursive elements.
There are many ways to model quantum theory, and some of them are more amenable to computational interpretation than others. By solving various fairly simple equations, we have shown that a finitary model of quantum theory can be formulated, in which particles relocate from one place q I to another q F via a finite sequence of 'instantaneous' hops. The amplitude that a given hop will take place is surprisingly familiar, at least when the hop moves the particle forwards in time: it is just the 'classical' amplitude q F | q I = exp {iS(q F , q I )/ }, where S is the classical action. However, for hops that move backwards through time, we need to be more ingenious; by thinking of a backwards-moving particle as a forwards-moving antiparticle, we can again express the hop amplitude in terms of a classical action, though this time it is the classical action S associated with the antiparticle.
The standard formulation presents a sequence (φ n ) of functions, such that φ = lim φ n accurately describes the amplitude that a particle moves as required from q I to q F ; it is this function φ which allows us to recover a wave-equation description of the system, and which therefore determines the nature of physics as described by the model. Our formulation differs from the standard one, in that we generated a sequence (ψ n ) of functions, whose sum (as opposed to limit) ψ gives the required amplitude; but we specifically constructed these functions in such a way that ψ = φ. Consequently, the two formulations describe precisely the same version of physics. This is extremely important, because when the standard formulation's results are extrapolated to generate classical descriptions, they typically describe particles that follow continuous paths, unidirectionally in time. Since our formulation gives an identical description of physics, it follows that this apparent causality, together with the apparent arrow of time, are necessary illusions of the model. In particular, the idea that classical particles traverse continuous paths is an illusion, as is the notion that time has an arrow, for while neither behaviour is built into our formulation, a classical observer has no choice but to see things that way.
We have formulated this model because standard recursion theory cannot represent, in its entirety, the uncountable set of points along an continuous path, and it precisely the need for infinite precision when dealing with continuous constructs that lends itself to confusion when one attempts to assess the computability (or otherwise) of a physical process. In our model, no such confusion can arise, because the concept 'continuous path' is meaningless. Instead, each path comprises only finitely many points, and these points form an additive X-machine with states and transitions 'drawn on spacetime paper': paths and (admissible) machines are literally the same things. The path embodies the machine, and the machine computes the amplitude that the path exists.
It follows that quantum theory can be considered to be generated in a distinctly computable way. Given q I and q F , and the region R, we ask ourselves which machines are admissible for these points and region; each such machine computes its own amplitude; and the sum of all these amplitudes gives the amplitude ψ(q F , q I ) = φ(q F , q I ) that a particle relocates from q F to q I via a path lying entirely within R.
On the other hand, we saw in Section 4.1 that the standard X-machine model is very powerful; far more powerful, in fact, than the standard Turing model of computation, because Turing machines can only compute recursive functions, whereas X-machines can compute any function whatsoever. For this to happen, however, the label relations a Λ must be nonrecursive in their own right; the super-Turing power of an X-machine cannot come from its underlying automaton, as this is capable of generating nothing more complicated than a regular language. We need to ask ourselves, therefore, what functions can occur as a relation of the form a Λ in an admissible machine -and the answer is clear. All such labels correspond to multiplications by hop amplitudes, i.e. values of the form q τ +1 | q τ h , so how do we know that each such amplitude is a recursive value? The simple answer is, we don't. Our model makes no assumption one way or the other. It is entirely possible -indeed, extremely likely in the formulation presented here -that one or more of these amplitudes will be non-recursive, because we have placed no restrictions on the values of x and t, beyond (x, t) being a point in R.
Clearly, then, physical motion is inherently computational, because motion is computation, but it is computation of a very specific kind. When we say that physical motion is computational, we mean specifically that motion along a trajectory is a process whose underlying structure is computational. But this says nothing about the values that are generated as that structure unfolds. And until we can examine both sides of the coin, we will remain fundamentally ignorant about the true relationship between physics and computation.
