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Tentative evidence of a 3.5 keV X-ray line has been found in the stacked spectra of galaxy clusters,
individual clusters, the Andromeda galaxy and the galactic center, leading to speculation that it
could be due to decays of metastable dark matter such as sterile neutrinos. However searches for the
line in other systems such as dwarf satellites of the Milky Way have given negative or ambiguous
results. We reanalyze both the positive and negative searches from the point of view that the
line is due to inelastic scattering of dark matter to an excited state that subsequently decays—the
mechanism of excited dark matter (XDM). Unlike the metastable dark matter scenario, XDM gives
a stronger signal in systems with higher velocity dispersions, such as galaxy clusters. We show
that the predictions of XDM can be consistent with null searches from dwarf satellites, while the
signal from the closest individual galaxies can be detectable having a flux consistent with that from
clusters. We discuss the impact of our new fits to the data for two specific realizations of XDM.
1. INTRODUCTION
A surprising new hint of dark matter emerged from
analysis of data from XMM-Newton, in which the spec-
tra of 73 galaxy clusters were combined, showing > 3σ
evidence for an X-ray line with energy 3.55 keV [1]. It
was argued that there were no plausible atomic transi-
tions to account for such a line, but that it could come
from the decay of light dark matter (DM) such as sterile
neutrinos. Further evidence for the line was found in the
spectra of the Perseus cluster and (less prominently) of
the Andromeda galaxy [2]. A subsequent search for the
line in the center of the Milky Way using Chandra data
gave negative results [3] whereas a similar search using
XMM-Newton data corroborated the line [4]. Ref. [5]
stacked spectra of 81 and 89 galaxies using Chandra and
XMM-Newton data, respectively, finding no evidence for
the line, while ref. [6] searched for the line in stacked spec-
tra of nearby dwarf spheroidal galaxies, also with nega-
tive results. The latter two papers emphasize that there
is a definite contradiction to the decaying dark matter in-
terpretation made by ref. [1], at the level of 3.3−4.6 σ for
ref. [6] and 4.4− 11.8 σ for ref. [5]. Previous searches for
X-ray lines are reviewed in ref. [7]. Most recently (after
the first version of this work), ref. [8] reported a positive
flux using Suzaku data from the Perseus cluster but only
upper limits from other nearby clusters.
There is also controversy as to whether an atomic ori-
gin for the line is really excluded. Ref. [9] argues that
transitions of ionized potassium and chlorine explain the
line reported by [1, 2]. Counterarguments have been
given in [10, 11]. We do not enter into this debate in
the present paper (however see ref. [12] for a recent syn-
opsis). Instead we will assume that the line is due to new
physics, namely dark matter scattering rather than de-
cays. The kinematical differences between the two pro-
cesses can explain why an X-ray line would be seen in
some data sets and not in others. In particular, if the
scattering is inelastic with a small energy threshold, one
expects the strongest signal to come from from galaxy
clusters, while that from dwarf galaxies would be highly
suppressed, and line strengths from nondwarf galaxies
would be somewhere between these two extremes.
As a concrete realization of this alternative phe-
nomenology, we focus on a class of dark matter mod-
els in which inelastic scattering of two DM particles to
excited states, χχ → χ′χ′, is followed by rapid decays
χ′ → χγ [13–16]. We refer to this as the excited dark
matter (XDM) mechanism. The DM need not be as light
as 7.1 keV, as in the metastable decaying models; it can
be heavy, requiring only the mass splitting between χ′
and χ to be 3.55 keV. Specific examples of XDM models
for addressing the 3.55 keV X-ray signal were considered
in refs. [17, 18].
The papers that searched for the line signal derived
limits (or observed ranges) for the mixing angle θν of
a Majorana sterile neutrino, decaying through its transi-
tion magnetic moment to an active neutrino. The mixing
angle is related to the partial width for the decay by [19]
Γν =
9αG2F
1024pi4
sin2 2θνm
5
ν
= 2.46× 10−28s−1 sin
2 2θ
10−10
( mν
7.1 keV
)5
(1)
Ref. [1] finds the best fit for sin2 2θ ∼= 6± 3× 10−11. Ref.
[2] obtains a consistent result, with larger errors. Ref. [5]
finds the 3σ upper limit sin2 2θ < 2 × 10−11, while [6]
obtains sin2 2θ < (2.7 − 4.8) × 10−11, depending upon
different assumptions about the contribution from decays
of DM in the main halo of the Milky Way. Ref. [3] finds
somewhat weaker limits sin2 2θ < (5 − 10) × 10−11, de-
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2pending upon the energy interval that is modeled.1 These
results are summarized in table I.
In this work, we will systematically derive the corre-
sponding values for the phase-space-averaged cross sec-
tion 〈σv〉 that plays the role of Γν for the XDM scenario.
We do using the predicted X-ray fluxes from the two
models:2
Fγ = Γν
〈∫
d 3x
4pi x2
ρ
mν
〉
, decays (2)
= 〈σv〉f
〈∫
d 3x
4pi x2
ρ2
m2χ
〉
, XDM (3)
Here ρ is the DM mass density, the origin of ~x is at the
observer, and mν = 7.1 keV for decaying DM, while mχ
can be much larger in the XDM model. The subscript on
〈σv〉f refers to the assumption that χ′ decays relatively
fast, as we will discuss further below. The large angle
brackets indicate that an average over different sources
is typically being carried out, be they dwarf galaxies, nor-
mal galaxies, or clusters of galaxies. By performing this
average in the same way for XDM as it was carried out by
the original authors we can convert their determinations
of Γν into corresponding values for 〈σv〉. However in
most cases we can work directly from the reported fluxes
using eq. (3). This is the first objective of our work. We
will then show how the expected DM velocity dependence
of 〈σv〉 can make the derived values consistent with an
XDM origin for the observed line.
We identify a small discrepancy in the inferred cross
sections (and neutrino mixing angles) for the Milky Way
and Andromeda galaxy (M31), despite similar velocity
dispersions, if we assume a standard NFW profile. How-
ever, if the Milky Way’s DM halo is slightly cored rather
than cuspy, the amount of DM in the field of view is
reduced, leading to a larger value of the required cross
section. Since a similar change does not affect the line-
of-sight integral (3) much for M31 due to the greater
distance, we find that slight coring removes the discrep-
ancy.
So far we implicitly assumed that the excited state de-
cays immediately, but it is also possible that it could be
sufficiently long-lived that it migrates significantly before
decaying. In the extreme case where the lifetime is of the
same order as the dynamical time scale for the object
of interest, the excited states become distributed evenly
throughout the halo, and the brightness profile of the X-
ray line has the same shape as for decaying DM, although
1 These numbers are from fig. 4 of the revised version of ref. [3]
provided to us by the author. We recompute the limits based
upon our own assumptions about the DM density profile for table
I.
2 There is no factor of two in front of 〈σv〉 to account for two
photons being produced by the two decays following χχ→ χ′χ′,
since we assume χ to be Majorana. In this case the factor of two
is canceled by a factor of 1/2 for having identical particles in the
initial state.
the overall predicted rate differs from that of purely de-
caying DM. In that case the photon flux takes the same
form as in (2), but with the replacements mν → mχ and
Γν → Γeff , where the effective decay rate given by
Γeff =
〈 〈σv〉s ∫ d 3x ρ2
mχ
∫
d 3x ρ
〉
=
〈σv〉s
mχ
〈
ρs
h2(c)
h1(c)
〉
(4)
with the integrals extending out to the virial radius Rvir
of the halo. ρs, rs are the respective scale density and
length for the DM distribution, to be defined below, and
h1,2(c) are dimensionless functions of the concentration
parameter c = Rvir/rs, given in the appendix. The
subscript on 〈σv〉s denotes that χ′ is assumed to decay
slowly. In the following we will carry out our analysis
for both extremes of the excited state lifetime, as well as
intermediate cases. We will show that lifetimes of order
106−107 y provide an alternate resolution to the discrep-
ancy between the galactic center and M31 fluxes.
In the remaining sections 2-8 we determine the re-
quired values or upper limits for the cross sections from
galaxy clusters, M31, the Milky Way, the Perseus cluster,
dwarf spheroidals, and stacked galaxies respectively. In
section 9 we show how these can be fit to general param-
eters of the XDM class of models. The implications for
two specific models are considered in section 10, followed
by our conclusions.
2. GALAXY CLUSTERS
Ref. [1] combines spectra of 73 galaxy clusters. For
each cluster the integral
∫
d 3x ρ/x2 (called MprojDM /D
2 in
[1]) is determined within a given field of view (FOV),
defined by an extraction radius Rext,i = θidi where θi is
the angular size of the observed region and di = D is the
distance to the source. The relative exposure Expi for
each source is also given.
For each cluster, an NFW profile is assumed,
ρNFW =
ρs,i
(r/rs,i)(1 + r/rs,i)2
(5)
The scale radius is taken to be rs,i = R500,i/c500 where
R500,i is the radius of a sphere whose average density
is 500 times the critical density of the universe, and
the concentration parameter is a weakly-varying func-
tion of the virial mass that is in the range c500 ∼ 3 − 4
for most clusters[20]. For the more distant clusters,
R500,i = Rext,i, which is tabulated in ref. [1]. But for the
closer ones, R500 exceeds the XMM-Newton 700
′′ field
of view (FOV). In order to determine the NFW param-
eters for all clusters in a consistent way, we assume (as
did [1]) a universal value of the concentration parame-
ter, which implies that all clusters have the same value
of ρs = δcρcrit, where the critical density is given by
ρcrit = 1.25 × 1011M/Mpc3 (ignoring small redshift-
dependent corrections) and δc = (500/3)c
3/h1(c) (see for
example ref. [8]). We then determine rs for each clus-
ter by equating the projected mass tabulated in [1] to
3(1) (2) (3) ν mixing (4) fast decay (5) intermediate (6) slow decay (7) v disp.
Reference object sin2 2θν 〈σv〉f ·
(
10 GeV
mχ
)2
τ ∼ 2× 106y 〈σv〉s ·
(
10 GeV
mχ
)2
〈σv〉
(×10−11) (10−22 cm3s−1) or 2× 107y (10−22 cm3s−1) (km/s)
Bulbul et al. [1] clusters 6± 3 480± 250 1200± 600 975
Bulbul et al. [1] Perseus (26− 60) (1400− 3400) (4000− 15000) 1280
Boyarsky et al. [2] Perseus (55− 100) (1− 2)× 105 (1− 5)× 104 1280
Urban et al. [8] Perseus (20− 100) (2600− 4100) (1− 2)× 104 1280
Bulbul et al. [1] CCOa (18− 28) (1200− 2000) (5100− 8400) 926
Boyarsky et al. [2] M31 (2− 20)
{
(10− 30), NFW
(30− 50), Burkert
NFW
→
{
unchanged
(20−50)
}
(370− 970) 116
Boyarsky et al. [4] MW (10− 30)
{
(0.1− 0.7), NFW
(50− 550), Burkert
NFW
→
{
(1−8)
(16−110)
}
(400− 3000) 118
Riemer-Sørensen [3] MW < (6− 20) <
{
(0.15− 1.1), NFW
(80− 1200), Burkert
NFW
→
{
(2−12)
(24−170)
}
< (200− 2000) 118
Anderson et al. [5] galaxies < (2− 5) < (270− 620) < (170− 420) 100
Malyshev et al. [6] dwarfs < (3− 5) < (0.2− 0.3) < (0.1− 0.2) 10
Bulbul et al. [1] Virgo < (18− 23) < (380− 670) < (2.5− 4.1)× 104 643
Urban et al. [8] Coma < (1.5− 1.7) < (130− 200) < (510− 850) 913
aComa+Centaurus+Ophiuchus clusters
Table I: Column 3: best-fit values or upper limits on the sterile neutrino mixing angle, sin2 2θ, assuming νs → νγ for the 3.55
keV X-ray line. Column 4: corresponding values of the cross section for excited dark matter models with χχ→ χ′χ′ → χχγγ
for the case of prompt decay of χ′. For fast decays of XDM in the Milky Way, fits are given both to NFW and Burkert profiles.
Column 5: for the case of excited state lifetimes τ ∼ 2 × 106 y or 2 × 107 y the MW cross sections change relative to NFW
values in column 4 as shown, while others are unaffected. Column 6: same as column 4 but for slow decays (lifetime of order
the dynamical time scale). Column 7: average velocity dispersion. Values for Coma, Centaurus clusters from ref. [21], and for
Ophiuchus from [22].
MprojDM = 4piρsr
3
sf1(Rext/rs), where f1 is given in eqs.
(A5).
Once the parameters of ρNFW are known, it is straight-
forward to compute
∫
d 3x ρ2/x2 for each cluster and av-
erage them, weighting by the exposures Expi. Taking
Γν = 1.74× 10−28 s−1 corresponding to ref. [1]’s best-fit
mixing angle, we obtain from eqs. (2-3) the cross section
〈σv〉f = 5.5×10−20 cm3 s−1×(mχ/10 GeV)2, in the case
of promptly decaying excited states, assuming c = 3, and
4.1×10−20 cm3 s−1×(mχ/10 GeV)2 for c = 4. This gives
some idea as to the uncertainties (∼ 15%) due to the DM
halo properties. In table I we combine this in quadrature
with the significantly larger (50%) uncertainty from the
measured flux.
For slowly decaying χ′, we equate Γν/mν = Γeff/mχ
from (4) and (2) to find
〈σv〉s = Γν
m2χ h1
mν h2
ρ−1s (6)
leading to the higher values (0.95− 1.4)× 10−20 cm3 s−1
for c = 3− 4.
3. ANDROMEDA GALAXY
Ref. [2] attributes a flux of Fγ = 4.9
+1.6
−1.3 ×10−6/cm2/s
to a combined FOV of radius 0.22◦(≡ θ) centered on
M31. We follow [2] in adopting the best-fit NFW
profile of ref. [23] for M31, with rs = 23.8 kpc and
ρs = 4.3 × 106M/kpc3.3 Taking the distance to be
d = 778 kpc, hence a = θd/rs = 0.13, we com-
pute the integral of ρ2/x2 and find the cross section
〈σv〉 = m2χFγd2/(ρ2sr3sf2(a)) = 2.1 × 10−21 cm3 s−1 ×
(mχ/10 GeV)
2 for fast decays. Alternatively, ref. [26]
finds best-fit values of rs = 25 kpc (also with c = 12,
and Rvir = 300 kpc, Mvir = 1.6 × 1012M) and ρs =
5.0× 106M/kpc3, giving 1.4× 10−21 cm3 s−1. The un-
certainty due to the density profile is somewhat smaller
than that from the line flux for the overall uncertainty in
the cross section. In table I we give the range of values
that includes both uncertainties.
3 These follow from the concentration parameter c = 12 for an
overdensity of ∆ = 98 and M∆ = 1.2 × 1012M, using M∆ =
4pi
3
R3∆ρc∆ = 4piρsR
3
∆h1(c) with c = R∆/rs.
4For slowly-decaying DM, we find, using
〈σv〉s =
Fγm
2
χ d
2 h1(c)
ρ2s r
3
s
= 〈σv〉f f2(a)h1(c)
f1(a)h2(c)
(7)
from (4) and (A4), that the cross sections increase to
970×10−22 and 370×10−22 cm3 s−1 respectively, for the
two halo profiles. In table I we give the ranges including
the uncertainty in the flux Fγ .
We have also explored the effect of a cored versus cuspy
DM halo. Ref. [27] fits the M31 DM halo to several pro-
files including NFW (cuspy) and Burkert (cored), the
latter being given by
ρB(r) =
ρs
(1 + r/rs)(1 + r2/r2s)
(8)
with best fit values rs = 6.86 kpc, ρs = 5.72 ×
107M/kpc3 for Burkert. The LOS integral of ρ2 over
the 0.22◦ FOV differs only by a factor of 1.1-1.7 rela-
tive to the NFW profiles considered above, and so we
conclude that the cusp versus core issue is not a great
source of uncertainty for M31. We will see however that
it is much more important for the Milky Way.
4. THE MILKY WAY
Ref. [3] obtains upper limits on the flux of X-ray lines
in the energy intervals 3-6 and 2-9 keV, based upon Chan-
dra observations of a 16′× 16′ region at the galactic cen-
ter, with the central disk of angular size 2.5′ excised.
For simplicity we model this region by an annulus of
equivalent area with 2.5′ < θ < 9′. The limits on the
flux at photon energy 3.55 keV are found to be 12.1 and
21.4×10−6 counts/cm2/s respectively for the two energy
intervals (see footnote 1).
We apply these flux limits directly to find the cor-
responding limits on Γν and 〈σv〉 using eqs. (2,3). To
explore the dependence upon the assumed Milky Way
DM profile, we first compute
∫
d 3x ρn/x2 for a range
of NFW profiles suggested by simulations (see ref. [24]),
with rs = 19
+7.5
−5.4 kpc at 68% confidence, and varying the
local density ρ between (0.3−0.4) GeV/cm3 while keep-
ing the distance r to the GC fixed at 8.3 kpc. (The effect
of a cored profile will be considered below.) Varying rs,
ρs and the limit on the flux leads to the range of upper
limits the neutrino mixing angle sin2 2θ < (6−20)×10−11
and on the cross section 〈σv〉(10 GeV/mχ)2 < (0.15−1.1)
in units of 10−22cm3/s, for the case of fast decays.
Repeating this for the 1σ range of Milky Way NFW
profiles found in ref. [25], we get the smaller range of
〈σv〉(10 GeV/mχ)2 < (0.07 − 0.15). The larger range is
shown in table I.
On the other hand, ref. [4] finds positive evidence for
the line from the inner 14′ of the GC using XMM-Newton
data, with a flux of (29± 5)× 10−6 counts/cm2/s which
is consistent with the previous bounds at the 2σ level.
Following the same procedure as for the upper limits, we
find the allowed ranges of the cross section to be (0.11−
0.65) × 10−22cm3/s for the DM profiles reported in ref.
[24].
For slowly decaying excited states, again using (7) we
find that the range of upper limits from [3] becomes
(0.19 − 1.7) × 10−19cm3/s, while the range of measured
values from [4] is (0.39 − 2.7) × 10−19cm3/s. These are
much larger than the corresponding M31 values because
of the large factor f2|a2a1/f1|a2a1 = 320 for the MW in eq.
(7), compared to ∼ 1 for M31.
Because the FOV is so strongly concentrated on the
galactic center for the MW observations, the model pre-
dictions are extremely sensitive to the assumed behavior
of the DM profile in this region. Ref. [25] prefers the
Burkert profile (8) as the best fit to the MW. The LOS
integral of ρ2 is much smaller with the best fit cored pro-
files shown in fig. 3 of [25] than the corresponding NFW
profiles also fit there, by a factor of 500-1000. In table I
we give the ranges of cross sections for fast decays in these
cored profiles as well as in the NFW profiles. These are
extreme cases, and one could expect the true profile to
give cross section values somewhere in between. Because
of this uncertainty, the MW observations might be con-
sidered not very constraining when trying to distinguish
between different kinds of DM models.
5. PERSEUS CLUSTER
Ref. [1] obtains several flux measurements of the line,
centered on the Perseus cluster using XMM and Chan-
dra data. In two of them, the central region of ra-
dius 1′ is removed because of large X-ray fluxes possibly
having an origin from atomic transitions in the core of
the cluster. These have fluxes of 21.4+7.0−6.3 with XMM
MOS and 10.2+3.7−3.5 with Chandra ACIS-S, in units of
10−6cm−2s−1, and respective fields of view 700′′ and
281′′ (approximating the square by a circle of equiva-
lent area) in radius, minus the excised central region.
There are also two measurements including the core,
with fluxes of 52.0+24.1−15.2 from XMM MOS and 18.6
+7.8
−8.0
from Chandra ACIS-I. More recently ref. [8] measured
nonzero fluxes using Suzaku data, with Fγ = 2.87
+0.33
−0.38 ×
10−7cm−2s−1arcmin−2 × 36pi arcmin2 from the central
0.1◦, and Fγ = 4.78+1.65−1.41 × 10−8cm−2s−1 × (182 − 36pi)
from a surrounding region going out to 0.17◦. We model
the fields of view as annular regions of equivalent area.
To evaluate the LOS integrals, we use the DM density
profile determined by ref. [28]. It finds virial mass and
radius M200 = 6.65
+0.43
−0.46 × 1014M and R200 = 1.79 ±
0.04 Mpc, and concentration parameter c200 = 5.0±0.5,4
4 The value c200 = 5 corresponds to c500 = 3.3, so this is consis-
tent with our previous assumptions about NFW parameters of
clusters for the stacked analysis
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Figure 1: Left: mixing angle of decaying sterile neutrino that would give the measured fluxes for Perseus in the angular intervals
indicated by horizontal error bars. Vertical bars correspond to errors in fluxes. Right: similar to left, but showing the cross
section for excited dark matter models. Perseus data alone would favor the decaying DM scenario, or possibly XDM with slow
decays of the excited state.
leading to NFW scale radius rs = R200/c = 0.36 ±
0.04 Mpc, and density ρs = M200 c
3/(4pi R3200 h1(c)) =
(1.2 ± 0.3) × 1015M/Mpc3, where the values are anti-
correlated with those of rs via the dependence upon c
and we ignore the smaller error due to M200. We take
the distance to the cluster to be d = 74 Mpc.
The data divided by the LOS integrals in (2) or (3)
are plotted in fig. 1, so that consistency with a given
model should result in no dependence on the angle from
the center. The data at low angles do not show a clear
preference for decaying versus annihilating or scatter-
ing DM models, but including those at larger off-center
angles would disfavor scattering (XDM) relative to de-
cays. Ref. [2] reports X-ray fluxes of (13.8 ± 3.3) and
(8.3 ± 3.4) × 10−6/cm2/s in two off-center angular bins
with θ = (0.38◦ − 0.61◦) and (0.7◦ − 0.9◦) respectively,
and with average field of view 537 arcmin2. We model
the fields of view by part of an annular region bounded
by the polar angles θi given above, and an azimuthal in-
terval δφ such that δφ(cos θ2 − cos θ1) = 537 arcmin2.
Then δφ = 75.1◦, 53.4◦ respectively for the two bins,
and we can take δφ/360◦ times the formula (A4) for the
density integrals when applying (3) or (7). (For annular
regions bounded by two polar angles, one must replace
f2(a)/f1(a)→ f2|a2a1/f1|a2a1 .)
Although the Perseus data by themselves appear to be
more consistent with decaying DM than with XDM, one
should keep in mind that the mixing angle required by
the combined Perseus observations is in tension with lim-
its from the Coma cluster, dwarf spheroidals and stacked
galaxies to be discussed below, suggesting that the DM
signal, if present, may be contaminated by other back-
grounds.5 Ref. [8] notes that the evidence for the line
5 For an alternative explanation, see ref. [29]
in Perseus disappears if a sufficiently complex model of
atomic line backgrounds is adopted. Moreover, the large
signal at large off-center angles might be consistent with
the hypothesis that baryons in clusters tend to be concen-
trated at the outskirts due to transport by shock waves
[30]. On the other hand, the XDM model can reconcile
some of the Perseus data with the upper limits. In our
XDM fits to the data, we will treat the large-angle ob-
servations and those including the core as outliers and
retain only the lower-angle noncore fluxes reported by
[1]. Including the data of ref. [8] deteriorates the quality
of the fits somewhat but does not change the shape of
the allowed regions significantly.
6. OTHER NEARBY CLUSTERS
Ref. [1] finds a positive signal from combining spec-
tra of nearby clusters Coma, Centaurus and Ophiuchus
(CCO), with averaged flux Fγ = 15.9
+3.4
−3.8 × 10−6/cm2/s
over the XMM MOS 700′′ field of view. The re-
spective weighting factors for averaging the spectra are
0.35, 0.51, 0.14 [31]. In addition, a 90% confidence level
upper limit of Fγ < 9.1 × 10−6/cm2/s on the flux from
the Virgo cluster was found using Chandra ACIS-I with
500′′ FOV. More recently, ref. [8] obtained 95% c.l. up-
per limits on the line fluxes from Suzaku spectra of
Coma, Virgo and Ophiuchus, with that from Coma giv-
ing the most stringent constraints on dark matter models:
Fγ < 2.65× 10−9/cm2/s/arcmin2 × (18 arcmin)2.
To translate these into DM model constraints we follow
the procedure of ref. [8] for determining the NFW halo
parameters, similar to the one which we employed for
the stacked clusters: a universal concentration c200 = 4.1
is assumed, implying ρs = δcρcrit = 7 × 1014M/Mpc3,
while the scale radius is given in terms of virial masses
6as r3s = M200/(4piρsh1(c)). As in [8] we take M200 =
(8.54, 1.40, 1.47)×1014M respectively for Coma, Virgo
and Ophiuchus, while for Centaurus we take M200 =
3 × 1014M, which follows from the average tempera-
ture kT = 3.68 keV [32] and the M200-T scaling relation
of [33].
Using these parameters and eqs. (2-3), we find from
the CCO observation the values for the mixing angle and
cross section given in table I (with uncertainties due to
the halo profile estimated by varying c = 3− 4), roughly
compatible with the values obtained by the same authors
for the Perseus cluster. The upper limits from Virgo are
also marginally compatible with these values. However
the limit on the mixing angle from the Coma cluster flux
limit of ref. [8] is quite stringent, sin2 2θν . 2×10−11, and
at odds with the values indicated by the other positive
observations of the line. The limit on the XDM cross
section from Coma on the other hand is in a lesser degree
of tension, 〈σv〉f < 200× 10−22cm3/s for mχ = 10 GeV,
only marginally below the range of values indicated by
the stacked clusters.
7. DWARF SPHEROIDAL LIMITS
Malyshev et al. [6] give limits on the neutrino mix-
ing angle from XMM-Newton observations of eight dwarf
spheroidal galaxies in the Milky Way. In their analysis,
no assumption was made as to the shape of the dwarf
density profiles, since they approximate
∫
d 3x ρ/x2 =
MFOV /d
2, where MFOV is the DM mass within the FOV
and d is the distance to the dwarf spheroidal. This en-
closed mass was estimated in a way that was assumed to
be relatively independent of the particular profile.
However for DM scattering, the signal goes like ρ2
and can thus have a stronger dependence on the profile
shape. Here we consider the possibilities that the dwarf
density profiles are either NFW as in eq. (5) or cored,
with ρcored = ρs/(1 + r/rs)
3. Following ref. [34] that
presents evidence for universal density profiles for dwarf
spheroidal galaxies, we take rs = 0.795 kpc for each NFW
profile, and rs = 0.150 kpc for cored, deriving the corre-
sponding XDM limits on 〈σv〉 for both cases.
Moreover ref. [6] accounts for the flux from the Milky
Way halo, for which the profile is taken to be NFW,
but with two possible values of the scale radius and nor-
malization, [26]. These are rs = 21.5 kpc, ρs = 4.9 ×
106M/kpc3 and rs = 46 kpc, ρs = 0.6 × 106M/kpc3,
respectively, and referred to as the “mean” and “min-
imal” halo models.6 The total DM density is thus
ρ = ρs + ρMW in each observed dwarf field of view
(FOV), complicating the evaluation of the integral of
6 Ref. [26] does not consider the minimal model to provide a good
fit to properties of the MW, but here it illustrates the impact of
an unrealistically low DM halo density on the dwarf constraints.
ρ2/x2, which we carry out numerically. (Analytic ex-
pressions for the contributions from the dwarf halo den-
sities ρs alone are given in the appendix, and were used
to check the numerics.) The angular radius of the FOV
is taken to be the minimum of θ1/2 = r1/2/di and the
XMM-Newton FOV, 15′.
Ref. [6] tabulates the distance to each dwarf, its half-
light radius r1/2 (where the intensity profile of its visible
light output drops by a factor of 2 relative to the center),
and the mass M1/2 enclosed within r1/2. These are
sufficient for determining the parameters ρs for either the
NFW or the cored profile each dwarf, given the assumed
values of rs mentioned above. The only further informa-
tion required for computing
∫
d 3x ρ2/x2 is the angle φi
between the line of sight (LOS) to the dwarf and that to
the galactic center, since the DM density of the Milky
Way halo along the LOS to the dwarf depends upon φi.
This angle is related to the galactic coordinates (b, l) of
the dwarf by cosφ = cos(b) cos(l). We find that cosφi =
{−0.159, 0.052, −0.224, −0.455, −0.183, −0.704, −0.510,
−0.496} respectively for the satellites Carina, Draco,
Fornax, Leo I, Ursa Minor, Ursa Major II, Willman I,
and NGC 185. The distance to the GC is taken to be
8.5 kpc for consistency with [6].
The expected fluxes for the decaying neutrino model
are given in [6], so we need not recompute
∫
d 3x ρ/x2 in
(2). It can be deduced from the fluxes using the limit on
the decay rate Γν < 6.68× 10−29 s−1 that we infer from
the limit on the mixing angle sin2 2θ < 2.67 × 10−11 for
the mean MW model. These limits are weaker by a fac-
tor of 1.78 for the minimal MW model. Carrying out the
ρ2 integrals and weighting them by the exposures given
in [6], we find the following limits on 〈σv〉(10 GeV/mχ)2,
in units of 10−22cm3/s: for the NFW dwarf profiles, 0.18
and 0.26 respectively, in the mean and minimal MW halo
models; for the cored dwarf profiles, we obtain the same
values to two significant figures, thus finding little differ-
ence between cored versus NFW profiles, although there
is some dependence upon the assumed shape of the MW
halo.
8. LIMIT FROM STACKED GALAXY SPECTRA
Ref. [5] finds a limit of sin2 2θ < 0.47 × 10−10 for
a decaying neutrino with mν = 7.1 keV, from stack-
ing Chandra spectra of 81 galaxies. The authors ob-
tain a somewhat stronger limit of sin2 2θ < 0.19× 10−10
from XMM-Newton data for 89 galaxies. They assume
NFW profiles for which the scale radii are related to
the virial radius as rs = Rvir/c200, where the concen-
tration parameter is related to the virial mass Mvir as
determined by ref. [35]. The relation can be fit by
log10 c200 = 1.85 − 0.08 log10Mvir (where Mvir = M200
is in units of h−1M) for log10Mvir < 14.6, and re-
maining constant for higher masses. Ref. [5] tabulates
Rvir and Mvir (also called Mhalo in that reference) as
well as the distances to each galaxy. This allows us
7to construct the NFW profiles for their galaxies (using
ρs = Mvir/(4pir
3
sh1(c))) to calculate the quantities in eq.
(2-3).
To avoid sensitivity to the central cusp of the NFW
distribution (which may not be present in realistic sim-
ulations accounting for effects of baryons), the signal
is taken between r = 0.01 and 1 times Rvir of each
galaxy. Analytic expressions can be found for the
LOS integrals for NFW density (and density-squared)
profiles (see appendix). We compute the exposure-
time-weighted averages of the density integrals sepa-
rately for the Chandra and XMM-Newton data to ob-
tain the equivalent limits on 〈σv〉(10 GeV/mχ)2 for the
two data sets. The limit on 〈σv〉f is related to that on
the decay rate by Γν(m
2
χ/mν)〈Mvirf1|c0.01cd−2h−11 (c)〉/
〈Mvirρsf2|c0.01cd−2h−11 (c)〉 for fast decays, and for slow
decays the relation is 〈σv〉s = Γν(m2χ/mν)〈(h2/h1)ρs〉−1.
From table I we see that the resulting limits on XDM are
less constraining than the claimed observations from M31
or MW, and so we can omit this constraint from the fits
we undertake next.
9. COMPATIBILITY OF XDM WITH DATA
Decaying dark matter is ostensibly at odds with the
required values of the lifetime (here parametrized by the
sterile neutrino mixing angle) for the claimed observa-
tions, versus the upper limits from null searches. Super-
ficially, it would appear that the same is true for anni-
hilating DM models or XDM, from the required values
versus upper limits for the annihilation or excitation cross
section. However for XDM there is an additional parame-
ter, since the cross section depends upon the DM velocity
due to the energy threshold needed to create the excited
states. In the center-of-mass frame, this corresponds to
the relative velocity threshold
vt/c =
√
8 δmχ/mχ (9)
The kinetic energy of the scattering DM particle is
mχ(vt/2)
2/2 = δmχ, necessary for creating the excited
state with mass mχ + δmχ. This can be used to explain
why the X-ray signal from XDM would be stronger in
systems with larger DM velocities.
Indeed, the phase space averaged cross section de-
pends upon the velocity dispersion of the DM, σv =
〈v2〉1/2 = √3/2 v0 (where v0 is the circular velocity),
corresponding to an assumed Maxwellian distribution
f(v) = Ne−(v/v0)
2
. The averaged cross section can be
approximated as
〈σv〉 = σ0vtγ, (10)
γ =
〈√
v2rel/v
2
t − 1 Θ(vrel − vt)
〉
, (11)
and 〈F (vrel)〉 =
∫
d3v1d
3v2f(v1)f(v2)F (|~v1−~v2|), assum-
ing that there is no significant velocity-dependence in the
cross section other than that coming from the phase space
integral. The functional form of γ(v0/vt) is plotted in
ref. [18] (and will appear in our figures showing fits to
the data below). For v0 > vt, it is approximately linear,
while for v0 < vt it falls exponentially,
γ ∼= 1.4
{
(v0/vt), v0 & 1.3 vt
e−(vt/v0)
2/2, v0 . 0.3 vt
(12)
For v0 ∼ vt there is intermediate behavior that smoothly
connects these two expressions.7
This additional dependence can explain why no X-ray
signal is seen from dwarf ellipsoidal galaxies, whereas it
is strong enough in galaxy clusters and nondwarf galax-
ies. However, it cannot explain the fact that the Perseus
cluster seems to give a much stronger line relative to
other galaxy clusters, especially at large off-center an-
gles. To pursue the DM explanation, we must assume
that these large-angle Perseus observations are contami-
nated by some background, as was suggested by ref. [1],
or else that only the Perseus observations are indicative
of DM decays, and that the other positive claims are
somehow spurious. On the other hand, the error bars on
the on-center Perseus measurements are sufficiently large
that they do not greatly diminish the goodness of our fits
if we include them. In the following, we will show results
of fits in which Perseus fluxes are treated as outliers that
require further explanation, but we will also indicate the
effect of the on-center Perseus fluxes in the computation
of the χ2, using the Bulbul et al. values shown in table I
for the required value of the cross section.
To estimate the average velocity dispersion σv for clus-
ters, we have identified σv for 22 out of the 73 clusters
studied by Bulbul et al. using ref. [36]; see table II. Their
average σv is 1055 km/s, and their average weighted by
the exposures of ref. [1] is 975 km/s.
name σv name σv name σv name σv
Perseus 1282 A262 588 A478 904 A496 714
A665 1201 A754 931 A963 1350 A1060 647
A1689 1989 A2063 659 A2147 821 A2218 1370
A2319 1770 A2811 695 A3112 950 A3558 977
A2390 1686 A3571 988 A3581 577 A3888 1831
A4038 882 A4059 628
Table II: Clusters from ref. [1] whose velocity dispersions σv
(in km/s) are tabulated in ref. [36].
7 The analytic ansatz γ ∼= 1.4(v0/vt)f+ +1.4 e−(vt/v0)2/2)f− pro-
vides a good fit, where f± = [1± tanh(20 log10(v0/vt)]/2.
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Figure 2: Solid curves: ratio of smeared ρ2 to original
ρ2, eq. (13), for NFW profile with smearing lengths σ =
(0.1, 0.01, 0.001) rs (from right to left), and approximate an-
alytic fits (dashed curves).
9.1. M31 versus Milky Way
We have seen that for NFW DM profiles, there is a
discrepancy between the X-ray line strengths from M31
and from the Milky Way, which require seemingly incom-
patible values of the cross section. Basically the claimed
signal from the very small field of view of the MW (rela-
tive to its virial radius) should be much higher for a NFW
profile, to be compatible with that from M31. This sug-
gests that the density of decaying excited states is lower
in this central region than predicted. We have identified
two ways of addressing this: (1) the lifetime of the ex-
cited state is long enough for the particles to stream out
of the central region before decaying; (2) the halo profile
is less cuspy than NFW. We will consider both of these
possibilities in the following.
9.1.1. Intermediate lifetime of excited state
Table I indicates a dramatic increase in the required
scattering cross sections for the case of slow decays ver-
sus fast ones suggesting that there exist some interme-
diate values of the lifetime where the XDM interpreta-
tion of M31 and MW fluxes could be made compatible.
It is important to realize that the MW observation has
a FOV that covers only the inner part of the halo with
r/rs < 10
−3, whereas the M31 observation covers a much
larger fraction r/rs < 0.13. This implies that a relatively
short excited state lifetime τ (compared to the dynamical
timescale for galaxies) could be enough to deplete the in-
ner region of the MW due to DM transport during time
τ , reducing the signal there and boosting the required
value of 〈σv〉, whereas it would have a small effect on the
observed region of M31.
To model the effect of a relatively short excited state
lifetime, we will assume that the flux formula (3) holds,
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Figure 3: Measurements of M31 velocity dispersion from ref.
[39], and an analytic fit to the data.
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Figure 4: Average value of γ, eq. (11), 〈γ〉 =
[
∫
d 3x γρ2/x2]/[
∫
d 3x ρ2/x2], integrated over the 1.5◦ FOV
of the M31 observations in ref. [2].
but with ρ2 replaced by a smeared version,
ρ2(x)→ ρ2σ = N
∫
d 3x′ e−(~x−~x
′)2/σ2 ρ2(x′) (13)
where σ is the streaming length of the excited states
before they decay, σ ∼ σvτ , with σv being the veloc-
ity dispersion. We consider the relevant values σ =
(10−3, 10−2, 10−1) rs (taking for simplicity rs = 23.8 kpc
for both M31 and MW). By numerically evaluating the
integral in (13) for an NFW density profile, we find that
ρ2σ is given by a function that can be approximated as
ρ2σ
ρ2
∼=
(
(r/rs)
A1
A0 + (r/rs)A1
)2/A1
(14)
where the values of A0,1 for a given σ/rs are shown in fig.
2. We see that the 1/r2 behavior in ρ2 gets canceled out
in the smeared profile below distances r . σ. Hence the
flux is reduced for a field of view subtending this region,
while it remains relatively unchanged for a much larger
9FOV. The exact result is compared to this approximate
analytic fit in figure 2.
Inserting the approximate correction factors into the
(numerically evaluated) integrals of ρ2/x2 for the two
galaxies, we find no significant change in the predicted
flux from M31 except for σ = 0.1 rs, where it decreases
by only a factor of 1.9. On the other hand, for σ =
(10−2, 10−1) rs there is a respective factor of (18, 300)
reduction in the flux from the MW for the FOV of ref.
[3], requiring a corresponding increase in the upper limit
for the cross section, (0.15−1.1)→ (3−20) or (40−330)
as indicated in column 5 of table I. For the FOV of ref. [4],
the reduction is a factor of (12, 200) respectively, leading
to the replacement (0.1−0.7)→ (2−12) or (20−130) in
the allowed values of 〈σv〉. For streaming lengths σ closer
to 0.01 rs the target values of 〈σv〉 become comparable for
M31 and MW, as would be expected for two such similar
galaxies, while the range of upper limits is also compati-
ble with these detections. On the other hand, fluxes from
clusters should be unchanged due to the much smaller
value of σ/rs in those much larger systems. Similarly,
galaxy limits of ref. [5] and [6] are unchanged since the
FOVs cover a much greater fraction of rs than for the
MW observation. Streaming lengths σ . 10−3 rs are too
short to make any difference for the MW fluxes.
We do not attempt a more quantitative fit of the
smearing length here, in light of the large uncertain-
ties in the desired cross section values. The approxi-
mate lifetime needed for the excited state is τ ∼ σ/σv ∼=
(0.2, 2) kpc/(100 km/s) ∼= 2 × 106 y or 2 × 107 y respec-
tively, for σ = (0.01, 0.1) rs. It will be seen presently
that the shorter lifetime gives a somewhat better fit to
the data.
To fit the resulting cross sections together with those
from other systems, we need to know the velocity dis-
persions of the two galaxies. For the MW, data exists
only down to r ∼= 10 kpc, where estimates range from
σv = 105 to 130 km/s [37, 38]. We have adopted an av-
erage value 118 km/s. For M31, measurements exist for
smaller radii ∼ 0.1 kpc [39]. We reproduce these mea-
surements in fig. 3, along with our fit to the analytic form
σv = (57.9 + 108.3 e
−5.05 θ) km/s, where θ is in degrees.
Translating this into a radial dependence, we compute
the average value 〈σv〉 = [
∫
d 3x ρ2σv/x
2]/[
∫
d 3x ρ2/x2]
= 116 km/s, where the angular part of the integrals is
over the 0.22◦ FOV. This procedure is only meaningful
for estimating the effect on the cross section through eq.
(12) if vt .
√
2/3〈σv〉; otherwise we should compute the
average value of γ in the integral rather than just σv (for
small vt the two are proportional). We have carried this
out for the 0.22◦ FOV and the result is shown in fig. 4.
9.1.2. Noncuspy halo profiles
Table I shows that the cored Burkert profile goes too
far in reducing the MW signal relative to that of M31.
A dark matter profile somewhere between Burkert and
NFW is needed to give maximum overlap between the
desired ranges of cross sections for the two galaxies, as-
suming that the excited state decays promptly. An exam-
ple that can interpolate between the two is the Einasto
profile,
ρE = ρs exp
(
− 2
α
[(
r
rs
)α
− 1
])
(15)
A set of standard values often used, compatible with
predictions from DM-only N -body simulations [40], is
α = 0.17, rs = 20 kpc. The concentration of DM near
the center depends strongly upon α, and we find that a
large value α = 0.30 (holding rs fixed at 20 kpc) is re-
quired to increase the cross section for MW observations
of the X-ray line by a factor of 36 while increasing that
of M31 by only a factor of 2, which may be sufficient
to reconcile their values within the errors. With larger
rs = 30 kpc, smaller α = 0.25 can achieve a similar effect.
The question of whether the MW halo is cuspy or cored
is still debated in the literature, with some indications
that including the effects of baryons leads to cuspier halo
[41],[42], while others argue that cored profiles are ob-
servationally preferred [25]. We consider the noncuspy
possibility as one option for understanding the strength
of the 3.5 keV line from the galactic center, and will use
this freedom to fit it away using the unknown halo profile
in part of the analysis that follows.
9.2. XDM parameter best fits
We proceed to search for the preferred values of the
XDM model parameters vt, the threshold velocity, and
the cross section normalization σ0, defined in eqs. (9,10),
using the cross section values in columns 4 and 5 of table
I. We consider two cases: (1) the excited state has lifetime
∼ 106 − 107 y, and the MW has an NFW profile; (2) the
excited state undergoes fast decays, and the MW halo is
assumed to have the right shape for resolving the tension
between MW and M31 observations of the X-ray line. In
the first case we include MW data in the fit while in the
second we omit them.
9.2.1. Long-lived excited states
Starting with the intermediate lifetime scenario, recall
that the values in column 4 are unchanged for sources
that have no entry in column 5, and the upper (lower)
entries of the latter apply for the excited state lifetime
of 2× 106(107) y; we consider both cases here. The pre-
dicted value of the cross section is given by eqs. (10,11)
with v0 =
√
2/3σv and σv given in column 7 of table
I, except for M31 where we use the more quantitative
averaging of γ over the FOV as described in section 9.1
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Figure 5: Contours of δχ2 in the vt-σ0 plane for excited dark matter with lifetime τ ∼ 2×106 y (a) and 2×107 y (b), excluding
Perseus data. Minimum values of χ2 increase by ∼ 3 but shapes of contours do not change significantly with inclusion of
Perseus cluster. σ0 is in units of 10
−22cm3s−1/(km/s)·(mχ/10 GeV)2.
and fig. 4.8 As previously discussed, we do not include
the measurements of the off-center Perseus cluster flux
in our fits since they are not compatible with the model
(nor with decaying DM models, if the dwarf spheroidal
constraints are believed).
Defining a χ2 statistic using the cross section ranges
shown in table I to estimate the central values and the
uncertainties, we find preferred regions in the vt-σ0 plane
as shown in fig. 5. The uncertainties are presently too
large to justify a formal statistical analysis, so instead
of showing the usual confidence intervals, steps in δχ2 of
∼ 1, 2, 4 are chosen for the contours above the minimum
value. The best-fit values of the threshold velocity are
180 (25) km/s for the 106(107) y lifetimes, respectively,
not including the Perseus cluster in the fit; including it
shifts these values to 186 (25) km/s. Using (9), these cor-
respond to the range of dark matter massesmχ ∼ 80 GeV
to 4 TeV, with mχ going as v
−2
t . The minimum value of
χ2 increases by approximately 3 when including Perseus
on-center data in the fit, but the best-fit values do not
shift significantly. The comparisons of the predictions to
the data, in terms of 〈σv〉 versus v0/vt, are shown in figs.
6(a,b) for these two lifetimes. The predicted signal is far
below the sensitivity of spheroidal dwarf searches at low
v0 for τ = 2× 106 y, but saturating the dwarf constraint
for τ = 2× 107 y.
However the minimum of χ2 is rather shallow and al-
lows for larger or smaller values of vt to still give an
acceptable fit. Thus the correlation of smaller τ with
larger vt is not mandatory, and we display examples with
the opposite behavior yet still providing acceptable fits
8 In order to meaningfully display M31 data in figs. 6 and 8, we
have adjusted its value of v0/vt on the plots so that the devi-
ation from the simple predicted curve shown there matches the
deviation from the actual prediction using fig. 4.
in figs. 6(c,d), with vt as low as 10 km/s, correspond-
ing to dark matter mass mχ = 25 TeV. Thus in either
model it would be possible to start to detect the X-ray
line in dwarfs given longer exposures, or for the signal
from dwarfs to be far too weak for detection. The range
of allowed DM masses remains as previously estimated.
9.2.2. Fast-decaying excited states
If we assume that the MW halo has the right shape
for consistency of the X-ray limits or detections from the
galactic center, as we have already argued is plausible,
then the MW data can be omitted from our fits, and we
obtain the χ2 contours shown in fig. 7. The best fit pa-
rameters are similar to those in the previously considered
cases of longer excited state lifetimes, and also like those
cases, acceptable fits can be found at either high or low
threshold velocities where dwarf spheroidals could be re-
spectively far from or close to providing an observable
strength of the X-ray line. This is illustrated in fig. 8,
showing the data versus the prediction for cross section
versus DM velocity. Allowing for vt in the range 25−300
km/s, we find the range of dark matter masses 40 GeV to
30 TeV, with large masses corresponding to low threshold
velocities.
9.3. CMB constraints
There is one further experimental constraint on XDM
models that must be considered when the excited state
lifetime is as long as those we have investigated. Such
decays in the early universe inject electromagnetic en-
ergy into the thermal plasma at a time when it can have
an impact on the temperature fluctuations of the cos-
mic microwave background by delaying recombination,
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Figure 6: Data points: experimentally motivated values of the cross section (times (10 GeV/mχ)
2) versus v0/vt (proportional
to DM velocity dispersion, σv =
√
3/2 v0). Curve is theoretical prediction of excited dark matter framework. Left (right)
column is for excited state lifetime τ = 2 × 106 y ( 2 × 107 y). Topmost graphs are for best-fit values of σ0 and vt in fig. 5).
Bottom graphs are for the lower or higher values of vt = 10, 150 km/s relative to best fits (also acceptable fits), the first being
marginally compatible with limit from dwarf spheroidals.
changing the optical depth, or the redshift of reionization
[43]-[47]. If the lifetime is sufficiently short or long, the
decays either complete before the relevant epoch or are
too slow to have an appreciable effect. But for the life-
times we have singled out as being interesting for recon-
ciling X-ray observations of the MW galactic center with
other measurements of the 3.5 keV line, decays produc-
ing photons can have a significant impact on the cosmic
microwave background (CMB).
The constraints on decays are typically expressed as
an upper limit on the fraction of the total DM energy
density that can released into photons (or other ionizing
radiation). This fraction is given by
f = fx
∆E
mχ
(16)
where fx is the abundance of the excited state relative to
the total DM abundance, and ∆E = 3.5 keV for the cur-
rent application. An upper limit on f thus translates into
a lower limit on the DM mass mχ. We have estimated
this limit for the case fx = 1/2 as a function of the ex-
cited state lifetime in fig. 9. The current hard constraint
is based upon WMAP7 data, while projected constraints
using Planck data await the release of Planck polariza-
tion results. We have determined these constraints using
the methods described in ref. [46]. The latter are limited
to injection energies no less than ∼ 5 GeV, while we are
interested in the case of 3.5 keV. We have rescaled the
constraints for the case of DM decaying into two 5 GeV
photons by a factor of 8.3/2 = 4.2 greater sensitivity, by
reading off from fig. 6 of ref. [45] the relative constraint
on the lifetime as a function of deposited energy.
From fig. 9 we see that large DM masses are re-
quired, mχ > 5 TeV, for the least constraining case
of τ = 2 × 107 y, using the WMAP7 data, while at
τ = 2 × 106 y the WMAP7 limit is mχ > 32 TeV, both
being somewhat in tension with our low-vt fits to the X-
ray line strength, notably the limit from nonobservation
in dwarf spheroidals. If the projected Planck limits are
validated, then the scenario is ruled out, with the limit
mχ > 55 TeV in the longer lifetime case being incompat-
ible with the dwarf constraints.
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Figure 7: Similar to fig. 5 but for promptly decaying excited
states, with MW contributions assumed to be fitted by ad-
justing the DM halo profile.
One must keep in mind however that these constraints
would be relaxed if there is a mechanism for depleting
the excited state relative abundance fx before the epoch
of decays in the early universe. For example if the ki-
netic temperature of the DM becomes lower than that
of the visible sector at early times, the relaxation pro-
cess χ′χ′ → χχ can effectively deplete the excited state,
before the redshifts relevant for the CMB, due to the
relatively high DM density. This requires that inelastic
scattering χ+X → χ′+X on standard model particles X
go out of equilibrium at early times to prevent the repop-
ulation of the excited state. After structure formation,
following χχ → χ′χ′ in galaxies, the relaxation process
can be slower than decays because of the smaller excited
state density relative to that in the early universe.
10. MODELS
We briefly consider the implications of our constraints
for some specific models of XDM that have been pre-
viously proposed for the 3.5 keV line. In ref. [17], the
hyperfine transition in a model of atomic DM with ki-
netic mixing of the dark photon to the normal photon
was suggested, in which the cross section for χχ → χ′χ′
was estimated to be 100 a20, where a0 is the Bohr radius
of the dark atom. We identify this with the parameter
σ0 ∼= 0.2×10−27cm2(mχ/10 GeV)2 determined from our
fits in the previous section. The mass splitting ∆E = 3.5
keV is predicted to be (8/3)α′4mχ/f(R)2, where α′ is the
dark gauge coupling, R is the ratio of the dark proton to
dark electron mass, and f = R + 2 + 1/R ≥ 4. Elimi-
nating α′ from these relations, one can solve for the dark
atom mass mχ = 90(f/4)
2/7 GeV, smaller by a factor of
0.65 than the estimate made in [17]. For perturbativity
in α′, one requires R < 5 × 104 hence mχ < 1.4 TeV,
while efficient recombination in the dark sector requires
R & 100 hence mχ > 225 GeV. The entire range of al-
lowed values for the DM mass in this model is therefore
consistent with the current data for the line (excluding
the Perseus cluster as we have discussed).
CMB constraints on the atomic XDM model were not
considered in ref. [17]. The lifetime of the excited state
is predicted to be τ = 3m2χ/(α
2f2∆E3) where  is the
gauge kinetic mixing parameter. We illustrate the CMB
constraints over the relevant mass range by plotting con-
tours of constant  over the previously shown CMB upper
limit on mχ as a function of τ in fig. 10(left). The regions
between the dotted horizontal lines and to the left of the
CMB curve are allowed. The intermediate lifetime cases
τ ∼ 2×106−2×107y (1013−1015s) are excluded for the
atomic XDM model, and longer lifetimes are disfavored
by the claimed Milky Way observations since they would
dilute the signal from the GC too much. We must rely
upon a noncuspy halo profile in this case, as discussed in
section 9.1.2. The CMB constraint significantly reduces
the region of parameter space in the mχ- plane that is
allowed by direct detection, as shown in fig. 10(right).
The model can eventually be ruled out or discovered by
improvements in sensitivity of direct DM searches.
A second class of realizations of XDM was provided in
ref. [18], where the dark sector has a broken SU(2) gauge
symmetry with nonabelian kinetic mixing between one
of the dark gauge boson components and the photon. In
these models, the kinetic mixing parameter  must be
sufficiently large to get the observed X-ray line strength,
leading to stronger direct detection constraints on , and
the necessity to demand mχ . a few GeV to evade these
constraints. Through eq. (9) this corresponds to large
threshold velocities vt & 1100 km/s that are strongly dis-
favored by our fits since they would suppress signals from
any sources except for galaxy clusters. These models thus
seem to be in conflict with the current data. It should be
kept in mind however our assumption that all the signifi-
cant velocity dependence in the cross section is due to the
phase space. Models with very light mediators, hence an
additional source of velocity dependence, require special
treatment that is beyond the scope of the present work.
11. CONCLUSIONS
In this paper we have reassessed the observational
claims for and against the 3.5 keV X-ray line, with em-
phasis on the possibility that excited dark matter models
can overcome the discrepancies that decaying DM models
seem to exhibit. Although the flux from the Perseus clus-
ter is somewhat too high compared to the other sources,
especially at large angles from the cluster center, the er-
ror bars for the on-center data are sufficiently large that
it is possible to obtain a reasonable fit to these data,
combined with stacked galaxy clusters, galaxies, M31,
the galactic center, and dwarf spheroidals, within the
XDM framework. While XDM does introduce a new pa-
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Figure 8: Similar to fig. 6 but for promptly decaying excited states, with MW contributions assumed to be fitted by adjusting
the DM halo profile.
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Figure 9: CMB Lower limit on DM mass mχ versus lifetime
of excited state, assuming relative abundance fx = 1/2 of the
excited state.
rameter to DM models (the threshold velocity vt), it is
noteworthy that the data roughly follows the expected
dependence on the DM velocity dispersion and removes
the contradictory observations between low- and high-
dispersion objects. In order to resolve a slight discrep-
ancy between M31 and MW observations, it is possible to
introduce another parameter, the lifetime of the excited
state decay; however, it is also possible that a slightly
cored DM halo for the MW resolves this discrepancy. In
fact, this second option is preferred in the concrete XDM
model we considered here and is well within the limits of
our knowledge about the DM distribution in the MW.
Nonobservation of the line in dwarf galaxies is consis-
tent with expectations that objects with low DM velocity
dispersion should give a smaller signal from XDM. How-
ever the current data allow a large range of dark matter
masses, mχ ∼ 40 GeV − 25 TeV. At the heavy extreme,
the threshold velocity for producing the excited state can
be sufficiently low so that dwarf spheroidals may be close
to exhibiting a positive signal for the line, given longer
exposures than those used so far to obtain upper lim-
its on the flux. At the lighter end, these systems will
always be orders of magnitude below the required sensi-
tivity, whereas it is galaxies like M31 and the MW that
are close to the kinematic threshold for producing the
excited states. Hopefully recent proposals to observe the
line more carefully will lead to clarification of the exper-
imental situation in the near future, and enable us to
better constrain this class of models.
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Appendix A: Profile integrals
Here we give expressions for various integrals over the
DM density. The functions hn from eq. (4) are given by
h1 = ln(1 + c)− c
1 + c
h2 =
1
3
(
1− (1 + c)−3) (A1)
for NFW profiles, while for the Einasto profile ρ =
ρse
−(2/α)((r/rs)α−1),
hn =
e2
n/α
α
(
8−
n
α α
3
α Γν
(
3
α
)− c3E1− 3α
(
2n cα
α
))
(A2)
The integrals of ρ/x2 and ρ2/x2 over a field of view
can be performed analytically for NFW profiles using two
14
12 14 16 18
log10τ (s)
2
2.2
2.4
2.6
2.8
3
3.2
lo
g 1
0 
m
χ 
 
(G
eV
)
Projected Planck constraint
WMAP7 lower limit-8
-9
-11
Excluded
-10
-12
log10ε = 
by CMB
A
llo
w
ed
fo
r X
-ra
y 
lin
e Milky Way 
line too weak
10
1
10
2
10
3
10
-15
10
-12
10
-9
10
-6
10
-3
1
10
3
mH HGeVL
Ε
DE=3.5 keV
R¹1
R=2
R=10
00
R=2
R=1
000
LUX
mΓ¢>3.5 keV
Τd<Τu                     
                     
                     
                     
                     
                     
                     







                    
massless da
rk photon c
ase
(ruled out)
LUX
  
  
  



 
 
 
 
 
 






      
α′> 1
χ
         
         
         



p/meR    m≡
(upper limit 
on general A
DM models)
CMB excluded
allowed
decays too slow
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approximations. First one writes∫
d 3x
x2
ρn ∼= 2pi
∫ 1
cos θ0
dy
∫ ∞
−∞
dz ρn(
√
z2 + d2 − 2zyd)
(A3)
where θ0 is the angular size of the observed region and
y = cos θ. A small error is made by including the region
behind the observer in the LOS integral; this makes the
z integral analytically tractable after shifting z → z+ yd
and completing the square so that z2 + d2 − 2zyd →
z2 + d2(1 − y2) = z2 + d2 sin2 θ. Then one makes the
small-angle approximation y = 1 − θ2/2 (or sin θ = θ)
and integrates with respect to θ. The result is∫
d 3x
4pi x2
ρn ∼= ρ
n
s r
3
s
d2
fn(a) (A4)
where a = dθ0/rs and the dimensionless functions are
given by
f1 = Re
[
ln(a/2) +
ln
(
(1 +
√
1− a2)/a)
(1− a2)1/2
]
f2 = Re
[
4− a2
6 (a2 − 1)2 +
pia
2
− 2
3
−
(
2a4 − 5a2 + 4) a2 tanh−1 (√1− a2)
2 (1− a2)5/2
]
(A5)
The above expressions are manifestly real if a < 1, and
their analytic continuation to a > 1 is correctly given by
taking the real parts, which we find simpler than speci-
fying the real analytic continuations explicitly.
The above treatment assumes that the field of view
is centered on the object of interest. If the FOV is off-
axis by an angle θ which is much larger than the opening
angle of the FOV, then the above treatment is modified;
instead of integrating over θ (and the azimuthal angle),
one simply multiplies by the solid angle δΩ of the FOV.
In this case we obtain∫
d 3x
4pi x2
ρn ∼= ρns rs
δΩ
4pi
gn(a) (A6)
where a = d sin θ/rs and
g1 =
ln
(
(1 +
√
1− a2)/a)
(1− a2)3/2 − (1− a
2)−1/2
g2 =
−6a7 + 23a5 − 43a3 + 26a
6a (1− a2)4 +
pi
2a
+
(
2a6 − 7a4 + 8a2 − 8) tanh−1 (√1− a2)
2(1− a2)7/2
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