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THESIS ABSTRACT 
 
The IP Multi-Media Subsystem (IMS) is an IP multimedia and telephony core 
network. It is defined by 3GPP and 3GPP2 standards and organizations based 
on IETF Internet protocols. IMS is access independent. IMS permits and 
enhances real time, multimedia mobile services such as rich voice, video 
telephony, messaging, conferencing and push services by responding to the 
emerging trend to move toward a common, standardized subsystem. IMS 
represents a standardized, reusable platform providing a better way to 
experiment with, deploy, integrate, and expand consumer and enterprise voice 
and data services. 
The next generation networks provided a new face to the telecommunication 
world. Earlier the main emphasis was on speech and speech related services, 
but nowadays the main aim is to enable faster data rates and various multimedia 
services. IP Multimedia Subsystems (IMS) provide a single platform for all the 
present as well as future technologies.  
This thesis, succeed to Service design, deployment and modeling over IMS 
enable NGN platform. Present research work based on Own IMS Test Bed Setup 
using Open IMS Core network, adapting SIP as session protocol this test bed 
deployed low sized IMS Client for rendering service. IMS client performs with 
IMPS (Instant Messaging and Presence Service) over Testbed. Using IMPS 
service integration concept evaluated and the IMS Network capacity to Traffic 
management and Load Balancing also observed, own technique for each work 
demonstrated. 
For future mobile application, IMS adaptability demonstrated with Interactive 
Application deployed, the IMS enable MoBlog application deployed over IMS Low 
Sized Client over Open IMS Core Test bed. All of these analyses have resulted 
in recommendations for the performance enhancements with optimal resource 
utilization in IMS framework. 
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Chapter – 1 
Introduction 
 
1.1 Introduction 
In the past few years, the evolution of cellular networks has reflected the 
success and growth the Internet has experienced in the last decade. This 
leads to networks where IP connectivity is provided to mobile nodes. The 
result is third generation (3G) networks where IP services such as voice over 
IP (VoIP) and instant messaging (IM) are provided to mobile nodes (MN) in 
addition to connectivity. IP Multimedia Subsystem (IMS) is a new framework, 
basically specified for mobile networks, for providing Internet Protocol (IP) 
telecommunication services. It has been introduced by the Third Generation 
Partnership Project (3GPP) in few phases [1], [2] for Universal Mobile 
Telecommunications System (UMTS) networks. 
The telecommunications world is being revolutionized with the emergence of 
next generation networking (NGN). Next-generation networks with IP based 
cores allow convergence of different network architectures in both wired and 
wireless worlds. The frontrunners of this convergence include SIP (Session 
Initiation Protocol) and IMS making it possible for triple play services (voice, 
data and video) to flow over the same network. 
The term Next Generation Network (NGN) is used to describe an integrated, 
open network architecture that provides voice, data and multimedia services 
over the same network. The concept of integrated services on a single 
network is not new. Both Broadband ISDN and ATM deliver integrated 
services. The fact that NGN is a packet-based QoS enabled network 
providing both telecommunication and data services over different access 
technologies, sets it apart, making it new and appealing. 
Most services today are tightly coupled with a specific transport network and 
signaling protocol. NGN separates service-related functions from the 
underlying transport related technologies. This independence between service 
and transport layer makes the underlying technology invisible to the user 
regardless of where in a multi-service, multi-protocol, multi-vendor 
environment the user resides. This concept of nomadicity provides seamless 
communication between fixed and mobile users. The most important feature 
of NGN is the converged, QoS aware infrastructure. All information is 
transmitted as packets that are labeled according to their type (data, voice 
etc.) and are handled differently based on their QoS criteria. NGN ensures 
transparent service availability throughout the network by virtualizing services 
and provisioning seamless access to critical information. NGN provides 
ubiquitous access in a converged wireless and wireline network by decoupling 
transport technologies and services. 
Many prior works, hands-on done on IMS, Lee and Knight [3] explain the 
difference between NGN and the Internet since both uses IP as one important 
protocol. One main difference is that NGN does not restrict service delivery to 
best effort. NGN is a secure and trustworthy network supporting various 
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services to meet the user’s dynamic requirements. It also allows the 
integration of traditional telephone networks with data communications. 
International Telecommunication Union - Telecommunication Standardization 
Sector (ITU-T) Study Group 13 defined an NGN in Recommendation Year 
2001 [4] as:  
 
“A packet based network able to provide services including telecommunication 
services and able to make use of multiple broadband, QoS-enabled transport 
technologies and in which service related functions are independent from underlying 
transport-related technologies. It offers unrestricted access to users by different 
service providers. It supports generalized mobility, which will allow consistent and 
ubiquitous provision of services to users.” 
 
Recommendation Y.2001 further characterizes the NGN by the following 
fundamental aspects: 
• Packet-based transfer 
• Separation of control functions among bearer capabilities, call/session, 
and application/ service 
• Decoupling of service provision from transport, and provision of open 
interfaces 
• Support for a wide range of services, applications, and mechanisms based 
on service building blocks (including real-time/streaming/non-real-time and 
multimedia services) 
• Broadband capabilities with end-to-end quality of service (QoS) 
• Interworking with legacy networks via open interfaces 
• Generalized mobility 
• Unrestricted access by users to different service providers 
• A variety of identification schemes which can be resolved to IP addresses 
for the purposes of routing in IP networks 
• Unified service characteristics for the same service as perceived by the 
user 
• Converged services between fixed and mobile networks 
• Independence of service-related functions from underlying transport 
technologies 
• Support of multiple last mile technologies 
• Compliance with all regulatory requirements concerning emergency 
communications, security, privacy etc. 
 
IP Multimedia Subsystem (IMS) is referred as the heart of NGN. IMS is the 
next generation IP based infrastructure-enabling convergence of data, speech 
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and video and mobile network technology. It is the envisioned solution that will 
provide new multimedia rich communication services by mixing telecom and 
data on an access independent IP based architecture, defined in 3rd 
Generation Partnership Project (3GPP), 3rd Generation Partnership Project 2 
(3GPP2) and Internet Engineering Task Force (IETF) standards. The IMS 
architecture demonstrates in Figure 2.5 used by service providers in NGN 
networks to offer network controlled multimedia services. 
The aim of IMS is to provide all the services, current and future, that the 
Internet provides with roaming facilities. To achieve these goals, IMS supports 
peer-to-peer IP communications between existing technology standards while 
providing a framework for inter-operability of voice and data services for both 
fixed (POTS, ISDN) and mobile users (802.11, GSM, CDMA, UMTS). It 
provides session control, connection control and an application services 
framework with both subscriber and services data, while allowing 
interoperability of these converged services between subscribers. IMS truly 
merges the Internet with the cellular world; it uses cellular technologies to 
provide ubiquitous access and Internet technologies to provide appealing 
services [20]. 
IMS essentially replaces the control infrastructure in the traditional circuit-
switched telephone network, separating services from the underlying 
networks that carry them. IMS has a signaling and media plane which work 
separately, unlike PSTN. The signaling plane handles the session control, 
authorization, and security and QoS aspects while a media plane manages 
the media encoding and transport issues. IMS enables services such as text 
messaging, voice mail and file sharing to reside on application servers 
anywhere and be delivered by multiple wired and wireless service providers. 
 
1.2 Motivation of Research 
The emergence of new technologies has led to the birth of new applications 
with VoIP, IPTV, and Presence etc. This convergence has increased the 
demand for services with new performance characteristics; a proposition that 
decides the future of service provider’s business. 
Wong and Verma [6] discuss the advantages and disadvantages of providing 
new IP multimedia service capabilities as opposed to basic IP connectivity 
from a subscriber, network operator and third party application vendor’s 
perspective. The basic IP connectivity provided by plain vanilla Internet 
service provider compels the subscribers to use third-party providers for IP 
multimedia services and applications. 
While the network operators may lose potential revenue by not providing 
basic IP multimedia services like voice-over-IP call capability, it would be 
difficult to predict which services would be profitable and popular with the 
customers. So the network operator provides flexibility by allowing third party 
applications while focusing on their core competency of providing connectivity. 
A drawback would be lack of reliability, quality issues caused by careless 
reuse by subscribers of IP multimedia applications, leading to loss of 
customers and revenue. 
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Today both cable television and telecommunication operators offer most of 
communication & entertainment related services. Service providers are 
struggling with the opportunities and challenges that the convergence 
presents while striving to gain a foothold in the market segment. It is assumed 
that an integrated solution with a combination of services will bolster customer 
satisfaction to encourage loyalty and discourage churn. Interoperability 
between different service providers is not considered as a design target. 
As service providers build out their 3G, broadband and converged networks, 
they are moving to a business model that makes the quick introduction of new 
services while exploiting the full revenue potential of these new services and 
having the flexibility of scaling easily. Service providers must now focus on 
management of the network resources to optimize the performance of the 
services they deliver. Expectations of the sophisticated customers from the 
service providers have multiplied with the new technologies, requiring 
complicated and customized solutions for their satisfaction. Service providers 
need to monitor and manage network traffic to optimize performance in order 
to meet the guaranteed levels of service promised to their customers. 
Effective monitoring of network performance and analysis of network data to 
correlate end-to-end service performance is essential for the thorough 
understanding of network behavior. Deploying new applications in a service 
provider environment creates rigorous demands on the network infrastructure 
and the network operations staff. Service providers are often targets of easy 
purchase of new technology products from application vendors. Scalability, 
flexibility and integration of diverse applications is critical to support large and 
complex networks while reducing the operational cost of the network. The 
challenges in offering these new services in light of today’s highly competitive 
environment with increased customer focus is, not only seamless transition 
between disparate network topologies but also the flexibility to embrace new 
service deployment technologies such as the IP Media Subsystem.  
Such issues are mostly associated with determining the right business model, 
back-end support and economic environment rather than technology. Service 
providers need a model that makes quick introduction of new services of 
primary importance, while fully exploiting their full revenue potential and 
having the flexibility to accommodate easy scaling of networks. For example, 
using the right billing platform to address a variety of subscriber demographics 
or having the appropriate subscriber density to financially justify the 
introduction of a new service are a few factors that affect decisions to offer IP 
multimedia services. 
 
1.3 Mobile Communication Technologies at Glance 
Telecommunications has a long history. The computer age is also half a 
century old and has now become the Internet age. While their development 
was largely independent at first, computing and communications have 
become inextricably bound and mutually dependent.  
The Communication world seeks a unified understanding of convergent 
information and telecommunications services and the underlying network and 
software technologies.  
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To visualize the future, need to understand the historical development leading 
to present day and emerging technologies. 
Table 1.1 Timeline for Telecommunication innovation 
Duration Innovation in Telecommunication world 
Mid-1970s • Analog to Digital conversion  
1974–1983 
• Packet Switching with X.25 standard 
• TCP/IP adopted by ARPANET predecessor of Internet 
• N-ISDN 
• First Optic Fiber Cable Deployed 
• First Generation Mobile (analogue) network started 
operation 
1984–1993 
• Packet switching standards expanded to include 
Asynchronous Transfer Mode (ATM) and Frame Relay 
• Launch of World Wide Web, Internet user grew to 1 
million 
• GSM (2nd Generation mobile networks) standardized 
and successfully launched 
• Concept of Intelligent Network Deployed in PSTN 
• Implementation of Value Added Services (VAS) in 
PSTN 
• With Synchronous Digital Hierarchy, Network Operator 
able to configure & provide transmission Services 
1994–2003 
• Commercialization Internet service providers from 
Government 
• Standards for telephony using Internet Protocol (IP) 
networks 
• Concept of a New Multiservice Network formulated as 
the Next Generation Network 
• The first third Generation (3G) mobile network licences 
& deployment 
• Dot.com boom with unlimited optimism about new 
Internet based services, (Internet User crosses over 
100 million) 
• Optic fiber transmission capacity increased due to both 
higher speeds of transmission and the use of multiple 
wavelengths on a single fiber. 
• Implementation of Interworking between circuit-
switched and packet networks to provide the 
development of media and signalling gateways 
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Figure-1.1: Timeline of developments leading to present state of Mobile 
Communication  
 
1.4 Introduction to Mobile Networks 
Wireless telephone comes in two basic varieties: cordless and mobile phones. 
Cordless phones are devices consisting of a basic station and a handset sold 
as a set for use within the home. 
Mobile phones have gone through three generations, with different 
technologies: 
1. Analog voice. 
2. Digital voice. 
3. Digital voice and data. 
 
1.4.1 First Generation Mobile Network (Analog voice) 
In the earliest mobile radiotelephone (1946), with large transmitter on top of 
tall building had a single channel, used for sending and receiving. User had to 
push a button that enables the transmitter and disables the receiver. Improved 
Mobile Telephone System (IMTS) the push-to-talk (PTT) button was no longer 
needed. IMTS supported 23 channels spread out from 150 MHz to 450 MHz. 
Due to the small number of channels, users often had to wait a long time 
before getting a dial tone [7]. 
 
1.4.1.1 Advanced Mobile Phone System. 
Advanced Mobile Phone System (AMPS) invented by Bell Labs in 1982. It 
was also used in England, called TACS, NMT in France. This system is no 
longer in use, but some of its fundamental properties have been directly 
inherited by its digital successor D-AMPS, in order to achieve backward 
compatibility. 
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In all mobile phone systems, a geographical region is divided up into cells see 
Figure 1.2. In AMPS, the cells are typically 10 to 20 km across; in digital 
systems, the cells are smaller. Each cell uses some set of frequencies not 
used by any of its neighbors. The key idea that gives cellular systems far 
more capacity than previous systems is the use of relatively small cells and 
the reuse of transmission frequencies in nearby cells. AMPS system might 
have 100 cells in 10-km area and be able to have 10 to 15 cells on each 
frequency. Thus, the cellular design increases the system capacity by at least 
an order of magnitude, more as the cells get smaller. Smaller cells mean that 
less power is needed, which leads to smaller and cheaper transmitters and 
handsets. 
 
Figure 1.2  
(a) Frequencies are not reused in 
adjacent cells.  
(b) To add more users, smaller 
cells can be used (The cells are 
normally roughly circular). 
 
Cells are grouped in units of seven cells. Each latter indicates a group of 
frequencies. Notice that for each frequency set, there is a buffer about two 
cells wide where that frequency is not reused, providing for good separation 
and low interference. The base station consists of a computer and 
transmitter/receiver connected to an antenna. In a small system, all the base 
stations are connected to a single device called an MSC (Mobile Switching 
Center). In a larger one, several MSC may be needed, all of which are 
connected to a second-level MSC, and so on.  
The MSCs communicate with the base stations, and the Public Switching 
Telephone Network (PSTN) using a packet switching network. At any instant, 
each mobile telephone is logically in one specific cell and under control of that 
cell’s base station. When a mobile telephone physically leaves a cell, its base 
station notices the telephone’s signal finding away and asks the surrounding 
base stations how much power they are getting from it. The base station then 
transfers ownership to the cell getting the strongest signal, that is, the cell 
where the telephone is now located. The telephone is then informed of its new 
boss, and if a cell is in progress, it will be asked to switch to a new channel 
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(because the old is not reused in any of adjacent cells). This process, called 
handover takes about 300 msec. 
Handover can be done in two ways, in a soft handover; the new base station 
acquires the telephone before the previous one signs off, in this way, there no 
loss of continuity. The downside here is that the telephone needs to be able to 
tune to two frequencies at the same time (the old one and the new one). 
Neither first nor second-generation devices can do this (available only with 
CDMA). 
In a hard handover, the old base station drops the telephone before the new 
one acquires it. If the new one is unable to acquire it (e.g., because there is 
no available frequency), the cell is disconnected abruptly. Users tend to notice 
this, but it is inevitable occasionally with the current design [8], [9], [10]. 
 
1.4.1.2 Channels 
The AMPS system uses 832 full-duplex channels, each consisting of a pair of 
simplex channels. There are 832 simplex transmission channels from 824 to 
849 MHz and 832 simplex receive channels from 869 to 894 MHz. Each of 
these simplex channels is 30 KHz wide. Thus, AMPS uses FDM to separate 
the channels.  
In the 800-MHz band, radio waves are about 40 cm long and travel in straight 
lines. They are absorbed by trees and plants and bounce off the ground and 
buildings. It is possible that a signal sent by a mobile telephone will reach the 
base station by the direct path, but also slightly later after bouncing off the 
ground or a building. This may lead to an echo or signal distortion (multi-path 
fading). 
The 832 channels are divided into four categories: 
1. Control - (base to mobile) to manage the system. (21 channels). 
2. Paging - (base to mobile) to alert mobile users to call for them. 
3. Access - (bidirectional) for call setup and assignment. 
4. Data - (bidirectional) for voice, fax, or data. 
 
1.4.1.3 Call Management 
Each mobile telephone in AMPS has a 32-bit serial number and a 10-digit 
telephone number in its PROM. The telephone number is represented as a 3-
digit area code in 10 bits, and a 7-digit subscriber number in 24 bits. When a 
phone is switched on, it scans a preprogrammed list of 21 control channels to 
find the most powerful signal. The phone then broadcasts its 32-bit serial 
number and 34-bit telephone number. Like all the control information in 
AMPS, this packet is sent in digital for, multiple times, and with an error-
correcting code. When base station hears the announcement, it tells the MSC, 
which records the existence of its new costumer and also informs the 
costumer’s home MSC of his current location. During normal operation, the 
mobile telephone registers about once every 15 minutes. 
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To make a call, a mobile user switches on the phone, enters the number to be 
called on the keypad, and hits the SEND button. The phone then transmits the 
number to be called and its own identity on the access channel. If a collision 
occurs there, it tries again later. When the base station gets the request, it 
informs the MSC. If the caller is a costumer of the MSC’s company (or one of 
its partners), the MSC looks for an idle channel for the call. If one is found, the 
channel number is sent back on the control channel. The mobile phone then 
automatically switches to the selected voice channel and waits until the called 
party picks up the phone. 
 
1.4.2 Second Generation Mobile Network (Digital Voice) 
The second generation was digital and four systems are in use now; D-AMPS, 
GSM, CDMA, and PDC. Below discuss the first two. PDC is used only in 
Japan (is basically D-AMPS modified) and for backward compatibility with the 
first-generation Japanese analog system [7], [8], [9], [10]. 
 
1.4.2.1 D-AMPS- The Digital Advanced Mobile Phone System 
D-AMPS is fully digital. It is described in International Standard IS-54 and its 
successor IS-136. D-AMPS designed to co-exist with AMPS so that both first 
and second-generation mobile phones could operate simultaneously in the 
same cell. In particular, DAMPS uses the same 30 kHz wide channels as 
AMPS and at the same frequencies so that one channel can be analog and 
the adjacent ones can be digital. The cell’s MSC determines which channels 
are analog and which are digital. When D-AMPS was introduced, a new 
frequency band was made; for upstream channel were in the 1850-1910 MHz 
range, and the corresponding downstream channels was in the 1930-1990 
MHz range, as in AMPS. In this band the waves are 16 cm long, so a 
standard ¼-wave antenna is only 4 cm long, leading to smaller phones. Many 
D-AMPS phones can use both the 850 MHz and 1900 MHz bands to get a 
wider range of available channels. 
On a D-AMPS mobile phone, the voice signal picked up by the microphone is 
digitized and compressed. Compression is done from the standard 56-kbps 
PCM encoding to 8 kbps, or less. The compression is done in the telephone. 
With mobile phone there is a huge gain from doing digitizing and compression 
in the handset, so, in D-AMPS, three users can share a single frequency pair 
using time division multiplexing. Each frequency pair supports 25 frames/sec 
of 40 msec each. Each frame is divided into six time slots of 6.67 msec each, 
see Figure 1.3. 
During slot 1 Figure 1.3 (a), user 1 may transmit to the base station and user 
3 is receiving from the base station. With 50 slot/sec, the bandwidth available 
for compressed speech is just less than 8 kbps, 1/7 of the standard PCM 
bandwidth. Using better compression algorithms, it is possible to get the 
speech down to 4 kbps, in which case six users can be stuffed into a frame. 
Of course, the quality of speech at 4 kbps is not comparable to what can be 
achieved at 56 kbps. 
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Figure 1.3 
(a) A D-AMPS channel with 3 users (b) A D-AMPS channel with 6 users 
 
The control structure of D-AMPS is complicated. Groups of 16 frames form a 
super frame, with certain control information present in each super frame a 
limited number of times. Six main control channels are used: system 
configuration, real-time and non real-time control, paging, access response, 
and short messages. But conceptually, it works like AMPS. When a mobile is 
switched on, it makes contact with the base station to announce itself and 
then listens on a control channel for incoming calls. Having picked up a new 
mobile, the MSC informs the user’s home base where he is, so calls can be 
routed correctly. One difference between AMPS and D-AMPS is how 
handover is handled. In AMPS, the MSC manages it completely without help 
from mobile devices. 
As can be seen from Figure 1.3, in D-AMPS, 1/3 of the time a mobile is 
neither sending nor receiving. It uses these idle slots to measure the line 
quality. As in AMPS, it still takes about 300 msec to do the handover. This 
technique is called MAHO (Mobile Assisted Handover). 
 
1.4.2.2 GSM-The Global System for Mobile Communications 
D-AMPS is widely used in the U.S. and in Japan (in modified form). Virtually 
everywhere else in the world, a system called GSM (Global System for Mobile 
Communications) is used, and it is even starting to be used in the U.S. on a 
limited scale.  
To a first approximation, GSM is similar to D-AMPS. Both are cellular 
systems. In both systems, FDM is used, with each mobile transmitting on one 
frequency and receiving on a higher frequency. In both systems, a single 
frequency pair is split by TDM into time slots shared by multiple mobiles. 
However, the GSM channels are much wider than the AMPS channels (200 
kHz versus 30 kHz). GSM has much higher data rate per user than D-AMPS. 
GSM frequency band (200 kHz) is shown in Figure 1.4 [7]. 
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Figure 1.4: GSM uses 124 frequency simplex channels, each of which uses 
an eight-Slot TDM system.  
 
A GSM system has 124 pairs of simplex channels; each simplex channel is 
200 kHz wide and supports eight separate connections on it, using TDM. 
Each currently active station is assigned one time slot on one channel pair. 
Theoretically, 192 channels can be supported in each cell, but many of them 
are not available, to avoid frequency conflict with neighboring cells. The eight 
(in the figure is absent one TDM frame with one time slot) shaded time slot all 
belong to the same connection, four of them in each direction. 
Transmitting and receiving does not happen in the same time slot because 
the GSM radios cannot transmit and receive at the same time and it takes 
time to switch from one to the other. If the mobile station assigned to 
890.4/935.4 MHz and time slot 2 wanted to transmit to the base station, it 
would use the lower four shaded slots (and the ones following them in time), 
putting some data in each slot until all the data had been sent. The TDM slots 
shown in Figure 1.4 are part of a complex framing hierarchy. Each TDM slot 
has specific structure, and groups of TDM slots form multi frames, also with a 
specific structure. A simplified version of this hierarchy is shown in Figure 1.5. 
Here, each TDM slot consists of a 148-bit data frame that occupies the 
channel for 577 microseconds (including a 30- microsecond. guard time after 
each slot). Each data frame starts and ends with three 0 bits, for frame 
description purposes. It also contains two 57-bit information fields, each one 
having a control bit that indicates whether the following information field is for 
voice or data. Between the information fields is a 26-bit Sync (training) field 
that is used by the receiver to synchronize to the sender’s frame boundaries. 
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Figure 1.5: A portion of the GSM framing structure 
 
A data frame is transmitted in 547 microsec, but a transmitter is only allowed 
to send one data frame every 4.615 msec, since it is sharing the channel with 
seven other stations. The gross rate of each channel is 270,833 bps, divided 
among eight users. This gives 33.854 kbps gross, more than double D-AMPS, 
324 bits, 50 times per second for 16.2 kbps. However, as with AMPS, the 
overhead eats up a large fraction of the bandwidth, ultimately leaving 24.7 
kbps worth of payload per user before error correction. After error correction, 
13 kbps is left for speech, giving substantially better voice quality than D-
AMPS (at the cost of using correspondingly more bandwidth).  
As it is shown in Figure 1.5, eight data frames make up a TDM frame and 26 
TDM frames make up a 120-msec multiframe, of the 26 TDM frames in a 
multiframe, slot 12 is used for control and slot 25 is reserved for future use, so 
only 24 are available for user traffic. 
 
1.4.3 Third Generation Mobile Network (Digital Voice and Data) 
In 1992, ITU issued a blueprint for getting there called IMT-2000, where IMT 
stood for International Mobile Telecommunications. The number 2000 stood 
for three things: 
1. The year it was supposed to go into service. 
2. The frequency it was supposed to operate at (in MHz). 
3. The bandwidth the service should have (in kHz). 
It did not make it on any of three counts. Nothing was implemented by 2000. 
ITU recommended that all governments reserve spectrum at 2 GHz so 
devices could roam seamlessly from country to country. Finally, it was 
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recognized that 2 Mbps is not currently feasible for users who are too mobile 
(due to the difficulty of performing handover quickly enough). More realistic is 
2 Mbps for stationary indoor users, 384 kbps for people walking, and 144 
kbps for connections in cars. Nevertheless, the whole area of 3G as it is 
called is one great activity. The 3G may be a bit less than originally hoped for 
and a bit late, but it is happening [7], [8], [9], [10]. 
The basic services that the IMT-2000 network is supposed to provide to its 
users are: 
1. High-quality voice transmission. 
2. Messaging (replacing e-mail, fax, chat, etc.). 
3. Multimedia (playing music, viewing videos, films, televisions, etc.). 
4. Internet access (Web surfing, including pages with audio and video). 
All these services are supposed to be available worldwide (with automatic 
connection via a satellite when no terrestrial network can be located). Several 
proposals were made; they came down to two main ones. 
• The first one, W-CDMA (Wideband CDMA), was proposed by Ericsson. 
This system uses direct sequence spread spectrum. It runs in a 5 MHz 
bandwidth and has been designed to interwork with GSM networks 
although it is not backward compatible with GSM. It does, however, have 
the property that a cellular can leave a W-CDMA cell and enter a GSM cell 
without losing the call. This system called UMTS (Universal Mobile 
Telecommunication System). 
• The other contender was CDMA2000, proposed by Qualcomm. It, too, is a 
direct sequence spread spectrum design, basically an extension of IS-95 
and backward compatible with it. It also uses a 5-MHz bandwidth, but it 
has not been designed to interworking with GSM and cannot hand off calls 
to a GSM cell (or D-AMPS). Other technical differences with W-CDMA 
include a different chip rate, different frame time, different spectrum used, 
and different way to do time synchronization.
 
While waiting for the fighting over 3G to stop, some operators are gingerly 
taking a cautious small step in the direction of 3G by going to what is 
sometimes called 2.5G, although 2.1G might be more accurate. One such 
system is EDGE (Enhanced Data rates for GSM Evolution), which is just GSM 
with more bits per baud. The trouble is, more bits per baud also means more 
errors per baud, so EDGE has nine different schemes for modulation and 
error correction, differing on how much of the bandwidth is devoted to fixing 
the errors introduced by the higher speed. 
Another 2.5G scheme is GPRS (General Packet Radio Service), which is an 
overlay packet network on top of D-AMPS or GSM. It allows mobile stations to 
send and receive IP packets in a cell running a voice system. When GPRS is 
in operation, some time slots on some frequencies are reserved for packet 
traffic. The base station can dynamically manage the number and location of 
the time slots, depending on the ratio of voice to data traffic in the cell. 
The available time slots are divided into several logical channels, used for 
different purposes. The base station determines which logical channels are 
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mapped onto which time slots. One logical channel is for downloading packets 
from the base station to some mobile station, with each packet indicating who 
it is destined for. To send an IP packet, a mobile station requests one or more 
time slots by sending a request to the base station. If the request arrives 
without damage, the base station announces the frequency and time slots 
allocated to the mobile for sending the packet. Once the packet has arrived at 
the base station, it is transferred to the Internet by a wired connection. Since 
GPRS is just an overlay over the existing voice system, it is at best a stop-gap 
measure until 3G arrives. 
3G (third-generation) mobile systems are defined by International 
Telecommunications Union (ITU) specification IMT-2000 (International Mobile 
Telecommunications-2000), a radio and network access specification. 3G are 
the successor of 2G—the existing and hugely deployed digital mobile system. 
2G are the successor of 1G, the original analogue mobile system. GSM is the 
most predominant choice for 2G deployments. Though voice remains the 
primary method of mobile communication, a new generation of wireless 
technologies is now offering higher speed data and multimedia capabilities. 
 
 
Figure 1.6: Cellular Network Evolution: 1G to 4G 
 
If the request arrives without damage, the base station announces the 
frequency and time slots allocated to the mobile for sending packet. Once the 
packet has arrived at the base station, it is transferred to the Internet by a 
wired connection. Since GPRS is just an overlay over the existing voice 
system, it is at best a stop-gap measure until 3G arrives. Even though 3G are 
not deployed fully yet, some researchers regard 3G as a done deal and thus 
not interesting any more.  
 
1.5 Footprint towards Next Generation Networking 
The mobile industry has witnessed explosive growth in number of subscribers, 
particularly over the past few years. However, while usage measured in terms 
of the number of wireless minutes is increasing, the price per minute for these 
services is falling.  
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This means that Average Revenue Per User (APRU) is shrinking. Running a 
profitable business with stagnant or even declining ARPU is one of the 
fundamental challenges mobile carriers are facing today. The industry is 
addressing this challenge in two ways: 
• By adding new services or new user experiences for which mobile 
subscribers are willing to pay.  
• By reducing operating expenses (OPEX). At the top of the list is the 
wireline infrastructure that mobile operators have to maintain 
regardless of whether they own or lease lines. 
Today, voice still accounts for the majority of overall cellular traffic, with 
wireless data exceeding more than 10 percent of mobile operator ARPU. 
Mobile operator ARPU is under pressure due to price and technology 
competition from both wireline (for example, voice over IP) and emerging 
services (for example, voice over Wi-Fi). Although mobile operator ARPU for 
voice services is declining, the ARPU for data revenues is growing at a 
healthy rate. 
Standards bodies such as 3GPP (for GSM networks) and 3GPP2 (for CMDA 
networks) are actively involved in driving the development of a next-
generation wireless system. The high level objective is to create high-speed 
broadband and IP-based mobile systems featuring network-to network 
interconnection, feature/service transparency, global roaming, and seamless 
services independent of location. 
Telecommunications industry is at a crossroads. It was till yesteryears that 
many technologies came into play in telecom industry. Some of these evolved 
with time and some started new. All these efforts to make telecommunication 
more secured, effective, consumer friendly, and cost effective. Recently a new 
trend emerged to provide a complete solution for convergence, 
interoperability, and security. IMS redefined the inter-working of different 
networks and provides a user friendly, cost effective solution for the 
consumers. It made a big impact as it also addresses the problems faced by 
service providers and mobile operators through standard specifications to 
reduce operational cost, roaming problems, and many others. IMS is a big 
vision of the future of telecommunications it hangs on. 
At present, cellular telephone networks provide services to over one billion 
users worldwide as on today. These services include, of course, telephone 
calls, but are not limited to them. Modern cellular networks provide messaging 
services ranging from simple text messages (e.g., SMS, Short Messaging 
Service) to fancy multimedia messages that include video, audio, and text 
(e.g., MMS, Multimedia Messaging Service). Cellular users are able to surf 
the Internet and read email using data connections, and some operators even 
offer location services, which notify users when a friend or colleague is 
nearby. 
Still, cellular networks did not become so attractive to users only for the 
services they offered. Their main strength is that users have coverage virtually 
everywhere. Within a country, users can use their terminals not only in cities, 
but also in the countryside. In addition, there exist international roaming 
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agreements between operators that allow users to access cellular services 
when they are in roaming. 
Reduction in Mobile Equipment size also helped the spread of cellular 
networks. Old Mobile terminals gave way to modern small terminals that work 
several days without having their batteries recharged. This allows people to 
carry their terminals everywhere with little difficulty. 
NGN is a concept that has been introduced to take into account the new 
situation and changes in the telecommunications fields. This new situation is 
characterized by a number of aspects: the deregulation of markets, the new 
demand from users for innovative services to meet there needs, and the 
explosion of digital traffic (increase of Internet usage). The introduction of 
NGN comprises economic and technical aspects. Economically, it allows 
increasing productivity by creating new usage [11] based on user preferences 
and related to voice and data services (e.g., voice over IP, instant messaging, 
presence, streaming, and push to talk). It also permits reducing costs for 
infrastructure maintenance, with only one type of transport network instead of 
specific ones for each access network. Technically, NGN makes the network 
architecture flexible in order to define and introduce new services easily. 
The cornerstone of the service architecture for next-generation networks is 
the IMS architecture, standardized by 3GPP. The IMS offers telecom 
operators the possibility to build an open IP-based service infrastructure that 
will enable easy deployment of new, rich multimedia communication services 
mixing telecom and data services. 
The conception of IMS services is a key challenge for the telecom market. 
IMS services are fundamentally tailored to user preferences, rely seamlessly 
on multiple access networks, and bundle multiple service features (e.g., 
voice/video connectivity, community tools, presence, conferencing, gaming, 
and TV broadcasting). The architecture and technical aspects of the IMS 
architecture are well addressed by the standardization bodies. However, a 
clear model of what an IMS service not proposed by these bodies. The 
objective of this chapter is to detail the concepts behind IMS services and to 
propose a way to link IMS service, service building blocks, and technical 
functions. 
 
1.5.1 From IN to NGN 
The concept of intelligent networks (INs) developed in the 1980s was a 
precursor of the NGN. The principle of INs is to separate clearly the switching 
functions from the service data and logic located in an external entity: the 
Service Control Point (SCP). A new functional entity is added to the TDM 
(Time Division Multiplexing) switch, the Service Switching Point (SSP), which 
interfaces between the service logic and the switch itself. An interface based 
on the Intelligent Network Application Part (INAP) protocol family is introduced 
between the SSP and the SCP. The services are no longer developed in the 
TDM switch—as with the concept of global system for mobile communications 
(GSM) and integrated services digital network (ISDN) supplementary 
services—but rather are implemented in the SCP. The INAP and associated 
procedures allow the SCP to control and monitor the switch. 
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The intelligent network introduced the concept of a Service Independent 
Building Block (SIB) for reusable service functions. A service could thus be 
thought of as a composition of various SIBs. But this goal was not fully 
achieved because of a lack of independence with INAP protocol, a lack of 
software reusability, and a lack of openness by manufacturers and operators. 
As a consequence, INs deployed today relies on a monolithic architecture and 
service platforms do not offer flexible services. In addition, as the service logic 
is executed in external entities, triggering multiple services for one call 
requires having service interaction management mechanisms.  
This issue, known as feature interaction, is one of the most complex problems 
encountered in IN and considerable work has been done on it. However, this 
work cannot be directly applied to the NGN because of the service and 
architectural differences between IN and NGN. The promise of the NGN, as 
defined in the late 1990s, was to offset these shortcomings by moving from a 
vertical approach (where access, control, and services are closely tied) to a 
horizontal approach (where each layer provides reusable elements to other 
layers).  
Specification work is ongoing at the International Telecommunication Union 
(ITU)-T to formalize the separation (e.g., through standard protocols or 
application programming interfaces [APIs]) between the transport stratum that 
is composed of transfer functions from various access networks (UMTS 
terrestrial radio access network [UTRAN], wireless local area network 
[WLAN], xDSL) and from the core networks, control functions for these 
transfer functions (e.g., network attachment control or resource and admission 
control), the transport user profiles (e.g., to store the data linked to network 
attachment), and the media handling functions (e.g., for playing 
announcements or for transcoding); and the service stratum composed of 
access-independent service control functions (e.g., session establishment 
control or service triggering control), application functions, and service user 
profiles. Application functions should be independent from the service control 
functions and should offer flexibility (e.g., by using open software 
mechanisms) to answer user needs. [12] 
 
1.6 World before IMS 
Till early 2000, operators were facing lot of difficulties in interconnecting 
networks working on different technologies. With these consumers, when 
outside the home network was made to pay a big amount towards roaming 
charges, these overhead charges increased as the number of mobile users 
increased. Though technology evolved to a great extent, service providers 
were not ready to go for “rip and replace” option and invest a huge amount to 
have a 3G system in place.  
The GSM system which started as 2G technology evolved into GPRS (also 
known as 2.5G), then to a 3G called UMTS (Universal Mobile 
Telecommunications System) Almost at the same time a new technology 
came into existence called CDMA (Code Division Multiple Access). This 
system developed with a greater speed in United States and evolved to 3G 
systems called CDMA2000 1xEV-DO and then to CDMA2000 1xEVDV. In IP 
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domain people were moving from H323 to all SIP and RTP based systems 
emphasizing more on security, bandwidth utilization, and 3G features. IMS 
came as a Next Generation Network NGN to address these issues with 
Service oriented architecture. 
 
1.6.1 Requirement of Emerging Technology  
Need to further clarify what does it mean by merging the Internet and the 
cellular worlds and what the real advantages of doing so are. To do that, need 
to introduce the different domains in 3G networks, namely the circuit-switched 
domain and the packet switched domain. 
The circuit-switched domain is an evolution of the technology used in Second 
Generation (2G) networks. The circuits in this domain are optimized to 
transport voice and video, although they can also be used to transport instant 
messages. Although circuit-switched technology has been in use since the 
birth of the telephone, the current trend is to substitute it with more efficient 
packet-switched technology. Cellular networks follow this trend and, as said 
earlier, 3G networks have a packet-switched domain. 
The packet-switched domain provides IP access to the Internet. While 2G 
terminals can act as a modem to transmit IP packets over a circuit, 3G 
terminals use native packet switched technology to perform data 
communications. This way, data transmissions are much faster and the 
available bandwidth for Internet access increases dramatically. Users can surf 
the web, read email, download videos, and do virtually everything they can do 
over any other broadband Internet connection, such as ISDN (Integrated 
Services Digital Line) or DSL (Digital Subscriber Line). This means that any 
given user can install a VoIP client in their 3G terminals and establish VoIP 
calls over the packet-switched domain. Such a user can take advantage of all 
the services that service providers on the Internet offer, such as voice mail or 
conferencing services. 
The needs for New Technology for Mobile communication can be categorized 
in three way [13], [14]: 
• QoS (Quality of Service),  
• Charging,  
• Integration of different services. 
The main issue with the packet-switched domain to provide real-time 
multimedia services is that it provides a best-effort service without QoS; that 
is, the network offers no guarantees about the amount of bandwidth a user 
gets for a particular connection or about the delay the packets experience. 
Consequently, the quality of a VoIP conversation can vary dramatically 
throughout its duration. At a certain point the voice of the person at the other 
end of the phone may sound perfectly clear and instants later it can become 
impossible to understand. Trying to maintain a conversation (or a 
videoconference) with poor QoS can soon become a nightmare. 
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1.7 Introduction to NGN 
The Next Generation Network (NGN) concept defines telecommunications 
network architectures and technologies. It describes networks that cover 
conventional PSTN (Public Switched Telephone Network) type of data and 
voice communications as well as new types of service such as video.  
All information is carried in packet switched form, as is done in the Internet. 
Packets are labeled according to their type (data, voice, video, etc) and 
forwarded in the network based on their Quality of Service (QoS) and security 
parameters. The NGN makes a clear separation between the transport and 
services, which is advertised to allow smooth introduction of new services. 
When a provider wants to launch a new service, the service is defined directly 
at the service layer without considering the transport layer, i.e. services are 
independent of the transport technology. 
 
1.7.1  IMS Introduction  
IMS is a global, access-independent and standard-based IP connectivity and 
service control architecture that enables various types of multimedia services 
to end-users using common Internet-based protocols. IMS architecture is at 
the heart of the convergence of voice, data, and fixed and mobile networks 
and is based on a wide range of IETF protocols, such as SIP. IMS combines 
and enhances these protocols to allow real-time services in addition to 3GPP 
mobile Packet-Switched (PS) domain and the wireline NGN. 
After having released their first specification in 1999 (3GPP R99), the 3GPP 
started to specifying Release 2000, which included the All-IP systems, that 
was later renamed the IMS. After realizing that the development of IMS could 
not be completed during the year 2000, the agreement was reached to split 
Release 2000 into Release 4 and Release 5 specifications. After Release 4 
has been frozen and completed, IMS was introduced by the 3GPP within 
Release 5 in the year 2002.  
The IMS specified in Release 5 was only based on the 3G mobile systems, 
and only compatible to IP version 6 (IPv6). The 3GPP continued their IMS 
specifications and enhancements in Releases 6 and 7 in year 2007 of their 
specifications. Release 6 IMS [19] included the interworking with the CS 
networks and other IP based networks. It also introduced more service 
provisioning, which included Presence service; Push to-talk-over Cellular 
(PoC) and Instant Messaging (IM) servers. IMS release 7 specifications that 
was released in 2006 included further IMS enhancements. 
SIP allows applications to remain agnostic of the access network, which 
matches the network access requirements for IMS. Initial concepts for IMS 
emerged with the UMTS 3G specifications in 1998. The first specification of 
IMS was published in March of 2003 by 3GPP in UMTS Release 5. UMTS 
Release 5 provided general description of IMS, SIP and end-to-end Quality of 
Service as part of an “All IP” network. IMS continues to evolve with each 
UMTS release since 2003. New functions and changes to IMS are introduced 
through 3GPP approved change requests (CRs) with each release. 3GPP 
release 6 and 7 added interworking with wireless local area networks (WLAN) 
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and support for fixed networks, by working together with TISPAN (Telecom & 
Internet converged Services & Protocols for Advanced Networks). 
The IP Multimedia Subsystem (IMS) is a standardized Next Generation 
Networking (NGN) architecture for telecom operators that want to provide 
mobile and fixed multimedia services. It uses a Voice-over-IP (VoIP) 
implementation based on a 3GPP-standardized implementation of SIP, and 
runs over the standard Internet Protocol (IP). Existing phone systems (both 
packet-switched and circuit-switched) are supported. 
So, one of the reasons for creating the IMS was to provide the QoS required 
for enjoying, rather than suffering, real-time multimedia sessions. The IMS 
takes care of synchronizing session establishment with QoS provision so that 
users have a predictable experience.  
Another reason for creating the IMS was to be able to charge multimedia 
sessions appropriately. A user involved in a videoconference over the packet-
switched domain usually transfers a large amount of information (which 
consists mainly of encoded audio and video). Depending on the 3G operators 
the transfer of such an amount of data may generate large expenses to the 
user, since operators typically charge based on the number of bytes 
transferred. The user’s operator cannot follow a different business model to 
charge the user because the operator is not aware of the contents of those 
bytes: they could belong to a VoIP session, to an instant message, to a web 
page, or to an email. 
 
1.7.2 IMS Standardization bodies 
There are several internationally recognized telecommunication and Internet 
standardization bodies responsible for the standardization of the IMS, SIP and 
Java technologies. This section cites major IMS, SIP and Java 
standardization bodies. 
 
1.7.2.1 The 3rd Generation Partnership Project (3GPP) 
According to the partnership agreement signed in December 1998, the 3GPP 
was formed in 1998 by the standardization bodies from Europe, Japan, USA 
and China to establish a 3rd generation (3G) mobile system based on evolved 
GSM core networks and the radio access technologies. The main purpose of 
3GPP is to prepare, approve and maintain globally applicable Technical 
Specifications (TS) and Technical Reports (TR) for 3G mobile systems. IMS 
was introduced in Release 5 [19] as part of 3GPP UMTS specification, and 
was mainly dedicated for 3G mobile systems. Release 6 and beyond of 3GPP 
specification added wireline support to IMS architecture. 
 
1.7.2.2 European Telecommunications Standard Institute (ETSI) 
ETSI has established the Telecoms and Internet converged for Services and 
Protocols for Advanced Network (TISPAN) project as their core competence 
centre for the Next Generation Networks (NGN). TISPAN facilitates the 
smooth migration of fixed (wireline) networks from Circuit-Switched (CS) 
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networks to Packet-Switched (PS) networks with an architecture that can 
serve in both to create the NGN. TISPAN has adopted the IMS architecture 
given in the 3GPP Release 6 but has added wireline access to the IMS [15]. 
Essentially, TISPAN adopts the 3GPP IMS architecture standard for SIP-
based applications, but has added further functional blocks and subsystems 
to handle non-SIP applications and other requirements of fixed networks not 
addressed by IMS. 
 
1.7.2.3 International Telecommunications Union (ITU) 
ITU-T created an NGN Focus Group (NGN-FG) in May 2004 to work on the 
specifications of NGN for fixed line access based on 3GPP IMS. The process 
of fitting IMS into ITU’s NGN is performed by the ETSI TISPAN group, which 
is in turn responsible for all aspects of standardization for present and future 
converged networks [16]. 
 
1.7.2.4 The Internet Engineering Task Force (IETF) 
The IETF is an open forum consisting of individuals working with vendors, 
operators, researchers and other interested individuals who make technical 
and other contributions to the engineering and evolution of the Internet and its 
technologies [17]. There are two documents used within the IETF, namely the 
Internet-Drafts (I-Ds) and the Request for Comments (RFC). A standard that 
begins life as an I-D, progresses to an RFC once there is consensus and 
there are working implementations of the protocol. When changes are made 
in a protocol or new versions come out, a new RFC document with a new 
number is issued, which renders the old RFC obsolete. 
The 3GPP have established collaboration with the IETF to make sure that the 
protocols developed for IMS meet their requirements. This collaboration has 
been documented in RFC 3113. The IETF is responsible for the 
standardization of SIP, RFC 3261 being the core SIP specification. Several 
RFCs were developed as the extension to the core RFC 3261 in order to meet 
3GPP IMS requirements. The selection of SIP as the core IMS signalling 
protocol makes the IMS network to be regarded as an advanced SIP network. 
 
1.7.2.5 Java Community Process (JCP) 
Specifications for Java platforms are developed under the aegis of the JCP. A 
specification starts off as a Java Specification Request (JSR). An expert 
group consisting of representatives from interested companies is formed to 
create the specification. The JSR then passes through various stages in the 
JCP before it is finalized. Every JSR is assigned a number. The JCP is also 
involved in the standardization of Java APIs to facilitate the easy and fast 
deployment of IP services using SIP. The following are JSRs defined by JCP 
for SIP: 
o JAIN SIP: JSR 32 determines the Java Advanced Intelligent Network 
(JAIN) SIP specification. Sun Microsystems is the specification lead in 
conjunction with other expert companies and individuals. JAIN SIP can be 
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implemented on Personal Digital Assistance (PDA), SIP phones and 
desktops. 
o SIP Servlet: JSR 116 defines the SIP Servlet specification. Dynamicsoft is 
the specification lead in conjunction with other expert companies. SIP 
Servlet is implemented in web tier enterprise application servers, which 
has the benefit of converged SIP and HTTP applications. 
o SIP for J2ME: JSR 180 determines the SIP for J2ME specification - SIP 
interface for small platforms. Nokia Corporation is the specification lead in 
conjunction with other expert companies and individuals. SIP's acceptance 
as the protocol of choice by the IMS 
 
1.7.3  IMS vision  
IMS is at the center of the 3G initiatives driven by 3GPP and 3GPP2 who are 
participants in International Mobile Telecommunications-2000 (IMT-2000) the 
global standard for third generation wireless communications, defined by a set 
of interdependent ITU Recommendations.  
The 3GPP was formed as a collaboration of many organizations (includes 
Association of Radio Industries and Businesses, China Communications. 
Standards Association, European Telecommunications Standards Institute, 
Alliance for Telecommunications Industry Solutions, Telecommunications 
Technology Association of South Korea and Telecommunication Technology 
Committee of Japan) in 1998 to develop the technical specifications for a 3G 
network evolving from a GSM network. A similar charter, 3GPP2 (includes 
Association of Radio Industries and Businesses, Telecommunication 
Technology Committee of Japan, China Communications. Standards 
Association, Telecommunications Technology Association of South Korea and 
Telecommunications Industry Association), was formed to evolve the North 
American and Asian networks from traditional CDMA2000 networks into a 3G 
platform. 
The main vision of IMS is to bring the Fixed Mobile Convergence (FMC) to 
reality by enabling the provision of multimedia services to both fixed and 
mobile subscribers. This vision has been achieved by bridging the gap that 
exists between the traditional telecommunications provided by both cellular 
and Public Switched Telecommunication Network (PSTN) operators and the 
Internet. IMS provides the key functionalities required to enable new IP 
services via mobile networks, taking into account the complexity of managing 
mobility, multimedia, constraints of the underlying network and the multitude 
of emerging applications. With IMS, competition between fixed and mobile 
users will exist because all the service providers and operators will be 
targeting a single customer to offer similar services. 
Both 3GPP and 3GPP2 conceptualized their respective IMS architectures to 
support packet switched communication, in order to merge the Internet and 
the cellular worlds. The IMS core network has a common IP based transport 
and signaling, which can be accessed by different networks. IMS common 
signaling is based on SIP 
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The vision of IMS as the common platform for development and delivery of 
diverse multimedia services for a true mobile Internet is based on the set of 
requirements set forth in the 3GPP IMS requirements captured in 3GPP TS 
22.228 [19]. 
 
1.7.4 IMS Current Scenario 
The IP Multimedia Subsystem standard defines a generic architecture for 
offering Voice over IP and multimedia services. It is an international, 
recognized standard, first specified by the Third Generation Partnership 
Project (3GPP/3GPP2) and now being embraced by other standards bodies 
including ETSI/TISPAN. The standard supports multiple access types – 
including GSM, WCDMA, CDMA2000, Wireline broadband access and 
WLAN. For users, IMS-based services enable person-to-person and person-
to-content communications in a variety of modes – including voice, text, 
pictures and video, or any combination of these – in a highly personalized and 
controlled way. 
For operators, IMS takes the concept of layered architecture one-step further 
by defining a horizontal architecture, where service enablers and common 
functions can be reused for multiple applications. The horizontal architecture 
in IMS also specifies interoperability and roaming, and provides bearer 
control, charging and security. What is more, it is well integrated with existing 
voice and data networks, while adopting many of the key benefits of the IT 
domain. 
This makes IMS a key enabler for fixed-mobile convergence (FMC). For these 
reasons, IMS will become preferred solution for fixed and mobile operators’ 
multimedia business. IMS enables services to be delivered in a standardized, 
well-structured way that truly makes the most of layered architecture. At the 
same time, it provides a future-proof architecture that simplifies and speeds 
up the service creation and provisioning process, while enabling legacy 
interworking. The horizontal architecture of IMS enables operators to move 
away from vertical ‘stovepipe’ implementations of new services – eliminating 
the costly and complex traditional network structure of overlapping 
functionality for charging, presence, group and list management, routing and 
provisioning. For fixed and mobile operators there are benefits of introducing 
the IMS architecture today. On longer term, IMS enables a secure migration 
path to an all-IP architecture that will meet end-user demands for new 
enriched services. 
 
1.8 Research Methodology 
A qualitative research methodology with action research will be used for 
conducting this research work. Action research is appropriate and has been 
chosen not to incline towards the results, as this is a step-by-step 
implementation studied project, also studied and analyzed the real reasons 
behind the results [18].  
To float application on any existing working network is an approach of 
simulation of research work. But considering own effort for this research and 
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aim to perform economical and inclusive research, whole research starting 
from scratch to the highest possible level, this research initiates from 
configuration and implementation of each entity of IP Multimedia Subsystem 
as well as related components created and for capturing results and evaluate 
performance mainly freeware and open source software chosen.  
This research also involves in improving an existing situation with considering 
future trends in service provision in Communication network. Extensive 
literature survey and analytical thinking are involved in this research project. 
At first, an understanding of problem is developed through an intensive 
qualitative literature study. An in-depth literature study of the 3GPP IMS by 
reading the Technical Specifications, books and published work, related to the 
IMS was conducted.  By applying analytical research, the literature collected 
is thoroughly analyzed in Chapter 3.  
First phase of create ground for IMS, in this research, Open IMS core test bed 
setup established, with considering its SIP initialization as well as evaluate 
each logs for session through different stage of work over IMS. 
With second phase over IMS Test bed, a light-size IMS client developed using 
J2ME and supportive tools with basic concept to reduce size of IMS client and 
make maximum number of application float over it. Java Specification 
Request (JSR) number 180 (JSR 180) was identified and studied as the core 
SIP API to be used for the development of the IMS Client. Sun Wireless 
Toolkit was used as the Java 2 Micro-Edition (J2ME) development platform 
for the client. EclipseME Integrated Development Environment (IDE) was 
used to edit the Java code. Moreover in this research all existing IMS clients 
are studied but the low-size IMS client designed to float over Open IMS Core 
Test Bed. 
The next phase of research approached Qualitative Research methodology 
by implementation of Instant Messaging and Presence service over Open IMS 
Core Test Bed, with continuation of this phase of Qualitative Research 
observation of Presence Server Load Balancing and Traffic Analysis made 
over Open IMS Core Test Bed. Considering results a Load Management 
study covering for future Mobile network management.  
In fourth Phase, the architecture evaluation in chapter 7 is also a type of 
analytical research in which concept provided by action research is analyzed. 
Several state-of-the-arts proposed applying action research leading to 
propose simple and flexible security architecture to IMS SIP scrutinize 
solutions. In later stages quantitative analysis is involved in architecture 
evaluation like response time calculation. 
During literature review, that was analyzed for new and innovative application 
creation and float over IMS Network, considering this during the Fifth phase in 
this research a new and light weight Mobile based Blogging application is 
created and implemented over Open IMS Core Test Bed. This Qualitative 
approach demonstrates future approach to float new and strategically 
applications over IMS network and prototyping the same. With MoBlog 
application the concept of new service design, deployment and modeling 
demonstrates Qualitative approach over IMS Network. 
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Figure 1.7 (in next page) shows brief overview and flow of research 
methodology for this research work. 
 
1.8.1 Audience 
Research work presented in this thesis is relevant to those people who have 
knowledge of Mobile Communication Technology, IP Multimedia Subsystem, 
SIP, Next Generation Networking. This research reveal to be guideline for 
novice in the area of NGN research, as this research work consisting all basic 
to advance stage of IMS related work ranging from Network setup Test bed 
formation, SIP initiation and Service modeling. 
For experts in the area of Next Generation Network, advance part of research 
presented in this Thesis able to make their research relevance to service 
discusses in this work. This service and results seems to be guideline for new 
and further enhancement of research in the IMS and convergence world. 
 
1.9 Benefits of the Study 
 
This research work discuss persistent work over IMS for more than 2.5 years, 
parallel to this research a lot more work in other part of world also done. 
Before initiation of this research a deep root study of existing work made and 
then from that all, this research carried to proved unique and contributed a 
new results, discussion and service modeling techniques to the World of Next 
Generation Networks.  
• This research work presents IMS implementation strategy with SIP 
through Open IMS Core and forming Open IMS Core Test Bed specified 
by 3GPP. 
• Design and deployment of low sized IMS Client of which the architecture 
and specifications are based on the 3GPP, IETF and ETSI-TISPAN 
standardization bodies has been developed. This IMS Client is targeted at 
power and memory limited devices and can easily be deployed within 
mobile devices.  
• As a result, this work will contribute to the standardization of service 
discovery in Personal Networks, providing Instant Messaging and 
Presence service over the Test bed for pursuing Modeling phase parallel 
Load Balancing and traffic analysis performed over Test Bed. 
• Performing the path ahead with own application creation and deployment 
over IMS, the MoBlog service client designed and rendering over the IMS 
Test bed, in real time observation made to Modeling this service as well. 
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Figure 1.7: Research Methodology for this Research work 
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1.10 Structure of Thesis 
Today with IMS becoming a fast reality, service providers are competing to 
offer IP multimedia services. Service providers are streamlining their 
operations and are focusing on efficient network management to facilitate an 
improved revenue stream by efficient use of network resources. The resulting 
saving can be used to fund new and improved service options. 
The Subsequent chapters of this thesis are organized as following: 
 
Chapter 2: IP Multimedia Subsystem Architecture, Related 
Technologies & Tools 
Chapter 2 describes Requirement for IMS Infrastructure, IMS entities and 
supportive technologies. This chapter also discusses brief summary of relative 
technologies for IMS, with IMS Hardware and Software requirement, and IMS 
tool kit sketch.
 
 
Chapter 3: Literature Review 
Literature study discusses earlier work and present works in progress, with 
IMS a brief comparison of all existing researches. With IMS, formed 3 aspects 
of further research, extending this research from current researcher’s problem 
solving approach and implementation studies. 
 
Chapter 4: OpenIMS Implementation 
This chapter represents IMS Testbed setup with Open IMS Core. All tasks 
related to Test bed setup including each entity configuration and simulation 
presented here. Also Functionality as well as performance tuning also 
measured for Open IMS. 
 
Chapter 5: Initialization of SIP IN IMS  
IMS relies on the session initiation protocol (SIP) for the development and 
initiation of applications and services. This chapter discusses SIP elements 
and functionality. During this research Test bed setup Sip Pre-setup as well 
as SIP session flow procedure in IMS presented in this chapter, SIP Message 
captured Session test period also presented with its performance evaluation 
as part of Open IMS Test bed working phase assessment. 
 
Chapter 6: IMS Client Development and Deployment over Test Bed 
After initialized Open IMS Core Testbed and testing with SIP initialization, this 
chapter discusses IMS Client design and deployment process. In this chapter 
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study of all existing IMS client with limitation to include in this project 
mentioned. Discuss of all tools used for Client designing and implementation 
is also mention in this chapter. Main part of this chapter is IMS Client 
development and implementation in Open IMS Test bed. This phase of 
research demonstrate Experimental results of IMS client and brief of result 
discussion. 
 
Chapter 7: Study & Modeling Instant Messaging and Presence over 
IMS  
With this chapter Instant Messaging and Presence service deployment and 
Architecture details of IMS demonstrated. These works also mention 
implementation strategy for IMPS server over Open IMS Testbed. Results of 
various session establishments. Modeling over multiple nodes investigates for 
IMPS Traffic Analysis as well as Load balancing discusses in this chapter. 
 
Chapter 8: Designing, Deploying & Modeling MoBlog over IMS 
Multimedia enriched MoBlog service basics from service over IMS discusses 
in this chapter. MoBlog able to retrieve, store and share Image, Text and 
Video from user equipment to IMS network connect other User Equipments 
(UEs). This chapter demonstrates creation to deployment of MoBlog over IMS 
and practical functioning phases are discusses with this chapter.  
 
Chapter 9: Conclusion and Future work 
Conclusion depicts all research summary as well as result discussion. The 
aspects conducted during Literature review with brief discussion of 
assessment of whole work. The future work indicates proposed work for the 
IMS and Future Web enable communication services with additional service 
management aspects. 
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Chapter – 2 
IP Multimedia Subsystem Architecture, Related 
Technologies & Tools 
 
2.1 Requirement for IMS Architecture 
2.1.1 IP Multimedia Sessions 
2.1.2  IP connectivity 
2.1.3  Ensuring quality of service for IP multimedia services 
2.1.4  IP policy control for ensuring correct usage of media resources 
2.1.5  Secure Communication 
2.1.6  Charging arrangements 
2.1.7  Support of roaming 
2.1.8  Interworking with other networks 
2.1.9  Service control model 
2.1.10 Service development 
2.1.11 Layered design 
2.1.12 Access independence 
2.2  Description of IMS-related entities and functionalities 
2.2.1  Call Session Control Functions (CSCF) 
2.2.1.1 Proxy Call Session Control Function (P-CSCF) 
2.2.1.2 Interrogating Call Session Control Function (I-CSCF) 
2.2.1.3 Serving Call Session Control Function (S-CSCF) 
2.2.2 Application Servers 
2.2.2.1 Gateways 
2.2.3 BGCF (Breakout Gateway Controller Functions)  
2.2.4 Media Resource Function (MRF) 
2.2.5 Reference points 
2.3 IMS functional planes  
2.3.1 Transport plane 
2.3.2 Control plane 
2.3.3 Service plane 
2.4 Databases 
2.5 Service functions 
2.5.1 Interworking functions 
2.6 IMS Related Technologies 
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2.6.1    Service Oriented Architecture 
2.6.2 User Oriented Architecture 
2.6.3    Event Driven Architecture 
2.6.4    Web Services 
2.6.4.1 Extensible Markup Language (XML) 
2.6.4.2 Web Services Description Language (WSDL) 
2.6.4.3 Universal Description Discovery and Integration  
2.6.4.4 SOAP 
2.6.4.5 Web Services Invocation Framework 
2.6.4.6 Representation State Transfer (REST) 
2.6.4.7  OSA Parlay X 
2.7 Service Orchestration 
2.7.1    Choreography v/s Orchestration 
2.7.2    Enterprise Service Bus 
2.7.3 Service Delivery Platforms 
2.7.3.1    Telephony Application Programming Interface (TAPI) 
2.7.3.2    SIP Common Gateway Interface (SIP CGI) 
2.7.3.3    Service Level Execution Environment 
2.7.3.4    SIP Servlets 
2.7.3.5    SDPs and IMS Requirements 
2.8    Web 2.0 Principles 
2.8.1   General Characteristics 
2.8.2 Mashups 
2.9 IMS Service Creation Environment & Toolkits 
2.9.1 IMS Service Development 
2.9.2 Unified Service Creation Environment (USCE) 
2.9.3 USCE (Unified Service Creation Environment) Toolkits for IMS 
2.9.4 Application Server Toolkit 
2.9.5 Perspective of AST V6.1 Tools 
2.9.6 SIP Servlet Application Development 
2.9.6.1 SIP only Applications 
2.9.6.2 Converged SIP/HTTP Applications 
2.9.6.3 SIP Servlet Deployment 
2.9.6.4 Sample SIP Services 
2.10 Hardware & Software Requirement for Application Server Toolkit 
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2.10.1 Hardware Requirement 
2.10.2 Supported Operating system 
2.11 IMS Enablement Kit 
2.11.1 IMS access gateways and enablers 
2.11.2 IMS Enablement Tool Kit Components 
2.11.3 Sample Application for IMS Foundation 
2.11.4 Hardware & Software Requirement for IMS Enablement Tool Kit 
2.11.5 Web Services Server Toolkit 
2.11.6 Capabilities of Telecom Web Services Toolkit (TWSS) 
2.11.7 Mediation Service 
2.11.8 TWSS Access Gateway Mediation Primitives 
2.11.9 TWSS Default Message Flow 
2.11.10 Hardware & Software requirements for TWSS Toolkit 
2.12 IMS Service Creation Tools 
2.12.1 IMS service creation 
2.12.2 Web tools platform for AST (Application Server Toolkit) 
2.12.2.1 Categories of web tool platform 
2.13 Portlet Development Tool 
2.13.1 Server Tool 
2.13.2 Telecom Web services Tools 
2.14 Tools Developing & Testing SIP and IMS Sample Applications 
2.14.1 SIPp 
2.14.2 Ethereal 
2.14.2 SIPx Phone 
2.14.3 Comparison of IMS traffic analyzing tools 
2.14.4 DA 3400, DA 3600A VOIP Analysis [JDSUO] 
2.14.5 PVA-1000 VOIP Analysis [JDSUO] 
2.14.6 Packet Scan [GL Communication©] 
2.14.7 Hammer Call Analyzer [Emprix©] 
2.14.8 Hammer G5 [Emprix©] 
2.14.9 THGNOTEBOOK [FinisarO] 
2.14.10 VOIP testing [RadcomO] 
2.14.11 nGenius (Infmitestream) [NETSCOUTO] 
2.15 Summary 
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Chapter – 2 
IP Multimedia Subsystem Architecture, Related 
Technologies & Tools 
 
The IP-Multimedia Subsystem (IMS) defines the functional architecture for a 
managed IP-based network. It aims to provide a means for carriers to create 
an open, standards-based network that delivers integrated multimedia 
services to increase revenue, while also reducing network capital expenditure 
(CapEx) and operational expenditure (OpEx). IMS was originally designed for 
third-generation mobile phones, but it has already been extended to handle 
access from WiFi networks, and is continuing to be extended into an access-
independent platform for service delivery, including broadband fixed-line 
access. It promises to provide seamless roaming between mobile, public WiFi 
and private networks for a wide range of services and devices. 
The IMS architecture has been designed to enable operators to provide a 
wide range of real-time, packet-based services and to track their use in a way 
that allows both traditional time-based charging as well as packet and service-
based charging. It has become increasingly popular both with wireline and 
wireless service providers as it is designed to increase carrier revenues, 
deliver integrated multimedia services, and create an open, standards-based 
network. The IP Multimedia Subsystem (IMS) is a standardized Next 
Generation Networking (NGN) architecture for telecom operators that want to 
provide mobile and fixed multimedia services. It uses a Voice-over-IP (VoIP) 
implementation based on a 3GPP-standardized implementation of SIP, and 
runs over the standard Internet Protocol (IP). Existing phone systems (both 
packet-switched and circuit-switched) are supported. 
 
2.1 Requirement for IMS Architecture 
There is a set of basic requirements, which guides the way in which the IMS 
architecture has been created evolve in the future. This section covers the 
most significant requirements. 3GPP IMS requirements are documented in 
[19]. 
 
2.1.1 IP Multimedia Sessions 
Existing communication networks are able to offer voice, video and 
messaging type of services using circuit-switched bearers. Naturally, end-
users’ service offerings should not decline when users move to the packet-
switched domain and start using the IMS. 
The IMS will take communication to the next level by offering enriched 
communication means. IMS users are able to mix and match a variety of IP-
based services in any way they choose during a single communication 
session. Users can integrate voice, video and text, content sharing and 
presence as part of their communication and can add or drop services as and 
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when they choose. For example, two people can start a session as a voice 
session and later on add a game or video component to the same session. 
 
2.1.2 IP connectivity 
As the name IP Multimedia Subsystem implies, a fundamental requirement is 
that a device has to have IP connectivity to access it. Peer-to-peer 
applications require end-to-end reachability and this connectivity is easiest 
attainable with IP version 6 (IPv6) because IPv6 does not have address 
shortage. Therefore, 3GPP has arranged matters so that the IMS exclusively 
supports IPv6 [20]. However, early IMS implementations and deployments 
may use IPv4. 3GPP has created recommendations about how IP version 
interworking is handled in the IMS [21].  
 
 
Figure - 2.1: IMS connectivity options when a user is roaming. 
 
IP connectivity can be obtained either from the home network or the visited 
network. The leftmost part of Figure 2.1 presents an option in which User 
Equipment (UE) has obtained an IP address from a visited network. In the 
UMTS network, this means that the Radio Access Network (RAN), Serving 
GPRS Support Node (SGSN) and Gateway GPRS Support Node (GGSN) are 
located in the visited network when a user is roaming in the visited network. 
The rightmost part of Figure 2.1 presents an option in which a UE has 
obtained an IP address from the home network. In the UMTS network this 
means that the RAN and SGSN are located in the visited network when a 
user is roaming in the visited network.  
Obviously, when a user is located in the home network all necessary 
elements are in the home network and IP connectivity is obtained in that 
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network. It is important to note that a user can roam and obtain IP connectivity 
from the home network as shown in the figure. This would allow users to use 
new, fancy IMS services even when they are roaming in an area that does not 
have an IMS network but provides IP connectivity. In theory, it is possible to 
deploy an IMS network in a single area/country and use, say, General Packet 
Radio Service (GPRS) roaming to connect customers to the home network. In 
practice, this would not happen because routing efficiency would not be high 
enough. However, this deployment model is important when operators are 
ramping up IMS networks or, in an initial phase, when they are offering non- 
or near real-time multimedia services. 
 
2.1.3 Ensuring quality of service for IP multimedia services 
On the public Internet, delays tend to be high and variable, packets arrive out 
of order and some packets are lost or discarded. This will no longer be the 
case with the IMS. The underlying access and transport networks together 
with the IMS provide end-to-end Quality of Service (QoS). Via the IMS, the UE 
negotiates its capabilities and expresses its QoS requirements during a 
Session Initiation Protocol (SIP) session setup or session modification 
procedure. The UE is able to negotiate such parameters as: 
 
o Media type, direction of traffic. 
o Media type bit rate, packet size, and packet transport frequency. 
o Usage of RTP payload for media types. 
o Bandwidth adaptation. 
 
After negotiating the parameters at the application level, UEs reserve suitable 
resources from the access network. When end-to-end QoS is created, the 
UEs encode and packetize individual media types with an appropriate 
protocol (e.g., RTP) and send these media packets to the access and 
transport network by using a transport layer protocol (e.g., TCP or UDP) over 
IP. It is assumed that operators negotiate service-level agreements for 
guaranteeing the required QoS in the interconnection backbone. In the case 
of UMTS, operators could utilize the GPRS Roaming Exchange backbone.  
 
2.1.4 IP policy control for ensuring correct usage of media resources 
IP policy control means the capability to authorize and control the usage of 
bearer traffic intended for IMS media, based on the signalling parameters at 
the IMS session. This requires interaction between the IP connectivity access 
network and the IMS. The means of setting up interaction can be divided into 
three different categories [19, 22, 23]: 
 
• The policy control element is able to verify that values negotiated in SIP 
signalling are used when activating bearers for media traffic. This allows an 
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operator to verify that its bearer resources are not misused (e.g., the source 
and destination IP address and bandwidth in the bearer level are exactly the 
same as used in SIP session establishment). 
• The policy control element is able to enforce when media traffic between 
the end points of a SIP session start or stop. This makes it possible to prevent 
the use of the bearer until session establishment is completed and allows 
traffic to start/stop in synchronization with the start/stop of charging for a 
session in IMS. 
• The policy control element is able to receive notifications when the IP 
connectivity access network service has modified, suspended or released the 
bearer(s) of a user associated with a session. This allows IMS to release an 
ongoing session because, for instance, the user is no longer in the coverage 
area.  
 
2.1.5 Secure Communication 
Security is a fundamental requirement in every telecommunication system 
and the IMS is not an exception. The IMS has its own authentication and 
authorization mechanisms between the UE and the IMS network in addition to 
access network procedures (e.g., GPRS network). Moreover, the integrity and 
optional confidentiality of the SIP messages is provided between the UE and 
the IMS network and between IMS network entities regardless of the 
underlying core network (e.g., RAN and GPRS). Therefore, the IMS provides 
at least a similar level of security as the corresponding GPRS and circuit-
switched networks: for example, the IMS ensures that users are authenticated 
before they can start using services, and users are able to request privacy 
when engaged in a session. An overview of applied security solutions is 
depicted in Figure 2.2. 
 
Figure - 2.2: Overview of IMS security 
 
2.1.6 Charging arrangements 
From an operator or service provider perspective the ability to charge users is 
a must in any network. The IMS architecture allows different charging models 
to be used. This includes, say, the capability to charge just the calling party or 
to charge both the calling party and the called party based on used resources 
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in the transport level. In the latter case the calling party could be charged 
entirely on an IMS-level session: that is, it is possible to use different charging 
schemes at the transport and IMS level. However, an operator might be 
interested to correlate charging information generated at transport and IMS 
(service and content) charging levels. This capability is provided if an operator 
utilizes a policy control reference point.  
As IMS sessions may include multiple media components (e.g., audio and 
video), it is required that the IMS provides a means for charging per media 
component. This would allow a possibility to charge the called party if she 
adds a new media component in a session. It is also required that different 
IMS networks are able to exchange information on the charging to be applied 
to a current session [24, 25]. 
 
Figure - 2.3: IMS charging overview 
 
The IMS architecture supports both online and offline charging capabilities. 
Online charging is a charging process in which the charging information can 
affect in real time the service rendered and, therefore, directly interacts with 
session/service control. In practice, an operator could check the user’s 
account before allowing the user to engage a session and to stop a session 
when all credits are consumed. Prepaid services are applications that need 
online charging capabilities. Offline charging is a charging process in which 
the charging information does not affect in real time the service rendered. This 
is the traditional model in which the charging information is collected over a 
particular period and, at the end of the period, the operator posts a bill to the 
customer. 
Figure 2.3 shows a simplified view of general charging arrangements in an 
IMS environment. The key observation is: the IMS adds the possibility to 
charge for user IP traffic in a more granular manner than before. 
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2.1.7 Support of roaming 
 
Figure - 2.4: IMS/CS Roaming Alternatives. 
 
From a user point of view it is important to get access to her services 
regardless of her geographical location. The roaming feature makes it 
possible to use services even though the user is not geographically located in 
the service area of the home network. Section 2.1.2 has already described 
two instances of roaming: namely, GPRS roaming and IMS roaming. In 
addition to these two there exists an IMS circuit switched roaming case. 
GPRS roaming means the capability to access the IMS when the visited 
network provides the RAN and SGSN and the home network provides the 
GGSN and IMS. The IMS roaming model refers to a network configuration in 
which the visited network provides IP connectivity (e.g., RAN, SGSN, GGSN) 
and the IMS entry point (i.e., P-CSCF) and the home network provides the 
remaining IMS functionalities. The main benefit of this roaming model 
compared with the GPRS roaming model is optimum usage of user-plane 
resources. Roaming between the IMS and the CS CN domain refers to inter-
domain roaming between IMS and CS. When a user is not registered or 
reachable in one domain a session can be routed to the other domain. It is 
important to note that both the CS CN domain and the IMS domain have their 
own services and cannot be used from another domain. Some services are 
similar and available in both domains (e.g., Voice over IP in IMS and speech 
telephony in CS CN). Figure 2.4 shows different IMS/CS roaming cases. 
 
2.1.8 Interworking with other networks 
It is evident that the IMS is not deployed over the world at the same time. 
Moreover, people may not be able to switch terminals or subscriptions very 
rapidly. This will raise the issue of being able to reach people regardless of 
what kind of terminals they have or where they live. To be a new, successful 
communication network technology and architecture the IMS has to be able to 
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connect to as many users as possible. Therefore, the IMS supports 
communication with PSTN, ISDN, mobile and Internet users. Additionally, it 
will be possible to support sessions with Internet applications that have been 
developed outside the 3GPP community [23]. 
 
2.1.9 Service control model 
In 2G mobile networks the visited service control is in use. This means that, 
when a user is roaming, an entity in the visited network provides services and 
controls the traffic for the user. This entity in the second generation (2G) is 
called a visited mobile service-switching centre. In the early days of Release 5 
both visited and home service control models were supported. Supporting two 
models would have required that every problem have more than one solution; 
moreover, it would reduce the number of optimal architecture solutions, as 
simple solutions may not fit both models. Supporting both models would have 
meant additional extensions for Internet Engineering Task Force (IETF) 
protocols and increased the work involved in registration and session flows. 
The visited service control was dropped because it was a complex solution 
and did not provide any noticeable added value compared with the home 
service control. 
On the contrary, the visited service control imposes some limitations. It 
requires a multiple relationship and roaming models between operators. 
Service development is slower as both the visited and home network would 
need to support similar services, otherwise roaming users would experience 
service degradations. In addition, the number of interoperator reference points 
increase, which requires complicated solutions (e.g., in terms of security and 
charging). Therefore, home service control was selected; this means that the 
entity that has access to the subscriber database and interacts directly with 
service platforms is always located at the user’s home network. 
 
2.1.10 Service development 
The importance of having a scalable service platform and the possibility to 
launch new services rapidly has meant that the old way of standardizing 
complete sets of teleservices, applications and supplementary services is no 
longer acceptable. Therefore, 3GPP is standardizing service capabilities and 
not the services themselves [24]. The IMS architecture should actually include 
a service framework that provides the necessary capabilities to support 
speech, video, multimedia, messaging, file sharing, and data transfer, gaming 
and basic supplementary services within the IMS.  
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Figure - 2.5: IMS and layered architecture. 
 
2.1.11 Layered design 
3GPP has decided to use a layered approach to architectural design. This 
means that transport and bearer services are separated from the IMS 
signalling network and session management services. Further services are 
run on top of the IMS signalling network. Figure 2.5 shows the design. In 
some cases it may be impossible to distinguish between functionality at the 
upper and lower layers. The layered approach aims at a minimum 
dependence between layers. A benefit is that it facilitates the addition of new 
access networks to the system later on. Wireless Local Area Network (WLAN) 
access to the IMS was added in 3GPP Release 6 and fixed broadband 
access to the IMS is being standardized in Release 7. The layered approach 
increases the importance of the application layer as services are designed to 
work independent of the access network and the IMS is equipped to bridge 
the gap between them. Whether the subscriber is using a mobile phone or a 
PC client to communicate, the same presence and group list functions in IMS 
will be used. Different services have different requirements. These include: 
• Bandwidth 
• Latency 
• Processing power in the device 
 
This means that in order for different services to be executed properly, the 
network has to be equipped with access-aware control and service logic for 
multimedia services. Multi-access functionality is built into the IMS 
architecture, which offers a way for fixed and mobile operators to deliver a 
fixed to mobile convergence solution. This will enable service providers to use 
the characteristics and capabilities of the currently selected device and its 
network access method and adapt to it dynamically. 
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2.1.12 Access independence 
The IMS was originally designed to be access-independent so that IMS 
services can be provided over any IP connectivity networks (e.g., GPRS, 
WLAN, broadband access x-Digital Subscriber Line). Unfortunately, Release 
5 IMS specifications contain some GPRS-specific features. In Release 6 (e.g., 
GPRS) access-specific issues are separated from the core IMS description 
and the IMS architecture returned to its born state (i.e., access independent). 
Figure 2.6 demonstrates the different types of access independent networks 
that the IMS can run on. These include Fixed Broadband, WLAN, GPRS and 
UMTS. 
 
2.2 Description of IMS-related entities and functionalities 
The IMS architecture defines the logical elements necessary to implement 
next generation multimedia services across multiple network types. It is 
important to note that these logical functions do not necessarily have a one-
to-one relationship with physical equipment. The components of the IMS 
architecture refer to functions, not platforms. Multiple functions can be 
mapped to a single network device, and, conversely, a single function can 
conceivably be implemented across multiple physical platforms. 
This section discusses IMS entities and key functionalities. These entities can 
be roughly classified in six main categories:  
• Session management and routing family (CSCFs) 
• Databases (HSS, SLF) 
• Services (application server, MRFC, MRFP) 
• Interworking functions (BGCF, MGCF, IMS-MGW, SGW) 
• Support functions (PDF, SEG, THIG) 
• Charging 
 
Figure - 2.6: Access-independent IMS 
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It is important to understand that IMS specifications are set up so that the 
internal functionality of the network entities is not specified in detail. Instead, 
specifications describe reference points between entities and functionalities 
supported at the reference points. For instance, how does CSCF obtain user 
data from databases? Different reference points will be described in Section 
2.3. Additionally, GPRS functions are described at the end of this section. 
 
2.2.1 Call Session Control Functions (CSCF) 
There are three different kind of Call Session Control Functions (CSCF): 
Proxy-CSCF (P-CSCF), Serving-CSCF (S-CSCF) and Interrogating-CSCF (I-
CSCF). Each CSCF has its own special tasks and these tasks are described 
in the following subsections. Common to all CSCFs is that they all play a role 
during registration and session establishment and form the SIP routing 
machinery. Moreover, all functions are able to send charging data to an offline 
charging function. There are some common functions that P-CSCF and S-
CSCF are able to perform. Both entities are able to release sessions on 
behalf of the user (e.g., when S-CSCF detects a hanging session or P-CSCF 
receives a notification that a media bearer is lost) and are able to check the 
content of the Session Description Protocol (SDP) payload and to check 
whether it contains media types or codecs, which are not allowed for a user. 
When the proposed SDP does not fit the operator’s policy, the CSCF rejects 
the request and sends a SIP error message to the UE. 
 
2.2.1.1 Proxy Call Session Control Function (P-CSCF) 
Proxy Call Session Control Function (P-CSCF) is the first contact point for 
users within the IMS. It means that all SIP signalling traffic from the UE will be 
sent to the P-CSCF. Similarly, all terminating SIP signalling from the network 
is sent from the P-CSCF to the UE. There are four unique tasks assigned for 
the P-CSCF: SIP compression, IPSec security association, interaction with 
Policy Decision Function (PDF) and emergency session detection. 
As the SIP protocol is a text-based signalling protocol, it contains a large 
number of headers and header parameters, including extensions and 
security-related information, which means that their message sizes are larger 
than with binary-encoded protocols. For speeding up the session 
establishment 3GPP has mandated the support of SIP compression between 
the UE and P-CSCF. The P-CSCF needs to compress messages if the UE 
has indicated that it wants to receive signalling messages compressed.   
P-CSCF is responsible for maintaining Security Associations (SAs) and 
applying integrity and confidential protection for SIP signalling. This is 
achieved during SIP registration as the UE and P-CSCF negotiate IPSec SAs. 
After the initial registration the P-CSCF is able to apply integrity and 
confidential protection of SIP signalling. The P-CSCF is tasked to relay 
session and media-related information to the PDF when an operator wants to 
apply SBLP. Based on the received information the PDF is able to derive 
authorized IP QoS information that will be passed to the GGSN whenthe 
GGSN needs to perform Service-Based Local Policy prior to accepting a 
secondary PDP context activation.  
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IMS emergency sessions are not yet fully specified (work ongoing in Release 
7), therefore it is important that the IMS network detects emergency session 
attempts and guides a UMTS UE to use the CS network for emergency 
sessions. Such detection is a task of the P-CSCF. This functionality will not 
vanish when IMS emergency sessions are supported, as in certain roaming 
cases it is possible that the UE does not itself recognize that the user has 
dialed an emergency number. The planned function in Release 7 is that the P-
CSCF is able to select an emergency CSCF to handle an emergency session. 
Such a selection is needed because in IMS roaming cases the assigned S-
CSCF is in the home network and the home S-CSCF is unable to route the 
request to the correct emergency centre. 
 
2.2.1.2 Interrogating Call Session Control Function (I-CSCF) 
Interrogating Call Session Control Function (I-CSCF) is a contact point within 
an operator’s network for all connections destined to a subscriber of that 
network operator. There are four unique tasks assigned for the I-CSCF: 
• Obtaining the name of the next hop (either S-CSCF or application server) 
from the Home Subscriber Server (HSS). 
• Assigning an S-CSCF based on received capabilities from the HSS. The 
assignment of the S-CSCF will take place when a user is registering with 
the network or a user receives a SIP request while she is unregistered 
from the network but has services related to an unregistered state (e.g., 
voice mail).  
 
2.2.1.3 Serving Call Session Control Function (S-CSCF) 
Serving Call Session Control Function (S-CSCF) is the focal point of the IMS 
as it is responsible for handling registration processes, making routing 
decisions and maintaining session states, and storing the service profile(s). 
When a user sends a registration request it will be routed to the S-CSCF, 
which downloads authentication data from the HSS. Based on the 
authentication data it generates a challenge to the UE. After receiving the 
response and verifying it the S-CSCF accepts the registration and starts 
supervising the registration status. After this procedure the user is able to 
initiate and receive IMS services. Moreover, the S-CSCF downloads a service 
profile from the HSS as part of the registration process. 
A service profile is a collection of user-specific information that is permanently 
stored in the HSS. The S-CSCF downloads the service profile associated with 
a particular public user identity (e.g., joe.doe@ims.example.com) when this 
particular public user identity is registered in the IMS. The S-CSCF uses 
information included in the service profile to decide when and, in particular, 
which application server(s) is contacted when a user sends a SIP request or 
receives a request from somebody. Moreover, the service profile may contain 
further instructions about what kind of media policy the S-CSCF needs to 
apply – for example, it may indicate that a user is only allowed to use audio 
and application media components but not video media components.  
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The S-CSCF is responsible for key routing decisions as it receives all UE-
originated and UE-terminated sessions and transactions. When the S-CSCF 
receives a UE originating request via the P-CSCF it needs to decide if 
application servers are contacted prior to sending the request further on. After 
possible application server(s) interaction the S-CSCF either continues a 
session in IMS or breaks to other domains (CS or another IP network). 
Moreover, if the UE uses a Mobile Station ISDN (MSISDN) number to address 
a called party then the S-CSCF converts the MSISDN number (i.e., a tel URL) 
to SIP Universal Resource Identifier (URI) format prior to sending the request 
further, as the IMS does not route requests based on MSISDN numbers. 
Similarly, the S-CSCF receives all requests, which will be terminated at the 
UE. Although, the S-CSCF knows the IP address of the UE from the 
registration it routes all requests via the P-CSCF, as the P-CSCF takes care 
of SIP compression and security functions. Prior to sending a request to the 
P-CSCF, the S-CSCF may route the request to an application server(s), for 
instance, checking possible redirection instructions. 
 
In addition, the S-CSCF is able to send accounting-related information to the 
Online Charging System for online charging purposes (i.e., supporting pre-
paid subscribers). 
 
Figure - 2.7: S-CSCF routing and basic IMS session setup 
 
2.2.2 Application Servers 
Application servers essentially host and execute services for users and 
perform the function of SIP Application Servers. In other words, depending on 
the actual service, application server can operate in of the following modes: 
• SIP Proxy mode 
• SIP User Agent mode 
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• SIP Redirect Server mode 
• SIP B2BUA (Back to Back User Agent - concatenation of two user agents) 
• Application servers also interface with the HSS to upload and download 
user data. 
 
2.2.2.1 Gateways 
Several types of gateways are supported in the IMS architecture, for example 
the architecture includes gateways for converting signal from packet switched 
IMS network to a circuit switched PSTN or vice versa 
o Signaling gateways performs lower layer protocol conversion from one 
network to another. 
o Gateways to convert the media data - Media Gateway (MG) and Media 
Gateway Controller Function (MGCF). The MG interfaces the media 
planes of two networks. Hence, it converts the media over RTP (in IMS 
network) to the PCM (Pulse Code Modulation) based transport in the 
PSTN side. 
 
2.2.3 BGCF (Breakout Gateway Controller Functions)  
The BGCF is also a SIP server that performs routing functions when the call is 
addressed to a circuit switched network such as PSTN. It locates the 
appropriate gateway at the circuit switched destination network for routing the 
outgoing call. 
The IMS will have to coexist with the circuit-switched domain of the network 
operator for some time. For example, GSM will have to exist with the IMS. 
This is not unusual since the EV-DO network of cdma2000 has to operate 
with the cdmaOne network that is now in place, which is the task faced by 
MNO-B Wireless. MNO-A Wireless needs to operate traditional GSM with the 
High-speed Packet Access services that are rolling out as part of UMTS. 
Clearly the IMS and the PSTN will also have to coexist.  
To move from the IMS to the circuit-switched domain, the IMS uses the 
breakout gateway control function (BGCF), which determines where the 
breakout to the circuit-switched domain occurs. The outcome of the selection 
is not obvious at first since the breakout can be in the same network or to 
another network.  
For example, MNO-A Wireless will implement IMS within the structure of its 
current GSM and this represents one network from the IMS perspective. 
Thus, an IMS MNO-A Wireless user could talk to a GSM MNO-A Wireless 
user and the BGCF would select the network in which it currently resides. In 
this case, the BGCF retains control and selects a media gateway control 
function (MGCF) to handle the session further.  Suppose that the IMS MNO-A 
Wireless user needs to talk to a MNO-B Wireless user that is operating in the 
circuit-switched domain and not the IMS domain of the MNO-B Wireless 
network. Now the BGCF selects a breakout that is to another network. In this 
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case the BGCF hands control of the session to the BGCF in the selected 
network.  
Now the BGCF in the selected network chooses the MGCF that will handle 
the session since it selects a circuit-switched domain that is part of its 
network. This scenario assumes that the selected network has the IMS as 
part of its network. If the IMS is not in place, then the handoff goes directly 
through the media gateway to the circuit-switched domain. In this case, some 
functions of the IMS could be lost at the gateway.  
 
2.2.4  Media Resource Function (MRF) 
An MRF performs several media functions for the home SIP network; such as 
mix media streams (in a conference bridge), transcoding functions, playing 
announcements. An MRF can be further broken into MRF Controller (MRFC) 
and MRF Processor (MRFP). The MRFC acts essentially as a SIP UA 
interfacing with the S-CSCF) to manage resources of the MRFP, while the 
MRFP performs all the media functions stated above. 
The media gateway control function (MGCF) and the IMS media gateway 
function (IMS-MGW) are the Controller/processor Bridge between the IMS 
and circuit-switched domain. This visual examines the role of the MGCF.  
Simply put, the MGCF enables the interworking between the IMS user and a 
user in the circuit-switched domain. On an incoming call from a user in the 
circuit-switched domain, the ISDN User Part (ISUP) or Bearer Independent 
Call Control (BICC) signals are converted to the appropriate SIP protocols 
and then the session is forwarded to the IMS. For a call from the IMS to a 
user in the circuit-switched domain, the reverse is followed. The MGCF also 
controls the sessions on the user-plane level via the IMS-MGW. As other 
entities, the MGCF can forward accounting information to the CCF and OCS.  
 
2.2.5 Reference points 
Performing functions in IMS network is realized through procedures, which 
define the flows between functional components. The interfaces exposed by 
the functional components and the control between the components is 
referred to as "reference points".  
The following is the description of the reference points for the IP Multimedia 
Core Network Subsystem. 
• Cx - Supports information transfer between CSCF and HSS 
• Dx - The CSCF and SLF interface is used to retrieve the address of the 
HSS, which holds the subscription date for a given user. Not required in a 
single HSS environment 
• Gm - Supports communication between the UE and a P-CSCF 
• ISC - The interface between the CSCF and application servers for access 
to IMS services 
• Ma - The interface between an application server and an I-CSCF 
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• Mb - Used to access IPv6 network services for user data transport 
• Mg - Allows the MGCF to forward incoming session signalling (from the 
PSTN) to the CSCF for the purpose of interworking with PSTN networks. 
Uses SIP for signalling 
• Mi - Allows the Serving CSCF to forward the session signalling to the 
BGCF for the purpose of interworking with PSTN networks. Uses SIP for 
signalling 
• Mj - Allows the BGCF to forward session signalling to the MGCF for the 
purpose of interworking with PSTN networks. Uses SIP for signalling 
• Mk - Allows the BGCF to forward session signalling to another BGCF. 
Uses SIP for signalling 
• Mm - The interface between a CSCF/BGCF/IMS ALG and an IP 
multimedia network 
• Mr - Supports information transfer between CSCF and MRFC. Uses SIP 
for signalling 
• Mw - Allows the communication and forwarding of SIP signalling 
messaging between CSCFs 
• Mx - The interface between a CSCF/BGCF and IBCF 
• Sh - Used for communication from the SIP or OSA application server to 
the HSS 
• Si - Used for communication from the CAMEL application server to the 
HSS 
• Ut - The Ut interface resides between the UE and the SIP Application 
Server  
 
2.3 IMS functional planes  
The 3GPP architecture consists of logical planes or layers, which correspond 
to discrete functions. This is one of the most powerful concepts of the IMS 
functional architecture. Each plane consists of IMS functional components 
that together provide the functions supported by the plane. The logical 
functions in IMS are divided into the following three planes: 
1. Transport plane 
2. Control plane 
3. Service plane 
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Figure - 2.8: IMS functional planes 
 
2.3.1 Transport plane 
The transport plane provides support for the backbone IMS network and for 
the different means through which users can gain access to the IMS network. 
Included in this plane are IMS components such as routers, media gateways 
and switches as well as IMS user equipment devices. These components 
translate protocols between the IMS core network and the connecting 
network. The transport plane also shields the upper layers of the IMS 
architecture from the network access technologies by providing common 
access interface to the components in this plane.  
 
2.3.2 Control plane 
The primary function of the Control plane is to provide switching and session 
control in IMS networks. The key components in this plane are the SIP 
servers and proxies collectively called Call/Session Control Function (CSCF). 
CSCF handles SIP registrations and routing of the SIP signaling messages to 
appropriate application servers amongst the other control and signaling 
functions that it performs. CSCF also provides policy control and QoS 
management.  
The other components in this plane include: 
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• Home Subscriber Server (HSS): The repository for users service profile. 
The user information is also used to provide authentication, authorization 
and accounting (AAA) functions. 
• Media Gateway Control Function (MGCF): MGCF interworks SIP 
signaling with the signaling used by the media gateways. and manages 
the connections between the PSTN and the IP streams. It converts SIP 
messages into either Megaco or ISUP messages. 
• Media Server Function Control (MSFC): The MSFC provides a similar 
function as the MGCF for media servers  
 
2.3.3 Service plane 
Residing in the service plane are application servers that perform telephony 
and non-telephony functions. Application servers interface with Call Session 
Control Function in the control plane-using SIP, and operate in SIP proxy, SIP 
User Agent Server (UAS) or SIP B2BUA (back-to-back user agent) mode. An 
AS can be located in the home network or in an external third-party network. 
Types of application servers include: 
 
– SIP AS - application servers that interfaces using SIP 
– OSA-SCS (Open Service Access - Service Capability Server) – interfaces 
with Open Services Architecture (OSA) application servers using Parlay  
– IM-SSF (IP Multimedia Service Switching Function) - CAMEL 
application servers, interfaces using CAMEL Application Part (CAP)  
 
2.4 Databases 
There are two main databases in the IMS architecture: Home Subscriber 
Server (HSS) and Subscription Locator Function (SLF). The HSS is the main 
data storage for all subscriber and service-related data of the IMS. The main 
data stored in the HSS include user identities, registration information, access 
parameters and service-triggering information [26]. User identities consist of 
two types: private and public user identities.  
The private user identity is a user identity that is assigned by the home 
network operator and is used for such purposes as registration and 
authorization, while the public user identity is the identity that other users can 
use for requesting communication with the end-user. IMS access parameters 
are used to set up sessions and include parameters like user authentication, 
roaming authorization and allocated S-CSCF names. Service-triggering 
information enables SIP service execution.  
The HSS also provides user-specific requirements for S-CSCF capabilities. 
This information is used by the I-CSCF to select the most suitable S-CSCF for 
a user. 
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Figure - 2.9: Structures of HSS. 
 
In addition to functions related to IMS functionality, the HSS contains the 
subset of Home Location Register and Authentication Center (HLR/AUC) 
functionality required by the Packet-Switched (PS) domain and the Circuit-
Switched (CS) domain. The structure of the HSS is shown in Figure 2.9. 
Communication between different HSS functions is not standardized. HLR 
functionality is required to provide support to PS domain entities, such as 
SGSN and GGSN. This enables subscriber access to PS domain services. In 
similar fashion the HLR provides support for CS domain entities, like 
MSC/MSC servers. This enables subscriber access to CS domain services 
and supports roaming to Global System for Mobile Communications 
(GSM)/UMTS CS domain networks. The AUC stores a secret key for each 
mobile subscriber, which is used to generate dynamic security data for each 
mobile subscriber. Data are used for mutual authentication of the International 
Mobile Subscriber Identity (IMSI) and the network. Security data are also used 
to provide integrity protection and ciphering of the communication over the 
radio path between the UE and the network. There may be more than one 
HSS in a home network, depending on the number of mobile subscribers, the 
capacity of the equipment and the organization of the network. There are 
multiple reference points between the HSS and other network entities. The 
SLF is used as a resolution mechanism that enables the I-CSCF, the S-CSCF 
and the AS to find the address of the HSS that holds the subscriber data for a 
given user identity when multiple and separately addressable HSSs have 
been deployed by the network operator  
 
2.5 Service functions 
Three functions are categorized as IMS service-related functions – namely, 
Multimedia Resource Function Controller (MRFC), Multimedia Resource 
Function Processor (MRFP) and Application Server (AS). Keeping in mind the 
layered design, ASs are not pure IMS entities; rather, they are functions on 
top of IMS. However, ASs are described here as part of IMS functions 
because ASs are entities that provide value-added multimedia services in the 
IMS, such as presence and Push to talk Over Cellular. An AS resides in the 
user’s home network or in a third-party location. The third party here means a 
network or a standalone AS.  
The main functions of the AS are: 
• The possibility to process and impact an incoming SIP session 
received from the IMS. 
• The capability to originate SIP requests. 
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• The capability to send accounting information to the charging functions. 
The services offered are not limited purely to SIP-based services since an 
operator is able to offer access to services based on the Customized 
Applications for Mobile network Enhanced Logic (CAMEL) Service 
Environment (CSE) and the Open Service Architecture (OSA) for its IMS 
subscribers [11]. Therefore, AS is the term used generically to capture the 
behaviour of the SIP AS, OSA Service Capability Server (SCS) and CAMEL 
IP Multimedia Service Switching Function (IM-SSF). Using the OSA an 
operator may utilize such service capability features as call control, user 
interaction, user status, data session control, terminal capabilities, account 
management, charging and policy management for developing services [27].  
 
 
Figure - 2.10: Relationship between different application server types. 
 
An additional benefit of the OSA framework is that it can be used as a 
standardized mechanism for providing third-party ASs in a secure manner to 
the IMS, as the OSA itself contains initial access, authentication, 
authorization, registration and discovery features (the S-CSCF does not 
provide authentication and security functionality for secure direct third-party 
access to the IMS). As the support of OSA services is down to operator 
choice, it is not architecturally sound to support OSA protocols and features in 
multiple entities. Therefore, OSA SCS is used to terminate SIP signalling from 
the S-CSCF. The OSA SCS uses an OSA Application Program Interface (API) 
to communicate with an actual OSA application server. The IM-SSF was 
introduced in the IMS architecture to support legacy services that are 
developed in the CSE. It hosts CAMEL network features (trigger detection 
points, CAMEL Service Switching Finite State Machine, etc.) and interworks 
with the CAMEL Application Part (CAP) interface. 
A SIP AS is a SIP-based server that hosts a wide range of value-added 
multimedia services. A SIP AS could be used to provide presence, 
messaging, Push to talk Over Cellular and conferencing services. Figure 2.9 
shows how different functions are connected. From the perspective of the S-
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CSCF SIP AS, the OSA service capability server and the IM-SSF exhibit the 
same reference point behavior. 
An AS may be dedicated to a single service and a user may have more than 
one service, therefore there may be one or more ASs per subscriber. 
Additionally, there may be one or more ASs involved in a single session. For 
example, an operator could have one AS to control terminating traffic to a 
user based on user preferences (e.g., redirecting all incoming multimedia 
sessions to an answer machine between 5 p.m. and 7 a.m.) and another AS 
to adapt the content of instant messages according to the capabilities of the 
UE (screen size, number of colours, etc.). MRFC and MRFP together provide 
mechanisms for bearer-related services such as conferencing, 
announcements to a user or bearer transcoding in the IMS architecture. The 
MRFC is tasked to handle SIP communication to and from the S-CSCF and to 
control the MRFP. The MRFP in turn provides user-plane resources that are 
requested and instructed by the MRFC. The MRFP performs the following 
functions:  
• Mixing of incoming media streams (e.g., for multiple parties). 
• Media stream source (for multimedia announcements). 
• Media stream processing (e.g., audio transcoding, media analysis)  
[23], [26]. 
Currently, the role of MRFC and MRFP in the IMS architecture is minor, as in 
IMS conferencing work [28] the MRFC is co-located with an AS and the 
reference point between the MRFC and MRFP is not yet well defined. 
 
2.5.1 Interworking functions 
This section introduces four interworking functions, which are needed for 
exchanging signalling and media between IMS and the CS CN. For breaking 
out the S-CSCF sends a SIP session request to the Breakout Gateway 
Control Function (BGCF); it further chooses where a breakout to the CS 
domain occurs. The outcome of a selection process can be either a breakout 
in the same network in which the BGCF is located or another network. If the 
breakout happens in the same network, then the BGCF selects a Media 
Gateway Control Function (MGCF) to handle the session further. If the 
breakout takes place in another network, then the BGCF forwards the session 
to another BGCF in a selected network [23]. The latter option allows routing of 
signalling and media over IP near to the called user. When a SIP session 
request hits the MGCF it performs protocol conversion between SIP protocols 
and the ISDN User Part (ISUP), or the Bearer Independent Call Control 
(BICC) and sends a converted request via the Signalling Gateway (SGW) to 
the CS CN.  
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Figure - 2.11: Signalling conversion in the SGW. 
 
The SGW performs signalling conversion (both ways) at the transport level 
between the IP-based transport of signalling (i.e., between Sigtran SCTP/IP 
and SS7 MTP) and the Signalling System No. 7 (SS7) based transport of 
signalling. The SGW does not interpret application layer (e.g., BICC, ISUP) 
messages, as is shown in Figure 2.10. The MGCF also controls the IMS 
Media Gateway (IMS-MGW). The IMS-MGW provides the user-plane link 
between CS CN networks and the IMS. It terminates the bearer channels from 
the CS network and media streams from the backbone network (e.g., RTP 
streams in an IP network or AAL2/ATM connections in an ATM backbone), 
executes the conversion between these terminations and performs 
transcoding and signal processing for the user plane when needed. In 
addition, the IMS-MGW is able to provide tones and announcements to CS 
users. Similarly, all incoming call control signalling from a CS user to an IMS 
user is destined to the MGCF that performs the necessary protocol 
conversion and sends a SIP session request to the I-CSCF for a session 
termination.  
 
2.6 IMS Related Technologies 
This section discusses architectures and frameworks relevant technology, 
which support IMS for Enhancing Service Provision on communication 
network.  
 
2.6.1    Service Oriented Architecture 
In its working group note on WS architecture, the World Wide Web 
Consortium (W3C) refers to Service Oriented Architecture (SOA) as a form of 
distributed systems architecture characterized by its logical view, message 
orientation, description orientation, granularity, network orientation and 
platform neutrality. From their description summaries a service in the SOA 
context as an entity that is: 
• An abstract logical view of a process defined by what it does, 
• Formally defined in terms of platform-neutral message exchange between 
its provider and requester agents, 
• Described by machine processable meta data 
• Typically carrying out few operations but with large complex messages. 
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From this description, this architecture is clearly not appropriate for all 
distributed applications. Here is a list of qualities that might indicate that an 
application is appropriate for SOA, as interpreted from the above-mentioned 
W3C note. Such an application:  
• Operates over the Internet (typically no QoS guarantees); 
• Does not have managed deployment mechanisms (group upgrades of 
requesters 
and providers); 
• Has system components that are to some extent vendor and platform 
neutral; 
• Already exists and needs to be exposed for use over a network (can wrap 
as a 
WS). 
 
 
Figure - 2.12: Relationship between the IMS & Enabling Technologies 
 
2.6.2 User Oriented Architecture 
User Oriented Architecture (UOA) is not yet widely mentioned in the IT world. 
UOA can be described as user-centric SOA. It can be argued that IMS is a 
UOA. Due to the following facts: 
• SIP is the central IMS protocol and SIP in itself has several user-centric 
features: 
• SIP is designed to put intelligence in the end-nodes and even with an IMS 
between users, this inherent quality is still there. 
• A SIP URI identifies a person rather than a device (unlike, for example 
telephone numbers) 
• The SIP event notification [27] extension is (PUBLISH, SUBSCRIBE, 
NOTIFY) coupled with the growing collection of standardized SIP event 
packages, give users the power to create and publish their own service 
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events as well as to monitor events. Presence is the most well-known 
event-notification scenario but it is far from being the only one. 
• IMS service chaining is steered by preferences set in the individual user's 
service profile. 
 
Webalo [29] provides a UOA product called a User Proxy. Webalo claims that 
the User Proxy "achieves loose-coupling between users and systems". 
According to the information on their web site, the proxy is essentially a WS 
that other services utilize to interact with the user. Applications are 
dynamically customisable and appear to be tailor-made for the client to which 
they are downloaded. 
 
2.6.3    Event Driven Architecture 
Event Drive Architecture (EDA) are loosely coupled and distributed by nature 
and are therefore best suited to asynchronous systems. There is one style of 
EDA can be described as a style of SOA in the sense that either an event 
occurrence can trigger one or more services in a SOA environment, or, a 
service in a SOA can trigger the occurrence of one or more events [28]. 
However EDA covers a much broader scope of architectures than just event 
driven SOA. 
In this context, it is define an event as a significant change of state [29]. In 
order for the event model to work well, the normal boundaries of state 
behavior must be well defined so that significant changes of state can be 
identified (expectation  deviation  response). Boundaries should be 
explicit, such as upper and lower time thresholds or a certain percentage of 
CPU time being idle. The event chain consists of an event source, an event 
channel, an event processing unit and an even driven activity. 
SIP is a good candidate for implementation on EDA platforms because it is 
itself an event-oriented protocol with clear states. For example, SIP defines 
four different transactions: INVITE Client transactions, INVITE Server 
transactions, Non-INVITE Client transactions and Non-INVITE Server 
transactions. Further, depending on the combination of method type (INVITE 
or non-INVITE) and peer role (client or server), each transaction may be in or 
transition to one of six explicit states at any given time, namely: calling, trying, 
proceeding, completed, confirmed or terminated [24].  
Figure 2.12 depicts a simplified state machine for the INVITE client 
transaction. State transitions are labeled with the events that trigger them. 
Triggers may be requests received (INVITE in this case), responses received 
(three digit status codes such as 200 which means "OK" or 180 which means 
"ringing"), an error signal or a timer signal. The action taken with each trigger 
is not shown in this diagram. In this case the event source is the SIP user 
agent or SIP stateful proxy; the event channel is the transaction itself and the 
event driven activity is the execution of the SIP method. For the sake of 
completeness can also mention that SIP also defines explicit states for 
dialogs. 
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Another example of a framework that implements an EDA is a Service Level 
Execution Environment (SLEE).  
 
Figure - 2.13: SIP INVITE Client Transaction - state machine 
 
2.6.4    Web Services 
SOA can be implemented without the use of WS and WS can be used without 
implementing SOA; yet WS is a technology typically used to implement SOA. 
There is no one WS specification, there are several, from a variation of 
commercial and standardization organizations. As there is no one 
specification, neither is their one authoritative definition. Use WSC's technical 
report on WS architecture [29] as a guideline. Supporting specifications from 
W3C and OASIS are referenced as needed. The Web Services 
Interoperability Organization (WS-I) provides what they call profiles which are 
a set of specifications aimed at best practices for WS interoperability. Figure 
2.14 gives an overview of typical Web Services interactions. 
Based on the various descriptions and implementations of WS here is a 
summary of protocol-agnostic requirements: 
• A web service must be capable of interacting and coordinating with 
other services as well as with service consumers 
• It must be discoverable and consumable over a network. This implies 
that: 
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Figure - 2.14: Standard Web Services Interactions – Overview 
 
• It must expose an interface to potential service consumers. 
• The exposed interface must describe the service in terms of its 
capabilities 
and information needed to communicate with it. 
• The service description must be machine-processable. 
A Web service is a software system identified by a URI, whose public 
interfaces and bindings are defined and described using XML. Its definition 
can be discovered by other software systems. These systems may then 
interact with the Web service in a manner prescribed by its definition, using 
XML based messages conveyed by Internet protocols. 
According to common practice in WS development can say that WS is 
partially defined by the protocols and interfaces typically used in implementing 
these requirements.  
 
2.6.4.1    Extensible Markup Language (XML) 
XML is an open and extensible data object format that is the basis of several 
of the WS protocols. W3C 3 standardizes it. One of XML's main attractions is 
the ability it provides for using the same data structure across heterogeneous 
systems. This makes it particularly attractive for use across the Internet. In the 
WS context it is used to serialize data. However, the specifications and 
standards that describe XML in its entirety are vast, complex and ever 
growing. Its important features as utilised in WS are: 
• XML Namespaces (xmlns): URI References that globally and uniquely 
qualify element and attribute names that might otherwise be ambiguous. 
For example xmlns:env= "http://www.w3.org/2003/05/soap-envelope" 
defines WSC's XML names pace for soap envelopes 
• XML Infoset: a specification that provides an abstract description of 
different parts of a well-formed XML document for reference in other XML 
  
58
specifications. Where a well-formed XML document is defined as one that 
has correct XML syntax. 
• XML Schema Definition (XSD): A set of conformance rules to be applied 
for an XML document to be considered valid, where a valid XML document 
is defined as a well-formed XML document, which also conforms to an 
XML schema.  For the sake of clarity, note that "XML Schema" is the name 
of WSC's XML schema and XSD is an instance of "XML Schema". 
 
 
 
Figure - 2.15: Typical Web Services Protocol Stack 
 
2.6.4.2    Web Services Description Language (WSDL) 
WSDL is an XML language that is used to model and describe web services 
[30]. WSDL describes a service abstractly in terms of its message exchange 
patterns as well as concretely by specifying the protocol (e.g., SOAP) and the 
address (e.g., a URI) of the service port (in other words by specifying its 
binding information). It is important to note that WSDL 2.0 accepts binding to 
all HTTP request methods. WSDL 1.1 only accepted binding to the POST and 
GET methods.  
In practical terms, WSDL allows a service to advertise its capabilities to 
potential clients. The client uses the information presented in the exposed WS 
interface to bind to, consume and interact with the service. 
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2.6.4.3 Universal Description Discovery and Integration (UDDI) 
It is fully possible to have a functional WS architecture without the 
implementation of a WS discovery service. However, for anything other than 
small private networks with few services it is not practical. Without a discovery 
service, clients must have extensive knowledge of all available services in 
order to find, bind to and consume them. This would create an unacceptable 
overhead for a telecom system that wants access to a wide variety of services 
over the Internet so it is dismissed as infeasible. 
The WS architecture does not specify how a WS discovery service obtains or 
handles service descriptions. However, UDDI is one popular option. It is 
standardised by OASIS as "a 'meta service' for locating web services by 
enabling robust queries against rich metadata" [31]. The current specification 
is UDDI 3.0 and it is designed to provide for building "flexible, interoperable 
XML Web services registries". XML schema is used to describe the UDDI 
data structures. The discovery process can be done at design-time or at run-
time and must and can be autonomous or manual. These are important dif-
ferences to consider in WS system design.  
 
2.6.4.4 SOAP 
SOAP is a protocol designed to facilitate the exchange of structured 
messages in a distributed network. W3C's SOAP 1.2 specification defines an 
XML-based messaging framework as well as three optional components, 
namely: (1) encoding rules for expressing application-defined data types, (2) 
SOAP's remote procedure calls (RFC) conventions, and (3) SOAP's HTTP/1.1 
conventions. 
SOAP messages can be sent within or on top of a variety of network protocols 
such as HTTP, SMTP, FTP, RMI, or even proprietary protocols. HTTP is the 
most widely used and the only one will refer to further discussion. The 
specification provides general rules for binding SOAP to different protocols. 
While other distributed messaging technologies such as the Distributed 
Component Object Model (DCOM) and the General Inter-Orb Protocol (IOP) 
are generally filtered by firewalls, SOAP tunnels trough firewalls without 
problems. This presents a significant security risk for IMS Service Providers 
who want to open up their platforms to WS orchestration.  
In addition the basic SOAP specification provides no security mechanisms. In 
other words, access control, confidentiality, integrity and non-repudiation are 
not addressed. Security in SOAP implementations can be added optionally as 
WS extensions. 
A SOAP message is defined as an XML infoset, which consists of a 
mandatory envelope item, which is the message container, and within the 
envelope, a mandatory body item, which the actual message being 
transmitted, and an optional header item, which contains application specific 
information. 
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2.6.4.5 Web Services Invocation Framework 
The Web Services Invocation Framework is a Java framework for invoking 
WSDL-described services regardless of the protocol being used for message 
exchange. This means with use of WSIF, one can invoke web services 
without the use of SOAP. 
 
2.6.4.6 Representation State Transfer (REST) 
Agents identify objects in the system, called resources, with Uniform 
Resource Identifiers (URI). Agents represent, describe, and communicate 
resource state via representations of the resource in a variety of widely-
understood data formats (e.g. XML, HTML, CSS, JPEG, PNG). Agents 
exchange representations via protocols that use URIs to identify and directly 
or indirectly address the agents and resources. 
REST is an architectural style for reliable Web applications first described by 
Fielding in According to the thesis, Fielding's intention was to present a model 
of how the modern web should work. It provides principles which outline how 
resources on the web are defined and addressed. Further, application of 
REST architecture on the Web is meant to improve interaction scalability, 
reduction of interaction latency, and generality of interfaces, independent 
component deployment, security enforcement and legacy support.  
REST web agents provide uniform interface semantics (create, retrieve, 
update, delete) rather than arbitrary or application-specific interfaces, and 
manipulate resources by exchanging representations. The messages do not 
depend on the stored state on the server, so the interactions are said to be 
stateless.  
W3C identifies REST-compliant Web services as those whose primary 
purpose is to manipulate XML representations of Web resources using a 
uniform set of "stateless" operations as opposed to arbitrary Web services, 
that are identified as which may expose an arbitrary set of operations. SOAP 
1.2 can be used in a REST compliant manner, however SOAP adds a layer to 
HTTP whereas REST in itself does not. This leads us to following criticism of 
SOAP. W3C has been criticised for promoting SOAP as a WS standard and 
for not trying to promote REST. 
A frequent criticism of the SOAP standard is the verbosity of its messages. As 
a result RESTful is often recommended by SOAP critics as a way to minimize 
the messaging overhead. An example of the difference is shown in table 2.1: 
the same WS request for a Flickr [32] service called flickr.test.echo is first 
implemented in a RESTful fashion and then the same request is implemented 
using SOAP. One interesting observation is that while REST architecture 
stresses uniform interfaces SOA stresses varied described interfaces. 
There are several indications from Marketplace leaders that suggest that 
REST is gaining ground over SOAP in large WS implementations. Here is a 
list of some of those indications: 
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Table – 2.1 Code compare for SOAP vs. REST 
Request service "flickr.test.echo" with SOAP: 
<s:Envelope 
xmlns:s="http://www. w3.org/2009/05/soap-envelope" 
xmlns:xsi="http://www.w3.org/1999/XMLSchema-instance"  
xmlns:xsd="http://www. w3.org/1999/XMLSchema" 
<s:Body> 
<x:Flickr Request xmlns:x="urn:flickr"> 
<method>flickr.test.echo</method> 
<name>value</name> 
< / x:FlickrRequest> 
</s:Body> 
</s:Envelope> 
 
Request "flickr.test.echo" with REST: 
http://api.flickr.com/services/rest/?method=flickr.test.echo&name=value 
 
2.6.4.7    OSA Parlay X 
Parlay X [33] is set of telecom Web Services offered by the Open Services 
Architecture (OSA) group. The OSA SCS is one of the two optional appli-
cation servers supported in IMS. Through this server, IMS gains limited 
support for Web Services. So, though out of scope for implementation it is 
discussed here due to its relevance to WS. 
The OSA SCS in the IMS service layer provides limited WS capability to the 
IMS domain. It is attached to an external OSA WS gateway via the OSA API. 
The WS gateway in turn connects to an OSA AS over standardized Parlay X 
[34] interfaces as well as publishes to a WS Registry using standard WS 
interfaces. It can be argued than an advantage of using OSA to access 
external WS is that OSA SCS is in itself a secure gateway and therefore 
security features (authorization and authentication) are built into its architec-
ture. However attempting to find a native service orchestration solution for 
IMS, which has additional capabilities to include a wide variety of (external 
and internal) web services in its service compositions. 
There are several limitations to using the OSA approach to implement Web 
Services in IMS. Firstly according to the current IMS specification, the OSA 
SCS is the only OSA element specified within the IMS domain. Since the OSA 
SCS is only a gateway this implies that none of the OSA/Parlay services can 
be hosted inside the IMS domain. In order to use Parlay to implement native 
SIP messages, all SIP proxies involved must be call-stateful and all SIP 
requests must be mapped to Parlay requests. Cursory consideration implies 
that mandatory mapping of all SIP requests within a native SIP environment is 
redundant and inefficient. So the OSA application cannot participate in SIP 
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signalling flow. Instead, SIP requests are mapped to OSA API invocations via 
the OSA SCS. OSA services are typical telecom services such as 3rd party 
call control and SMS. Given that an IMS would be under the control of a 
telecom operator, it is counter-intuitive to adopt an architectural feature that 
does not allow typical telecom services to be hosted in the IMS. From a 
business standpoint, this is clearly not an attractive option for an IMS 
provider/operator and argues that it serves as a deterrent against wide 
adoption of the OSA CSC in IMS. Secondly, the general OSA API is not 
based on widely used WS standards. It is based on CORBA and it is deemed 
to be complex. Again, this serves as a deterrent against wide adoption. 
Thirdly, Parlay X Web Services is limited to a finite set of telecom services, 
which for version 2.1 (equivalent to 3GPP TS 29.199-1 through 14) are 
namely: 
 
• Third Party Call, 
• Call Notification 
• Short Messaging (SMS), 
• Multimedia Messaging, 
• Payment, 
• Account Management, 
• Terminal Status, 
• Terminal Location, 
• Call Handling, 
• Audio Call, 
• Multimedia Conference 
• Address List Management and 
• Presence 
 
2.7 Service Orchestration 
The term "service orchestration" typically refers to Web Services 
orchestration. In this context, WS orchestration automates interactions 
between loosely coupled business processes that together represent a 
composite web service. 
 
2.7.1    Choreography v/s Orchestration 
It is useful to note the differences between service orchestration and service 
choreography. The difference may seem subtle because they both deal 
service interactions, but the functional differences are important. 
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Figure - 2.16 Choreography v/s Orchestration 
 
According to [30] choreography refers to collaboration between processes 
where all parties have a similar level of influence on the composite product 
while orchestration refers to one steering process, which gives instructions to 
other processes that are necessary for its composite product. There are clear 
parallels to the difference between orchestration and choreography in the 
music world. Figure 2.16 illustrates the differences. 
Telco provider and controller of an IMS domain - it is the orchestration of 
services that is of immediate importance. However, one must note that 
orchestration and choreography are not mutually exclusive. They are, for 
example, both necessary elements in a complete web services scenario. An 
example of orchestration in WS is modeling of participant behavior in a single 
workflow as done in executable processes in the Business Process Execution 
Language (BPEL). An example of choreography in WS is the public message 
exchange between independent parties in a BPEL abstract process. 
 
2.7.2    Enterprise Service Bus 
The term Enterprise Service Bus (ESB) refers to a logical architecture that is 
used to communicate with distributed, abstracted services. An ESB is 
responsible for passing messages between the services that are attached to 
it. It is usually used in an enterprise environment between services that 
represent business processes. 
An ESB can be classified as an EDA. In fact, A SLEE can be considered to be 
a 
 
 
Figure - 2.17: Choreography and Orchestration 
  
64
2.7.3 Service Delivery Platforms 
At time of writing there was no standard definition for SDR However the Tele 
management Forum (TMF) is in the process of standardizing such a 
definition. One of the most recent efforts to this end was the TMF Service 
Delivery Platforms Summit in June/July 2008]. One of the aims of TMF 
appears to be to create a strong association between SDP and SOA. One 
definition given of SDP in summit literature was a "framework for exposing, 
managing and controlling Service Provider network assets". The motivation 
for utilizing Service Delivery Platforms (SDP) is to achieve better integration of 
telecom infrastructure for rapid development of converged services. Service 
creation, orchestration and execution are key steps. SOA by way of web 
services is used sparingly in SDP, specifically for business systems. SDPs 
are offered not only by telecom companies but also by traditional Internet 
companies and system integrators. A Service Level Execution Environment 
(SLEE) can be considered to be a type of SDP. 
 
2.7.3.1    Telephony Application Programming Interface (TAPI) 
TAPI is a computer telephony integration API developed my Microsoft and 
Intel. It is integrated with Microsoft operating systems (since Windows 95) and 
allows the use of telephone services on individual computers and computer 
networks. The Java telephony API (JTAPI) provides a cross platform solution 
for telephony call control. 
 
2.7.3.2    SIP Common Gateway Interface (SIP CGI) 
The original CGI specification was developed by W3C to facilitate service 
creation and deployment in a Web Services environment.  Concretely it 
serves as an interface to HTTP Servers. Given the parallels between HTTP 
and SIP, SIP CGI was standardized by IETF (RFC 3250) for the creation and 
deployment of services in a SIP environment. Interfacing in this case with SIP 
Servers. 
 
2.7.3.3    Service Level Execution Environment 
JAIN SLEE or JSLEE is the Java implementation of a SLEE. It has an EDA, 
which by definition indicates its support for applications that require low 
latency high throughput signalling. In fact, JSLEE has put an upper latency 
limit that must be met by JSLEE certified application servers. JSLEE 1.0 
(JSR22) was finalized already in 2004 while the final release of JSLEE 1.1 
QSR 240) came July 15,2008. 
JSLEE's greatest advantage is perhaps its flexibility. It is modular. It supports 
many network protocols. It upholds ACID (Atomicity, Consistency, Isolation, 
Durability) properties and it is event driven. These properties make it a strong 
candidate for development of composite telecom services. However, its 
complexity may be a deterrent for many developers. Developers who are 
already at home in complex J2EE environments or/and who have experience 
with Enterprise Java Beans (EJB) may be better at adopting JSLEE. 
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Figure - 2.18: Overview of JSLEE Architecture  
 
2.7.3.4    SIP Servlets 
As of version 1.1, SIP Servlet has adopted a central application invocation 
logic that is well suited for IMS application chaining. This new logic is 
implemented by way of a new component in the Servlet container called the 
Application Router (AR). 
For a given framework, all SIP Servlet applications have only one main 
Servlet to relate to. The AR is a central component that interacts with the 
service container through a Java interface. On start-up, the container sends 
an initial query to the AR. The AR then uses a selection of relevant 
information it has access to (for example SIP headers, user profiles or service 
profile) to choose and return the name of the first application to be invoked. 
It also passes state information to the container at this time. The 
container can then use this information to make further requests as 
necessary. Note that this functionality matches the IMS specification for 
service provisioning through implementation of initial Filter Criteria (iFC).  
The greatest advantage of the SIP Servlets is perhaps its simplicity 
especially when contrasting it with JSLEE. It is lightweight and 
integrated with the SIP stack and its model resembles that of HTTP 
Servlets, which SOA developers are already familiar with. 
 
2.7.3.5    SDPs and IMS Requirements 
In [35], Khlifi and Gregoire present a useful overview on available 
implementation technologies for IMS application servers and how they 
fit into IMS service requirements. The discussion presented provides a 
suitable framework for choosing a technology for the SSD platform. A 
list of six requirements are used to measure SIP Programming 
techniques as exemplified by SIP Common Gateway Interface (CGI) 
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and SIP Servlets, versus Application Programming Interfaces (API) as 
exemplified by OSA Parlay and Telephony API (TAPI), and service logic 
execution environment (SLEE) as exemplified by JSLEE. On ease of 
service customization all options received an equally ambiguous score 
of "possible". For the criteria on which they differed, Table 2.2 
summarizes the differences. 
Table - 2.2: Overview of SDP Features 
Feature SIP SIP Parlay JSLE
Rapid service creation No Medium Yes Yes 
Multilayer support No Limited Medium High 
 
2.8    Web 2.0 Principles 
The term Web 2.0 can be considered a so-called buzzword used to describe 
recent trends on the World Wide Web. It is not architecture, nor is it a 
specification, nor is it even an official term of any sort. Never the less, there 
have been distinct changes in the nature in which services are provided and 
consumed over the Internet and these changes have on impact on traditional 
service providers. It is therefore deemed relevant to a discussion on WS 
orchestration. Since an official definition is unavailable, a representative 
explanation of the concept seems more fitting: 
Tim Oreilly made an attempt at a concise definition of Web 2.0 in [31]. Though 
the resulting definition is not so concise, the principles mentioned seem to 
capture the Web 2.0 concept well. The terms "harnessing collective 
intelligence" and "Don't fight the Internet. " are two descriptive phrases from 
Web 2.0 evangelism that are used by O’reilly as well as his own quote from a 
2005 description of web 2.0: "Data is the Next Intel Inside",  
Further, in the following list, paraphrased from [31], O’reilly offers these 
abstract principles for building services that are compatible with the Web 2.0 
concept: 
"Don't treat software as an artifact, but as a process of engagement with your 
users. Open your data and services for re-use by others, and re-use the data 
and services of others whenever possible. Don't think of applications that 
reside on either client or server, but build applications that reside in the space 
between devices. Remember that in a network environment, open APIs and 
standard protocols win, but this doesn't mean that the idea of competitive 
advantage goes away. Chief among the future sources of competitive 
advantage will be data, whether through increasing returns from user-
generated data, through owning a namespace, or through proprietary file 
formats. " 
 
2.8.1    General Characteristics 
Some important features of Web 2.0 services are summarized in the following 
list: 
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• 
 Social 
Web 2.0 services are inherently social in nature and are named as such.  
• Dynamic in Nature 
Web 2.0 services are never static. Here is a list of some its dynamic service 
elements that illustrate this key aspect: 
• Web Feeds 
This is a method of publishing frequently updated content to users that sub-
scribe to such alerts. Content providers syndicate content and content con-
sumers collect an aggregation of updates from different sources into one 
application (called a newsreader). Newsreaders may be web-based or desk-
top. Really Simple Syndication (RSS) is one popular feed format for syn-
dicated news. Facebook provides proprietary news feed of what friends were 
last "seen" doing on Facebook (e.g.,"Bob updated his profile picture", "Alice 
added Bob as a friend") 
• Tags 
Tagging is the use of keywords to describe web content such as pictures, 
parts of a picture(e.g. a specific person in a photo) and bookmarked web 
pages. Tags are usually subjective and a single resource usually has several 
tags. Users of social networking sites like Facebook [36], social bookmarking 
sites like del.icio.us and picture sharing sites like Flickr [32] use tagging 
extensively. In fact, tagging is an integral part of del.icio.us' and Flickr's 
concept. 
• Collaboration 
This is a reference to services that allow many individulas to collaborate on 
the development of a composite product. Example applications include wikis 
which are collectively edited web pages, the most well known of which is 
www.wikipedia.org, a heavily used wiki encyclopedia. 
• User Generated Content and Services 
The fact that content and services are now actively generated by Internet 
users is perhaps the most revolutionary part of the Web 2.0 concept. Here are 
some concrete examples: 
- The afore-mentioned tags are user generated. 
- The afore-mentioned wikis are user generated. 
- Podcasts (syndicated media files available over the Internet) 
- Web logs (blogs) were one of the first Web 2.0 trends.   Special 
blog for mats include audio-blogs (usually as podcasts), video-
blogs, photo-blogs and micro-blogs (e.g., twitter.com), micro-blogs 
are for sending very short updates such as "I'm hungry" or "just 
woke up". There is usually a very low restriction on maximum 
number of words/characters. It is therefore suit able for a mobile-
blog (verb: moblogging) where updates or "tweets" as they are 
called in Twitter can be easily published via SMS. There is a 
plethora of freely available blog platforms on the web which make it 
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easy for even the less technically inclined to create ad maintain 
blogs. Popular alternatives include blogger.com [37] and 
wordpress.com [38]. 
- The chance for users to develop and deploy their own loosely 
coupled services is becoming increasingly popular. Facebook [36], 
Myspace [39], and iGoogle [40] are some of the pioneers in this 
field. Generally speaking, the platform in question offers an API that 
customers use to develop compatible applications. Licensing and 
ownership of the finished product varies. 
 
2.8.2    Mashups 
A Mashup is a hybrid web application that combines application data from 
several sources into one blended offering. The main advantage of Mashups is 
that the unique hybrid offers a service that could not have been offered singly 
by any the constituent services. As long as the appropriate interfaces are 
available from the potential services and APIs are available for interacting with 
them then only imagination and time restrict what kind of mashups are 
possible.  
A so-called telecom mashup combines services from different providers into 
one integrated user experience. Service delivery platforms (SDP) are used to 
develop and deploy telecom mashups. Telecom mashups are deemed to be 
complex and present a challenge, especially in light of security, privacy and 
low-latency requirements of typical telecom services. In addition, telecom 
services are built on business models that rely on billing for the use of 
services, whether individually or as subscription package. Mashups evolved 
on the Web which is a much more open environment, its projection onto the 
telecom domain provides a billing challenge but it is an issue that must be 
addressed soon as telecom trends move towards all over IP. 
 
2.9 IMS Service Creation Environment & Toolkits 
 
2.9.1 IMS Service Development 
The main characteristics of IP convergence and IMS architecture show 
ability for the development and deployment of new services. According to the 
full cycle of the service development, software development personals 
manage new services developments, and operations team takes care of 
running and deployment of these services. There are some steps of full cycle 
service development. These steps include “Modeling the Service”, which is 
the simulation of alternative scenarios, capturing flows as well as service 
activities. “Investigate Requirements” defines the requirements of the service, 
by visualizing different flows and user interaction models.  
It also captures the requirements for business and technology. “Design 
& Construct” are for the creation of high quality services; the team follows a 
development paradigm, and also translates the requirements for batter 
service. “Test” conducted for the acceptable performance. This work is done 
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as part of quality assurance of the software / system. “Deployment” services 
are appropriate deployed to get complete coordination and management for 
best environment in service execution. In “Monitor” the feedback is taken by 
the comparison in-between actual values and projected values. After that 
important adjustments are made for batter business.  
 
2.9.2 Unified Service Creation Environment (USCE) 
To support the full cycle of IMS service development, need such kind 
of service environment, which is robust and has strategic importance. USCE 
has vast variety of set of tools, which offers best professional develops 
business driven services. These tools support different functions during 
service creation and roles in all software development life cycles. There are 
some areas of software development life cycles, which are mapped by these 
tools. These areas are defined as “Requirements & Analysis”, which are 
Integration tools for data modeling use case development, business modeling, 
and requirement management. Design & Construction tools for run time 
analysis activities, architecture and design modeling, model driven 
development, component testing.  
Software Quality defines functionality; reliability and performance are 
the three dimensions of software quality. And these tools address theses 
dimensions. Software Configuration Management defines any change 
including version control is simplified and managed. Solutions are available 
for change and defect tracking, software asset management. Process and 
Portfolio Management is the integrated solutions, which can implement 
proven development process, assess and report progress and help the teams 
to manage the change and requirements. 
 
2.9.3 USCE (Unified Service Creation Environment) Toolkits for IMS 
For the development of SIP and IMS applications, USCE includes 
some toolkits. These toolkits create SIP and IMS applications. The toolkits are 
named as, application server tool kit, IMS enablement toolkit and web 
services toolkit. In service creation environment, SIP and SIP/HTTP 
converged applications are created by application server tool kit, IMS 
foundation applications are created by IMS enablement toolkit and composite 
IMS applications are created by web services toolkit. 
In runtime environment, converged container for SIP and application 
server through SIP supports HTTP servlets during runtime process. Business 
process security, transactional integrity, consistency is executed by process 
server, which is high performance business engine. Service continuity, service 
oriented integration, Java message service (IMS) is provided by enterprise 
service bus. 
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2.9.4 Application Server Toolkit 
This toolkit is used to deploy, test and create applications that run 
within the application server. Application server toolkit is eclipse based 
integrated application development environment. The tools used in application 
server toolkit are integrated into a workbench, which is based on web tools 
platform and eclipse technology. This toolkit focuses from the application 
deployment tool to the application development tool and has some features. 
[41] 
 
Tools for jython development:  
Web tools platform version V 1.0.2 is included Tools support for JSR 
168 port lets development For the testing and publishing applications, tools 
are more improved. Tools supporting JSR 116 SIP servlets application 
development 
The application server toolkit workbench toolkit includes J2EE 
application, which can allow the creation of web services from different files 
like enterprise Java beans, Java beans, WSDL. By this characteristic can 
create, deploy and modify enterprise Java beans, container managed 
persistence (CMP) can be do-bottom up, back-end database can be 
supported for enterprise Java bean (EJB) deployment code. Recently it was 
not possible and could only do deploying and assembling of enterprise Java 
bean (EJB), and could only modify their deployment descriptor. 
 
2.9.5 Perspective of AST V6.1 Tools 
The SIP application development tools supported by application server 
toolkit version 6.1 are translated through J2EE perspective. Converged 
SIP/HTTP and SIP projects are two projects namely Converged SIP/HTTP 
and SIP applications are represented by application server toolkit. SIP Servlet 
Development (JSR 16) application server tool kit version 6.1 indorses the 
capability for the development of SIP servlet, which is based on JSR 116 
specification.  
This is an addition to HTTP servlet development. Import/ Export of 
SAR packages define that, from inside application server toolkit, Sip 
applications cannot be directly installed on application server like other J2EE 
or Web applications. So for this purpose have to use import/export tool to 
export SIP application. It will be done to export SIP application as a part of 
enterprise archive (EAR) or standalone SAR package. Then use the 
administrative console to install the package to the application server. SIP 
Deployment Descriptor Editor defined for the packaging and configuring SIP 
applications, editor is used.  
SIP application resource (SAR) is a new construct in which SIP 
applications are packaged. Http servlets and SIP servlets are encapsulated by 
these editors and are fully supported by application server toolkit version 6.1. 
In the application of the servlet, different parameters can be specified and 
configured by using SIP Deployment Descriptor Editor. For example if want to 
add servlet mappings by using SIP Deployment Descriptor Editor, SIP 
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messages routes to the exact servlet for processing. [41] 
 
Some other tool features for application server version 6.1 are available. 
• Server Tools used for the support of unit testing and debugging. 
• They support SIP and Jython tools for application server specific-
extensions 
• Graphical editors are available for deployment descriptors and application 
server property files. 
 
2.9.6 SIP Servlet Application Development 
JSR 116 servlets, which are also known as siplets are developed by 
the application server tool kit. In this way develop and test SIP applications in 
the same manner test and deploy J2EE applications. The group of source 
files, servlets, and resources, which are also known as session initiation 
protocol (SIP) applications can be managed in single unit. By using the 
application server toolkit, can develop SIP only for HTTP and converged SIP 
servlets. [41] 
 
2.9.6.1 SIP only Applications 
For the development of new SIP application, needed a new SIP project 
wizard. The wizard creates SIP project and has additional information in the 
project menu like, SIP servlet, SIP project and converged project. SIP servlet 
give the application functions and gives the definition of servlet class name, 
super class, package &  location. In the unique SIP mapping section, use the 
deployment descriptor information to enter the SIP servlet deployment 
descriptor information. The wizards also define the interfaces and different 
methods. In the servlet class, stubs are created and implement the servlet by 
developing code for stubs. 
 
2.9.6.2 Converged SIP/HTTP Applications 
The creation of hypertext transfer protocol (HTTP) and session 
initiation protocol (SIP) applications is supported by application server toolkit. 
The dynamic web project which is also known as converged project with SIP 
contents and also have web deployment descriptor files and SIP deployment 
descriptor files. If the web project already has HTTP servlets according to SIP 
specifications, it can make easy to check the symmetry between web.xml and 
sip.xml. SIP servlets can be added from the deployment descriptor editor, 
when the SIP deployment descriptor is created. 
 
2.9.6.3 SIP Servlet Deployment 
The SIP application resource (SAR) file is a deployable SIP application 
which is a basic Java archive with ".sar" file extension. It also includes SIP 
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deployment descriptor file. The extensions of web archive resource (WAR) 
export and import wizards, are SIP application resource (SAR) export and 
import wizards. The SIP project exporting is allowed by the SAR (SIP 
application resource) export wizard and tells us for include export files or not. 
During export process, SAR export operation has additional validations, which 
ensures the compliance with SIP specifications. This is the specific case of 
converged SIP/HTTP application. Servlet context manages the initialization 
parameters for SIP and HTTP, while the WAR file may have the converged 
application. The reverse of import wizard is the export wizard, while in import 
wizard can import previously exported SAR file in workspace. The creation of 
SIP project occurs when SAR file is a SIP only application. Otherwise SAR file 
is a converged SIP/HTTP application and then project with contents of SIP 
and HTTP will be created. 
The SIP deployment descriptor (DD) displays about the deployment of 
SIP applications. For the syntax of the deployment descriptor file, XML is 
used. For the SIP applications, information is stored in ".xml" file and for 
HTTP applications, information is stored in "web.xml". While exporting the SIP 
application, deployment descriptor is used to build the SAR file. Application 
server tool kit gives provisions to SIP deployment descriptor editor for the 
maintenance and creation of sip.xml descriptor file and also supports to web 
development descriptor editor to maintain and create web.xml. 
For specify deployment information for modules, web deployment 
descriptor editor gives this provision and these modules are created in web 
development environment. And the information of modules will be appeared in 
web.xml file. Using web deployment descriptor can set web deployment 
descriptor attributes. The information, which is necessary for deploying web 
application module, is in web.xml file, which is also used for creating a WAR 
file. Web deployment descriptor includes many vies and also a dynamic, 
which defines many settings and properties while deploying descriptor. 
SIP deployment descriptor editor has multiple tabbed pages like 
variables, references, security, servlet, source page and overview. can use 
these pages as to get summary of contents can add, remove or change the 
contents. The overview page extends web deployment descriptor overview 
page. The irrelevant pages to SIP are removed and relevant pages to SIP are 
added, e.g. "login section". The sections of overview page include general 
information, servlets, login, security, icons, listeners, references, environment 
variables and context parameters. Servlet page enable adding, removing or 
modifying of servlets in the project. Servlet page has the same sections as 
web deployment descriptor except some changes. And these changes are 
URL mapping section, which are replaced with mapping section for SIP. Also 
extension sections and programming model extensions are removed. Security 
roles and constraints of project are managed by security page. Security page 
of web deployment descriptor editor is extended by security page. In security 
page, web resource collection section is replaced by SIP resource collection 
section. The variable page enables to manage the list of listeners, 
environment variables and context parameters in the project. Reverences 
pages manage the project resource references. The references pages 
support remote EJB reference, local EJB reference, resource environment, 
and resource reference. The source page finally shows sip.xml source code. 
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2.9.6.4 Sample SIP Services 
The capabilities of session initiation protocol are presented by many 
samples, and these samples are contained by application server toolkit. 
These samples are call-blocking sample, call forwarding sample, third party 
call control. 
 
2.10 Hardware & Software Requirement for Application 
Server Toolkit 
 
2.10.1 Hardware Requirement 
• Intel Pentium III 880 MHz Processor (1.0 GHz Recommended) 
• 512 MB RAM (Minimum), (1.0 GB is recommended) 
• 900 MB disc space, and 100 MB TEMP disc space is needed during 
• Installation 
• Display 1024X768 (Minimum) 
 
2.10.2 Supported Operating system 
• Windows XP 
• Windows 2000 
• Windows Server 2003 
• Red Hat Enterprise Linux 3.0 
• Red Hat Desktop Linux 3.0 
• SUSE Linux Enterprise Server (SLES) 9 
 
2.11 IMS Enablement Kit 
For getting access to core IMS enablers, IMS enablement tool kit adds 
more features in application server toolkit. These features describe the group 
list and presence from SIP servlet. The plug-in of IMS enablement promotes 
the J2EE development, Java 2 platform to reinforce the foundation level 
creation properties of IMS applications. The enhanced J2EE focus on different 
perspectives, which are,  
• To accelerate the development of JSR 116 SIP servlets, it enhances 
the service Creation with new servlet wizards and SIP project. 
• For the editing of SIP deployment descriptions like other J2EE 
components, it supports wizard and SIP archive (SAR) format. 
• For the acceleration deployment to runtime servers, it packs the SIP 
components and J2EE. 
• To decrease risk of errors, it compiles the automatic inclusion of SIP 
  
74
application server (SIP A/S). 
• It has a gallery of SIP sample services. 
• It has a specific help plug-in for IMS 
The enablers like IMS enablers, location services; short message 
services (SMS) are used by the foundation level applications, which provides 
end-user encapsulated services. To make more rich IMS composite 
applications, foundation level applications gives the provisions of more 
interfaces. 
 
2.11.1 IMS access gateways and enablers 
The access gateways and enablers are, Presence Server, which 
communicates to users and manages, distributes and collects real time 
information regarding user's availability, access and willingness. In Group List 
Server Component, group list server provisions Network based groups are 
managed and created by administrators and users, and these users and 
administrators. Permissions, access lists, other service-specific properties are 
maintained by group list server. In IMS Connector Industry leading application 
server platform is induced by some specific IMS-interfaces from IMS 
connector. This function is performed to deliver full IMS standards-complaint 
SIP application server. 
 
2.11.2 IMS Enablement Tool Kit Components 
Following are the components of IMS enablement toolkit  
 
A.  Diameter Resources 
• Rf Interface   Libraries: It   provides   diameter-messaging   interface   
to   IMS application server application. And the purpose is to run the 
application, so it may send offline accounting messages to billing or 
accounting servers. 
• Sh Interface Libraries: The data of the user profile is updated and 
retrieved from home subscriber server (HSS). And the function is 
performed by Sh subscriber profile web services. 
• Corresponding web services description languages (WSDLs) of 
Sh and Rf services: Through web services, interaction is made in-
between IMS application server and user profile server. And due to this 
interaction, charging is performed. It also indices a function to notify the 
status of the specified user. 
• Test clients of Rf and Sh. 
 
B. Presence Resources 
• Authorization APIs Library: this library develops Customized 
permission policies. These APIs also develop the plug-able 
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applications. These plug-able applications allow or disallow, authorize 
and give information to subscription to presentity. 
 
C. Parlay X.21 Resources 
These are web services description languages (WSDLs) and include 
call notification, third party call, payment, SMS, terminal status. 
 
2.11.3 Sample Application for IMS Foundation 
There are three sample applications of IMS toolkit. One is IMS service 
control (ISC) SIP servlet and two diameter clients. These samples give 
demonstration of using diameter Sh and Rf clients and IMS service control 
(ISC) & session initiation protocol (SIP) servlet API.  
 
A. IMS Service Control (ISC) Interface Sample 
It gives the presentation about the implementation of back-to-back user 
agent (B2BUA) service by using ISC and SIP servlet API. 
 
 
Figure 2.19: ISC Demo Call flows [35] 
 
The figure 2.19 shows the SIP server, CSCF (cal session control 
function) and interaction between user agents. User agent 1 sends a call to 
ISC demo SIP servlet and ISC demo SIP servlet receives INFO on same SIP 
session. This SIP session provides user agent 2 (UA2) address. Through 
serving call session control function (S-CSCF), ISC demo makes a call to 
user 2 and sends INFO to user 1 and user 2 separately. Then the call will be 
hanged in-between user 1 and user 2 by ISC demo. ISC demo is a SIP 
servlet, which is used to implement different methods like dolnvite, doAck, 
doError, doBye, doRequest, doResponse, doSuccess, dolnfo. IMS service 
control demo App (ISC demo App) holds the getters and setters and holds all 
the states. IMS service control demo App Handler (ISC Demo App Handler) 
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used to handle the request. It performs some specific actions about the 
moving from current state to new state. The processing action INVITE from 
user 1 is also handled by IMS service control demo App Handler (ISC Demo 
App Handler). 
 
B. Diameter Client Sample 
There are two-diameter client samples. 
• Diameter     Rf     test     client, which     uses     offline     charging     
WSDL DiameterRfService.wsdl 
• Diameter    Sh    test    client   uses    the    user   profile    management    
WSDL DiameterShService.wsdl 
In general both applications processing are similar in simulation and software 
configurations. 
 
2.11.4 Hardware & Software Requirement for IMS Enablement Tool Kit 
A. Hardware Requirements 
• Intel Pentium III 880 MHz Processor (1.0 GHz Recommended) 
• 512 MB RAM (Minimum), (1.0 GB is recommended) 
• 900 MB disc space, and 100 MB TEMP disc space is needed during 
Installation 
• Display 1024X768 (Minimum) 
  
B. Supported Operating Systems 
• Windows XP 
• Windows 2000 
• Windows Server 2003 
• Red Hat Enterprise Linux 3.0 
• Red Hat Desktop Linux 3.0 
• SUSE Linux Enterprise Server (SLES)  
 
2.11.5 Web Services Server Toolkit 
To create the higher level of services, web services server toolkit is 
used by the IMS composite applications. These IMS composite applications 
contain service enablers and foundation level applications. Service enablers 
and foundation level applications require principles of service-oriented 
architecture (SOA), or say that service enablers and foundation level 
applications acts as service oriented architecture (SOA) service 
implementations. New composite services are created when plan these 
services and enablers by using BPEL. These new services are also service-
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oriented architecture (SOA) services and can create high level of services. 
For the composite IMS application, need to install web service toolkit and also 
require integration developer, which is powerful and integrated platform.  
 
2.11.6 Capabilities of Telecom Web Services Toolkit (TWSS) 
 
One of the important components of telecom platform is telecom web 
services toolkit (TWSS). The capabilities and exposure of the network is 
enhanced and illuminated by technology and language independent high level 
web service interfaces. These interfaces may be access through custom 
integrated services, direct connect access to network protocols, SIP or 
Diameter, PSTN functionality through parlay.  
 
A. TWSS Service Implementation 
 
These implementations have many reusable components, which are 
deployed at application server. They provide the best implementations and 
high-level service interfaces, which reinforces the network for convenient 
access of it. 
 
B. WSS Access Gateway 
 
It provides the capabilities like authorization, message capture, 
management, policy driven traffic monitoring. This is a gateway in-between 
service ends points and clients and this gateway implements such policies on 
all such requests and responses occurred in-between these service end 
points and clients. This gateway enhances the system capability by adding 
policy driven processing elements. It has mediation primitives, which are the 
components used to assemble customized message process flow. The 
programming model and mediation primitives interface creates the custom 
function and gives the points for extensibility. 
 
C. Service Policy Manager 
 
It provides the capability of access to service policies, data 
administration, access mechanism and definition of administration interfaces, 
storage. Attached policies, requesters and service definitions can be taken out 
by the usage of Service Policy Manager. Service Policy Manager also defines 
associated service subscriptions to requesters. 
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2.11.7 Mediation Service 
 
Figure 2.20:Mediation Application Service  
 
The message processing between service providers and service 
requesters are allowed by enterprise service bus and mediation is a function 
of this enterprise service bus. By using mediation modules, these services are 
implemented and they modify and intercept messages passing in-between 
providers and requesters. The mediation modules in mediation flows, which 
process the messages, provide the logic. By using the mediation flow editor 
these flows are maintained as well as created. These flows are executed in a 
sequence and they consist of series of processing steps. The end nodes are 
translated by using these mediation flows and these nodes are based on 
source operation. For the creation of request and response flows, mediation 
primitives are added and help in execution of sequence between end-nodes. 
These request and response flows give the processing logic. The receiving of 
messages, processing them and send the processed message to next node is 
the main function of mediation primitives. 
 
2.11.8 TWSS Access Gateway Mediation Primitives 
The several mediation primitives are contained by telecom web 
services access gateway and they are divided into two steps. [18] 
 
A. Mandatory Mediation Primitive 
These are the primitives from the base of the TWSS gateway flow and 
configuration. The add-on mediation primitive function is supported and base 
services are provisioned. These primitives are: 
• Transaction Recorder Mediation Primitive 
Within the table, the transaction information is recorded by the 
transaction recorder mediation primitive and is referenced by other 
mediation primitives 
• Policy/Subscription Mediation Primitive 
Policy/Subscription Mediation Primitive retrieves the policy data that 
contains service, requester and operation being called. During the 
mediation primitive execution, policy data acts as decision parameter. 
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• Service Invocation Mediation Primitive 
Appropriate end points from the messages are extracted and further 
the message will be prepared for dynamic service invocation on the 
next step. 
 
B. Optional Mediation Gateway 
TWSS gateway flow uses following optional plug-ins: 
• Network Statistics Mediation Primitives: 
The results of the exit information are stored in the database and the 
entries are entitled of records messages. 
• Service Authorization Mediation Primitive: 
For web services operations it provides fine-grained authorization 
• SLA (Service Level Agreement) Enforcement Mediation Primitive: 
It enforces the policies recommended by service level agreement and 
measure the system usage. 
• Group Resolution Mediation Primitive: 
For the implementation of parlay-X services, use resolution mediation 
primitive, for the given operation, these parlay-X implementations 
accept the group of URI's within the list of target destinations. The 
member URI's are replaced and expanded by the group URI's by 
Group Resolution Mediation Primitive. 
•    CEI Event Emitter Mediation Primitive: 
For the implementation of common base event (CBE), this primitive is 
used by alarm and fault common component. By this implementation, 
can pick up fault information by different monitoring systems 
 
2.11.9 TWSS Default Message Flow 
 
Figure 2.21:TWSS Default Message Flow [18] 
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The default flow implementation is the provision of telecom web 
services access gateway. For different capabilities like traffic level 
enforcement, service/operation level authorization, message capture 
regulatory purpose and accounting of requests are supported by the default 
flow model, which is message processing function by a service provider. 
 
2.11.10 Hardware & Software requirements for TWSS Toolkit 
A. Hardware Requirements [418] 
• Intel Pentium III - 1GHz Processor (Higher is Recommended) 
• 1 GB RAM (Minimum 1 to 2 GB RAM is recommended) 
• 5.5GB of Disk Space (If file system is FAT32 and not NTFS, more 
space will be required.) 
• 1 GB for the TEMP directory is required 
• Display 1024X768 Minimum (1280x1024 is Recommended) 
 
B. Software requirements 
• Windows 2000 
o Windows 2000 Advanced Server With SP3 and SP4 Windows 2000 
Server With SP3 and SP4 Windows 2000 Professional With SP3 
and SP4 
• Windows 2003 
o Windows Server 2003 Enterprise Edition Windows Server 2003 
Standard Edition 
• Windows XP 
o Windows XP Professional With SP1 and SP2 
• Linux 
o Red Hat Enterprise Linux 3.0 WS Update 2 SuSE Linux Enterprise 
Server 9 
 
2.12 IMS Service Creation Tools 
 
2.12.1 IMS service creation 
For the service creation of IP multimedia subsystems (IMS), need such 
kind of tools, which are helpful for an appropriate functionality of IMS. 
Different IMS toolkits, application server toolkit, IMS enablement toolkit and 
web service toolkit and their capabilities. In this part will discuss different tools 
used by these toolkits for the service creation of IMS. 
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2.12.2 Web tools platform for AST (Application Server Toolkit) 
For the building of J2EE and web applications, web tool platform 
provides such a platform for these applications. This web tools platform is an 
eclipse based project and shows the development of many tools and wizards. 
There are two standards of web tool platform, one is a Web standard tool 
(WST) and other is J2EE standard Tools (JST). The JST gives all the 
specifications of J2EE and these specifications are Enterprise Java Beans 
(EJB), Java Server Page (JSP), servlets and Java web services. WST has all 
language neutral functionality for web applications building. WST also has 
document generators for languages like (SQL, Extendable Markup Language 
(XML), Hyper Text Markup Language (HTML)), validators, and editors. [41] 
 
2.12.2.1 Categories of web tool platform 
Within the development environment, server tools provide the 
management to J2EE servers. By the help of server tools, can set up server 
connections, deploy and test applications and work with servers. These 
applications and activities can be viewed at the bottom of application server 
tool kit workbench. Web Tools provides creation of several web artifacts, 
which includes style sheets, Hyper Text Markup Language (HTML), Java 
scripts and others; web tool gives the provision of many editors and wizards. 
Web tools also present TCP/IP monitor and embedded web browser.  
XML Tools provides validation and building of schemes, XML artifacts, 
Document Type Definition (DTDs), XML files, XML tools offer editors and 
wizards. Web Services Tools provides transformation of J2EE artifacts into 
other web services, web services tools gives the provision of web services 
wizards and Web Service Desription Language (WSDL) editor. J2EE Tools 
defines creation and working with J2EE artifacts, like EJBs and servlets, these 
tools represents a number of editors and wizards. J2EE also represents 
special editors for deployment descriptors.  
Data Tools gives an interaction with variety of databases. For the 
generation of Enterprise Java Bean (EJB) deployment code, which is added 
to many databases, are provisioned and supported by back end databases. 
[41] 
 
2.13 Portlet Development Tool 
These tools are compliant with the Java Specification Request (JSR) 
168 portlet specifications. These tools support the creation of portlets and 
portlet projects and they also presents portlet deployment descriptor editor. 
The generated portlets extends generic portlet class and they also have stubs 
for required portlet methods. By using the application server tool kit (AST), 
also import portlet Web Archive (WAR) files. Resources can be imported from 
a WAR file to proposed project [41] 
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2.13.1 Server Tool 
By the help of this tool, it can be publish any running instance of 
application server locally or remote. This tool improves support and defines 
the connection to data source and also gives the support for additional back 
end databases. The tool improves the Enterprise Archive (EAR) capability, 
which represents preparation and packing of applications for publishing 
application server. In the case of enterprise deployment descriptor, this 
improved EAR acts as deployment page. This tool is updated to give different 
provisions like adding of resource adaptors, message queues, connection 
factories and topics to an enterprise application on the target for the 
application server. This tool helps to launch profile management tool from the 
workbench and also helps to remove configuration and registry files, which 
are related with the workbench [21] 
 
2.13.2 Telecom Web services Tools 
Telecom Web services Tools are divided into two parts. One is an 
application-testing tool and the other is an application development tools. The 
application development tools consist of snippets, telecom application 
templates, cheat sheets, WSDL import wizard, and telecom web samples. 
The application-testing tools consist of simulator and runtime views and 
simulator configuration editor. [41] Parlay X2.1 WSDL Import Wizard is used 
to import parlay 2.1 WSDL into the existing project; Parlay X2.1 WSDL Import 
Wizard used. Telecom Simulator Configuration Wizard is used for creation of 
new custom simulator configuration file; use Telecom Simulator Configuration 
Wizard. 
Using telecom application template sample, cheat sheets gives the 
provision and guidance for the creation of new applications. Each cheat sheet 
is addressed and designed to complete some tasks and it makes some steps 
with sequences to achieve the goal. These cheat sheets are designed to 
develop and test telecom web services. To develop and test parlay X 2.1 
telecom client application, cheat sheet provides four steps.  
These four steps are: 
• Create a web project: This step reinforces and helps throughout the 
process of loading the template of telecom web application 
• Create the JSP servlet for your application: To call a telecom web 
service, this step guides the process thoroughly to create a client. This 
client may be a JSP or a servlet 
• Add telecom web service call: by using the telecom snippets, this 
step guides the process to add web service call in the servlet client or 
JSP. 
• Test your application: By using the web services client simulator, the 
step guides the process to test user client application. The web 
services client simulator runs on integrated application server in 
rational application developer. 
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Snippets are used to insert pre-defined working code in Java server 
page or Java class. These snippets are used to call different parlay X web 
services, which are multimedia media message service, short message 
service, Terminal location, accounting, payment, terminal status, third party 
call, audio call, notification administration, presence, group management, 
wireless access protocol push. The Categories of Snippets includes Telecom 
Message Service Category, Telecom Terminal Location and Status Web 
Service Category, Telecom Account Web Service Category, Telecom 
Notification Administration Web Service Category, Telecom Payment Web 
service Category, Telecom Call Web Service Category, Telecom Audio Call 
Web Service category, Telecom Group and Group Management Web Service 
Category, Telecom Member Web Service Category, Telecom Presence Web 
Service Category, Telecom Call Handling Web Service Category, Telecom 
Address List Management Web Service Category, Telecom Wireless Access 
Push Web Services Category. 
The samples are used to make a toolkit that can be tested and 
deployed on web services client simulator. Web services client simulator 
provides the test suite and emulates the parlay X gateway to test the web 
applications of user development parlay X. And it does not needs a real 
network for this. For the configuration of test data, the simulator uses 
configuration file, which is xml.wss file and has static configuration file, which 
tells us the behave of the service. 
 
2.14 Tools Developing & Testing SIP and IMS Sample 
Applications 
 
2.14.1 SIPp 
It is a free open source test tool/traffic generator for the SIP protocol. It 
is available under GNU general public license. This tool has a current version, 
which is l.lrcS. It also represents some basic SipStone user agent scenarios 
like UAC and UAS. These tools read the SIP messages contained by XML 
scenario files and these files. These tools can describe different call flows 
leading from simple to complex. [42] 
 
2.14.2 Ethereal 
It is a network packet software analyzer, which is available for both 
Linux and Windows environments. This is a release under GNU general 
public license and open source software. It captures the network packets, 
which are flowing from or to the selected network interface and displays in 
real time with protocol independent information. It supports SIP protocol and 
represents filtering capabilities. [42] 
 
2.14.2 SIPx Phone 
It runs on Microsoft Windows and Linux. It is fully functional SIP soft 
phone. The phone client supports hold, multiple simultaneous calls, and client 
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mixed conferencing, mute, consultative transfer, authentication, multiple line 
appearances and extendable Java based application environment. It is 
developed as open source and hosted as part of SIPX line projects. These 
projects are available from SIP foundry. It is licensed under LGPL. [43] 
 
2.14.3 Comparison of IMS traffic analyzing tools 
These tools are regarding to different tools kits like application server 
tool kit, IMS enablement tool kit, web services server tool kit and also 
discussed some other tools which help in IMS applications. According to task 
need to have some information in which may analyze SIP message, time 
stamp and regarding information. Which give information about the decoding 
of SIP messages and other useful functions. The name and capabilities of 
measurement tools for IMS are as under 
 
2.14.4 DA 3400, DA 3600A VOIP Analysis [JDSUO] 
 
A. Capabilities: 
• Real time analysis of 64000 simultaneous calls (DA-3600A) 
• Real Time Analysis of 8000 simultaneous calls (DA-3400) 
• Simultaneous VOIP and IP data Analysis 
• MOS/R factor and detailed statistic for each call 
• Extensive display customization and filtering 
• Signaling analysis with call signaling trace 
• Support post capture analysis and play back with PVA-1000 
 
 
2.14.5 PVA-1000 VOIP Analysis [JDSUO] 
 
A. Capabilities 
• MOS and R factor Analysis 
• Jitter and Packet loss analysis 
• Audio playback with multiple CODEC support 
• Signaling Analysis with call trace 
• Signaling support for SIP, Cisco, SCCP, MGCP and DOCSIS/NCS 
• Compatible with wide range of JDSU test and analysis equipment 
• Compatible with Wireshark (PCAP) 
• Distributed automated VOIP call capture agent option 
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2.14.6 Packet Scan [GL Communication©] 
 
A. Capabilities: [45] 
• Monitor progress of up to 500+ simultaneous calls with bidirectional 
RTF traffic Supported protocols-SIP,Megaco3525, Megaco3015, 
MGCP, H323/H225 and RTF 
• Call capturing based on call agents or trigger actions such as MOS, R-
factor, Jitter, packet loss, duplicate packets or called/calling numbers 
(SIP/H323) 
• Provision for H263+ video capture and video conference monitoring 
capability 
• Decode AMR in all packet format and G.726 RTF and AAL packing types 
• Real time audio/video monitoring of RTF streams using audio 
playbacks record video and write to file features 
• Call quality of service for all calls with E-model based G.I07 MOS and 
R-factor with individual and summary statistics presented in graphical 
and tabular formats 
• User can get real time call trace information based on SIP, H.323 calls 
• Ability to configure sipport.ini file for customization of decoding options 
• Calculate minimum, maximum and average RTD values for SIP calls 
• Provide summary, detail, hex-dump and call detail records view of 
captured traffic 
• Packet analysis displays call information in graphical format as well as 
in tabular format 
 
2.14.7 Hammer Call Analyzer [Emprix©] 
 
A. Capabilities: [46] 
• Real time, multi stage, multi protocol call flow display 
• Auto association of messages across signaling domains 
• RTF media quality analysis, MOS scrolling for voice and video quality, 
save and play back 
• Full VOIP protocol decode 
• Intuitive, protocol aware searching, filtering and capture 
• Pre-trigger packet capture 
• Import standard libpcap traces for analysis 
• Export standard format for documentation 
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• Analyze VOIP, IMS and TDM call using a single integrated analysis tool 
and interface 
 
2.14.8 Hammer G5 [Emprix©] 
A. Capabilities:[46] 
• Multiple VOIP signaling protocols for IMS and NGN testing 
• Emulate real end points with common, separate and unique 
characteristics for signaling and media 
• Simulate real world subscriber behavior with pre-defined or customized 
caller profiles and load patterns 
• Multiple codec and media types for wire line and wireless applications 
• Active and passive verification and analysis of media quality 
• Customizable protocol messaging and signaling behavior 
• Remote access and control 
• Comprehensive test monitoring and reporting 
• Flexible test creation and execution options 
• Secure transport testing 
 
2.14.9 THGNOTEBOOK [FinisarO] 
A. Capabilities: [47] 
• THGnotebook features 7-layer packet decode and analysis, match 
including real time network statistics, advance alarm sating and action, 
multi state pattern, filters and automatic name table updating 
• Provides a cost effective full power portable solution for measuring, 
analyzing or monitoring 10/100/1 Gbit Ethernet 
 
2.14.10 VOIP testing [RadcomO] 
A. Capabilities: [48] 
• VOIP testing analyzer used to capture, filter and analyze raw and 
decoded data on a wide variety of networks 
• It decodes over 600 telecom and datacom protocols including standard 
protocols such as ITU-T, 3 GPP and 3GPP2 and country/vendor 
specific variant as well including protocols such as SIP, H.323, RTF, 
Megaco and MGCP 
• All layers of protocols are supported with VOIP testing 
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2.14.11  nGenius (Infmitestream) [NETSCOUTO] 
A. Capabilities: [49] 
• Packet troubleshooting recording 
• Voice convergence management 
• Data Granularity 
• Network visibility 
• Sophisticated Sniffer Intelligence analysis 
• Response time Analysis/KPI 
• Network Management Marries 
• Alarming and Event Identification 
 
2.15 Summary  
During research initiation, all existing protocols and architecture studied. 
Discussion with each protocol and entities works in IP Multimedia Subsystem 
discussed in this chapter. 
Study for all technologies, protocols and tools support IMS. Aim for this 
project is to use Open Source software maximum. Then also deep root study 
of each and every tool and their capability with respective purpose of use 
during proposed research mentioned. Although majority of existing tools 
discussed over here, among a many used during practical work including IMS 
implementation, result, testing, security observation etc.
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Chapter 3 
Literature Review 
 
IP Multimedia Subsystem (IMS) defined by 3GPP [2] and 3GPP2 [1] 
standardized based on IETF Internet Protocols. Most of researches in Next 
Generation Network enable IMS has been focused on the engineering, rules, 
protocol, service provision in IMS, compatibility issues and refinements of SIP 
with IMS. Researches also worked over convergence of IMS service, Service 
orchestrations. Next Generation Network enabled other technologies including 
wireless, wireline integrated with IMS for service provisions.  
This research is based on IMS stage 2 [1], release 6 and release 7. IMS is 
access independent as it supports IP to IP session over wire-line IP, 802.11, 
802.15, CDMA, packet data along with GSM/EDGE/UMTS and other packet 
data applications. It consists of session control, connection control and an 
applications services framework along with subscriber and services data. It 
enables new converged voice and data services, while allowing for the 
interoperability of these converged services between subscribers. Considering 
wide spread usage of IMS enable services, the researches also enlightens 
IMS service provision paid much attention many research also focuses on 
Service Enhancement, Quality of Service, Quality of Experience of end user, 
Charging, Convergence of Service. 
Before initiate core part of this research work, a brief study recent work had 
been done on IMS from Springer Proceedings, Bell Labs Technical Journal, 
IEEE as well other research groups publications [50], [51], [52], [53], [54], [55], 
[56], [57], [58], [59]. The crucial issues involved in these works are: 
 
a. IMS Architecture for service design, modeling and provisioning  
b. Service management for IMS Network; including service provision, 
mobility, service management, charging and subscribe data 
management 
c. Instant messaging and Presence service existing in-depth study as well 
as traffic load balancing for Providing comfort service integration with 
IMS networks 
d. Subscriber data management and data integration so that IMS 
applications can use single point of access for accessing user profile 
information inside a service providers network  
e. Threats and vulnerabilities of IMS implementations as well as high-
level service provider security requirements to provide the desired level 
of security for IMS deployments. 
f. Data management work and issues for IMS, existing subscriber’s data 
management; concerns for charging and subscriber’s management. 
With respect to vast spread of IMS applications and usage, provide a break 
down of the literature review related to research next phase. 
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3.1 IMS Architecture & Session Initiation Protocol Issues 
IP Multimedia Subsystem (IMS) is standardized network architecture for 
telecom operators that want to provide mobile and fixed multimedia services. 
IMS Architecture modifies as per service provision and service integration 
schemes. Many researchers had work in this aspect specially focuses on 
service integration and provision over IMS. 
M. Koukal, R. Bestak [60] provided IMS Architecture with concern of IMS in 
existing network. This research had also covering Core IMS Network with IMS 
Architecture functionalities. They focus on how IMS is connected to operator's 
networks and described the IMS architecture. Furthermore, the study listed 
the most important IMS system components and described their roles in the 
integration of IMS with the telecommunications networks. Brief discusses the 
IMS Inter working of CSCF, HSS, and MRFC. Focus of this research towards 
IMS-VXML service integration, which works to control Media services from 
Media server, including a little survey of charging process. They assume 
MRFC with standard H.248/Megaco protocol; other future research discusses 
about other protocol works with MRFC. This research had not discussed 
content charging as well as service convergence over IMS. 
Jonathan Cumming [61] presented their work on Overview of session boarder 
control including its security monitoring aspects. In this research Jonathan 
discussed brief era on IMS Architecture including User plane, IMS 
architecture for SBC and SBC Functional Evaluation. State of Art work 
represents Future of IMS services, concepts of Service Integration with IMS 
Architecture. In their research, brief discussion taken on User Plane, and SBC 
integration, Monitoring, Management. But Charging concept with SBC not 
mentioned.  
Dutta, A. & other members in [62] had discussed about Advances to IMS (A-
IMS) architecture extends the existing IMS/MMD architecture. Regarding their 
research they had implemented Advance to IMS architecture and 
performance with SIP and non-SIP-based services. As well as Interaction 
between SIP and Non-SIP based service provided over Advance to IMS. With 
this work they had shown Strengths of IMS Architecture as well as capacity of 
working IPv6. This research had also implemented functional components of 
testbed as well as with performing such operations like signaling, location 
management, security, and mobility. 
Many researchers had worked on IMS Architecture with additional service 
convergences and interface modeling. Xianghan Zheng, Vladimir Oleshchuk, 
Hongzhi Jiao [63] has worked toward realize the convergence of the fixed or 
mobile networks at network level, with providing IMS application for establish 
a uni-platform for providing services, no matter which access technology is 
used. This research also enlightens limitation of device capabilities, a majority 
of legacy devices (e.g. mobile phone, PDA, laptop, etc). A state-of-art work 
based on Thin Client IMS System is proposed with this research, discusses a 
brief convergence and service modeling with IMS with Non-IMS client 
devices. Some additional issues also covered regarding security, provisioning, 
identity management, Thin Client Inter-working, IMS Inter-working and device 
management are main concern for their research. In [63] researcher had not 
brief charging parameter with any service example, then also concern with 
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other aspects of IMS finger point for IMS system architecture management, 
and prototyping design validation concepts. 
 
3.2 Quality of Service Issues 
Over the past few decades various Quality of Service (QoS) issues have 
evolved on wireless communication. Scheduling/queuing is one of the areas 
that drive researchers to ameliorate performance analysis of wireless network. 
The scheduling can be found in top to bottom layers of the network in order to 
achieve efficient network admission control for instance, in terms of reliability, 
energy efficiency or resource utilization etc. Two different approaches may be 
distinguished as far as admission control is concerned: reservation-based and 
measurement-based. In the first approach, new flows specify their QoS 
requirements along with their traffic descriptors through a signalling protocol 
such as Resource Reservation Protocol (RSVP).  
Analysis of performance metrics based on network parameters like number of 
servers, arrival rates of traffic into the network and service rates can ensure 
efficient resource utilization while providing the promised QoS. Capacity 
planning of IMS based networks will be simplified if effective trends of 
performance can predicted quickly. 
The amount of resources to be allocated to an incoming flow is computed 
accordingly. In the measurement-based approach, resources are not 
dedicated to a given flow. Hence, the admission criterion does not depend on 
the amount of reserved resources, but on their real utilization for instance, a 
link. Recently there has been a growing interest in applying admission control 
to elastic flows of classified traffic. 
Eyers and Schulzrinne [64] cover SIP call setup delay based on SIP and 
H.323 traces from the Surveyor database. The Surveyor project provided the 
continuous delay and loss statistics for UDP packets between selected cities. 
The focus is on delay due to UDP loss and assumptions are made about the 
processing times of tasks.  
Kist and Harris [65] present signaling delays in 3GPP with emphasis on DNS 
lookups. They assume the queuing delays to be less than 5 ms based on 
current web server implementations and assume the SIP servers to have 
exponential service distribution. 
Network Dimensioning is another key capacity planning discipline, which has 
a direct impact on a network's cost base. An excess of deployed capacity will 
result in wasted capital, while a dearth of capacity will adversely impact 
service level agreements, potentially incurring service penalties. The key 
features of the Network Dimensioning service include determining the 
appropriate sizing approach required for the network, defining key inputs for 
the dimensioning exercise, such as a traffic demand matrix, routing 
configuration files, network topology, resilience requirements, etc., optimizing 
the routing of traffic by using features such as traffic engineering, defining a 
bandwidth augmentation strategy and characterization of network workload 
etc. Mobility management is a significant field where researchers are putting 
much effort.  
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Perkins [66] was very first to introduce and brief mobility support in Internet 
Protocol (RFC 3344). Mobility support in IP worked like a tonic for other 
prominent protocols in communications. It is still a significant area for the 
researchers. The mid call mobility management has been observed in quite a 
few work. Reducing message overhead and location based performance 
analysis are other key factors today in mobile environment. 
Haase [67] propose a unified mobility manager (UMM) for effective inter-
working of wireless networks and voice over IP networks. The UMM reduces 
performance degradation by combining UMTS Home Location Register (HLR) 
and SIP proxy functionality in one logical entity. The focus is on integration of 
SIP in UMTS with PSTN [67]. Curcio and Lundan [68] study SIP call setup 
time in 3G networks and compare it with call setup time over LAN networks. 
The effect of SIP calls over lossy channels with restricted bandwidth is also 
studied. 
 
3.3 IMS Security Aspects & Issues 
Unlike any Network, The IP Multimedia Subsystem (IMS) provides a powerful 
session and service architecture creating a platform for next-generation user 
services. [52] Erik E. specifies a security approach and architecture is 
required to address the vulnerabilities inherent to Internet Protocol (IP)-based 
solutions. The security architecture is driven by 3GPP and 3GPP2 security 
standards along with the security model described in International 
Telecommunications Union (ITU) Recommendation X.805, Security 
Architecture for Systems Providing End-to-End Communications. With this 
research they perform examination on various threats and vulnerabilities of 
IMS implementations as well as high-level service provider security 
requirements, and defines an implementation approach to provide the desired 
level of security for IMS deployments.  
This work mainly studied for purpose of setup of Testbed at I2IT Wireless 
Network Laboratory. As OpenIMS core setup deployed through this literature 
study. As work is mainly focusing on Service Deployment and Modeling, then 
also make much concern on threats on service implementations as well as 
vulnerabilities of IMS Implementations, Service provision phase.  
 
3.4 IMS Service Integration 
IP Multimedia Subsystem focuses on new and innovative service provision, 
but this task passes through service design, deployment, service integration 
and Service management. [63] Xianghan Zheng, Vladimir Oleshchuk and 
Hongzhi Jiao has discusses Architecture for SIP based IMS architecture for 
Multimedia Services integration process.  In this research a state-of-art 
approach for designing propose a browser-based Thin Client IMS System 
Architecture to support non-IMS Client devices. Major issue discussed is to 
consider security evaluation as well as identity management in service 
provisions. With this research, researcher had also in-depth description of 
Thin Client Inter-working as well as IMS Inter-working and device 
management and the prototype to validate the design concept.
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3.4.1 Existing work in Presence Service for IMS 
Communication network mainly demands for new and Innovative service, [55] 
Jacco Brok, Bharat Kumar, Erik Meeuwissen, Harold J. Batteram discusses 
brief regarding New Sevice in IMS. The IP Multimedia Subsystem (IMS) 
architecture enables a new class of converged, multimedia services for 
subscribers. This paper examines the role of presence information in IMS to 
provide personalized treatment of voice over Internet Protocol (VoIP) calls, 
multimedia sessions, and instant messaging (IM) interactions. This can be 
achieved with an IMS application server that interacts in a standardized way 
with IMS elements (S-CSCF and HSS) and other elements such as the 
presence server. With this research a clear approach mention regarding new 
and innovation service integration in IMS Networks. 
Researcher for this work performed [55] most estimable architecture that 
extends the much service integration like Instant Messaging, presence etc., 
and concept to a broader class of context information. Many factors of 
presence discussed like source, real-time availability, and duration, and its 
respective characteristics. Also discuss how attributes can be gathered, 
monitored, filtered, and stored efficiently using a hierarchical architecture. This 
includes incorporation of external presence and context information, such as 
emergency and enterprise calendar data, in a secure and privacy-sensitive 
manner.  
A key advantage of the IP Multimedia Subsystem (IMS) is that it promotes the 
development of innovative multimedia services designed to bring an 
enhanced experience to the end user. Carlos Urrutia-Valdés, Amit 
Mukhopadhyay, Mohamed El-Sayed  [58] presented real time IMS application 
architecture for Presence service. Basically Presence service comes from 
Chat, IM applications. With this research work they have shown state of art 
work regarding presence and availability service is viewed as an 
indispensable feature for these next-generation enable IMS Network services 
to help service providers generate new revenue and reduce churn. Numerous 
new services are currently being designed to take advantage of this feature. 
They have also examined presence and availability in the context of IMS and 
with application architecture defined by 3GPP/3GPP2 and IETF. They also 
discuss briefly regarding traffic analysis for Presence user management as 
well IMS enable network capacity with their impacts for real time 
implementation issues concerns. Some relevance concerns also provided in 
the area of analysis of presence updates and propose a user model and a 
traffic model to quantify the signaling traffic that such a feature can generate 
on a network. With this discussion able to get model, network designers can 
examine the processing requirements for presence servers and other IMS 
components like CSCFs, MRF with which costing / charging structure may 
affected in IMS Network. 
The Presence Information Data Format (PIDF) is a protocol-agnostic 
document that is designed to carry the semantics of presence information 
across two presence entities. The PIDF is specified in the Internet-Draft 
“Presence Information Data Format (PIDF)” (RFC 3863). The PIDF encodes 
the presence information in an XML (Extensible Mark-up Language) 
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document that can be transported, like any other MIME (Multipurpose Internet 
Mail Extension) document, in presence publication (PUBLISH transaction) 
and presence subscription/notification (SUBSCRIBE/ NOTIFY transaction) 
operations. The Rich Presence Information Data Format (RPID) is an 
extension to the PIDF that allows a presentity to express detailed and rich 
presence information to his/her watchers. Like the PIDF, RPID is encoded in 
XML. The RPID extension is specified in (RFC 4480). 
Presentity like Alice for instance can set her rich presence information by 
manually operating on the appropriate setting of her presence software. 
However, RPID allows an automation that has access to the presentity’s 
presence information to set such information up automatically. For instance, a 
calendar application can automatically set the presentity’s presence 
information to “online - in a meeting” when the presentity’s agenda indicates 
so. A SIP phone can automatically update the presentity’s presence 
information to indicate that the presentity is engaged in a call when the 
presentity answers the phone. The RPID contains one or more activity 
elements that indicate the activity the presentity is currently doing. The 
specification allows the activity element to express that the presentity is on the 
phone, away, has a calendar in a meeting, steering a vehicle, in transit, 
traveling, on vacation, sleeping, just busy, or on permanent absence.  
For instance, a place-type element in the RPID indicates the presentity 
currently in. the possible initial values are home, office, library, theatre, hotel, 
restaurant, school, industrial, quiet, noisy, public, street, public transport, 
aircraft, ship, bus, train, airport, station, mall or outdoors etc. The list of values 
is expandable for future extensions. 
 
Below Figure 3.1 code shows an example of the presence information that 
Alice provides to her watchers. 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<presence xmlns=”urn:ietf:params:xml:ns:pidf” 
xmlns:es=”urn:ietf:params:xml:ns:pidf:rpid-status” 
xmlns:et=”urn:ietf:params:xml:ns:pidf:rpid-tuple” 
entity=”pres:alice@example.com”> 
<tuple id=”3bfua”> 
<status> 
<basic>open</basic> 
<es:activities> 
<es:activity>meeting</es:activity> 
</es:activities> 
<es:place-type until-“2006-01-17T11:30:00Z”> 
Home</es:place-type> 
<es:privacy>quiet</es:privacy> 
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<es:idle>2006-01-17T09:4600Z</es:idle> 
<es:sphere from=“2006-01-17T09:00:00Z“>work</sphere> 
<status> 
<et:class>sip</et:class> 
<et:contact-type>service</et:contact-type> 
<contact priority=”0.8”> 
sip: user1@imstestbed.net 
</contact> 
<timestamp>2006-01-17T10:32:16Z</timestamp> 
</tuple> 
<tuple id=”vusa44”> 
<status> 
<basic>open</basic> 
<es:privacy>quiet</es:privacy> 
</status> 
<et:class>phone</et:class> 
<et:contact-type>device</et:contact-type> 
<contact priority=”0.8”> 
im:user_public@dodo.com 
</contact> 
<timestamp>2006-01-17T10:32:15Z</timestamp> 
</tuple> 
<tuple id=”tan45”> 
<status> 
<basic>open</basic> 
</status> 
<et:class>mail</et:class> 
<et:contact-type>device</et:contact-type> 
<contact priority=”3.0”> 
mailto:user2@imstestbed.net 
</contact> 
</tuple> 
<note>I am working on IMS at home</note> 
</presence> 
Figure 3.1 Example of the RPID 
 
The first tuple in Figure 3-1 indicates her own presence information to be 
active or open, but at the meeting etc. The second tuple conveys the 
presence information of her phone while the 3rd indicates a mail contact 
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where she could be reached via email. After a presentity publishes its 
presence to its Presence Agent (PA) / Presence Server (PS) via RPIDs, the 
PS keeps the presentity’s watchers updated with NotifyPresUp messages 
(see Figure 3-2). 
 
 
Figure 3-2: Publishing and notifying presence information  
 
A watcher receives NotifyPresUp messages from the PS based on the RPID, 
every time a presentity of its list changes state. These XML documents with 
presence information can be rich in data compared to the processing capacity 
of a small wireless device. Obviously, this mechanism does not scale well, 
particularly in wireless environment since the heavy transmission rate can 
easily overload an IMS network with message flows. Objective is to propose 
an efficient scheduler for the PS in heavy traffic situation. 
 
Subscription / Registration time 
The detail of SIP and MIP registration can be located in (RFC 3261) and (RFC 
3775) respectively. Related work can be found in (RFC 3344). Multi-cast 
support for MIP with Hierarchical local registration has been presented by 
Omar et al [69]. The Timed Presence extension is specified in RFC 4481, 
“Timed Presence Extension to the Presence Information Data Format (PIDF) 
to indicate Presence Information for Past and Future Time Intervals” and 
allows a presentity to express what they are going to be doing in the 
immediate future or actions that took place in the near past.  
A timed-status element that contains information about the starting time of the 
event is added to the PIDF XML document. The starting time of the event is 
encoded in a ‘from’ attribute, whereas an optional ‘until’ attribute indicates the 
time when the event will stop. Figure 3-3 shows an example of the time status 
extension. 
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Here, Alice is publishing that she will be offline from 13:00 to 15:00. 
<?xml version=”1.0” encoding=”UTF-8”?> 
<presence xmlns=”urn:ietf:params:xml:ns:pdf” 
xmlns:ts=”urn:ietf:params:xml:ns:pidf:timed-status” 
entity=”pres:alice@example.com”> 
<tuple id=”qoica32”> 
<status> 
<basic>open</basic> 
</status> 
<ts:timed-status from=”2004-02-15T13:00:00.000+02:00” 
Until=”2004-02-15T15:00:00.000+02:00”> 
<basic>closed</basic> 
</ts:timed-status> 
<contact>sip:alice@example.com</contact> 
</tuple> 
</presence> 
Figure 3-3: Example of the timed status extension 
 
A subscription can last for a period of time. If watchers want to keep the 
subscription active they need to renew it prior to its expiration. The PS will 
keep the PUA/IMS user updated, using NOTIFY requests about changes in 
the list of watchers. That is, it will inform presentity every time a new watcher 
subscribes or un-subscribes to the presentity’s presence information. Every 
time a watcher wants to subscribe to the presence information of a presentity, 
the watcher needs to exchange a SUBSCRIBE transaction and a NOTIFY 
transaction with the presentity’s PUA, just to set up the subscription. 
Obviously, again this mechanism does not scale well, particularly in wireless 
environment for small devices. 
 
3.4.2 Presence Optimizations by IETF 
In order to solve these above-stated problems of frequently notifying watchers 
(via NotifyPresUp message) due to the presentities’ state change and 
notifying Presentities (via NOTIFY message) due to the watcher subscription 
time expiration, the IETF has created a number of concepts as described 
below. 
1. The concept of resource lists is one of the mechanisms to reduce 
excessive signals. A resource list is a list of SIP URIs that is stored in a 
new functional entity called the Resource List Server (RLS) sometimes 
known as an exploder for SUBSCRIBE requests. A SIP exploder receives 
a request from a user agent and forwards it to multiple users. SIP 
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exploders used for subscriptions are described in RFC 4662. Figure 3-4 
shows how this type of exploder works. Instead of sending a SUBSCRIBE 
request to every user in the presence list, Alice sends a single 
SUBSCRIBE request addressed to her presence list. The SIP exploder, or 
RLS receives the request. Alice has previously provided the exploder, 
using an out-of-bound configuration mechanism of her choice, with her 
presence list. The exploder sends a request to every user in the list. Later 
when the exploder receives the NOTIFY requests from them, it aggregates 
the presence information and sends a single NOTIFY request to Alice. 
Although the mechanism saves bandwidth on a user’s access network, the 
signalling impact is still there for massive number of publishers and 
watchers. 
 
 
Figure 3-4: Resource list through an exploder [69] 
 
2. Event filtering (RFC 4660) is one mechanism on which IETF engineers are 
working to reduce the amount of presence information transmitted to 
watchers. A weight or preference is indicated through a SUBSCRIBE 
request. The mechanism defines a new XML body that is able to transport 
partial or full state. Thus, the document size is reduced at the cost of 
information transmitted. Sending less information in presence documents 
may lead to IMS users not getting a good experience with presence 
systems used from wireless terminals. Also, the implementers need to be 
aware of the computational burden on the PS. 
3. Event-throttling mechanism allows a subscriber to an event package to 
indicate the minimum period of time between two consecutive notifications. 
So, if the state changes rapidly, the notifier holds those notifications until 
the throttling timer has expired. Usually, the PS will buffer notifications that 
do not comply with the throttle interval, and batch all of the buffered state 
changes together in a single notification when allowed by the throttle. The 
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throttle applies to the overall resource list, which means that there is a 
hard cap imposed by the throttle to the amount of traffic the presence 
application can expect to receive. With partial-state notifications, the 
notifier will always need to keep both a copy of the current full state of the 
resource F, as well as the last successfully communicated full state view F' 
of the resource in a specific subscription. The construction of a partial 
notification then involves creating a difference of the two states, and 
generating a notification that contains that difference. When a throttle is 
applied to the subscription, it is important that F' is replaced with F only 
when the throttle is reset. Additionally, the notifier implementation checks 
to see that the size of an accumulated partial state notification is smaller 
than the full state, and if not, the notifier sends the full state notification 
instead. The disadvantage is that batching and matching will introduce 
additional processing delay in the PS. Currently, a subscription refresh is 
needed in order to update the throttle interval. However, this is highly 
inefficient, since each refresh automatically generates a (full-state) 
notification carrying the latest resource state. In addition, with this 
mechanism the watcher does not have a real-time view of the subscription 
state information. Moreover, holding the information will require additional 
buffer space. Nonetheless, this policy may be helpful for IMS terminals 
with low processing power capabilities, limited battery life or low bandwidth 
accesses. 
4. Compression of SIP messages is another technique to minimize the 
amount of data sent on low-bandwidth access. RFC 3486, RFC 3320, 
RFC 3321 defines signalling compression mechanisms. Usually these 
algorithms substitute words with letters. The compressor builds a 
dictionary that maps the long expressions to short pointers and sends this 
dictionary to the de-compressor. However, the frequency of data 
transmission is not reduced in such techniques. 
 
3.5 IMS Mobility Management 
The growing desire of network providers to introduce support for voice over IP 
has created interesting challenges in the area of interoperability with existing 
wireless circuit networks. The 3GPP and the 3GPP2 standards have defined 
the IP Multimedia Subsystem as the platform for convergence. By definition, 
IMS is access agnostic; it provides services and features through a common 
core network, regardless of the means of transport. However, the IMS 
standards are just beginning to address the challenges associated with 
interworking with existing cellular circuit networks. Achieving seamless 
mobility involves supporting both roaming and handoff between networks. 
 
3.5.1 IMS Mobility Management in IPv6 Issues 
Neumann [70] implemented a prototype and evaluated the performance of a 
QoS conditionalized handoff scheme for mobile IPv6 networks [62]. The work 
shows that QoS-enabled handoffs can be achieved with a small amount of 
introduced latency compared to Hierarchical Mobile IPv6, which is much less 
than that of Mobile IPv6. Although fewer packets were found to be lost, their 
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scheme needs to interact with an end-to-end QoS signalling solution. Urien 
[71] proposed a network management protocol by policies with Common 
Open Policy Services (COPS) for both macro and micro mobility. It seems 
their architecture solves the mobility in IP network with a soft handover 
mechanism. However, the protocol needs to be validated to evaluate its 
performance.  
Performance evaluation of network and application layer multicast over MIPv6 
networks and IPv6 handover techniques over wireless LAN have been 
analysed in. Comparison between IP multicast and application layer multicast 
has been performed by Finney [73] under a specific assumption: end hosts 
are wireless devices using MIPv6 protocol. Their work suggests that the 
advantage of using IP multicast grows stronger in mobile networks while the 
packet loss increases for application layer multicast. Nevertheless, the work 
was limited within the multicast technique only [54]. The throughput and 
number of users were varied to get useful insight into the handover behaviors. 
Fast handover was found to offer shorter disruption times. However, duplicate 
address detection was not taken into account in their experiment, which might 
introduce greater disruption time. Also, the test was performed for wireless 
LAN only. 
The IETF mobile IPv6 (MIPv6) enables correspondent nodes (CNs) to directly 
send packets to a mobile node (MN) using care-of address of the MN. For this 
service, however, MNs always have to inform CNs and the home agent (HA) 
of its new location at each movement. To reduce this control signalling, the 
existing hierarchical scheme built on top of the MIPv6 separates micro-
mobility from macro-mobility and exploit an MN's locality. The hierarchical 
scheme does not achieve real optimization of packet routing. Packets from 
CN to MN are delivered through an intermediate mobility agent. It brings 
needless delay on packet delivery and imposes heavy loads on the 
intermediate mobility agent.  
Also, none of the above works emphasizes similar comparison on the session 
set up issue in MIPv6. 
 
3.5.2 IMS Mobility management in SIP 
Considering the fact that mobile IP may not provide fast enough handoffs to 
support rich data communications, much work observed to performed on 
other signalling protocols like SIP that may provide a better solution. Location 
management and handoffs over SIP have been key areas where researchers 
worked on lately. Investigate mobility support of SIP in different environments. 
Wedlund and Schulzrine [73] proposed to use mobility support in the 
application layer protocol SIP where applicable in order to support real-time 
communication in a more efficient way. In their proposed architecture, a 
mobile policy table is used for deciding what source address to use (home or 
care-of address) whether it should be tunneled, or even use a bidirectional 
tunnel. Moving the mobility handling to the application layer eliminates the 
need for tunneling of the data stream.  
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Moreover, the fact that SIP mobility is at the application layer means that it 
can be installed easily. They also described the traditional hierarchical 
registration mechanism in SIP (Figure 3-5). 
 
 
Figure 3-5: Hierarchical registration in SIP [73] 
 
As per discussed in their research work, demonstrating their research 
diagram [73], Alice with a home in NY, visits CA. Each time she moves, she 
send 1 REGISTER request towards her home register, through the out bound 
proxy in CA. For the first REGISTER, originating in San Francisco, the 
outbound proxy makes a note of the registration and then forwards the 
request to the normal home register, after modifying the Contact in the 
registration to point to it rather than Alice’s mobile host. After Alice travels to 
LA, the REGISTER update hits the same register (CA). It recognizes that 
Alice is already in CA and does not forward the request. A call from anywhere 
first reaches the NY proxy server, which forwards the request to the CA proxy 
server, which in turn forwards it to Alice’s MH (mobile host).  
Moh [74] emphasized the ability of SIP to compare with H.323 in the support 
of mobile telephony over the Internet addressing the issues of registration in 
roaming and location management. Much work has been done on the 
standard QoS part of SIP. IETF working group mainly to support policy control 
in an IP QoS environment defined COPS protocol.  
Salsano and Veltri [75] proposed COPS based model to provide admission 
control scheme in SIP-based IP telephony applications that can use Diffserv-
based QoS network. A test bed implementation of the proposed solution was 
described.  The mechanism can also be used in virtual SIP links. The aim of 
DRA is twofold. Firstly, it is a methodology to enable the QoS provisioning for 
the virtual SIP signalling network. Secondly, it achieves the dimensioning 
automatically on the fly. It uses capabilities that mixed services IP transport 
networks provide.  
Harris and Kist [76] argued that since the DRA methodology allows the 
automated configuration of resources and ensures QoS for signalling, it 
enables the guarantee of QoS to customers in UMTS networks. Kueh, 
Tafazolli and Evans [77] evaluated the performance of SIP-based session set 
up over satellite Universal Mobile Telecommunications Systems (UMTS). 
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Similar work needs to be performed in IMS environment. SIP service users 
and providers require fault tolerance with high service availability and 
reliability. In order to allow for mid-call fail-over, call states need to be 
replicated, but this may cause call state inconsistency. The trade-off 
relationship between SIP transaction inconsistency and read delay exploited 
to derive the algorithm that is easily adapted by the SIP traffic networks.  
Kist and Harris [76] argue to use virtual SIP links to enable QoS provisioning 
in SIP signalling overlay networks. Their methodology includes the well-known 
leaky bucket concept to calculate the message loss probabilities. They also 
introduced a queuing scheme that reduces the required network resources. 
However, none of the above works proposes to optimize the cost for required 
resources in the network; neither they include the impacts by DiffServ 
environment. 
 
3.6 Service management and Charging in IMS 
Next-generation communication services will be driven by increasingly rich 
and distributed subscriber information. Current wireless networks have 
evolved such that subscriber information now resides in various elements 
(e.g., home location register [HLR], prepay, voice mail, short message, and 
location determination systems). Convergence with the Internet promises 
significantly more personal information, such as presence, calendars, address 
books, buddy lists, pictures, and video. IMS network aims to serve multiple 
services to network users; Data management is a big concern for Network 
management as well as for charging aspect too. [56] Daniel F. Lieuwen, with 
their team, on Subscriber’s data management in IMS Network. Regarding 
their research the HSS in the IMS architecture provides centralized storage 
for subscriber data. However, some application servers will also have their 
own subscriber data.  
An efficient IMS online charging system is important for operator revenue 
generation. A brief specification regarding service management with concern 
to Charging management in IMS also found in [50] Yigang Cai, Xian Yang Li, 
Yile Wang, John B. Reid and Peng Wang discuss in-depth IMS online session 
charging call control. Service charging must performed on the acquired 
subscriber’s service subscription details. This research paper discusses how 
IMS network elements such as the application server and the serving call 
session control function (S-CSCF) interact with the online charging server 
(OCS). They also policy-based IMS call control system that converges the 
multiple application servers and the IMS gateway functionality into one IMS 
node for online session charging. The IMS session charging call control 
system employs a session charging trigger mechanism that enables a real-
time report of session information and provides budget control for online quota 
monitoring of customer. It also enables service logic for multiple applications 
to be executed in a single node to greatly reduce traffic access between the 
IMS call session control function (CSCF) and the OCS.  
In these brief discussions by researchers, they also specified quantity and 
variety of applications grow, it will become increasingly useful to provide 
unified views of subscriber data both within a network and across networks. 
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Concept for integration new service for specific parameter for charging like 
IPTV, Triple Play does not discuss in this research work, then also majority of 
data subscriber’s management term briefly discussed here. 
 
3.7 IMS Client 
Flexible and extensible code base for researchers and industry specialists to 
use the many communication services offered by the IMS, as from 2006 the 
client has grown, both in terms of its stability and its feature set, and is used 
worldwide by IMS enthusiasts as a means to experiment with IMS without any 
associated risks or costs.  
Among all the IMS components, the IMS User Equipment (UE) is a critical 
entity for the overall success in the IMS value chain. This is because, the UE 
is the only component that demonstrates IMS services found on the network, 
and the presentation of these services to the end-user will determine the 
return on investments on IMS. Early IMS service demonstrations are 
standalone solutions or support a limited set of basic services such as Voice 
over IP (VoIP), Presence and Messaging with little or no room for extensibility 
or reusability. IMS Client one of the major research focuses to enhancing 
extended value added services. 
David Waiting, Richard Good, Richard Spiers, Neco Ventura has implemented 
UCT IMS Client [127], depicting an open source enable IMS approach for the 
NGN. The UCT IMS Client is a free open source implementation of a 3GPP 
IMS Client. This research work discusses software architecture, and the 
supported services and provides results of the various interoperability tests 
that have been performed between the UCT IMS Client and other freely 
available IMS Clients [127].  
Widely adapted heterogeneous network architecture not discussed with this 
research as well the concept of service provision and service integration not 
taken with much in-depth of this work, but IMS Client concept to 
implementation with key technique is important in this research. With this work 
they have analyze and report activities to develop an IMS client framework 
that provides intrinsic IMS functionalities and supports reusability, service 
composition/aggregation for seamless user experience, extensibility and 
dynamic service provisioning. 
Vignesh karthik M, Shadangi Prateek have implemented IMS Client using 
Open source tools in [78]. They have used open source elements like 
OpenIMSCore, OpenIKEv2, Strongswan, Open Sigcomp and SIPp to build an 
IMS client test bed. They also discusses a test bed that can be used to test an 
IMS client across various use cases that include simple 3GPP call flow, call 
flow with signaling compression, call flow over TLS, call flow with security and 
a call flow from a device behind NAT with STUN server. All test bed in this 
project is built to accommodate IMS clients operating on varied access types 
like LAN, GPRS/EDGE/UMTS and Wi-Fi. 
From these research observations, erudite that 3GPP IMS standards are 
evolving and the client side requirements bulge every month. It is important to 
ensure an IMS client is tested during the time of development with a platform 
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that simulates the IMS network. As it is an expensive preposition to rely on 
operators live network for testing and a live network cannot simulate error 
conditions, an IMS Client test bed becomes essential.  
 
3.8 IMS QoS, QoE Approach 
Services provided in Next Generation Network must provide guaranteed 
quality end-to-end. This is quite a challenging issue since the fluctuation of 
network conditions is large in a Fixed Mobile Convergence network. 
Therefore, a novel approach where a network node and a mobile terminal 
such as a cellular phone cooperate with each other to control the service 
quality is essential. With [79], [80] researchers presents in-depth study and 
results for providing best QoS and QoE over IMS enable NGN network. The 
service quality measured by a cellular phone can be used as a trigger to 
activate the resource and admission control function of the network node. 
With [79] work on including the function of the IMIN architecture in order to 
enlarge IMS services guaranteeing e2e services quality. This work had 
suggested the Framework for IMS Interworking Networks with e2e (End to 
End) Quality of Service Guarantee. They consist of an IMIN Server to parse, 
decide and transmit signal/bearer traffics and an IMIN Resource Manager to 
collect, forward and manage QoS information. They also discussed the 
function of each component in an IMIN Server. It is essential to consider it to 
improve and guarantee e2e QoS in IMS interworking through IP backbones 
because the existing IP interworking architecture doesn’t support e2e QoS. 
Finally highlighted the call flows for the IMIN architecture to process the sip 
message and media traffic based on SLAs. 
The IP Multimedia Subsystem (IMS) could very well be the best solution for 
most telecom operators. The more recent releases have included interfaces to 
fixed line networks and Wireless LANs. This has consequences both for the 
migration of the core network as well as the integration of future mobile 
services and applications. Also, an interworking between IMS providers is 
considered to be a major step toward End-to-End IMS services and IPX (IP 
Interworking Exchanged) networks are introduced as the requirement to 
support QoS features in GSMA. But these architectures don’t specify any 
requirements for e2e QoS through IPX networks. This purpose of this article is 
to research of IMS interworking Network for enlarging IMS services 
guaranteeing e2e services quality and suggest the IMIN (IMS Interworking 
Network) framework to guarantee IMS high quality end-to-end services. 
Another research in [80] a QoS/QoE measurement system implemented on a 
cellular phone. With this implementing the QoS/QoE measurement system, 
they had measure a user’s perceptual quality as well as the network 
conditions in real-time. As for the method of measuring the user’s perceptual 
quality, they had proposed an objective speech quality estimation method that 
is applicable to a cellular phone with poor computational ability. In spite of the 
simple algorithm, experimental results show that their proposed method can 
estimate the speech quality with high accuracy regardless of the codec type. 
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3.9 Innovation application with IMS 
IMS Network able to integrate more and more innovative service over their 
own platform as well as provision covering User Equipments as well. With [81] 
Inka Koskela, Ilkka Arminen discusses one of the most attractive application 
for future called Mobile Blogging. Blog is common term for make people 
update for one’s own activities, interest. Basically Blog created for a purpose 
to share with all. Make thing publicly known, with GPRS integration with 
Mobile Phones that is too easy to access blog through UEs like Mobile phone.  
But in the research [81] Mobile based blogging service with respective 
aspects of attractiveness and responsiveness of its all are discuss in brief. 
That’s no doubt Blog will remain need of people, but Moblog will definitely 
take place of Internet based Blog cause of light-weight nature of working easy 
access and uploading sharing. Although ubiquitous nature supported by IMS 
is also big concern.  
Another research [82] Funitoshi Kato and Aiko Shimizu briefly discusses 
application of MoBlogging in form of Face-work at Corporate world. 
Community MoBlogging used for particular group form and share among 
members, with this research discussion they also demonstrate some of the 
community as well as corporate world aspect of sharing resources among 
present members of blog. With Moblog the an on hand sharing service easily 
enabled and able to share any resource including voice, video, text any time 
to any where over IMS Networks. 
 
3.10 Discussion of Problems based on Literature Review 
There are several aspects in the IMS that require much attention and 
modifications. Some of the existing technologies are still underdeveloped. A 
few problem areas have been identified as part of this research work. The 
literature review discussed thus far strengthens the niche for these statements 
of problems stated below.  
 
3.10.1 Aspect 1: IMS Client 
With IMS client user able to enter IMS Network and access services provided 
through Network. With this literature survey Research direction able to find 
already existing IMS clients [125], [127] able to enrich high to high level of 
service, but nature of IMS Network always expanding and providing more and 
more service. With the concept this research firstly propose own IMS client in 
term of low size and capability to deliver all Java enable service over its own 
platform.  
Although for designing and deploying IMS client over IMS test bed during 
research J2ME language choose as work out on this. This first aspect 
considering to create an IMS client which able to render all service over 
selected Open IMS Core test bed, even if Open IMS core having own Client, 
but service rendering tools and such other resource limitation make this work 
to workout own Client for IMS Services.  
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3.10.2 Aspect 2: Presence Service 
Presence service is the foundation service among other services in the 3G 
IMS. Scalability is always an issue for massive number of watchers / 
presentities joining an IMS cell. The message-processing load will be heavy 
for presentity movement. Every time presentities change state, messages will 
be generated to the PS and consequently the PS will update the 
corresponding watchers. This will have direct impact on the performance of a 
PS. A presence application in an IMS mobile terminal device contains a list of 
100 presentities. A watcher receives NotifyPresUp message every time any of 
its presentity changes state. Although the SIP (Session Initiation Protocol) 
event notification framework (RFC 3265) offers powerful tool, in some 
situations the amount of information that the Presence Server has to process 
might be large. When presence information reaches a small device that has 
constraints in memory, processing capabilities, battery lifetime and available 
bandwidth, the device may be overwhelmed by the large amount of 
information and might not be able to acquire or process in real time. So, there 
has to be tradeoffs between the amounts of information sent, the frequency of 
the notifications, and the bandwidth usage to send that information. 
Methods to mitigate the message-processing load from the PS with the 
balance in the real time view of the watcher notification are essential. In order 
to achieve this, efficient scheduling and reduction in bandwidth consumption 
in the admission control of a PS is required. There exist some mobile node 
presence optimization techniques like Partial Notification mechanism, Event 
Filtering etc,. However, these are still under design phase of the IETF and a 
stable solution is under developed and required. Deriving efficient admission 
control mechanisms for a Presence server is under the scope of this research. 
The IMS terminal subscription/registration time is another key issue while a 
mobile node registers with its home network Presence Agent / Presence 
Server as a watcher.  
The existing procedure in IMS allows a mobile node to publish its presence as 
a watcher to its Presence Agent (PA) either for a constant amount of time or 
for a period of time mentioned by watcher during the time of publishing. If the 
registration/publishing time is set too short compared to the mobility of the 
IMS mobile node, the mobile node will have to re-publish its presence soon 
with the same PS. The frequency of sending messages for such implicit 
registration/subscription will be increased. Thus the re-registration with the 
same information will introduce extra messages and redundant data in the 
cache. On the other hand, if the registration time is set too large and the 
mobile node does not re-register with the home network until the time out 
occurs, the actual position of the node becomes unavailable for the home 
network. This will lead packets to deliver from MN to CN inefficiently.  
Again, excessive de-registration may introduce overheads in number of 
messages. Another problem of having the publishing time of a watcher node 
too long in IMS is that the system will have to periodically notify the watcher 
the information of the presentities (it is watching). Any location update at the 
presentity side will result in notification to the watcher by the system. So, the 
constant time set may create bottleneck because of excessive message flow 
in the network. In other words, for a long timed extension, a PS will have to 
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generate excessive NotifyPresUp messages to keep the watcher updated, 
where as for a short one, the watcher will have to subscribe frequently with 
the PS and accordingly increasing message flows in both cases. Thus an 
optimal procedure to set the timer of the registration/subscription life time for 
the mobile node with its home network in IMS is desirable. 
 
3.10.3 Aspect 2: IM Service 
For users, IMS-based services enable person-to-person and person-to-
content communications in a variety of modes – including voice, text, pictures 
and video, or any combination of these – in a highly personalized and 
controlled way. IMS enables the efficient creation and delivery of an exciting 
range of emerging multimedia services that can be delivered over mobile, 
fixed, or converged mobile and fixed networks. Today’s telephony and 
messaging services will be complemented by the next-generation of user-to-
user applications. 
In any IMS network the capacity is large for Instant Messaging (IM) 
communication service. Large messages have to be broken down into chunks 
to overcome the fixed size limit fact. Real time service of IM is always 
desirable. However, issues arise if the relay nodes in between source and 
destination IMS terminals possess slow links with finite buffer. Therefore 
analyzing service discipline of the chunks of IM is necessary. In an IM system 
with relay nodes, the buffer capacity and the service rate of the relay nodes 
may vary. Analysis of such system is not trivial.  
In this thesis, a brief studying of Instant Messaging endurance over Open IMS 
Core Test Bed analyzed. Such analysis of IMS instant messages indeed 
requires much attention when the capacity and the service time of the relay 
nodes vary. As this study for fundamental framework as well service 
enhancement phase is also discussed well with conception of integration and 
differentiated service over the same network with various User Equipments. 
Proposed research step up towards service provision including service 
delivery platform creation and observe service rendering over Test Bed for 
IMPS over Open IMS Core network. 
 
3.10.4 Aspect 4: IMS based Mobile Blogs 
IMS Service deployment and delivery support always encourage user to 
create more and more service. Although IMS 2.0 able to work with Web 2.0 
over IMS Network. During research survey phase, new innovative service 
needed to deploy for observe IMS open service provision nature, with the 
conception there are lot more application observed including Location based 
services, Games, Network Games as well. But finally Mobile based blogging 
selected for considering IMS Service provision and rendering over User 
equipment phase.  
The MoBlog does not automatically support either self-presentation or 
intercommunication of the participants. Instead suggest that functions of the 
MoBlog alter situational while participants engage themselves in different 
ways and levels to the participative actions and processes of the MoBlog. The 
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participants simultaneously manage multiple ways of being present and 
display multiple levels of presence within practices of distributing pictures, 
seeing them or interacting by writing of them. In what follows suggest that 
MoBlog may serve as a tool for storing, publishing, sharing or communication 
or all of those together depending on the situational varying activities in which 
participants actively engage themselves. 
With a simple aim to make prototype application for IMS MoBlog service aim 
to create with J2ME and supportive tools and planning to deploy over own 
IMS light size Client through provision of this MoBlog through Open IMS Core 
Test bed setup. 
Through this application, ubiquitous nature of IMS Network as well as service 
support including new service provision, load balancing, and some other 
aspect of Charging and User profile management all seems to be observe 
through simple MoBlog application deployment over through Open IMS Core 
Test bed. Some relevance observation including latency, user profile 
management as well as charging needs to work directly over IMS HSS, 
because all relevant tasks placed over there, while for deploying new 
application MRFC able to support new services’ server level technical support 
and pass through IMS HSS and Core nodes to observe service rendering 
over existing network. 
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Chapter – 4 
OpenIMS Implementation 
 
4.1 Introduction to Open IMS 
The IMS playground developed at FOKUS [83] is an open technology test field. 
This playground works to implement existing and new IMS standards; all major 
FOKUS implemented IMS components, i.e. CSCFs, HSS, MG (Media Gateway), 
MRF, Application Servers and so on, and integrate them into a single environment. 
It also provides different service platforms, such as "Open Service Access 
(OSA)/Parlay, JAIN Service Logic Execution Environment (SLEE), Web 
services/Parlay X, SIP Servlets, Call Processing Language (CPL)". [84] 
 
 
Figure 4.1 Overview of IMS playground@FOKUS [85] 
 
Open Source IMS Core System [85] is an IP Multimedia System for test. The 
Fraunhofer Institute FOKUS created it. They point out that this Open Source IMS 
Core System is not intended to become or act as a product in a commercial 
context. Its sole purpose is to provide an IMS core reference implementation for 
IMS technology testing and IMS application prototyping for research purposes, 
typically performed in IMS test-beds. This target has also motivated the decision to 
use open source software (i.e. SER based on GPL). 
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Since IMS has already been used gradually and much efforts has been put 
forwards it, the main efforts now is for developing services. While there are already 
many Open Source projects established in the plain VoIP area for SIP clients, 
proxies, stacks and tools around the IETF sip standards, there are currently 
practically no Open Source projects with specific focus on the IMS. 
The Fraunhofer Institute FOKUS focuses on Open Source software, which is a 
flexible and extendable solution. 
 
Figure 4.2  OpenlMS testbed at FOKUS [84] 
 
The following figure 4.3 that some of the key components are the same in both 
IMS and OpenlMS, but some are missing in OpenlMS, and the SIP2IMS gateway 
only exist in OpenlMS. 
 
Figure 4.3 Comparisons of IMS and OpenlMS 
 
4.1.1 Asterisk 
Asterisk is an open source software implementation of a private branch 
exchange (PBX), which was created by Mark Spencer of Digium. [86], Asterisk 
 114
[http://www.asterisk.org] runs on OpenBSD, FreeBSD, Mac OS X and Sun 
Solaris. It supports Voice over IP protocols, such as SIP, H.323, IAX (inter-
Asterisk exchange) and MGCP (Media Gateway Control Protocol). Thus, 
Asterisk can interoperate with many SIP telephones and Asterisk PBXes. Asterisk 
contains many features including voice mail, conference calling, interactive voice 
response and automatic call distribution. All these made Asterisk a very popular 
software implementation of PBX.  
 
4.2 Applications over OpenIMS 
In this section the discussion for most significant services that will be provided by 
IMS. 
 
A. Presence Service in the OpenIMS 
For presence service, the clients can send information that shows their status to 
the server and the server will inform availabilities or willingness of those clients to 
other users in the group. 
Presentities choose what information they want to publish, and when watchers get 
the information, they decide how and when to communicate with the presentities. 
What's more, not only end-users but also other services can get the presence 
information. 'For example, an answering machine server is interested in knowing 
when the user is online to send them an instant message announcing that they 
have pending voicemails stored in the server'. [87] Therefore, the presence 
service is to be considered as the foundation of all the services. 
As demonstrated in Figure 4.3 'depicts the presence IMS architecture that maps 
the already defined roles in presence to existing functional entities in the IMS.' [87] 
In IMS, terminal has two roles: watcher and Presence User Agent (PUA) refer the 
Presence Agent (PA) as a Presence Service (PS), and implemented Resource 
List Server (RLS) as Application Server (AS).  
From the figure it is predict that most of the interfaces are still exist in IMS SIP or 
Diameter interfaces, thought they change their name to start with 'P'. Compared 
to 3GPP the IMS architecture, there are 2 new interfaces in presence IMS 
architecture, which are Pen interface and Ut interface. Pen interface allows an AS 
work as a PUA, and Ut interface can be used between any AS and IMS terminal. 
[87] 
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Figure 4.4: SIP-based presence architecture in the IMS [87] 
 
B. Instant Messaging 
A group of people can communicate with each other over a network, instant 
messaging is one of the ways to achieve. A user can choose targets to send 
messages to, depending on the presence status of other users.  
If the instant messages are stand-alone messages then they will be sent in 
pager-mode, and if the messages belong to some existing session, they will be sent 
in Session-mode. [87] 
 
C. SmartMessenger 
The SmartMessenger 'is a multi-channel message delivery service.' [88] Users 
can communicate with each other by sending SMS and instant messages 
through the Parlay interface. 
The SmartMessenger is also a Click2Dial application. A Text-to-Speech (TTS) on 
the phone can read messages, and the SmartMessenger uses the Call Control 
interface to make calls between VoIP and PSTN. [88] 
 
D. IMS Push-to-Talk 
Push to talk (PTT) provides one-to-one and one-to-many high-margin voice 
service for both business users and private consumers. IMS Push to talk is a good 
example of PIT, and includes key features of PTT, such as presence, one-
to-many communication. It also has some particular services, for example, filtering 
of incoming calls or do-not-disturb status. Those services make IMS PTT a more 
intelligent and convenient service, and at the same time, it is easy to use, so IMS 
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PTT has a large market with a variety of users. 
Ericsson IMS Push to talk solution is based on the Open Mobile Alliance, Push to 
Talk over Cellular (OMA PoC) standard, which defines a rich set of features such 
as presence and over-the-air provisioning. [89] 
 
4.3 Related works:  OpenIMS Implementation  
During OpenIMS implementation and modeling task [90] is the most important 
reference for us. State-Of-the-Art Enterprise SIP Solutions were identified first. And 
then, they design a solution for SIP/VolP enterprise. The final problem involves 
research on migrating enterprise SIP/VOIP solutions towards IMS. In order to 
approve their concept and research based on the SIP technology, they 
established the "HiA-Teleca SIP/VOIP test-bed". It is now a common research 
platform for HiA and auSystems (from Teleca) [91] to build and develop 
competence in VOIP/SIP/IMS area. It will contribute development in future "All-
IP" products and services. The test-bed supports SIP session handling, IPvoice, 
voicemail, conference calls, PC software and SIP hardware clients, PSTN 
connectivity via a SIP ISP, presence, TAPI for Microsoft Office integration. This 
part is very useful for us, because it is also need to implement solution basic on the 
test-bed with Open Source IMS core. 
Except design a SIP/VolP enterprise solution, this paper also involves finding the 
way to migrate the existing SIP/VolP solution towards IMS. Based on their 
solution, they find four possible ways or enterprise SIP/VolP solutions to integrate 
legacy and future cellular phones using IMS. 
Enterprise SIP/VolP to IMS migration alternatives is: 
1. Forking is the simplest solution and has no requirement on clients or servers. 
2. The client-based solution will give access to more features but requires 
an advanced SIP client and more configuration knowledge. 
3. The presence solution is a network-based solution. It handles all 
necessary location updates without involving the client. It supports legacy 
phones. 
4. Link registration solution is network based, too. It directly links the 
registration procedure   by   using   "subscriber   registration   update   service” 
provided   by IMS-enabled operator. It may appear in the later phase of IMS 
migration. 
 
4.3.1 Installation   and   Configuration   of   an OpenlMS 
Since auSystems and HiA [91] have already established a research testbed for 
Enterprise VOIP solutions based on Open Source systems which contains all the 
necessary functions of a typical enterprise installation. As a starting point, plan to 
extend the existing testbed with a new IMS sub-domain based on the "Open 
Source IMS Core", so that the environment of OpenlMS to test and evaluate how 
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it works for modeling implementation and each service provision over this 
environment. 
Considering the State-of-the-Art IMS Architecture, basic understanding about set 
up this testbed; need to do some installations and configurations of the key 
components of OpenlMS are FHoSS, CSCFs, SIP2IMS, etc. And with the leading 
of Installation-Guide, implement it step by step. The figure 4.5 shows the main 
steps of establishing OpenlMS Testbed: 
 
 
Figure: 4.5 Setting up of OpenlMS testbed 
 
4.3.2 Installation of Prerequisites 
As the figure 4.5 shows, before installing the key components of OpenlMS, the 
testbed requires prerequisites in hardware, network and software. For the 
environment of hardware, need a current Linux desktop class machine. Here, 
Ubuntu 6.10 [source http://www.ubuntu.com/] as Project Linux Operating System. 
Besides, in order to get ultimate performance, it is need to add several gigabytes 
of RAM and as many CPUs/Cores as needed. 
The software should include the following requirements: 
In order to ensure the system will work well, 100 MBytes of disk space are needed. 
Subversion is required to be installed so that could find fresh code. GCC3/4, 
JDK1.5, ant that uses for Java development is needed to be installed firstly. In this 
case, use MySQL as a database management system (DBMS), which is supported 
by FHoSS, I-CSCF and other functions that require a DBMS. Developed Iibxml2 
and libmysql are required. Linux kernel 2.6 and ipsec-tools, which is used to setkey 
are needed to use IPSec SAs. Besides, the bind 9 used as name server of this 
project. And Firefox as project browser. 
After make sure that all the requirements have already fulfilled, begin to install and 
configure the FHoSS, which is the core component of OpenlMS. 
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4.3.3 Installation and Configuration of FHoSS 
The Open Source IMS Core would be incomplete without a Home Subscriber 
Server. FOKUS developed its own prototype HSS, the FOKUS HSS (FHoSS) [92] 
which is entirely written in Java and based upon Open Source software. As its 
purpose in the Open Source IMS Core is that of a database, the FHoSS is 
targeted mainly towards conformance rather than performance. It is mostly the 
glue between a Database Management System and the Diameter interfaces 
with the CSCFs and IMS application layer. 
FHoSS stores the IMS user profiles and provides the location information of the 
user. Additionally, it is also a web-based management console. The architecture of 
FHoSS below illustrates the main components and the interfaces that are used in. 
 
Figure 4.6: Architecture of FHoSS 
 
From the figure 4.6, the entities that communicate with the FHoSS are the 
application server  (AS) that hosts and services in the IMS environment, 
security domain and the Call State Control Function servers (CSCF). And the 
interface layer describes the external behavior of the HSS. FHoSS stores the user 
files via Sh interface point to Application Servers, and it communicates with 
CSCFs via Cx interface. Besides, it connects with Security Domain via Zh 
interface. 
It extends the Open Source project 'Open Diameter' and implements the complex 
functionalities of the Cx and the Sh reference points based on Java. [88] The 
FHoSS stores the IMS user profiles along with authentication and authorization 
information and provides user status information along with a notification service 
via the Sh reference point to Application Servers. Additionally, it supplies S-
CSCFs with the current filtering information on a user base over the Cx reference 
point. 
 
4.3.3 1 Interface layer 
The core of the FHoSS is the HssDiameterStack. It uses the DiameterPeer to send 
requests to other entities and retrieves the requests and responses via 
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CommandListener. There are three interfaces used in FHoSS, who are Sh, Cx, and 
Zh. They can be found in the de.fhg.fokus.cx, de.fhg.fokus.sh and the 
de.fhg.fokus.zh package. For each interface there is a direct implementation. This 
implementation can be found in the de.fhg.fokus.hss.server and subsequent 
packages. For every method of the interface there is a related operation class in 
the op packages. 
These operations will be called by the interface implementations and will call in 
turn the diameter commands. Same as mention in the 3gpp specification [1], [2], 
every interface method is mapped to a number of Diameter requests. These 
requests are realized by implementing the CommandAction and 
CommandListener classes. Particular action for every command which is sent 
through the diameter peer, in the de.fhg.fokus.hss.diam.cx, 
de.fhg.fokus.hss.diam.sh and de.fhg.fokus.hss.diam.zh packages. For every 
command, which will be received by the Hss, one listener exists. The command 
listener will dispatch the requests to the interface methods. 
 
4.3.3.2 Data Access Layer (DAL) 
The operational data of the FHoSS is stored in a database. The Hibernate 
persistence framework was used to build a data access layer that is used to 
change the database system. The related data classes can be found in the 
de.fhg.fokus.hss.model package. 
 
Figure 4.7: Structure of databases 
 
The user data is kept inside a MySQL database. However, there is a Data 
Access Layer (DAL), which is based on JDBC, and then any database can be used 
as long as have a JDBC-driver for it. In this configuration, use of MySQL as the 
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back-end database engine. Since MySQL is far from optimal for this database, 
other database LDAP also consider for same evaluation, some checking and there 
actually exists a JDBC-driver for it, and Hibernate supports for LDAP. Therefore, in 
theory it should be possible to also use LDAP here www.openldap.0rg/idbcldap/1.  
 
4.3.3.3 GUI 
To manage and maintain the FHoSS, a web based management interface is 
provided. This provides a clear structure and separation of logic and GUI related 
tasks. The implementation of the GUI logic can be found at de.fhg.fokus.hss.form 
and package de.fhg.fokus.hss.action. The rendering is done by several Java 
Server Pages, which can be found in the src-web folder. 
 
4. 4 Installation FHoSS 
4.4.1   Get source code 
As a start, fresh code http://svn.berlios.de/svnroot/repos/openimscore where 
source code of FHoSS/trunk available. The source code is pre-configured to work 
from a standard file path. Firstly, create the directory 'OpenIMSCore' in 'opt' and go 
there. After that create a new directory 'FHoSS' and check if the HSS is there: 
mkdir /opt/OpenIMSCore 
cd /opt/OpenIMSCore 
mkdir FHoSS 
svn checkout http://svn.berlios.de/svnroot/repos/openimscore/FHoSS/trank FHoSS 
 
4.4.2   Compile 
Before compilation, must make sure have a JDK >=1.5. And then, use Ant to build 
and install the FHoSS. To build the FHoSS must first execute the gen target, to 
generate the data classes. 
 
 
 
After that use compile to build the binaries 
 
 
Installation is also done using ant. With the deploy target install the FHoSS 
 
 
ant gen 
ant compile 
ant deploy 
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4.4.3   Configure the environment 
Database in order to use the FhoSS, can find two sql scripts for the MySQL 
database in the root directory of this installation. Use these scripts to create a new 
MySQL database and to populate it with default values. 
• To create the database and the tables: 
mysql -u admin -p <hssdb.sql 
• To create two demo users and initial values for service profiles: 
mysql -u admin -p <userdata.sql 
• After creating the database, check that the database isin there and 
accessible.  
 
4.4.4   Configure the IMS core 
By now MySQL is working and need to take a look at the configuration files in 
FHoSS/deploy/, these files and modify some parameters as appropriate for this 
installation. Configure the required configuration files located in the root of the 
deployment directory. [91] 
o "DiameterPeerHSS.xml": modify the peer configuration here: like the FQDN, 
Realm, Acceptor Port or Authorized identifiers. 
o "hibernate.properties": configure are the main properties for 
hibernate; implicitly is configured to connect to the mysql on the localhost 
(127.0.0.1:3306). The most relevant properties are: 
o hibernate.connection.url=jdbc:mysql://127.0.0.1:3306/hssdb 
o hibernate.connection.username=hss hibernate.connection.password=hss 
• "hss.properties": Specify configuration like: on which address the 
tomcat is listening (e.g. host=localhost) and the relative path of the web interface 
of the FHoSS. (e.g. appPath=/hss.web.console). Other parameters like: 
operatorld, amfld or defaultPsilmpi can be specified here. 
• "Iog4j.properties": Contains configuration for the logger. The most 
relevant things here are the output file path of the logger and the level of logging. 
 
4.5   Installation and Configuration of CSCFs 
As the extension of IMS, OpenlMS CSCFs use SER (SIP Express Router) to 
perform all CSCFs. SER is a worldwide-recognized SIP reference implementation. 
SER can be used as SIP registrar, proxy or redirect server and is capable of 
handling many thousands of calls per second [52]. OpenlMS CSCFs are required 
to maintain as much of SER's performance as possible. So that OpenlMS could 
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have a flexible exploitation. Open IMS CSCFs it consists of four main components: 
P-CSCF, I-CSCF, S-CSCF, and SIP2IMS Gateway. The figure 4.7 illustrates how 
the main components are located and the interfaces that are used in them. 
 
Figure 4.8: Architecture of OpenlMS CSCFs [93] 
 
From the Figure 4.8, it is obvious that the P-CSCF is the initial entity from the 
mobile terminals to OpenlMS through a SIP2IMS gateway. P-CSCF uses Gm 
interface to exchange messages between user endpoint (UE) and CSCFs. SIP 
affords this process. And only the registered endpoints can insert the message to 
IMS. I-CSCF and S-CSCF are located in Home Domain. Both of them connect 
with HSS using Diameter over Cx interface. As to the communication of P-
CSCF, I-CSCF and S-CSCF, SIP is used to exchange messages over Gm 
interface. The general flow is as follows: the User Agent, who wants to access 
OpenlMS, should be registered through P-CSCF; and then, P-CSCF finds the 
related Home Domain and also sends the message to I-CSCF; I-CSCF forwards to 
HSS to select the right S-CSCF. 
 
4.5.1   Modules of OpenlMS CSCFs 
The modules in CSCFs can parallel process and supplementary state information 
can be kept. Besides, there is a special focus towards scalability for both load 
distribution and data quantity.  
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The main modules of OpenlMS CSCFs are as following:  
 
The CDiameterPeer Module (cdp) 
This module is used for realm routing, specify each time the FQDN (Fully Qualified 
Domain Name) of the destination host when it is used. It is supposed to allow 
efficient Diameter communication to and from SER. 
 
The IMS Service Control Module (isc) 
OpenlMS and Interoperability with Asterisk/Sip Express VOIP Enterprise 
Solutions ADC & auSystems isc module is supposed to provide support for the 
ISC interface between the Serving-CSCF and the Application Servers. To use it, 
need the Serving-CSCF Module (scscf) loaded because it uses the registrar in 
there for Initial Filter Criteria storage. 
 
The Proxy-CSCF Module (pcscf) 
pcscf module is supposed to provide the functionality required for an Proxy-CSCF. 
 
The Interrogating-CSCF Module (icscf) 
The icscf module is supposed to provide the functionality required for an 
Interrogating-CSCF. Need the cpd module loaded to use it. This is because this 
module communicates using Diameter with the Home Subscriber Server over the 
IMS_Cx interface. 
 
The Serving-CSCF Module (scscf) 
This module is supposed to provide the functionality required for a Serving-CSCF. It 
is the same as icscf module. To use it, need the cpd module loaded. The reason is 
it communicates using Diameter with the Home Subscriber Server over the 
IMS_Cx interface. 
 
The SIP-to-IMS Gateway Module (sip2ims) 
It provides NAT Helper for SIP clients. This module is supposed to provide the 
translation capabilities to enable normal SIP User Endpoints to use the Open 
IMS Core through the Proxy-CSCF. 
To accelerate testing and to integrate with SIP UEs and test tools, a gateway that 
helps SIP traffic to work in an IMS environment was required. The SIP-to-IMS 
gateway performs this adaptation tasks. At the moment it translates between 
MD5 and AKAv1-MD5 authentications and helps with special headers. The 
SIP2IMS Gateway can be been regarded as the helper module of the Open 
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source IMS Core project to allow the verification of services with current state-of-
the art VoIP clients. Yet, due to its gateway nature, it filters much of the IMS 
advantages and should not be regarded as a full-blown IMS solution. 
The Open Source IMS SIP2IMS Gateway allows transformation of IETF SIP 
messages to IMS conformant messages. It translates MD5 authentication to IMS 
AKA authentication. SIP2IMS can also enable developers to access core elements 
and to trial multimedia services by using a non-IMS VoIP client. 
 
4.5.2  Installation steps for CSCF 
 
A. Get the Source Code 
On the same page http://svn.berlios.de/svnroot/repos/openimscore where the code 
of HSS, need to get the code of CSCFs - ser_ims/trunk. The source code is pre-
configured to work from a standard file path. The directory /opt/OpenIMSCore, 
and now need to create new directory ser_ims under it, using 'mkdir' command. 
After that, need to check if the CSCFs are there. 
mkdir ser_ims 
svn checkout http://svn.berlios.de/svnroot/repos/openimscore/ser_ims/trunk ser_ims 
 
B.   Compile 
For this step, make libs install all in ser_ims. This step takes some time to finish 
and promise that all the prerequisites had been installed. 
cd ser_ims 
make install-libs all 
cd.. 
 
C. Configure the Environment 
All the installation examples are configured to work only on the local loop back 
and the default domain configured as "open-ims.test". Therefore, replace 
127.0.0.1 with this IP address and replace the home domain with this own one. 
Additionally, DNS needs to be configured in this step as well. Find a sample DNS 
zone file and copy it to this bind configuration directory. And then, edit named.conf 
and insert the file there. After that, restart the name server to test if the names are 
resolvable. It is needed to also install icscf.sql and sip2ims.sql into MySQL in this 
step. Checking out if the databases are in there and accessible cannot be 
forgotten. 
 
mysql -u root -p -h localhost < ser_ims/cfg/icscf.sql 
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D. Configure the IMS Core 
By now, MySQL and DNS can work well. To configure the IMS Core, just need to copy 
several files to /opt/OpenIMSCore. The files that need to be copied are: pcscf.cfg, 
pcscf.sh, icscf.cfg, icscf.xml, icscf.sh, scscf.cfg, scscf.xml, scscf.sh, sip2ims.cfg, 
sip2ims.sh. Need to edit these files to customized preferences. 
 
cp ser_ims/cfg/*.cfg. 
cp ser_ims/cfg/*.xml 
cp ser_ims/cfg/*.sh . 
 
4.5.3 Start the Components 
The next step after installation is to start each module of CSCFs: pcscf.sh, icscf.sh, 
scscf.sh and sip2ims.sh at the same time. Besides, startup.sh is also used to start 
the FHoSS on a Linux/UNIX system. Note whether if the JAVAJHOME variable is 
set correctly. 
./pcscf..sh 
./icscf.sh 
./scscf.sh 
./sip2ims.sh 
./startup.sh 
 
Make sure that each component can connect to HSS. And in this process, 
observe periodical log messages with the content of the registrar and with the 
opened diameter links by default. 
After that, need to check the web interface on http://localhost:8080/ 
 
4.5.4 Configure Subscribers 
Access the management console using a web browser on 
http://localhost:8080/hss.web.console. The operator can enter in this website 
as 'hssAdmin' to read and manage the console. But the 'hss' can be used just 
as a reader. Both of the two users have the same code, which has already been 
given. [92]  
After login in as 'hssAdmin', more information can be found. FHoSS comes 
provisioned with a couple of sample users by default. One user is 'Userdemo2', 
whose Public User Identity is: Userdemo2@open-ims.test. And the other is 
'Userdemo1', whose Public User Identity is: Userdemo1@open-ims.test. In 
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addition to this obvious information, some concealed information can be read as 
well, such as each users' Private User Identities. With this information, create a 
new subscriber and its Private User Identity and Public User Identity. There are 
some buttons to click on. The new subscribers that created are 'user1' and 
'user2'. It is easy to create new users by using FHoSS User Profiles. The figure 
4.9 shows how the web-interface looks. 
 
 
Figure 4.9 FHoSS User Profile 
 
As it is mentioned in State-of-the-art, each IMS User is assigned at least one 
Private and one or more Public User Identities. IMS Private User Identity uses the 
format of NAI, which is: 
user@operator.com 
 
And the Public User Identity uses the format of SIP URI or TEL URI that can be 
presented as: 
 127
sip:useradmin@imstestbed.net or tel: +912812443300 
Based on this, when create the Private User Identity for the new subscriber, 
followed NAI format which is: user2@open-ims.test and the Public User Identity 
is: sip: user2@open-ims.test. 
In order to test, may add more Public User Identities for each subscriber after 
finish the whole installation. And may try the situation extended in 3GPP R6 that is 
a subscriber is assigned more than one Private User Identities and one Public User 
Identities can be used in for Private User Identities. 
This step is continued with configuration Subscribers of FhoSS, have already 
created a new Subscriber and its Private User Identity and its Public User 
Identities. And now find that the SIP-to-IMS Gateway comes provisioned with the 
same couple of sample users. One is Userdemo2@open-ims.test. The other is 
Userdemo1@open-ims.test could use these in the sip2ims.credentials mysql table 
at first. And insert new ones. 
The details of the new subscribers' configuration: 
User2: 
Private Identity: user1@open-ims.test 
Secret Key: user1 
OP: 0x00...0 
AMF: 0x00...0 
Use of Anonimity Key: enable 
Public Identity 1: sip: user1@open-ims.test 
Public Identity 2: tel: +912812443300 
 
User1: 
Private Identity: user2@open-ims.test 
Secret Key: user2 
OP: 0x00...0 
AMF: 0x00...0 
Use of Anonimity Key: enable 
Public Identity 1: sip:user2@open-ims.test 
 
4.6 Functionality evaluations of OpenlMS 
Basic on the OpenlMS Testbed that already established in the previous section, in 
this section evaluate each component of OpenlMS conforms to the 3GPP 
specifications. For that some experiments to make sure all the necessary 
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functionality will be available to us. For that select the SIP Client or the IMS Client 
firstly, and then use these to make call session connected with OpenlMS to 
analyze the log message showing in Wireshark [94]. Use a table to show if the 
functionalities conform to 3GPP Release 6. Choose 3GPP Release 6 as the 
OpenlMS specification, and compare all functionalities of OpenlMS with it. 
 
4.6.1 User Equipment 
As the prerequisites, start testing with configuration of several SIP/IMS Clients. 
Select for install several SIP/IMS clients to find one that can support all functions 
and also are easy to operate. 
 
4.6.1.1 SIPHardphone 
A SIP Hardphone is an IP hardphone using SIP Protocol to register as a user. For 
that Grandstream GXP-2000 used in Test Bed, Grandstream GXP-2000, was the 
winner of Internet telephone in 2005, as one of the best SIP Clients. 
 
4.6.1.2 SIP Softphone: X-Lite 
X-Lite [95] is CounterPath's next-generation SIP based softphone. It works over IP-
based system. Users can use it within an enterprise LAN or VoIP service 
provider network. 
 
Figure 4.10 X-Lite softphone 
As other softphones, X-Lite has all the standard telephone features, including 
two lines, Mute, Do not disturb, Three-way audio and video conferencing and so 
on. However, it also has some improved features and functions make X-Lite a 
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popular softphone on the market. 
• Instant messaging and presence using the SIMPLE protocol 
• "Zero touch" configuration 
• "Zero touch" detection to detect the bandwidth that a user's computer can 
access Support the RFC 3261 SIP standard, support for H.263, H.263 1998 
 
4.6.1.3  UCT IMS Client 
The UCT IMS Client [96] is a soft-phone designed especially for to use together 
with the Fraunhofer FOKUS Open IMS Core. It is run on a Linux-based operating 
system, and is very easy to configure and use. It support the AKA algorithm, 
support instant messages, the current version also support voice calls. Because it 
is still under improvement, there are some known bugs and the user interface is 
also very simple. 
 
4.6.2 Configuration of SIP/IMS Client 
As there are two defaults IMS UE by FHoSS, use the existing UEs' information to 
configure SIP UE so that they can register by OpenlMS server successfully. 
Configuration files of SIP UE 
Userdemo2: 
User part of the SIP URI: Userdemo2 
Host part of the SIP URI/Domain/realm: open-ims.test 
Password: Userdemo2 
Strict Outbound Proxy: sip:pcscf.open-ims.test:4060 
 
The main components that need to evaluate are at least: P-CSCF, I-CSCF, S-
CSCF, FHoSS, SIP2IMS and the interfaces between them (Cx, Gm, Wm). 
Considering that the testing case could be quite complicated because of involving 
so many components, for the next phase, start experiment with 'Registration at the 
IMS-level'. 
 
4.6.2.1   Configuration of X-Lite Softphone 
Installed X-Lite 3.0 in one computer, and use "user2" which is into the FHoSS to 
register. First add a new account before using X-Lite to place or receive calls. 
Click "SIP Account Settings" in the menu and select the Enable checkbox for 
the desired account. 
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Figure 4.11 Setting up Account 
 
4.6.2.2   Configuration of UCT IMS client 
The UCT IMS Client 1.0.3 in the Linux OS/Ubuntu as the IMS client. After installing, 
used the "make" command from the src directory to compile, and then 
"./uctimsclient" is used to run the software. It's much easier for us to use it 
because two defaulted users "Userdemo2" and "Userdemo1" have already been 
configured in it. 
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Figure 4-12 Preferences of UCT IMS client 
Considering that don't have QoS requirements, set "QoS" to "None" for both 
Userdemo2 and Userdemo1 register. 
 
4.6.3 Test tools 
Wireshark [94] is the open source software that works as a network packet 
analyzer. It can capture network packets and try to display the packet data in 
detail. It can be used to examine what is going on inside a network cable, so that 
can use it to examine kinds of problems, to debug protocol implementations, or to 
learn network protocol internals. In addition to these, Wireshark is also available 
for both Linux and Windows OS, and it is easy to use for searching and filtering 
packets on many criteria packets display based on filters. It is used to analyze 
each packet, the SIP protocol and the Diameter protocol in this project. 
 
SIPp [97] is the Open Source test tools used for performance testing of SIP 
protocol. SIPp is one of the best tools to do the performance testing because it 
can establish and release multiple calls with the INVITE and BYE methods. 
Besides, it can also read XML scenario files describing any performance-testing 
configuration. It features the dynamic display of statistics about running tests, 
periodic CSV statistics dumps, TCP and UDP over multiple sockets or multiplexed 
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with retransmission management, regular expressions and variables in scenario 
files, and dynamically adjustable call rates. It is also very useful to emulate 
thousands of user agents calling the SIP system. 
Although SIPp is much powerful, it is not so easy to use. As the reason that it is 
not the software using window interface, the operator has to write commands to 
control the signaling procedure. The operator should also write the register-
Userdemo2.xml and register.csv. 
SIPp can be used to test many real SIP equipments like SIP proxies, B2BUAs, 
SIP media servers, SIP/x gateways, SIP PBX, etc. It is also very useful in 
emulating thousands of user agents calling the SIP system. 
 
4.7 SIP signaling in OpenlMS 
Session Initiation Protocol (SIP) is IP phone/Multimedia Session Protocol based 
on text coding which is defined by IETF. [98] 
In SIP protocol, if “A” send request to B, then A is Client and B is server. 
Contrariwise, if B send request to A, then B is Client and A is server. 
SIP used to control multimedia sessions between users. What it can do is set up, 
modify and stop the multimedia sessions. There are 6 ways to carry out those 
functions: [99] 
• INVITE: Sending a call via invite user. 
• ACK: Using together with INVITE information to confirm the UAC has 
received the finally response of INVITE request. 
• BYE: User Agent uses this method to release call. 
• CANCEL: Used to cancel an unfinished request, has nothing to do with 
completed request. 
• REGISTER: User using this method to register the addresses in to server. 
User Agent sending REGISTER request to address when it starts working, in 
order to accomplish the registration to local server. 
• OPTIONS: Used to inquire after available User Agent or Servers. 
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The figure 4.13 shows the different cases use in test bed setup. 
 
Figure 4.13 Test cases in evaluating OpenlMS 
 
4.7.1   Registration Procedures 
Before an IMS terminal begins any operation, there are several required 
prerequisites that have to follow. First thing is to establish an IMS service contract 
or subscription between the end-user and IMS service provider so that the end-
user can be authorized when registering, making calls or doing other services. 
After this establishment, IMS terminal needs to access to an IP-CAN (IP 
Connectivity Access Network) such as GPRS, ADSL or WLAN, because IP-CAN 
can provide the IMS terminal connection to the IMS home network or IMS visited 
network. But in this situation, just concentrate on the Open IMS core network. In 
order to make the whole structure much easier, put the IMS terminal in the same 
network as the IMS server. Therefore, the IP-CAN is not considered in the project. 
In addition to the above aspects, IMS terminal also needs to discover the IP 
address of the P-CSCF that acts as an outbound/inbound SIP proxy server. This 
step is so important because IMS terminal can send and receive SIP signaling to 
or from the P-CSCF when P-CSCF discovery procedure is finished. When the 
prerequisites are fulfilled firstly, the IMS terminal can start to register to the IMS 
network. It's a regular SIP registration. 
The figure 4-14 shows the general procedure of a IMS terminal registering to the 
OpenlMS Core network. 
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Figure 4-14 Registration for IMS client in OpenlMS 
 
As shown in the figure 4-17, UE sends the SIP register request to P-CSCF, P-CSCF 
will send the register messages that contain P-CSCF name and user information 
to I-CSCF. I-CSCF obtains the HSS address and exchanges UMTS information 
with HSS through Cx interface, while at the same time HSS chooses the suitable S-
CSCF for UE according to the request of I-CSCF and sends the address back to I-
CSCF. 
After that, I-CSCF will deliver the register information to the selected S-CSCF. 
HSS stores register information with user identity and the corresponding S-CSCF 
name. At the end, S-CSCF answers the 200 ok to UE, and then sends the connect 
information back to I-CSCF and releases all register information. At that time, UE 
is prepared to use needed multimedia services. 
The purpose of registration for end-users is that they can be authorized to access 
the IMS network and use the IMS services. IMS Registration is accomplished by 
a SIP REGISTER request. First IMS terminal retrieves from ISIM the Private User 
Identities, Public User Identities and home network domain URI, and then it 
creates a SIP REGISTER request including the following four parameters. 
 
• The registration URI: this is used to identify the home network domain, and 
it included in the Request-URI of the REGISTER request. In this 
situation, it is: sip:open-ims. test. 
• The Public User Identity: it is a SIP URI that represents the user ID 
under registration. And it is included in the to header field value of the 
REGISTER request. In out case, it is: sip:Userdemo2@open-ims.test. 
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• The Private User Identity: this is only used for authentication, in this case, 
it is showed as: Userdemo2@open-ims.test. can find it in the in the username 
parameter of the Authorization header field value of SIP REGIDTER request. 
• The Contact address: this is a SIP URI which includes the IP address of the 
IMS terminal or a host name where the user is reachable. It is contained in the 
SIP contact header. And it is showed as: sip:Userdemo2@192.168.1.12:5060 
in this case. 
 
Internet Protocol, Src: 192.168.1.12 (192.168.1.12), Dst: 192.168.1.7(192.168.1.7) User 
Datagram Protocol, Src Port: 5060 (5060), Dst Port: 4060 (4060) Session Initiation 
Protocol 
Request-Line: REGISTER sip:open-ims.test SIP/2.0 Message Header 
Via: SIP/2.0/UDP 192.168.1.12:5060;rport;branch=z9hG4bK1480421391 
Route: <sip:pcscf.open-ims.test:4060;lr> 
From: <sip:Userdemo2@open-ims.test>;tag=1286929239 
To: <sip:Userdemo2@open-ims.test> 
Call-ID: 1298980893® 192.168.1.12 
CSeq: 1 REGISTER 
Contact: <sip:Userdemo2@ 192.168.1.12:5060> 
Authorization: Digest username="Userdemo2@open-ims.test", realm="open-ims.test", 
nonce=" ", uri="sip:open-ims.test", response=" " 
Max-Forwards: 70 
User-Agent: eXosip/2.2.2 
Expires: 600000 
Supported: path 
Content-Length: 0 
 
4.7.2   Subscription procedure 
By this stage, the registrar accepts the registration and creates a registration 
state. And the IMS terminal will subscribe to its registration-state information. The 
IMS terminal sends the SUBSCRIBER request for the event: reg to the P-CSCF 
and P-CSCF should proxy the request to the S-CSCF. After the S-CSCF receives 
the request, it acts as a SIP notifier and sends a 200 (OK) response, and the P-
CSCF forwards the response to the terminal. Besides, the S-CSCF should also 
send a NOTIFY request and the P-CSCF shall forward it to the terminal. 
Contained in this NOTIFY request are all the Public User Identities allocated to 
the user during the user's registration state. At the end, the terminal answers with 
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a 200 (OK) response and the P-CSCF forwards the response to the S-CSCF. 
 
4.7.3  Call Session procedure 
 
Figure 4.15: IMS client basic call setup 
 
The IMS Terminal Sends an INVITE Request 
The log message below shows this situation where the IMS client sends an 
INVITE request to the network. Taking a look at the message header field; This 
field is consisting of following header fields. 
• The Request-URI header field: It contains the Public User Identity that 
shows Userdemo2's identity which is belongs to the operator "open-ims.test". 
• The Via header field: In this header field, there are the IP address and the 
port number showing where the IMS terminal responses to the INVITE 
request. This header also shows what transport protocol will be used to 
transport SIP messages, in this case the protocol is "UDP". 
• The Contact header field: The value of this header is set to the SIP URI that 
the IMS terminal is supported to receive subsequent request. 
• The Router header field: The value of this header points to the P-CSCF in 
the visited network and the S-CSCF in the home network. As shown below, 
because this call is made within one network, the visit network and the home 
network are the same, which is known as "open-ims.test". 
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Route: <sip:pcscf.open-ims.test:4060;lr>  
Route: <sip:orig@scscf.open-ims.test:6060;lr> 
• The P-Preferred-identity header field: The value of this header set to 
"Userdemo2" and a SIP URI. When the P-CSCF forwarding the INVITE request 
to the home network, it will change this header filed into a P-Asserted-identity 
header field containing the same value. 
• The P-Asserted-identity header field: Whenever the P-CSCF forwards the 
SIP request; the request always contains a P-Asserted-identity header field, 
which includes a Public User Identity value. 
• The P-Assess-Network-info header field 
• The From and To header fields 
• The Privacy header field: This header field used to show that the user is willing 
to indicate some private information to called party. 
• The Require, Proxy-Require, and Supported header fields The Supported 
header field declares the SIP extensions that will be used in the response. For 
instance, in this example, the IMS terminal shows that it supports the 
provisioned response extension "100rel". 
• The Allow header fields: Though this header field is optional, it is important. 
It shows the SIP methods that the IMS terminal supports. 
• The Content-Type and Content-Length header fields: The values of those 
two headers rely on the body included in the INVITE request. 
 
Request-Line: INVITE sip:Userdemo1@open-ims.test SIP/2.0 Message Header 
Via:SIP/2.0/UDP 192.168.1.12:5060;rport;branch=z9hG4bK2099595392 
Route: <sip:pcscf.open-ims.test:4060;lr> 
Route: <sip:orig@scscf.open-ims.test:6060;lr> 
From: "Userdemo2" <sip:Userdemo2@open-ims.test>;tag=1990381184 
To: <sip:Userdemo1@open-ims.test> 
Call-ID: 1621887217® 192.168.1.12 
CSeq: 20 INVITE 
Contact: <sip:Userdemo2@192.168.1.12:5060> 
Max-Forwards: 70 
User-Agent: UCT IMS Client 
Subject: IMS Call 
Expires: 120 
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P-Preferred-Identity: "Userdemo2" <sip:Userdemo2@open-ims.test> 
Privacy: none 
P-Access-Network-Info: IEEE-802.1 la 
Require: see-agree 
Proxy-Require: see-agree 
Supported: lOOrel 
Allow:  INVITE,  ACK,  UPDATE,  INFO,  CANCEL,  BYE,  OPTIONS, REFER, 
SUBSCRIBE, NOTIFY, MESSAGE 
Content-Type: application/sdp 
Content-Length: 322 
 
The Originating P-CSCF Processes the INVITE response 
The P-CSCF first checks if the Router header contains the value that the 
Service-Router header field the IMS terminal received. Since the Router header 
contains the value, P-CSCF knows that the Router header is correctly populated. 
Then, P-CSCF checks whether a P-Preferred-identity header is in the INVITE 
request. In this example, the P-Preferred-identity header exists, then P-CSCF 
deletes it in the INVITE and inserts a P-Asserted-identity header field and set its 
value to a SIP registered Public User Identity of the user. 
The P-CSCF records the router and inserts a Record-Router header field with its 
own SIP URI when a SIP proxy wants to remain in the path for subsequent 
operation. 
Request-Line: INVITE sip:Userdemo1@open-ims.test SIP/2.0 Message Header 
Route: <sip:orig@scscf.open-ims.test:6060;lr> 
Record-Route: <sip:mo@pcscf.open-ims.test:4060;lr> 
Via: SIP/2.0/UDP 192.168.1.7:4060;branch=z9hG4bK17b.09719f96.0 
Via: SIP/2.0/UDP 
192.168.1.12:5060; rport=5060;branch=z9hG4bK2099595392 
From: "Userdemo2" <sip:Userdemo2@open-ims.test>;tag=1990381184 
To: <sip:Userdemo1@open-ims.test> 
Call-ID: 1621887217@192.168.1.12 
CSeq: 20 INVITE 
Contact: <sip:Userdemo2@ 192.168.1.12:5060> 
Max-Forwards: 16 
User-Agent: UCT IMS Client 
Subject: IMS Call 
Expires: 120 
Privacy: none 
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P-Access-Network-Info: IEEE-802.11 a 
Require: see-agree 
Proxy-Require: see-agree 
Supported: 100 rel 
Allow: INVITE, ACK, UPDATE, INFO, CANCEL, BYE, OPTIONS, REFER, SUBSCRIBE, 
NOTIFY, MESSAGE 
Content-Type: application/sdp 
Content-Length: 322 
P-Asserted-Identity: "Userdemo2" <sip:Userdemo2@open-ims.test> 
P-Charging-Vector:     icid-value="P-CSCFabcd00000000460eadl600000075"; icid-
generated-at=" 127.0.0.1"; orig-ioi="open-ims.test" 
 
The Originating S-CSCF Processes the INVITE Request 
The S-CSCF tries to route the SIP request based on the destination in the 
Request-URI. In this case the Request-URI is set to <sip: Userdemo1@open-
ims.test>, so the S-CSCF tries to find a SIP server in the network named "open-
ims.test". Since the request is forwarded within the homework, S-CSCF still 
keeps the P-Access-Network-lnfo header field in the request. 
The Terminating S-CSCF Processes the INVITE Request 
The S-CSCF in the terminating network used to take care of the callee receives 
the INVITE request. First, it verifies the callee by the Request-URI in the request, 
and it adds its own SIP URI to the Record-Router header field value to remains in 
the path. Then it continues with the processing of the INVITE request. It creates 
a new Request-URI with the contents of the Content header field value that were 
registered by the callee (<sip: Userdemo1@192.168.1.8:5060 SIP/2.0>). And it sets 
the Router header to that of the Path header that contains the P-CSCF in as 
showed below. 
Router: <sip: term@pcscf.open-ims.test:4060;lr> 
The S-CSCF is retargeted, so it inserts a P-Called-Party-ID header field which is 
set to the original Request-URI. 
P-Called-Party-ID: <sip: Userdemo1@open-ims.test> 
Then S-CSCF forwards the INVITE request including the P-Called-Party-ID 
header field and at the end the request will reach to the P-CSCF. 
The Terminal P-CSCF Processes the INVITE request 
In this case the caller set the Privacy header field to "none", therefore no privacy 
is required, so the P-CSCF keeps the P-Asserted-ldentity header field in the 
INVITE request. Also, the P-CSCF extracts the Public User Identity from 
the P-Called-Party-ID header of the SIP INVITE request and identifies the Public 
User Identity of the callee. 
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The Callee's Terminal Processes the INVITE Request 
The IMS terminal checks the P-Asserted-identity header field and gets the result 
that it presents, so the IMS terminal extracts the identity of the caller. Then it 
inspects the value of the P-Called-Party-ID to determine where the INVITE request 
is addressed. At the same time the IMS terminal inserts a Contact header whose 
value is a SIP URI that including the IP address and the port number. 
The Callee's IMS Terminal Processes the PRACK request 
When the PRACK is received at the callee the IMS terminal generates a 200OK 
response that is different from the 200OK to the INVITE request. 
The situation of SIP client is very similar to the IMS client case. However, there are 
some differences described below. 
As showed below, when the SIP terminal sends an INVITE request, there is no P-
Preferred-identity header, no P-Access-Network-info header, no Privacy header 
and no Require, Proxy-Require, Supported header fields in the message header 
field. 
Request-Line: INVITE sip:user1@open-ims.test SIP/2.0 Message Header 
Via: SIP/2.0/UDP 
192.168.1.15:34156;branch=z9hG4bK-d87543-d852681fdl5532 72-l~d87543-;iport 
Max-Forwards: 70 
Route: <sip:orig@scscf.open-ims.test:6060;lr> 
Contact: <sip:user2@192.168.1.15:34156> 
To: "user1 (Softphone)"<sip:user1@open-ims.test> 
From: "user2"<sip:user2@open-ims.test>;tag=ef22a914 
Call-ID: M2IwM2HN2QxZTJiZTcxNGFmNjEzZTFhNjNkZDE4MzI. 
CSeq: 1 INVITE 
Allow:   INVITE,   ACK,   CANCEL,   OPTIONS,   BYE,   REFER,   NOTIFY, MESSAGE, 
SUBSCRIBE, INFO 
Content-Type: application/sdp 
User-Agent: X-Lite release 1006e stamp 34025 
Content-Length: 325 
From the basic session setup figure for SIP terminal, between the S-CSCF in 
the originating home network and the P-CSCF in terminating visited network, 
there is a terminating home network containing I-CSCF, HSS and S-CSCF. 
Therefore, discuss another situation below. 
 
The Terminating I-CSCF Processes the INVITE request 
The S-CSCF has found the I-CSCF at the SIP server in the home network. The 
I-CSCF is used to identify the callee in the Request-URI of the INVITE request 
and has to forward the SIP request to the S-CSCF allocated to the callee. To 
discover the address of the S-CSCF is allocated to the callee, the I-CSCF queries 
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the HSS where the address of the S-CSCF is stored with a Diameter Location-
Information-Request (LIR) message. After the HSS received the message, it gets 
the stored S-CSCF address and inserts it in a Diameter Location-
Information-Answer (LIA) message, sending it to the I-CSCF. Till then, I-CSCF 
can route the INVITE request to the S-CSCF that is allocated to the callee. 
Another difference from the IMS case is that there is no PRACK response in the 
session for SI Pease. 
 
4.8 Evaluation of OpenlMS components 
4.8.1 Evaluation at the UE 
Table 4-1: Evaluation at the UE 
TS 24.229 v6  R6 Conform 
R6 Non-
conforma comments  
5.1 Procedures at the UE     
 5.1.1.2 Initial registration  #   
  On sending a REGISTER request   # 
no security-client; no P-
Access-Network-Info 
header  
  
On reseiving the 200 (OK)response to the 
REGISTER  #  
without considering 
security  
 
5.1.1.3 Initial subscription to the registration-state event 
package   # 
no P- Access-Network -
Info header; no Event & 
Expires header  
 5.1.1.5 Authentication     
  
On receiving a 401 (Unauthorized)reponse to the 
REGISTER request   #  
  
the 401 (Unauthorized) reponse to the 
REGISTER request is deemed to be valid   #  
  
On receiving the 200 (OK) reponse for the security 
association protected REGISTER request   #  
 5.1.1.6 User-initiated deregistration     
  On sending a REGISTER request   # no Security-Verity; no security-client; no P- 
Access-Network-Info 
  
On receiving the 200 (OK) reponseto the 
REGISTER request  #   
 
5.1.2.1 Notification about multiple registered pubblic user 
identities  * ( IMS) *(sn>)  
 5.1.3.1 Initial INVITE request  * ( IMS)   
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As showed in the table, since testing is within one single domain and no security is 
required, so for both IMS and SIP clients, in most cases such as registration, 
deregistration and authentication, there are no security-client or security-server 
headers, no security-association, and no P-Access-Network-lnfo and P-
Associated-URI headers. Besides, when UE initials subscription to the 
registration-state event package, the event header should set to "reg". But for 
SIP clients, the event header set to "message-summary". Otherwise, these 
testing situations are mostly consistent with the 3GPP TS 24.229 specification. 
In Appendix B described the testing situations in detail according to the sub-
clauses in the specification 3GPP TS 24.229. 
 
4.8.2 Evaluation at the P-CSCF 
Generally speaking, the functionality of the P-CSCF is mostly conformant to the 
specification of 3GPP R6 TS 24.229. The P-CSCF of OpenlMS support the Path 
and Service-Route headers, and the Path header is only used in the REGISTER 
request and its 200 (OK) response, while the Service-Route header is only 
applicable to the 200 (OK) response of REGISTER request. 
The difference in OpenlMS is: for both IMS Client and SIP Client, there is not P-
Charging-Function-Addresses header. Therefore, the functionality of P-CSCF with 
P-Charging-Function-Addresses header is not considered. The other difference is 
that there is no P-Media-Authorization header in OpenlMS, because what this 
project concentrates on is just OpenlMS Core in which the AS is not included. 
As for the reason that the security is not considered, the REGISTER request is 
not protected. Therefore, the REGISTER request is not protected in this case, and 
the Security-Client header does not exist. The related information regarding 
security is different from the specification. For example, there are no security 
associations, Security-Server, or reg-await-auth timer. And the parameter 
"integrity-protected" is inserted with the value "no". And the architecture of the 
OpenlMS Core in this case is too simple to include the security, because all the 
components are fixed in a single domain. 
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Table 4-2 Evaluations at the P-CSCF 
TS 24.229 v6  R6 Conformant 
R6 Non-
conformant Comments 
5.2 Procedure at the P-CSCF     
 5.2.1 General  #   
 5.2.2 Registration     
  
When the P-CSCF receives a REGISTER 
request from the UE   # 
not protected; no 
Security-Client header  
  
When the P-CSCF receives a 
401(Unauthorized) response to a 
REGISTER request  
#  Without considering 
security  
  
When the P-CSCF receives a 200(OK) 
response to a REGISTER request   # 
no contact header; no 
P-Asserted-Identity 
header; no P-
Charging-Function-
Address; term-ioi is 
not received header  
 
5.2.3 Subscription to the user's registration-state 
event package     
  
Upon receipt of a 200(OK) response to the 
initial REGISTER request   # 
From header is not set 
to P-CSCF's SIP URI; 
the Expire header is 
 5.2.5 Deregistration   * (SIP) 
no functionality of 
deregistration for SIP  
  5.2.5.1 User-initiated deregistration   # 
does not remove the 
Public User Identity 
found in the To 
 
5.2.6 General treatment for all dialogs and 
standalone transactions excluding the 
REGISTER method  
   
  5.2.6.3 Requests initiated by the UE   # 
HO P-Charging-
Function-Address 
header  
  5.2.6.4 Requests terminated by the UE  #   
 5.2.7 Initial INVITE     
  5.2.7.2 Mobile-originating case   # 
doesn't insert the P-
Media-Authorization 
header  
 5.2.8.1 P-CSCF-initiated Call release     
  5.2.8.1.2 Release of an existing session  #  
for IMS: P-CSCF 
serves the calling 
user, for SIP: P-CSCF 
serves the called user 
.  
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The next difference is that P-CSCF cannot store the values received in the P-
Charging-Function-Address header. The last difference is that a term-ioi parameter 
is not received in the P-Charging-Vector header. 
For the situation where it receives a 200 (OK) response to the initial REGISTER 
request, The P-CSCF will generate a SUBSCRIBE request but the From header is 
not set to the P-CSCF's SIP URI. It set as: sip:Userdemo2@open-ims.test which is 
a Public User Identity's SIP URI. And the Expires header is still set to 600000 which 
are the same as the Expires header indicated in the 200 (OK) responses to the 
REGISTER request. 
In deregistration case, for the SIP Client, it doesn't support the functionality of 
deregistration. For the IMS Client, there are some functionalities of deregistration 
are different from the specification. 
When the P-CSCF receives an initial request for a dialog or a request for a 
standalone transaction, the request of IMS client contains a P-Preferred-ldentity 
header, so the P-CSCF shall identify the initiator of the request by that public user 
identity. As to the SIP client, the situation is different. The request of the SIP client 
doesn't contain a P-Preferred-ldentity header, so the P-CSCF shall identify the 
initiator of the request by a default public user identity. 
There is no Service-Route header in this situation, and therefore not consider the 
related cases. 
Both the IMS and SIP client add their own address via header, a situation that is 
conformant to the specifications. When the P-CSCF receives a 1xx or 2xx 
response to the before request, the P-CSCF shall not store the values received in 
the P-Charging-Function-Address header, because don't have this header in this 
cases. 
When the P-CSCF receives an INVITE request from the UE, the P-CSCF shall 
respond to all INVITE requests with a 100 (Trying) provisional response that is 
conformant to the specification. But the P-CSCF doesn't insert the P-
Media-Authorization header containing that media authorization token. 
For the situation of call release, for the IMS clients, the P-CSCF serves the 
calling user of the session it shall generate a BYE request based on the information 
saved for the related dialog. And for SIP client, the P-CSCF serves the called 
user of the session it shall generate a BYE request based on the information saved 
for the related dialog. The situations of security association and access network 
are not considered. 
In Appendix B described the testing situations in detail according to the sub-
clauses in the specification 3GPP TS 24.229. 
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4.8.3 Evaluation at the I-CSCF 
Table 4-3: Evaluation at the I-CSCF 
 
TS 24.229 v6  R6 Conformant 
R6 Non-
conformant  Comments  
5.3 Procedure at the I-CSCF     
 5.3.1 Registration procedure     
  5.3.1.2 Normal procedures   # The SLF is not included  
 5.3.2 Initial requests  #  
don't consider the IP 
connective access 
network  
  5.3.2.1 Normal procedures   # 
for IMS: remove SIP URI, 
route the request; for 
SIP: contains more than 
one Route header.  
 5.3.3 THIG functionality in the I-CSCF (THIG)  # in single domain  
 
Generally speaking, the I-CSCF behaves as a stable proxy during the 
registration procedure. 
The I-CSCF decides which HSS to query, and possibly as a result of a query to 
the Subscription Locator Functional (SLF) entity. But in the OpenlMS Core, the SLF 
is not included. 
All components in this situation are in a signal domain. Therefore, not considered 
the IP connective access network. That's the reason don't have P-Access-
Network-lnfo headers. As the same reason, not see the procedures about I-CSCF 
shown in the Wireshark [94] log messages. 
 
There is a situation, which is different on IMS Client and SIP Client:  
When the I-CSCF receives an initial request for a dialog or standalone transaction, 
traced the log messages about IMS Client, and found that the I-CSCF removes 
its own SIP URI from the topmost Route header, and routes the request based on 
the Request-URI header field. With the trace on SIP Client, the situation is 
different. I-CSCF contains more than one Route header, and I-CSCF at first 
removes its own SIP URI from the topmost Route header, and then forwards the 
request based on the topmost Route header. 
The situation of THIG is not considered, because the visited network and the 
home network are the same in this case. 
In Appendix B described the testing situations in detail according to the sub-
clauses in the specification 3GPP TS 24.229. 
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4.8.4 Evaluation at the S-CSCF 
Table 4-4 Evaluation at the S-CSCF 
 
TS24.  229 v6  R6 Conformant 
R6 Non-
conformant  Comments 
5.4 Procedure at the S-CSCF     
 5.4.1.1  Introduction  #    
 5.4.1.2 Initial registration and user-initiated reregistration    
  5.4.1.2.1 Unprotected REGISTER  *( IMS)  * ( S I P )   for SIP: no ik.ck field and 
no reg-await-auth header 
 5.4.1.4 User-initiated deregistration   #  
for IMS: integrity-
protected =0; for SIP 
doesn't support function 
of deregistration  
 5.4.2.1  Subscriptions to S-CSCF events     
  
5.4.2.1.1 Subscription to the event providing 
registration state  #   
without considering 
association security  
 
5.4.3.1 Determination of mobile-originated or mobile-
terminated case  #    
 5.4.3.2 Requests initiated by the served user   #  
no P-charging- Verity 
header; no P-charging-
Function-Address 
header; no need of 
network-hiding; no P-
Access-Network-Info 
header  
 5.4.4.1  Initial INVITE  #    
 5.4.4.2 Subsequent requests     
  5.4.4.2.1 Mobile-originating case   #   
  5.4.4.2.2 Mobile-terminating case   #   
 5.4.5.1  S-CSCF-initiated session release     
  5.4.5.1.2 Release of an existing session  #    
 
As showed in the table 4-4, testing for registration procedures, both IMS clients 
and SIP clients support the Path header and Service-Route header. However, for 
IMS cases, those two headers also appear when the S-CSCF receives the "401 
Unauthorized-Challenging the UE" which is not accordance to the specification 
3GPP TS 24.229. According to the specification, the initiated register request in 
this testing case is unprotected. Under this condition, when receiving a REGISTER 
request with the "integrity-protected" parameter set to "no" or without the "integrity-
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protected" parameter, the S-CSCF behaves almost as the specification says, but 
for both IMS and SIP clients, it doesn't start the timer reg-await-auth. 
When an incoming SUBSRIBER request addressed to S-CSCF arrives containing 
the Event header, for both SIP client and IMS client, the S-CSCF can find the 
identity for authentication of the subscription in the P-Asserted-ldentity header 
received in the SUBSRIBER request and also stores the value of the orig-ioi 
parameter received in the P-Charging-Vector header. 
However, for SIP client, the SUBSCRIBER request is subscribed to the event 
"message-summary" instead of event "reg" described in the specification, so it 
cause all notify messages to give the "487 Package not Supported" information. 
Looking at this testing cases for call session procedures, table 4.4 that when a 
request is initiated by served users, for both IMS and SIP clients, the S-CSCF 
doesn't insert P-Charging-Function-Addresses and there is no access-network-
charging-info parameter in the P-Charging-Vector header field, and the S-CSCF 
doesn't remove the P-Access-Network-info header based on the destination 
URI. Besides, for both the SIP clients and the IMS clients, when the S-CSCF 
receives an INVITE request, the S-CSCF processes the initial INVITE request 
without examining the SDP. 
In Appendix B described the testing situations in detail according to the sub-
clauses in the specification 3GPP TS 24.229. 
 
4.8.5 Evaluation at the SIP2IMS 
To accelerate testing and to integrate with SIP UEs and test tools, a gateway that 
helps SIP traffic to work in an IMS environment was required. The SIP-to-IMS 
gateway performs this adaptation tasks. At the moment it translates between 
MD5 and AKAv1-MD5 authentications and helps with special headers. The 
SIP2IMS Gateway can been regarded as the helper module of the Open source 
IMS Core project to allow the verification of services with current state-of-the art 
VoIP clients. Yet, due to its gateway nature, it filters much of the IMS advantages 
and should not be regarded as a full-blown IMS solution. 
The Open Source IMS SIP2IMS Gateway should allow transformation of IETF SIP 
messages to IMS conformant messages. It translates MD5 authentication to IMS 
AKA authentication. SIP2IMS can also enable developers to access core 
elements and to trial multimedia services by using a non-IMS VoIP client. 
But in the real experiment, the gateway SIP2IMS is useless, use SIP client by 
changing the authentication-algorithm into MD5, while use IMS client by changing 
the authentication-algorithm into AKAv1-MD5. The SIP2IMS gateway doesn't 
afford the functionality to translate MD5 authentication to AKAv1-MD5 when use 
SIP client change into IMS client. 
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4.8.6 Evaluation at the Cx 
In this situation, there are several commands that appear which are User-
Authorization-Request (UAR), User-Authorization-Answer (UAA), Server-
Assignment-Request (SAR), Server-Assignment-Answer (SAA), Location-Info-
Request (LIR), Location-Info-Answer (LIA), Multimedia-Auth-Request (MAR), 
Multimedia-Auth-Answer (MAA). For both IMS clients and SIP clients, these 
examples are mostly in accord with the 3GPP TS 29.229. All the mandatory AVPs 
and most optional AVPS in those commands. However, there are no "Registration-
Termination-Request (RTR)", "Registration-Termination-Answer (RTA)", "Push-
Profile-Request (PPR)" and "Push-Profile-Answer" commands in these 
examples. 
For both IMS client and SIP client in example, there are two values standing for 
success that are "DIAMETER_FIRST_REGISTRATION" & 
"DIAMETER_SUBSEQUENT_REGISTRATION". 
The "DIAMETER_FIRST_REGISTRATION" appears in MAA, SAA and LIA 
commands while the "DIAMETER_SUBSEQUENT_REGISTRATION" appears in 
UAA command during the registration process. 
There are also several AVPs that are showed in the [23] of 3GPP TS 29.229 that 
appeared in this examples, namely, Visited-Network-identifier AVP (600), Public-
Identity AVP (601), Server-Name AVP (602), User-Data AVP (606), SIP-Number-
Auth-ltems AVP (607), SIP-Auth-Data-item AVP (612), Server-Assignment-
Type AVP (614), Charging-information AVP (618), User-Authorization-Type AVP 
(623), User-Data-Already-Available AVP (624) 
In Appendix B described the testing situations in detail according to the sub-
clauses in the specification 3GPP TS 24.229. 
 
4.8.7 Evaluation at the abnormal cases 
At first, choose SJphone [100] as the SIP Client with which are always got the 
following error: 
 
403 forbidden-not registered! You must register first with a s-cscf 
Checked it and found that SJ Phone doesn't put Expires header to the REGISTER 
request, so although could get 200 OK, it comes with 0 binding, which means it is 
not registered. In addition, there is another problem with SJ Phone, which is that 
doesn't follow Service Route headers. Therefore, use X-Lite which can at least 
work instead of SJphone. 
During the register process, several errors occurred, brief of each as following: 
 
503 : Server Unavailable 
To solve this problem, need to change the DNS address to: 192.168.1.7. This is 
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because the DNS service on that host knows about the open-ims.test DNS zone. 
 
600: Busy everywhere 
The following trace when got this error: 
Status-Line: SIP/2.0 600 Busy everywhere-Forwarding to S-CSCF failed 
status-code: 600 
[Resent Packet: False] Message Header 
via: SIP/2.0/UDP 192.168.1.12:65290; 
To: "Userdemo1"<sip:Userdemo1 at Open-
ims.test:tag=a6alc5f60faecf035alae5b6e96e979a-c29e 
From:"Userdemo1" <sip:Userdemo1 at open-ima.testx tag=f66a8220 
Call-ID: YjY4M7FjMGExM2FmZTNhZTI2ZGNKNDI2NmUxNzU5N2Y 
Cseq: 1 REGISTER 
Server: sip Express router(2.1.0-devl-OpenIMSCore (x86_64/Linux)) 
Content-Length: 0 
Warning: 392 127.0.0.1:5060 "Noisy feebback tells: pid=13230 req_src_ip=192.168.1.7 
req_src_port=4060 in_uri=sip:open-ims.test out_uri=sip:scscf.open-ims.test:4060 
via_cnt==0" 
 
During this occurrence, just restarted the system and this problem was 
resolved, however, got another error as shown below; 
 
403 forbidden - HSS user unknown 
Since it shows 'user unknown', focus on check logs that are connected to user 
and see what the response is. After checking, find that made some mistakes 
when set up the account. 
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Figure 4-16 Mistakes in properties 
 
As shown in figure 4-16, had some mistakes at 'user name' and 'Authorization user 
name'. Need to delete the space after 'Userdemo1' in 'user name', and have to 
change 'Authorization user name' into 'Userdemo1@open-ims.test'. 
After made these two changes, tried to register again, and this time registration was 
successful! 
During the register process, only met one problem said: 
 
403 Forbidden—HSS returned no authentication vectors. 
The S-CSCF sends the request for the HSS regarding the authentication vectors 
and also specifies the preferred scheme, and the HSS is looking on request, for an 
authentication scheme specified by the S-CSCF, which has to be used. Then, the 
HSS verifies if the user supports that scheme. If the user does not support the 
requested scheme, the HSS will send an error message to the S-CSCF with 
Authentication Scheme not supported. So to solve this problem need to configure 
the S-CSCF and the HSS for the same scheme. 
For this case, first change the "Authentication algorithm" from "Digit-MD5" to"Digit-
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AkAV1-MD5" from the HSS web interface. And then in the "scscf.cfg" file, change 
modparam("scscf',"registratiotn-default-algorithm","MD5") 
#modparam("scscf',"registration-default-algorithm","AKAV2-MD5") 
#modparam("scscf',"registrationi-default-algorithm","AKAVl-MD5") 
 
TO: 
modparam("scscf',"registratiotn-default-algorithm","AKAVl-MD5") 
#modparam("scscf',"registration-default-algorithm","AKAV2-MD5") 
#modparam("scscf',"registrationi-default-algorithm","MD5") 
After changing, restarted S-CSCF, and then tried to register again, and the 
problem was solved. 
 
4.9 Solutions of interoperability between IMS and SIP 
Through various kinds of experiments, found that most kinds of cases can be 
obtained, but they are just limited in using the same user equipment. For example, 
can set up the call session by using SIP Client - SIP Client, or IMS Client - IMS 
Client. In fact, that is too limited when used in enterprise solutions because 
some of the clients can only support SIP, and some can support IMS. No doubt 
companies want to find a way for the interoperability between SIP and IMS so that 
the establishment can be set up. 
 
4.9.1 Use two S-CSCFs 
The way to find out how to solve this problem is to know the reason why IMS 
service can only be used in the same user equipment. Make the experiment by 
using a SIP Client and an IMS Client at the same time. And then use the log 
message shown on Wireshark to analyze the reason. 
 
During the register process, the following problem occured:  
403 Forbidden—HSS returned no authentication vectors 
After analyzing, found that the reason is something about authentication and the 
related components are may be S-CSCF and HSS. 
In the evaluation of OpenlMS, One main feature of S-CSCF in OpenlMS is to 
retrieve authentication vectors. It supports several ways of authentication: AKAv1-
MD5, AKAv2-MD5 and MD5. The authentication algorithm AKAv1-MD5 is 
supported for IMS Client, while the authentication algorithm MD5 is supported for 
SIP Client. The S-CSCF will choose one authentication algorithm when the clients 
register or call through OpenlMS. Therefore, if the clients belong to SIP clients or 
IMS clients, the S-CSCF could work correctly, but if the clients who want to 
connect to the OpenlMS belong to different kinds, the S-CSCF will be confused 
 152
about which authentication algorithm to choose, and then the error above will be 
shown. 
Therefore, consider that if it is possible to use two S-CSCFs which support 
different authentication algorithms, one supporting 'AKAv1-MD5' for IMS Client, 
and the other supporting 'MD5' for SIP Client, so that the SIP Client and IMS 
Client can register at the same time, and implement some IMS services between 
them. This is one solution for the interoperability between IMS and SIP. 
 
Figure 4.17: Interoperability between SIP and IMS 
 
4.9.2 Installation and configuration of S-CSCF2 
In order to reach this purpose, install the S-CSCF2 on another computer with the 
IP address and the port 168.192.1.12:4060, while the S-CSCF with the different 
IP address and the port number is: 168.192.1.7:5060. Some changes in the 
configuration files are required. 
 
4.9.2.1    Add S-CSCF2 in DNS 
cd var/named/etc/sites/open-ims.test 
sudo vim open-ims.zone 
This command is used to modify the zone.files. After open it, the scscf2 is added in 
the zone.file which is shown as follow: 
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$ORIGIN open-ims.test.   
$TTL1W   
@ ID IN SOA localhost. root.localhost. ( 
  2006101001            ; serial 
  3H                            ; refresh 
  15M                          ; retry 
  1W                            ; expiry 
  ID )                        ; minimum 
 ID IN NS ns 
ns ID IN A 192.168.1.7 
pcscf ID IN A 192.168.1.7 
open-ims.test. ID IN A 192.168.1.7 
icscf ID IN A 192.168.1.7 
_sip ID SRV 0 0 5060 icscf 
_sip._udp ID SRV 0 0 5060 icscf 
_sip._tcp ID SRV 0 0 5060 icscf 
open-ims.test. ID IN    NAPTR    10    50    "s"    "SIP+D2U 
_sip._udp.open-
ims.test. 
  
open-ims.test. ID IN    NAPTR    20    50    "s"    "SIP+D2T 
_sip._tcp.open-ims.test.   
scscf ID IN A 192.168.1.7 
scscf2 ID IN A 192.168.1.12 
sip2ims ID IN A 192.168.1.7 
hss ID IN A 192.168.1.7 
ue ID IN A 192.168.1.7 
presence ID IN A 192.168.1.7 
 
4.9.2.2   Installation of S-CSCF2 
The installation steps are shown as follows 
The first step is to create a new directory on the new computer. Then, to create 
the directory for serjms under the directory /opt/OpenIMSCore, get the Code of 
CSCFs - serjms/trunk from the page http://svn.berlios.de/svnroot/ 
repos/openimscore . After that, need to check if the CSCFs are there. The 
following step is to compile the CSCFs, which is to make libs install all in 
serjms. This step takes some time to finish and have to make sure all the 
prerequisites have been installed. Just need the new S-CSCF, so it is not 
necessary to install icscf .sql or other components of CSCFs into MySQL. The 
last step is to configure the IMS core; just need to copy the files of icscf: icscf.cfg, 
icscf.xml, icscf.sh to /opt/OpenIMSCore. Note that the necessary changes are 
needed in this situation. 
mkdir /opt/OpenIMSCore 
cd /opt/OpenIMSCore 
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mkdir ser_ims 
svn checkout http://svn.berlios.de/svnroot/repos/openimscore/ser_ims/trunk ser_ims 
cd ser_ims 
make install-libs all 
cd.. 
cp ser_ims/cfg/icscf.* . 
 
4.9.2.3   Add S-CSCF2 in FHoSS 
After the installation of s-cscf2, it should be edited in the icscf database and 
also inserted into the new one. The tables of icscf in database are shown as 
follows: 
 
|Tables_in_icscf + 
| nds_trusted_domains 
| s_cscf 
I s_cscf_capabilities 
 
Then select the data from s_cscf in this table, and edit the default S-CSCF as IMS 
S-CSCF with the uri as: sip:scscf.open-ims.test:6060 while inserting the new s-
cscf2 as SIP S-CSCF with the uri as: sip:scscf2.open-ims.test:4060. 
 
+----+------------------+----------------------------------------+ 
id I name 
+----+------------------+----------------------------------------+ 
s cscf uri 
| 1    | IMS S-CSCF | sip:scscf.open-ims.test:6060 |  
2   | SIP S-CSCF | sip:scscf2.open-ims.test:4060 | 
+----+------------------+----------------------------------------+ 
 
Next, select the data from s_cscf_capabilities and edit it. The 0, 1 of capability 
represents the authentication algorithms of AKAv1-MD5 and MD5.  
Therefore, 0 is assigned to IMS S-CSCF and 1 is assigned to the SIP S-CSCF. 
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+----+------------------+----------------------------------------+ 
id I id_s_cscf     | capability 
+----+------------------+----------------------------------------+ 
| 1 | 1 | 0 | 
| 2 | 1 | 0 | 
| 3 | 2 | 1 | 
| 4 | 2 | 1 | 
+----+--------------+-----------------+ 
Then, select the data from the diam_servers table. There is a default server and 
host for S-CSCF, and insert the new server and host for the S-CSCF2. 
 
+---------------------------------------+----------------------------+ 
| server | host | 
+---------------------------------------+--------------------------- + 
| sip:scscf.open-ims.test:6060 | scscf.open-ims.test | 
| sip:scscf2.open-ims.test:4060 | scscf2.open-ims.test | 
+---------------------------------------+----------------------------+ 
 
4.9.2.4   Modification in s-cscf/s-cscf2.cfg 
As in the evaluation of abnormal cases in chapter, if the authentication algorithm in 
S-CSCF is not defined in right way, will receive the 403 error which is describe as 
HSS returning no authentication vectors. In case the error occurs, need to define 
the authentication algorithm in each s-cscf for each kind of client. 
In the file of scscf.cfg, defined the default authentication algorithm as"Digit-
AkAV1-MD5". 
#modparam("scscf","registration_default_algorithm","MD5") 
#modparam("scscf","registration_default_algorithm","AKAv2-MD5") 
modparam("scscf","registration_default_algorithm","AKAv1-MD5") 
 
And in the file of scscf2.cfg, define the default authentication algorithm as "Digit--
MD5". 
modparam("scscf","registration_default_algorithm","MD5") 
#modparam("scscf","registration_default_algorithm","AKAv2-MD5") 
#modparam("scscf","registration_default_algorithm","AKAv1-MD5") 
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After these steps, could register SIP Client and also IMS Client at the same time. 
Additionally, the call session can be established as well. 
 
4.9.3 Registration and call session with S-CSCFs 
As described earlier, still put the terminal and the server in the same network that 
is: open-ims.test. Following, will describe the situation where the SIP client 
registered and the call session to OpenlMS network use S-CSCF2. 
 
 
4.9.3.1    Registration with S-CSCF 2 
As showed in the figure 4.18, first the SIP terminal creates a SIP REGISTER 
request including four parameters that are the registration URI, the Public User 
Identity, the Private User Identity and the Contact address. In this situation: 
• The registration URI is: sip:open-ims.test 
• The Public User Identity is: sip:user2@open-ims.testor sip:user1@open-
ims.test 
• The Private User Identity is: user2@open-ims.test or user1@open-ims.test 
• The Contact address is: user2(3)192.168.1.13:51066 or 
11(3)192.168.1.5:5062 
The SIP terminal sends the request to the P-CSCF. The P-CSCF inserts a P-
Visited-Network-ID that shows where the P-CSCF is located. In this example this is 
shown: open-ims.test. And the P-CSCF also inserts a Path header with its own 
SIP URI to request the home network to forward all SIP requests. In this example, 
this SIP URI is: sip:term@pcscf.open-ims.test:4060. The P-CSCF discovers an I-
CSCF in the home network and forwards the SIP REGISTER request to it. 
The I-CSCF queries the HSS with a Diameter UAR message and the HSS 
answers with the Diameter UAA message. Eventually, the I-CSCF forwards the 
REGISTER request to the S-CSCF2. 
The S-CSCF2 creates a Diameter MAR message and sends it to the HSS. The 
HSS then stores the S-CSCF2 URI in the user data for further query and answers 
with a Diameter MAA message. In this way, the S-CSCF2 has downloaded 
the authentication data from the HSS. After this, the S-CSCF2 creates a SIP 401 
(Unauthorized) response and forwards it to the SIP terminal via I-CSCF and P-
CSCF. 
In response, the SIP terminal sends a new REGISTER request to the P-CSCF. 
Because the authentication was successful before, when the request is received 
by the S-CSCF2, it sends a Diameter SAR message to the HSS to inform it that 
the user is now registered and at the same time to download the user profile. 
Then, the S-CSCF2 sends a 200 (OK) response to the SIP terminal showing 
that the REGISTER request is successful. 
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By this stage, in theory the SIP terminal should send the SUBSCRIBER request 
for the event: reg to the P-CSCF and P-CSCF should proxy the request to the S-
CSCF. The S-CSCF shall act as a SIP notifier and sends a 200 (OK) 
response, and the P-CSCF forwards the response to the terminal. In addition, the 
S-CSCF should also send a NOTIFY request and the P-CSCF shall forward it to 
the terminal. At the end, the terminal answers with a 200 (OK) response and the 
P-CSCF forwards the response to the S-CSCF. 
However, in this example, the situation is quite different. First, after the SIP 
terminal receives a 200 (OK) response for the registration process from the S-
CSCF2, it generates a new SUBSCRIBE request to event package: message-
summary instead of event: reg. This request is forwarded to the S-CSCF2 via P-
CSCF and I-CSCF, and the S-CSCF2 return also with the SUBSCRIBE request to 
the terminal. When the terminal receives the request, it sends a "489: Event 
Package not Supported" message to the P-CSCF and then the P-CSCF 
forwards the message to the S-CSCF2. The S-CSCF2 also forwards the 
message back to the terminal via I-CSCF and P-CSCF. This process is 
unexpected according to the theory, so think this SIP client is not supporting the 
event package: message-summary. 
After this, instead of sending a SUBSCRIBE request to event: reg by the SIP 
terminal, the P-CSCF directly sends the SUBSCRIBE request towards the event 
package: reg to the I-CSCF, and the I-CSCF forwards the message to the S-
CSCF2. Then the S-CSCF2 answers with a "200 Subscription to REG saved" 
message and the I-CSCF forwards the message to P-CSCF. Additionally, the S-
CSCF sends a NOTIFY message to the P-CSCF and gets the answer 200 (OK). 
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Figure 4.18 Registration SIP client to OpenlMS (with two S-CSCF) 
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4.9.3.2   Call session with S-CSCF 2 
The figure 4.19 below shows the flow of call session setup between the SIP client 
and the IMS client. From this Wireshark logs cannot get detailed information about 
the S-CSCF2. From the figure, it can be seen that the call process between SIP 
and the IMS client is almost the same as the call process between SIP clients. For 
this, mention here that the "101 Dialog Establishment" message has not been 
defined in the 3GPP specification, so can consider it as an unexpected situation. 
Figure 4.19: Call session setup between SIP client and IMS client 
 
4.9.4 Evaluation about the solution with two S-CSCFs 
The experiment shows it is possible to use two S-CSCFs supporting different 
authentication algorithms for SIP Client and IMS Client at the same time, so that 
the two clients can register to the OpenlMS at the same time and further establish 
 160
the call session. Although the solution can be implemented, there are still some 
latent problems. 
 
4.9.4.1   Instability 
After each registration or call session, not to continue to repeat the testing again, 
but to get 403 errors - HSS returned no authentication vectors. 
This error occurs when there is no matched authentication algorithm in S-CSCF. 
Therefore, check the scscf.cfg and the database in MySQL. There is no change in 
scscf.cfg or scscf2.cfg, but the data in MySQL/hssdb/impi is changed automatically, 
regarding this error occurance and solving process. IMPI is IP Multimedia Private 
Identity while IMPU is IP Multimedia Public Identity. They are contained in HSS 
user database. 
The example below will illustrate how it changes. The data is too long to show, so 
it is shown with only the changeable parts. 
The table is the data from MySQL/hssdb/impi, and is the state before testing. can 
derive from it that user2@open-ims.test and user1@open-ims.test are SIP Clients, 
and they both register to the S-CSCF 2 by using the "Digest-MD5" authentication 
algorithm, while Userdemo1@open-ims.test and Userdemo2@open-ime.test are 
IMS Clients who use "Digest-AKAv1-MD5" and register to the S-CSCF. Obviously, 
it is configured in the right way. 
+---------------------+----+--------------------------------+----+------------------------ +----+---------+ 
| impi_string |......| scscf_name |......| auth_scheme |......| algorithm | 
+---------------------+----+---------------------------------+---+-------------------------+---+---------+ 
|Userdemo1@open-ims.test|......|sip:scscf.open-ims.test:6060|......| Digest-AKAv1-MD5 |......| AKAv1| 
|user2@open-ims.test |......|sip:scscf2.open-ims.test:4060|......| Digest-MD5 |......| NULL | 
|user1@open-ims.test |......| sip:scscf2.open-ims.test:4060 |……| Digest-MD5 |…… | NULL | 
|Userdemo2@open-ims.test|......|sip:scscf.open-ims.test:6060|......|Digest-AKAv1-MD5|......|AKAv1| 
+-----------------------+---+----------------------------------+---+------------------------+---+--------+ 
 
Use of right configured data to test once, after that the data is changed by itself 
as following table. 
+---------------------+----+--------------------------------+----+------------------------ +----+---------+ 
| impi_string |......| scscf_name |......| auth_scheme |......| algorithm | 
+---------------------+----+---------------------------------+---+-------------------------+---+---------+ 
|Userdemo1@open-ims.test|......|sip:scscf.open-ims.test:6060|......| Digest-AKAv1-MD5 |......| 
AKAv1| 
|user2@open-ims.test |......|sip:scscf.open-ims.test:6060|......| |......| NULL | 
|user1@open-ims.test|......|sip:scscf.open-ims.test:6060|……|Digest-AKAv1-MD5|……| NULL | 
|Userdemo2@open-ims.test|......|sip:scscf.open-ims.test:6060|......|Digest-AKAv1-
MD5|......|AKAv1| 
+-----------------------+---+----------------------------------+---+------------------------+---+--------+ 
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As it shown in the table, the scscf_name may be changed with the other one using 
in IMS Client, or the auth_scheme may be changed into the other authentication 
algorithm or even into nothing. Especially, the changes is not fixed, sometimes, it 
changes as this; sometimes, it changes in the other similar way and sometimes it 
may not change. The situation is randomly. 
The reason for the instability is because: 
Assigned the S-CSCF 2 in the impi table manually, but this is not the normal way 
to do. As the trunk version of OpenlMS does not offer capability supporting, to 
make and modifications in the impi table. Therefore, changes in the databases do 
not change anything in the HSS functionality and that is also the reason that the 
assigned S-CSCF always remains the default S-CSCF after registration or other 
operations. Capabilities can be added to the branch version of FHoSS, but the 
capability functionality is not yet fully tested. 
 
4.9.4.2   Call session released automatically 
The other problem is the remote client always releases the call session 
automatically as soon as the callee receives the call. From the RTP package, the 
message can be sent from caller, while the callee cannot reply. 
When change the X-Lite [95] to SIPp [97] to make a call initiated by user2 (SIP 
client) and invite Userdemo2 (IMS client), the call session can be established in 
the normal way. 
When a call is initiated the request is transferred with SIP, while the actual audio 
is transferred over the Real-time Transport protocol (RTP) on another port. The 
end-to-end media transfer (RTP) contains only details of the private addresses 
and ports from the computer it was sent from. So when the client on the other side 
tries to return the media information it will fail, because the private address doesn't 
mean anything on the public network. [101] 
 
4.10 Integration with SIP/VoIP solutions 
Earlier in this chapter discussed implemented solution of the interoperability 
between IMS and SIP. However, this solution is only valid in one domain that is 
Test bed for Open IMS Test domain. Yet there are many users who still use non-
IMS clients which directly connect to IMS, so a migration path to IMS is necessary. 
In the migration stage, take for granted a user A has two identities; one for entry to 
the IMS domain while the other is used to enter the non-IMS domain. In this case, 
when someone tries to call user “A” in non-IMS domain, the user's terminals which 
are registered with the IMS domain needs to be reached.  
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4.10.1 Solution for migrate towards IMS 
In [53], the authors came up with four possible solutions. In this work of research, 
attempt to implement their "client based" solution.  
This solution demonstrates following: 
"This solution requires an advanced client to inform enterprise SIP PBX that his 
location has moved to another domain, all incoming call to 
sip:userA@enterprise.com should be redirected to sip:userA@operate.com. 
When user turns on the IMS terminal, it will register on IMS domain as 
sip:userA@operate.com. Then it will register on the enterprise SIP PBX as 
sip:userA@enterprise.com and inform SIP PBX about the location change. 
When an incoming call from sip:userA@enterprise.com reaches SIP PBX, the 
SIP PBX will acts as a redirect server and sends a "302 Moved Temporarily" SIP 
message to caller userB and instruct userB to try userA's new location 
sip:userA@operate.com. Then userB will initiate a new call to 
sip:userA@operator.com which is directly sent to IMS domain, and userA's 
terminal." 
In this situation, the "operator.com" which is IMS domain is this "open-ims.test" 
domain in HiA, and the "enterprise.com" is non-IMS domain in auSystems 
"agder-ikt104.hia.no". 
Figure 4.20 & 4.21 shows the registration and basic call setup cases in theory. 
 
Figure 4.20: Client based solution—Registration case 
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Figure 4.21: Client based solution—Call session setup case 
 
4.10.2 Implementation of the "client based" solution 
The SIP PBX in the HiA/auSystems testbed is already setup with two different SIP 
servers, one is SIP PBX: Asterisk 1.2.4, while the other is an alternative SIP 
server: openSER v1.0.1. Currently the Asterisk SIP server is working, while the 
openSER SIP server was a test installation, which is not working anymore. 
Hence, tried approaches with both Asterisk and openSER servers. 
 
4.10.2.1 Using Asterisk server 
Follow the introduction in [53], if use the Asterisk server, then this solution requires 
that the user terminal be SIP enabled and that domain settings are configurable, 
so that it can send SIP messages to the SIP PBX to inform the new location of the 
user. 
Therefore, not to use normal SIP clients like X-Lite and GXP2000 that used before. 
Instead, use SIPp as this terminal where can set the "contact" address by 
ourselves. 
 
4.10.2.2 Using openSER server 
To make the situation easy, want to use normal SIP clients. Therefore, choose to 
add the openSER back to the testbed and let it work as a redirect server. After 
change the old Asterisk server to openSER redirect server, no longer need to use 
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a "contact" function since the redirect server will automatically redirect all invites. 
 
4.10.2.3 Registration and Call session setup with redirect 
server 
As demonstrate in the figure 4.22, User A registers to enterprise domain with the 
redirect server so that it gives the new location for further contact-information 
forwarding. 
When User B tries to reach the User A in enterprise domain, the redirect server will 
tell User B the new location of User A, that is the redirect information. After User 
A receives this redirect information it will resend an INVITE request to the 
given address. 
 
 
Figure 4.22 Registration and Call session setup with redirect server 
 
In this case, use "user1" register to enterprise domain (agder-iktl 04.hia.no) with X-
Lite, and let the redirect server tell the new location as "user1@open-ims.test". 
Below show the "300 redirect" message: 
 
Session Initiation Protocol 
Status-Line: SIP/2.0 300 Redirect 
Message Header 
Via:SIP/2.0/UDP 
192.168.1.13:32824;branch=z9hG4bK-d87543-b523eela6248f76a-l-d87543-; 
rport=57621 ;recei 
ved=128.39.145.250 
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To:"user1"<sip:user1@agder-
iktl04.hia.no>;tag=b27elald33761e85846fc98f5Oa7e58.cd9b 
From: "Ii"<sip:user1@agder-iktl04.hia.no>;tag=67468573 
Call-ID: OWU3YzIONjc2NTA2MTJkMmQ2ZDkOOWFmNGNiY2JkOTU. 
CSeq: 1 SUBSCRIBE 
Contact: sip:user1@open-ims.test 
Server: Sip EXpress router (0.9.6 (i386/linux)) 
Content-Length: 0 
Warning:       392       128.39.145.104:5060       "Noisy       feedback       tells:
 pid=12416 
req_src_ip=128.39.145.250 req_src_port=57621 in_uri=sip:user1@agder-
ikt!04.hia.no 
out_uri=sip:user1 @open-ims.test via_cnt==1" 
 
Then    use   registered   IMS   client   "Userdemo2"   and   SIP   client   "user2"   
to   call " user1@open-ims.test " and let the call redirect to open-ims domain 
"user1@open-ims.test". 
In this experiment, the INVITE request didn't reach the destination 
"user1@open-ims.test". 
When used IMS client to initiate the call, after the client had been told the new 
location of callee, there was no new INVITE request sent out to the new 
address. And when used SIP client to call "user1@open-ims.test". The new 
INVITE request only reached the P-CSCF in the OpenlMS and the P-CSCF sent 
another "300 Redirect" message instead of forwarding the request to the 
terminal client. In figure 4.23 below us show the process for this experiment 
when used SIP client "user2" initiates the call. 
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Figure 4.23 Call session setup between two domains 
 
As see from the figure 4.23, there are two transactions in this dialog. For 
transaction 1 the CSeq equals 1, and for transaction 2 the CSeq value should 
equals 2 because it happened after transaction 1, but the Call-IDs for those two 
transactions should be the same since they are in the same dialog. The (1) 
INVITE, (10) 300 Redirect, (11) ACK, (12) INVITE and (13) 300 Redirect 
messages in Appendix C. 
Wireshark trace for this call dialog and found out that the situation for INVITE 
requests in transaction 1 and in transaction 2 had different CSeq values and the 
same Call-ID values as they are suppose to, However, the "300 Redirect" 
response sent by P-CSCF in transaction 2 still had the same CSeq value as in the 
transaction 1. This shows that the P-CSCF still treats the new INVITE request to 
"user1@open-ims.test" as the resend INVITE request to "User1@open-ims.test". 
so it still responds with "300 Redirect" message instead of forwarding the request 
to the terminal user. 
 
4.11 Evaluation of "client-based" solution 
4.11.1    NAT issues 
Since the "client-based" solution is related to two different domains, so it will refer 
to NAT (Network Address Translator) problem. 
NAT is "a method by which IP addresses are mapped from one realm to another in 
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an attempt to provide transparent routing to hosts". [102] If a SIP server A is behind 
a NAT gateway, SIP server B which is on another side of NAT will not able to 
contact server A. 
For this situation, open-ims.test domain is located in the Agder Mobility 
Laboratory network, which has only one external IP address. Therefore, when 
messages are transmitted within open-ims.test domain there are no NAT issues 
involved. However, when the messages are transmitted between the open-
ims.test domain and open-ims.test domain, the NAT only helps for outgoing 
communication, that is, when the clients located in the open-ims.test domain 
want to send messages to clients in open-ims.test domain, the messages can go 
through the gateway and reach the clients in open-ims.test domain. But when the 
external clients user1@open-ims.test in domain want to communicate with internal 
clients in open-ims.test domain, the messages will only reach the gateway but not 
the internal clients because they only know open-ims.test domain's external IP 
address. 
So need to reconfiguration and let the gateway redirect the traffic. Therefore the 
messages, which are sent from another domain, can reach the intended recipient. 
 
Figure 4.24: Call session setup related to firewall 
 
4.11.2   Configuration of P-CSCF 
 
400 Bad Request—Not following indicated Service-Routes 
After reconfigured the firewall, tried to call from user2@open-ims.test to 
User1@open-ims.test again, but got a "400 Bad Request" response. 
Re-evaluate the Wireshark trace and found out that the initiated INVITE 
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request to User1@open-ims.test and the new INVITE request to user1@open-
ims.test after redirection have the same Call-ID. According to the default 
configuration for P-CSCF, the P-CSCF will reply with "400 Bad Request—-Not 
following indicated Service-Routes" message when the P-CSCF detects that the 
Call-IDs are the same for different INVITE request; therefore got the 400 
response. 
To solve this problem, changed the commands in the P-CSCF configuration file, 
letting it ignore the Call-ID problem and enforce the routes and let the dialog 
continue. 
• sl_send_reply("400","Bad Request - Not following indicated dialog routes"); 
• break; 
• #Variant 2- enforce routes and let the dialog continue 
> # P_enforce_dialog_routes("term"); 
…………. 
Figure 4.25 original commands in pcscf.cfg 
 
• #sl_send_reply("400","Bad Request - Not following indicated dialog routes"); 
• #Variant 2- enforce routes and let the dialog continue 
• > P_enforce_dialog_routes("term"); 
• > break; 
Figure 4.26 changed commands in pcscf.cfg 
 
As shown in figure 4.25 and figure 4.26, changed the commands, so the P-CSCF 
no longer sends "400 Bad Request" response. Instead, it will enforce routes and 
let the dialog continue. 
 
4.12 Performance evaluation of OpenlMS 
The OpenlMS testbed and have implemented the possible solution for 
interoperability between SIP and IMS. From the formal experiments, know that 
the OpenlMS can work as well as the solution for interoperability between SIP 
and IMS. The task now is to evaluate if the OpenlMS works well enough. This 
experiments on performance in following concerns: 
• Number of users OpenlMS handle. 
• System ability to handle user’s requests. 
• System support for provides normal operation as well for abnormal operation 
that fail to achieve expected result. 
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• Total latency for the system to respond users' requests, and the variations in 
this time. 
• Time interval and check how many users' request the system can handle 
during that period. 
In this part, choose SIPp as this test tool, for the reason that it is very powerful, 
flexible and free so that can send all kinds of RFC3261 message with it. 
 
4.12.1 Testing steps 
As refer to the command using in SIPp, there are several pre-requests before the 
test. The xml file and the csv file need to be written correctly first. Besides, in order 
to test how many users OpenlMS can handle, need many subscribers existing in 
FHoSS firstly. 
 
4.12.1.1   Add 100 subscribers in databases 
As described in the first test case, the key problem is showing how many users 
OpenlMS can handle lies in how to get more subscribers in FHoSS as there are 
just two default ones in it. Add several ones by manually to test if the OpenlMS 
works, but it is time consuming to add hundreds of thousands of subscribers in 
this way. 
In this case, decide to generate 100 subscribers automatically by using simple Java 
programming. 'AddUser.java' is the file to generate 100 subscribers. It is attached 
in the Appendix D. In this file, generate 100 new subscribers with the names 
ranging from user0001 to user 0100. Take user 0010 as an example. Its accordingly 
username is userproc1@open-ims.test and the keyword is userproc1. The 
other subscribers are configured in the same way. This should be confirmed 
because they will be used in xml and csv files for registration and call session. 
After writing the Java file, need insert it in the sql file, which can find under the 
directory /opt/OpenIMSCore/FHoSS/deploy/userdata.sql. Then, the new 100 
subscribers are established in the databases, and check them in the FHoSS user 
profile. 
Note that the new 100 subscribers are created as SIP clients who register to the 
S-CSCF2 with authentication algorithm Digest-MD5. The reason is that initiate the 
testing in the simplest way for SIP client - SIP client. And if time permits, will 
extend it to SIP client - IMS client and IMS client - IMS client. 
 
4.12.1.2 Write the xml files 
The xml files are the most important parts are using SIPp. Write this own SIPp 
scenarios including sip-reg.xml, sip-inv-uac.xml and sip-inv-uas.xml basics on 
the templates gotten from [97]. The xml files are attached in the Appendix E and F. 
They are the cases for register and session set-up on the OpenlMS platform. 
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4.12..1.3 Use the commands to test 
The following commands are using for registration and call sessions. The 
scenarios enable direct communication with the P-CSCF. And they can be called 
after saving the relevant files as xml-files. 
sipp -sf reg-user2.xml 192.168.1.7:4060 -i 192.168.1.3 -p 5061 -m 1 sipp -sf reg-user1.xml 
192.168.1.7:4060 -i 192.168.1.3 -p 5060 -m 1 sipp -sf uas-user2-user1.xml 
192.168.1.7:4060 -i 192.168.1.3 -p 5060 -m 1 sipp -sf uac-user2-user1.xml 
192.168.1.7:4060 -i 192.168.1.7 -p 5061 -m 1 
From these commands, can see that the IP address of registrar is 
192.168.1.7:4060 which towards to P-CSCF of OpenlMS. And the local IP address 
is 192.168.1.3, while user2 uses 5061 to register and user1 uses 5060 to register. 
-m means how many times the experiment will run. And in the above command, it 
just runs once. 
sipp -sf reg.xml -inf reg.csv 192.168.1.7:4060 -i 192.168.1.3 -p 5061 -m 10 The above command 
is another situation. It uses 10 different subscribers to register. The reg.xml\\\e is shown as 
follows: 
REGISTER sip:[fieldO]@open-ims.test SIP/2.0 
Via: SIP/2.0/[transport] [local_ip]:[local_port] 
From: [fieldO]<sip:[fieldO] @open-ims.test> 
To: [fieldO]<sip:[fieldO] @open-ims.test> 
Call-ID: [call_id] 
CSeq: 2 REGISTER 
Contact: sip: [fieldO] @ [local_ip]: [local_port] 
[fieldl] 
Content-Length: [len] 
And the reg.csv\s shown as follows: 
user2; [authentication username=user2@open-ims.testpassword=user2] user1; 
[authentication username=user1@open-ims.test password=user1] 
userOOOl; [authentication username=user0001 @open-ims.test password=user0001] 
user0002; [authentication username=user0002@open-ims.test password=user0002] 
user0003; [authentication username=user0003@open-ims.test password=user0003] 
userOCKM; [authentication username=user0004@open-ims.test password=user0004] 
userOOOS; [authentication username=user0005@open-ims.test password=user0005] 
user0006; [authentication username=user0006@open-ims.test password=user0006] 
userOOOV; [authentication username=user0007@open-ims.test password=user0007] 
userOOOS; [authentication username=user0008@open-ims.test password=user0008] 
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As shown from the above two figures, the blue color username is mapping to [field 
0], while the red color authentication information is mapping to [field 1] in 
registration using for return 401 un-authentication message.  
Note that the xml file and csv file are different from registration cases in regards to 
when to test call session. 
INVITE sip:[fieldO]@open-ims.test SIP/2.0  
Via: SIP/2.0/[transport] [local_ip]:[local_port]  
From: [fieldO]<sip:[fieldO] @open-ims.test>  
To: [fieldl]<sip:[fieldl] @open-ims.test>  
Call-ID: [call_id] Content-Length: [len] 
 
user2; user1 
user1; userOOO1  
userOOO1;user0002  
user0002; userOOO3  
userOOO3; user0004  
user0004; userOOO5  
userOOO5; user0006  
user0006; userOOO7  
userOOO7; userOOO8  
userOOO8; user0009 
 
These two figures show SIPp making 10 calls that are initiated by blue color users 
inviting red color users. 
 
4.13 Hands on for OpenIMS performance assessment 
When use all 100 subscribers to register, the SIP signaling process is the same as 
it registers using only one subscriber, which means the OpenlMS can support 100 
subscribers to registering in the same period. 
When the experiments for making a call session, design the cases as following: 
First, make 20 calls from SIPp to UCT IMS client, which means use 'user2' to call 
'Userdemo2' (SIP to IMS client). In each call, the caller just sends one invite 
message. The results can be shown in the table  4.5 below. 
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Table 4.5 SIPp-UCT IMS client (SIP to IMS) 
20 calls with 1 call each time Number Reason 
Successful calls  19   
Failed calls  1  603 Decline error  
 
And then make the same situation from SIPp to X-Lite, which means use 'user2' 
to call 'user1' (SIP to SIP client). The table 4.6 shows the numbers.  
Table 4.6 SIPp-X-Lite (SIP to SIP) 
20 calls with 1 call each time Number Reason 
Successful calls  18   
Failed calls  2  600 Busy Everywhere error  
 
The next case that design is to make 20 calls, where the caller will send 30-invite 
message each time. Choose 30 calls each time because the SIPp is limited in 
sending 30 successful calls. The numbers are too small to see which way of using 
in OpenlMS network is better.The table 4.7 shows the situation from SIPp to UCT 
IMS client (SIP to IMS)  
Table 4.7 SIPp-UCT IMS client (SIP to IMS) 
20 testing cases with 
30 calls each time 
Original calls Successful calls 
1 30 14 
2 30 7 
3 30 15 
4 30 10 
5 30 8 
6 30 5 
7 30 7 
8 30 7 
9 30 8 
10 30 9 
11 30 13 
12 30 10 
13 30 10 
14 30 8 
15 30 9 
16 30 5 
17 30 14 
18 30 15 
19 30 9 
20 30 11 
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The table 4.8 shows the situation from SIPp to X-Lite (SIP to SIP) 
 
Table 4.8 SIPp – X-Lite (SIP to SIP) 
20 testing cases with 30 
calls each time 
Original calls Successful calls 
1 30 28 
2 30 17 
3 30 29 
4 30 19 
5 30 19 
6 30 24 
7 30 25 
8 30 28 
9 30 18 
10 30 21 
11 30 17 
12 30 20 
13 30 18 
14 30 15 
15 30 16 
16 30 18 
17 30 7 
18 30 20 
19 30 15 
20 30 21 
 
From these two tables and the numbers, the graphs can be compared as follow, in 
the figure the lengthways axes shows the number of the successful calls while 
the horizontal axes shows the sequence number of this testing cases. 
 
Figure 4.27 the difference cases access to OpenlMS 
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It is very clear from this graph that the performance of SIP-to-IP client is much 
better than the SIP-to-IMS client when accessing to the OpenlMS. 
As for the reliability of OpenlMS, it is not so good for SIP client. The reason is that 
the SIP client registers to the S-CSCF2 that is added by us and the information of 
subscribers around it are always changing randomly. In that case, always have to 
change the databases. But for the IMS client, the situation is much better because 
the IMS client register to the S-CSCF. 
 
The OpenlMS can work well in the normal situation, as well as in the abnormal 
situation. 
• When make infinite calls through OpenlMS, it can work well for the first period, 
but it will become overloaded as the calls increase. The 600 busy will be 
presented to warn. 
• The other situation is that a 408 time out will be shown. 
• When the OpenlMS finds that the user is not in the databases, it will show 
403 HSS forbidden to inform operator to add it firstly. 
 
And also design the other situations. Define the fixed seconds to see how the 
message package changes in each procedure. The fixed time is 150 seconds, 
and the caller will send 30 calls each time. The table 4.9 shows the clear changes 
from SIP to UCT IMS client.  
 
Table 4.9:  SIP to UCT IMS 
 10s 15s 20d 30d 40s 50s 
REGISTER 30 30 30 50 47 43 
401 4 30 30 14 47 43 
REGISTER 4 30 30 14 47 43 
200 OK 4 21 20 14 37 34 
INVITE 
 
4 21 20 14 37 34 
100 trying 4 21 20 14 37 34 
101 Dialog Establishment 4 17 14 14 27 28 
180 Ringing 0 2 0 1 0 3 
200 OK 0 0 0 0 0 0 
ACK 0 0 0 0 0 0 
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The table 4.10 is almost is the same as the above one, just for SIP to SIP. 
 
 
Table 4.10 SIP to SIP 
 10s 15s 20s 30s 40s 50s 
REGISTER  46 50 57 50 60 70 
401  45 25 53 50 60 70 
REGISTER  45 25 53 50 60 70 
200 OK 35 25 41 42 49 65 
INVITE  35 25 41 42 49 65 
100 trying  35 25 41 42 49 65 
101 Dialog 
Establishment  
0 25 0 0 0 0 
180 Ringing  0 0 0 0 0 0 
200 OK  0 0 0 0 0 0 
ACK  0 0 0 0 0 0 
 
From the data of the above two tables, can easily find that the performance of SIP-
to-SIP is better than performance of SIP-to-IMS when they access the OpenlMS. 
But the SIP-to-IMS is much more stable than SIP-to-SIP. 
 
4.14 Functionality evaluation of OpenlMS 
4.14.1    Evaluate SIP and IMS clients 
 
4.14.1.1 UCT IMS 
The UCT IMS client who was created directly for OpenlMS is much more stable 
than the other kinds of clients. It has very simple interface so it's easy to operate. 
However, the functionalities of UCT IMS client are limited. For example, it 
doesn't support multiple accounts simultaneously. 
 
4.14.1.2 X-Lite 
X-Lite was used as SIP client and it was impressive to use. It has a very nice and 
easy user interface with all the common controls; therefore, it's easy to operate. 
The functionalities of X-Lite are considerable, for example, it supports multiple 
simultaneous connected accounts. However, sometimes it's unstable. 
 
4.14.1.3 Grandstream GXP-2000 
GXP-2000 was also used as SIP client for this project. It has powerful 
functionalities and it's more stale compare to X-Lite. GXP-2000 has a web interface 
that can be used to configure general or advanced settings and up to four 
accounts. But found out it's not so easy to operate. For example, by using the 
keys of the phone to dial username, to use phonebook and the processes are 
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very complex. And every time after change the information for accounts, need to 
reboot it for updating and this take some time. 
 
Table 4.11 compare of three SIP/IMS clients 
 
Reliability in OpenlMS  Functionality  Operation  
UCT IMS client  Most steady  Less function  Middling  
X-Lite 3.0 SIP client  Least steady  More function  Easy to operate  
GXP-2000 SIP client  Middling  More function  Hard to operate  
 
4.14.2   Functionality evaluation 
To evaluate the functionalities of OpenlMS is very time-consuming. Because 
3GPP TS 24.229 Release 6 has many sub-clauses described for different 
situation, so need to check it very carefully and that took us some time. 
The testing results showed that IMS clients' scenarios conform to 3GPP TS 
24.229 better than SIP clients' scenarios. But all in all, for both IMS and SIP 
clients, the results are mostly conform to the specification. For detail 
information, this is portraying in Appendix B. 
 
4.14.3 Solutions of interoperability between IMS and SIP 
Two S-CSCFs support different authentication algorithm for SIP clients and IMS 
clients at the same time installed. Although the solution is feasible. 
We to support SIP clients added this part that gave instability of S-CSCF2 that. 
After each registration of call, couldn't continue to repeat the testing, but to get 403 
errors - HSS returned no authentication vectors. That is because the users' 
data in MySQL always change automatically and randomly.  
In this stage, also met another problem that is the remote client always released 
the call sessions automatically as soon as the UCT IMS client received calls from 
X-Lite. However, after use SIPp as SIP clients instead X-Lite, this problem no 
more appeared. This is due to the drawback of X-Lite. 
 
4.14.3.1 Integration with SIP/VolP solutions 
In this task tried to implement "client based" solution for interoperability of non-IMS 
domain and IMS domain. 
This solution was come up in [53] and was based on using Asterisk as SIP PBX. 
But to be supported by the idea, more functionality from the clients is required. 
The client has to be SIP enabled and domain setting configurable, so it can send 
SIP message to SIP PBX to inform location changing. Many clients are not 
supported by this solution. Although this problem can be worked out in some 
situations, for example, "if the enterprise SIP PBX has a web GUI to maintain 
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registrar, the current location can be updated through the Internet" [53], it is still 
not very flexible. 
Under this situation, considered to use openSER as a redirect server instead 
Asterisk, so there are no extra requirement for clients. 
Since this solution refer to two domains, so the NAT issues also considered in the 
project. However, this solution hasn't been implemented completely. Clients could 
register to non-IMS network with redirect server. After redirect server told the 
caller about the redirect information, caller resend a new INVITE request to callee 
who located in OpenlMS domain in order to establish the call session.  
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CHAPTER – 5 
INITIALIZATION OF SIP IN IMS  
 
5.1 Introduction to SIP 
The Session Initiation Protocol (SIP) is a new signaling protocol developed to 
set up, modify, and tear down multimedia sessions over the Internet [103]. 
This chapter covers some background for the understanding of the protocol. 
SIP was developed by the Internet Engineering Task Force (IETF) as part of 
the Internet Multimedia Conferencing Architecture, and was designed to 
dovetail with other Internet protocols such as TCP, UDP, IP, DNS, and others.  
IMS relies on the session initiation protocol (SIP) for the development of 
applications and services. SIP is a signaling protocol specifically designed for 
multimedia. It offers advantages over signaling system 7 (SS7), which is used 
throughout the public switched telephone network (PSTN) and was designed 
specifically for voice services. Unlike SS7, SIP was designed to support voice, 
data, and multimedia services.  
SIP is focused on session control—establishing, changing and terminating 
sessions—and it supports dynamic modification of multimedia streams for any 
given session. Session Initiation Protocol (SIP) is an application-layer control 
(signaling) protocol for creating, modifying, and terminating sessions with one 
or more participants. These sessions can contain any combination of media 
(voice, data, video, audio files, anything), and can be modified at any time to 
add new parties or to change the nature of the session. SIP has been chosen 
as the signaling protocol for establishing multimedia sessions in IMS 
Release5. This chapter demonstrates the operations defined in IMS for 
establishing multimedia sessions. 
 
5.2 SIP Functionality 
SIP is an application-layer control protocol that can establish, modify, and 
terminate multimedia sessions (conferences) such as Internet telephony calls. 
SIP can also invite participants to already existing sessions, such as multicast 
conferences. Media can be added to (and removed from) an existing session. 
SIP transparently supports name mapping and redirection services, which 
supports personal mobility - users can maintain a single externally visible 
identifier regardless of their network location.  
SIP supports five facets of establishing and terminating multimedia 
communications: 
1. User location: Determination of the end system to be used for 
communication. 
2. User availability: Determination of the willingness of the called party 
to engage in communications. 
3. User capabilities: Determination of the media and media parameter to 
be used. 
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4. Session setup: "ringing", establishment of session parameters at both 
called and calling party. 
5. Session management: Including transfer and termination of sessions, 
modifying session parameters, and invoking services. 
SIP is not a vertically integrated communications system. SIP is rather a 
component that can be used with other IETF protocols to build complete 
multimedia architecture. Typically, these architectures will include protocols 
such as the Real-time Transport Protocol (RTP) [104] for transporting real-
time data and providing QoS feedback, the Real-Time streaming protocol 
(RTSP) for controlling delivery of streaming media, the Media Gateway 
Control Protocol (MEGACO) for controlling gateways to the Public Switched 
Telephone Network (PSTN), and the Session Description Protocol (SDP) for 
describing multimedia sessions. Therefore, SIP should be used in conjunction 
with other protocols in order to provide complete services to the users. 
However, the basic functionality and operation of SIP does not depend on any 
of these protocols. 
SIP does not provide services. Rather, SIP provides primitives that can be 
used to implement different services. For example, SIP can locate a user and 
deliver an opaque object to his current location. If this primitive is used to 
deliver a session description written in SDP, for instance, the endpoints can 
agree on the parameters of a session. If the same primitive is used to deliver 
a photo of the caller as well as the session description, a "caller ID" service 
can be easily implemented.  
As this example shows, a single primitive is typically used to provide several 
different services. SIP can be used to initiate a session that uses some other 
conference control protocol. Since SIP messages and the sessions they 
establish can pass through entirely different networks, SIP cannot, and does 
not, provide any kind of network resource reservation capabilities. The nature 
of the services provided make security particularly important. To that end, SIP 
provides a suite of security services, which include denial off service 
prevention, authentication (both user to user and proxy to user), integrity 
protection, and encryption and privacy services. SIP works with both IPv4 and 
IPv6. 
 
5.3 SIP Elements 
SIP is an application-layer control protocol that handles the setup, 
modification, and teardown of multimedia sessions. SIP is used in 
combination with other protocols to describe the session characteristics to 
potential session participants. SIP is based on a request and response 
transaction model similar to HTTP. Each transaction consists of a request that 
invokes a particular method or a function on the server and at least one 
response. 
SIP is generally considered to be a Agent–server protocol. At a high level 
there are two types of SIP elements: 
1. User Agents 
2. Servers. 
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User agents: User Agents are endpoints in a SIP network: they originate and 
terminate calls. Examples of User Agents (UA) [105] include: SIP phones 
(hard sets), laptops or PDA with a SIP client (e.g., soft phone), Media gateway 
(e.g. T1/E1 gateway), access gateway (e.g., FAX gateway), conferencing 
systems, etc. All these devices also initiate and terminate the media session 
(voice, video, FAX, etc.). A UA is itself comprised of two entities (software): 
• UAC (initiates call by sending INVITE with E.164 or URI dialing) 
• UAS (receives call requests). 
 
Server: A server generally responds to a request sent by an agent. A server 
can be a software application, such as Live Communications Server 2003, or 
a hardware device. There are several types of servers in a SIP network 
including 
• Proxy server 
• Redirect server 
• SIP registrar. 
 
5.3.1 Different roles of a SIP server 
SIP servers have different roles, such as: 
5.3.1.1 Proxy server:  
A Proxy server performs signaling and relay. In other words, it determines 
where to send signaling messages and forward requests on behalf of the UA. 
To do so, it consults databases (DNS, location servers, etc.) [106]. It is 
important to remember that Proxy servers have no media capabilities; they 
are in the control path only. Proxy servers must pass unrecognized SIP 
messages through unchanged. Thus new features do not require changes to 
proxy servers used in an infrastructure.  
This principle enables new features to be deployed in a network by only 
upgrading the end devices. The routing function can be configured 
(programmed) according to user preferences, type of call (e.g., 911), least-
GW-cost, or other criteria. Note that the proxy server is not the only “place” 
where service can be programmed. In fact, service programmability can 
reside in end-devices as well, such as for visual caller ID, distinctive ringing or 
possible Call Forwarding. Proxy servers can try several destinations 
sequentially or in parallel, this capability called forking enables multiple 
devices to be associated with the same address. 
There are three types of Proxy servers according to the type of state 
information they keep: 
1)  A stateless proxy keeps no state 
2)  A transaction stateful proxy only keeps state on pending transactions. 
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3)  A call stateful proxy keeps state for the entire duration of a SIP 
session. 
Most implementations are stateful proxy-based as this is useful for 
implementing such services as “forward on no reply” and also to implement 
forking. Stateless proxies are easier to scale (especially under heavy load 
scenarios) and can act as an application-layer load distributor (used in the 
core of a network). Redundancy designs are easier to achieve with stateless 
proxies. 
 
5.3.1.2 Redirect server:  
A SIP redirect server accepts a SIP request and conveys to the originating 
client the way to route the call. Redirect servers are servers that redirect SIP 
requests to another device. A redirect server responds to the request with the 
address to which the request should be redirected (e.g., a request for 
nic@mitel.com can be redirected to nic@home.com). SIP does not specify 
any implementation models –for example, all above servers can reside on the 
same hardware platform. The underlying OS can be Windows, Solaris, Linux 
or any embedded real time OS. For example, VOCAL is an open-source VoIP 
[107] software from Vovida.org [120]. VOCAL software suite is a robust 
implementation of the SIP protocol and its various entities and is used widely. 
It is important to note that the above servers (proxy, redirect and registrar) are 
all optional SIP components.  
In fact, a UA may issue an INVITE directly to a targeted endpoint and many 
telephony features may be implemented directly on the UA. The SIP model is 
based on intelligent endpoints that can act without other intelligence from the 
network infrastructure (refer to section below on peer-to-peer vs. centralized 
model).  
 
5.3.1.3 Registrar server:  
A SIP registrar server accepts registration requests and maps agent’s 
address to a user’s sign-in name, or SIP URI [108]. Typically, a registrar is 
combined with a proxy or redirect server. A SIP registrar accepts registration 
requests from users (e.g., I am now at 192.168.0.10) and maintains user 
location information in a database. Mobility is thus achieved by the use of a 
REGISTER message (from UA) and by keeping a location database updated. 
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Figure - 5.1: Example of user mobility using registers and redirects messages [108] 
 
5.4 SIP Pre-Setup Procedures in IMS Environment 
 
Figure - 5.2: Procedures Before SIP Sessions 
 
When a UE is powered on and locked on to the IMS system, it must take 
several critical steps before communicating SIP signaling messages required 
to establish a data session.  
The key steps are as following:  
1. GPRS Attach: to establish Mobility Management Contexts at UE and 
SGSN.  
2. PDP context Activation: to establish GGSN connectivity.  
3. CSCF discovery: to obtain the address of P-CSCF, the first contact point 
within the IMS subsystem.  
4. Service Registration: to send subscriber profile to a S-CSCF in its home 
network to obtain IMS services.  
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In summary, it must create a path toward the proxy CSCF, and performs the 
service registration to the Serving CSCF in its home network through the P-
CSCF for SIP services. will introduce each step in details.  
 
5.4.1 GPRS Attach  
IP Multimedia Subsystem uses packet domain of the Core Network to transfer 
data and signaling in an efficient manner. A common packet domain Core 
Network (PS-CN) is used for both the GERAN and the UTRAN. This common 
Core Network is designed to support several Qos levels to allow efficient 
transfer of non real-time traffic (e.g. intermittent and bursty data transfers, 
occasional transmission of large volumes of data) and real-time traffic (e.g. 
voice, video). The Serving GPRS Support Node (SGSN) keeps track of the 
location of an individual mobile and performs security functions and access 
control. The Gateway GPRS Support Node (GGSN) provides inter-working 
with packet data networks, and is connected with the SGSNs via the PLMN IP 
backbone.  
In order to get access to packet domain service with the IMS network, a UE 
shall first make its presence known to the network by performing a GPRS 
attach (or called PS attach). At attach, the SGSN establishes a mobility 
management context containing information pertaining to e.g. mobility and 
security for the UE, and the authentication procedure is performed in 
association with the establishment of the mobility management context.  
The IMS UE sends its International Mobile Subscriber Identifier (IMSI) to the 
SGSN in the Attach message. The SGSN uses the IMSI to send a request to 
the UE’s HSS for the authentication parameters. The HSS provides the 
authentication information to the SGSN, enabling the SGSN to authenticate 
the subscriber’s IMSI [109, 110].  
The successful completion of authentication procedure triggers the SGSN to 
send a location update to the HSS and this triggers the subscriber’s profile to 
be downloaded to the SGSN. This includes information such as the 
subscribed services, the QoS profile, any static IP addresses allocated and so 
on. Then the SGSN completes the Attach procedure by sending an Attach 
Complete message to the UE [109].  
By GPRS Attach, the location of the mobile is known within the IMS network, 
and a logical association is now established between the UE and the SGSN, 
this logical connection is maintained as the UE moves within the coverage 
area controlled by that SGSN [109]. However this is only the first step toward 
packet data service. Before the UE can request IM services, a PDP context 
must be activated to carry IM subsystem related signaling. 
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5.4.2 PDP Context Activation 
 
Figure - 5.3: Scope of PDP Context [22]  
 
A UE subscribed to the IMS packet domain service is allocated one or more 
PDP (Packet Data Protocol) addresses either by the wireless operator 
statically, or by GGSN dynamically during the PDP context activation. Each 
PDP address is an element of a PDP context. Every PDP context exists 
independently in one of two states indicating whether data transfer is enabled 
for that PDP address or not. The Inactive state means the data service for a 
certain PDP address of the UE is not activated, and the PDP context contains 
no routing or mapping information to process traffic related to that PDP 
address. In Active state, the PDP context for the PDP address in use is 
activated in the UE, SGSN and GGSN, and the PDP context contains 
mapping and routing information for transferring data for that particular PDP 
address between the UE and the GGSN [111].  
So after a UE is attached to an SGSN, it must activate a PDP context to begin 
the packet data communication by initiating the PDP Context Activation 
procedure. This operation negotiates an active PDP address (in this case, IP 
address) for the UE and sets up an association between the UE’s current 
SGSN and a corresponding GGSN that anchors the PDP address, thus 
creates a SGSN-GGSN path for the UE toward the packet data service.  User 
data is encapsulated with GPRS-specific protocol information and transferred 
transparently between the UE and the GGSN.  
In the case of a SIP service, the first PDP context must be activated for all SIP 
related signaling traffic. This is referred to as primary PDP Context. The UE 
may also send a secondary PDP Context Activation, which uses the same 
PDP address as the Primary Context with distinctly different QoS 
requirements. The SGSN chooses the appropriate GGSN for different 
contexts and services. The choice of the GGSN by the SGSN is independent 
of the radio resource allocations. A mobile may initiate secondary PDP 
context and may be connected to more than one GGSN [109]. 
  
 
 
 186
5.4.3 CSCF Discovery  
The P-CSCF is the first contact point in the IMS subsystem for the UE. The 
discovery of the IP address of the P-CSCF shall be performed after or as part 
of a successful activation of a PDP context for IMS signaling using one of the 
following mechanisms [112]: 
 
1. Use of DHCP to provide the UE with the domain name of a Proxy-
CSCF and the address of a Domain Name Server (DNS) that is 
capable of resolving the P-CSCF name. The GGSN acts as a DHCP 
Relay Agent, relaying DHCP messages between UE and the DHCP 
server.  
 
Figure - 5.4: P-CSCF Discovery Using DHCP and DNS [112] 
 
2. The UE requests the P-CSCF address from the GGSN when activating 
the PDP context. The GGSN sends the P-CSCF address to the UE 
when accepting the PDP context activation. Both the P-CSCF address 
request and the P-CSCF address shall be sent transparently through 
the SGSN.  
 
Figure - 5.5: P-CSCF Discovery Using PDP Context Activation Signaling [112] 
 
After reception of IP address of a P-CSCF the UE may initiate communication 
towards the IP Multimedia subsystem. 
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5.4.4 Service Registration of SIP in IMS 
A UE needs to perform IMS service registration before it can set up a session. 
Through a successful registration the UE will be assigned a suitable S-CSCF 
in its home network to obtain the IMS services. 
 
Figure - 5.6: Registration Procedure for Un-registered User [112] 
 
For a user roaming at a visited network, a detailed information flow is shown 
in Fig 5. For users located in their home network, the home network shall 
perform the role of the visited network element and the home network 
elements. The procedures are the same [112]:  
1. The UE sends the Register information flow to the P-CSCF. The 
information includes the subscriber identity and home networks domain 
name.  
2. Upon receipt of the register information flow, the P-CSCF shall examine 
the “home domain name” to discover the entry point to the home network 
(i.e. the I-CSCF). The proxy sends the Register information flow to the I-
CSCF with the P-CSCF address/name, P-CSCF network identifier (e.g., 
domain name of the P-CSCF network), and subscriber’s identity, etc. 
The main job of I-CSCF is to query the HSS and find the location of the 
S-CSCF.  
3. The I-CSCF sends a IMS proprietary message, Cx-Query information 
flow to the HSS with the subscriber’s identity, P-CSCF network identifier.  
The HSS then checks whether the user is registered already. The HSS 
shall indicate whether the user is allowed to register in that P-CSCF 
 188
network according to the User subscription and operator 
limitations/restrictions if any.  
4. Cx-Query Resp is sent from the HSS to the I-CSCF. If the checking in 
HSS was not successful the Cx-Query Resp shall reject the registration 
attempt. Otherwise the message will contain the S-CSCF name, if it is 
known by the HSS, or the S-CSCF capabilities, if it is necessary to select 
a new S-CSCF.  
5.  If the I-CSCF has not been provided with the name of the S-CSCF then 
the I-CSCF will send Cx-Select-Pull to the HSS to request the 
information related to the required S-CSCF capabilities that shall be input 
into the S-CSCF selection function.  
6. On receipt of the Cx-Select-Pull, the HSS shall send Cx-Select-Pull Resp 
(required S-CSCF capabilities) to the I-CSCF.  
7. The I-CSCF, using the name of the S-CSCF, shall determine the address 
of the S-CSCF through a name-address resolution mechanism. The I-
CSCF also determines the name of a suitable home network contact 
point, possibly based on information received from the HSS. The home 
network contact point may either be the S-CSCF itself, or a suitable I-
CSCF (THIG) in case network configuration hiding is desired. If an I-
CSCF (THIG) is chosen as the home network contact point for 
implementing network configuration hiding, it may be distinct from the I-
CSCF that appears in this registration flow, and it shall be capable of 
deriving the S-CSCF name from the home contact information. I-CSCF 
shall then send the register information flow to the selected S-CSCF. The 
flow includes P-CSCF address/name, subscriber’s identity, P-CSCF 
network identifier, UE IP address, and the home network contact point. 
The home network contact point will be used by the P-CSCF to forward 
session initiation signaling to the home network.  
8. The S-CSCF sends Cx-Put with subscriber’s identity and S-CSCF name 
to the HSS. The HSS stores the S-CSCF name for that user.  
9. The HSS sends Cx-Put Resp to the S-CSCF to acknowledge the 
sending of Cx-Put.  
10. On receipt of the Cx-Put Resp information flow, the S-CSCF shall send 
the Cx-Pull information flow with subscriber’s identity to the HSS in order 
to be able to download the relevant information from the user profile to 
the S-CSCF. The S-CSCF shall store the P-CSCF address/name, which 
represents the address/name that the home network forwards the 
subsequent terminating session signaling to for the UE  
11. The HSS shall return the information flow Cx-Pull Resp with user 
information to the S-CSCF. The user information passed from the HSS to 
the S-CSCF shall include one or more names/addresses information, 
which can be used to access the platform(s) used for service control 
while the user is registered at this S-CSCF. The S-CSCF shall store the 
information for the indicated user. In addition to the names/addresses 
information, security information may also be sent for use within the S-
CSCF.  
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12. Based on the filter criteria, the S-CSCF shall send register information to 
the service control platform and perform whatever service control 
procedures are appropriate.  
13. The S-CSCF returns the 200 OK information flow with home network 
contact information to the I-CSCF. If an I-CSCF is chosen as the home 
network contact point for implementing network configuration hiding, the 
I-CSCF shall encrypt the S-CSCF address in the home network contact 
information.  
14. The I-CSCF sends information flow 200 OK flow to the P-CSCF. The I-
CSCF shall release all registration information after sending information 
flow 200 OK.  
15. The P-CSCF stores the home network contact information, and sends 
information flow 200 OK to the UE.  
 
5.5 Overview of SIP Session Flow Procedures in IMS 
 
5.5.1 Session Setup Procedures  
For an IP Multimedia Subsystem session, the session flow consists three 
types of procedures: mobile origination (MO), S-CSCF to S-CSCF, and mobile 
termination (MT). A large number of end-to-end session flows are built from 
combinations of origination, serving to serving and termination procedures.  
The original sequence may be one of the following:  
MO#1: Mobile Origination, a mobile roaming at a visit network initiates a 
session setup;  
MO#2: Mobile Origination, a mobile located at home network initiates a 
session setup;  
PSTN-O: PSTN origination; 
 
Figure - 5.7: Overview of Session Flow Sections 
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For the termination sequence:  
MT#1: Mobile Termination, the called mobile is roaming at a visit 
network;  
MT#2: Mobile Termination, the called mobile is at its home network;  
MT#3: The called party is unregistered for IMS services, for ex, users of 
the legacy wireless networks.  
PSTN-T: PSTN termination;  
 
For Serving-CSCF to Serving CSCF:  
S-S#1: The S-CSCF serving the calling party and the S-CSCF serving 
the called party are in different networks.  
S-S#2: The S-CSCF serving the calling party and the S-CSCF serving 
the called party are in the same network.  
S-S#3: Session origination with PSTN termination in the same network 
as the S-CSCF.  
S-S#4: Session origination with PSTN termination in a different network 
to the S-CSCF.  
 
5.5.1.1 Origination Procedures  
UE always has a P-CSCF associated with it determined by the CSCF 
discovery process. This P-CSCF is located in the same network as the 
GGSN, performs resource authorization, and may have additional functions in 
handling of emergency sessions. And as the result of the registration 
procedure, the P-CSCF determines the next hop toward the S-CSCF 
(possibly through an I-CSCF to hide the network configuration). Thus a 
signaling path between the UE and the S-CSCF that is assigned to perform 
the service is determined at the time of UE registration and will remain fixed 
for the life of the registration. The UE is now capable of initiating a session 
setup with the signaling path.  
Further present a detailed description of the MO #1 process [112]. The 
detailed information flow of MO#2 will not be described here. The procedures 
are no much different with MO#1 except the P-CSCF and S-CSCF involved 
are in the same network. 
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Figure - 5.8: Mobile origination procedure – Roaming [112] 
 
1.  UE sends the SIP INVITE request, containing an initial SDP, to the P-
CSCF determined via the CSCF discovery mechanism. The initial SDP 
may represent one or more media for a multi-media session.  
2.  P-CSCF remembers the next hop CSCF for this UE from the 
registration procedure. If the home network operator does not desire to 
keep their network configuration hidden, the name/address of the S-
CSCF was provided during registration, and the INVITE request is 
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forwarded directly to the S-CSCF. If the home network operator 
chooses to keep their network configuration hidden, the name/address 
of an I-CSCF (THIG) in the home network was provided during 
registration, and the INVITE request is forwarded through this I-CSCF 
(THIG) to the S-CSCF.  
3.  S-CSCF validates the service profile, and invokes any origination 
service logic required for this user. This includes authorization of the 
requested SDP based on the user's subscription for multi-media 
services.  
4.  S-CSCF forwards the request, as specified by the S-S procedures.  
5.  The media stream capabilities of the destination are returned along the 
signaling path, via the S-S procedures.  
6.  S-CSCF forwards the Offer Response message to P-CSCF. Based on 
the choice made in step #2 above, this may be sent directly to P-CSCF 
(6a) or may be sent through I-CSCF (THIG) (6b1 and 6b2). 
7.  P-CSCF authorizes the resources necessary for this session. The 
Authorization-Token is generated by the PDF (Policy Decision 
Function), a logical entity of the P-CSCF.  
8.  The Authorization-Token is included in the Offer Response message. 
P-CSCF forwards the message to the originating endpoint  
9.  UE decides the offered set of media streams for this session, and 
confirms receipt of the Offer Response by sending a Response 
Confirmation to the P-CSCF. The Response Confirmation may also 
contain SDP. This may be the same SDP as in the Offer Response 
received in Step 8 or a subset. If new media are defined by this SDP, 
P-CSCF (PDF) will perform a new authorization as in Step 7 following 
Step 14. The originating UE is free to continue to offer new media on 
this operation or on subsequent exchanges using the Update method. 
Each offer/answer exchange will cause the P-CSCF (PDF) to repeat 
the Authorization step (Step 7) again.  
10.  After determining the needed resources in step 8, UE initiates the 
reservation procedures for the resources needed for this session.  
11.  P-CSCF forwards the Response Confirmation to S-CSCF. This may 
possibly be routed through the I-CSCF depending on operator 
configuration of the I-CSCF. Step 11 may be similar to Step 2 
depending on whether or not configuration hiding is used.  
12.  S-CSCF forwards this message to the terminating endpoint, via the S-S 
procedure.  
13-15. The terminating end point responds to the originating end with an 
acknowledgement. If Optional SDP is contained in the Response 
Confirmation, the Confirmation Acknowledge will also contain an SDP 
response. If the SDP has changed, the P-CSCF authorizes the 
resources again. Step 14 may be similar to Step 6 depending on 
whether or not configuration hiding is used.  
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16-18. When the resource reservation is completed, UE sends the successful 
Resource Reservation message to the terminating endpoint, via the 
signaling path established by the INVITE message. The message is 
sent first to P-CSCF. Step 17 may be similar to Step 2 depending on 
whether or not configuration hiding is used.  
19-21. The terminating endpoint responds to the originating end when 
successful resource reservation has occurred. If the SDP has changed, 
the P-CSCF performs the authorization again.  
22-24. The Terminating endpoint may generate ringing and it is then 
forwarded via the session path to the UE.  
25. UE indicates to the originating user that the destination is ringing  
26-27. When the destination party answers, the terminating endpoint sends a 
SIP 200-OK final response to the originating end, as specified by the 
termination procedures and the S-S procedures, to P-CSCF.  
28. P-CSCF indicates the resources reserved for this session should now 
be approved for use.  
29. P-CSCF sends a SIP 200-OK final response to the session originator  
30. UE starts the media flow(s) for this session 
31-33. UE responds to the 200 OK with a SIP ACK message sent along the 
signalling path. Step 32 may be similar to Step 2 depending on whether 
or not configuration hiding is used. 
 
5.5.1.2 S-CSCF to S-CSCF Procedures  
The S-CSCF to S-CSCF procedures specify the signaling path between the 
serving CSCF that handles session origination on behalf of the caller, and the 
serving CSCF that handles session termination on behalf of the called party.  
The S-CSCF handling session origination performs an analysis of the 
destination address, and determines whether it is a subscriber of the same 
network operator or a different operator. If the analysis of the destination 
address determined that it belongs to a subscriber of a different operator, the 
request is forwarded (optionally through an I-CSCF (THIG) within the 
originating operator’s network) to a well-known entry point in the destination 
operator’s network, the I-CSCF. The I-CSCF queries the HSS for current 
location information. The I-CSCF then forwards the request to the S-CSCF. If 
the analysis of the destination address determines that it belongs to a 
subscriber of the same operator, the S-CSCF passes the request to a local I-
CSCF, who queries the HSS for current location information. The I-CSCF then 
forwards the request to the S-CSCF serving the destination user.  
Here describe the information flow between two S-CSCFs belonging to 
different operators [112]. 
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Figure - 5.9: S-CSCF to S-CSCF Procedure – Different Operators [112] 
 
1.  The SIP INVITE request is sent from the UE to S-CSCF#1 by the 
procedures of the originating flow. This message should contain the 
initial media description offer in the SDP.  
2.  S-CSCF#1 invokes whatever service logic is appropriate for this 
session attempt.  
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3.  S-CSCF#1 performs an analysis of the destination address, and 
determines the network operator to whom the subscriber belongs. For 
S-S#1, this flow is an inter-operator message to the I-CSCF entry point 
for the terminating user. If the originating operator desires to keep their 
internal configuration hidden, then S-CSCF#1 forwards the INVITE 
request through I-CSCF (THIG)#1 (choice b); otherwise S-CSCF#1 
forwards the INVITE request directly to I-CSCF#2, the well-known entry 
point into the terminating user’s network (choice a).  
4.  I-CSCF#2 (at the border of the terminating user’s network) may query 
the HSS for current location information.  
5.  HSS responds with the address of the current Serving-CSCF for the 
terminating user.  
6.  I-CSCF#2 forwards the INVITE request to the S-CSCF #2 that will 
handle the session termination.  
7.  S-CSCF#2 invokes whatever service logic is appropriate for this 
session set up attempt.  
8.  The sequence continues with the message flows determined by the 
termination procedure. 
9.  The media stream capabilities of the destination are returned along the 
signaling path, as per the termination procedure.  
10.  S-CSCF#2 forwards the SDP to I-CSCF#2  
11.  I-CSCF#2 forwards the SDP to S-CSCF#1. Based on the choice made 
in step #3 above, this may be sent directly to S-CSCF#1 (11a) or may 
be sent through I-CSCF (THIG)#1 (11b1 and 11b2)  
12.  S-CSCF#1 forwards the SDP to the originator, as per the originating 
procedure.  
13.  The originator decides on the offered set of media streams, confirms 
receipt of the Offer Response with a Response Confirmation, and 
forwards this information to S-CSCF#1 by the origination procedures. 
The Response Confirmation may also contain SDP. This may be the 
same SDP as in the Offer Response received in Step 12 or a subset.  
14-15 S-CSCF#1 forwards the offered SDP to S-CSCF#2. Step 14 may be 
similar to Step 3 depending on whether or not configuration hiding is 
being used.  
16.  S-CSCF#2 forwards the offered SDP to the terminating endpoint, via 
the termination procedure introduce at 3.2.1.3.  
17-20 The terminating end point acknowledges the offer with answered SDP 
and passes through the session path to the originating end point. Step 
19 may be similar to Step 11 depending on whether or not 
configuration hiding is being used. 
21-24. Originating endpoint acknowledges successful resource reservation 
and the message is forwarded to the terminating end point. Step 22 
may be similar to Step 3 depending on whether or not configuration 
hiding is used.  
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25-28. Terminating endpoint acknowledges the response and this message is 
sent to the originating end point through the established session path. 
Step 27 may be similar to Step 11 depending on whether or not 
configuration hiding is being used.  
29-32. Terminating end point then generates ringing and this message is sent 
to the originating end point through the established session path. Step 
31 may be similar to Step 11 depending on whether or not 
configuration hiding is being used.  
33-36. Terminating end point then sends 200 OK via the established session 
path to the originating end point. Step 35 may be similar to Step 11 
depending on whether or not configuration hiding is being used.  
37-40. Originating end point acknowledges the establishment of the session 
and sends to the terminating end point via the established session 
path. Step 38 may be similar to Step 3 depending on whether or not 
configuration hiding is being used.  
The detailed information flow of S-S#2 will not be described here. The 
procedures are no much different except the CSCFs involved (S-CSCF#1&2, 
I-CSCF#2) are in same network. 
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Figure - 5.10: Mobile termination procedure – roaming [112] 
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5.5.1.3 Mobile termination procedures  
The session termination procedures specify the signaling path between the 
Serving CSCF assigned to perform the session termination service and the 
UE. Same as discussed in the origination procedures, this path is determined 
at the time of UE registration. However the signaling flows are in the reverse 
direction of the session-initiation signaling flows.  
Procedure MT#1 is as following [112]:  
1.  The originating party sends the SIP INVITE request, containing an 
initial SDP, via one of the origination procedures, and via one of the 
Inter-Serving procedures, to the Serving-CSCF for the terminating 
users.  
2.  S-CSCF validates the service profile, and invokes any termination 
service logic required for this user. This includes authorization of the 
requested SDP based on the user's subscription for multi-media 
services.  
3. S-CSCF remembers (from the registration procedure) the next hop 
CSCF for this UE. If the home network operator does not desire to 
keep their network configuration hidden, the INVITE request is 
forwarded directly to the P-CSCF (choice a). If the home network 
operator desires to keep their network configuration hidden, the INVITE 
request is forwarded through an I-CSCF (THIG) to the P-CSCF (choice 
b).  
4. The PDF generates the Authorization-Token and includes it in the 
INVITE message. P-CSCF remembers the UE address from the 
registration procedure, and forwards the INVITE to the UE. 
5. UE determines the subset of the media flows proposed by the 
originating endpoint that it supports, and responds with an Offer 
Response message back to the originator. The SDP may represent 
one or more media for a multi-media session. This response is sent to 
P-CSCF.  
6.  P-CSCF authorizes the resources necessary for this session.  
7.  P-CSCF forwards the Offer Response message to S-CSCF. Based on 
the choice made in step #3 above, this may be sent directly to S-CSCF 
(7a) or may be sent through I-CSCF (THIG) (7b1 and 7b2).  
8.  S-CSCF forwards the Offer Response message to the originator, per 
the S-S procedure.  
9. The originating endpoint sends a Response Confirmation via the S-S 
procedure, to S-CSCF. The Response Confirmation may also contain 
SDP. This may be the same SDP as in the Offer Response sent in 
Step 8 or a subset. If new media are defined by this SDP, the P-CSCF 
(PDF) following Step 12 will do a new authorization (as in Step 6). The 
originating UE is free to continue to offer new media on this operation 
or on subsequent exchanges using the Update method. Each 
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offer/answer exchange will cause the P-CSCF (PDF) to repeat the 
Authorization step (Step 6) again.  
10. S-CSCF forwards the Response Confirmation to P-CSCF. This may 
possibly be routed through the I-CSCF depending on operator 
configuration of the I-CSCF.  
11. P-CSCF forwards the Response Confirmation to UE. 
12. UE responds to the Response Confirmation with an acknowledgement. 
If Optional SDP is contained in the Response Confirmation, the 
Confirmation Ack will also contain an SDP response. If the SDP has 
changed, the P-CSCF authorizes the resources again.  
13. UE initiates the reservation procedures for the resources needed for 
this session.  
14-15. P-CSCF forwards the Confirmation Ack to the S-CSCF and then to the 
originating end point via session path. Step 14 may be similar to Step 7 
depending on whether or not configuration hiding is used.  
16-18. When the originating endpoint has completed its resource reservation, 
it sends the successful Resource Reservation message to S-CSCF, via 
the S-S procedures. The S-CSCF forwards the message toward the 
terminating endpoint along the signaling path. Step 17 may be similar 
to Step 3 depending on whether or not configuration hiding is used.  
19. UE#2 alerts the destination user of an incoming session set up attempt.  
20-22. UE#2 responds to the successful resource reservation towards the 
originating end point. Step 21 may be similar to Step 7 depending on 
whether or not configuration hiding is used.  
23-25. UE may alert the user and wait for an indication from the user before 
completing the session set up. If so, it indicates this to the originating 
party by a provisional response indicating Ringing. This message is 
sent to P-CSCF and along the signaling path to the originating end. 
Step 24 may be similar to Step 7 depending on whether or not 
configuration hiding is used. Indicates the resources reserved for this 
session should now be committed.  
28. UE starts the media flow(s) for this session  
29-30. P-CSCF sends a SIP 200-OK final response along the signaling path 
back to the S-CSCF. Step 29 may be similar to Step 7 depending on 
whether or not configuration hiding is used.  
31-33. The originating party responds to the 200-OK final response with a SIP 
ACK message that is sent to S-CSCF via the S-S procedure and 
forwarded to the terminating end along the signaling path. Step 32 may 
be similar to Step 3 depending on whether or not configuration hiding is 
used.  
The detailed information flow of MT#2 will not be described here. The 
procedures are no much different except the P-CSCF and S-CSCF involved 
are in the same network.  
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5.5.1.4 Summary of The Session Setup Procedures  
If group the CSCFs according to the UE they are serving but not he networks 
they are in, and assume no topology hiding (I-CSCF (THIG)) is utilized so the 
P-CSCF knows the address of the S-CSCF, will get a common session flow 
between two mobiles as following no matter how the session is built by 
different combination of the origination, S-CSCF to S-CSCF and termination 
procedures. 
 
Figure – 5.11: Simplified Mobile-to-Mobile Call flow  
 
In short, the calling party sends the INVITE message through P-CSCF to the 
S-CSCF that is already known by registration. The message is then sent to 
the I-CSCF, which is the first contact point of the home network of the called 
party for incoming network signaling. Then the message is routed to serving 
and proxy CSCFs of the called party. Subsequently the bearer is established 
and the called user is alerted. When the called user answers the call the OK 
message is routed via CSCFs used. Calling party acknowledges to the called 
user and call establishment is complete.  
In the figure, configuration hiding is not applied. The CSCFs involved may or 
may not be in same network, depending on the different scenarios. 
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5.5.2 Session Release Procedures 
 
Figure – 5.12: Mobile Initiated Session Release [113] 
 
The above flow shows a mobile terminal initiated SIP session release. It is 
assumed that the session is active and that the bearer was established 
directly between the two visited networks. Here the visited networks could be 
the Home network in either or both cases, and the use of I-CSCF (THIG) are 
optional.  
 
1. One mobile party hangs up, which generates a SIP BYE request from 
the UE to the P-CSCF.  
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2.  Steps 2 and 3 may take place before or after Step 1 and in parallel with 
Step 4. The UE initiates the release of the bearer PDP context. The 
GPRS subsystem releases the PDP context. The IP network resources 
that had been reserved for the message receive path to the mobile for 
this session are now released. This is initiated from the GGSN. If 
RSVP was used to allocated resources, then the appropriate release 
messages for that protocol would invoked here.  
3.  The GPRS subsystem responds to the UE.  
4.  The P-CSCF/PDF removes the authorization for resources that had 
previously been issued for this endpoint for this session. This step will 
also result in a release indication to the GPRS subsystem to confirm 
that the IP bearers associated with the session have been deleted  
5.  The P-CSCF sends a SIP BYE request to the I-CSCF (THIG) hiding 
the S-CSCF of the releasing party.  
6. The I-CSCF (THIG) sends a SIP BYE request to the S-CSCF of the 
releasing party.  
7. The SIP BYE request is sent from the S-CSCF to the I-CSCF (THIG). 
8. The SIP BYE request is sent from the I-CSCF (THIG) to the I-CSCF of 
the network of the other party.  
9. The SIP BYE request is forwarded from the I-CSCF that was used to 
determine the location of S-CSCF of the other party.  
10. The SIP BYE request is forwarded to the I-CSCF (THIG).  
11. The I-CSCF (THIG) forwards the SIP BYE request to the P-CSCF.  
12. The P-CSCF removes the authorization for resources that had 
previously been issued for this endpoint for this session. This step also 
results in a release indication to the GPRS subsystem to confirm that 
the IP bearers associated with the UE#2 session have been deleted.  
13. The P-CSCF forwards the SIP BYE request on to the UE.  
14. The mobile responds with a 200 OK response, which is sent back to 
the P-CSCF.  
15. Steps 15 and 16 may be done in parallel with step 14. The Mobile 
initiates the release of the bearer PDP context.  
16. The GPRS subsystem releases the PDP context. The IP network 
resources that were reserved for the message receive path to the 
mobile for this session are now released. This is initiated from the 
GGSN. If RSVP was used to allocated resources, then the appropriate 
release messages for that protocol would invoked here.  
17. The P-CSCF sends the 200 OK to the I-CSCF (THIG).  
18. The I-CSCF (THIG) sends the 200 OK to the S-CSCF. 
19. The S-CSCF of the other party forwards the 200 OK to its selecting I-
CSCF.  
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20. The selecting I-CSCF forwards the 200 OK to the I-CSCF (THIG).  
21. The I-CSCF (THIG) forwards the 200 OK to the S-CSCF.  
22. The S-CSCF of the releasing party forwards the 200 OK to the I-CSCF 
(THIG).  
23. The I-CSCF (THIG) forwards the 200 OK to the P-CSCF of the 
releasing party.  
24. The P-CSCF of the releasing party forwards the 200 OK to the UE. 
 
 
5.6 SIP Message Structure 
SIP is a text-based protocol that is similar to HTTP, which makes it easy read 
and understand. A SIP message is either a request from a client to a server or 
a response from a server to a client. Both the request and the response 
contain a start-line followed by one or more headers and a message body. 
For example: 
message = start-line 
*message header 
CRLF 
[message-body] 
The request line specifies the type of request being issued, while the 
response line indicates the success or failure of a request. If a request is not 
executed, the status line indicates the type of failure or the reason for the 
failure. 
• SIP messages are either a request or a response 
• Structure of a SIP message includes: 
Start line 
Header(s) 
Body 
 
• Sample structure 
message = start-line 
*message header 
CRLF 
Example An overview of SIP message structure 
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5.6.1 SIP request 
A SIP request consists of a method token, a request URI, and the SIP 
version. A method token is used to identify the request. The request URI is 
the address of the device where the request is being sent. 
Methods for handling different kinds of requests 
• INVITE 
• ACK 
• BYE 
• CANCEL 
• OPTIONS 
• REGISTER 
SIP method extensions include: 
• SUBSCRIBE 
• NOTIFY 
• MESSAGE 
• INFO 
• SERVICE 
• REFER 
• NEGOTIATE 
SIP request methods 
 
The original SIP RFC 3261 [121] defines six methods, which are used for 
different types of requests. The following table describes these methods. 
 
Table - 5.1: SIP Method with Description 
Method Name Description 
INVITE  It initiates a session. This method includes information about the 
calling and called users and the type of media that is to be 
exchanged. 
ACK Sent by the client who sends the INVITE.ACK is sent to confirm 
that the session is established. Media can then be exchanged. 
BYE Terminate a session. This method can be sent be either user. 
CANCEL Terminates a pending request, such as an outstanding INVITE. 
After a session is established, a BYE method needs to be used to 
terminate the session. 
OPTIONS Queries the capabilities of the server or the other devices. It can 
be used to check media capabilities before issuing an INVITE 
REGISTER Used by a client to login and register its address with a SIP 
registrar server. 
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5.6.2 SIP method extensions 
A number of extensions and enhancements have been made to the original 
SIP RFC 2543. This includes the addition of the following new methods to 
SIP, which can be used for event notification, instant messaging and call 
control: 
• SUBSCRIBE: The SUBSCRIBE method enables a user to subscribe to 
certain events. This means that the user should be informed when such 
events occur. 
• NOTIFY:  The NOTIFY method is used to inform the user that a 
subscribed event has occurred. Windows Messenger uses the 
SUBSCRIBE method to request contacts, groups, and allow and block lists 
from the server and to get the presence of contacts in a group. Live 
Communications Server 2003 uses the NOTIFY method to deliver the data 
obtained by the SUBSCRIBE method to the client. 
• MESSAGE: SIP can also be used for Instant Messaging. A user sends an 
instant message to another user by sending a request that includes the 
MESSAGE method. This request carries the actual text in a body of a SIP 
packet. 
• INFO: The INFO method is used for transferring information during a 
session, such as user activity. For example, Windows Messenger 5.0 uses 
the INFO method to inform the called user that Bob, the calling user, is 
typing on the keyboard. As a result, in the conversation UI, the called user 
sees a dialog, “bob is typing.” 
• SERVICE: The SERVICE method can carry a Simple Object Access 
Protocol (SOAP) message as its payload. Windows Messenger 5.0 uses 
the SERIVCE method to add contacts and groups on the server. This 
method is also used to search for contacts in the SIP domain. 
• NEGOTIATE: The NEGOTIATE method is used to negotiate various kinds 
of parameters, such as security mechanisms and algorithms. Live 
Communications Server 2003 uses the NEGOTIATE method to provide 
compression between clients and servers. 
• REFER: A REFER request enables the sender of the request to instruct 
the receiver to contact a third party using the contact details provided in 
the request. Call Transfer is a commonly used application of the REFER 
method. 
 
5.6.3 SIP Response 
SIP response contains: 
• Status code, three-digit number indicating the outcome of the request 
• Reason phrase, provides a textual description of the outcome 
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Different classes of a response: 
• 1xx: provisional 
• 2xx: success 
• 6xx: global failure 
• 3xx: redirection 
• 4xx: client server 
• 5xx: server error 
• 6xx: global failure 
 
A SIP response contains a status code, which is a three-digit number that 
indicates the outcome of the request. The response also contains a reason 
phrase, which provides a textual description of the outcome of the request. 
The reason code is interpreted and acted upon by the client software. The 
reason phrase helps the user understand the response. Status codes defined 
in SIP have values between 100 and 699 and the first digit of the reason code 
indicates the response class. For example, all the status codes between 100 
and 199 belong to one class. 
 
Table 5.2: Different classes in SIP 
Class name Description 
1xx: Provisional Request received, continuing to process the request. for 
example, 180 indicates that the phone of the called user 
is ringing. 
2xx: Success Action was successfully received, understood, and 
accepted. Only 200 OK and 202 ACCEPTED have been 
defined in this class 
3xx: Redirection  Further action needs to be taken to complete the 
request. For example, a front-end server 302 to redirect 
the client to a home server. 
4xx: Client Error Request contains bad syntax or cannot be fulfilled at this 
server. For example a home server sends a response, 
401 Unauthorized, if the client needs to provide 
credentials. 
5xx: Server Error Server failed to fulfill a valid request. For example a 
server sends a response, 504 timeout, if the MTLS has 
not been configured between the home servers. 
6xx:Global Failure Request cannot be fulfilled at any server. This is a new 
class defined for SIP, but is not currently used with live 
communication server 2003 
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5.6.4 SIP Headers 
SIP includes a number of message headers in a SIP message. These 
headers contain information that enables the receiver to understand the 
message better or handle the message properly. Some headers make sense 
only in certain requests or responses. In some cases, the presence of a 
particular header depends on the context. The presence of a particular header 
in a response might be reasonable only if the response is issued to a specific 
request. 
 
General headers: 
• Used in both requests and responses. 
• Contains basic information needed for the handling of requests and 
responses 
• Examples: the To and From header fields 
 
Request header: 
• Apply only to SIP requests. 
• Provide additional information to the server regarding the request itself or 
regarding the client. 
• Examples: the Subject and Priority header fields 
 
Response Header: 
• Apply only to response (status) messages. 
• Provide further information about the response that cannot be included in 
the status line. 
• Examples: unsupported and Retry after header fields 
 
5.7 A Simple SIP Example 
Figure 4.13 shows the SIP message exchange between two SIP-enabled 
devices. The two devices could be SIP phones, hand-held, palmtops, or cell 
phones. It is assumed that both devices are connected to an IP network such 
as the Internet and know each other's IP address [117]. 
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Figure – 5.13: A simple SIP example 
 
The calling party, Tesla, begins the message exchange by sending a SIP 
INVITE message to the called party, User1. The INVITE contains the details 
of the type of session or call that is requested. It could be a simple voice 
(audio) session, a multimedia session such as a videoconference, or it could 
be a gaming session.  
 
The INVITE message contains the following fields: 
INVITE sip:user1@imstestbed.net SIP/2.0 
Via: SIP/2.0/UDP lab.imstestbed.net:5060 
To: User1 <sip:User1@imstestbed.net> 
From: User2 <sip:user2@imstestbed.net> 
Call-ID: 123456789@lab.imstestbed.net 
CSeq: 1 INVITE 
Subject: About That Power Outage... 
Contact: sip:user2@imstestbed.net 
Content-Type: application/sdp 
Content-Length: 158 
v=0 
o=Tesla 2890844526 2890844526 IN IP4 lab.imstestbed.net 
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s=Phone Call 
c=IN IP4 100.101.102.103 
t=0 0 
m=audio 49170 RTP/AVP 0 
a=rtpmap:0 PCMU/8000 
 
The fields listed in the INVITE message are called headers. They have the 
form Header: Value CRLF. The first line of the request message, called the 
start line, lists the method, which is INVITE, the Request-URI (Uniform 
Resource Indicator), then the SIP version number (2.0), all separated by 
spaces. Each line of a SIP message is terminated by a CRLF [122]. The 
Request-URI is a special form of SIP URL and indicates the resource to which 
the request is being sent. SIP URLs. 
The first header following the start line is a via header. Each SIP device that 
originates or forwards a SIP message stamps its own address in a via header, 
usually written as a host name that can be resolved into an IP address using a 
DNS query. The Via header contains the SIP Version number (2.0), a "/", then 
UDP for UDP transport, a space, then the hostname or address, a colon, then 
a port number, in this example the "well-known" SIP port number 5060. 
The next headers are the To and From headers, which show the originator 
and destination of the SIP request. When a name label is used, as in this 
example, the SIP URL is enclosed in brackets and used for routing the 
request. The name can be displayed during alerting. The Call-ID header has 
the same form as an e-mail address but is actually an identifier used to keep 
track of a particular SIP session. The originator of the request creates a 
locally unique string, then usually adds an "@" and its host name to make it 
globally unique. The combination of the local address (From header), remote 
address (To header), and Call-ID identifies the "call leg." Both parties to 
identify this call because they could have multiple calls set up between them 
use the call leg. Subsequent requests for this call will refer to this call leg. 
The next header shown is the CSeq, [119] or command sequence. It contains 
a number, followed by the method name, INVITE in this case. This number is 
incremented for each new request sent. In this example, the command 
sequence number is initialized to 1, but it could start at another value. The Via 
headers plus the To, From, Call-ID, and CSeq headers represent the 
minimum required header set in any SIP message. Other headers can be 
included as optional additional information, or information needed for a 
specific request type.  
A Contact header is included in this message, which contains the SIP URL of 
Tesla; this URL can be used to route messages directly to Tesla. The optional 
Subject header is present in this example. It is not used by the protocol, but 
could be displayed during alerting to aid the called party in deciding whether 
to accept the call. The same sort of useful prioritization and screening all 
routinely do using the Subject and From headers in an e-mail message is also 
possible with a SIP INVITE request. Additional headers are present in this 
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INVITE message, which contain the media information necessary to set up 
the call. 
The Content-Type and Content-Length headers indicate that the message 
body is Session Description Protocol (SDP) [116] and contains 158 octets of 
data. A blank line separates message body from the header list, which ends 
with the Content-Length header.  
In this case, there are seven lines of SDP data describing the media attributes 
that the caller Tesla desires for the call. This media information is needed 
because SIP makes no assumptions about the type of media session to be 
established—the caller must specify exactly what type of session (audio, 
video, gaming) that he wishes to establish. The SDP field names are listed in 
Table 5.3. A quick review of the lines shows the basic information necessary 
to establish a session. This includes the: 
• Connection IP address (100.101.102.103); 
• Media format (audio); 
• Port number (49170); 
• Media transport protocol (RTP); 
• Media encoding (PCM µ Law); 
• Sampling rate (8000 Hz). 
 
Table - 5.3: SDP data 
SDP parameter Parameter Name 
v=0 Version number 
o= IP4 lab.imstestbed.net  
Origin containing name  
s=Phone Call Subject 
c=IN IP4 100.101.102.103 Connection 
t=0 0 Time 
m=audio 49170 RTP/AVP 0 Media 
a=rtpmap:0 PCMU/8000 Attributes 
 
INVITE is an example of a SIP request message. There are five other 
methods or types of SIP requests currently defined in the SIP specification. 
The next message in Figure 5.6 is a 180 Ringing message sent in response to 
the INVITE. This message indicates that the called party User1 has received 
the INVITE and that alerting is taking place. The alerting could be ringing a 
phone, flashing a message on a screen, or any other method of attracting the 
attention of the called party, User1. 
The 180 Ringing is an example of a SIP response message. Responses are 
numerical and are classified by the first digit of the number. A 180 response is 
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an "informational class" response, identified by the first digit being a 1. 
Informational responses are used to convey non-critical information about the 
progress of the call. SIP response codes were based on HTTP version 1.1 
response codes with some extensions and additions. Anyone who has ever 
browsed the World Wide Web has likely received a "404 Not Found" response 
from a web server when a requested page was not found. 404 Not Found is 
also a valid SIP "client error class" response in a call to an unknown user. 
 
Response code number in SIP alone determines the way the response is 
interpreted by the server or the user. The reason phrase, Ringing in this case, 
is suggested in the standard, but any text can be used to convey more 
information. For instance, 180 Hello! is a perfectly valid SIP response.  
 
The 180 Ringing response has the following structure:  
SIP/2.0 180 Ringing 
Via: SIP/2.0/UDP lab.imstestbed.net:5060 
To: User1 <sip:user1@imstestbed.net> 
From: User2 <sip:user2@imstestbed.net> 
Call-ID: 123456789@imstestbed.net 
CSeq: 1 INVITE 
Content-Length: 0 
 
The message was created by copying many of the headers from the INVITE 
message, including the Via, To, From, Call-ID, and CSeq, then adding a 
response start line containing the SIP version number, the response code, 
and the reason phrase. This approach simplifies the message processing for 
responses. 
Note that the To and From headers are not reversed in the response 
message as one might expect them to be. Even though this message is sent 
to User1 from Tesla, the headers read the opposite. This is because the To 
and From headers in SIP are defined to indicate the direction of the request, 
not the direction of the message. Since Tesla initiated this request, all 
messages will read To: User1 From: Tesla. 
When the called party decides to accept the call (i.e., the phone is answered), 
a 200 OK response is sent. This response also indicates that the type of 
media session proposed by the caller is acceptable. The 200 OK is an 
example of a "success class" response. The 200 OK message body contains 
User1's media information: 
 
SIP/2.0 200 OK 
Via: SIP/2.0/UDP lab.imstestbed.net:5060 
To: User1 <sip:user1@imstestbed.net> 
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From: User2 <sip:user2@imstestbed.net> 
Call-ID: 123456789@lab.imstestbed.net 
CSeq: 1 INVITE 
Contact: sip:user1@imstestbed.net 
Content-Type: application/sdp 
Content-Length: 155 
v=0 
o=User1 2890844526 2890844526 IN IP4 tower.radio.org 
s=Phone Call 
c=IN IP4 200.201.202.203 
t=0 0 
m=audio 60000 RTP/AVP 0 
a=rtpmap:0 PCMU/8000 
 
This response is constructed the same way as the 180 Ringing responses. 
The media capabilities, however, must be communicated in a SDP message 
body added to the response. From the same SDP fields as Table 4.3, the 
SDP contains: 
• End-point IP address (200.201.202.203); 
• Media format (audio); 
• Port number (60000); 
• Media transport protocol (RTP); 
• Media encoding (PCM µ Law); 
• Sampling rate (8000 Hz). 
 
The final step is to confirm the media session with an "acknowledgment" 
request. The confirmation means that Tesla can support the media session 
proposed by User1. 
This exchange of media information allows the media session to be 
established using another protocol, RTP in this example. 
ACK sip:user1@imstestbed.net SIP/2.0 
Via: SIP/2.0/UDP lab.imstestbed.net:5060 
To: User1 <sip:user1@imstestbed.net> 
From: User2 <sip:user2@imstestbed.net> 
Call-ID: 123456789@lab.imstestbed.net 
CSeq: 1 ACK 
Content-Length: 0 
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The command sequence, CSeq, has the same number as the INVITE, but the 
method is set to ACK. At this point, the media session begins using the media 
information carried in the SIP messages. The media session takes place 
using another protocol, typically RTP. This message exchange shows that 
SIP is an end-to-end signaling protocol. A SIP network or SIP server is not 
required for the protocol to be used. Two end-points running a SIP protocol 
stack and knowing each other's IP addresses can use SIP to set up a media 
session between them. 
Although less obvious, this example also shows the client-server nature of the 
SIP protocol. When Tesla originates the INVITE request, he is acting as a SIP 
client. When User1 responds to the request, he is acting as a SIP server. 
After the media session is established, the BYE request and acts as the SIP 
client, while Tesla acts as the SIP server when he responds. This is why a 
SIP-enabled device must contain both SIP server and SIP client software—
during a typical session, both are needed. This is quite different from other 
client-server Internet protocols such as HTTP or FTP. The web browser is 
always an HTTP client, and the web server is always an HTTP server, and 
similarly for FTP. In SIP, an endpoint will switch back and forth during a 
session between being a client and a server. 
In Figure 5.13, a BYE request is sent by User1 to terminate the media 
session: 
 
BYE sip:user2@imstestbed.net SIP/2.0 
Via: SIP/2.0/UDP tower.radio.org:5060 
To: User2 <sip:user2@imstestbed.net> 
From: User1 <sip:user1@imstestbed.net> 
Call-ID: 123456789@lab.imstestbed.net 
CSeq: 1 BYE 
Content-Length: 0 
 
The Via header in this example is populated with User1's host address. The 
To and From headers reflect that this request is originated by User1, as they 
are reversed from the messages in the previous transaction. Tesla, however, 
is able to identify the call leg and tear down the correct media session. 
The confirmation response to the BYE is a 200 OK: 
 
SIP/2.0 200 OK 
Via: SIP/2.0/UDP tower.radio.org:5060 
To: User2 <sip:user2@imstestbed.net> 
From: User1 <sip:user1@imstestbed.net> 
Call-ID: 123456789@lab.imstestbed.net 
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CSeq: 1 BYE 
Content-Length: 0 
The response echoes the CSeq of the original request: 1 BYE. 
 
5.8 Tools to read SIP Messages 
The SIP Logger and SIP Parser tools can be used to read a SIP message. 
 
5.8.1 SIP Logger: 
SIP Logger is an executable file with a read me file, LoggerReadme.htm that 
contains information about the installation and use of SIP Logger. SIP Logger 
allows the Live Communications Server administrator to log SIP traffic on the 
server before it is encrypted. SIP Logger helps the administrator debug 
communication issues between clients and servers and between multiple 
servers. Messages are sent to a text file that is selected during SIP Logger 
startup [43]. The default maximum size of the file is 100 MB. Note that SIP 
Logger is not intended to replace the Live Communications Server IM 
Archiving Server. 
 
5.8.2 SIP Parser:  
SIP Parser is a dynamic-link library (DLL) that works with Network Monitor to 
enable parsing of the SIP signaling information exchanged between clients 
and servers. SIP Parser captures only SIP messages sent over TCP or UDP. 
TLS is not supported because of encryption. SIP Parser requires the 
installation of Network Monitor on the computer where SIP messages need to 
be parsed. A readme file, SipParserReadme.html, contains information about 
the installation and use of SIP Parser. 
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Chapter – 6 
IMS Client Development and Deployment 
 
6.1 Introduction 
IP Multimedia Subsystem introduced since 2002, since initiation of IMS many 
research work done for designing and implementing IMS-capable terminals 
and network elements. [123] Bubley has conducted a research into the 
evolution of SIP and IMS handset. “While much attention has focused on 
deployments of IMS network infrastructure and applications, the need for a 
new class of phones has been largely forgotten”.  
Before initiate design own IMS Client, an in depth studied the three open IMS 
Clients, which were mainly targeted to be implemented within the end user 
devices that have high processing power and memory (e.g. PDA Phone). 
These end user devices may include laptops, desktop personal computers 
or Personal Digital Assistance (PDA). Hence the three open IMS Clients may 
not be deployed within the current CLCD based handheld mobile devices. 
Based on the 3GPP IMS [1], the IMS compliant end user has to provide the 
necessary SIP signaling support, the service related media codecs for 
multimedia applications in addition to the basic connectivity support, such as 
IP [125]. Current open IMS Clients do provide these supports to the end users 
with higher processing power and memory devices. 
In this study, the IMS Client that is developed & deployed under the Java 
Micro-Edition (J2ME) platform with SIP. Though developed within the J2ME 
platform, this client should be capable of providing all the IMS supports as 
specified by the 3GPP and IETF standards and recommendations. As a result, 
this study aims to developing an IMS Client that can be deployed within the 
J2ME-compliant handheld mobile devices. 
 
6.2 Other IMS Clients 
Currently there are three open IMS Clients available to the research community. 
Among these three IMS Clients, only one does not have free source code for 
download, as it is just open for use. The other two are open in the sense that 
developers can download their source codes and extend them. Although these 
IMS Clients have not targeted the handheld mobile devices, one of them FOKUS 
OpenIC Lite [124] can be deployed in some PDAs. 
 
6.2.1      FOKUS Open IMS Client Lite 
The FOKUS group has developed an IMS client, which they call Open IMS Client 
(OpenIC) Lite, shown in Figure 6.1. Work on FOKUS OpenIC Lite is progressing 
towards a robust IMS client with diverse services for Fixed Mobile convergence 
[125]. The solutions delivered by the framework align with IETF [5], 3GPP [2] 
and TISPAN client specifications. The client is available in Java and in .NET 
and runs on multiple platforms like Windows Mobile, Linux & Windows XP. 
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Figure 6.1: FOKUS OpenIC Lite [125] 
 
While OpenIC Lite is free and available for download, the FOKUS group has 
a commercial Open IMS Client version called OpenIC. "Open" in this sense 
means extendable therefore it should not be confused with "Open Source" 
[125]. 
 
6.2.2      IMS-Communicator 
IMS-Communicator is an open source project that was originally developed by 
PT Inovafao to support the development and testing of IMS and NGN 
components for its Service Handling on IP Networks (shipnet®) IMS/NGN 
architecture [126]. The IMS-Communicator, shown in Figure 2.15, is based 
on the old version of the S IP-Communicator soft-phone project. It is built on 
top of the JAIN-SIP reference implementation, and makes use of the Java 
Media Framework (JMF) API as its media stack. 
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Figure 6.2: IMS-Communicator Screenshot [126] 
 
According to the IMS-Communicator website, the developers of IMS-
Communicator have no plans for porting it to the J2ME Connected Device 
Configuration (CDC) environment. As a result, this IMS Client cannot be 
deployed to mobile devices. The Apache Software License and the GNU 
Lesser General Public License (LGPL) license the IMS-Communicator project. 
Its hosting is provided by the BerliOS developers. 
 
6.2.3      UCT IMS Client 
University of Cape Town (UCT) IMS Client is another open source IMS Client 
hosted by the BerliOS developers [127]. The communications research 
group at UCT in South Africa has developed the UCT IMS Client, and it 
designed to be used in conjunction with the Fraunhofer FOKUS Open IMS 
Core network testbed. On the UCT website the following is stated about the 
UCT IMS Client "This project is still in active development and there are 
many known bugs" [127].  
The UCT IMS Client screenshot is shown in Figure 6.3. The UCT IMS Client 
has been developed in C++ language and is only available for Linux 
operating systems. It is not available for mobile devices. 
The UCT IMS Client [128] was developed as a flexible and extensible tool 
for the furthermost of research into IMS networks and services. Since its 
first release it has seen a great deal of improvements and additional 
features. It has been used extensively worldwide as a tool to understand 
the basics of IMS as well as a code-base on which new IMS applications 
are developed. 
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Figure 6.3: UCT IMS Client Screenshot [127] 
 
6.3 Overview of Tools Used For Developing IMS Client 
The development of the IMS Client based on Java 2 Micro-Edition (J2ME) 
platform. The development software and hardware tools used for rich 
application portable devices are presented further in this chapter, introduces 
and discusses the J2ME as the chosen development platform for the IMS 
Client, the Java libraries or Application Programming Interfaces (APIs) used to 
support the SIP signalling. 
 
6.3.1 Development Tools 
Different software and hardware tools and libraries are available for use by 
developers to develop rich applications for portable devices such as mobile 
phones, set-top boxes, PDAs and navigation systems, Mao, G.F., Talevski, A. 
& Chang, E [129] have compared the most popular three mobile development 
platforms, and presented their results as shown in Table 6.1.  
Due to its extensive market penetration and developer community support, 
J2ME development platform was chosen for the development of the IMS 
Client. 
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Table 6.1: Mobile Development Platforms [129] 
Functionality Symbian J2ME BREW 
Foundation C++ Java C++ 
Learning Curve Difficult Average Difficult 
Emulator Free Free Limited 
Debuggers Available Latest version- good Excellent Needs payment 
Development Tool Cost Varies Free Expensive 
Cross-Platform 
Deployment 
Compile per target Average CDMA     handsets 
only 
Developer      
Community and Support 
Extensive Extensive Limited 
Market Penetration Extensive Extensive In few countries 
SIP Support Yes Yes Unknown 
RTP Support Yes (complicated) No Unknown 
 
6.3.1.1 Java Development Kit (JDK) 
The JDK consists of a Java compiler, written in Java, and a run-time 
interpreter for a particular platform. It can be downloaded and installed free 
from Sun website. For the development of the IMS Client, in this study, JDK 
1.5 was used. 
 
6.3.1.2 J2ME Sun Wireless Toolkit 
The Sun Wireless Toolkit (WTK) is the reference implementation of J2ME. It 
has building tools, utilities and a device emulator for creating J2ME Java 
applications, which are compliant to Mobile Information Device Profile (MIDP). 
The Sun WTK provides the byte-code pre-verification tool, implementation of 
API class libraries and a smart-phone device emulator by Goyal [130]. 
KToolbar is the main Sun WTK component, which is used to build MIDlets, to 
launch the emulator, and to start the utilities provided by the Sun WTK. Java 
applications that run in the MIDP environment are called MIDlets.  
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The IMS Client is developed as a MIDlet and emulated using the Nokia smart-
phone emulator provided with the Sun WTK version 2.5. Version 2.5 of the 
Sun WTK is compliant with Java Technology for the Wireless Industry (JTWI) 
JSR 185 and Mobile Service Architecture (MSA) JSR 248 specifications for 
mobile devices, as shown in Figure 6.4. 
 
 
Figure 6.4: Sun Java WTK 2.5 API Selection Window 
 
From the API Selection window, one can decide whether to use the JTWI or 
MSA target development platform. Many of today's Java enabled wireless 
mobile devices are mainly based on Connected Limited Device Configuration 
(CLDC) and MIDP; with the latest mobile devices being compliant with Java 
MSA API (JCP JSR 248, 2006). Such devices include Nokia N81, N91, N70 
series and Sony-Ericsson Z750. 
 
6.3.2     EclipseME 
Although the Sun WTK provides a powerful set of J2ME development tools, it 
does not offer the Integrated Development Environment (IDE) experience. For 
developers who are used to the convenience of IDE, the Sun WTK lacks key 
productivity features, such as team collaboration, context-sensitive code 
editors, and debugging and project management. In order to provide the IDE 
experience to developers, the Eclipse IDE [195] can be extended with the 
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EclipseME plug-in to enable the integration between the Eclipse and the Sun 
WTK. 
In order to integrate both the Eclipse IDE and Sun WTK, both tools must be 
downloaded and installed in the same machine. The EclipseME plug-in makes 
use of the Sun WTK emulator during runtime, while Eclipse IDE is used as a text 
editor. 
 
6.3.3   JAVA 2 MICRO-EDITION PLATFORM 
Java was introduced in 1995, but its platform capabilities took off with the advent 
of servlets. Servlets are Java programs that run on a server, offering a modular 
and efficient replacement for Common Gateway Interface (CGI). The first 
revolution of Java occurred when it expands into the server side with Java 2 
Platform, Enterprise Edition (J2EE). J2ME is the second revolution in Java 
that targets small, mobile devices. 
Today, the Java language defines three platforms: Java 2 Platform, Standard 
Edition (J2SE), J2EE and J2ME. J2SE is designed for desktop computers. 
Most often it runs on Linux, Solaris or Microsoft Windows operating systems. 
J2EE is a comprehensive platform for multi-user, enterprise-wide 
applications. It is based on J2SE and incorporates APIs for server-side 
computing. J2ME is a set of technologies and specifications developed for 
small devices like pagers, mobile phones and set-top boxes. J2ME uses 
subsets of J2SE components, such as smaller virtual machines and leaner 
APIs. J2ME is divided into configurations and profiles, as well as optional 
APIs, which provide specific information about APIs and different families of 
devices. In the following subsections the structure of J2ME is discussed. 
 
6.3.4      Configurations 
A configuration is designed for a specific kind of device based on memory 
constraints and processor power. It specifies a Java Virtual Machine (JVM) 
that can be easily ported to devices supporting the configuration. Device 
manufactures are responsible for porting a specific configuration to their 
devices. Currently there are two configurations, Connected Device 
Configuration (CDC) and the Connected, Limited Device Configuration 
(CLDC). The configurations and profiles of J2ME are generally described in 
terms of their memory capacity [131]. The minimum amounts of volatile and 
non-volatile memory are specified. 
 
i) Connected Device Configuration (CDC) 
A CDC device has a minimum Read-Only Memory (ROM) of 512 KB, 
Random Access Memory (RAM) of 256 KB and some kind of network 
connection (Li & Knudsen, 2005). It is designed for devices like TV set-top 
boxes, car navigation systems and high-end PDAs. The CDC specifies that a 
full JVM must be supported. 
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ii) Connected, Limited Device Configuration (CLDC) 
CLDC is designed for smaller devices than those targeted by the CDC. Such 
devices include mobile phones, pagers and PDAs. The CLDC devices have 
limited display size, limited memory, limited CPU power, and limited input, 
limited battery life and limited network connection. CLDC devices have 160 
KB to 512 KB of total memory, including a minimum of 160 KB of ROM and 32 
KB of RAM available for the Java platform [131]. 
The reference implementation of the CLDC is based on a small JVM called 
the KVM. The name derives from the fact that it is a JVM of which the size is 
measured in kilobytes rather than megabytes [131]. The KVM cannot do 
everything a JVM does in the J2SE world because of it is too small. 
 
6.3.5      Profiles 
A Profile is based on a configuration and provides additional APIs, such as 
user interface, persistent storage and whatever is necessary to develop 
running applications for the device. It is layered on top of a configuration, 
adding the APIs and specifications needed to develop applications for a 
specific family of devices discussed by Li & Knudsen [131]. 
The Foundation Profile is a specification for devices that can support a rich 
networked J2ME environment, as depicted in Figure 6.5. It does not support a 
user interface. Other profiles can be layered on top of it to add user interface 
support and other functionality. 
The PDA Profile (PDAP) is designed for palmtop devices with a minimum 
of 512 KB combined ROM and RAM, and a maximum of 16 MB. It includes 
an application model based on MIDlets, but uses a subset of the J2SE 
Abstract Windowing Toolkit (AWT) for graphic user interface (GUI). 
 
Figure 6.5: J2ME Stack [131] 
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MIDP complements the CLDC by minimizing both the memory and power 
required for limited devices. It also provides the basic API that is used for 
creating applications for these devices. The Java Community Project (JCP) 
has released two versions of MIDP JSR so far (MIDP 1.0 as JSR 37 and 
MIDP 2.0 as JSR 118). The JSR-248 MSA is a J2ME platform umbrella 
specification that defines the next step in the Java platform evolution for 
mobile handsets, based on the CLDC [132]. 
 
6.4   JAVA Libraries For SIP Programming 
 
Figure 6.6: IMS and the applicability of the SIP specifications [133] 
 
The SIP APIs being standardized for the Java platform may be viewed as 
overlapping in functionality with regard to the type of applications that can 
be implemented within each specification [133], as seen in Figure 6.6 for 
rapid development of services, programmers and application developers need 
APIs. 
The selection of IETF SIP to become the core signalling protocol for the 
3GPP IMS has resulted in the extensive use of the SIP APIs as the interface 
towards IMS. SIP API for J2ME has been extensively used in the development 
of the IMS Client for this project, therefore is briefly described in the following 
subsection. 
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6.4.1       SIP API for J2ME 
Nokia Corporation is the specification lead within the JCP in the development 
of the SIP API for J2ME, which was given the JSR number 180 [134]. JSR 
180 API was designed to be a compact and generic SIP API, which provides 
SIP functionality in transaction level. The API is integrated into the Generic 
Connection Framework (GCF) defined in CLDC. It is designed as an 
optional package that can be used with many J2ME Profiles. The 
minimum platform required by this API is the J2ME CLDC version 1.0; The 
API can also be used with the J2ME CDC [134]. 
The JSR 180 API inherited the Connector and Connection Java interfaces, 
as shown on the class diagram of the API in Figure 6.7. 
 
 
Figure 6.7: Simplified class diagram of SIP API for J2ME [134] 
 
The SIP API is used by applications to implement SIP UA functionality. This 
includes both UAC and UAS functionalities. A single SIP UA uses both the 
client and server connection functionality for SIP signalling and 
communication. 
 
i) Javax.microedition.sip Package
 
This is the package defined by the JSR 180 API. It is also the main package 
used to implement this project's IMS Client. In this subsection, some of the 
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major components of this package will be defined, but the full specification of 
the package can be found on the Java Community Process (JCP) website. 
 
• SipConnection - this is the base interface for SIP connections. It holds 
the common properties and methods for the following sub-interfaces: 
SipClientConnection and SipServerConnection 
• SipClientConnection - this interface represents SIP client transaction. 
Applications can create a new SipClientConnection with Connector or 
SipDialog object. This interface is also used to initialise and send 
responses. 
• SipSeverConnection - this interface represents SIP server transaction. 
The SipConnectionNotifier creates the transaction when a new request is 
received. 
• SipConnectionNotifier - this interface defines a SIP server connection 
notifier, which is opened with Connector.openQ using a SIP URI string with 
the host and user omitted. This interface queues the received messages. 
To receive incoming requests, application calls the acceptAndOpenQ 
method, which returns a SipServerConnection instance. 
• SipClientConnectionListener - this is the listener interface for incoming 
SIP responses. 
• SipServerConnectionListener - this is the listener interface for incoming 
SIP requests. 
 
As shown in Figure 6.8, the process of sending a message is twofold. Firstly 
the message is the prepared and sent. Secondly, the response is processed. 
 
 
Figure 6.8: Sending SIP request [134] 
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There are two ways to process an incoming request using the JSR 180 API. 
The first method uses the synchronous approach, which involves blocking the 
current thread to wait for one to arrive. This method works well if it is known 
that the request will be received at a certain time. The second method is to 
open a permanent server connection and be notified when a message arrives 
asynchronously. This is sometimes referred to as the callback loop, as shown 
in Figure 6.9.  
Due to the flexibility of SIP, the javax.microedition.sip package was 
extended in this project to allow other IMS based headers and methods to be 
exchanged. 3GPP and IETF collaborated to ensure that the core SIP (RFC 
3261) is extended to comply with the needs of the IMS. Such SIP extensions 
were released in the form of RFC documents, and by making use of these 
RFCs, the traditional SIP APE was enhanced to perform most of the IMS 
session control. 
 
 
Figure 6.9: Receiving a SIP request [134] 
 
6.5 IMS Client Development 
A complete IMS Client is made up of the User Agent Client (UAC) side and the 
User Agent Server (UAS) side, and its stack is shown in Figure 6.10. While 
UAC side generates the requests and processes the responses, the UAS 
side processes the requests and then generates the responses. 
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Figure 6.10: IMS Client Stack (Based on [131]) 
 
Depicted in Figure 6.11 is the position of a proposed IMS Client on the 
existing IMS core network and the access network. Access network can be 
any IPv4-connected network such as mobile 3G networks or wireline 
Asynchronized Digital Subscriber Loop (ADSL) link. 
 
 
Figure 6.11: IMS Client position in relation to IMS CN 
 
The main flow diagram of the UAC (User Agent Client) side of IMS Client is 
shown in Figure 6.12. The diagram shows the flow of procedures and events 
to be performed by the IMS Client after a successful registration, the creation 
of the session and the ending of the session. 
The main flow diagram of the UAC side of IMS Client is shown in Figure 6.12. 
The diagram shows the flow of procedures and events to be performed by the 
IMS Client after a successful registration, the creation of the session and the 
ending of the session. 
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Figure 6.12: Session Establishment Main Flow diagram 
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Figure 6.13: IMS Client Sequence Diagram [135] 
 
The system is designed to perform the following functions, as shown in 
Figure 6.13:  
o Registering on the IMS Core Network  
o Establishing a session using INVITE method 
o Negotiating media codex and QoS through SDP offer/answer 
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mechanism 
o Terminating a session 
o Exchanging text messages (Instant Messaging) 
o Cancelling the early session using CANCEL method 
o Ending the session using BYE request 
 
6.5.1      SIP Registration 
Each IMS subscriber needs to be registered to his/her home IMS CN to access 
the IMS services. Making use of the SIP API (JSR 180), a SIP REGISTER 
request is initiated with the important headers, and the connection is opened to 
the home domain registrar's URI or IP address: 
 
private SipClientConnection connection = null; 
s_cscf = "sip:scscfSregistrar.domain:5060;transport=udp"; 
connection = (SipClientConnection) 
Connector.open(s_cscf); 
connection.initRequest("REGISTER", null); 
connection.setHeader("Route", p_cscfAddress); 
connection.setHeader("Require", "see-agree"); 
connection.send(); 
 
Due to the configuration of the IMS testbed at I2IT Pune lab, a single 
REGISTER request is adequate to perform registration. Authentication 
mechanisms have not yet been implemented within this testbed. Before a user 
register to the home IMS CN (S-CSCF), a user account must be created in the 
IMS HSS database (i.e. the allocation of public and private user identities). If the 
domain does not know the user, such a user will unable to register. After 
having sent the REGISTER request, the client has to wait for the final 
response. A 200-OK response means the user has registered successfully. 
A sequence diagram of the registration procedure is shown in Appendix 
G.1. 
Figure 6.14 depicts the IMS Client display before the user can register to the 
home IMS CN. IMS Client is configured to first prompt the user to register. The 
SIP REGISTER request is the sent to the home IMS registrar, once the 
"Register" command has been pressed. If the user presses the "Exit" 
command, the IMS Client application will be closed and destroyed from the Sun 
WTK smart-phone emulator. 
 233
 
Figure 6.14: IMS Client Display before Registration 
 
The Java code to create the above display is provided in Appendix H. 
In order to avoid multiple registrations, the IMS Client displays a progress 
screen, as shown in Figure 6.15. The Client displays a "Please wait" message 
while it communicates with the IMS network entities. Though Figure 6.15 
shows a busy display during registration, the same display is used when 
establishing the session. 
 
 
Figure 6.15: IMS Client Busy Display 
 
If the IMS registrar or the whole IMS CN is not up and running, the client will 
timeout after 30 seconds, and allow the user to try again. 
 
6.5.2 Session Establishment 
After having successfully registered to the home IMS network (i.e. after 
receiving a 200-OK response), the IMS Client will display a different screen, 
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to allow the user to establish a session or to de-register from the IMS 
network. The sequence diagram for session establishment is shown in 
Appendix G.2. Figure 6.16 depicts the IMS Client display after a successful 
registration to IMS network. 
 
 
Figure 6.16: IMS Client Display after Registration 
 
Again, if the user decides to close the IMS Client MIDlet, he presses the 
"Exit" command. The "Menu" command consists of two subcommands: the 
first one, "De-Register", allows the user to de-register from the IMS network, 
while the second one; "Start" command moves the display into the invite 
screen, shown in Figure 6.17. 
If the user follows the "De-Register" command, a SIP REGISTER request will 
be sent to the IMS CN. The SIP REGISTER request that is sent for de-
registration is similar to the one sent for registration, with the only exception 
being the value of the Expires header, which must be set to zero. 
 
Figure 6.17: IMS Client Invite Display 
From the invite display, the user can establish a session by entering the 
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destination SIP URI, and pressing an "Invite" command or return to the main 
display be pressing the "Back" command. When an "Invite" command is 
pressed, a SIP INVITE request is constructed and sent to the destination SIP 
URI, through the IMS network elements. IPv4 was used for the 
communication and registration in this study. A captured SIP trace for an 
INVITE request with SDP offer that was sent from IMS Client A (the user is 
User1) to IMS Client B (the user is User2) is shown in Table 6.2. 
 
Table 6.2: INVITE Request Trace 
INVITE sip:User2@157.159.103.57:5070 SIP/2.0 
Call-ID: edb74ffbfflcad!8788cb6339b906ec7@ 157.159.229.253 
CSeq: 1 INVITE 
Via:SIP/2.0/UDP157.xxx.xxx.xxx;branch=z9hG4bK2ea5.2b263c91.0;i=8 
Via: SIP/2.0/TCP 157.xxx.xxx.xxx;branch=0;i=e 
Via: SIP/2.0/TCP 157.159.xxx.xxx;branch=0 
Via:SIP/2.0/UDP 
157.159.xxx.xxx:5070;branch=z9hG4bKdd69421d967dd7febbc60d55a43b05
87 
Max-Forwards: 66 
P-Preferred-Identity: User1<sip:User1@imstestbed.net> 
P-Called-Party-ID: <sip:User2@imstestbed.net> 
P-Visited-Network-ID: home 
P-Access-Network-Info: siplab 
From: User1 <sip:User1@imstestbed.net>;tag=1426653256 
To: <sip:User2@imstestbed.net> 
Require: lOOrel preconditions ,sec-agree 
Supported: lOOrel 
Contact: <sip:User1@ 157.159.229.253:5070> 
Allow: INVITE,ACK,CANCEL,BYE,PRACK,UPDATE,REFER,MESSAGE 
Content-Type: application/sdp 
Content-Length: 230 
v=0 
o=User1 10022007 10022007 IN IP4 157.xxx.xxx.xxx 
s=- 
c=IN IP4 157.xxx.xxx.xxx 
t=00 
m=message 3150 SIP/UDP rfc3428 
a=curr:qos local none 
a=curr:qos remote none 
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a=des:qos mandatory local sendrecv 
a=des:qos none remote sendrecv 
 
6.5.3      Session Description Protocol (SDP) Offer/Answer 
When establishing the session, i.e. sending an INVITE request, the SDP [136] 
first offer is also sent. This SDP [137] offer is attached to the INVITE request. 
The presence of the SDP payload on an INVITE request is indicated on the 
"Content-Type" header. The Content-Type header must contain the 
"SDP/application" value. 
Because the IMS Client currently supports the Instant Messaging [138] session, 
the SDP offer contains the "text/plain" as the media type, as shown in this Java 
code: 
HostSdp= 
"v=0\n"+ 
"o=User1 23102007 23102007 IN IP4 " + mylP +"\n"+ 
"s=-\n"+ 
"c=IN IP4 " + mylP +"\n"+ 
"t=0 0\n"+ 
"m=message 9090 SIP/UDP rfc3428\n"+ 
"a=curr:qos local none\n" + 
"a=curr:qos remote none\n" + 
"a=des:qos mandatory local sendrecv\n"+ 
"a=des:qos none remote sendrecv\n"; 
 
As shown in Appendix G.2, SDP offer/answer is performed from the first INVITE 
request until the last 200-OK response of the UPDATE request. 
 
6.5.4      Communication Mode 
The IMS Client developed in this study focuses on session control and session 
management. To demonstrate the use of the client, communication is achieved 
through Instant Messaging (IM). The IETF has released an RFC 3428 [138], which 
is an extension of the core SIP (RFC 3261) [116] that allows the transfer of 
Instant Messages. In this RFC 3428 [118], a MESSAGE method is defined. 
 
A Java snapshot for sending an EM is shown below: 
1) public void sendMessage(){ 
2) SipClientConnection client_connection = null; 
3) OutputStream output = null; 
4) client_connection= dialog.getNewClientConnection("MESSAGE"); 
 237
5) client_connection.setHeader("Content-Type","text/plain"); 
6) client_connection.setHeader("Content-Length", 
Integer.toString(message.length())); 
7) output = client_connection.openContentOutputStream(); 
8) output.write(message.getBytes()); 
9) output.close(); 
10) } 
 
The SIP MESSAGE method is sent within an existing dialog as shown on line 
4 of the Java code above. When sending a request within an existing dialog, 
"getNewClientConnetionQ" method is called with an intended method as a 
parameter. 
 
6.5.5      Cancelling an Early Session 
Cancelling a SIP session is performed using a SIP CANCEL method as 
specified in RFC 3261 [116]. An IMS Client user can cancel a request by 
pressing a "Stop" command during session establishment. A session will be 
cancelled only if the final 200-OK for an INVITE request has not been sent 
yet. 
 
6.5.6      Ending Session 
Either user pressing an “End” command can end a session. When a button is 
pressed, a UAC side of an IMS Client will process and send a BYE request. 
Based on RFC 3261 [116], an IMS Client may not send a BYE request 
outside of a dialog. The caller's IMS Client may send a BYE request for 
either confirmed or early dialogs and the caller's IMS Client may send a BYE 
request on confirmed dialogs, but may not send a BYE request on early 
dialogs. 
 
Figure 6.18: An IMS Client Chatting Display 
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Figure 6.18 depicts the commands appearing on an IMS Client display 
during IM communication. A "Send" command is used to send the typed 
text, while an "End" command is used to send a BYE request. Once the UAC 
on an IMS send a BYE request, it will wait for a 200-OK final response to 
ensure that a session has ended. 
 
 
6.6   System Implementation 
In this section, an implementation of the IMS Client within the IMS testbed is 
discussed. The implementation was carried out using the development tools 
and libraries described in section 6.3, 6.4. Sub-section 6.6.1 discusses the 
IMS testbed and the implementation environment for study, while sub-section 
6.6.2 provides the system simulation. 
 
6.6.1      IMS Network Testbed 
This study was carried out at the Wireless Network Laboratory I2IT, Pune 
(during September 2008 to March 2009). Figure 6.19 shows the whole IMS 
Testbed. 
 
 
Figure 6.19: IMS Testbed 
 
To perform the experiments on this testbed, the user credentials first have to 
be created within the HSS. The private user identity was created as: 
User1.imstestbed.net. The IMS Testbed can be accessed through either the 
LAN or Wi-Fi technologies within the Test bed network infrastructure. 
 
6.6.2      System Simulation 
Session setup, control and management are at the core of this study. The IMS 
Client uses SIP and SDP to manage and perform these actions. To ensure a 
functional system, Instant Messaging was used to communicate between 
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two users. The discussion of the implementation of the IMS Client is 
presented in this subsection. 
 
i.      Creating the IMS Client 
A project was created using Sun WTK KToolbar (shown in Figure 6.20 (A)) and it 
was named "User1_IMS". If the Sun WTK has been installed on the C drive, on 
Windows machine, the project folder, User1_IMS, is created in the Sun WTK 
application directory as follows: 
• C:\WTK25\apps\User1_IMS 
When creating a project using the Sun WTK, the following folders are 
automatically created: 
o src - stores the source code 
o bin - stores the JAR and Java Application Descriptor (JAD) files 
o classes - stores the class files of the compiled application 
o res - stores the resource files, like pictures 
o lib - stores the library files 
 
 
Figure 6.20 (A): Sun Wireless Toolkit - KToolbar 
 
The Java source code was edited in EclipseMe IDE and stored in the src 
folder. The source code was compiled and pre-verified by building it with the 
Sun WTK. After the project has been built, the compiled files are stored in the 
Classes folder. 
The next step is to package the project. Packaging is done using the Sun 
WTK Package submenu (this is under Project -> Package -> Create 
Package). By packaging the project, the MIDlet suite JAR and JAD files are 
created and stored in the bin folder. This MIDlet suite is ready to be deployed 
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into a mobile device emulator or a real device. The JAR and JAD files are 
the important files used to deploy the MIDlet into the emulated or real devices. 
For this study, a Nokia phone emulator, provided with the Sun WTK was used 
to emulate the real mobile device. Sun WTK version 2.5 supports the MSA 
features, which include the SIP API for J2ME. 
 
ii.      Running the IMS Client 
The "Run" command on the Sun WTK KToolbar is used to run the MIDlet. 
When the MIDlet is started, the registration screen is displayed. As stated 
before, registration is the first step towards accessing IMS services. After a 
successful registration to the home IMS network, an invite screen, which 
allows the user to establish a session, is displayed. After a successful 
invitation, the chatting screen is displayed. The chatting screen allows the user 
to type text and send to the other remote user. Pressing the “End” command 
on the chatting screen can end communication. 
 
6.7 EXPERIMENTAL SETUP 
The IMS Client was tested in an experimental setup within the Wireless 
Network Lab at I2IT, Pune. The experimental setup is shown on Figure 6.20. 
The IMS Testbed comprises the IMS CN, which provides the basic control 
layer elements such as: P-CSCF, E-CSCF, S-CSCF and HSS. The Dynamic 
Host Configuration Protocol (DHCP) and the Application Server (AS) also form 
part of the IMS Testbed. Each IMS network element has its own EPv4 
address. The VMware software is used to interact, from the same screen, 
with the P-CSCF, I-CSCF and S-CSCF, where each network element can be 
restarted or stopped. The HSS uses a separate machine, and with its own EP 
address and display. 
The experiment was conducted using two identical IMS Clients, hosted from 
two different machines, but in the same Local Area Network (LAN), as shown 
in Figure 6.20 (B), from the IMS Testbed, two public and private user identities 
were created, one for User1 and the other one for User2. 
 
Figure 6.20 (B): Experimental Setup of IMS Testbed  
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6.7.1   Testing Requirements 
The list of hardware and software requirements, and tools used for setting up 
the experiments are provided in the following subsections. The aim of this project 
was not to develop the IMS testbed; hence only the specifications for this testbed 
as outlined in subsection 6.7.1.3 were provided. 
 
6.7.1.1      Hardware Requirements 
Table 6.3 lists the hardware requirements for conducting the experiment 
using two IMS Clients and an IMS network (testbed). 
 
 
Table 6.3: Hardware Specifications 
Name  Description  
Personal Computer (PC)  
CPU  Intel Pentium 4, 2.66 GHz  
RAM  512MB  
Hard Drive  80GB  
Network 
Connection  
Intel PRO/100 VE  
Laptop  
CPU  Intel Centrino Duo 1.66 GHz  
RAM  1GB RAM  
Hard Drive  80GB  
Network 
Connection  
Intel   PRO/100   VE   and   Intel   PRO/Wireless 
3945ABG  
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6.7.1.2      Software Requirements 
Table 6.4 lists the software requirements for conducting the experiment using two 
IMS Clients and an Open IMS network (testbed). 
 
Table 6.4: Software Specifications 
 
Name 
 
Description 
 
Personal Computer (PC) 
Operating System Linux Ubuntu 6 
 
Java  Jdk 1.5.1, Java Virtual Machine(JVM)  
J2ME platform  Linux version of Sun Wireless Toolkit 2.5.2  
EclipseME  Source code editor. A plug-in to Eclipse  
Phone Emulator  Provided within Sun WTK  
Laptop  
Operating System  Microsoft Windows XP Home Edition  
Java  Jdkl.5.0_09JVM  
J2ME platform  Windows version of Sun WTK 2.5.1  
EclipseME  A source code editor. A plug-in to Eclipse 3.2 
Phone Emulator  Provided within Sun WTK  
Other Software  
Wire shark  A network protocol analyzer used to 
capture network packets (formally known as 
Ethereal).  
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6.7.1.3      Testbed Specifications 
The specifications provided in this subsection were provided based on Open 
IMS Core testbed. 
 
Table 6.5: IMS Testbed Specifications 
Name 
 
Description 
 
Hosts 
CPU 
 
Pentium 4 @3.40GHz 
 
RAM  2.0GB  
Server  Windows Server 2003 Enterprise Edition  
 VMWare Server 1.0.2  
Guests  
CPU  Shared CPU  
RAM  256MB  
GNU/Linux Debian  Core 2.6.8 arch i686  
SIP  SIP Express Router 0.8.14  
Database  MySQL server 5.0.20  
Network  
Server  Windows DHCP server for clients  
Router  Cisco 400 Series (10 Mbps interfaces)  
Switch  MRV MR2228-S2C (100 Mbps Interfaces)  
Infrastructure Type  Bus Type  
 
 
6.7.2 Experimental Demonstration 
The IMS Client was tested on the setup shown in Figure 6.3. Both Clients first 
had to register to the IMS network. After registration, IMS Client A established 
a session by sending an INVITE request to IMS Client B. Figure 6.4 shows the 
testing environment at IMS testbed. 
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The P-CSCF, E-CSCF and the S-CSCF are hosted within the same machine, 
while the HSS is on a separate machine. The IMS Client application or 
MEDlet was deployed within two separate computers. IMS Client A was 
deployed within the laptop, while IMS Client B was deployed within the personal 
computer. 
 
Figure 6.21: IMS Testing Environment 
 
During registration and session establishment, the signalling path was used. All 
the signalling messages traversed the IMS network, while the payload media used 
a different channel. Media was exchanged directly between the two IMS Clients, 
without passing through the IMS network. 
Figure 6.22 shows one of the IMS Client screenshots from the start until the end 
of the session. At the beginning, the user is given a screen with an option to 
register to the IMS network. After having registered successfully, the user can 
decide to establish the session or to de-register from the home IMS network. 
To get the invite screen, the users use the "Start" command. Within the invite 
screen, a user is requested to enter the destination SIP address, and then press 
an "Invite" command to send a SIP INVITE request. 
An INVITE request will follow the same path used during registration (i.e. go 
through the home IMS network towards the destination user). The home IMS 
network will forward an INVITE request to the destination user provided such a 
user is registered. If the user is not registered, the IMS network will return the 
final response to the originating user, indicating that the other user is not 
available. 
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Figure 6.22: Demonstration of How to Establish a Session 
 
6.8   Results Discussion 
In this section the evaluation and discussion of the results based on the 
experimental demonstration carried out on the previous section will be done. 
En the next section, the results as extracted from the Wireshark Internet 
protocol analyzer [94] will be discussed. The aim is to show and discuss the 
SIP messages (requests and responses) exchanged between the two IMS 
Clients and the IMS testbed. The SDP content will also form the basis of 
the results discussion. 
Poikselka at el [139] indicated that one of the most important issues of the 
IMS design was to separate the control plane from the user plane. But 
there was a need to find the mechanism to authorize and control the use of 
the bearer traffic intended for IMS media traffic. This mechanism that was 
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found is based on SDP parameters negotiated at the IMS session. 
 
6.8.1       Registration Request 
Figure 6.23 shows the SIP REGESTER request sent from User2 IMS Client to 
the home IMS network (which is the IMS testbed). The registering IMS Client's 
SIP URI is placed under the "To:" and "From:" headers. The "To:" header 
does not have any tag. Because this is the original request, only the "From:" 
header can have a tag number. 
 
 
Figure 6.23: REGISTER Request Trace 
 
The Contact header that is very important & mandatory in the SIP 
REGISTER request. It must include the host device's IP address, port number 
and the expiry period. The IMS Client will be registered to the home IMS once 
it has received a 200-OK response. 
 
6.8.2      Invite Request 
Figure 6.24 depicts the SIP INVITE request, originated by User2 IMS Client 
and sent to User1 IMS Client. The INVITE request contains the SIP headers 
and the SDP message. The QoS in IMS is guaranteed during a SIP session 
setup or session modification procedure when an IMS Client negotiates its 
capabilities and expresses its QoS requirements [139]. The attribute lines or a-
lines under the m-line of the SDP form a block that describes in more detail the 
media of the m-line under which they are placed. To understand these SDP 
attribute tags, a brief explanation is given in Table 6.6. 
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Table 6.6: SDP Attributes 
Attribute Tags  Description  
Curr (Current)  Indicates   the   extent   to   which   the    
set preconditions have already been fulfilled.  
Des (Desired)  Makes it possible to set desired 
preconditions for the local and the remote 
user.  
Qos (Quality of Service)  The precondition is set due to certain 
quality requirements of the related media 
stream.  
Local  The local user, who originates the session.  
Remote  Indicates the destination.  
None  Indicates that no parameter was set  
Mandatory  Indicates a mandatory precondition.  
Sendrecv (Send and Receive)  Tools should start in send and receive mode  
 
The IETF has released a RFC 4566 document that supports the following 
media types. These are: "audio", "video", "text", "application", and "message". 
This list may be extended in the future. In this study, the IMS Client will support 
only the "message" as the media type, as shown in all the SDP messages. 
Note: in Figure 6.24 draws the attention to the desired QoS attribute from the 
local or calling subscriber. The local user indicates the desired (des) precondition 
to start a session in send and receive mode (sendrecv), as indicated by the 
"mandatory" tag. 
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Figure 6.24: INVITE Request Trace 
 
6.8.3 Trying Response 
To avoid frequent re-transmission of the INVITE request from the UE, the P-
CSCF sends back a 100-Trying response after it has received the INVITE, to 
indicate that from here on the P-CSCF will take care of the re-transmissions. 
 
 
Figure 6.25: 100-Trying Response Trace 
 
The 100-Trying response is sent by all call-state full SIP proxies on the route, 
and it is always stopped at the SIP proxy that is the last to take over 
responsibility for re-transmission, as shown in Figure 6.25. 
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6.8.4      Session Progress Response 
The 183-Session-in-Progress response is sent by the remote client to indicate 
that session establishment procedures have been started, but the called user 
has not been informed yet. It is sent immediately on receipt of the initial 
INVITE request. It also contains the SDP first answer, as shown in Figure 
6.26. The remote user will indicate the desire to start a session in the send 
and receive mode as indicated by Note 2 in Figure 6.26.  
Going back to Figure 6.24, the remote sendrecv tag was set to "none". And 
now it is set to "mandatory". The media type is also set to "message", but 
with different port number. This means that both IMS Clients support the 
same, single media type, which is "message". 
 
Figure 6.26: 183-Session Progress Response Trace 
 
6.8.5      PRACK Request  
 
Figure 6.27: PRACK Request Trace 
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The local client sends back a PRACK request to acknowledge the received 
183-Session in Progress response. This PRACK also carries the second SDP 
offer. The final decision is on media is done in this request. Because IMS 
Clients involved in this session support the same media type, a decision is 
made and the PRACK is sent to confirm the final decision with the remote 
client, as shown in Figure 6.27. 
The remote client responds to the PRACK request with a 200-OK response as 
shown in Figure 6.28. 
 
 
 
Figure 6.28: 200-OK Response for PRACK Trace 
 
6.8.6 UPDATE Request 
The local client sends the UPDATE request on receipt of the 200-OK 
(PRACK) response. Now the codec and resources have been reserved for the 
session; and the local user indicates its current QoS to the remote client as 
indicated by Note 3 in Figure 6.29. 
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Figure 6.29: UPDATE Request Trace 
 
The remote client, on receipt of the UPDATE request, will respond with a 200-
OK response containing the SDP final answer. The remote client will also 
indicate its current (curr) qos preconditions by changing the parameter from 
"none" to "mandatory" as indicated by Note 4 in Figure 6.30. 
 
Figure 6.30: 200-OK Response for UPDATE Trace 
 
6.8.7      ACK Request 
The local client generates and sends an ACK request for a 200-OK INVITE 
response to the remote client. The header fields of the ACK are constructed in 
the same way as that for any request sent within a dialog as shown in Figure 
6.31. The sequence number of the CSeq header field must be the same as 
the INVITE being acknowledged, but the CSeq method must be ACK. The 
ACK contains the same credentials as the INVITE. 
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Figure 6.31: ACK Request Trace 
 
6.8.8      Communication Mode 
Communication between the two Light-Weight IMS Clients was achieved 
making use of the SIP MESSAGE method. This method carries plain text as 
the content type, as shown in Figure 6.32. For every message sent from one 
client to the other, a 200-OK response should also be sent. Media was 
exchanged between two clients, without being routed through the IMS 
network. 
 
Figure 6.32: MESSAGE Request Trace 
 
The above results, shown in Figure 6.23 to Figure 6.32, indicate that the 
developed IMS Client is capable of performing the IMS functionalities, which 
makes it compliant with 3GPP and IETF IMS specifications. 
Though this Light-Weight IMS Client was configured to prompt the home 
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network S-CSCF IP address before registering, registering can be performed 
automatically without prompting the user. This can be achieved by pre-
configuring the P-CSCF or S-CSCF IP address within the IMS Client. 
A session was established using an INVITE request. Establishing a session 
also initiated the SDP offer/answer mechanism to allow the two IMS Clients 
to negotiate and agree on the media type and resource reservation for QoS. 
It can be seen that the media attributes at the beginning of session 
establishment shown in Figure 6.23 were updated regularly until the session 
had been established successfully. 
 
6.9 Low size & Open IMS Client Implementations 
The implementation functionalities of the Light-Weight IMS Client and other 
available open IMS Clients are provided in Table 6.7. 
 
Table 6.7: Comparison of Low-sized and Open IMS Client Functionalities 
Functionality  Low-sized IMS 
Client  
FOKUS Open IMS 
Client Lite  
IMS-Communicator  
Development Platform  J2ME (CLDC)  Java (JSE) and 
.NET  
Java (JSE)  
Targeted       End-
User Device  
CLDC           
Compliant Mobile 
Phones  
Pocket   PC, 
Laptops and 
Desktops  
Desktops           and 
Laptops  
Memory Footprint  About         37         
KB (Excluding 
Libraries)  
About        1.3        
MB (Excluding 
Libraries)  
About     1.5     MB 
(Excluding Libraries)  
Authentication 
Support  
In Future  Digest - AKA  Digest     -     AKA (Work 
in progress)  
Client Availability  Not Available 
online  
Available   online   
(No source code)  
Available      online (With 
source code)  
Standard Compliance  3GPP and IETF  3GPP, IETF      
and TISPAN  
3GPP, IETF   and 
TISPAN  
SIP Support  Yes  Yes  Yes  
RTP Support  In the Future  Yes  In the Future  
 
 
6.10 Summary of Research 
In this chapter, the experimental setup for the testing of two identical Light-
Weight IMS Clients within the IMS testbed was presented. The equipment 
and requirements for conducting the demonstration were also provided. The 
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discussion of results was based on the SIP signalling messages exchanged 
between the IMS Clients and the IMS network (IMS testbed) for the 
registration and establishment of the session. The SDP content was also 
carried within these signalling SIP messages, and used to negotiate the 
type of media used as well as the preconditions for the QoS agreement.  
The results presented shows that the IMS Client is compliant with the 3GPP 
technical specifications and IETF SIP recommendations. The IMS Client 
memory size is about 37 Kilo Bytes (KB) as compared to 6 305 KB of Fokus 
Open IMS Client [83] and 86 953 KB of UCT IMS Client version 1.0.4 [127]. 
As opposed to these available IMS Clients, the Light-Weight IMS Client 
presented in this project is light-weight, and can be deployed within the 
CLDC mobile devices which are J2ME compliant. 
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Chapter – 7 
Study & Modeling Instant Messaging and Presence 
over IMS 
 
7.1 Introduction 
This chapter, cover study over Instant Messaging and Presence service over 
IMS Network. During our research work had study all existing models of IMPS 
with respective architecture. And over our own IMS-Client we deployed IMPS 
service. With this chapter we discuss brief of Instant Messaging services 
protocols, standard and its implementation over our IMS-Client, we also have  
shows how they can be implemented using SIP in IP multimedia subsystems 
with results discussion. 
Instant messaging services have enjoyed a constant growth ever since their 
introduction. Real-time messages and presence information are the pieces of 
technology that makes instant messaging different from previous 
communication services [140]. However, the success of instant messaging is 
not based on technical differences only; also the methods and concepts used 
in instant messaging clients, such as popup windows and buddy lists, have 
contributed to the birth of a completely new type of communication. Although 
first considered a toy for teenagers, the value of instant messaging to 
enterprises, e.g. in form of cost savings and increase in efficiency, has been 
recognized in recent years. 
 
7.1.1 Definitions 
Several different interpretations of the term ’instant messaging’ exist. This 
section clarifies the meaning of the term within this thesis. IEC (International 
Engineering Consortium) provides the following definition:”Instant messaging 
(IM) is an Internet protocol (IP)–based application that provides convenient 
communication between people using a variety of different device types” 
[141]. Campbell et al. [142] defines instant messaging as “the exchange of 
content between a set of participants in near real time”. 
Webopedia.com [143] states that instant messaging is ”a type of 
communications service that enables you to create a kind of private chat room 
with another individual in order to communicate in real time over the Internet, 
analogous to a telephone conversation but using text-based, not voice-based, 
communication. Typically, the instant messaging system alerts you whenever 
somebody on your private list is online”.  
According to another online IT-specific encyclopedia, Whatis.com [144], 
instant messaging is ”the ability to easily see whether a chosen friend or co-
worker is connected to the Internet and, if they are, to exchange messages 
with them”. Finally, Kohda et al. [145] refers to instant messaging as ”buddy 
list applications, which consist of two orthogonal services, presence and short 
messaging”. The IEC definition is rather vague and applies to almost all types 
of messaging. Campbell et al. recognizes the fact that instant messages are 
delivered to the recipient in real time.  
 258
The remaining definitions all include presence as a part of instant messaging, 
thus exposing the dual nature of the term. Instant messaging is often 
perceived as a service consisting of both presence and sending of instant 
messages. However, the term instant messaging is frequently used also when 
referring to the sending of instant messages. In this thesis the former 
definition will mainly be used. If the term “instant messaging” is referring to the 
sending of instant messages it will be made clear by context. 
 
Definition of Instant Messaging 
“Instant messaging is a type of communication service providing users with 
two elements; presence information and real-time messaging. As it is an 
essential part of instant messaging it is necessary to provide a definition for 
presence as well.” 
 
Webopedia.com [143] defines presence as ”the ability to detect whether other 
users are online and whether they are available”. Day et al. [146] provides the 
following definition: ”Presence is a means for finding, retrieving, and 
subscribing to changes in the presence information (e.g. ”online” or ”offline”) 
of other users”. 
For the purposes of this thesis, the latter definition is suitable. It should be 
stressed that presence information is not restricted to online status only; other 
attributes such as mood, location and language might just as well be included. 
Also note that instant messaging is merely one application of presence; other 
technologies, e.g. VoIP (Voice over IP), provide presence services as well. 
 
Definition of Presence 
“Presence is a means for finding, retrieving, and subscribing to changes in the 
presence information of other users.” 
 
7.2 Concepts and Model for IMPS 
RFC (Request For Comment) 2778 [149], produced by the IETF IMPP 
working group, defines a common vocabulary and presents an abstract 
model for instant messaging. This model is used as such by all current 
solutions, both proprietary and open standards. 
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Figure 7.1 Instant Messaging and Presence on User Equipment 
 
7.2.1 Presence Service 
Figure 7.2 displays an overview of a presence service. A presence service 
has two distinct types of clients: 'presentities' and 'watchers'. Presentities 
provide presence information to the presence service, while watchers request 
presence information about presentities from the presence service. Naturally, 
the same application can act both as presentity and as a watcher. 
 
Figure 7.2: Overview of a presence service 
 
The watchers are classified as well; there are 'subscribers', 'fetchers' and 
'pollers' (see Figure 7.3). A subscriber is a watcher that has subscribed to 
the presence information of presentity. The presence service keeps track of 
the subscriptions and sends a notification to the subscriber whenever the 
presence information of the subscribed presentity changes. A fetcher 
requests the presence service for presence information about presentity. The 
presence service does not send notifications to fetchers, presence information 
is only sent upon the request of the fetcher. A poller is a special kind of a 
fetcher that polls the presence service for presence information about 
presentity on a regular basis. 
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Figure 7.3: Different kinds of watchers 
 
7.2.2 Instant Message Service 
Equally to the presence service, the instant message service also has two 
kinds of clients: 'senders' and 'instant inboxes' (see Figure 7.4). Senders 
are the source of instant messages to be delivered by the instant message 
service. An instant inbox is a container for instant messages that are to be 
read by the owner of the inbox. The instant message service accepts 
instant messages from senders and attempts to deliver them to the instant 
inboxes, to which they are addressed. Typically, the instant inbox resides in 
the client application, although it is not required by the IMPP definition. 
 
Figure 7.4: Overview of an instant message service 
 
7.2.3 Differences from Other Communication Systems Model 
Presence, as such, is clearly not part of any major established communication 
systems of today, but also the method for delivering messages differs 
considerably from the methods currently used. 
Most of the currently used messaging systems are based on a paradigm 
called 'store-and-forward'. When sending a message over a network using 
this paradigm, each message transfer agent stores and forwards the message 
to the next agent. In case the next agent cannot be reached, delivery can be 
reattempted later on. The store of the message transfer agent closest to the 
user agent of the recipient usually serves as an inbox to the user agent. The 
user agent fetches the messages from the inbox when it is online. Even 
though it is possible for messages to arrive real-time, 'store-and-forward' is 
viewed as non-real-time delivery system since all delivered messages do not 
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arrive in real-time. Examples of messaging systems using 'store-and-forward' 
include traditional email, SMS (Short Message Service) and MMS (Multimedia 
Messaging Service). 
For instant messaging systems, intermediate elements along the path from 
the sender to the recipient merely relay the instant message to the next 
element without storing it. If the recipient cannot be reached, e.g. when the 
user is not online, then the instant message is normally discarded. Some 
instant messaging systems provide storage for messages sent to offline 
users, but this is a distinct service and not part of instant messaging as such. 
Sending instant messages from peer to peer is also possible using a few 
Instant Messaging systems (e.g. ICQ and SIMPLE). These systems provide 
the sender with the address of the recipient, using which the instant 
messages can be sent directly to the recipient without any server intervention. 
 
Usage 
Voice calls and email are by far the two most popular communication systems 
of today [150]. Table 7.1 shows some usage related properties of instant 
messaging compared with the corresponding properties of voice calls and 
email. Instant messaging can be seen as some kind of combination of 
features from voice calls and email. Like voice calls instant messaging 
provides real-time communication but at a price comparable to email. Of 
course, instant messaging is not free; deploying an instant messaging solution 
in an enterprise requires noticeable investments.  
However, after deployment the cost of usage is significantly lower for instant 
messaging than for voice calls, especially for international communication. 
When it comes to archiving, email systems provide the most sophisticated 
solutions. Presence information is one of the greatest benefits for users of 
instant messaging. Surveys show that 40-60% of business related phone calls 
fail due to the callee being busy or absent [151]. Presence information 
practically eliminates these phenomena for instant messaging, assuming that 
users keep their presence information up-to-date. 
 
Table 7.1: Comparison of popular messaging systems 
Messaging 
System  
Real-time  Cost  Presence  Archiving  
Voice call Yes  High  Partly, the call is either 
established or not  
No 
Email No  Low  
No, the sender does 
not know whether the 
recipient is available or 
not.  
Yes 
Instant Messaging Yes  Low  
Yes, the status of the 
recipient is known by 
the system at all times.  
Depends on the IM 
client. Must often be 
done explicitly by the 
user.  
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Table 7.2 shows how initiating a business related line of communication using 
different messaging systems affects the productivity of parties involved. Voice 
calls often interrupt the work of the callee, and on the contrary, emailing is 
more prone to suspend caller's work for a while. Instant messaging is more 
like voice calls in this aspect, but presence information provides a means to 
prevent unnecessary interruptions. Instant messaging can also reduce 
productivity if not deployed carefully within an organization. Gossiping and 
constant interruptions are some aspects that can decrease productivity. The 
productivity aspect of instant messaging is discussed in more detail in [152] 
and [153]. 
 
 
Table 7.2: The influence of messaging systems on productivity 
Messaging System Caller  Callee 
Voice call 
Generally no decrease in 
productivity. If the callee is 
reached, a direct answer 
can be received. 
Often decreases 
productivity as the 
interrupted callee must 
drop its current work in 
order to answer the call. 
Email 
Decrease in productivity 
while waiting for a reply. 
Affects productivity only 
slightly since the callee 
can choose when to 
answer the email. 
Instant 
Messaging 
Typically no productivity 
reduction. The presence 
service allows the caller to 
select currently available 
callee. 
Reduces productivity upon 
message reception, but 
the callee can use the 
presence service to 
control the arrival of 
messages. 
 
A niche for instant messaging as it is more suitable for particular tasks than 
the current systems. However, instant messaging will not eliminate any of the 
current systems. Users will choose which system to use based on the type of 
communication. Instant messaging is suitable for quick real-time 
conversations, email is convenient for errands that do not require an 
immediate response and voice calls are often preferred for e.g. business 
negotiations as the risk of misunderstandings is reduced. 
 
7.2.4 History of Messaging over Wireless Network 
As wireless networks only have existed for a few decades, the history of 
mobile messaging is short and the history of mobile instant messaging even 
shorter. Mobile messaging took off in the late 1990's when SMS messaging 
was made available to GSM (Global System for Mobile communications) 
subscribers. In the following years, SMS usage kept rising rapidly as can be 
seen from Figure 7.5 
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Figure 7.5: Worldwide monthly SMS traffic. Source: EMC Research 
 
The success of SMS got the operators of mobile networks to realize the value 
of mobile messaging; considerable revenues can be gained using only a 
fraction of the available bandwidth. Therefore, new messaging services 
similar to SMS but with richer features, such as EMS (Enhanced Messaging 
Service) and MMS, have been designed and deployed lately. 
The most successful messaging system of the Internet, email, has also been 
brought to mobile clients in a number of different ways. In the beginning, email 
in mobile clients was handled through SMS messages. Later, mobile email 
was made available through WAP (Wireless Application Protocol) and recently 
mobile devices with email clients managing email using well-known mail 
protocols such as IMAP (Internet Message Access Protocol) or POP (Post 
Office Protocol) on top of GPRS (General Packet Radio Service) have been 
made available. 
Instant messaging solutions for mobile devices have been available since 
2002, when AOL [154] and Yahoo started providing access to their instant 
messaging network using an SMS interface. However, these services are not 
available worldwide, only users of wireless carriers that have made an 
agreement with AOL or Yahoo can use them. The SMS-based instant 
messaging services are not very convenient to use, as they require the user 
to remember several commands and phone numbers. The recent introduction 
of mobile devices that allow both installation of third party software and 
packet switched data transfer has enabled companies to develop their own 
mobile client software for their proprietary protocols. For example, AOL has 
released an instant messaging client for mobile devices running the Symbian 
operating system. 
Work for a non-proprietary mobile instant messaging solution commenced in 
2001 when Ericsson, Nokia and Motorola teamed up to form the Wireless 
Village initiative (now known as IMPS) [155], a joint project established to 
create universal specifications for mobile instant messaging. The first release 
of the specifications was made available in 2002 but it was not until in the 
fourth quarter of 2003 that the first mobile device with support for the 
technology was published. 
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The IP Multimedia Subsystem defined for enabling multimedia 
communication services for 3G networks uses SIP for establishing 
multimedia sessions. The upcoming 3GPP Release 6 specifications include 
instant messaging using SIMPLE, bringing SIMPLE forth as a contender to 
IMPS in the mobile instant messaging world as soon as IMS is widely 
deployed. 
 
7.2.5 Differences in Comparison to Instant Messaging in Fixed / 
wireless Networks 
Transitioning from developing Internet services targeted at fixed networks to 
developing mobile services is not a trivial task. The mobile environment 
introduces several constraints on a mobile service that do not exist in 
traditional, fixed environments. Not only does the technology used for 
establishing wireless networks place limitations on a mobile service, but also 
mobile terminals and the behavior of users differ significantly between fixed 
and mobile environments. This section presents the characteristics of mobile 
environments that deviate from the corresponding ones of wireline 
environments. Even though only aspects affecting mobile instant messaging 
services are considered here, most of them apply to mobile services in 
general. 
 
7.2.5.1 Device Limitations 
Due to the requirement of portability, mobile devices have several differences in 
comparison to stationary computers, which should be considered when 
designing a mobile service. These differences are presented briefly below; in-
depth studies are available in [156], [157] and [158]. 
 
A. Display Size 
As mobile devices are pocket-sized for portability, it follows that displays must 
be relatively small to fit the devices. Due to the small display size, special 
emphasis must be put on user interface design for mobile applications. In 
addition, there are no standard display resolutions for mobile devices. There 
exist high-level languages allowing the target device to render the user 
interface using its native style, thus trading look-and-feel design for portability. 
However, in practice distinct versions of the user interface must often be 
created for different display types. 
 
B. Input Device 
Size constraints of portable devices make many traditional input devices such 
as keyboards and mice impossible to use with mobile devices. Instead, mobile 
devices come equipped with limited keyboards, navigator buttons, touch 
screens or pointing devices. When it comes to instant messaging, the 
greatest problem arising from these alternative input devices is the difficulty 
of typing. Typing using any of the aforementioned methods is notably slower 
than typing using a regular keyboard. In recent years some progress has been 
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made in this area; for example the T9 text input system has been 
introduced. 
 
C. Memory 
Memory is another aspect differing in size from wireline environments to 
mobile environments. Both physical memory and permanent storage memory 
are limited on mobile devices. 
These memory limitations cannot be ignored when designing a mobile 
service. Due to memory constraints some handsets might e.g. be unable to 
receive large bulks of data, forcing designers to utilize alternative methods 
such as sending data in smaller chunks. 
Luckily, rapid progress has been made in this area. In the last few years the 
magnitude of memory sizes has shifted from KB to MB. Several solutions for 
storing data permanently fitting into a very small space, such as 
CompactFlash, MultiMediaCard, Secure Digital Card and SmartMedia Card, 
have been put into market and are used in numerous new mobile devices. 
 
D. Processing Power 
In addition to memory limitations, mobile devices are limited also when it 
comes to processing power. When designing a mobile instant messaging 
service the restrictions of mobile device processors need to be considered 
especially when deciding what data formats to use. Data formats are of 
importance because of the processing power that is required to en/decode 
them for network transmission. Codecs for some formats are very efficient 
while others require heavy computing. In addition, some formats require more 
processing power to encode than to decode and vice versa. In general, codecs 
demanding more processing power often result in a better data compression 
rate and since data size is another important aspect of mobile computing, this 
trade-off between processing power and data size must also be taken into 
account when choosing data formats. 
 
E. Battery 
Batteries power practically all-mobile devices. As most batteries are 
rechargeable, saving batteries is often quite nonessential. Furthermore, 
software engineers implementing a mobile service have more influence on 
battery usage than the designers of the service. 
A designer of a mobile service can slightly affect the usage of power by 
optimizing the use of the processor and data communications. Data 
communication hardware consumes power especially when sending or 
receiving data, optimizing the amount of sent data can help reducing power 
consumption. For techniques reducing the need for processing power, see the 
previous subsection. 
 
 
 266
F. Media Formats 
The operating systems of mobile handsets come equipped with a limited range 
of natively supported media formats. When specifying a mobile service, 
support for a particular media type cannot be assumed. Preferably a mobile 
instant messaging service should provide the means for parties of a 
communication to find out the mutually supported formats or at least notify 
the sender of a message when the recipient does not support a particular 
media format. 
 
7.2.5.2 Network Limitations 
The characteristics of wireless network links differ considerably from those of 
links in conventional wireline networks. These differences affect the behavior 
of network data traffic in various ways that need to be considered when 
designing a mobile service. As the transport protocols currently in use were 
originally designed for wireline networks some of them do not adapt well to 
wireless environments. The aspects most relevant to protocol performance 
are presented below. When deciding which transport protocols to use for a 
 
7.2.5.3 Mobility 
The fact that users can be on the move while using a mobile service also 
introduces a few aspects different from fixed environments. These differences 
are presented below. 
 
A. Roaming 
Roaming is the ability to move freely while maintaining an active connection to 
a wireless network. There are two types of roaming: contractual roaming and 
handover roaming. 
Contractual roaming is the ability to use services outside of the network of 
the home service provider and still only pay the home service provider. When 
it comes to designing mobile services contractual roaming is not a factor. 
Handover roaming is a factor that mobile services should consider. Handover 
roaming itself comes in two flavors, horizontal handovers and vertical 
handovers. Horizontal handovers are the ability to move from one access 
point to another within the same technology. As stated in Section 7.2.5.2 
horizontal handovers have an impact for instance on network delay and on 
delay jitter. Vertical roaming enables moving between to different types of 
technologies, e.g. from UMTS to GPRS or from UMTS to WLAN. Vertical 
roaming might alter the behavior of a network connection completely as the 
characteristics of the underlying technology are changed. 
 
B. Coverage 
Another aspect of wireless networks that is not available in wireline networks is 
network coverage. Naturally, coverage is lost when the mobile device is moved 
outside of the area covered by the network, but temporary coverage loss is 
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also possible when moving in the network. Temporal coverage loss usually 
occurs in closed locations like e.g. tunnels or elevators. In addition to 
decreases in performance discussed Section 7.2.5.2 coverage loss often 
cause disconnections. 
A mobile service should be able to cope with users being disconnected 
unexpectedly, minimizing the damage inflicted by sudden disconnections. 
Services preserving user state and letting users continue a previous session 
upon login is one example of reducing the impact of unexpected 
disconnections. 
 
7.2.5.4    Other Factors 
A. Switching Equipment 
Due to the quite extensive range of limitations of mobile devices and mobile 
networks listed in the previous sections, users will prefer to use conventional 
devices and fixed networks whenever possible. Most users will most likely use 
a service from their mobile device while on the move, but then switch to the 
computer when at home or in the office. 
A mobile instant messaging service should be able to manage the frequently 
changing device capabilities of users constantly changing equipment and 
perhaps even support simultaneous sessions from a single user with multiple 
devices. 
 
B. Charging 
Finally, the success of a mobile service often depends on its cost; if the 
service is too expensive it will not be able to compete against other similar 
services, e.g. mobile instant messaging cannot compete against short 
messaging services if it costs much more even though it comes with more 
advanced features. 
As many operators are likely to charge by the amount of data transferred, 
optimizing the amount of data sent by the service not only increases the 
performance of the service, but also makes it cheaper to use. 
 
7.2.6 Standards and Protocols 
This section provides an overview of the standards related to mobile instant 
messaging. Although the xMS services cannot be classified as instant 
messaging, their usage is very similar to instant messaging as described in 
Section 7.2.6.1 and Section 7.2.6.2 introduces IMPS, currently the only instant 
messaging system designed specifically for mobile environments. 
 
7.2.6.1 xMS (SMS, EMS, MMS) 
Technically none of the xMS messaging services can be seen as instant 
messaging due to the lack of presence information. Nevertheless, the usage 
of these services resembles the use of instant messaging services very much. 
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Since users carry their mobile devices with them, their presence rate is much 
higher than at a fixed computer. As the probability for receiving a quick reply to 
a message is considerably higher, the content of xMS messages is often similar 
to the content in instant messages, i.e. xMS is often used for short questions 
to which an immediate answer is expected. The following subsections give a 
brief overview of the xMS messaging services. 
 
7.2.6.2 Short Message Service (SMS)  
SMS (Short Message Service) was originally designed and used for service 
messages, making it possible for operators to send service notifications to 
subscribers. This explains the low capacity (140 data octets) and limited 
functionality (text only) of SMS. The first SMS message was sent already in 
1992, but it took until the end of the 1990's until the mass use of the SMS 
service begun. 
At first all messages were mobile terminated, operators using SMS 
messages to notify users of waiting voicemail. The launch of support for 
mobile originated SMS messages, allowed end users to take an active role 
and send SMS messages to each other. This new functionality allowed the 
creation of interactive services using the SMS technology. Subscribers 
adopted this new form of mobile interaction quickly and as shown in Figure 
7.4, the popularity of the SMS service has been growing swiftly ever since. 
Location wise SMS is far more popular in Europe and Asia than in North 
America, where competing transmission technologies [159] and the Receiving 
Party Pays (RPP) system [160], [161] have been slowing down the rollout of 
SMS. 
 
7.2.6.3 Enhanced Messaging Service (EMS) 
EMS (Enhanced Messaging Service) was the first standardized messaging 
solution to offer richer messaging content than SMS. The EMS standard was 
born in the beginning of year 2000 when 3GPP, the same standardization 
body that defined SMS, started working on it. Of the terminal manufacturers, 
Alcatel, Ericsson, Siemens and Motorola have been fostering the standard 
and included EMS support in their terminals. The first EMS compliant 
mobile devices became available to customers in mid 2001. 
EMS is completely based on SMS technology allowing up to 255 SMS 
messages to be chained together as one EMS message increasing the 
amount of data that can be transported in one message from 140 bytes to 
about 38KB. EMS supports various contents including formatted text, 
animation, polyphonic sounds and color pictures. EMS also allows 
combinations of different media types in one message as long as the 
maximum message size is not exceeded. 
A major advantage of EMS being based on existing SMS technology is that 
operators do not need to invest in new infrastructure in order to offer EMS 
messaging. EMS messaging is completely transparent to SMS service 
centers. Practically the only requirement for EMS messaging is that both the 
sender and the recipient of an EMS message carry mobile devices that are 
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EMS compliant. 
EMS is often seen as an intermediary step between SMS and MMS. The 
supporting forces behind EMS recognize the fact the MMS is a more ideal 
messaging service for 3G networks than EMS, however they see EMS as a 
cost-effective technology that eases the transition to MMS. 
 
7.2.6.4 Multimedia Messaging Service (MMS) 
Following EMS, MMS (Multimedia Messaging Service) is the next evolutionary 
step of mobile messaging. MMS supports messages with theoretically 
unlimited size and a by far richer range of multimedia content than EMS. MMS 
supports many standard multimedia formats like JPEG, GIF, MPEG and MIDI, 
which can be combined in one message using a presentation language (e.g. 
SMIL). 
The MMS specifications are defined by both 3GPP and OMA (Open Mobile 
Alliance) in an effort to achieve worldwide interoperability. As opposed to EMS, 
which is based on SMS technology, MMS is a completely new technology. 
MMS makes use of existing protocols (e.g. WAP, SMTP, HTTP (Hypertext 
Transfer Protocol)) and message formats (SMIL, MIME) as far as possible, but 
requires operators to invest in new network elements. Table 7.3 summarizes 
the main differences between SMS, EMS and MMS. 
 
Table 7.3: Technology wise Comparison of various mobile messaging services 
Feature  SMS  EMS  MMS  
Media supported  Text only  
Formatted text, 
simple media    
formats, e.g. 
pictures, animations, 
sounds  
Multiple rich media 
formats, e.g. video, 
audio, text  
Delivery 
mechanism  Signaling channel  Signaling channel  
Data 
channel  
Store- and- 
Forward  Yes  Yes  Yes  
Confirmation   of 
message delivery  Yes  Yes  Yes  
Protocols  SMS      specific, 
e.g. SMPP  SMS specific  
WAP and general 
Internet e.g. MIME, 
HTTP, SMTP  
Platform  SMS Center  SMS Center  
MMS Server, MMS 
Relay, MMS 
Message Store, 
MMS User Agent, 
MMS User 
Databases  
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7.2.6.5 IMPS 
IMPS (Instant Messaging and Presence Service) are a set of 
specifications striving to ensure interoperability in mobile instant 
messaging. Three leading telecommunication companies, namely 
Ericsson, Motorola and Nokia, started the initiative in 2001. The initiative 
was originally known as the Wireless Village [155] but has since then 
been consolidated into the Open Mobile Alliance (OMA), which is an 
industry forum for developing market driven, interoperable Mobile service 
enablers. 
In order to minimize interoperability issues, the initiative is open to 
participation from industry supporters interested in providing input 
regarding ongoing specification work. The aim of IMPS is not only to 
provide exchange of messages and presence information in mobile 
networks, but also to facilitate the creation of gateways to other instant 
messaging services.  
The first approved version of the IMPS specification was released in 
February 2002 and it was followed up by version 1.1 in November 2002. 
Version 1.2 has been available as a candidate enabler since February 
2003 and will be approved by the end of 2004. Currently the initiative is 
working on version 1.3 and a candidate enabler is planned towards the 
end of 2004. Although the specification work has been quite rapid, IMPS 
has been quite slow to market. It was not until the final quarter of 2003 
that the first IMPS compliant mobile devices were released and only a 
few operators are currently offering instant messaging based on IMPS to 
subscribers. Like MMS, the IMPS service is expected to take off as 
soon as the penetration of IMPS capable handsets is high enough. 
 
7.3 Entities of Presence & Instant Messaging 
Presence and instant messaging are made possible by the packet nature of 
the Internet and may merit dedicated tutorials on their own. An attempt is 
made here only to give some basic notions that help in understanding the new 
service and it’s potential. The model for a presence service is shown in Figure 
7.1a. The model for instance instant messaging is similar and is shown in 
Figure 7.1b. Both services have other similarities such as the notions of 
principals that can be either people or software that appear to the service as a 
single entity. Principals interact with the system via user agents.  
A user agent is the coupling between the principal and some core entity in the 
system. The document defines a standard data format for presence, which is 
composed of so-called presence tuples. Each presence tuple consists of the 
following fields: 
• Status. Online, offline, busy, away, do not disturb 
• Communication address. Includes the: 
o Contact means. Such as messaging (short, email), pager, PSTN, 
etc. 
o Contact address. The service-specific URL 
 271
• Other Markup. Not yet specified. 
The document defines presentity as the software that provides presence 
information to the presence service. While the presence service handles 
distribution of the information, it is the presentity that generates a message 
called a notification about the presence information of the principal. Contained 
in the notification is the status of the principal, defined in the document as 
open or closed, or other mutually exclusive values. 
The nature of these status values depends on the nature of the service. A 
watcher sends requests to the presentity. These terms are defined as follows: 
• Watcher: Requests presence information about one or more presentities 
or about other watchers from the presence service. Special types of 
watchers are: 
o Subscriber: Asks the presence service to be immediately notified 
of any changes to one or more presentities. 
o Fetcher: Makes a request for presence information, but has not 
requested a subscription to the presence service. 
o Poller: Is a fetcher that makes regular requests to update presence 
information? 
• Notification. It is a message sent from the presence service to a 
subscriber when there is a change of presence information by some 
presentity of interest to the watcher? 
• Status. This is a distinguished part of the presence information about 
presentity. Status can have at least two mutually exclusive values: open or 
closed. Open or closed has meaning for instant messaging and there may 
be equivalent notions for other means of communications such as free or 
busy in circuit switched telephony. 
• Other means of communications also can have different status values, in 
addition to open or closed. 
• Presence service. Accepts, stores, and distributes presence information. 
• Instant Message service. Accepts and delivers instant messages. 
Both the presence and the instant message services may have complex 
internal structures with specific servers and/or proxies with quite complex 
security implementations. In keeping with the end-to-end control principle of 
the Internet, these services also can be implemented in the endpoints, without 
dependence on intermediate elements in the network, as is the case with SIP. 
 
7.4 Study of IMPS and SIMPLE Protocols 
This section unit contains a comparison of two open instant messaging 
standards applicable in IP Multimedia Subsystem environments, namely IMPS 
and SIMPLE. IMPS are specifically defined for use in mobile environments and 
SIMPLE will soon be incorporated into 3G+ networks as part of the SIP-based 
IMS (IP Multimedia Subsystem). Therefore, these two services are without 
doubt the top contenders in the mobile instant messaging race. 
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As operators have not yet deployed IMPS services and IMS is not yet available 
in commercial wireless networks, measuring the performance of the services 
using tests was not possible. Hence, the comparison between the two 
services had to be performed on a theoretical basis. Specifications, articles 
and technical reports related to the area were utilized. In addition, test results 
from sub-areas, e.g. studies evaluating the performance of transport 
protocols in wireless networks, were considered in the comparison. 
The aim of the comparison was to investigate which of the two standards suits 
the demands of mobile instant messaging the best. Therefore, the features 
differing between mobile and fixed environments listed in Section 7.2.5 were 
emphasized in the comparison. However, some features crucial to both 
environments, such as security, were also studied. 
The comparison was performed between version 1.2 of IMPS and the 
current specifications of SIMPLE. IMPS version 1.2 is currently a stable 
candidate enabler to which no further changes are expected. The final 
release is planned towards the end of 2004. Most SIMPLE specifications are 
still ongoing work available as Internet Drafts. Nevertheless, the specifications 
containing the main functionality are in a stable state. Thus, although neither 
service is complete it is possible to carry out a fairly thorough comparison 
between them. 
 
7.4.1     Functionality 
The functionality is considered from the user's point of view. Succeeding 
sections study the technology behind the functionality in detail. This section 
provides an overview of IMPS and SIMPLE functionality. 
Table 7.4 displays the support for main instant messaging functionality in 
IMPS and SIMPLE. As can be seen there are few differences between the 
two services. All major features are available in both services. 
Table 7.4: Comparison of IMPS and SIMPLE functionality 
Function  IMPS SIMPLE  
General functions  
Login and logout  Yes  Yes  
Service and capability 
negotiation  
Yes  No, services and capabilities are not negotiated with a 
server. It is up to client to reject unsupported requests 
and content types.  
User search  Yes  No  
Invitations  Yes  Yes  
Contact lists  Yes  Yes  
Presence  
Presence subscriptions  Yes  Yes  
Presence notifications  Yes  Yes  
Update presence  Yes  Yes  
Presence authorization  Yes  Yes  
Watcher list  Yes  Yes  
Watcher notifications  No  Yes  
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Instant Messaging  
Sending  and  receiving 
instant messages  
Yes  Yes  
Delivery reports  Yes  Yes  
Message blocking  Yes  No, must be implemented in the client  
Message     composition 
indication  
No  Yes  
Group Messaging  Yes  Yes, but specified by the SIPPING WG  
 
In IMPS all traffic is directed via an IMPS server before reaching its 
destination. The IMPS service enables clients to inform the IMPS server 
about supported services, client capabilities etc. This makes it possible for 
IMPS servers to reject traffic not supported by the client. Since SIMPLE sends 
instant messages peer-to-peer, a similar mechanism cannot be implemented. 
This explains the differences in service negotiation, capability negotiation and 
message blocking functionality of the two services. SIMPLE provides the 
means for clients to reject single messages but mechanisms for deciding 
which messages to reject, are not part of the specifications. SIMPLE clients 
can however implement e.g. message blocking in non-standard ways. 
IMPS offer functionality for finding out the IMPS address of a user through a 
search. For example, if the real name of the user is known, the IMPS address 
can be discovered using the search functionality. SIMPLE does not provide 
this kind of functionality; the address of the user must be resolved using 
other means before a line of communication can be initiated. 
The presence service features provided by the services are similar, except for 
the lack of watcher notifications in IMPS. Using watcher notifications a user 
can find out whenever another user subscribes to or unsubscribe from the 
presence information of the user. IMPS offer the functionality for retrieving a 
list of current watchers, but real-time notifications about changes made to the 
list are only sent in SIMPLE. 
Message compositions indications can be used to notify a user as soon as the 
other party starts composing a reply to a message. This feature is available 
in several proprietary instant-messaging systems. SIMPLE offers support for 
message composition indications, while IMPS does not. 
Group messaging is a feature analogous to chatting, allowing users to join 
groups and participate in discussions within the group. IMPS include support 
for group messaging. The SIMPLE working group does not directly offer 
group messaging. Instead, the SIPPING (Session Initiation Protocol Project 
Investigation) working group defines a more general service called 
conferencing, providing group functionality for any type of media session. 
Therefore group messaging can be accomplished by combining conferencing 
with SIMPLE messaging sessions. As conferencing is included in the IMS, 
group messaging will be available in networks supporting the IMS 
architecture. 
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7.4.2 Evaluate Both Technologies 
This section describes and compares the architectures and protocols utilized 
by the two compared services, IMPS and SIMPLE. 
 
7.4.2.1 Architecture  
A. IMPS 
The architecture of the IMPS service is depicted in Figure 7.5 IMPS is based 
on a client-server architecture, all traffic sent from a client passes through 
the server, peer-to-peer messaging is not supported 
 
B. IMPS Server 
The IMPS server holds five important elements; the Service Access Point 
(SAP) and four service elements. The SAP serves as the interface through 
which the outside environment can communicate with the IMPS server. 
The interface provides IMPS clients, the mobile core network, proprietary 
gateways and other IMPS servers with access to the functionality of the 
SAP and the service elements. The functionality of the SAP includes: 
• Authentication and authorization 
• Service discovery and service agreement 
• User profile management 
• Service relay 
The functionality specific to instant messaging can be divided into four 
logical groups. Each service element comprises the functionality of one 
such group. Table 7.5 lists the service elements and their main 
functionality. All IMPS servers are required to provide SAP functionality but 
service elements can be scattered among several servers; a server is not 
required to implement all of them. This facilitates the creation of distributed 
IMPS services, where servers relay requests to the server containing a 
particular service element using the Server-Server Protocol (SSP). 
Table 7.5: IMPS service elements 
Service element  Main functionality  
Presence  Presence management  
Presence subscriptions  
Presence authorization  
Contact list management  
Instant Messaging  Instant message delivery Access control  
Group  Group usage Group management 
Group access control  
Content  Content sharing  
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C. IMPS Clients 
The IMPS system defines two types of clients, Embedded Clients and CLI 
(Command Line Interface) Clients. The Embedded Client can be 
embedded into several different environments, e.g. mobile terminals, fixed 
PC-clients and automated applications. The Client-Server Protocol (CSP) 
allows these clients to be fully interoperable despite their differences. CLI 
Clients use the text message based Command Line Protocol (CLP) to 
communicate with IMPS servers. CLP consists of commands typed by the 
user and sent as SMS messages to the IMPS server, which sends an SMS 
message in reply for the user to read and interpret. Consequently, CLI 
Clients need no software except for the ability to send and receive SMS 
messages. CLI Clients provide only a subset of the functionality provided 
by Embedded Clients. 
 
D. SIMPLE 
SIMPLE builds upon the SIP protocol, and much of the underlying 
technology used to locate resources, route messages, and establish 
sessions is shared between SIP and SIMPLE. SIP uses the notion of a 
proxy to locate and provide name resolution services. Figure 7.6 shows the 
architecture of SIMPLE. As mentioned previously, the SIMPLE 
specifications are not yet finalized and therefore changes to the 
architecture, such as addition or removal of reference points, are possible. 
The reference points and their associated communication protocols are 
summarized in Table 4.3 and further elaborated on in the following 
subsections. As can be seen from the table, protocols providing direct 
interaction between the server elements are still to be defined. Some of 
these undefined reference points are not necessarily needed as server 
elements can communicate with each other utilizing reference points used 
by clients. In this case a server element acts as a client in order to use the 
services provided by another server. For example, a GLMS (Group and List 
Management Server) can subscribe to presence information provided by a 
presence server. Furthermore, several server elements can be co-located 
into one physical element, in which case an element has direct access to 
the information of the other co-located elements. 
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Figure 7.6: SIMPLE architecture 
 
Table 7.6: SIMPLE reference points 
Reference 
Point  
Functions  Protocol  
IM-1, IM-2, IM-
3  
Session signaling between IM elements using the 
SIP/IP Core  
SIP  
IM-4  Peer-to-peer messaging  MSRP  
IM-5, IM-6  Messaging through IM Servers  MSRP  
IM-7  Communication between a Presence Server and 
an IM Server  
Undefined  
PRS-1, PRS-2  Communication between a Presence Client and a 
Presence Server  
SIP  
PR.S-3  Presence information and authorization 
management  
XCAP  
GM-1, GM-2  Communication between a Group Management 
Client and GLMS  
SIP  
GM-3  Management of groups and lists at the GLMS  XCAP  
GM-4  Communication between a GLMS and a 
Presence Server  
Undefined  
GM-5  Communication between a GLMS and an IM 
Server  
Undefined  
 
It should be noted that Figure 7.6 is somewhat simplified as the server 
elements themselves can consist of several smaller elements that are not 
required to exist at the same location either (for an example, see Figure 
7.7). However no means for communication between the sub-elements of 
the server elements have been defined. In practice, it follows that the sub-
elements usually will be co-located in the same physical entity, similar to 
the servers of Figure 7.6 
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E. IM Server 
SIMPLE provides two modes for sending instant messages. 
1. Pager mode  
2. Session mode 
In pager mode instant messages are sent over SIP using the MESSAGE 
method extension [142]. When using session mode messaging, a session 
is established using SIP, after which the Message Session Relay Protocol 
(MSRP) [162] is used for exchanging instant messages within the session. 
 
 
Figure 7.7 Pager mode messaging service 
 
Both modes are able to function without any actual server functionality. In 
this case the IM Server element of Figure 7.6 simply consists of a regular 
SIP proxy. When using pager mode, IM Server elements only route the 
message to the recipient over IM-1, IM-2 and IM-3. For session mode 
messaging, the session is initiated using IM-1, IM-2 and IM-3, while the 
actual message session is established over IM-4 using MSRP. 
 
 
Figure 7.8 Session mode paging service 
 
MSRP sessions can also be directed through MSRP relay elements using 
reference points IM-5 and IM-6. Currently this is the only case where the 
IM Server could include extra functionality. For example, a store-and-
forward mechanism enabling offline messaging could be implemented. 
 
F. Presence Server 
By definition a SIMPLE presence server is a physical entity either acting as 
a presence agent or forwarding incoming subscriptions to entities that may 
act as presence agents [163]. A presence agent is a SIP user agent which 
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manages presence subscriptions and sends notifications to watchers 
whenever the presence information of the subscribed presentity is updated. 
In order to manage presence subscriptions and notifications the presence 
agent needs access to both presence information and presence 
authorization rules, both defined as separate entities. As the methods to be 
used for communicating between these entities are undefined, most 
implementations will co-locate all in one physical element, generally called 
the Presence Server, as shown in Figure 7.7 
 
 
 
Figure 7.9: SIMPLE Presence Server  
 
Figure 4.3 also illustrates another aspect typical to SIMPLE; on several 
occasions multiple methods for performing the same function exist. For 
example, presence information can be updated either using the SIP 
PUBLISH method over PRS-1 and PRS-2 or using the XML Configuration 
Access Protocol (XCAP) over PRS-3. 
 
G. GLMS 
The Group and List Management Server (GLMS) is responsible for the 
management of contact lists, group lists and group access lists. The GLMS 
allows users to create groups and to define the users, which are allowed 
access to the created groups. The XCAP protocol (over GM-3) is generally 
used to manage the content on the GLMS. 
The GLMS might act as a server for ongoing group messaging sessions as 
well, but group-messaging sessions can also be hosted by other entities, 
such as dedicated application servers or the hosts that created the groups. 
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7.4.2.2 Protocols 
This section presents protocols specific to the IMPS and SIMPLE services. 
Well-known protocols such as TCP, UDP or HTTP are not presented 
although used by the services. Only protocols enabling the actual 
functionality of the services are presented. 
 
A. IMPS 
The IMPS architecture and the protocols used for transporting data between 
the elements of the architecture are presented in Figure 7.6. This section 
presents CSP and SSP, the protocols most essential to the IMPS service of 
the other protocols; CLP is quite inconvenient to operate and contains only a 
subset of the functionality of CSP. The Server Mobile Core Network Protocol 
(SMCNP) for enabling features such as charging has not been defined by 
OMA at all. 
 
B. Client-Server Protocol (CSP) 
The Client-Server Protocol (CSP) provides IMPS clients with access to the 
IMPS server and its functionality. The functions provided by the server are 
used through CSP transactions. A CSP transaction consists of the 
messages needed to carry out a function, ordinarily one request and its 
response. Most CSP transactions are only available within a CSP session. A 
CSP session is established when the user logs in to the system and 
terminated upon user logout or if the server decides to disconnect the user. 
CSP sessions are transport independent, i.e. they remain valid even when 
the transport connection is broken, a phenomenon typical to mobile networks 
as described in Section 7.2.5.3. 
In order to achieve the flexibility needed for CSP to be used in clients 
varying from mobile terminals to fixed PC-clients, several different 
transport bindings have been defined. Logically a CSP transport binding is 
divided into two channels: a mandatory data channel in which all CSP 
messages are exchanged and a conditional CIR (Connection Initiation 
Request) channel used to activate the data channel whenever it is not 
active (Figure 7.8).  
This communication model enables a server to communicate with clients 
behind proxies, which is a usual situation in mobile networks as per 
Section 7.2.5.4 
 
 
 
Figure 7.10: IMPS communication model 
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The protocol bindings defined for the data channel are WSP (Wireless 
Session Protocol), HTTP, HTTPS and SMS, while the bindings for the CIR 
channel are WAP push over SMS, WAP push over UDP, SMS, UDP, TCP 
and HTTP. 
CSP data is carried over the network using the XML message format 
according to the DTDs (Document Type Definition) specified in [164] and 
[165]. In order to optimize messages for size, CSP also supports the WBXML 
(Wireless Binary XML) format [166]. 
 
C. Server-Server Protocol (SSP) 
The Server-Server Protocol (SSP) [167] connects IMPS servers with each 
other. SSP enables IMPS clients to use IMPS functionality distributed across 
the network, possibly provided by different service providers. In addition, SSP 
enables other instant messaging networks to communicate with the IMPS 
network through proprietary gateways. 
SSP is transferred using either HTTP or HTTPS over the TCP transport 
protocol. As HTTP is an asymmetrical protocol two physical TCP 
connections are required in order to provide two-way communication. SSP 
uses persistent TCP connections for improved performance. Equally to the 
CSP protocol, SSP is also conveyed between network elements in the XML 
format. WBXML is not supported by SSP since servers ordinarily communicate 
with each other via wireline connections with high bandwidth. 
 
D. SIMPLE 
Session Initiation Protocol (SIP) 
The Session Initiating Protocol (SIP) is a signaling protocol used for creating, 
modifying and terminating sessions with one or more participants [ ]. SIP 
allows for any kind of session to be initiated, including IP telephony calls, 
multimedia conferences and instant messaging sessions. Sessions created 
using SIP are peer-to-peer, i.e. the SIP framework is only used for managing 
sessions, not for session traffic. This typically results in a SIP trapezoid shown 
in Figure 7.11. 
User agents are SIP entities able send SIP requests acting as clients (UAC) 
and respond to incoming requests as servers (UAS). All servers and clients of 
the SIMPLE architecture (Figure 7.11) act as user agents. 
 
Figure 7.11: The SIP trapezoid 
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SIP proxies accept SIP requests from user agents or other SIP proxies and 
route them closer to the recipient. 
In addition to proxies and user agents, registrars are also important 
elements in SIP networks. Registrars accept registrations of address 
information from other SIP entities. The registrars store the information in 
location services, which are then used by SIP proxies when routing 
messages. 
Finally, redirect servers can be utilized to redirect incoming requests to other 
destinations, e.g. a user could set the SIP phone at work to redirect all calls to 
the SIP phone at home. 
SIP is very similar to the HTTP protocol [22], utilizing the same 
request/response transaction model where each transaction consists of a 
request invoking a particular method and the responses to the request. The 
majority of the message and header field syntax is also derived directly from 
HTTP. 
SIP allows extensions to the protocol to be made in the form of new methods 
and header fields. Three extensions of the SIP protocol have a central role in 
SIMPLE, namely the event notification extension, the pager mode instant 
messaging extension [14] and the UPDATE method extension. The event 
notification extension enables SIP nodes to be notified when a particular 
event occurs.  
The instant messaging extension adds support for sending instant messages 
in SIP messages without creating a session. Finally, the UPDATE method 
extension provides the means for updating presence information. In addition, 
group messaging software may use the REFER method extension. 
Table 7.7 lists the main SIP methods and their use in SIMPLE. 
 
E. Message Session Relay Protocol (MSRP) 
 
The Message Session Relay Protocol (MSRP) is an instant message 
transport protocol defined by the SIMPLE working group. As opposed to 
pager mode instant message exchange, which uses the SIP MESSAGE 
method, MSRP is a session-based protocol. MSRP sessions can be setup 
using any signaling protocol capable of initiating sessions. In SIMPLE the SIP 
protocol is naturally used. 
Like SIP, MSRP is also a text-based protocol similar to the HTTP protocol. 
MSRP is a fairly simple protocol, only two request methods are needed: the 
SEND method and the REPORT method. The SEND method is obviously 
used for sending instant messages. MSRP does not limit instant messages to 
contain only text; any content type can be used. The REPORT method can be 
used for receiving delivery reports for sent instant messages. 
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Table 7.7: SIMPLE usage of SIP methods 
SIP method  SIMPLE function  
REGISTER Login/logout, enables the user to be reached by other users  
INVITE  Initiating instant messaging and group messaging sessions  
REFER Alternative method for inviting users into ongoing group messaging 
sessions  BYE  Terminating sessions  
SUBSCRIBE  Subscribing to the presence information of change information 
etc. other users, watcher information, group  
NOTIFY  Notifies subscribers of particular events, e.g. changes to 
presence information  UPDATE  Updating presence information  
MESSAGE  Sending of pager mode instant messages  
 
As MSRP is based on HTTP, it allows for extending the protocol by adding 
new methods and header fields. The 'Relay Extensions for MSRP' 
specification does exactly that, adding support for using relay intermediaries 
to MSRP, which originally is a peer-to-peer protocol. 
 
F. XML Configuration Access Protocol (XCAP) 
The XML Configuration Access Protocol (XCAP) [170] allows clients to 
retrieve, modify and delete XML data stored on a server. Although defined 
by the SIMPLE working group, XCAP is a general-purpose protocol which 
area of usage is not restricted to SIMPLE. However, XCAP is particularly 
suitable for the needs of SIMPLE as all data permanently stored in SIMPLE 
server elements, such as presence information, watcher information and 
presence authority rules, is defined in the XML format. 
XCAP provides the means for mapping XML documents and document 
elements directly to HTTP URIs (Uniform Resource Identifier). This enables 
XCAP to manipulate XML documents stored on a server using normal HTTP 
primitives. The HTTP GET method is used for retrieving XML documents or 
parts of them, the PUT method is used for creating or modifying documents 
and the DELETE method can be utilized for deletion of XML documents. 
The XCAP specification in [170] defines a framework for manipulation of 
XML data. In addition, each application storing data on XCAP servers 
comes with application-specific conventions, e.g. XML schemas and 
bootstrap URIs, which need to be defined. Therefore each application using 
XCAP is required to specify application-specific requirements in an 'XCAP 
Application Usage' document. For example, an application usage for 
manipulating presence information using XCAP is defined in [171]. 
 
7.4.3 Culmination for further implementation of Research 
The architecture of IMPS is more mature than SIMPLE architecture. The 
IMPS architecture is relatively simple; complete instant messaging 
functionality can be delivered using only two protocols, CSP & SSP, defining 
the client-client and the server-server interfaces clearly & unambiguously. 
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The SIMPLE architecture is without doubt more complex; numerous reference 
points are defined for accessing the service. The functionality has been 
divided into several small elements of which each has been defined 
independently from the others in order to provide a flexible system. However, 
although the client-server interfaces of the elements are quite clearly defined, 
communication between server elements is mostly undefined. Also, on 
several occasions the SIMPLE service provides several alternatives for 
performing the same function. While this on one hand improves flexibility, it 
might on the other hand increase complexity as server solutions are forced 
to provide all alternatives in order to be functional against all kinds of clients. 
Again, it should be stressed that the SIMPLE specifications are ongoing work; 
changes to the current solution are possible. 
The protocols on which the network communication of IMPS and SIMPLE 
relies are very similar; both services rely on HTTP-like protocols based on the 
request/response model. In addition, all data except for the content of instant 
messages is transferred in the XML format for both IMPS and SIMPLE. The 
characteristics of the protocol and data formats when it comes to 
performance, security etc. are evaluated in subsequent sections. 
 
7.5 The Common Profile for Instant Messaging (IM) 
As mentioned, IM systems can use different protocols and different data 
formats, but should meet the definition of the Common Profile for Internet 
Messaging (CPIM) for interoperability. CPIM interoperability is expressed in 
terms of an abstract presence service and an abstract instant message 
service. 
The documents define a new URL scheme—"im"—which represents the 
resource of the specified user's instant message inbox. The addresses use 
the familiar e-mail form of user@host or user@domain. The URL of an IM 
recipient could be, for example: 
im:student@college.edu. 
 
Note:  This URL does not define the transport protocol. As a result, the IP 
address lookup for the URL depends on the particular transport 
protocol used by the local IM system. If SIP is used for transport, the 
DNS resource record (RR) is found by executing a service lookup 
(SRV) for the address of the SIP proxy for the college.edu domain to 
determine the next hop for the message. The abstract models for 
presence and instant message services in CPIM are of a very simple 
nature and are represented in Figure 7.12. 
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Figure 7.12 CPIM models for presence and instant message services. 
 
Figure 7.12a shows the message exchange to subscribe and Figure 7.12b 
shows the basic message exchange for a subscribed user. There also is a 
corresponding Unsubscribe message, not shown in Figure 7.12. 
Message flows as specified in CPIM, are reproduced here, since they 
illustrate the minimalist requirements for interoperability. HTML is used in the 
example, though it is not a requirement to be used between systems or inside 
any particular system. Gateways may be necessary if the interworking 
systems use different data representations, though the systems may Internet 
work directly, depending on their implementation. 
 
7.6 Example of Presence Service 
A watcher friend1 subscribes to the presence service associated with 
presentity of friend2. The requested time in the example is 24 hours (86,400 
seconds), but only 1 hour is returned in the response. 
 
Subscribe 
The subscribe is: 
<subscribe watcher= 'pres:friendl@ispl.com' 
target='pres:friend2@isp2.com' 
duration='64000' transID='l' /> 
 
Response 
The response is: 
<response status='success' transID='l' duration='3600' /> 
The successful subscription will enable the notify operation to communicate 
the presentity information to the watcher. 
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Notify 
The notify is: 
<notify watcher='pres:friendl@ispl.com' 
target='pres:friend2@isp2.com' 
transID='l' /> 
<presence entityInfo='http://www.isp2.com/friend2' /> 
<tuple destination='im:friend2@isp2.com' 
status='open' /> 
</notify> 
 
Unsubscribe 
The unsubscribe is: 
<unsubscribe watcher='pres:friendl@ispl.com' 
target='pres:friend2@isp2.com' 
transID='l' /> 
and, if successful, will be informed: 
<reponse status='success' transID='l' /> 
 
7.7 Example of Instant Message Service 
The watcher can now send a message, knowing the open presence status of 
the inbox. 
 
Message 
The message is: 
<message source='im:john.doe@ispl.com' 
destination='im:mary.king@isp2.com' 
transID='l' /> 
 
Content-Type: text/plain; charset="us-ascii" 
Hello! How are you? 
Response 
The response is: 
<response status='success' transID='l' /> 
In case of success, the response will be: 
<response status= 'success' transID='l' /> 
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Though of minimalist nature, CPIM interworking between instant message 
systems will still meet the requirements described in RFC 2778 for 
interoperability 
 
7.8 Performance evaluation of IMPS and SIMPLE 
This section evaluates the performance of IMPS and SIMPLE compared to 
each other. Several aspects such as bandwidth usage, delays, processing, 
coverage loss, proxy traversal and scalability were studied. As mentioned 
earlier, the performance comparison is based purely on theoretical facts; no 
real tests could be performed due to the lack of deployed implementations of 
the services. 
 
7.8.1    Bandwidth Usage 
As instant messages usually only contain short strings of text, it might seem 
unimportant to optimize them for size. However, in addition to the actual 
data, instant messages carry addressing information, session identifiers etc. 
increasing the size of the message substantially. Moreover, although IMS 
networks offer a broad bandwidth, only a fraction of it will be allocated for SIP 
signaling. Also, it will take long until complete IMS network coverage is 
reached and until then low-bandwidth technology, such as GPRS, will be 
widely used. 
 
A. Message Size 
Protocol messages consist of two parts: protocol data and payload data. In 
order to optimize the total size of a message, both parts need to be 
optimized. IMPS messages have a relatively small protocol part; most 
information is generally carried as payload data. SIMPLE messages carry 
more information in the protocol part of the message and only the actual 
instant message or presence information is carried in the payload part. 
For optimizing the size of the protocol part IMPS includes a WSP (Wireless 
Session Protocol) transport binding. In essence, WSP is a tokenized 
version of HTTP resulting in smaller sized messages. For compressing the 
payload data, IMPS provides support for the WBXML format. WBXML 
tokenizes the XML elements of the CSP protocol. As the XML elements of the 
CSP protocol have lengthy names, the WBXML format reduces the size of the 
payload data significantly. On average the size of a compressed CSP 
message is about 25% of the uncompressed message. 
SIMPLE SIP messages can be compressed using the SigComp solution  
[172]. SigComp compresses both the protocol and the payload part of SIP 
messages. A performance evaluation performed by Nordberg et al. in [173] 
indicates that the message size can be reduced to approximately 25-50% of 
the uncompressed size for SIP messages sent in 3G networks. 
By comparing the message sizes of instant messages for both services (see 
Appendix A for message examples) it can be noted that sending 
uncompressed IMPS instant messages consumes over three times more data 
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than pager mode SIP instant messages. Setting up a SIMPLE session mode 
and sending one message requires a little more data than one IMPS message. 
Nevertheless, after session mode has been set up, all subsequent SIMPLE 
instant messages are over five times smaller than corresponding IMPS 
messages. Conclusively, despite IMPS providing a somewhat higher 
compression rate, SIMPLE messages are still considerably smaller than IMPS 
messages. 
Finally, the message size can also be affected by reducing the size of presence 
notifications received from the presence server. The size of notifications can 
be decreased using partial notifications, i.e. the server sends only the 
changed part of the presence information in the notification. Both IMPS and 
SIMPLE includes support partial notifications. 
 
B. Filtering Rules 
The bandwidth usage can also be limited using filtering rules. Clients can use 
filtering rules to narrow the amount of events resulting in notifications. Filtering 
rules can also be used to block instant messages from certain users, thus 
limiting the amount of data received. IMPS support filtering rules for both 
presence information and instant messaging. SIMPLE only supports filtering 
rules for presence information; instant messages cannot be blocked before 
arriving at the client due to the peer-to-peer property of SIMPLE. 
 
C. Signaling 
IMPS needs no signaling in order to send an instant message to another 
user. SIMPLE needs to setup a session using SIP when using session mode 
instant messaging, thus introducing data overhead in comparison to IMPS. 
Furthermore, SIMPLE presence subscriptions are not permanent clients must 
refresh subscriptions periodically. The length of the period depends on the 
policy of the presence server. In comparison, IMPS presence subscriptions 
are guaranteed to last for the length of an IMPS session. However, IMPS 
clients might need to renew subscriptions whenever they login to the system, 
creating overhead comparable to SIMPLE presence refreshments. 
 
7.8.2 Delays 
Delays and delay jitter are not as important factors in instant messaging as in 
other real-time services. E.g. when sending voice or video, keeping delays 
and delay jitter to a minimum is critical to the quality of the communication. 
Nevertheless, instant messaging is a real-time service and if delays grow too 
high, the user experience deteriorates. Delay jitter is not a factor in instant 
messaging since messages are not sent in an uninterrupted stream. 
There are two types of delays affecting user experience: the session setup 
delay and the message exchange delay. These are studied in more detail 
below. 
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A. Session Setup 
The session setup delay is the amount of time needed for initiating the 
sending of an instant message. The delay caused from establishing a data 
channel to the radio access network can be neglected here as both services 
perform the same procedure. 
In IMPS, clients create a session with the IMPS server upon logging in to the 
system, but sessions are not initiated with recipients of instant messages. 
Hence there is no session setup delay associated with the IMPS service. 
SIMPLE pager mode messaging generates no session setup delay either. 
SIMPLE session mode messaging requires a session to be set up using SIP 
before the first instant message can be sent. A minimum of three SIP 
messages or 2 round-trip times (RTTs) is needed to complete the setup of a 
SIMPLE instant messaging session. Functionality for restricting the size of a 
single message in order to prevent clients from running out of memory. 
IMPS clients can specify the maximum message size it is able to process in 
one chunk during the login procedure. In SIMPLE the MSRP protocol allows 
sending large messages in smaller chunks when using session based 
messaging. For pager mode, instant messages are restricted to 1300 bytes 
by the specification. 
 
7.8.3 Coverage Loss 
Both the IMPS and the SIMPLE service are able to cope with sudden 
disconnections caused by the loss of radio network coverage. Clients of 
neither service need to re-login to the system upon a disconnection, only the 
transport layer connections need to be reestablished. For session based 
messaging, SIMPLE clients need to store some information in order to be able 
to re-initiate the transport connection upon sudden disconnections, otherwise 
a new session must be negotiated. 
 
7.8.4 Proxy Traversal 
Mobile networks are usually connected to the Internet via NAT proxies. 
Therefore, the ability to communicate through proxies is an important feature of 
mobile instant messaging services as it enables a global service, available 
from both mobile and wireline clients. 
An IMP makes use of the CIR channel in order to traverse proxies. As all 
client-server communication is client-initiated and the server can trigger client 
requests using the CIR channel, IMPS clients can use the IMPS service 
through proxies without problems.  
Implementations of SIP as specified in [168] have severe problems with 
NAT traversal. The problem stems from SIP proxies sending replies to ports 
defined in the SIP requests. RFC 3581 defines a header extension to the 
SIP protocol solving the problem for TCP. SIMPLE services function 
perfectly inside mobile networks, e.g. using IMS in 3G networks, but due to 
the NAT problems it is currently not possible to create fully functional SIMPLE 
services spanning both mobile and wireline networks. 
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7.8.5 Scalability 
By scalability, the system performance when used by a substantial amount of 
simultaneous users is meant. Scalability is important as these services are 
expected to acquire millions of users over time. The architectures of the two 
compared services provide excellent scalability. Neither service requires any 
centralized network elements, enabling data to be distributed among several 
servers. By building a network of distributed servers, both services can serve 
a vast amount of simultaneous clients. 
Generally, SIMPLE performs better than IMPS when it comes to optimizing 
bandwidth usage and delays. IMPS cause no session setup delays, but 
session mode messaging enables shorter message exchange delays and 
smaller messages for SIMPLE. On the other hand, the mechanisms causing 
delays in message exchange for IMPS also enable IMPS messages to 
traverse NAT proxies without problems. In contrast to IMPS, SIMPLE currently 
has severe problems with NAT traversal. 
The architectures of both services enable good scalability supporting 
customer bases of large scale. The ability to recover from disconnections due 
to coverage loss is also good for both IMPS and SIMPLE. 
 
7.9 Implementation 
This section describes the solutions used during the implementation of the 
CSP protocol. The tools and libraries utilized in the implementation are 
discussed. Then comparative study between two protocols used to implement 
instant messaging &presence services is presented. 
Implementation of instant messaging and presence services includes the 
programming language used to make the code and tools used for running that 
code. It also contains output responses in the form of testing logs. 
 
7.9.1 Programming Language 
Both the server and the client library were written in the C++ programming 
language. An alternative object-oriented language would have been the Java 
programming language. As C++ code generally is more efficient and takes 
less space than Java code, it was considered more suitable than Java 
especially for mobile devices, which are one possible environment of the CSP 
client. Furthermore, since there would be quite an amount of shared code 
between the client library and the server it was sensible to implement both 
using the same programming language. 
 
7.9.2 Tools 
The program code and binaries of the CSP protocol implementations were 
produced using the Microsoft Visual Studio 6.0 application development suite. 
However, no Windows specific features were utilized in order to make the 
code compliable for as many platforms as possible according to the 
requirements. 
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7.10 Results 
Output results are attached here in the form of testing logs 
 
7.10.1 Logs for login logout 
2009-02-21 
11:45:19:601,User=mobile,Action=Login,IP=172.21.111.124,SessionID=49E6
66F6.00000000.mobile,SessionType=IMPS 
2009-02-21 
11:45:45:101,User=mobile,Action=Logout,IP=172.21.111.124,SessionID=49E
666F6.00000000.mobile,SessionType=IMPS 
11:24:40:539 [0] main: 42 Days remaining in trial version 
11:45:18:257 [5] ThreadProcessConnection: Processing connection from 
172.21.111.124... 
11:45:18:257 [5] ThreadProcessConnection: Packet Length is 321 bytes 
11:45:18:257 [5] ThreadProcessConnection: 50 4F 53 54 20 68 74 74 70 3A 
2F 2F 31 37 32 2E  POST http://172. 
11:45:18:257 [5] ThreadProcessConnection: 32 31 2E 31 31 31 2E 31 32 34 
3A 38 30 38 30 2F  21.111.124:8080/ 
11:45:18:257 [5] ThreadProcessConnection: 20 48 54 54 50 2F 31 2E 31 0D 
0A 48 6F 73 74 3A  HTTP/1.1 Host: 
11:45:18:257 [5] ThreadProcessConnection: 20 31 37 32 2E 32 31 2E 31 31 
31 2E 31 32 34 3A  172.21.111.124: 
11:45:18:257 [5] ThreadProcessConnection: 38 30 38 30 0D 0A 43 6F 6E 74 
65 6E 74 2D 4C 65  8080 Content-Le 
11:45:18:257 [5] ThreadProcessConnection: 6E 67 74 68 3A 20 31 32 38 0D 
0A 43 6F 6E 74 65  night: 128 Content 
11:45:18:257 [5] ThreadProcessConnection: 6E 74 2D 54 79 70 65 3A 20 61 
70 70 6C 69 63 61  nt-Type: applica 
11:45:18:257 [5] ThreadProcessConnection: 74 69 6F 6E 2F 76 6E 64 2E 77 
76 2E 63 73 70 2E  tion/vnd.wv.csp. 
11:45:18:257 [5] ThreadProcessConnection: 77 62 78 6D 6C 0D 0A 43 6F 6E 
6E 65 63 74 69 6F  wbxml Connection 
11:45:18:257 [5] ThreadProcessConnection: 6E 3A 20 4B 65 65 70 2D 41 6C 
69 76 65 0D 0A 58  n:Keep-Alive X 
11:45:18:257 [5] ThreadProcessConnection: 2D 57 41 50 2D 43 6C 69 65 6E 
74 2D 49 50 3A 20  -WAP-Client-IP: 
11:45:18:257 [5] ThreadProcessConnection: 31 39 32 2E 31 36 38 2E 31 30 
2E 33 31 0D 0A 0D  192.168.10.31 
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11:45:18:257 [5] ThreadProcessConnection: 0A 03 10 6A 04 31 2E 31 00 C9 
05 83 00 01 6D 6E  j 1.1 mn 
11:45:18:257 [5] ThreadProcessConnection: 70 80 19 01 01 72 74 76 80 20 
01 75 03 6E 6F 6B  p rtv u nok 
11:45:18:257 [5] ThreadProcessConnection: 31 00 01 01 F3 07 83 00 01 00 
01 5D 00 00 7A 03  1 ] z 
11:45:18:257 [5] ThreadProcessConnection: 6D 6F 62 69 6C 65 00 01 4A 77 
03 57 56 3A 49 4D  mobile Jw WV:IM 
11:45:18:257 [5] ThreadProcessConnection: 50 45 43 30 31 24 30 30 30 30 
31 40 4E4F 4B 2E  PEC01$00001@NOK. 
11:45:18:257 [5] ThreadProcessConnection: 53 36 30 00 01 01 00 01 4F 03 
4D 44 35 00 01 72 S60  O MD5 r 
11:45:18:257 [5] ThreadProcessConnection: C3 02 0E 10 01 70 03 77 76 3A 
6E 6F 6B 69 61 2E  p wv:nokia. 
11:45:18:257 [5] ThreadProcessConnection: 31 33 34 37 30 36 36 37 37 30 
00 01 01 01 01 01  1347066770 
11:45:18:257 [5] ThreadProcessConnection: 01 
11:45:18:257 [5] WVDecodedContent: <WV-CSP-Message 
xmlns="http://www.wireless-village.org/CSP1.1"> 
11:45:18:257 [5] WVDecodedContent: <Session> 
11:45:18:257 [5] WVDecodedContent: <SessionDescriptor> 
11:45:18:257 [5] WVDecodedContent: <SessionType> 
11:45:18:257 [5] WVDecodedContent: Outband 
11:45:18:257 [5] WVDecodedContent: </SessionType> 
11:45:18:257 [5] WVDecodedContent: </SessionDescriptor> 
11:45:18:257 [5] WVDecodedContent: <Transaction> 
11:45:18:257 [5] WVDecodedContent: <TransactionDescriptor> 
11:45:18:257 [5] WVDecodedContent: <TransactionMode> 
11:45:18:257 [5] WVDecodedContent: Request 
11:45:18:257 [5] WVDecodedContent: </TransactionMode> 
11:45:18:257 [5] WVDecodedContent: <TransactionID> 
11:45:18:257 [5] WVDecodedContent: nok1 
11:45:18:257 [5] WVDecodedContent: </TransactionID> 
11:45:18:257 [5] WVDecodedContent: </TransactionDescriptor> 
11:45:18:257 [5] WVDecodedContent: <TransactionContent 
xmlns="http://www.wireless-village.org/TRC1.1"> 
11:45:18:257 [5] WVDecodedContent: <Login-Request> 
11:45:18:257 [5] WVDecodedContent: <UserID> 
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11:45:18:257 [5] WVDecodedContent: mobile 
11:45:18:257 [5] WVDecodedContent: </UserID> 
11:45:18:257 [5] WVDecodedContent: <ClientID> 
11:45:18:257 [5] WVDecodedContent: <URL> 
11:45:18:257 [5] WVDecodedContent: WV:IMPEC01$00001@NOK.S60 
11:45:18:257 [5] WVDecodedContent: </URL> 
11:45:18:257 [5] WVDecodedContent: </ClientID> 
11:45:18:257 [5] WVDecodedContent: <DigestSchema> 
11:45:18:257 [5] WVDecodedContent: MD5 
11:45:18:257 [5] WVDecodedContent: </DigestSchema> 
11:45:18:257 [5] WVDecodedContent: <TimeToLive> 
11:45:18:257 [5] WVDecodedContent: 3600 
11:45:18:257 [5] WVDecodedContent: </TimeToLive> 
11:45:18:257 [5] WVDecodedContent: <SessionCookie> 
11:45:18:257 [5] WVDecodedContent: wv:nokia.1347066770 
11:45:18:257 [5] WVDecodedContent: </SessionCookie> 
11:45:18:257 [5] WVDecodedContent: </Login-Request> 
11:45:18:257 [5] WVDecodedContent: </TransactionContent> 
11:45:18:257 [5] WVDecodedContent: </Transaction> 
11:45:18:257 [5] WVDecodedContent: </Session> 
11:45:18:257 [5] WVDecodedContent: </WV-CSP-Message> 
11:45:18:257 [5] ThreadProcessConnection: Got Login-Request transaction 
11:45:18:257 [5] ThreadProcessConnection: <?xml version="1.0" 
encoding="UTF-8"?> 
 
<WV-CSP-Message xmlns="http://www.wireless-village.org/CSP1.1"> 
<Session> 
<SessionDescriptor> 
<SessionType> 
 
Outband 
</SessionType> 
</SessionDescriptor> 
<Transaction> 
<TransactionDescriptor> 
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<TransactionMode> 
 
Response 
</TransactionMode> 
<TransactionID> 
nok1 
</TransactionID> 
</TransactionDescriptor> 
<TransactionContent xmlns="http://www.wireless-village.org/TRC1.1"> 
<Login-Response> 
<ClientID> 
<URL> 
WV:IMPEC01$00001@NOK.S60 
</URL> 
</ClientID> 
<Result> 
<Code> 
401 
</Code> 
<Description> 
 
Please complete authentication challenge 
</Description> 
</Result> 
<Nonce> 
fda8bf106d23b5aad44a8c5bbd2ff219 
</Nonce> 
<DigestSchema> 
 
MD5 
</DigestSchema> 
<CapabilityRequest> 
F 
</CapabilityRequest> 
</Login-Response> 
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</TransactionContent> 
</Transaction> 
</Session> 
</WV-CSP-Message> 
 
11:45:18:273 [5] WVSendResponse: Packet Length is 189 bytes 
11:45:18:273 [5] WVSendResponse: 03 10 6A 06 78 6D 6C 6E 73 00 C9 05 
03 31 2E 31 j xmlns 1.1 
11:45:18:273 [5] WVSendResponse: 00 01 6D 6E 70 80 19 01 01 72 74 76 80 
21 01 75 mnp rtv ! u 
11:45:18:273 [5] WVSendResponse: 03 6E 6F 6B 31 00 01 01 F3 07 03 31 
2E 31 00 01 nok1 1.1 
11:45:18:273 [5] WVSendResponse: 00 01 5E 00 00 4A 77 03 57 56 3A 49 
4D 50 45 43 ^ Jw WV:IMPEC 
11:45:18:273 [5] WVSendResponse: 30 31 24 30 30 30 30 31 40 4E 4F 4B 
2E 53 36 30 01$00001@NOK.S60 
11:45:18:273 [5] WVSendResponse: 00 01 01 6A 4B C3 02 01 91 01 52 03 
50 6C 65 61 jK R Plea 
11:45:18:273 [5] WVSendResponse: 73 65 20 63 6F 6D 70 6C 65 74 65 20 
61 75 74 68 se complete auth 
11:45:18:273 [5] WVSendResponse: 65 6E 74 69 63 61 74 69 6F 6E 20 63 68 
61 6C 6C entication chall 
11:45:18:273 [5] WVSendResponse: 65 6E 67 65 00 01 01 00 01 60 03 66 64 
61 38 62 enge ` fda8b 
11:45:18:273 [5] WVSendResponse: 66 31 30 36 64 32 33 62 35 61 61 64 34 
34 61 38 f106d23b5aad44a8 
11:45:18:273 [5] WVSendResponse: 63 35 62 62 64 32 66 66 32 31 39 00 01 
4F 03 4D c5bbd2ff219 O M 
11:45:18:273 [5] WVSendResponse: 44 35 00 01 4B 80 0B 01 01 01 01 01 01 
D5 K 
11:45:19:585 [5] ThreadProcessConnection: Packet Length is 342 bytes 
11:45:19:585 [5] ThreadProcessConnection: 50 4F 53 54 20 68 74 74 70 3A 
2F 2F 31 37 32 2E POST http://172. 
11:45:19:585 [5] ThreadProcessConnection: 32 31 2E 31 31 31 2E 31 32 34 
3A 38 30 38 30 2F 21.111.124:8080/ 
11:45:19:585 [5] ThreadProcessConnection: 20 48 54 54 50 2F 31 2E 31 0D 
0A 48 6F 73 74 3A HTTP/1.1 Host: 
11:45:19:585 [5] ThreadProcessConnection: 20 31 37 32 2E 32 31 2E 31 31 
31 2E 31 32 34 3A 172.21.111.124: 
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11:45:19:585 [5] ThreadProcessConnection: 38 30 38 30 0D 0A 43 6F 6E 74 
65 6E 74 2D 4C 65 8080 Content-Le 
11:45:19:585 [5] ThreadProcessConnection: 6E 67 74 68 3A 20 31 34 39 0D 
0A 43 6F 6E 74 65 ngth: 149 Conte 
11:45:19:585 [5] ThreadProcessConnection: 6E 74 2D 54 79 70 65 3A 20 61 
70 70 6C 69 63 61 nt-Type: applica 
11:45:19:585 [5] ThreadProcessConnection: 74 69 6F 6E 2F 76 6E 64 2E 77 
76 2E 63 73 70 2E tion/vnd.wv.csp. 
11:45:19:585 [5] ThreadProcessConnection: 77 62 78 6D 6C 0D 0A 43 6F 6E 
6E 65 63 74 69 6F wbxml Connectio 
11:45:19:585 [5] ThreadProcessConnection: 6E 3A 20 4B 65 65 70 2D 41 6C 
69 76 65 0D 0A 58 n: Keep-Alive X 
11:45:19:585 [5] ThreadProcessConnection: 2D 57 41 50 2D 43 6C 69 65 6E 
74 2D 49 50 3A 20 -WAP-Client-IP: 
11:45:19:585 [5] ThreadProcessConnection: 31 39 32 2E 31 36 38 2E 31 30 
2E 33 31 0D 0A 0D 192.168.10.31 
11:45:19:585 [5] ThreadProcessConnection: 0A 03 10 6A 04 31 2E 31 00 C9 
05 83 00 01 6D 6E j 1.1 mn 
11:45:19:585 [5] ThreadProcessConnection: 70 80 19 01 01 72 74 76 80 20 
01 75 03 6E 6F 6B p rtv u nok 
11:45:19:585 [5] ThreadProcessConnection: 31 00 01 01 F3 07 83 00 01 00 
01 5D 00 00 7A 03 1 ] z 
11:45:19:585 [5] ThreadProcessConnection: 6D 6F 62 69 6C 65 00 01 4A 77 
03 57 56 3A 49 4D mobile Jw WV:IM 
11:45:19:585 [5] ThreadProcessConnection: 50 45 43 30 31 24 30 30 30 30 
31 40 4E 4F 4B 2E PEC01$00001@NOK. 
11:45:19:585 [5] ThreadProcessConnection: 53 36 30 00 01 01 00 01 4E 03 
72 5A 6A 4A 6E 78 S60 N rZjJnx 
11:45:19:585 [5] ThreadProcessConnection: 6A 66 6B 55 35 79 32 30 6A 46 
36 35 4B 46 49 51 jfkU5y20jF65KFIQ 
11:45:19:585 [5] ThreadProcessConnection: 3D 3D 00 01 72 C3 02 0E 10 01 
70 03 77 76 3A 6E == r p wv:n 
11:45:19:585 [5] ThreadProcessConnection: 6F 6B 69 61 2E 31 33 34 37 30 
36 36 37 37 30 00 okia.1347066770 
11:45:19:585 [5] ThreadProcessConnection: 01 01 01 01 01 01 
11:45:19:585 [5] WVDecodedContent: <WV-CSP-Message 
xmlns="http://www.wireless-village.org/CSP1.1"> 
11:45:19:585 [5] WVDecodedContent: <Session> 
11:45:19:585 [5] WVDecodedContent: <SessionDescriptor> 
11:45:19:585 [5] WVDecodedContent: <SessionType> 
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11:45:19:585 [5] WVDecodedContent: Outband 
11:45:19:585 [5] WVDecodedContent: </SessionType> 
11:45:19:585 [5] WVDecodedContent: </SessionDescriptor> 
11:45:19:585 [5] WVDecodedContent: <Transaction> 
11:45:19:585 [5] WVDecodedContent: <TransactionDescriptor> 
11:45:19:585 [5] WVDecodedContent: <TransactionMode> 
11:45:19:585 [5] WVDecodedContent: Request 
11:45:19:585 [5] WVDecodedContent: </TransactionMode> 
11:45:19:585 [5] WVDecodedContent: <TransactionID> 
11:45:19:585 [5] WVDecodedContent: nok1 
11:45:19:585 [5] WVDecodedContent: </TransactionID> 
11:45:19:585 [5] WVDecodedContent: </TransactionDescriptor> 
11:45:19:585 [5] WVDecodedContent: <TransactionContent xmlns= 
"http://www.imstestbed.net/TRC1.1"> 
11:45:19:585 [5] WVDecodedContent: <Login-Request> 
11:45:19:585 [5] WVDecodedContent: <UserID> 
11:45:19:585 [5] WVDecodedContent: mobile 
11:45:19:585 [5] WVDecodedContent: </UserID> 
11:45:19:585 [5] WVDecodedContent: <ClientID> 
11:45:19:585 [5] WVDecodedContent: <URL> 
11:45:19:585 [5] WVDecodedContent: WV:IMPEC01$00001@NOK.S60 
11:45:19:585 [5] WVDecodedContent: </URL> 
11:45:19:585 [5] WVDecodedContent: </ClientID> 
11:45:19:585 [5] WVDecodedContent: <DigestBytes> 
11:45:19:585 [5] WVDecodedContent: rZjJnxjfkU5y20jF65KFIQ== 
11:45:19:585 [5] WVDecodedContent: </DigestBytes> 
11:45:19:585 [5] WVDecodedContent: <TimeToLive> 
11:45:19:585 [5] WVDecodedContent: 3600 
11:45:19:585 [5] WVDecodedContent: </TimeToLive> 
11:45:19:585 [5] WVDecodedContent: <SessionCookie> 
11:45:19:585 [5] WVDecodedContent: wv:nokia.1347066770 
11:45:19:585 [5] WVDecodedContent: </SessionCookie> 
11:45:19:585 [5] WVDecodedContent: </Login-Request> 
11:45:19:585 [5] WVDecodedContent: </TransactionContent> 
11:45:19:585 [5] WVDecodedContent: </Transaction> 
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11:45:19:585 [5] WVDecodedContent: </Session> 
11:45:19:585 [5] WVDecodedContent: </WV-CSP-Message> 
11:45:19:585 [5] ThreadProcessConnection: Got Login-Request transaction 
11:45:19:585 [5] SetXmppUserPresence: <status>Connected to IM on a 
Mobile 
Phone</status> 
11:45:19:585 [5] SetXmppUserPresence: Updating last avail time 
11:45:19:601 [5] ThreadProcessConnection: <?xml version="1.0" 
encoding="UTF-8"?> 
<WV-CSP-Message xmlns="http:// www.imstestbed.net /CSP1.1"> 
<Session> 
<SessionDescriptor> 
<SessionType> 
 
Outband 
</SessionType> 
</SessionDescriptor> 
<Transaction> 
<TransactionDescriptor> 
<TransactionMode> 
Response 
</TransactionMode> 
<TransactionID> 
nok1 
</TransactionID> 
</TransactionDescriptor> 
<TransactionContent xmlns="http://www.imstestbed.net /TRC1.1"> 
<Login-Response> 
<ClientID> 
<URL> 
WV:IMPEC01$00001@NOK.S60 
</URL> 
</ClientID> 
<Result> 
<Code> 
200</Code> 
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<Description> 
Login OK</Description> 
</Result> 
<SessionID>49E666F6.00000000.mobile 
</SessionID><KeepAliveTime> 
90</KeepAliveTime> 
<CapabilityRequest> 
T</CapabilityRequest> 
</Login-Response> 
</TransactionContent> 
</Transaction> 
</Session> 
</WV-CSP-Message> 
2009-02-21 11:45:18,mobile,172.21.111.124,nok1,ToServer,Login-
Request,mobile 
2009-02-21 11:45:18,mobile,172.21.111.124,nok1,ToClient,Login-
Response,401 
2009-02-21 11:45:19,mobile,172.21.111.124,nok1,ToServer,Login-
Request,mobile 
2009-02-21 11:45:19,mobile,172.21.111.124,nok1,ToClient,Login-
Response,200 
2009-02-21 11:45:21,mobile,172.21.111.124,nok2,ToServer,ClientCapability-
Request 
2009-02-21 11:45:21,mobile,172.21.111.124,nok2,ToClient,ClientCapability-
Response 
2009-02-21 11:45:22,mobile,172.21.111.124,nok3,ToServer,Service-Request 
2009-02-21 11:45:22,mobile,172.21.111.124,nok3,ToClient,Service-
Response 
2009-02-21 11:45:23,mobile,172.21.111.124,nok4,ToServer,GetList-Request 
2009-02-21 11:45:23,mobile,172.21.111.124,nok4,ToClient,GetList-Response 
2009-02-
2111:45:25,mobile,172.21.111.124,nok5,ToServer,UnsubscribePresence- 
Request,wv: mobile/~IM1.0_friendslist 
2009-02-21 11:45:25,mobile,172.21.111.124,nok5,ToClient,Status,200 
2009-02-2111:45:26,mobile,172.21.111.124,nok6,ToServer,ListManage- 
Request,wv:mobile/~IM1.0_friendslist 
2009-02-21 11:45:26,mobile,172.21.111.124,nok6,ToClient,ListManage-
Response,200 
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2009-02-
2111:45:28,mobile,172.21.111.124,nok7,ToServer,CreateAttributeList- 
Request,DefaultList 
2009-02-21 11:45:28,mobile,172.21.111.124,nok7,ToClient,Status,200 
2009-02-2111:45:29,mobile,172.21.111.124,nok8,ToServer,UpdatePresence- 
Request,"OnlineStatus,ClientInfo,CommCap,UserAvailability,StatusText,Statu
sContent" 
2009-02-21 11:45:29,mobile,172.21.111.124,nok8,ToClient,Status,200 
2009-02-21 11:45:30,mobile,172.21.111.124,,ToServer,Polling-Request 
2009-02-21 11:45:31,mobile,172.21.111.124,nok9,ToServer,GetBlockedList-
Request 
2009-02-21 11:45:31,mobile,172.21.111.124,nok9,ToClient,GetBlockedList-
Response 
2009-02-2111:45:33,mobile,172.21.111.124,nok10,ToServer,Search- 
Request,GROUP_USER_ID_OWNER=mobile 
2009-02-2111:45:33,mobile,172.21.111.124,nok10,ToClient,Search- 
Response,SearchFindings=0 
2009-02-
2111:45:35,mobile,172.21.111.124,nok11,ToServer,SubscribePresence- 
Request,wv:mobile/~IM1.0_friendslist 
2009-02-21 11:45:35,mobile,172.21.111.124,nok11,ToClient,Status,200 
2009-02-2111:45:35,mobile,172.21.111.124,wvnow4419a6b5,ToClient, 
PresenceNotification-Request 
2009-02-21 11:45:36,mobile,172.21.111.124,,ToServer,Polling-Request 
2009-02-21 11:45:36,mobile,172.21.111.124,nok12,ToServer,StopSearch-
Request 
2009-02-21 11:45:36,mobile,172.21.111.124,nok12,ToClient,Status,200 
2009-02-21 11:45:36,mobile,172.21.111.124,,ToServer,Polling-Request 
2009-02-21 
11:45:37,mobile,172.21.111.124,wvnow4419a6b5,ToServer,Status,200 
2009-02-21 11:45:38,mobile,172.21.111.124,,ToServer,Polling-Request 
2009-02-
2111:45:43,mobile,172.21.111.124,nok13,ToServer,UpdatePresence- 
Request,CommCap 
2009-02-21 11:45:43,mobile,172.21.111.124,nok13,ToClient,Status,200 
2009-02-21 11:45:45,mobile,172.21.111.124,nok14,ToServer,Logout-Request 
2009-02-21 11:45:45,mobile,172.21.111.124,nok14,ToClient, Disconnect,200 
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7.11 Comparison of IMPS & SIMPLE Performance 
 
As IMPS is specifically defined for usage in mobile environments and the IP 
Multimedia Subsystem (IMS) brings SIMPLE to forthcoming 3G networks, 
these two services are the top alternatives for mobile instant messaging. 
IMPS is a more mature service than SIMPLE. SIMPLE has not yet reached 
standard status and parts of the service are still ongoing work. However, the 
main elements of SIMPLE are ready and the service is adopted as an IETF 
standard in 2005 [5]. 
The functionality of both services is very similar from a user’s point of view, 
but the techniques used to provide the functionality differ considerably 
between the services. IMPS is based on a rather simple architecture where all 
client communication passes through servers. SIMPLE on the other hand is a 
fairly complex solution, which relies on SIP for much of its functionality but 
other protocols such as XCAP and MSRP are also utilized.  
Both services utilize techniques for optimizing the performance in mobile 
environments. Overall, SIMPLE is slightly more efficient than IMPS when it 
comes to bandwidth usage and delays. Performance-wise, the most notable 
flaw in SIMPLE is the inability to traverse proxies. This affects the applicability 
of the service since a global service cannot be created. IMPS are able to 
handle proxy traversal without problems. 
SIMPLE includes mechanisms for providing the service with relatively strong 
security. Due to the complexity of the SIMPLE architecture, applying an even 
level of security throughout a network requires a great deal of cooperation 
between network administrators. IMPS provides sufficient security only 
between the client and its local server, end-to-end security can not be 
requested by clients and is therefore not guaranteed in all networks. Since the 
IMPS protocols are completely based on XML and function on top of several 
different transport bindings, IMPS qualifies as an extensible and flexible 
solution. SIMPLE also utilizes the XML format, but the tight coupling with the 
SIP protocol reduces flexibility to an extent. 
Tables 7.8 and 7.9 list the main advantages and disadvantages of the 
compared services. 
 
Table 7.8: Advantages and disadvantages of IMPS 
 
Advantages Disadvantages 
Simple architecture Security 
Scalability Lack of charging protocol 
Extensibility  
Proxy reversal  
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Table 7.9: Advantages and disadvantages of SIMPLE 
Advantages Disadvantages 
Scalability Complex architecture 
Interoperability Proxy reversal 
Security  
Efficiency  
 
7.11.1 Some User scenarios of Presence Service 
Several user scenarios had been envisioned through the work of the Open 
Mobile Alliance (OMA), which is the body in charge to standarise the services 
and applications built on the top of the architecture and technology defined by 
the 3GPP. 
Most of the requirements involve the use of Presence Service as an 
improvement of Instant Messaging and the user contact list (the phone 
address book), which allows seeing the willingness and availability of the 
contact to establish a communication. Moreover, the presence information 
indicates the media, which the contact wants to use for the communication 
(Instant Messaning, SMS, email, fixed phone, mobile, etc.)  
However, some user scenarios require that the users configure their terminals 
manually to expose adequate presence information. Using a set of profiles 
does this. For example, if the user arrives at her office, she would have to 
change her profile on her mobile device to Office. Profile, which means that 
people who want to contact her will see her presence information as .I want to 
be contacted by my office phone and only emergency calls can go through my 
mobile.  
Other user scenarios such as advertisements and the subscription of alerts 
(events, news, weather, traffic, etc.) require the update of presence 
information through different networks as well as require that the user set 
complex rules and preferences for blocking users and filtering presence 
information. Thus ways to avoid this must also be investigated. 
In the following scenario: a user has her mobile device and is entering to a 
large mall, which is providing access to its wireless network. As soon the user 
is entering the mall, her presence information needs to be updated. This 
presence information can include additional information like the mall card 
number of a frequent buyer. Because the mall is able to track the customer 
habits of shopping using this number, the user can receive alerts of interesting 
offers for her into her mobile device.  
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This user could need help to locate a shop or particular product; or she may 
be lost in the mall; therefore she would require contacting the customer help 
desk. Logically this kind of communication or access to a service provided by 
the mall must be free of charge for the users; therefore the user will see in her 
phone book a new temporal contact with presence information such as public 
mall help with busy/available then the user can use her PoC mobile 
application and start to communicate with the mall staff. Moreover, this 
communication can include other multimedia content such as a map or video. 
This is an example of the future evolution of PoC, which is called Push to X. 
Presence information can improve existing corporate directories, which can 
also be used to advertise services. A powerful search engine can exploit 
these directories to make it easy to find people and services. This will be more 
obvious in the future when users may broadly use presence-aware 
applications. 
In the world of collaborative work such as collaborative writing or brainstorm 
meetings (face-to-face, using videoconference or Instant Messaging). Several 
user scenarios can be enhanced with document presence information. For 
instance, in a meeting face-to-face all the participants may carry a PDA and 
form an ah-hoc network like Bluetooth, wi-fi etc., which allow them to share 
documents along with document presence information. 
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7.12  Analysis of presence server traffic load 
Presence service replicates the user's update status; user's behavior model 
is highly related with the traffic load to a PS. The logoff/ login time, online 
behavior, and the number of contacts everything have great impact on the 
traffic load to a presence server. Each and every SIP request message to a 
presence server can rise generating a transaction and the amount of 
transactions processed by a SIP server is a key parameter that establishes 
the presence server capability [178]. The process fixed cost needed by a 
presence server to process transactions is different. Suppose when a user 
logs in first PUBLISH message is sent to a presence server, as a result in 
some authentication process and the formation of a latest SIP transaction to 
organize some information; when the user changes his state and send the 
modifying PUBLISH message; the presence server simply require to recover 
the information stored throughout processing of previous transaction and 
much less overhead in needed. User actions invoke SIP messages as 
following: 
 
User Login and Logout: 
A user's login creates a first PUBLISH message to the presence server, after 
that refresh PUBLISH messages are produced occasionally and lastly a 
terminating PUBLISH message is sent to the presence server upon the 
user's logout. 
Presence Subscription: 
Subscription of a user presentity causes in a first SUBSCRIBE message 
being sent to the presence server. After that refresh SUBSCRIBE messages 
will be sent to the presence Server. A finishing SUBSCRIBE message 
follows at last to unsubscribe the other user's presentity. 
Presence Status Updates: 
The change of user's status effects in a modifying PUBLISH message. 
Traffic type: Traffic to a presence server is separated in to eight types: 
initial publish, refresh publish, modify publish, terminal publish, initial 
subscribe, refresh subscribe, terminal subscribe and notify [179]. Process 
time of each traffic type is different 
From a reference implementation [179] we can see that NOTIFY message 
have huge impact on traffic load to a presence server also to the IMS core 
network, and its arrival rate differ greatly with the time of a day. So 
controlling NOTIFY message also optimizing their process method is 
significant to assurance performance of presence servers. In the next 
sections we will study the NOTIFY message process system in a presence 
server to ensure service quality. 
 
7.13 Mathematical Analysis 
A presence server stores its user's status and a user status can be 
subscribed by various watches. Once a user has change his status, A 
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PUBLISH message is sent to the presence server and the presence server 
reply the PUBLISH message with a 200 ok message, then NOTIFY 
message are programmed to be sent to the all online watcher who have 
subscribed for this user's status. The total number of watcher of a user Nw 
and the number of online watchers for this user can be denoted as nw< Nw, 
Figure 4.3 shows the procedure that when a user sends a PUBLISH 
message, and nw NOTIFY message are generated. Assume that the arrival 
process of PUBLISH message verifies to Poisson distribution with parameter 
Pλ  and the PUBLISH message process time verifies to exponential 
distribution then form the reference [180], the outgoing process of 200 ok 
message is as well Poisson distribution with parameter Pλ  The arrival 
procedure of NOTIFY messages is batch Poisson distribution by parameter 
Pλ  And batch Number nw 
 
Figure 7.13: Publish and Notify Queues in a PS. 
As quick as possible 200 ok messages are sent to the user to stop message 
re-transmission. But NOTIFY messages are normally sent periodically with 
time period T. because of several traffic control requirements. Now we going 
are sent periodically and if the queue do not have any NOTIFY messages, 
the server to study queuing mechanism of NOTIFY messages as it has a 
great impact on the traffic load of a presence server. 
 
Queuing System with Controlled Vacation and Batch Poisson Arrival: 
From the earlier description, queue of NOTIFY messages can be seen as a 
queuing system with controlled vacation and batch Poisson arrival. That 
means NOTIFY message organizing the NOTIFY queue will be on vacation. 
When the vacation will be finished after the time interval T, NOTIFY 
message in the queue will be sent. For all PUBLISH message effects in 
multiple NOTIFY messages to separate watchers, the arrival procedure to 
NOTIFY queue is in the batch of nwB is the highest quantity of messages 
that can be buffered NOTIFY queue and once the buffer is full, arriving 
messages are discarded. We can make the statements for the NOTIFY 
queue system shown in the figure 4.3.statements is given below: 
1. NOTIFY messages appear at the system following to Poisson process, 
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parameter is Ap and only one server in the system. 
2. Service time a NOTIFY message is supposed to be exponentially 
distributed by mean 1/u.intesity of traffic is / 1P w Pnρ λ λ= <  
3. Once the  queue turn  into  empty,  the  server starts  a  vacation  whose  
length  is exponentially distributed by mean T=l/9. Upon end of a vacation, 
the server restarts if the queue is not clear. Or else it takes another 
vacation. 
4. All aforesaid random variables are independent of all other Let S (t) =0 and 
S (t) =1 indicate the events that the server is busy and on vacation at time 
t correspondingly.  
 
Define 
( ) ( ) ( )( )
,
, 0 , 1,2,3,...,j op t P Q t f S t f B= = = =  
( ) ( ) ( )( )
,1 , 0 , 1,2,3,...,jp t P Q t f S t f B= = = =  
 
Q (t) indicates the amount of messages in the system at time t and the 
maximum buffer size is 8. According to Markov chain theory it follows that {Q 
(t), S (t), t>0} has unique equilibrium distribution [179]. 
 
Setting, 
( )
,0 ,0lim , 1,2,.....,i itp p t j B→∞= =  
( )
,1 ,1lim , 1,2,.....,i itp p t j B→∞= =  
Figure 7.14 describe the state transition graph for the NOTIFY message 
queue with batch arrival and controlled vacation. For the simplicity of 
analysis we assume that B is divided by nw from figure 7.14, find the 
following state transition equation: 
,1 1,0op pλ µ=   (1) 
( ) ( )1 11 , 1,..., 1w wjn n
w
Bp p j f
n
λ θ λ+ = − = −  (2) 
,1 1B Bp p nwθ λ= −  (3) 
,1 ,jp o otherwise=  (4) 
( )
,0 ,1,0 1,0 2,....., 1,j j w j j f wp p n p p B f nλ µ λ µ θ+ = − + + + = − >  (5) 
( )
,0 ,1,1,0j j j f wp p p nλ µ µ θ+ = + + <   (6) 
( )
,0 0B B wp p n pλ µ λ θ+ = − + +   (7) 
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,0 ,1
1 1
1
B B
j j
j j
p p
= =
+ =∑ ∑   (8) 
 
These linear equations (1) to 30 is indicated as model M. the propensity's 
status is noticed to watches by notify message and it is unwanted if notify 
messages are missing unpredictably and user get wrong state information. 
So it's very significant to manage queue length of NOTIFY to control the 
message loss probability. The probability that a message can arrive and 
there are more than K message in the buffer is: 
( ),1 ,0
1
B
k t t
t K
P p p
= +
= +∑  
 
 
Figure 7.14: State Transition Graph for Queue System with Batch Arrival 
and Controlled Vacation. 
 
The probability of the buffer can be full is: 
,1 ,0B B BP P P= +   
Mean of queue length is: s 
( ),0 ,1 0,0
0
, 0
B
j j
j
Q f p p p
=
= + =∑  
Variance of queue length is: 
( ) ( )2 2,0 ,1 0,0
0
var 0
B
j j
j
Q f p p Q p
=
= + − =∑  
With B=100, Pλ =l, nw= 4, µ =6, from reference [179] we get ,0jp  j=0,..... B and 
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,1jp j=1,….B for 1 1 1, ,2 6 10θ =  in the reference [179] figure 7 gives the 
distribution of queue length with different vacation interval T=l/9. With the 
longer vacation time, the variation of queue length becomes bigger. From the 
figure 8 in reference [179] presents the calculated result for mean and 
variance of the length of queue also the probability of queue length get bigger 
than 80% of the buffer capacity. [179] Shows that the longer vacation time, 
the longer the queue length, and the larger the probability of queue length 
greater than 80%B. 
This model M is pretty perfect description of the notify message queue but it 
is a little complex system like it's difficult to get a close form of expression. 
It's possible to further study other simple to model to get a control timer value 
to meet the performance requirements and we can use Poisson Arrival 
Process to approximate the Poisson arrival process of a NOTIFY queue 
system to have a close form solution of the system state also parameter of 
the NOTIFY queue system. 
 
7.14 Dimension IMPS over a PoC service 
It is possible to see Push-to-Talk as an instant messaging with voice 
facilities. PoC is the first commercial execution of the IMS architecture for 
mobile network. Push-to-Talk over Cellular (PoC) is proposed to offer fast 
communication for business and consumers of mobile network. PoC will 
permit user data and voice communication shared with one recipient that is 
one-to-one or between group's recipients that is one-to-many. Such as in 
figure 7.15 
 
Figure 7.15: Example of PoC 1 to many Group session (voice transmission) 
[181] 
 
The main focus of this part of research is following: 
1. Offering access priority to special sessions that is based on existing 
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RTUs (Transmit/ Receive unit) 
2. Optimizing the session timer for PoC controller. 
3. During busy hour, optimize the number of session initiation for a PoC 
client. 
We would like to dimension the PoC controller that is based on the 
hypothesis that is provided by the network grade of service [182]. By this 
way PoC server could control PoC functionalities. 
 
7.14.1 Proposed Access priority Model 
By usages of GPRS in PoC have two main scenarios: 
1. Short interactive session (type 1) 
2. Long session with sporadic, interactive talk periods. (Type 2) 
The main difference between two talks is that one contains chat session 
after a long interval inside a single session. And other one required to the 
distinct sessions for every 
Steps need to be performed are: 
1. Paging in which the PoC server provide the location of the PoC terminal 
on the cell level. 
2. Cell Update by which the terminal tells the PoC server in which specific 
cell it is located. 
3. Radio resource assignment methods that are the part of session set up 
method. 
4. PoC signaling. 
Surely the long session will favor a pre-established session than on demand 
session set up. In this report we focus the access priority for these two kinds 
of session set up. Priority is provided by demand session set up depends on 
amount of available TRUs. Type 2 (pre-established) sessions is not suitable 
through busy hour where as type l(on demand) session is preferable to use 
any TRU. Let type 2 sessions could use a specific time slot when total 
amount of busy TRU is less than some protection level of number b. 
 
Figure 7.16: Markov model for accessing session 
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The markov model state change with probabilities is depicted in figure 7.16.  
Here, 
K= the number of sessions that is presented by PoC server 1 2,λ λ . 
kµ  = Arrival and service rate of type 1 and type 2 sessions at state k 
respectively. Depends on the above markov mode we can calculate the 
blocking probability of sessions and preferred threshold level. 
 
7.14.2 Proposed Timer 
A usual PoC session should not go beyond 40 second in busy hour [183]. In 
this part our purpose is to control lifetime of the PoC sessions for a PoC 
controller. 
Define, 
q(x) = the probability that x number of times a PoC session goes throughout a 
time slot of TRU through time interval T. 
p = the probability of all time slots are busy through the interval T.  
t = a time slot duration (20 ms)  
N = total amount of TRUs  
 
We find, 
( )
0P x
xq
∞
= =
∑   (1) 
 
Given that a session is active through the entire interval T. the Poisson 
distribution q(x) is 
( ) ( )
11 TlT x
q x
xl
µθ
 
− + 
 
=  (2) 
 
A session can go through any of the N TRUs in a PoC server. So 
( ) ( ) ( )
11 1TtT xq x
xl N
µθ
 
− + 
 
=  (3) 
 
Result get from equation (1) and (3) => 
( ) 1
2
1
x
t T
x
tT
xl N
p µθ
 
− + 
 
∞
=
 
 
 
≤ ∑   (4) 
With the taylor series, 
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( ) ( ) ( ) ( )1 2 31 ....,
1! 2! 3!
tT tT tT tT tTe = + + + + −∞ < < ∞   (5) 
 
So we find, 
 
( )1
1tT
t T
e tT
Ne
p µ+
− −≤
 (6) 
From the above expression we can see it is clear that the expression offers a 
relation between blocking probability and the session timer. 
 
7.14.3 Proposed Model to Optimize Simultenious Sessions 
Main purpose of this part of research is to control the amount of Simultenious 
sessions for a PoC client through rush hour.while, northstream report 
recommend that cost analysis depends on time slots of PoC server genarate 
same outcomes as that of TRUs, we think our next analysis depends on 
amount of time slots. Gilbert's model have describe that a plain two-state 
markov chain can calculate packet loss over the internet efficiently. We will 
use same concept to calculate the number the optimal session for a PoC 
client. 
The two state natures of figure 7.17 and 7.18 can calculate the bursty nature 
of the amount of simultanious sessions in rush hour. Figure 7.17 shows the 
model has two states and that is blocking or busy and not busy. HI and H2 are 
the transition probabilites state [184]. 
 
Figure 7.17: Markov model for PoC server states 
 
The PoC server reaches to blocking state 0, when every channels or time 
slots are busy at a random point of time that is possible to calculate from 
Erlang's method. In this state amount of session arrival in the server is larger 
than 5NT.where NT is the total amount of time slots. Suppose that a time slots 
give out 5 PoC sessions at the same time on the average. 
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Where a = the total traffic offered. 
2
0 !
T
N
T
d
N
d
a T
N
a
d
H
=
=
∑
  (7) 
 
We assume, the service grade H2 is provided. It goes to not busy state 1.if 
there is only one time slot is available it is possible to calculated form Binomial 
distribution. When the server is in the state 0 every new session will be 
blocked. A successful session establishment is only depends on the current 
state. Because of the throttled nature of the PoC sessions, a session alter 
between idle and busy, the presented traffic per session is let, 
a  = Total traffic offered  
λ  = Total arrival rate  
µ  = Total service rate 
1
1 1 1
busy
idle busy
T a
T T a
a µ
λ µ
− −
+ ++
=  (8) 
The statistical analysis describes that the voice activity factor has found to 
be 67 % [183]. So we can say that 33% of a conversation is interrupted. In 
the case of non-busy state, 
 
( )1
0
1
T
T
N
N dT d
d
N
a a
d
H −
=
 
= − 
 
∑   (9) 
 
The transition between two states happens at each session establishment 
or termination. Thus in the case of steady state, 
 
P (0) + P (1) = 1   (10) 
 
The state transmission matrix is given by 
 
1 1
2 2
1
1H
H H
P
H H
− 
=  
− 
    (11) 
 
The session blocking is same as the state probability P (0). In the same way 
the probability of successful session establishment is same to the state 
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probability P (1). Figure 7.18 shows the nature of a session initiation 
condition of a PoC client.  
 
State A Characterizes a client initiating one session and state B stand for 
multiple session initiation. l1 and l2 are the transition probabilities. The 
probability that a PoC client initiates a session that is the mean arrival rate of 
a PoC Client and this is 
 
 
Figure 7.18: session states of a PoC Client 
 
0
2
0
TN
td
oN N
I λλ === ∑   (12) 
Where Nc is the number of PoC clients being served by a PoC server. 
The probability of a simultaneous session initiation of PoC clients through the 
known period T can be measured by 
 
[ ]1 21Prl one sessionT l= =   (13) 
 
Here ts = PoC clients session lifetime. 
P (A) +P (B) =1  (14) 
 
 
The state transition Matrix: 
1 1
1
2 2
1
1
l l
P
l l
− 
=  
− 
   (15) 
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As the PoC server going to busy state based on total number of sessions, 
with this suggest concatenating two models to calculate the simultaneous 
sessions, which will lead the PoC server for the optimal value. 
 
7.15 Summary 
Instant messaging services have enjoyed a constant growth ever since their 
introduction. Real-time messages and presence information are the pieces of 
technology that makes instant messaging different from previous 
communication services. However, the success of instant messaging is not 
based on technical differences only; also the methods and concepts used in 
instant messaging clients, such as popup windows and buddy lists, have 
contributed to the birth of a completely new type of communication.  
This thesis has summarized the main work ongoing in the IETF SIMPLE. The 
aim of present work is to compare SIP protocol with Instant Messaging and 
Presence functionalities with IMPS respecting the requirements. Present work 
defines a general framework for Instant Messaging and Presence, and 
SIMPLE builds a SIP-based solution on top of the IMPP framework. 
As IMPS is specifically defined for usage in mobile environments and the IP 
Multimedia Subsystem (IMS) brings SIMPLE to forthcoming 3G networks, 
these two services are the top alternatives for mobile instant messaging. 
IMPS is a more mature service than SIMPLE. SIMPLE has not yet reached 
standard status and parts of the service are still ongoing work. However, the 
main elements of SIMPLE are ready and the service should be adopted as an 
IETF standard in 2005 [5]. The functionality of both services is very similar 
from a user’s point of view, but the techniques used to provide the 
functionality differ considerably between the services.  
IMPS are based on a rather simple architecture where all client 
communication passes through servers. SIMPLE on the other hand is a fairly 
complex solution that relies on SIP for much of its functionality but other 
protocols such as XCAP and MSRP are also utilized. Both services utilize 
techniques for optimizing the performance in mobile environments. Overall, 
SIMPLE is slightly more efficient than IMPS when it comes to bandwidth 
usage and delays. Performance-wise, the most notable flaw in SIMPLE is the 
inability to traverse proxies. This affects the applicability of the service since a 
global service cannot be created. IMPS is able to handle proxy traversal 
without problems. SIMPLE includes mechanisms for providing the service with 
relatively strong security.  
Due to the complexity of the SIMPLE architecture, applying an even level of 
security throughout a network requires a great deal of cooperation between 
network administrators. IMPS provides sufficient security only between the 
client and its local server, end-to-end security can not be requested by clients 
and is therefore not guaranteed in all networks. Since the IMPS protocols are 
completely based on XML and function on top of several different transport 
bindings, IMPS qualifies as an extensible and flexible solution. 
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Finally, both services are built based on the requirements formulated by the 
IMPP working group, thus enabling good interoperability with other instant 
messaging systems. However, IMPS does not support the PIDF presence 
format, whereas SIMPLE is fully compliant with IMPP. 
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Chapter – 8 
Designing, Deploying & Modeling MoBlog over IMS 
 
IMS Service deployment and delivery support always encourage user to 
create more and more service. Although IMS 2.0 able to work with Web 2.0 
over IMS Network. During research survey phase, new innovative service 
needed to deploy for observe IMS open service provision nature, with the 
conception there are lot more application observed including Location based 
services, Games, Network Games as well. But finally Mobile based blogging 
selected for considering IMS Service provision and rendering over User 
equipment phase.  
The MoBlog does not automatically support either self-presentation or 
intercommunication of the participants. Instead suggest that functions of the 
MoBlog alter situational while participants engage themselves in different 
ways and levels to the participative actions and processes of the MoBlog. The 
participants simultaneously manage multiple ways of being present and 
display multiple levels of presence within practices of distributing pictures, 
seeing them or interacting by writing of them. In what follows suggest that 
MoBlog may serve as a tool for storing, publishing, sharing or communication 
or all of those together depending on the situational varying activities in which 
participants actively engage themselves. 
With a simple aim to make prototype application for IMS MoBlog service aim 
to create with J2ME and supportive tools and planning to deploy over own 
IMS light size Client through provision of this MoBlog through Open IMS Core 
Test bed setup. 
 
8.1 Introduction to Blogging 
Web logs, or blogs, are a rather young, popular phenomenon on the Internet. 
They turn into places where people can express their ideas, opinions and 
emotions. It is an open forum for everyone who wishes to participate. People 
writing about the same subjects can be grouped together, so it is easier to 
read about the subjects you are interested in. Expressing what is on your 
mind is nice, but receiving feedback makes it a whole lot more [81]. 
Communities are created this way; friends can reply to each other, people can 
develop new views on things, and all that by writing and receiving feedback. 
 
8.1.1 Blogs – a space for participation and communication  
One basic curiosity of the blog and Blogging is that it is highly self-referential 
medium. Large amount of the blogs with their respective topics, are practical 
and theoretical issues of the Blogging culture. In addition, blog researchers 
tend to have a blog of their own: theory is connected to practice. In  [185] 
assess the way that the scientists who do not have experiences of Blogging 
often treat blogs as a homogenous mass and do not recognize variations 
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between them. Neither of the writers of this paper has experiences of writing a 
blog, though gained a good experience in viewing them.  
In order to avoid giving too simplistic view of the phenomenon under 
inspection approach the nature of the MoBlogging from three different angles 
combining discussion and results of the research on MoBlogs, on weblogs 
and on mobile technologies, as part of this research aimed at the early stage 
to propose MoBlog over Next Generation Network enable IP Multimedia 
Subsystem.  
When Justin Hall [186] first introduced the idea of a MoBlog he contrasted it 
with weblog. He considered a weblog to be a record of travels on the Web, 
whereas a MoBlog for him was a record of travels in the world. Interestingly, 
Julian Gallo [187] brief that after sending pictures to his MoBlog he 
experienced that he is making neither a photo album nor a web log, but a 
visual map with the data of where he has been and what he has seen.  
Every form of the web communication has characteristics of its own. While 
blog communication on the whole obscures the ideas of private and public, 
individual and group and ideas of fact and fiction. This proposed work “The 
MoBlog”, in turn, enlarges the idea of the shared instant experience. The very 
characteristic of the MoBlogging is instantaneous, since it provides a place 
and possibility to send personal views and flashes of one’s instant moments in 
a world around him and share these experiences by communicating with other 
people.  
 
8.1.2 Basics about MoBlog 
In principal, MoBlog works as a medium for personal publishing or for 
communication and creation of social relations and ties. Like homepages, the 
MoBlog serves as a channel of self-performance providing media consumers 
with the possibility of becoming media producers themselves. The MoBlog’s 
technological possibilities lean on its affordances to save and distribute 
author’s life story as pictures (and as text). It not only affords possibility for 
self presentation and self identification, while displaying author’s mundane 
life, his/her instant experiences and everyday items of the immediate 
environment, but it also provides channel for communication with others. 
Although the interconnectedness and interpersonal communication within the 
web community does not always emerge unaided. The simple “seen-
snapped-posted” –publishing structure is not enough in order to catch the 
audience’s whole attention, but the MoBlog site may need less aggressive 
promotion in order to be noticed. [185] 
The MoBlogging requires not only access to the Internet for photo sharing 
purposes but also the device with the help of which the personal views of the 
instant environment and moments can be saved. Going further to examine the 
camera phone use and multimedia messaging some interesting observations 
have been made in the research areas of sharing digital images. In their 
experiment [188] found out that multimedia messaging (MMS) between 
friends is not working as independent sequence of interaction, but is likely to 
be related to the previous interaction of them. In this study the posted 
messages had various different contents, such as postcard postings, rumors, 
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stories, jokes, teasing, failure snaps and requests to have others’ pictures. In 
[189] research results echoes with this since they reported that image-
contained MMS messages were tend to be used as a tool for creating a story 
or a joke, for expressing emotions or even for making art around them.  
What comes to the typical patterns of using MMS messages and practices 
around camera phone image sharing at least following observations have 
been made. In the research of Kindberg [190] the interest was to analyze 
what people photograph with mobile phones and how they use the images. 
The images were used both for sharing and for personal use, and for affective 
reasons and functional use. Based on users' intentions behind the captures 
the researchers identified six subcategories of the picture use. The affective 
functions contained enriching a shared experience, communicating with an 
absent friend or family or personal reflection or reminiscing. Functional 
intentions behind the image use included supporting a mutual task with 
people co-present, supporting a task with remote people or supporting a 
personal, practical task. In [190] also concluded that the capture and send 
culture of the camera phone pictures has collided with practical and 
technological barriers and people are more likely to use mobile devices for 
capture and show purposes.  
Similarly Daisuke [191] noted in his ethnographic study of camera phone 
usage in Tokyo that users do not prefer to email images to one another but 
they are rather likely to share them with others showing them right from the 
handset screen. In the same research Okabe also came to conclusion that 
camera phone actually has various different uses including personal picture 
archiving, intimate picture sharing with other people, peer-to-peer news 
reporting and online picture sharing.  
It seems that while talking about the image capturing and sharing them with 
the help of mobile devices the patterns of use tend to vary a lot. In [191] 
seems to agree as he points in his study that the use of the camera phone is 
still emergent practice since the patterns of use have not yet totally stabilized. 
People are still working out the social protocols and norms for appropriate 
visual information sharing. Moreover, if look back to the culture of MoBlogging 
it seems that dealing with a rather inchoate phenomenon, which by no means 
has made any breakthrough in Internet users' daily practices. With the 
research in [185] estimate that in a context of the whole BlogoSphere 
MoBlogs are just “a niche within the niche” and it may be assumed that in the 
long run only minority of the Internet and mobile users ever start a MoBlog of 
they own. It may be that e-mail attachment and MMS mobile phone messages 
are still the most popular forms of interpersonal visual communication, 
although online photo albums, mobile blogs and photoblogs may increase 
further interest of those users who actively search applications for digital 
photo sharing. 
 
8.2 MoBlog Project 
For this research, examine closely the practical functions of MoBlogs as a 
media of self-presentation and intercommunication of the participants over IP 
Multimedia Subsystem, deployed Open IMS Core with own IMS Client. A 
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detailed analysis of the structure and the content of MoBlog contributions 
have not been conducted earlier.  
 
8.2.1 Functions of the MoBlog  
Within this study interested in the way people choose, adapt and manage 
different participation and communication practices in the context of one 
virtual and visual medium, MoBlog. While considered particular constraints 
and affordances of this one communication channel came up with two 
analytical concepts: attractiveness and responsiveness.  
These concepts are imposed here to examine differences in MoBlog uses and 
to show how the functions of the MoBlog alter in terms of the different kind of 
actions of the author and the possible visitors. During the study attractiveness 
of the MoBlog was measured in terms of the statistics of the viewed pictures 
and responsiveness in terms of the statistics of the added comments. While 
paying attention to authors’ and visitors’ actions in the situated contexts of 
MoBlog practices came up with the following categories presented in table 
8.1: 
 
Table 8.1. Functions of MoBlogs 
 Non-responsive Responsive 
Non-attractive  Store  Share  
Characteristic of use  No views, no comments  Few views, some 
comments  
Attractive  Publish  Communicate  
Characteristic of use  Lot of views, no 
comments  
Lot of views and 
comments  
 
In the first category of MoBlogs both attractiveness and the responsiveness of 
the blog were recorded to be minimal or total null i.e. the MoBlog did not gain 
any viewers or commentators. Contrasting to the weak reception of the 
images by the part of the web community the MoBlogging was contributed to 
be a type of Store. Where some views and comments were to be recorded the 
MoBlog function turned to Share kind of a Blogging. In this category a rather 
small community of people communicated around the published pictures. 
When MoBlog and its picture gallery seemingly attracted a mass of audience 
to view pictures, MoBlogging worked rather as a forum of publishing. Though, 
in this Publish -category pictures didn’t seem to launch any interaction 
between the participants. In the last category, communicate MoBlogging, both 
attractiveness and responsiveness were measured to be high on the grounds 
of the viewed and commented picture entries.  
The results of this part of the study suggest that MoBlog’s functions alter 
situational while authors and visitors engage themselves in modifying their 
participating levels, whether by viewing or commenting or by viewing and 
commenting. It is worth to notice that one single MoBlog does not represent a 
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one single category as pure, but the functions of a MoBlog may vary in the 
course of the time depending on how the web audience welcomes the MoBlog 
and how they take part to the participative processes of it. At one time a 
MoBlog may have viewers as well as commentators, but in the next moment it 
may not attract even viewers. To better understand the variations between 
different kinds of practices within MoBlogging now show more closely some 
examples of the each category. 
 
8.2.2 MoBlog hierarchy 
 
Figure 8.1: Diagram with MoBlog hierarchy 
 
There is a strict hierarchy in this blogs, which is depicted above. The figure 
shows all the possible combinations that can be made with entries, 
multimedia and comments. Each block represents an element, with the name 
of the element on top and the most important properties of the element below. 
Appendix I demonstrates Global Diagram of MoBlog Service. 
 
8.2.2.1 Blog 
A user is entitled to a single blog, which has a title and a category to describe 
it. Every user can specify the title of their blog and the category at the time of 
creation. The title can be anything, and is often a short description of what the 
blog is about. The categories are fixed, and a choice can be made from Sport, 
IT, Leisure and Other. 
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8.2.2.2 Entry 
Entries are the heart of the blog and are described by a topic and text. Entries 
are what the user wants to tell to the world. The topic can be a short 
description of what the entry is about. Only the owner of the blog can create 
entries on his blog, edit or delete them. Other users can only read these 
entries. 
 
8.2.2.3 Multimedia 
Owners can attach multimedia content to their entries. Every entry is limited to 
a single piece of multimedia; currently MoBlog only supports a picture. It is 
possible to expand this to audio recordings and even video recordings but 
these are not implemented at this time. 
 
8.2.2.4 Comment 
The topic of a comment is automatically generated from the text. Every user 
has the ability to post comments on the entries of other blogs, and every user 
can read all the comments posted. These comments are the reactions of the 
general public to what is written in an entry. 
 
8.3 Study of various MoBlog stage  
 
8.3.1 Capture and store  
In the first phase of MoBlog, this works to Store -MoBlogging. In this category 
of MoBlogs the content is based on a kind of random snapping and random 
picture gallery exposition. The photos do not seem to have obvious relation to 
one another, but they all represent kind of momentary flashes of author’s 
everyday life and mundane instant environment. The meaning and the 
purpose of the pictures do not open very clearly to viewers. There is no plot, 
logic structure or visual narrative that distinctly relates these snap-shots as a 
“family of images”. The only continuity between the picture entries may be 
found in the time span of the photographing as the photos have been dated to 
the sequential days.  
 
8.3.2 Capture and share  
In the second phase of MoBlogs, share, the visual content of the blog 
produces some views and some comments among the MoBlog visitors. It is 
likely that the mobile picture gallery is collected around a specific topic or 
images are in other ways related to each other. The content may be 
constructed for example with family photos or photos of pets and therefore the 
blog is more likely to spur acquaintances, family or friends or small circle of 
the Web readers to view and comment the entries. 
 
 
 323
8.3.3 Capture and publish  
In the third category of MoBlogs, publish, the blog and the participative 
processes around it allow the author him/herself to become a publisher. 
Among the web community publish MoBlogging attracts people’s interest in 
viewing with glossy advertising style pictures, pictorial news reports or images 
that in other ways draw people’s attention. Thus, publish – type of MoBlog has 
a character of personal soapbox or professional journalistic gallery. Online 
moblog publishing offers certain opportunities for individual publishers but 
also involves some risks. Mielo states [193] that MoBlog has actually become 
a medium of choice to the journalists in reporting about wars, riots and other 
newsworthy crises around the world because of the medium’s particular 
characteristics: it is portable, uncomplicated and instantaneous.  
In the publish phase of MoBlogging images may be found rather 
exhibitionistic. The author of the MoBlog is engaged in personal impression 
management by creating a persona of celebrity and publicity with 
qualifications of good appearance, outfit and faultless condition. She is not 
only exposing her own body in her personal blog but brings forward her 
boyfriend with images of his trained body. The content of the pictures is 
emphasized by author’s positive assessment about his boyfriend’s looks. The 
MoBlogger’s main interest and concern seems to be, how to appeal to the 
web audience.  
Without going any further in cultural analysis of how and why some 
MoBloggers, women as well as men, are willing to present their bodies and 
sexualities openly in Web, the Blogging culture in overall contains the 
possibility of managing and controlling one’s self-presentation and personal 
impression. Reed [194] states in his study that research subjects noted 
repeatedly that weblogging gave them pleasure of exposing them and their 
life in public and moreover to totally strangers. On the other hand, along with 
writing personal blog people came to realize that exposing oneself may be 
harmful, since the Web records and saves the data in accumulative way and 
also because blog contents are always subject to the readers’ 
misinterpretations. The publish type of MoBlogging may also cause other 
types of negative results and responses within web community.  
 
8.3.4 Capture and communicate  
In contrast to the previously described types of MoBlogging the last category 
communicate is not only featured by the attractiveness but also by the 
responsiveness of the content as it enhances communication among the 
MoBlog community. Such elements of MoBlog that may reinforce the 
interpersonal communication. 
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8.4         Displaying a Graphical User Interface with J2ME 
Creating a Graphical User Interface (GUI) is a difficult thing to do with J2SE. 
This is because the screen itself is rather large, and there are a lot of options 
in the available API. Under J2ME creating a GUI is much easier because of 
device limitations and the smaller API. There are two approaches to handle 
UI: the MIDP high-level API and the MIDP low-level API. The MIDP high-level 
API has a lower granularity that is provided to the programmer, but makes 
abstraction of low-level design issues. 
 
When using the low-level API, one must control every behavior of every 
component that is displayed at all time. Because this is not easy to do, 
chosen to use the high-level API, especially the Form and the List class. 
 
8.4.1         Using a Form 
A Form is type of screen that can hold different types of components. It is can 
be used for input and output at the same time. 
The creation of the Form object is done the same way as every object 
creation in Java, with the constructor. Once created one can easily put 
components on the Form using the append method. 
Form screen = new Form("title"); 
screen.append("Appending a String"); 
TextField text = new TextField("TextField title", "textfield 
contents", 50, 
TextField.SENSITIVE); screen.append(text) ; 
Code 8.1: Creating and using a Form 
 
 
Figure 8.2: The result of Code 8.1 
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8.4.2         Using a List 
When one wants to display a list, the Form class can be used but it is not 
recommended. Instead, one can use the List class. It is designed to display a 
list. The addition of elements to the list is a very easy process to do. It is just 
the calling of the append method. 
 
List screen = new List("title", List.IMPLICIT); 
screen.append("first item", null); screen.append("second 
item", null); 
Code 8.2 Creating and Using List 
 
 
Figure 8.3: The result of Code 8.2 
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8.4.3         Adding Buttons 
Because the lack of a mouse, one has to place buttons on the screen. Under 
J2ME the Buttons are called Commands. Multiple buttons can be placed on a 
particular screen. Each button can have a different function. This way one can 
interact with the device. The placement of the buttons is manufacturer 
dependant. If the device has its exit buttons on the left, the device will force 
an exit button on the left side. This cannot be overridden. It is this mechanism 
that makes the buttons place in a non wanted order. Sun is aware of this 
problem, but doesn't give an answer to it. 
The code that is displayed uses the Form code used in Code 8.3: The use of 
Commands. 
Command exit = new Command("Exit", Command.EXIT, 1); Command 
select = new Command("Select", Command.OK,i); 
screen.addCommand(exit); screen.addCommand(select); 
Code 8.3: The use of Commands 
 
Figure 8.4: The result of Code 8.3 
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8.4.4 Starting Screen for Moblog 
 
public Form getForm() { 
        if (form == null) { 
            // write pre-init user code here 
            form = new Form("Moblog", new Item[] { 
getStringItem() }); 
            form.addCommand(getExitCommand()); 
            form.addCommand(getOkCommand()); 
            form.setCommandListener(this); 
            // write post-init user code here 
        } 
        return form; 
    }  
Code 8.5 Welcome Screen 
 
 
Codes gives us Result like below (with Mobile device dependency) 
 
 
 
Figure 8.5: The result of Code 8.5 
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8.4.5 File Browser windows for Moblog 
 
public FileBrowser getFileBrowser() { 
        if (fileBrowser == null) { 
            // write pre-init user code here 
            fileBrowser = new FileBrowser(getDisplay()); 
            fileBrowser.setTitle("fileBrowser"); 
            fileBrowser.setCommandListener(this); 
            
fileBrowser.addCommand(FileBrowser.SELECT_FILE_COMMAND); 
            fileBrowser.addCommand(getBackCommand()); 
            fileBrowser.addCommand(getOkCommand1()); 
            // write post-init user code here 
        } 
        return fileBrowser; 
Code 8.6 File Browser  
 
Codes below gives us Result like below (with Mobile device 
dependency) 
 
Figure 8.6: The result of Code 8.6 
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8.4.6  MoBlog Title window  
  public Form getForm1() { 
        if (form1 == null) { 
            // write pre-init user code here 
            form1 = new Form("Titleform", new Item[] { 
getTextField() }); 
            form1.addCommand(getBackCommand1()); 
            form1.addCommand(getOkCommand2()); 
            form1.setCommandListener(this); 
            // write post-init user code here 
        } 
        return form1; 
    } 
Code 8.7 for Blog Title Window 
 
Code for next form concern for Title for MoBlog. 
 
 
Figure 8.7: The result of Code 8.7 
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8.4.7  MoBlog Description windows  
 
    public Form getForm2() { 
        if (form2 == null) { 
            // write pre-init user code here 
            form2 = new Form("Descriptionform", new 
Item[] { getTextField1() }); 
            form2.addCommand(getBackCommand2()); 
            form2.addCommand(getOkCommand3()); 
            form2.setCommandListener(this); 
            // write post-init user code here 
        } 
        return form2; 
    } 
Code 8.8 Blog Description window 
 
Codes below used for getting Description from MoBlog 
Result like below (with Mobile device dependency) 
 
Figure 8.8 The result of Code 8.8 
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8.4.8 MoBlog Loading Windows  
 public SplashScreen getSplashScreen() { 
        if (splashScreen == null) { 
            // write pre-init user code here 
            splashScreen = new 
SplashScreen(getDisplay()); 
            splashScreen.setTitle("Loading"); 
            splashScreen.setCommandListener(this); 
            splashScreen.setFullScreenMode(true); 
            splashScreen.setImage(getImage1()); 
            splashScreen.setText("Loading Blog"); 
            splashScreen.setTimeout(5000); 
          } 
        return splashScreen; 
    } 
Code 8.9 Blog Loading window 
 
) 
 
Figure 8.9 The result of Code 8.9 
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8.4.9 MoBlog Completion Windows  
    public Form getForm3() { 
        if (form3 == null) { 
            // write pre-init user code here 
            form3 = new Form("Completion", new Item[] { 
getStringItem1() }); 
            form3.addCommand(getOkCommand4()); 
            form3.setCommandListener(this); 
            // write post-init user code here 
        } 
        return form3; 
    } 
Code 8.10 MoBlog Completion window 
 
 
Figure 8.10 The result of Code 8.10 
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8.4.10        Advantages of MoBlog 
As shown, the creation of a GUI is very easy, mostly because of the device 
limitations.  
• The small screen limits us in displaying components.  
• This gives the programmer the advantage to create a to the point 
interface.  
• Because of these limitations the programmer doesn't have the urge, 
and the tools, to build a very large and therefore complicated UI.  
• Because there is no urge to create a large UI, the programmer has 
more time to create the business logic. 
 
8.5         Integrated Development Environment 
There are many Integrated Development Environments (IDE) available in the 
market. This project design chosen to use the free IDE Eclipse [195] to 
develop the Java source code. Eclipse provides us with an easy to use 
environment. There are many plug-ins available, which makes it a very 
flexible IDE. 
Eclipse is a Java based application that runs on J2SE. By default the 
compilation is done on the same Java edition as where the IDE runs on. In 
order to compile this source code to use the J2ME compiler. This can be done 
manually using the command line, which is rather complex, and therefore Ant 
[196] was introduced. Ant is a building tool much like make [197] for C but it is 
XML based. It compiles the source according to a build file. This build file can 
contain much more than just the lines to compile the source. It can contain 
commands to modify the file system. This way the source code can be 
compiled into a specific directory. The build file can also contain commands to 
jar the compiled files together. In present work, this to make the MIDlet suite. 
Ant [196] is commonly used in many Java projects as build system. This is 
another advantage for using Ant.
 
To do the Unified Modeling Language (UML) 
design, chosen to use ArgoUML [192]. It provides the user with an easy to 
use interface. One of the advantages of ArgoUML is that it automatically 
creates source code. 
 
8.6         Reading pictures from the picture directory 
Devices equipped with a camera also include software to take pictures. These 
pictures are stored on the device in a particular directory. Adding one of those 
pictures to an entry seemed to be a good idea. One could take several 
pictures and write the entries afterwards, adding the pictures from the device. 
J2ME does not provide a framework for file access. This complicated the 
problem quite a bit for this framework. After some research, only one possible 
solution was found which would discuss in more detail. The four steps used to 
read files from the device were: 
 334
1. Open a socket to the local file system 
2. Point the socket to the correct directory 
3. Read an array of bytes specified by the filename from the socket 
4. Close the socket. 
This approach worked quite well for a fixed file name, which removed the 
option of keeping multiple pictures for later use and made the user 
responsible of storing a picture with the correct filename. To remove this 
constraint, a small directory browser needed to be created. This would allow a 
user to scroll through the directories and files, and load the desired picture. A 
Java written directory browser exists and was tested, but required proprietary 
libraries. These were hard to find or include in the project, so the tested 
browser turned out to be unusable.
 
The major problem with adding this feature was not a browser, but displaying 
the pictures. During tests, pictures were successfully read from the local file 
system and transmitted to the server. However, it was not possible to display 
the picture locally after reading it from the file system. The system was able to 
recognize the size of the picture, width and height, but did not display the 
picture itself. 
Retrieving these pictures from the server was not possible either. The mobile 
phone comes with an application to take pictures and these pictures were a 
lot bigger in data size. Problems with the transport protocol between server 
and client prevented pictures from arriving at the client side.
 
Until now the goal was to fit this support in the current application. The 
screens added to display pictures, and the framework used to exchange 
pictures with the server had to be used. If not use the existing features; create 
a specific set of classes to handle pictures from the file system. This would 
lead to having several versions of a single feature. At that point the decision 
was made to consider this feature, retrieving pictures from the file system, as 
not possible and research on it was stopped. However the application and the 
server support pictures. The only requirement is that these pictures are taken 
from within the application. This is briefly explained in 4.9 Taking Pictures. 
 
8.7         J2ME record management store 
Sometimes it is desired to store information between MIDlet invocations or for 
the MIDlet itself between user sessions. This requires a persistent storage of 
data on the system. J2SE/J2EE users have a wide range of possible storage 
systems such as various database engines or a set of files. J2ME has a 
system which works like a simple, record oriented database and it is called 
Record Management System (RMS). This system is used in the application 
and therefore a short introduction to RMS is given. A record oriented 
database keeps all information stored in records. A unique identifier, a record 
identifier, identifies these records. The user can store information in a 
specified record by supplying the record identifier when writing information to 
the database. If a record already exists, it will be updated with the new 
information.
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Records can be retrieved using the same record identifier when performing a 
read operation. These two basic principles are implemented in the Record 
Management System. 
 
 
Figure 8.11: RMS with MIDlets 
 
Each MIDlet can store a set of records in the system by using the RMS 
interface classes. The device in its turn will ensure that the data is stored 
persistently and remains intact between MIDlet invocations (e.g. the data has 
to remain present after a battery change). The device also keeps track of the 
pieces of information stored by each MIDlet. This way the data is protection 
from other MIDlets, and cannot be changed between invocations of the MIDlet 
that stored the information. 
In order to use a RecordStore, it has to be opened first. Methods are provided 
to open an existing record store, create a new one, or open a RecordStore 
and if it does not exist create it. After opening, the MIDlet can read records 
using their record number, or write records. Deleting a record does not move 
all the records with a higher record number up one place, so references to a 
certain record number will always work as long as the record is not deleted. 
Writing to an existing record number will cause an update of that record. After 
all operations, the RecordStore has to be closed. 
The developer is responsible for handling the data read from a record store 
correctly. Casting is required as record stores only keep a sequence of bytes 
and cannot tell which data type was read. 
 
8.8 MoBlog client 
Now that the environment is explained, it is time to explain the application 
itself. This chapter will try to show how the application is constructed, which 
functionality was implemented and how some issues were solved.  
First of all a description of the pattern used in this application is given. It 
explains why this pattern is used and provides information about why the 
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packages and classes are organized in this way. Next each package is 
highlighted along with the most important classes and features. 
 
8.8.1 Model View Controller design pattern 
When creating a project, it is useful to have guidelines, a roadmap that can be 
used. In the software development world, there are many design patterns that 
can be followed. For this Model View Controller (MVC) design pattern chosen. 
This pattern defines a way of communication between input, output and the 
business logic. Figure 8.12 shows how the MVC pattern works. The model 
represents the business core of the application. This model has one or more 
views that display output. The controller does the input to this model. 
 
Figure 8.12: The MVC pattern
 
 
The model notifies the view of its internal state. When this internal state 
changes, a notification is send. This notification holds information concerning 
the new state of the model. Changes to this internal state can be made by 
certain inputs from the user. 
In order to receive the updates, the view must register to the model. A 
reference to this view is than held within the model. When using J2SE, this 
MVC pattern can simply be implemented by using some dependencies to 
available classes within the API. The classes must serve as parent to the 
actual model, view and controller. 
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In J2ME these classes are not available due to a smaller API. Therefore could 
not use their dependencies. Therefore, make these MVC depending methods 
within
 
these classes.
 
In the MoBlog case, the MVC pattern can be used twice. Once to display the 
information to the user, and once to make the core aware of the network layer 
state. Table 8.2 shows the classes needed to implement the MVC pattern that 
controls the display to the user. 
 
Table 8.2: MVC classes
 
MVC Class Explanation 
Model  BlogEngine.java
  
Holds the business logic.
  
View  Userlnterface.java  Displays the state of the 
model.  
Controller  Userlnterface.java  Gives input to the model.  
 
 
8.8.2         Packages 
It is not mandatory to divide the source code into different packages, but for 
readability reasons it is preferred. This Code is divided into three different 
packages. Every package represents a well-outlined part of the complete 
project. A short overview of each class is given, to create an understanding of 
how the application works. Short code snippets are added to clarify things 
where possible or needed. The division for the packages also is based upon 
the MVC design pattern used. 
 
8.8.2.1 Package com.siemens.mobile.core 
This is the heart of the application. Most of the functionality is implemented in 
the classes found in this package. This package implements most of the 
Model part of the MVC pattern. 
 
BlogEngine 
This class creates every other object. One of the most important tasks of this 
class is formatting messages before they are sent. Several methods transform 
arguments into XML, which in turn is passed to the SipRelay. Sending 
requests relies on the methods built into the Stack class that is discussed 
below. 
The second task of the BlogEngine is parsing any XML data that is received 
from the SipRelay class. When the update method is called, the data passed 
to it will be parsed with a specific handler for that type of data. For example, if 
the data contains information about a list of entries, the EntryListHandler is 
used. After parsing the XML data, the BlogEngine will inform the user 
interface of the new information, which could display it immediately, or when 
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the user asks for the information. 
The BlogEngine implements the Singleton pattern, hi this pattern, only a 
single instance of a class is allowed. To achieve this effect, the constructor is 
hidden and can only be called by using a different method. This method will 
check a reference to the BlogEngine object, and if it does not exist, it will 
create the object. This piece of code shows the implementation of the 
singleton pattern. 
 
static public BlogEngine getlnstance()  
{  
if (instance == null) 
instance = new BlogEngine ();  
return instance;  
} 
Code 8.11: Singleton pattern implementation 
 
SipRefresher 
This is one of the smaller classes in this project. A session in the IMS network 
starts with a REGISTER request, this request has a limited lifetime, noted in 
the expiry field of the request. To keep a session active, a new REGISTER 
request has to be sent before the original expires. This class handles the 
sending of a new REGISTER request and keeps the session alive. It transmits 
a request after 90% of the original expiry time. The functionality of this class is 
used as a fix for the exceptions thrown by the Jain SIP stack [198]. Whenever 
the connection to the proxy was closed, exceptions were thrown by the stack. 
By reducing the expiry time, the refreshing of the session keeps the 
connection to the proxy alive, and the application running. 
 
SipRelay 
There are two main functions in this class. The first function is acting as a 
listening point for incoming requests and responses. The methods involved in 
this process are defined in the SipListener interface, which is implemented by 
this class. 
Incoming responses are first checked for a known subject in the reason 
phrase. This is done using a Hashtable mapping the subject to a certain 
Message Type. This Hashtable is created and filled when the application 
starts. Afterwards only a quick lookup using the subject found in the message 
as key is required to determine further action. Once the type of response is 
known, the SipRelay updates the BlogEngine with the information found in the 
response. If the response contains authorization information, an update is 
invoked on the Stack class, and a new REGISTER request is sent. When the 
subject found in the reason phrase is unknown to the SipRelay or no reason 
phrase is present, the response code is checked. 
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The second function of this class is setting the correct subject before sending 
requests using the Stack class. Sending a request is actually a three step 
process involving the BlogEngine, the SipRelay and the Stack classes. First 
the BlogEngine generates the correct body for the request, and passes other 
required parameters (i.e. an identifier of the blog) along with the body to the 
SipRelay. The SipRelay will add the correct subject, and invoke a method on 
the Stack that effectively sends the message. 
 
Stack 
The Stack class was created as an interface between the application and the 
SIP stack implemented below the application. First it creates the objects 
required to communicate over SIP, it initiates the SIP stack. Next it creates 
headers that remain constant throughout the entire invocation of the 
application, and creates listening points for incoming requests or responses. It 
contains methods to send SIP requests such as REGISTER, MESSAGE or 
SUBSCRIBE, and will handle the authentication required in the REGISTER 
requests. Finally it has a method to create a response for a request. NOTIFY 
requests are sent from the server to the client, and according to the SIP 
protocol, the client has to send a response. This method generates these 
responses from the received request. This means header fields are copied 
automatically or switched where necessary. 
Some headers require the IP address of the device. J2ME [199] does not 
support a way to easily discover your own IP address; there is no system 
parameter which can be used. To solve this problem, used a small bit of code: 
 
SocketConnection sc = (SocketConnection) 
Connector.open("socket://" + PROXY_IP + ":" + 
PROXY_PORT); 
IPAddress = sc.getLocalAddress(); if (sc != null) 
sc.close(); 
Code 8.12: Discovering IP address. 
 
The idea is simple; open a new connection to the proxy server, and look for 
the IP address associated with this connection on this side. Once the IP 
address is known, use it in headers and the connection becomes useless so it 
is closed. 
 
8.8.3      MoBlog 
 
This is more of a dummy class. It contains the main method for the application 
and is called when the MIDlet is started. It creates the BlogEngine object, 
which handles the creation of all other objects. It is also the last object to exist 
when the application is terminated. It invokes the destroy method on the 
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BlogEngine, which in turn destroys all other objects. After this the MIDlet 
ends. 
 
8.8.3.1        Package com.siemens.mobile.util 
This package is a miscellaneous package. It contains smaller classes that 
provide a specific functionality used in the application and it is not a part of the 
MVC structure. 
 
Storage 
Only a few settings are stored on the device, most data is retrieved from the 
server. To store these settings, this class is created as interface to the RMS 
system. It is responsible for keeping track of the records used, updating these 
records and retrieving information from the record store. The Storage class 
sets default values for the settings when an application is used for the first 
time. Settings can be changed from the menu, and using certain methods in 
this class, the information is stored in a record store. Finally methods exist to 
retrieve every piece of data stored in a record store. These are called in 
various places of the application, i.e. when forming certain SIP requests, 
sending a picture, or writing logs. 
 
Logger 
Early development was done using Siemens S65 Emulator software. This 
emulator has support for standard printing methods. This class formats output 
to the standard output and adds a category in front of the message. The 
output window is easier to read this way, and you can locate a problem much 
quicker. All output from the program has to be sent using a method call on this 
class. It has support to turn log in levels, OFF, DEBUG, INFO and ERROR. 
These levels are defined in the code when making a call to an output method.
 
 
MessageTypes 
Implementation of the MVC pattern uses numbered events. The numbers are 
passed as an argument to the method calls. This class defines a textual 
representation of the numbers. 
 
public static final int RESPONSE_CODE = 0; 
public static final int NO_ENTRY_DATA = 1; 
public static final int NEW_BLOG = 2; 
public static final int NEW_ENTRY = 3;
 
public static final int NEW_ENTRY_DATA = 4; 
public static final int NEW_COMMENT = 5;
 
Code 8.13: Snippet from MessageType class. 
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This code snippet shows examples from the definitions found in the Message 
Types class. Their definition makes them immutable and available from every 
object in the application. They allow us to map names to the numbered events 
that improve readability of the code. 
 
MD5Calc 
An implementation of the MD5 hashing algorithm. It can be used to generate 
an MD5 hash from a given piece of data. The authorization system uses MD5 
and therefore relies heavily on this class. The authorization is done in the 
Stack class, which uses this MD5 calculator. 
 
FakeSipRelay 
A class used in the early development of the application. This class simulates 
a SIP connection, and responds with preset answers to requests. In the early 
stage of development, this was used mainly to test XML parsers and the 
updating between classes. 
 
8.8.4 Package com.Siemens.mobile.util.xml 
The bodies of this SIP messages are defined in Extensible Markup Language 
(XML). In order to process these bodies, an XML parser is required. J2SE and 
J2EE come with a parser that follows the Document Object Model (a DOM 
Parser) and one that follow the Simple Access Parser API (a SAX Parser). 
A DOM parser handles an XML document as a set of objects. The document 
is parsed once and stored in memory in a tree structure. This makes it useful 
when several reads or writes are performed on the document. However, it 
requires for the entire document to be in memory that can become a problem 
on systems with limited resources such as a mobile phone. 
The SAX parser parses a XML document from start to end, and going back to 
a previous section is not possible. This makes it a slower and less efficient 
system when various sections are consulted repeatedly. It does however 
reduce the memory usage that is an advantage for a limited environment. 
This application only requires a single reading of the XML document. All the 
data is collected this way and stored into a temporary object. Another class 
that is responsible for displaying the contents will then read the object. As 
both the XML document, and the object containing the data are only read 
once and sequentially, it is not necessary to store the data in a tree structure. 
Therefore a SAX parser will offer all the required functionality. 
Presence of a SAX Parser is not guaranteed in J2ME, since it is implemented 
in Java Specification Request 5 (JSR 5). Not every system has the JSR 5 
installed and therefore create own basic XML parser. The SAX Parser in 
J2SE consists of several classes. One class is the actual parser; it reads the 
XML data and acts depending on the input. Another class is the default 
handler that is passed to the parser.  
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When reading the XML, the parser will call methods on the default handler 
supplied to it. The developer to achieve a certain result can then implement 
these methods. Limited functionality was required from a parser, due to the 
basic XML layout (see Appendix J: XML Message Structure for an overview of 
the XML structure). Implementation of an XML parser is similar to the SAX 
Parser and consists of two major types of classes. 
 
XML Parser 
public XMLParser(String source, XMLHandler handler) 
Code 8.14: XMLParser.Java – Constructor 
 
The constructor of the XML Parser class takes two arguments, an input of the 
type String and an event handler which implements the XMLHandler interface. 
The XML Parser is the core of the system; it reads the XML data and calls 
events on the event handler. The parser reads character after character from 
the source and checks this character for a possible event. Events can be an 
opening tag or a closing tag, plain text between two tags or the start or end of 
an XML document. 
 
XML Handler 
public void startDocument(String header); 
public void startElement(String tag);
 
public void endElement(String tag);
 
public void startData(String data); 
Public void endDocument();
 
Code 8.15: XML Handler methods 
 
These methods are defined in the XML Handler interface. Every handler must 
implement this interface in order to be compatible with the XML Parser. The 
implementation of these handlers is done with a finite state machine. A state 
is used for each different tag found in a particular XML source and in each 
state the data between the tags is read into memory. 
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Figure 8.13: State Diagram of BlogListHandler 
 
Figure 8.13 shows a state diagram for the BlogListHandler. This handler is 
used when a list of blogs is received in XML format and needs to be parsed. 
The tag causing the state transition is noted next to each transition. After 
reading the data between two tags, the state machine returns to the previous 
state (i.e. after reading the ID, it returns to the blog
 
state).  
This makes the system order independent. Putting the ID before or after the 
title does not matter; both ways appear identical to the state machine and the 
handler. Several types of XML sources exist, and handler for each type. All 
these handlers require a single parameter in their constructor.  
This reference is used as a container to store all the data found in the XML 
source. The class used to display the data will parse the container according 
to rules set during development. These rules specify where a certain element 
is located in the data container. 
 
XML Escaper 
Not all characters are valid in XML data. For example an ampersand ('&') is 
not a valid character. It is used in escape sequences for these special 
characters. This class handles the conversion from special character to 
escape sequence and the reverse using the methods shown below.  
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These methods are static so every handler can call them to convert 
characters. Each method is built with a small lookup table containing the 
characters and the escaped alternatives, or escaped characters and their 
normal representation. 
 
public static String escapeXMLChars(String input) public 
static String unescapeXMLChars(String input) 
 
Code 8.16: XML Escaper 
 
Table 8.3 shows an overview of the characters that require escaping. These 
escape sequences are the same as the ones used in Hypertext Markup 
Language (HTML). 
 
Table 8.3: Escaped characters in XML 
Character Escape sequence 
& &amp; 
‘ &apos; 
“ &quot; 
< &lt; 
> &gt; 
 
 
8.8.5        Package com.siemens.mobile.views 
 
All the classes that control the display and the keyboard are collected in this 
package. One could separate the display from the keyboard, but in some 
cases these two components work very close together. When the keyboard is 
used for data input, the text is added to the display immediately. Make a view 
for every kind of screen that must be displayed. For instance, there is a class 
that provides the main menu, a class for a new entry, etc. Discussion of 
different kinds of screens and the classes those are responsible for them. This 
package implements the View and Controller part of the MVC pattern. The 
View part is where items are put on the display. When the keyboard is used, 
the input is added to the screen and the object that is displayed. This object 
can then pass the input to another object, which plays the role of Controller. 
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During practical implementation, this MoBlog over Nokia Mobile Phone, real 
time implementation and analyze service rendering. 
 
I. Main Menu 
 
 
 
Figure 8.14: Main menu 
 
 
This figure shows the result of the main menu code. Here chosen to use a 
List. There is only one option that can be selected at a time. Therefore a List 
is the perfect chose. On this List, only two Buttons reside: one to activate a 
selected item and another to exit the program. 
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II. My Blog Screen 
 
 
 
Figure 8.15: My Blog Loading Screen 
 
As shown in Appendix J: MoBlog Menu Structure, the My Blog option from the 
Main Menu holds two screens. When a user is new to the system and doesn't 
have a blog, the new blog screen is shown. If the user already has a blog, the 
entry list of his own blog shown in figure 8.15. 
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III. Entry Screen 
 
 
 
Figure 8.15: An EntryScreen 
 
 
The entry screen is based on a Form instead of the List. On a Form one can 
easily display a String. This can be done without any reformatting of that 
String. Beside the Strings there are a few buttons placed on the Form. Here 
one can see that when multiple buttons need to be shown, the device 
automatically combines them into an Options button. 
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IV. Description of MoBlog  
 
 
 
Figure 8.16: A Comment List 
 
Besides an entry, a blog can also contain comments. All the comments for 
one particular entry are collected in a CommentListScreen. Again, as with the 
EntryList, use the List object instead of a Form. 
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8.9 MoBlog Server 
 
8.9.1         Session Initiation Protocol - Application Server 
The Session Initiation Protocol - Application Server (SIP-AS) is a system 
designed for easy application development. It provides an easy to use Java 
interface to the SIP protocol stack. This keeps the focus on the application 
development and abstracts the connection and protocol issues of SIP. In this 
thesis, the server side is built on the Ubiquity Software implementation of a 
SIP-AS. The SIP-AS has several functions [200]: 
• Service director 
• Service Host 
• Logging Extraction 
• Management Server 
The access to the IMS network is built in two pieces, a ServiceDirector and a 
ServiceHost. The ServiceDirector is the access point to the SIP-AS. It 
handles basic TCP and UDP communication and forwards incoming packets 
to the correct ServiceHost. The ServiceHost handles all SIP traffic, generating 
responses to the requests and delivering the requests to the servlet that 
handles them. These servlets are an extension to the classic Java servlets 
and work in a very similar way. 
Some form of administration is needed, which can be done using the 
Managementserver component. This provides an easy way to develop new 
services or to upgrade current running services, and keeps track of 
deployment or general runtime errors. This SIP-AS can be used for easy log 
extraction with the LoggingExtraction. The information is collected from 
incoming and outgoing requests and can be used to generate statistics or 
billing for the use of a particular service.
 
 
8.9.2 Implementation of the MoBlog Server 
This section explains a little about the server side of the application. Figure 
8.17 gives an overview of the server architecture. The server is written in 
Java using the Java 2 Enterprise Edition framework and runs JBoss for the 
web interface. 
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Figure 8.17: MoBlog Server Architecture 
 
The main task of the server is data storage and retrieval. An Oracle database 
is used for this storage and contains all the information. User data, blog 
entries, pictures, ... Users have to register themselves to the server in order to 
get access to the content. The server receives the REGISTER request which 
is sent from the client to the IMS network. The server will store information 
about the user until a REGISTER is received to end the session. After the 
registration, a regular message is sent to the server by the client to discover 
information about the clients own blog. This makes it easier to retrieve the list 
for the My Blog screen. 
Once the IMS network and the server know a user, they can start using the 
Picture Blog. The server will handle all their requests using the 
MessageDispatcher. This class will inspect every request and forward it to the 
class responsible for dealing with that type of request. The server will 
automatically generate a response to the request. While storing data about 
every blog, the server also keeps track of changes made to blogs. Upon 
these changes it can use the notify system to inform users about these 
changes. If a user wants to receive these notifications they have to subscribe 
to a blog. The server keeps a list of which user is subscribed to which blog, 
and which notifies are pending. A pending notification is only removed from 
the list once it has successfully been sent to the client. The server also 
provides a web based user interface. This way you can access the content 
without using a mobile device with the MoBlog application installed.  
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CHAPTER – 9 
CONCLUSION & FUTURE WORK 
 
NGNs and IMS will enhance existing wireless services such as voice calls, 
SMS, MMS, and enable new services such as IM, presence, PoC, UM, and 
multicast/broadcast. With this research examples advanced conversational 
communications that would be available to the future telecom users over an 
NGN composed of converged heterogeneous wireless and wireline access 
networks. IMS plays a major role in enabling these services. 
The development of IP Multimedia Subsystem introduced new multimedia 
oriented communication service through cooperating telecom with data on 
access free IP core network. The junction of data, voice and video has 
enlarged the demand for the service with new presentation characteristics. 
The customer expectation has increased from service provider due to the new 
technology. 
Research work demonstrated this thesis is a pioneer progress to improve IMS 
services for future network. The parameter-values used in this work can be 
modified accordingly to achieve desired performance. With this research work 
5 major research tasks finished: 
• Evaluation of the functionality of OpenIMS components & evaluation the 
performance of OpenIMS  
• Implementation of interoperability between OpenIMS and SIP 
• IMS Client development and deployment over Testbed 
• Performance Evaluation of Instant Messaging and Presence service over 
IMS Network 
• Designing and Deploying new innovative service over IMS Client 
 
9.1 Open IMS Core Testbed 
For the functional evaluation, this research initiates with implementation of 
Open IMS Test bed design and works towards validated OpenIMS for 
conforming to 3GPP TS 24.229 Release 6. The result is that most 
functionality of OpenIMS is conforming to 3GPP TS 24.229 R6; some of the 
functionalities are still based on 3GPP TS 24.229 R5. One of the components 
called SIP2IMS gateway is no longer used in OpenIMS core and can be 
deleted from it. 
For the performance evaluation of OpenIMS, SIPp was used to test all kinds 
of scenarios. From the testing, results shown that OpenIMS Test bed able to 
handle at least 100 subscribers. OpenIMS works well in “normal” situation as 
well as in the abnormal situation, and it always works well for IMS clients. 
However, for SIP clients, OpenIMS works not reliably. The reason was that for 
SIP clients who register to the S-CSCF2, which was added by us, but the 
information of subscribers around S-CSCF2, were always changed randomly. 
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The last task required implementation of a solution of interoperability between 
OpenIMS and existing SIP/VoIP solutions. Firstly, solved the interpretability 
between SIP clients to IMS clients in a single domain. Used two S-CSCFs and 
let one support the authentication algorithm for SIP clients while the other one 
supported the algorithm for IMS clients. Therefore both SIP clients and IMS 
clients could register to OpenIMS at the same time, and the call could be 
established between SIP and IMS clients. In this step, a result demonstrates 
that the S-CSCF2 is very unstable.  
Permanent work with this Test bed goes ahead with study and implementation 
of the solutions for OpenIMS to interoperate with existing SIP/VoIP solutions 
in two domains. The ‘client-based’ solution proposed for using a redirect 
server so that the call can be established from a non-IMS network to IMS 
network. However, this solution hasn’t been implemented completely. Clients 
could register to non-IMS network with redirect server. Not possible to to 
make call between two domain, and the reason is related to the P-CSCF in 
OpenIMS domain. As the OpenIMS was only published at the end of last year, 
it is still under development and improving, some of experiments and 
valuations are based on the version of OpenIMS of March 2007. 
 
9.2 IMS Session Setup in Mobile Environment 
SIP has been selected as the signaling protocol for multimedia sessions over 
IP based mobile networks due to advantages such as simplicity, extensibility, 
exibility and scalability. SIP session setup delay performance is shown to be 
acceptable over the land-based Internet. However, in a converged network 
environment where wireless networks such as 3G and WLAN coexist, session 
setup may surfer from unexpected delay and performance degradation due to 
the limited throughput and/or reliability of the wireless channel causing 
multiple retransmission of SIP request and response messages, and the need 
to determine which one of several alternative access networks would best 
serve the session; i.e., the so-called network selection problem. 
Network-assisted user-controlled network selection architecture may be 
suitable. Multi attribute decision algorithms have been developed to enable 
network selection, and fuzzy logic has been applied to deal with imprecise 
network information. 
 
Ongoing with this research needed to design own low sized IMS client for 
implementing multiple service over it and works ahead with IMS Testbed. 
 
9.3 IMS Client Design and Deployment over Open IMS Core 
Testbed 
The aim of Light-Weight IMS Client that could be used to improve, qualify and 
finalize the specification and implementation of service discovery, and 
management platform for Personal Networks (PN) and the federations of PNs. 
Following the specifications and recommendations by the major IMS 
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standardization bodies, these are the salient points of the findings of this 
study. 
1. To fast track the rollout of IMS by mobile network operators, it is important 
to have mobile user equipments that are compliant with the 3GPP IMS. 
2. J2ME is a well supported and powerful platform for the development of 
multimedia applications, which are suitable for small devices such as 
memory and power-limited mobile devices 
3. This study has shown that a 3GPP and lETF-compliant IMS Client can be 
developed using the J2ME platform for the mobile devices, hence is called 
the Light-Weight IMS Client. 
4. Quality of Service (QoS) between two IMS Clients was ensured by the use 
of SDP offer/answer mechanism during the session setup 
5. The IMS Client developed in this study was able to communicate with the 
home IMS network   by   registering   to   the   Open IMS Core Testbed, 
establishing   the   session   and communicating with another similar IMS 
Client. 
 
9.3.1 Necessitate for IMS low size client 
Although the IMS Client was developed from and based on 3GPP and IETF 
specifications and recommendations, it is important to note that IMS is not yet 
a mature technology. As a result, most available open IMS testbed are still 
work in progress, hence they are unstable and not fully functional as per the 
3GPP, IETF and ETSI specifications. 
The IMS Client developed in this study focused on and was targeted to be 
tested over Open IMS Core Testbed, where an IMS testbed had been 
developed. Although the developed IMS Client was functional within the IMS 
testbed, it will require some modifications to perform some functions within 
other available IMS test beds such as the FOKUS Open IMS testbed. 
In this chapter, the experimental setup for the testing of two identical low-size 
IMS Clients within the IMS testbed was presented. The equipment and 
requirements for conducting the demonstration were also provided. The 
discussion of results was based on the SIP signalling messages exchanged 
between the IMS Clients and the IMS testbed for the registration and 
establishment of the session. The SDP content was also carried within these 
signalling SIP messages, and used to negotiate the type of media used as 
well as the preconditions for the QoS agreement.  
The results presented shows that the IMS Client is compliant with the 3GPP 
technical specifications and IETF SIP recommendations. The IMS Client 
memory size is about 37 Kilo Bytes (KB) as compared to 6 305 KB of Fokus 
Open IMS Client and 86,953 KB of UCT IMS Client version 1.0.4. As opposed 
to these available IMS Clients, the Light-Weight IMS Client presented in this 
project is light-weight, and can be deployed within the CLDC mobile devices 
which are J2ME compliant. 
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9.3.2 Findings from IMS Client 
The success of FMC in the NGN will depend on how quickly the IMS gains 
acceptance into the telecommunication industry. This in turn will rely on the 
availability of internationally standardized IMS compliant devices. This project 
has shown that J2ME platform can be used to develop IMS Client that is light-
weight when compared to those currently available IMS Clients which are too 
heavy for CLDC-based mobile devices. 
The demonstration results showed that the IMS Client was capable of 
performing the registration with the IMS network, by sending a SIP 
REGESTER request. The results also indicated that the IMS Client could 
establish a SIP session using a SIP INVITE request; negotiate QoS and 
media codec, using the SDP answer/offer mechanism. Finally text based 
message communication was established between two IMS Clients within the 
same IMS network. The functionalities provided by this Light-Weight IMS 
Client make the client to be compliant to the 3GPP and the IETF 
recommendations and specifications. 
• A low sized IMS Client that can be deployed within the Java-compliant 
mobile devices. This can be used for the testing of IMS services within the 
memory and processing power-limited mobile devices, 
• The improvement and near finalization of a service discovery and 
management platform for PNs in the MAGNET Service Management 
Platform, which is the 3G and beyond platform for the Personal Networks. 
 
9.4 Instant Messaging and Presence Service over IMS core 
network 
Instant messaging services have enjoyed a constant growth ever since their 
introduction. Real-time messages and presence information are the pieces of 
technology that makes instant messaging different from previous 
communication services. However, the success of instant messaging is not 
based on technical differences only; also the methods and concepts used in 
instant messaging clients, such as popup windows and buddy lists, have 
contributed to the birth of a completely new type of communication. 
This thesis has summarized the main work ongoing in the IETF SIMPLE. The 
aim of present work is to compare SIP protocol with Instant Messaging and 
Presence functionalities with IMPS respecting the requirements. Present work 
defines a general framework for Instant Messaging and Presence, and 
SIMPLE builds a SIP-based solution on top of the IMPP framework. 
As IMPS is specifically defined for usage in mobile environments and the IP 
Multimedia Subsystem (IMS) brings SIMPLE to forthcoming 3G networks, 
these two services are the top alternatives for mobile instant messaging. 
IMPS is a more mature service than SIMPLE. SIMPLE has not yet reached 
standard status and parts of the service are still ongoing work. However, the 
main elements of SIMPLE are ready and the service should be adopted as an 
IETF standard in 2005.  
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The functionality of both services is very similar from a user’s point of view, 
but the techniques used to provide the functionality differ considerably 
between the services. IMPS is based on a rather simple architecture where all 
client communication passes through servers. SIMPLE on the other hand is a 
fairly complex solution that relies on SIP for much of its functionality but other 
protocols such as XCAP and MSRP are also utilized. Both services utilize 
techniques for optimizing the performance in mobile environments. Overall, 
SIMPLE is slightly more efficient than IMPS when it comes to bandwidth 
usage and delays. Performance-wise, the most notable flaw in SIMPLE is the 
inability to traverse proxies. This affects the applicability of the service since a 
global service cannot be created. IMPS is able to handle proxy traversal 
without problems. 
SIMPLE includes mechanisms for providing the service with relatively strong 
security. Due to the complexity of the SIMPLE architecture, applying an even 
level of security throughout a network requires a great deal of cooperation 
between network administrators. IMPS provides sufficient security only 
between the client and its local server, end-to-end security can not be 
requested by clients and is therefore not guaranteed in all networks. Since the 
IMPS protocols are completely based on XML and function on top of several 
different transport bindings, IMPS qualifies as an extensible and flexible 
solution. 
Finally, both services are built based on the requirements formulated by the 
IMPP working group, thus enabling good interoperability with other instant 
messaging systems. However, IMPS does not support the PIDF presence 
format, whereas SIMPLE is fully compliant with IMPP. 
 
9.4.1 Analysis of presence server traffic load over IMS  
Continuous with IMS Test bed, the IMPS service successfully deployed and 
results taken for surveillance over IMS. Managing bulk user always need for 
today’s mobile operator, with this concept over own Open Source IMS Core 
Test Bed, the queuing mechanism of NOTIFY message in presence server 
and evaluate its performance parameter. The presence server is a central part 
in IMS architecture. The presence server performance is vital for almost all 
applications in IMS.  
In this thesis examine presents NOTIFY message is mainly responsible for 
big portion of traffic load in presence server. Here used mathematical model 
to describe queue length distribution of NOTIFY message. There are still lots 
of work for further study, possible to think one service policy but in case of 
real system there are many variation. 
Demonstrating this IMPS work, also explained different optimal characteristics 
to dimension a PoC server. See from cost point of view, in the whole service 
delivery chain optimized expertise required for deployment. A service provider 
can be easily benefited from the models, which discussed in chapter 7. 
Proposed models are finetuned to implement in IP Multimedia Subsystems 
to provide resourceful PoC service to IMS terminals.  
For further study about the case of prioritizing and classifying PoC traffic in 
expressions of session dropping probabilities. In the other area of this thesis 
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explore different model for IMS session set up in mobile environment, 
introduction to IMS and basic architecture of IP multimedia subsystems. 
Expansion of IMS architecture needs a meticulous change in the existing 
network of service providers. Service provider should be monitor and optimize 
the network performance to meet up the assurance levels of service 
committed to their customers. Service providers should be model and 
dimension their network to estimate trends in the network before deploying it. 
 
9.5 Designs and Deploy MoBlog over IMS Client 
The aim of this thesis is to provide a popular Internet application that is 
compliant with the IP Multimedia Subsystem. This application, MoBlog 
provides a complete framework from client to server. Therefore the creation of 
two application was required, one which acts as a server and handles all the 
storage and the other acting as a client and the main interface between user 
and the server.  
With an simple aim to sharing photo, video and text over Internet with Mobile 
Equipment, MoBlog designed with Java 2 Micro Edition. The server side is a 
Siemens-Ubiquity SIP application server for rendering MoBlog service. It uses 
the Session Initiation Protocol (SIP) as its signaling protocol. SIP is used 
because it is required by IMS.  
The IMS client deployed MoBlog and renders all features of sharing and 
storing user’s data over Network. The MoBlog client on the mobile devices 
has a traffic model according to the IP Multimedia Subsystem standards (e.g. 
SIP).  
As the MoBlog initiates for considering ability of Open IMS Core network 
adaptation for new services, this service tested over few UEs only. For 
providing service over multiple nodes and considering size of user data 
sharing this sized in to limited storage space over server only. 
For future work, MoBlog service able to be provide on live IP thorugh the IMS 
network and place MoBlog service into MRF of IMS Network and thorgh HSS 
provide proper charging structure for each service assessment over here. 
 
9.6 Future work 
Future work in this area, a specific base provided with this Thesis, This work 
is pioneer and unique in this area. With continuation of this research for Next 
Generation Network, and provide IMS services for future network. The 
parameter-values used in this work can be modified accordingly to achieve 
desired performance. While multimedia services can be delivered to end-
users without the IMS framework, however the deploy of IMS will benefits 
both users and operators: 
The IMS can offer very rich communication scenarios that can attract users to 
employ this platform. Where the addition of IMS enhances service integration 
and interaction. Users can concurrently manage multiple sessions with far 
richer interactions and greater levels of personalization. In addition to the 
appropriate charging mechanisms that the IMS can provide.  
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In the path to Telco 2.0 and transitioning to the future generation of wireless 
networks, convergence of IP based core networks with heterogeneous 
wireless access networks is inevitable. IMS aims at providing a standardized 
solution for multimedia services in an access agnostic manner within a unified 
framework. While IMS opens up new business and revenue generating 
perspectives for service providers and network operators, several business 
and technical issues are still to be solved. The future users of communication 
systems will subscribe to multiple services and domains and in the 
foreseeable future deployment of a single logical database will be the way in 
which all network operators will agree. Multimedia calls are becoming 
common and chances of failure of a multimedia call can lead to excessive 
delay in signaling and waste of network resources. 
NGNs and IMS will enhance existing wireless services such as voice calls, 
SMS, MMS, and enable new services such as IM, presence, PoC, UM, and 
multicast/broadcast. Shown some examples advanced conversational 
communications that would be available to the future telecom users over an 
NGN composed of converged heterogeneous wireless and wireline access 
networks. IMS plays a major role in enabling these services. Towards the 
integration of heterogeneous networks with IMS, various challenges such as 
billing, QoS provisioning, mobility support, bandwidth management, resource 
allocation, customer providing, security and location management issues have 
been presented. 
IMS enables the creation of new services, which were not possible previously, 
or might have been too costly and complex to implement, such as video 
sharing. The creation of new multimedia services can be developed and 
delivered in a very short time-to-market cycle while dramatically reducing the 
support cost of the applications. This provides the operators new and 
increased revenue streams, and reduces the capital and operating expenses. 
Because IMS supports roaming between different networks, new services 
developed to a single platform can be made available across multiple access 
networks. 
Global Roaming is one of the future needs in mobile and wireless 
communications that enables users to initiate a call from any access network 
and seamlessly roam across heterogeneous wireless access networks. 
Another aspect of global seamless roaming is the continuity of a call or a 
session when a mobile terminal is moving to different coverage areas with 
different access network. This leads to initiation and performing a vertical 
handover. IMS should be able to manage various access related constraints 
at different layers that are imposed by heterogeneous access technologies. 
Providing a seamless vertical handover for applications that are sensitive to 
delay and have strict QoS requirement is a challenge and has attracted 
extensive research work. 
Research is continuous process, always aims to bring best to all. In future 
work, aims to bring more and more services in convergence form like 
including MoBlog application, which integrates multiple facets of user needs. 
Future work aim integrate web 2.0 with IMS for upgrading MoBlog services 
also for Instant Messaging and Presence this research, aim to combine some 
aspect of Location based service, with which user able to set his own location 
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automatically into presence message status. With this ahead to companioning 
existing services as well as create new service under the umbrella of IMS. 
Future work aspects for IMS: 
• Charging service architecture for Content billing,  
• User personalization services 
• Integration of Location Based services over IMS 
• Convergence of Web 2.0 with IMS 2.0 
• Adaptation of SMIL over IMS for provides supplementary Multimedia 
Services. 
• Security aspects for new introduced services (e.g. MoBlog) 
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Appendix A 
List of Abbreviations with Full form 
 
Abbreviation Full form 
1G First generation of mobile phone standards and technology 
2G Second generation of mobile phone standards and technology 
3G Third generation of mobile phone standards and technology 
3GPP 3rd Generation Partnership Project 
3GPP2 3rd Generation Partnership Project 2 
ADSL Asynchronized Digital Subscriber Loop 
AMPS Advanced Mobile Phone System 
APEX Application Exchange 
API Application Programming Interfaces  
APRU Average Revenue Per User  
AR Application Router 
ARPANET Advanced Research Projects Agency Network 
AS Application Server 
AST Application Server Toolkit 
ATM Asynchronous Transfer Mode 
B2BUA Back to Back User Agent  
BGCF Breakout Gateway Control Function  
BICC Bearer Independent Call Control 
BPEL Business Process Execution Language 
CAMEL Customized Applications for Mobile network Enhanced Logic 
CapEx Capital Expenditure 
CBE Common Base Event 
CCXML Call Control Extensible Markup Language 
CDC Connected Device Configuration 
CDMA Code division multiple access 
CDMA2000 Code division multiple access Hybrid of 2.5G/3G Mobile 
standard 
CGI Common Gateway Interface 
CIR Connection Initiation Request 
CLDC Connected Limited Device Configuration 
CLI Command Line Interface 
CLP Command Line Protocol 
CMP Container Managed Persistence 
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CN Core Network 
COPS Common Open Policy Services 
CPIM Common Profile for Instant Messaging 
CPP Common Profile for Presence 
CRs Change Requests 
CSCF Call Session Control Function  
CSE CAMEL Service Environment  
CSNs Circuit Switched Networks 
CSP Client-Server Protocol 
CSS Cascading Style Sheets 
DCOM Distributed Component Object Model 
DOM Document Object Model  
DSL Digital subscriber line 
DTDs Document Type Definition 
EAR Enterprise Archive 
EDA Event Drive Architecture 
EDGE Enhanced Data rates for GSM Evolution 
EJB Enterprise Java Beans  
EMS Enhanced Messaging Service 
ESB Enterprise Service Bus 
ETSI European Telecommunications Standards Institute 
EV-DO Evolution-Data Optimized 
FDM Frequency Division Multiplex 
FHoSS FOKUS HSS 
FMC Fixed Mobile Convergence 
FTP File Transfer Protocol 
GGSN Gateway GPRS Support Node 
GLMS Group and List Management Server 
GNU Genuinely Not Unix 
GPL GNU Public License 
GPRS General Packet Radio Service 
GSM Global System for Mobile communications 
HLR Home Location Register 
HLR/AUC Home Location Register and Authentication Center 
HSS Home Subscribe Server 
HTTP Hypertext Transfer Protocol 
I-CSCF Interrogating Call Session Control Function 
ICT Information and Communication Technology 
IETF Internet Engineering Task Force  
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iFC initial Filter Criteria 
IMAP Internet Message Access Protocol 
IMIN IMS Interworking Network 
IMPP Instant Messaging and Presence Protocol 
IMPP WG Instant Messaging and Presence Protocol Working Group 
IMS IP Multimedia Subsystem 
IMS-MGW IMS Media Gateway 
IM-SSF IP Multimedia Service Switching Function 
IMTS Improved Mobile Telephone System 
IMXP former to XMPP 
IN Intelligent Network 
INAP Intelligent Network Application Part 
IOP Inter-Orb Protocol 
IP Internet Protocol 
IPGW IP Gateway 
IPv4 Internet Protocol version 4 
IPv6 Internet Protocol version 6 
IPX  IP Interworking Exchanged 
ISC IMS Service Control  
ISDN Integrated Services Digital Network 
ISUP ISDN User Part 
IT Information Technology 
ITU International Telecommunication Union 
J2ME Java 2 Micro-Edition 
J2SE Java 2 Platform, Standard Edition 
JAIN Java Advanced Intelligent Network 
JCP Java Community Process 
JDBC Java DataBase Connectivity 
JDK Java Development Kit 
JPEG Joint Photographic Experts Group 
JSP Java Server Page 
JSR Java Specification Request 
JST J2EE standard Tools 
JTAPI Java telephony API 
JTWI Java Technology for the Wireless Industry 
JVM Java Virtual Machine 
LAN Local Area Network 
LGPL GNU Lesser General Public License 
MAHO  Mobile Assisted Handover 
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MG Media gateway 
MGCF Media Gateway Control Function  
MH Mobile Host 
MIDI Musical Iinstrument Digital Interface 
MIDP Mobile Information Device Profile 
MIME Multipurpose Internet Mail Extension 
MIPv6 Mobile IPv6  
MMD Multimedia Domain 
MMS Multimedia Messaging Service 
MRFP Multimedia Resource Function Processor 
MSA Mobile Service Architecture 
MSC Mobile Switching Center 
MSCF Media Server Function Control  
MSRP Message Session Relay Protocol  
MSRP  Message Session Relay Protocol 
MVC Model View Controller 
NAT Network Address Translators 
NGN Next Generation Network  
NGN-FG NGN Focus Group 
N-ISDN Narrowband Integrated Services Digital Network 
OASIS  Organization for the Advancement of Structured Information Standards 
ODBC Open DataBase Connectivity  
OMA Open Mobile Alliance 
OMA Open Mobile Alliance 
OPEX Operating Expenses 
OSA Open Service Architecture 
P2P Person-to-person  
PA Presence Agent 
P-CSCF  Proxy Call Session Control Function  
PDA Personal Digital Assistant  
PIDF Presence Information Data Format 
PLMN  Public land mobile network 
PNG Portable Network Graphics 
POC Push to talk over cellular  
POP Post Office Protocol 
POTS Plain old telephone service 
PRIM Presence and Instant Messaging Protocol 
PS Presence Server 
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PSNs Packet-Switched Networks 
PSTN Public switched telephone network 
PTT Push-to-Talk 
QoE Quality of Experience 
QoS Quality of Services 
RAN Radio Access Network 
REST Representation State Transfer 
RFC Request For Comment 
RLS Resource List Server 
RMI Remote Method Invocation 
RMS Record Management System 
RPID Rich Presence Information Data Format 
RPP Receiving Party Pays  
RSVP Resource Reservation Protocol 
RTP Real-time Transport Protocol  
RTT Round Trip Times 
SAR SIP application resource 
SAs Security Associations 
SBC Single Board Computer 
SCP Service Control Point 
SCS Service Capability Server 
S-CSCF Serving Call Session Control Function 
SDP Service Delivery Platforms 
SGSN Serving GPRS Support Node 
SGW Signalling Gateway 
SIB Service Independent Building Block 
SIGCOMP Signaling Compression 
SIMPLE SIP for Instant Messaging and Presence Leveraging Extensions 
SIP Session Initiation Protocol  
SIP–AS SIP Applications Server  
SLA Service Level Agreement 
SLEE Service Logic Execution Environment 
SLS Service Level Specification 
SMCNP Server Mobile Core Network Protocol  
SMIL Synchronized Multimedia Integration Language 
SMS Short message service 
SMTP Simple Mail Transfer Protocol 
SOA Service Oriented Architecture 
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SOAP Simple Object Access Protocol 
SRV Service LookUp 
SS7 Signalling System No. 7 
SSP Service Switching Point 
SSV Shared Streaming Video 
STUN Simple Transversal of UDP through NATs 
TAPI Telephony Application Programming Interface 
TAPI Telephony API 
TCP Transmission Control Protocol 
TDM Time Division Mutiplexing 
TISPAN  Telecom & Internet converged Services & Protocols for Advanced Networks 
TLS Transport Layer Security 
TMF Tele management Forum 
TR Technical Reports 
TS Technical Specifications 
TWSS Telecom Web Services Toolkit 
UAC User Agent Client 
UAS User Agent Server 
UCT University of Cape Town 
UDDI Universal Description Discovery and Integration 
UDP User Datagram Protocol 
UE User Equipment 
UMM Unified Mobility Manager 
UMTS Universal Mobile Telecommunications System 
UOA User Oriented Architecture 
URI Universal Resource Identifier 
USCE Unified Service Creation Environment 
UTRAN UMTS Terrestrial Radio Access Network 
VAS Value Added Services 
VOIP Voice over IP 
VXML Voice XML 
W3C World Wide Web Consortium 
WAN Wide Area Network 
WAP Wireless Application Protocol 
WBXML Wireless Binary XML 
W-CDMA Wideband Code Division Multiple Access 
Wi-fi Wireless Fidelity 
WLAN Wireless LAN 
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WSDL Web Services Description Language 
WS-I Web Services Interoperability Organization 
WSIF Web Services Invocation Framework 
WSP Wireless Session Protocol 
WST Web standard tool 
WTK Wireless Toolkit 
XCAP XML Configuration Access Protocol 
XML Extensible Markup Language  
XMLNS XML Namespaces 
XMPP Extensible Messaging and Presence Protocol 
XSD XML Schema Definition 
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Appendix B 
Testing results for IMS Client 
In the square bracket "[ ]" show the sub-clause in 3GPP TS 24.229 
Release 6 specification. 
 
•   Evaluation at the UE 
 
IMS client 
 
[5.1.1] Registration and authentication 
[5.1.1.2] Initial registration 
On sending a REGISTER request, the UE populate the header fields with 
an Authorization header, a From header, a To header, a Contact header, a 
Via header, an Expires header, a Request-URI, a Supported header that 
accord with the 3GPP TS 24.229 completely. However, there are some 
parts are not consistent with the standards. 
• The UE suppose to associate two parts, a protected client port and a 
protected server port, but in our situation, we only find the protected 
server port without association 
• We have no Security-Client header 
• There is no P-Access-Network-lnfo header. 
On receiving the 200(OK) response to the REGISTER request, as showed in 
the table, our situation accord with most of the standards, but there are still 
some differences:  
• There is no P-Associated-URI header.  
• There is no security association lifetime shows. 
When a 401 (Unauthorized) response to a REGISTER is received the UE is 
barely behave as the standards says. Except that derive the keys CK and IK as 
described in 3GPP TS 32.203, there is no temporary set of security 
associations has been set up, no Security-Client header and there is no 
Authorization header. 
 
SIP client 
On sending a REGISTER request, the UE populate the header fields contain 
an Authorization header, a From header set to the SIP URI containing the 
public user identity, a To header set to the SIP URI containing the public user 
identity to be registered, and a Contact header, a Via header, and a 
Request-URI that are consistent to the standards. But there is no security-
client header, no P-Access-Network-lnfo header, and no Supported header. 
Besides, the expire parameter in the Contact header set to the value 3600 but 
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not 600 000 seconds. 
On receiving the 200(OK) response to the REGISTER request, as showed in 
the table, our situation accord with most of the standards, but there are still 
some differences:  
• The UE doesn't store the expiration time of the registration.  
• There is no P-Associated-URI header. 
• There is no security association lifetime shows. 
 
[5.1.1.3] Initial subscription to the registration-state event 
package IMS client 
On sending a SUBSCRIBER request, the UE populate the header fields with 
a Request URI set to a SIP URI that contains the public user identity used 
for subscription, and a From header, a To header, an Event header, an Expires 
header, a Contact header that are consistent as the standards described. The 
only difference is that there is no P-Access-Network-lnfo header. 
Upon receipt of a 200 response to the SUBSCRIBE request, the UE stores 
the information for the established dialog and the expiration time as indicated 
in the Expires header of the received response. 
 
SIP client 
On sending a SUBSCRIBER request, when UE populate the header fields, 
there are some parts are not consistent of the standards. 
• There is no P-Access-Network-lnfo header 
• The Event header set to "message-summary" instead "reg". 
• The Expires time set to"300", but not"600000". 
2xx response never reached UE, it only forward to the P-CSCF. 
 
[5.1.1.5] Authentication 
[5.1.1.5.1] General 
The 401 situation is already discussed in 5.1.1.2. 
On receiving the 200(OK) response for the protected REGISTER request, for 
both SIP client and IMS client, there is no security association provided. 
 
[5.1.1.5.2] Network-initiated re-authentication 
Since there is no timer F expires at the UE, so we don't consider this 
situation that described in this sub-clause. 
 
[5.1.1.6] User-initiated deregistration  
IMS client 
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On sending a REGISTER request, the UE populate the header fields 
with an Authentication header, a From header, a To header, a Contact header, 
a Via header, an Expires header, and a Request-URI that accord with the 
description in 3GPP TS 24.229 completely. The differences are: -There is no 
Security-Client header. -There is no Security-Verify header. -There is no P-
Access-Network-lnfo header. 
On receiving the 200 (OK) responses to the REGISTER request, the UE 
removed all the registration details relating to the public user identity. And since 
there are no more public user identities registered, the UE deleted the related 
keys that may towards to the IM CN subsystem. 
 
SIP client 
The X-Lite does not support deregistration. 
 
[5.1.1.7] Network-initiated deregistration 
Upon receiving the NOTIFY request on the dialog which was generated 
during subscription to the reg event package, the UE contains a <registration> 
element with the state attribute set to "terminated". But the event attribute is a 
little different from the standards: it is set to "unregistrated" but not to "rejected" 
or "deactived". 
 
[5.1.2] Subscription and notification 
[5.1.2.1] Notification about multiple registered public user identities 
[5.1.2.2] General SUBSRIBER requirements 
The UE doesn't receive a 503 response, so we don't need to consider what 
described in this sub-clause. 
 
[5.1.3] Call initiation-mobile originating case 
[5.1.3.1] Initial INVITE request 
For both SIP client and IMS client, our situation is the originating UE does not 
require local resource reservation. 
Upon generating an initial INVITE request, the UE indicates the support for 
reliable provisional response and the support for the preconditions mechanism 
by using the Supported header. And it doesn't indicate the requirement for the 
precondition mechanism by using the Require header mechanism. 
 
•   Evaluation at the P-CSCF 
Generally speaking, the functionality of the P-CSCF is conformant to the 
specification of 3GPP R6. 
[5.2.1] General 
As the description of 3GPP TS 24.229, the P-CSCF of OpenlMS support the 
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Path and Service-Route headers, and the Path header is only used in the 
REGISTER request and its 200 (OK) response, while the Service-Route 
header is only applicable to the 200 (OK) response of REGISTER request. 
The difference in our case is: there is not P-Charging-Function-Addresses 
header. Therefore, the functionality of P-CSCF with P-Charging-Function-
Addresses header is not considered. 
The other difference is without P-Media-Authorization header in our case, 
because what we concentrate on is just OpenlMS Core, which the AS is not 
included.  
Both IMS Client and SIP Client get the same situation.  
 
[5.2.2] Registration 
In the registration, the P-CSCF is preparing to receive only the initial 
REGISTER requests on the SIP default port values or on the port advertised to 
the UE during the P-CSCF discovery procedure. 
Most procedures in registration are conformant with TS 24.229. But, we don't 
consider the security, so, the REGISTER request is not protected. And the 
parameter "integrity-protected" is inserted with the value "no". 
Although the REGISTER request is not protected in our cases, the Security-
Client header is not existed. The reason is that, the architecture of the 
OpenlMS Core in our case is too simple to include the security, because all the 
components are fixed in a single domain. 
For the state that P-CSCF receives a 401 (Unauthorized) response to a 
REGISTER request, the P-CSCF perform almost the same as the specification, 
but we could not evaluate the security around it, because there are not 
security associations, Security-Server, reg-await-auth timer in our case. 
For the state that P-CSCF receives a 200 (OK) response to a REGISTER 
request, some of the functionality is different. At first, there is no Contact 
header can be checked. And then, there is no P-Asserted-ldentity header. Next 
difference is P-CSCF cannot store the values received in the P-Charging-
Function-Address header for the reason that in our case, there is no P-
Charging-Function-Address header. The last difference is a term-ioi parameter 
is not received in the P-Charging-Vector header, the security association is not 
considered. 
 
[5.2.3] Subscription to the user's registration-state event package 
For the situation that upon receipt of a 200 (OK) response to the initial 
REGISTER request, the different cases for P-CSCF performs as following. 
The P-CSCF will generate a SUBSCRIBE request but the From header is not 
set to the P-CSCF's SIP URI. It set as: sip:alice@open-ims.test which is a 
Public User Identity's SIP URI. And the Expires header is still set to 600000 
which is the same as the Expires header indicated in the 200 (OK) response to 
the REGISTER request. 
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[5.2.5] Deregistration 
For the SIP Client, it doesn't support the functionality of deregistration. For the 
IMS Client, there are some functionalities of deregistration are different from 
the specification. 
 
[5.2.5.1] User-initiated deregistration 
When the P-CSCF receives a 200 (OK) response to a REGISTER request sent 
by the UE, the Expires header will be checked, in the situation that the expires 
parameter equal zero, the difference for the P-CSCF of OpenlMS does not 
remove the Public User Identity found in the To header field. 
 
[5.2.6]  General treatment for all dialogs and standalone transactions 
excluding the REGISTER method 
[5.2.6.3] Requests initiated by the UE 
When the P-CSCF receives an initial request for a dialog or a request for a 
standalone transaction, the request of IMS client contains a P-Preferred-
ldentity header, so the P-CSCF shall identify the initiator of the request by that 
public user identity. As to the SIP client, the situation is different. The request of 
SIP client doesn't contain a P-Preferred-ldentity header, so, the P-CSCF shall 
identity the initiator of the request by a default public user identity. 
There is no Service-Route header in our situation, therefore, we don't consider 
the related cases. 
Both of the IMS and SIP client add its own address to the Via header which 
the situation is conformant to the specifications. 
When the P-CSCF receives a 1xx or 2xx response to the before request, the P-
CSCF shall not store the values received in the P-Charging-Function-Address 
header, cause we don't have this header in our cases. 
 
5.2.6.4 Request terminated by the UE 
When adding P-CSCF's own SIP URI to the top of the list of Record-Route 
headers and save the list, the P-CSCF build the P-CSCF SIP URI in a format 
that contains the report parameter is not conformant to the specifications. 
In the situation that P-CSCF receives a 1xx or 2xx response to the request, 
the P-CSCF performs mostly conformant to the specification. But the case is 
different for SIP client and IMS client when P-CSCF verifies the list of URIs 
received in the Record-Route header. 
 
5.2.7 Initial INVITE 
5.2.7.1 Mobile-originating case 
When the P-CSCF receives from the UE an INVITE request, the P-CSCF 
shall respond to all INVITE requests with a 100 (Trying) provisional response 
that is conformant to the specification. But the P-CSCF doesn't insert 
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the P-Media-Authorization header containing that media authorization token. 
 
5.2.8 Call release 
5.2.8.1.2 Release of an existing session 
The situation is conformant to the specification, but it is different from IMS client 
to SIP client here. For IMS client, the P-CSCF serves the calling user of the 
session it shall generate a BYE request based on the information saved for the 
related dialog. And for SIP client, the P-CSCF serves the called user of the 
session it shall generate a BYE request based on the information saved for the 
related dialog. 
And we don't consider the situation about security association. 
 
•   Evaluation at the I-CSCF 
[5.3.1] Registration procedure 
Generally speaking, the I-CSCF behaves as a stateful proxy during the 
registration procedure. 
[5.3.1.2] Normal procedures 
The I-CSCF decides which HSS to query, and possibly as a result of a query 
to the Subscription Locator Functional (SLF) entity. But in the OpenlMS Core, 
the SLF is not included. 
[5.3.2] Initial requests 
The I-CSCF behaves as a stateful proxy for initial requests. 
[5.3.2.1] Normal procedures 
All components in our situation are in a signal domain, therefore, we don't 
consider the IP connective access network. That's the reason why we don't 
have P-Access-Network-lnfo headers 
Besides, as the same reason, we can not see the procedures about I-CSCF 
shown in the Wireshark log messages. 
There is a situation is different on IMS Client and SIP Client: 
When the I-CSCF receives an initial request for a dialog or standalone 
transaction, we trace the log messages about IMS Client, and found that, the I-
CSCF remove its own SIP URI from the topmost Route header, and route the 
request based on the Request-URI header field. While the trace on SIP Client, 
the situation is different. I-CSCF contains more than one Route header, and I-
CSCF at first remove its own SIP URI from the topmost Route header, and then 
forwarding the request based on the topmost Route header. 
 
[5.3.3] THIG functionality in the I-CSCF 
We don't consider the situation about THIG, as the reason that the visited 
network and the home network are the same in our case 
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•   Evaluation at the S-CSCF 
 
[5.4.1] Registration and authentication  
[5.4.1.1] Introduction 
The S-CSCF acts as the SIP registrar for UA belonging to the IM CN 
subsystem. 
 
IMS client 
For IMS client situation, the S-CSCF supports the Path header, the Service-
Router header, the Require header, and also the Supported header. But it still 
cannot accord with the standards completely. Because according to the 
standard, the Path header should only applicable to the REGISTER request 
and its 200OK, and the Service-Router header should only applicable to the 
200OK of REGISTER, but in our situation, both of the header also appears 
when S-CSCF receiving the "401 Unauthorized-Challenging the UE". 
 
SIP client: 
In accordance with the 3GPP TS 24.229, the S-CSCF supports the Path header 
(only applicable to the REGISTER request and its 200OK), the Service-Router 
header (only applicable to the 200OK response of REGISTER), and also 
support the Require header. However, it does not support the Supported 
header. 
 
[5.4.1.2] Initial registration and user-initiated reregistration  
[5.1.1.2.1] Unprotected REGISTER 
As says in NOTE 2, if a REGISTER request with Expires header value equal to 
zero should always be received protected, but for both SIP client and IMS 
client, the Expires header value are not equal to zero, so our REGISTER 
request is unprotected. 
 
IMS client 
When receiving a REGISTER request with the "integrity-protected" 
parameter set to "no", the IMS client accord with the standards better than 
SIP client. Except the timer reg-await-auth haven't been started, others are 
consistent to 3GPP TS 24.229. 
 
SIP client: 
Upon receipt of a REGISTER request without the "integrity-protected" 
parameter, the S-CSCF behave almost as the standards says, but there is no 
IK, CK parameters in the WWW-Authenticate header, and because is SIP 
client, so the security mechanism is MD5 but no AKAV1-MD5. Besides, in 
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normal case, the S-CSCF doesn't start the timer reg-await-auth. 
 
[5.4.1.2.2] Protected REGISTER 
Since our REGISTER request is unprotected, so we don't consider this sub-
clause. 
 
[5.4.1.3] Authentication and re-authentication 
This situation we already discussed in 5.4.1.2. 
 
[5.4.1.4] User-initiated deregistration IMS client 
Since the "integrity-protected" parameter in Authorization header set to 
"no", according to the standard, S-CSCF apply the procedures described in 
sub-clause 5.4.1.2.1 
 
SIP client 
X-Lite cannot been deregistered by user. 
 
[5.4.2] Subscription and notification 
[5.4.2.1] Subscriptions to S-CSCF events 
[5.4.2.1.1] Subscription to the event providing registration state 
When an incoming SUBSRIBER request addressed to S-CSCF arrives 
containing the Event header with the reg event package, the S-CSCF shall 
check if a subscriber who is authorized to subscribe to the registration state of 
this particular user generated the request. For both SIP client and IMS client, 
the S-CSCF can find the identity for authentication of the subscription in the 
P-Asserted-ldentity header received in the SUBSRIBER request. And the S-
CSCF stores the value of the orig-ioi parameter received in the P-Charging-
Vector header. 
 
IMS client 
When generate a 200 response to the SUBSCRIBER request, the S-CSCF 
populate an Expires header set to the same value as the Expires header in 
SUBSCRIBE request which is accord with the standards. 
 
SIP client 
When generate a 200 response to the SUBSCRIBER request, the S-CSCF 
populates an Expires header set to a value that is higher than the Expires 
header in SUBSCRIBE request, this is the opposite as described in the 3GPP 
TS 24.229. 
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[5.4.2.1.2] Notification about registration state  
 
IMS client 
For each NOTIFY on all dialogs which have been established due to 
subscription to the reg event package of the user, the S-CSCF set the 
Request-URI and Router header to the saved route information during 
subscription, and set the Event header to the "reg". In the body of the NOTIFY 
request contains a <registration> elements and for each <registration> 
element, the S-CSCF set the or attribute to one public user identity, and set 
the<uri> sub-element inside the <contact> sub-element of the <registration> 
element to the contact address. Under this situation, if the public user identity 
has been deregistered, then S-CSCF sets the state attribute in the 
<registration> element to "terminated", sets the state attribute in the 
<contact> element to "terminated" and set the event attribute in the 
<contact> element to "unregistered". 
However, there is no P-Charging-Vector header for the NOTIFY request 
which is different as the standard says. 
 
SIP client 
For SIP client X-Lite, we got "487 Event Package Not Supported". 
 
[5.4.3] General treatment for all dialogs and standalone transactions 
excluding requests terminated by the S-CSCF 
[5.4.3.1] Determination of mobile-originated or mobile-terminated cases 
For both IMS client and SIP client, upon receipt of an initial request or a target 
refresh request or a stand-along transaction, the S-CSCF perform the 
procedures for the mobile-originating case as described in 3GPP TS 24.229 
sub-clause 5.4.3.2, and the S-CSCF remove the "orig" parameter from the 
topmost Route header. 
 
[5.4.3.2] Requests initiated by the served user IMS client 
When S-CSCF receives an initial request for a dialog or a request for a 
standalone transaction from the served user, the S-CSCF first determines 
whether the request contains a barred public user identity in the P-Accessed-
ldentity header field of the request or not. For our situation, there is non-barred 
public user identity. 
Our example accord with most of the situations as described in standards, but 
there are still some differences: 
• The   S-CSCF   stores   the   value   of   the   orig-ioi   parameter   received   
in   the P-Charging-Vector header, but it doesn't remove it from the 
forwarded request. 
• The S-CSCF doesn't insert a P-Charging-Function-Addresses header and 
have no knowledge that the SIP URI contained in the received P-Asserted-
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ldentity header is an alias SIP URI for a tel URI (We didn't use tel URI). 
• Since the networking is not needed, so the S-CSCF doesn't put the 
address of the I-CSCF to the topmost route header. 
• The S-CSCF doesn't remove the P-Access-Network-lnfo header based 
on the destination user (Request-URI) or when it receives a target refresh 
request from the served user. 
• There is no access-network-charging-info  parameter  in the  P-Charging-
Vector header field. 
 
SIP client 
Almost all the situations are have the same result as IMS client example except 
that there is no original dialog identifier that the S-CSCF previously placed in a 
Router header is present in the topmost Route header of the incoming request. 
 
[5.4.3.4] Original dialog identifier 
As described before, our SIP client example doesn't show the original dialog 
identifier. 
 
[5.4.4] Call initiation 
[5.4.4.1] Initial INVITE 
For both SIP client and IMS client, when the S-CSCF receives an INVITE 
request, the S-CSCF processes the initial INVITE request without examining 
the SDP. 
 
[5.4.4.2] Subsequent requests 
[5.4.4.2.1] Mobile-originating cases 
According to the 3GPP TS 24.229, when the S-CSCF receives 1xx or 2xx 
response, the S-CSCF shall insert a P-Charging-Function-Addresses header 
and store the access-network-charging-info parameter in it when receiving the 
request containing the access-network-charging-info parameter in the P-
Charging-Vector. But in our situation, for both SIP client and IMS client. The 
S-CSCF doesn't insert the P-Charging-Vector header. 
When the S-CSCF receives any request or response (excluding ACK requests 
and CANCEL requests and responses) related to a mobile-originated dialog or 
standalone transaction, the S-CSCF may insert save value into P-Charging-
Vector and P-Charging-Function-Addresses headers before forwarding the 
message within the S-CSCF home network, however in our testing, the S-
CSCF didn't insert it. 
 
[5.4.4.2.2] Mobile-terminating case 
For both SIP client and IMS client, our situation is not consistent to the 
standards. When S-CSCF receives the any 1xx or 2xx response, the S-CSCF 
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doesn't insert te P-Charging-Function-Addresses header, and when the S-
CSCF receives 180(Ringing) or    200OK(to    INVITE)     response,    the    
response    are    not    contain    the access-network-charging-info parameter, 
and not contain the P-Charging-Vector. 
 
•   Evaluation at the Cx 
In the square bracket "[ ]" show the sub-clause in 3GPP TS 24.229 Release 6 
specification. 
 
[6] Diameter application for Cx interface 
[6.1] Command-Code values 
In our situation, there are several commands appear which are User-
Authorization-Request (UAR), User-Authorization-Answer (UAA), Server-
Assignment-Request (SAR), Server-Assignment-Answer (SAA), Location-
Info-Request (LIR), Location-Info-Answer (LIA),Multimedia-Auth-Request 
(MAR), Multimedia-Auth-Answer (MAA). For both IMS client and SIP client, 
our examples are mostly accord with the 3GPP TS 29.229. We have all the 
mandatory AVPs and most optional AVPS in those commands. However, there 
are no "Registration-Termination-Request (RTR)", "Registration-Termination-
Answer (RTA)", "Push-Profile-Request (PPR)" and "Push-Profile-Answer" 
commands in our examples. 
 
[6.2] Result-Code AVP values 
[6.2.1] Success 
For both IMS client and SIP client in our example, there are two values stand 
for success that are "DIAMETER_RIRST_REGISTRATION" (2001) and 
"DIAMETER_SUBSEQUENT_REGISTRATION"(2002). 
The "DIAMETER_RIRST_REGISTRATION"(2001) is appeared in MAA, SAA 
and LIA commands while the "DIAMETER_SUBSEQUENT_REGISTRATION" 
(2002) is appeared in UAA command during the registration process. 
 
[6.2.2] Permanent Failures 
When we use GXP-2000 as SIP client to register, there are 
"DIAMETER_ERROR_USER_UNKNOWN" (5001) stand for permanent 
failures. It appears in the last UAA command in the process of registration. 
 
[6.3] AVPS 
There are several AVPs that are showed in the table 6.3.1 of 3GPP TS 
29.229 appeared in our examples. We describe them individually below. 
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[6.3.1] Visited-Network-ldentifier AVP (600) 
For both IMS client and SIP client, it appears in the UAR command, and the 
values is: open-ims.test. 
 
[6.3.2] Public-Identity AVP (601) 
IMS client 
The Public-Identity appears in UAR, MAR, SAR and LIR commands when using 
IMS client to register. The value is "sip:alice@open-ims.test". 
SIP client 
When using X-Lite as SIP client, it appears in UAR, MAR, SAR and LIR 
commands and the value is "sip: user2@open-ims.test". 
When using GXP-2000 as SIP client, it appears in UAR command and the 
value is "sip: user1@open-ims.test". 
 
[6.3.3] Server-Name AVP (602) 
When using IMS client and using X-Lite as SIP client to register, the Server-
Name AVP appears in UAA, MAR, SAR and LIA commands and the 
value is 
"sip:scscf.open-ims.test:6060". 
When using GXP-2000 as SIP client to register, it only appears in UAA 
command and the value is also "sip:scscf.open-ims.test:6060". 
 
[6.3.7] User-Data AVP (606) 
For both IMS client and X-Lite as SIP client, the User-Data AVP appears in 
SAA commands. When using GXP-2000 as SIP client, there is no User-Data 
AVP appears. 
 
[6.3.8] SIP-Number-Auth-ltems AVP (607) 
For both IMS client and X-Lite as SIP client, the SIP-Number-Auth-ltems AVP 
appears in MAR, MAA commands. When using GXP-2000 as SIP client, 
there is no SIP-Number-Auth-ltems AVP appears. 
 
[6.3.13] SIP-Auth-Data-ltem AVP (612) 
For both IMS client and X-Lite as SIP client, the SIP- Auth-Data-ltems AVP 
appears in MAR, MAA commands. The value for IMS client is" Digest-
AKAv1-MD5" while the value for X-Lite is "Digest-MD5". When using GXP-
2000 as SIP client, there is no SIP-Auth-Data-ltem AVP appears. 
 
[6.3.15] Server-Assignment-Type AVP (614) 
For both IMS client and X-Lite as SIP client, the Server-Assignment-Type 
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AVP appears in SAR command. When using GXP-2000 as SIP client, there 
is no Server-Assignment-Type AVP appears. 
 
[6.3.19] Charging-information AVP (618) 
For both IMS client and X-Lite as SIP client, the Charging-information AVP 
appears in SAA command. When using GXP-2000 as SIP client, 
there is no SIP-Number-Auth-items AVP appears. 
 
[6.3.24] User-Authorization-Type AVP (623) 
Only when using GXP-2000 as SIP client to register the User-
Authorization-Type appears. And the value is "REGISTRATION (0)". 
 
[6.3.25] User-Data-Already-Available AVP (624) 
For both IMS client and SIP client, it appears in SAR command. 
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Appendix C 
Messages from call session for "client-based" solution 
 
• (1) INVITE 
Session Initiation Protocol 
Request-Line: INVITE sip:user1@imstestbed.net SIP/2.0 
Message Header 
Via:SIP/2.0/UDP192.168.1.13:2668;branch=z9hG4bK-d87543-
8409b2001c6c9c59-1 --d87543-;report Max-Forwards: 70 
Route: <sip: user2@imstestbed.net:4060;lr>  
Contact: <sip:user3@192.168.1.13:2668>  
To: " user1@imstestbed.net "<sip: user1@imstestbed.net >  
From: "user2"< user2@imstestbed.net >;tag=ce7c1c2f  
Call-ID: ZWZiZjVIMTJkM2E3ZWJkMDI5ZmUxOTZiNTM1 MzhhNDY.  
CSeq: 1 INVITE Allow:  INVITE, ACK, CANCEL, OPTIONS, BYE, REFER, 
NOTIFY, MESSAGE, SUBSCRIBE, INFO  
Content-Type: application/sdp User-Agent: X-Lite release 1006e stamp 34025 
Content-Length: 325 
 
• (10) 300 Redirect 
Session Initiation Protocol 
Status-Line: SIP/2.0 300 Redirect 
Message Header 
Via:SIP/2.0/UDP192.168.1.13:2668;branch=z9hG4bK-d87543-
8409b2001c6c9c59-1 ~d87543-;rport=2668 
To: "user2@imstestbed.net"<sip:user1@imstestbed.net>;tag=b27e1a1d33761 
e85846 fc98f5f3a7e58.fc09 
From: "user2"< user2@imstestbed.net >;tag=ce7c1c2f 
Call-ID: ZWZiZjVIMTJkM2E3ZWJkMDI5ZmUxOTZiNTM1 MzhhNDY. 
CSeq: 1 INVITE 
Contact: sip: user2@imstestbed.net 
Server: Sip EXpress router (0.9.6 (i386/linux)) 
Content-Length: 0 
Warning:    392    128.39.145.104:5060    "Noisy    feedback    tells:         
pid=12415 req_src_ip=128.39.145.250 req_src_port=51836 
in_uri=sip: user2@imstestbed.net out_uri=sip: user1@imstestbed.net 
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via cnt==2" 
 
• (11)ACK 
Session Initiation Protocol 
Request-Line: ACK sip:user1@imstestbed.netSIP/2.0 
Message Header 
Via:SIP/2.0/UDP192.168.1.13:2668;branch=z9hG4bK-d87543-
8409b2001c6c9c59-1 --d87543-;rport 
Route: <sip:orig@scscf2.open-ims.test:4060;lr>  
To:" user2@imstestbed.net "<sip:user1@imstestbed.net>; tag=b27e1a1d33761 
e85846 fc98f5f3a7e58.fc09 
From: "user2"<sip: user2@imstestbed.net>;tag=ce7c1c2f  
Call-ID: ZWZiZjVIMTJkM2E3ZWJkMDI5ZmUxOTZiNTM1 MzhhNDY.  
CSeq: 1 ACK Content-Length: 0 
 
• (12) INVITE 
Session Initiation Protocol 
Request-Line: INVITE sip: user2@imstestbed.net SIP/2.0 
Message Header 
Via:SIP/2.0/UDP192.168.1.13:2668;branch=z9hG4bK-d87543-
5a2372669626033f-1 -d87543-;rport Max-Forwards: 70 
Route: <sip: user2@imstestbed.net:4060;lr>  
Contact: <sip:user3@192.168.1.13:2668>  
To: "user1@imstestbed.net"<sip: user1@imstestbed.net>  
From: "user2"<user2@imstestbed.net>;tag=ce7c1c2f  
Call-ID: ZWZiZjVIMTJkM2E3ZWJkMDI5ZmUxOTZiNTM1 MzhhNDY. CSeq: 2 
INVITE Allow:  INVITE,  ACK,  CANCEL,  OPTIONS,  BYE,   REFER,  NOTIFY,  
MESSAGE, SUBSCRIBE, INFO Content-Type: application/sdp User-Agent: X-
Lite release 1006e stamp 34025 Content-Length: 325 
 
• (13) 300 Redirect 
Session Initiation Protocol 
Status-Line: SIP/2.0 300 Redirect 
Message Header 
Via:SIP/2.0/UDP192.168.1.13:2668;branch=z9hG4bK-d87543-
8409b2001c6c9c59-1~d87543-;rport=2668  
To:"user1@imstestbed.net" <sip: user1@imstestbed.net>; tag=b27e1a1d33761 
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e85846 fc98f5f3a7e58.fc09 
From: "user2"<user2@imstestbed.net>;tag=ce7c1c2f  
Call-ID:ZWZiZjVIMTJkM2E3ZWJkMDI5ZmUxOTZiNTM1MzhhNDY.  
CSeq: 1 INVITE 
Contact: sip: user1@imstestbed.net 
Server: Sip EXpress router (0.9.6 (1386/linux)) 
Content-Length: 0 
Warning: 392 128.39.145.104:5060 "Noisy feedback tells: pid=12415 
req_src_ip=128.39.145.250 req_src_port=51836 
in_uri=sip: user1@imstestbed.net  out_uri=sip: user2@imstestbed.net 
via cnt==2" 
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Appendix D  
AddUser.java file 
public final class AddUser  
{ 
public static void main(String[ ] args)  
{ 
System.out.println("use hssdb;"); 
 
for (hit i= l;i<= 100; i++)  
{ 
String num = "" + i; 
int zeroesToAdd = 4 - num.lengthQ; 
 
for (int j = 0; j < zeroesToAdd; j++)  
{ num = "0" + num; 
} 
System.out.println("insert into imsu(name) values ('alice" + num + 
"_imsu');"); 
System.out.println("insert into impi(impi_string, imsu_id, imsi, 
scscf_name, s_key, chrg_id, sqn) values('alice" + num + "@open-
ims.tesf, (select imsu_id from imsu where imsu.name='alice" + 
num + "_imsu'), 'alice" + num + "_ISDN_User_part_ID', 
'sip:scscf2.open-ims.test:4060', 
'616c6963650000000000000000000000', (select chrg_id from 
chrginfo where chrginfo.name='default_chrg'), '000000000000');"); 
System.out.println("insert into impu(sip_url, tel_url, svp_id) values 
('sip:alice" + num + "@open-ims.test','tel:00491234" + num + '", 
(select svp_id from svp where svp.name='default_sp '));"); 
System.out.println("insert into impu2impi(impi_id, impu_id) values 
((select impi_id from impi where impi.impi_string='alice" + num + 
"@open-ims.test'), (select impu_id from impu where 
impu.sip_url='sip:alice" + num + "@open-ims.test'));"); 
System.out.println("insert into roam(impi_id, nw_id) values((select 
impi_id from impi where impi.impi_string='alice" + num + "@open-
ims.test'), (select nw_id from networks where networks 
.network_string='open-ims. test'));"); 
} 
} 
} 
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Appendix E 
XML file of REGISTER using in SIPp 
 
<?xml version="1.0" encoding="ISO-8859-1" ?> 
<!DOCTYPE scenario SYSTEM "sipp.dtd"> 
 
<scenario name="sip-to-sip call"> 
 
<send retrans="500"> 
<![CDATA[ 
REGISTER sip:open-ims.test SIP/2.0 
Via: SIP/2.0/[transport] [locaUp]:[local_port] 
Route: <sip:pcscf.open-ims.test:4060;lr> 
Max-Forwards: 70 
From: "user2" <sip: user2@imstestbed.net:4060> 
To: "user2" <sip: user2@imstestbed.net:4060> 
P-Access-Network-lnfo:3GPP-UTRAN-TDD;utran-cell-id-
3gpp=C359A3913B20E 
Call-ID: [call_id] 
Contact: <sip:user1@[local_ip]:[local_port]>;transport=[transport] 
Content-Length: 0 
Supported: path 
Expires: 300 
CSeq: 1 REGISTER 
User-Agent: Sipp v1.1 -TLS, version 20061124 
]]> </send> 
 
<recv response="401" auth="true" rtd="true"> 
<action> 
<ereg regexp=".*" search_in="hdr" header="Service-Route" assign_to="1" /> 
</action> 
</recv> 
 
<send retrans="500"> 
<![CDATA[ 
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REGISTER sip:open-ims.test SIP/2.0 
Via: SIP/2.0/[transport] [local_ip]:[local_port] 
Route: <sip:pcscf.open-ims.test:4060;lr> 
Max-Forwards: 70 
From: "user2" <sip: user2@imstestbed.net > 
To: "user2" <sip: user2@imstestbed.net > 
P-Access-Network-lnfo:3GPP-UTRAN-TDD;utran-cell-id-
3gpp=C359A3913B20E 
Call-ID:[call_id] 
CSeq: 2 REGISTER 
Contact: <sip:user2@[local_ip]:[local_port]> 
Expires: 300 
Content-Length: 0 
[authentication username= user1@imstestbed.net password=12345] 
Supported: path 
User-Agent: Sipp v1.1 -TLS, version 20061124 
]]> </send> 
 
<recv response="200"> 
</recv> 
 
</scenario> 
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Appendix F 
XML file of INVITE using in SIPp 
 
UAC 
<?xml version="1 .0" encoding="ISO-8859-1" ?> 
<!DOCTYPE scenario SYSTEM "sipp.dtd"> 
 
<scenario name="sip-to-sip call”> 
 
<send retrans="500"> 
<![CDATA[ 
INVITE sip:user1@open-ims.test SIP/2.0 
Via: SIP/2.0/[transport] [local_ip]:[local_port];branch=[branch] 
Route: <sip:orig@scscf2.open-ims.test:4060;lr> 
From: "user2" <sip:user2@open-ims.test:4060>;tag=[call_number] 
To: "user1" <sip: user1@open-ims.test:4060> 
Call-ID: [call_id] 
CSeq: [cseq] INVITE 
Contact: <sip: user2@[local_ip]:[local_port]> 
Max-Forwards: 70 
Subject: Performance Test 
Content-Type: application/sdp 
Content-Length: [len] 
 
v=0 
o=-02IN IP4 192.1 68.1. 3 
s=- 
c=IN IP4 192.168.1. 3 
t=00 
m=audio [media_port] RTP/AVP 0 
a=rtpmap:0 PCMU/8000 
 
]]> 
</send> 
<recv response="100" optional="true"/> 
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<recv response="180" optional="true"/> 
<recv response="200" rtd="true"/> 
<send> 
<![CDATA[ 
ACK sip:user1@[local_ip]:[local_port] SIP/2.0 
Via: SIP/2.0/[transport] [local_ip]:[local_port];branch=[branch] 
Route: <sip:mo@pcscf.open-ims.test:4060;lr> 
Route: <sip:mt@scscf.open-ims.test:6060;lr> 
Route: <sip:mt@scscf.open-ims.test:6060;lr> 
From: "user2"<sip: user2@open-ims.test>;tag=[call_number] 
To: "user1"<sip: user2@open-ims.test>[peer_tag_param] 
Call-ID: [call_id] 
CSeq: [cseq] ACK 
Contact: <sip: user2@[local_ip]:[local_port]> 
Max-Forwards: 70 
Subject: Performance Test 
Content-Length: [len] 
]]> 
 
</send> 
<![CDATA[ 
BYE sip: user2@[local_ip]:[local_port] SIP/2.0 
Via: SIP/2.0/[transport] [local_ip]:[local_port];branch=[branch] 
From: "user1"<sip: user1@open-ims.test>;tag=[call_number] 
To: "user2"<sip: user2@open-ims.test>[peer_tag_param] 
Call-ID: [call_id] 
CSeq: [cseq] BYE 
Contact: <sip: user2@[local_ip] :[local_port]> 
Max-Forwards: 70 
Subject: Performance Test 
Content-Length: [len] 
]]>  
</send> 
 
<recv response="200"crlf="true"/> 
</scenario> 
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UAS 
<?xml version="1 .0" encoding="ISO-8859-1" ?> 
<!DOCTYPE scenario SYSTEM "sipp.dtd"> 
<scenario name="uac-uas(sip-sip call), server-side"> 
<recv request="INVITE"> 
</recv> 
<send> <![CDATA[ SIP/2.0 180 Ringing 
[last_Via:] 
[I ast_Reco rd- Route:] 
[last_From:] 
[last_To:];tag=[call_number] 
[last_Call-ID:] 
[last_CSeq:] 
Contact: <sip: user2@[local_ip] :[local_port]> 
Content-Length: [len] 
]]>  
</send> 
 
<pause milliseconds="2000"/> 
 
<send retrans="500"> 
<![CDATA[ 
SIP/2.0 200 OK 
[last_Via:] 
[I ast_Reco rd- Route:] 
[last_From:] 
[last_To:];tag=[call_number] 
[last_Call-ID:] 
[last_CSeq:] 
Contact: <sip: user2@[local_ip] :[local_port]> 
Allow: 
INVITE,REGISTER,ACK,BYE,INFO,REFER,NOTIFY,SUBSCRIBE,MESSA
GE,CAN 
GEL 
Content-Type: application/sdp 
Content-Length: [len] 
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v=0 
o=- 0 2 IN IP4 [localjp] 
s=- 
c=IN IP4 [media_ip] 
t=00 
m=audio 40000 RTP/AVP 8018  
a=rtpmap:8 PCMA/8000 
a=rtpmap:0 PCMU/8000 
a=rtpmap:18 G729/8000 
]]> </send> 
<recv request="ACK" crlf="true"> 
</recv> 
<recv request="BYE"> 
</recv> 
<send> 
<![CDATA[ 
SIP/2.0 200 OK 
[last_Via:] 
[last_From:] 
[last_To:] 
[last_Call-ID:] 
[last_CSeq:] 
Content-Length: 0 
]]> </send> 
</scenario> 
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Appendix G 
SIP MESSAGE FLOW 
 
The SIP message flow shown in Appendix A was adapted from the 3GPP 
TS24.228 Release 6. 
 
G.1: SIP Registration Message Flow 
The dotted lines in show messages and procedures to be followed based on 
the 3GPP specification. These dotted line functionalities are not supported by 
the INT IMS testbed yet, therefore they will not be implemented by this IMS 
Client. As the INT IMS testbed is still work-in-progress, such functionalities will 
be supported in future. The IMS Client will be registered only when the initial 
SIP REGISTER request has been sent, as shown by the solid lines. 
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G.2: Session Establishment Message Flow 
Appendix G.2 is the sequence diagram indicating the establishment of the 
session from UE A to the terminating network [135]. The terminating network, 
which belongs to UE B, is shown in Appendix G.3. An I-CSCF is not shown in 
the diagram. It is important to note that the terminating network can also be the 
same network, if the same IMS network operator serves both UEs. 
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G.3: Session Termination Message Flow 
Appendix G.3 is the sequence diagram indicating the termination of the session 
from the originating network to UE B [135]. The originating network may be 
similar to the one shown in Appendix G.2, but it can also share the same 
network with the terminating network. 
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Appendix H 
JAVA CODE TO CREATE A DISPLAY OF J2ME 
 
//Create the commands to be attached to the register 
display 
protected Command exitCmd = new Command("Exit", 
Command.EXIT,1); 
protected Command registerCmd= new Command("Register", 
Command.OK,0); 
//Create registerFrm: Allow the user to register 
private Form getRegisterFrm()  
{ 
if (registerFrm == null) 
{ 
registerFrm = new Form("Unregistered to IMS", new Item[] 
{ new TextField("You have to register first\nPress 
Register to register\n\n Registrar IP address:" 
,registrar, 30, TextField.ANY) }); 
registerFrm.addCommand(exitCmd); 
registerFrm.addCommand(registerCmd); 
registerFrm.setCommandListener(this); 
} 
return registerFrm; 
} 
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Appendix I 
Global Diagram of MoBlog 
 
 395
Appendix J 
 
XML MESSAGE STRUCTURE 
 
New Blog  
Subject: NBL; 
<body> 
<date>date in long format</date>
 
<title>blog title</title> 
<keywords> (optional) category of the blog</keyword>  
</body> 
 
Delete Blog 
Subject: DEL; 
 
New entry 
Subject: NBE; 
<body> 
<date>date in long format</date> 
<topic>subject of the entry</topic> 
<text>entry text</text>  
</body> 
 
New Comment 
Subject: NCE;blog_id(int);entry_id(int); 
<body> 
<date>date in long format</date> 
<text>comment text</text>  
</body> 
 
Request Blog list 
Subject: REQ;BL;page_nr(int) ; 
 
Edited entry 
Subject: EBE;blog_id(int);entry_id(int); 
<body> 
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<date>date in long format</date>  
<topic>subject of the entry</topic>  
<text>entry text</text> 
</body> 
 
Requesting an entry list 
Subject: REQ;EL;blog_id(int);page_nr(int);
 
 
Requesting a comment list 
Subject: REQ;CL;blog_id(int);entry_id(int);page_nr(int); 
 
Requesting an entry 
Subject: REQ;BE;blog_id(int);entry_id(int); 
 
Requesting a comment 
Subject: REQ ;CE ;blog_id(int) ;entry_id(int) 
;comment_id(int);
 
 
Requesting multimedia 
Subject: REQ;DT;blog_id(int);entry_id(int); 
 
Search 
Subject: REQ;SR;page_nr(int); 
<body> 
<type>title|date|keywords</type> 
<value>search value</value>  
</body> 
 
List of blogs 
<body> 
<pages>number of pages</pages>  
<blog> 
<id>identification number of the blog</id>  
<title>blog title</title> </blog>  
</body> 
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List of subscribed blogs 
<body> 
<pages>number of pages</pages>  
<blog> 
<id>identification number of the blog</id>  
<title>blog title</title>  
</blog>  
</body> 
 
List of entries 
<body> 
<pages>number of pages</pages>  
<author>name of the author</author>  
<entry> 
<id>identification number of the entry</id>  
<topic>topic of the blog</topic>  
<extra>0I 1 I 2|3</extra>  
</entry>  
</body> 
 
List of comments 
<body> 
<pages>number of pages</pages>  
<comment> 
<id>identification number of the comment</id> 
<title>title of the comment</title>  
</comment>  
</body> 
 
Blog Entry 
<body> 
<date>date in long format</date> 
<topic>title of the entry</topic> 
<text>entry text</text> 
<data>flag indicating the presence of 
pictures</data> </body> 
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Comment on an Entry 
<body> 
<author>name of the author</author> 
<date>date in long format</date> 
<text>text of the comment</text>  
</body> 
 
Search 
<body> 
<blog>
 
<id>identification number of the blog</id> 
<title>title of the blog</title>  
</blog>  
</body> 
 399
Appendix K 
MoBlog Menu Structure 
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