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ABSTRACT
This work proposes solutions for two different scenarios in face recognition and
verification. The first scenario involves large scale unconstrained unsupervised face
recognition. The proposed system for this scenario is a complete face recognition
framework. The proposed system first studies the performance of unsupervised face
recognition for frontalized captured faces in the wild under the effect of a single image
super-resolution algorithm. The system also introduces new high dimensional features
based on LBP and SURF that perform better than the state-of-the-art features for
unconstrained unsupervised face recognition. To solve the large scale recognition
process, a new algorithm has been designed to manipulate face images in the dataset.
This new algorithm represents all training face images as a fully connected graph.
The algorithm then divides the fully connected graph into simpler sub-graphs to
enhance the overall recognition rate. The sub-graphs are generated dynamically, and
a comparison between different sub-graph selection techniques including minimizing
edge weight sums, random selection, and maximizing sum of edge weights inside
the sub-graph is provided. Results show that the optimized hierarchical dynamic
technique developed with sub-graphs selection increases the recognition rate in large
benchmark image dataset by more than 40% for rank 1 recognition rate compared
to the original single large graph method. The approach developed in this research
is tested on different datasets, especially if the number of images per person in the
iv
training data is low. Furthermore, in order to improve rank 1 recognition rates
and to reduce the computation time of the recognition process, a new technique
that combines the hierarchical face recognition algorithm and a deep learning neural
network using Siamese structure for face verification is proposed.
The second part of this work addresses the usage of neural generative models for 3D
faces with an application in face recognition when 3D datasets are utilized separately
without the existence of texture information scenarios. An improved technique is de-
veloped to construct new representations for point clouds containing 3D information.
The technique employs a regression neural network model trained using Levenberg-
Marquardt (LM) algorithm. One of the advantages of this new representation is the
significant reduction in storage space required for point clouds due to the utilization of
a regression model for depth map regeneration. Moreover, the trained neural models
can be used to generate a super-resolution version of the original 3D point clouds. The
proposed regression representation is also used with a deep Siamese neural system to
implement a complete depth-based neural face recognition and verification framework.
The results indicate that the proposed system provides highly accurate and efficient
face recognition results with 3D information only without texture information.
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CHAPTER 1: INTRODUCTION
Who are you? A question that you ask someone you do not know or recognize. From
the 1960’s to the 1980’s, computer scientists tried to develop automated algorithms
to answer this question, and to provide the computer with the ability to identify a
person based on a facial image. The problem became even more complex in the last
two decades. One of the challenges involves the orientation and resolution of the
captured face image, and the effect of these two factors on the recognition process.
Another challenge stems from the extensive size of the search space caused by the
datasets which are capable of storing several millions of images. Adding to this, the
number of images available for each person is also another factor that needs to be
taken into account. If the stored images in the dataset include multiple images per
person, the task becomes relatively simple. However, the quality of the recognition
algorithms gains significant importance if one single image per person is available in
the dataset. The final consideration involves the availability of 3D information. That
is, if we have only the depth information, i.e., points cloud, for faces for large numbers
of individuals, how can this information be stored, and how can the stored data be
regenerated and utilized for recognition purposes?
1.1 Research Problem and Motivations
This section provides detailed explanation regarding the problems addressed in the
dissertation along with the motivation behind the proposed solutions. There are three
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major problems covered in this research: 1) Unsupervised face recognition in the wild
using high dimensional features under super-resolution and 3D alignment effect, 2)
Hierarchical sub-graph selection (HSGS) algorithm with application for unsupervised
face recognition, and 3) Face recognition for 3D data using neural generative models
for features extraction and neural system for the verification process.
1.1.1 Effect of Super Resolution and 3D alignment on high di-
mensional features for unsupervised face recognition in the wild
Face recognition algorithms mostly utilize query faces captured from uncontrolled,
in the wild, environments. The quality of these facial images are affected by various
internal factors such as the quality of sensors used in outdoor cameras as well as
external ones, such as the quality and direction of light. These factors adversely affect
the overall quality of the captured images often causing blurring and/or low resolution.
Super resolution algorithms are very effective in improving the resolution of these
degraded images, more so if the captured face is small requiring scaling up. With this
motivation, this research aims at demonstrating the effect of one of the state-of-the-
art image super resolution algorithms on the labeled faces in the wild (lfw) dataset.
In this regard, several cases are analyzed to demonstrate the effectiveness of the
super-resolution algorithm. Each case is then investigated independently comparing
the order of applying it before or after the 3D face alignment step. Following this,
resulting images are tested on a closed set face recognition protocol using unsupervised
algorithms with high dimensional extracted features. The inclusion of super resolution
resulted an improvement in the recognition rate compared to unsupervised algorithm
results reported in the literature.
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1.1.2 Unsupervised sub-graph selection for large scale face recog-
nition
One of the limitations of the existing face recognition algorithms is that the recog-
nition rate significantly decreases with growing dataset sizes. In order to eliminate
this shortcoming, this work presents a new training dataset partitioning methodology
to improve face recognition for large datasets. This methodology is then applied to
a common unsupervised recognition algorithm (Eigenface). Since the algorithm is
mainly a data manipulation technique, it can also be used with other unsupervised
algorithms or features, such as ICA, LBP, and SURF. The partitioning algorithm rep-
resents the training face images as a fully connected graph. This graph is then divided
into simpler sub-graphs with hierarchical structure to enhance the overall recognition
rate. The sub-graphs are generated dynamically, and a comparison between differ-
ent sub-graph selection techniques including minimizing edge weight sums, random
selection, and maximizing sum of edge weights inside the sub-graph are provided.
Furthermore, in order to improve recognition rate, a highly accurate face verification
system has been applied on the top 50 results of the hierarchy to improve rank 1
results. This corresponds to a verification rate with false acceptance rate (FAR) of
1%.
1.1.3 Neural generative model for 3D data with application in
3D face recognition and verification
3D face verification systems are complex and charged with difficult tasks. This
is primarily caused by the variations in the resolutions of the 3D point clouds re-
sulting from different cameras. Previous studies aim at solving this problem using
3D registration techniques. Out of these proposed techniques, detecting points of
correspondence is proven to be efficient given that the data belongs to the same indi-
vidual. However, if the data belongs to different persons, the registration algorithms
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can convert the 3D point cloud of one person to the other destroying the distinguish-
ing features between the two point clouds. Another issue relates to the storage size of
the point clouds. That is, if the captured depth image contains around 50 thousand
points in the cloud for a single pose for one individual, then the storage size of the
entire dataset will be in order of giga if not tera bytes. With these motivations, this
work introduces a new technique for 3D points cloud generation model using a neu-
ral system to handle the differences caused by heterogeneous depth cameras, and to
generate a new face canonical compact representation. The proposed system reduces
the stored 3D dataset size, and if required, provides an accurate dataset regenera-
tion. Furthermore, the system generates neural models for all gallery point clouds
and stores these models to represent the faces in the recognition or verification pro-
cess. For the probe cloud to be verified, a new model will be generated specifically for
that particular cloud and will be matched against pre-stored gallery model presenta-
tions to identify the query cloud. This work also introduces the utilization of Siames
deep neural network in 3D face verification using generated model representation as
a raw data for the deep network, and shows that the accuracy of the trained network
outperforms all published results on Bosphorus dataset.
1.2 Potential Contributions of the Proposed Research
This work distinguishes itself from its counterparts and contributes to the related
literature in two ways. First, for the 2D Face recognition system, the results show
that the optimized hierarchical dynamic technique developed with sub-graphs selec-
tion increases the recognition rate in the benchmark image dataset by more than
40% for rank 1 recognition rate compared to the original single large graph method.
The approach developed in this research has been tested on one of the popular un-
supervised face recognition techniques (PCA), even though it can also be applied to
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other unsupervised techniques including KPCA, ICA, LBP, and SURF. In addition,
to ensure its functionality, the approach will utilize different datasets, especially if the
number of images per person in the training data is low, viz., about one image per
person. The second major contribution of this research is combining the hierarchical
face recognition algorithm and a deep learning with Siamese neural network for face
verification to improve rank 1 recognition rates while reducing the computational
time of the recognition algorithm. The main contributions of the first part are listed
in the following.
(1) Introducing a new unsupervised grouping technique for large training datasets,
(2) Applying different grouping criteria in the proposed method,
(3) Demonstrating the efficiency of the proposed method by providing a compar-
ative study using multiple databases,
(4) Combining face recognition with face verification algorithms to improve final
recognition rate and execution time,
(5) Merging the proposed recognition system with the state of the art techniques
for 3D face alignment and super-resolution algorithm to increase the robustness
of the proposed system,
(6) Introducing new multi-scales high dimensional features for unsupervised face
recognition,
(7) Studying the effect of super-resolution and 3D alignment modules on the pro-
posed high dimensional features.
For the second part, the mean square error (MSE) for training neural regression
model for 3D face representation came out to be in order of 0.0002, implying that
5
the proposed neural generative model is able to accurately describe the provided
data. Furthermore, the proposed 3D face representation is used with deep neural
system based on Siamese architecture to implement a complete neural face recognition
and verification for 3D data. The main contributions of the proposed 3D neural
recognition and verification system are listed in as follows.
(1) Designing neural generative model for representation and reconstruction of 3D
faces,
(2) Significant reduction in the storage space used for the 3D point clouds, by
replacing the stored point clouds with the generated neural model representa-
tions,
(3) Using the generated presentation from the 3D regression models of gallery
set for recognition and verification against generated model representation for
probe points cloud,
(4) Combining generated face model representation with Siamese network to gen-
erate a comprehensive highly accurate framework for 3D texture free face recog-
nition and verification.
The structure and chapters organization of the dissertation are shown in Figure 1.1.
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CHAPTER 2: LITERATURE SURVEY ON 2D
FACE RECOGNITION
2.1 Face Recognition Techniques
Identity detection is an important problem in the fields of security and intelligence.
Face recognition is one of the computer vision fields that is charged with this task. In
this regard, several face recognition algorithms have been proposed and developed in
the last decades including Direct Correlation, Principal Component Analysis (PCA)
[1, 2, 3], Linear Discriminant Analysis (LDA) [4, 5], Independent Component Analysis
(ICA) [2, 6, 7], Kernel methods (i.e KPCA and Support Vector Machine (SVM))
[8, 9], in addition to other high dimensional features methods such as Local Binary
Pattern (LBP) [10, 11], Scale Invariant Feature Transform (SIFT) [12, 13] . . . etc.
Figure 2.1, Figure 2.2 [11] and Figure 2.3 [12] show examples of these features (a
detailed explanation of these features will be discussed in Chapter 4). Some of these
methods are supervised (e.g., LDA and SVM) where the given data is divided into
training, testing and validation datasets. The training dataset is then divided into
labeled groups (i.e., classes) with each class containing images of one person. The
other methods for face recognition are unsupervised and use extracted features from
faces (e.g., PCA, KPCA, ICA, LBP and SIFT) where the given data is separated
into training and testing datasets. In this case, the training dataset is unlabeled and
the algorithm handles the class separation process. Various research and experiments
8
have proven that simple recognition algorithms like PCA, ICA and SIFT produce
good recognition rates with small sized (typically less than 100 images) datasets
with accurately clipped face images. However, when the number of images in the
dataset slightly exceeds hundred, the recognition accuracy of these algorithms reduces
significantly.
One approach to handle this problem is to use indexing [14]. However, indexing is
only applicable to specific features and techniques, in addition to being very sensi-
tive to image registration, normalization, orientation and features calculation. The
hierarchical recognition and partitioning technique can be used to improve the recog-
nition rate when large datasets are required. This technique divides the given training
dataset into smaller subgroups. This way the input image is compared with the stored
images located in relatively smaller sets. The best matches are then selected and fed
into the groups that are in the subsequent levels until a single small group remains.
Finally, the best result from this final group determines a match or mismatch. Such
hierarchical grouping principle on the training dataset has been used in [15, 16, 17].
These studies utilize a supervised grouping where the training dataset is divided ac-
cording to the image class. In other words, the images of the same person are grouped
together resulting in a clear separation between groups. One major drawback of this
approach is that the group size is reduced to one when multiple images of the same
person are not available. Furthermore, the number of groups increases significantly as
the number of different individuals increase, especially when there are limited number
of images for each person in the database.
Another approach that has been used on large scale datasets is face verification.
Face verification is different from face recognition in various aspects. Face recognition
can be considered as one to many (1:N) relationship from features to classes space
since it maps the features of a single image into the identity of different persons. On
9
Figure 2.1: Example bases generated using PCA (Eigenfaces).
the other hand, face verification can be considered as one to one relation (1:1) between
features and identity space, because in verification you receive just one answer to
your question, a yes or a no. In other words, face recognition can answer the question
“who are you?,” rather than verification which can answer the question “Is this you?”.
Recent research, specifically research on unconstrained datasets, uses face verification
for recognition purposes by applying the input probe image over the gallery dataset
and checking which image would receive a yes answer at a certain rate of false alarm.
A comparison between these systems is stated in [18]. The drawbacks of these systems
can be listed as the low recognition rate for unconstrained single face image cases and
the large execution time compared to the existing recognition systems.
Additional systems utilized deep convolutional neural network (CNN) models to
generate a verification system and employing it for face recognition. DeepFace [19],
FaceNet [20], DeepID [21], DeepID2 [22], [23] and DeepID3 [24] are examples of these
systems. Another approach uses higher dimension features of LBP or other techniques
for verification systems as detailed in [25, 26].
There is also an approach that uses these high dimension spaces in the recognition
process directly, as stated in [27] and shown in Figure 2.4 [27]. However, this paper
mainly focuses on face alignment, and the technique developed in this paper did not
recover the missing parts in the face after 3D transformation. Moreover, their work
has been tested only on small datasets captured in controlled environments.
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(a)
Figure 2.2: Example of LBP features extracted for samples from Extended Yale B+
for 3x3 window.
(a)
(b)
Figure 2.3: SURF features for (a) AT&T ORL dataset (b) Yale dataset.
2.2 Convolutional Neural Network (CNN)
Some machine learning techniques rely on designed heuristics for learning param-
eters. These heuristics require in depth consideration of the nature of the utilized
system and data. Other techniques suggested the usage of self-learning features, a
system that is closer to the human brain in nature. Convolutional Neural Network
(CNN) is one of these self-feature extracting systems. CNN combines some architec-
ture strategies close to human brain against shifting, scaling and distortion of inputs.
These strategies are: local receptive fields, shared weights and spatial sup-sampling.
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Figure 2.4: Automatic recognition system proposed by Asthana et al.
CNN is built basically on the concept of Neocognitron which has been introduced in
[28]. This concept has been adjusted and used by [29] for characters recognition. The
architecture used in this paper is shown in Figure 2.5 [29]. The basic concept of CNN
is designing filters Wij (filter number i) that can work as receptive fields in the level
j and output certain features that will work as inputs to next level for other features
extraction. The size ofWij is called the kernel size of the weights. After a convolution
process for the input with filters Wij, sub-sampling process is applied to extract the
important features from these outputs. This process can be applied several times until
large number of meaningful features are extracted from the provided input (two times
in Lenet5 [29]). Following this, layers of fully connected neural network can be used
for dimension reduction of these large scale features to extract the most significant
ones. Activation function can be used at any level of the network for rectification and
adjustment. Gradient decent back-propagation algorithm has been used efficiently to
learn these type of networks.
As of recent, the drawback of these type of networks involved the computational
complexity, since these networks require millions of images for training, verification
and testing to prevent over-fitting. In the last decade, significant improvements in
the field of parallel implementation and general purpose graphical processing units
GPGPUs justified the utilization of CNN, reducing the training time order to hours
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Figure 2.5: LeNet5 architecture.
and days as opposed to weeks and months. Therefore, as detailed in [30], a larger
and deeper convolution network is designed that trained on ImageNet Large-Scale
Visual Recognition Challenge (ILSVRC) dataset (1.2 Million images), which has 1,000
classes to detect in the given input image. The architecture of this network is shown
in Figure 2.6 [30]. In this design the authors used a different type of activation
function called Rectified Linear Units (ReLUs) which is defined as f (x) = max (0, x).
A normalization step and overlapping pooling are also used in this architecture.
Recently, with the advances in processing power, more deeper and more complex
networks are designed and trained over larger datasets. The current state-of-the-art
structure on CNN networks is detailed in [31]. In this network a deeper system with
new inception modules is proposed to emulate the optimal local sparse structure of
a convolutional vision network. Figure 2.7 [31] shows the structure of GoogleLeNet
network designed in [31]. This network is the recipient of the first place award in the
ILSVRC 2014 classification challenge with an error level of 6.67% for top 5 classifica-
tion results.
2.3 Gradient Decent Back-Propagation
As stated in [32] and [33], assume that the neural system is structured as follows:
The system has M layers feed-forward neural network with input p of size R, and
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Figure 2.6: Implementation of Alexnet used with Imagenet dataset.
outputs y of size SM with each layer having a number of nodes Sk, where, k =
0, 1, 2, . . . ,M − 1 and the output of each layer is ak (j), where a0 = p and j =
1, 2, . . . , Sk with a final loss function L (W ), where W represents the all network
layers weights and biases vectors. Let wk+1 (i, j) be the weight value between node j
in layer k and node i in layer k + 1 and bk+1 (i) is the bias value of node i in layer
14
Figure 2.7: Implementation of GoogleLeNet architecture.
15
k + 1. Assuming that the number of training pairs is Q (number of input-output
pairs), the net input to node i in layer k + 1 then becomes:
nk+1 (i) =
Sk∑
j=1
(
wk+1 (i, j) .ak (j) + bk+1 (i)
)
, (1)
and the output of this node will be
ak+1 (i) = fk+1
(
nk+1 (i)
)
, (2)
where fk+1 is the activation function of this node.
Assuming that the final loss over all samples is:
L =
Q∑
q=1
Lq. (3)
Based on Gradient Decent Algorithm the weights and biases updates in each iter-
ation are
∆wk+1 (i, j) = −α. ∂Lq
∂wk+1 (i, j)
, (4)
∆bk+1 (i) = −α. ∂Lq
∂bk+1 (i)
. (5)
where α is the learning rate. For simplicity a new term can be defined the sensitivity
as
δk+1 (i) ≡ ∂Lq
∂nk+1 (i)
. (6)
Based on this definition and equations (1) and (2), equations (4) and (5) can be
reformulated as
∆wk+1 (i, j) = −α.ak (j) .δk+1 (i) , (7)
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Algorithm 1 Gradient Decent Back-Propagation Algorithm
(1) Propagate the input forward using equations (1) and (2).
(2) Propagate the sensitivity back using equations (12), (8), (7) and (6).
(3) Update the weights and biases using equations (7) and (8).
(4) Repeat these steps until the stopping criteria are satisfied.
∆bk+1 (i) = −α.δk+1 (i) , (8)
Also it can be shown that
δk = F˙ k
(
nk
)
.W k+1
T
.δk+1, (9)
where
F˙ k
(
nk
)
=

f˙k
(
nk (1)
)
0 · · · 0
0 f˙k
(
nk (2)
) · · · 0
...
... . . .
...
0 0 · · · f˙k (nk (Sk))

, (10)
and
f˙k
(
nk (i)
)
=
dfk
(
nk (i)
)
dnk (i)
. (11)
This recurrent relation will work until the final layer where the initial value of
δMequal
δM = F˙M
(
nM
)
.
∂Lq
∂nM
, (12)
The steps of the algorithm can be listed as in Algorithm 1.
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CHAPTER 3: FACE RECOGNITION SYSTEM
FOR LARGE SCALE DATASETS AND
UNCONSTRAINED FACES
3.1 Proposed System
The first part of this dissertation presents a face recognition system for uncon-
strained captured faces and large scale datasets based on Hierarchical Sub- Graph
Selection (HSGS) Algorithm for faces grouping. The proposed system operates as in
the following. The first step is the face detection which requires checking the input
image for faces and determining the resolution of the detected faces, if any. If the res-
olution of these faces is low or the faces could not be detected, a common occurrence
in surveillance camera images, the input image is then applied to super- resolution
module to increase face resolution. Next, face landmarks are detected to aid in face
pose estimation. Following this, in order to improve the recognition process, the 3D
aligning algorithm is applied to the face area to produce a canonical face position.
The image is then fed to the HSGS algorithm to detect the top 50 matches which
provides high recognition rate for rank 50. To extract better rank 1 from these top
50 faces, a face verification system is applied consecutively to obtain the best match.
The block diagram for the proposed system is provided in Figure 3.1. A detailed
explanation of each block is included in the following sections.
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Figure 3.1: Proposed face recognition framework.
3.2 Super-Resolution Image
As mentioned previously, Super-Resolution algorithm is used for enhancing the
image resolution, providing additional details of the input image. In this section,
a super-resolution image algorithm based on Convolutional Neural Network (CNN)
is employed as described in [34]. The system first generates a low resolution higher
dimension image from the input image using bicubic interpolation (Y ). This image is
then applied to CNN network structure as shown in Figure 3.2 to increase the image
accuracy and to generate a higher resolution image
(
Y¯
)
that should be close to the
original image (X). The following subsections details the steps of this process. As
stated in [34], this algorithm outperforms all other state-of-the-art algorithms used
for patch-based single image super-resolution. This superior performance is achieved
since the CNN network is able to learn and improve the performance with more
iterative training rather than the other algorithms that use closed formulas for patch
extraction prohibiting improvements via additional samples or trainings.
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Figure 3.2: Super-Resolution using CNN (SRCNN).
3.2.1 Patch extraction and representation
In this step, the main task is to extract n1 filter that will work as patch extraction
from the input image Y . The size of each filter is f1 × f1. This process can be
described by equation (1)
F1i (Y ) = max (0,W1i ∗ Y +B1i) , (1)
whereW1i andB1i represents the filters and biases respectively and i = 1, 2, 3, . . . , n1.
Rectified Linear Unit (ReLU) activation function is used over this step output.
3.2.2 Non-linear mapping
This step can be applied once or multiple times to enhance and to improve the
image patches extracted from the previous level. The filters for this step will be n2
filter of size f2× f2 each (the initial value used for f2 is 1), and will be applied to the
n1 patches extracted from the last level. Equation (2) describes this process.
F2ij (Y ) = max (0,W2j ∗ F1i (Y ) +B2j) , (2)
where W2j is the f2 × f2 filter, B2j is the bias and j = 1, 2, 3, . . . , n2.
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3.2.3 Reconstruction
This final step is responsible for reconstructing the high-quality image from the
nonlinear extracted patches. This process averages these patches to form the final
super-resolution image. The average process is also constructed as a convolutional
layer with an average like filter. The size of these filters will be f3 × f3 and they
will work over the n2 output of the previous step resulting in the identical number
of channels as the original input image. The final output of the network will be the
high resolution image Y¯ as shown in equation (3).
Y¯ = G (Y ) = W3 ∗ F2ij (Y ) +B3, (3)
where W3 is the f3× f3 filter and B3 is the bias vector and has the same size as the
number of image channels.
3.2.4 Loss function
To learn this network, Stochastic Gradient Descent Back-propagation algorithm
will be used to find W filters and B vectors. Mean Squared Error (MSE) between
the reconstructed super-resolution images,
(
Y¯i
)
, and the original images, (Xi), will be
used as the loss function as described in equation (4). This function will be minimized
to obtain the optimal value of P that minimizes its value.
L (P ) = 1
n
n∑
i=1
‖G (Yi;P )−Xi‖ 2, (4)
where P = {W1,W2,W3, B1, B2, B3}
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Figure 3.3: Implementation of the SRCNN.
3.2.5 Super-Resolution Implementation and Results
The super-resolution module has been implemented using Python wrapper of Caffe
and Theano libraries as shown in Figure 3.3 with the following parameters: f1 = 9 ,
f2 = 5 , f3 = 5 , n1 = 64 , n2 = 32 with upscaling factor of 3. Initially, the network is
applied to Y component only in the Y CbCr image presentation. Further improvement
is achieved by applying the network on the 3 channels of the presentation for different
presentations (Y CbCr and RGB). A detailed explanation of this improvement is
presented in Chapter 4. It should be noted that the images obtained in Figure 3.4
are the obtained samples resulting from the application of the module. The average
Peak Signal to Noise Ratio (PSNR) for this technique is PSNR = 33 dB rather
than PSNR = 30 dB in Bicubic, which means that the average improvement in the
PSNR = 3 dB over the regular Bicubic scaling.
3.3 3D Face Alignment
Most images captured in unconstrained environments (in the wild), especially via
surveillance cameras, do not provide face images in canonical frontal pose. To trans-
form the captured image to its canonical pose a 3D aligning system is required. The
aligning system used in this work is based on face frontalization algorithm presented
in [35]. The system is based on a single reference 3D model in the canonical form,
and the target of the system is to project back the input query image to this reference
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Figure 3.4: Samples of images used in the experiment. From left to right: The original
small image, The original large size, Bicubic generated image, SRCNN generated
image.
Figure 3.5: 3D face alignment system.
pose. Block diagram of the system is provided in Figure 3.5.
Figure 3.6 [35] shows an example of the alignment process. In steps (a) and (b) the
face is detected and the landmarks are located with any state-of-the-art algorithm for
landmarks detection. Then the same algorithm used with the query image should be
used with the reference model to find its landmarks as shown in step (c). Following
this in (d) a camera calibration process is applied to estimate the extrinsic and intrin-
sic camera parameters for 3D pose estimation of the query image. Back projection
step is shown in step (e) to place the image in the canonical pose. Because of lack
of view on some spots due to the original pose, an estimate visibility will be applied
to projected frontal view to estimate the places of poor frontal projection as shown
in step (f). Benefiting from the symmetric nature of faces, a final step is applied to
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Figure 3.6: Example steps in the 3D face alignment process.
estimate these poor areas as shown in step (g).
3.3.1 3D Face Alignment Implementation
This algorithm has been implemented using Python wrapper of OpenCV and dlib
libraries, and this implementation has been applied, especially on the unconstrained
captured faces datasets, to enhance face alignment in the recognition framework. The
recognition results of aligned images on unconstrained faces are shown in the following
chapter. It is important to note that the clear details of the output image are factors
of the initial angle. That is, the algorithm may fail to recover missing parts or show
face details if the face yaw and pitch angles rotations exceeds a 60 degree (60o). The
algorithm may also fail if the input face resolution is much higher than the reference
model. Therefore, additional adjustments are required to increase the robustness of
the algorithm.
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3.4 Hierarchical Recognition Technique
As explained in Chapter 2, most unsupervised recognition algorithms suffer from
rate degradation when the database size is large, especially for unconstrained faces.
Therefore, some researches proposed the utilization of dataset partitioning with hier-
archical recognition. However, none of these researches used unsupervised grouping.
This dissertation proposes the utilization of unsupervised metrics for a Hierarchi-
cal Sub-Graph Selection algorithm for image datasets partitioning and unsupervised
recognition. The details of this algorithm with corresponding results are presented in
Chapter 5.
3.5 Face Verification Module
Using similarity metric is proven to be an efficient method for face verification
especially if the number of images per class is limited. In this work, similarity metric
method is used with Convolutional Neural Network (CNN) to perform a Siamese
Network that will be applied in the final step of the proposed system to increase rank
1 recognition rate and to improve the recognition time.
Using Siamese Network for face verification has been introduced in [36], where two
input images X1 and X2 are applied to the same nonlinear mapping GW to extract
the main features that minimize the main energy function E when X1 and X2 belong
to the same person and maximize it when X1 and X2 belong to different persons. The
typical structure for this network is shown in Figure 6.6 as explained in [36]. The
formal definition of the function E can be expressed as in equation (20)
E (W,X1, X2) = ‖GW (X1)−GW (X2)‖ , (5)
where W are the shared weight filters between the two input images.
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Figure 3.7: Typical structure of siamese network.
To achieve this goal for the E function, the loss function should monotonically
increase with same person pairs energy and monotonically decrease with different
persons pairs energy. Based on this logic, the final loss function will be formed as in
equations (21), (22), (23), (24), and (25)
L (W ) =
N∑
i=1
L
(
W, (Y,X1, X2)
i
)
, (6)
L
(
W, (Y,X1, X2)
i
)
= Y · Ls
(
E (W,X1, X2)
i
)
+ (1− Y ) · Ld
(
E (W,X1, X2)
i
)
, (7)
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Ls
(
E (W,X1, X2)
i
)
=
2
Q
(
E (W,X1, X2)
i
)2
, (8)
Ld
(
E (W,X1, X2)
i
)
= 2Q · e(− 2.77Q E(W,X1,X2)i), (9)
Y =

1 X1 ≡ X2
0 X1 6≡ X2
. (10)
where N is the number of training samples, Y is equal to 1 if X1 and X2 for the
same person and 0 if X1 and X2 are for different persons, Ls is the loss function in
the case of same person, Ld is the loss function in the case of different persons and Q
is a constant representing the upper bound of E.
Because the energy is monotonically changing for both Ls and Ld, the optimization
of the loss function can be easily achieved using simple gradient decent algorithm,
and the weights W can be learned using back-propagation algorithm.
3.5.1 Siamese Network Implementation and Results
The design of the proposed Siamese structure is implemented using Caffe library
as shown in Figure 3.8. The network consists of two identical Convolutional Neural
Networks (CNN) both shared the same parameters followed by full connected feed-
forward neural networks (FCFNN). The parameters of the network are provided in
the following:
• Layer 1 CNN: Kernel size 3, Output layers 32,
• Layer 2 PReLU activation function,
• Layer 3 CNN: Kernel size 3, Output layers 64,
• Layer 4 PReLU activation function,
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• Layer 5 Max Pooling Layer of kernel size 2,
• Layer 6 CNN: Kernel size 3, Output layers 32,
• Layer 7 PReLU activation function,
• Layer 8 CNN: Kernel size 3, Output layers 64,
• Layer 9 PReLU activation function,
• Layer 10 Max Pooling Layer of kernel size 2,
• Layer 11 CNN: Kernel size 3, Output layers 32,
• Layer 12 PReLU activation function,
• Layer 13 CNN: Kernel size 3, Output layers 64,
• Layer 14 PReLU activation function,
• Layer 15 Max Pooling Layer of kernel size 2,
• Layer 16 CNN: Kernel size 3, Output layers 32,
• Layer 17 PReLU activation function,
• Layer 18 CNN: Kernel size 3, Output layers 64,
• Layer 19 PReLU activation function,
• Layer 20 Max Pooling Layer of kernel size 2,
• Layer 21 CNN: Kernel size 3, Output layers 32,
• Layer 22 PReLU activation function,
• Layer 23 CNN: Kernel size 3, Output layers 64,
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• Layer 24 PReLU activation function,
• Layer 25 Max Pooling Layer of kernel size 2,
• Layer 26 Dropout 50%,
• Layer 27 FCFNN: Output nodes 4000, PReLU activation function,
The 4,000 output features from each branch are then applied to the loss function as
described in the previous subsection. Stochastic Gradient Decent algorithm is used
with patches for parallel execution to learn network parameters. Verification rate
of this network over 3D aligned LFW dataset [37][38] using unrestricted protocol
without any outside data is approximately 99.9% which comparable to the state-of-
the-art results published on this dataset1 . Figure 3.9 shows the receiver operating
characteristic (ROC) and Precision-Recall curves for the implemented network.
1 For latest results on LFW dataset, visit http://vis-www.cs.umass.edu/lfw/results.html
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Figure 3.8: Implemented Siamese network.
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Figure 3.9: Implemented Siamese Network (a) ROC curve, (b) Precision-Recall Curve.
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CHAPTER 4: UNSUPERVISED FACE
RECOGNITION IN THE WILD USING HIGH
DIMENSIONAL FEATURES UNDER SUPER
RESOLUTION AND 3D ALIGNMENT EFFECT
4.1 Introduction
Majority of the surveillance cameras are installed outdoors. Unlike their counter-
parts, the indoor images, the images captured via outdoor cameras are impacted by
external factors caused by the surrounding environment. Often referred as “images
in the wild”, these images require unique procedures when they are used in facial
recognition since their size and resolution has a direct impact on the recognition
accuracy. Previous facial recognition literature offers a number of studies concen-
trating on multi-frame based super resolution construction of the low resolution face
images [39, 40, 41, 42]. Majority of these however, deal with testing the performance
of traditional face recognition techniques on lower and super resolution faces which
are derived from multi-frame videos. This approach becomes prohibitive in practice
when a multi-frame video is not available and the face recognition problem needs to
be solved based on a single query image. There are additional similar studies which
utilize a single image based super-resolution algorithm to study the performance of
face recognition algorithms on different face resolutions [43, 44]. However, these stud-
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ies utilize test datasets that contain images captured in controlled environments and
also fall short in analyzing the performance of face recognition using high-dimensional
features.
Aiming at filling these gaps, this study investigates the performance of unsuper-
vised face recognition on the labeled faces in the wild (lfw) dataset [37, 38] using a
single image super-resolution (SR) algorithm. To achieve this, the effect of the algo-
rithm on high dimensions extracted features used in the face recognition process is
measured. All the faces included in the dataset are 3D aligned and frontalized using
face frontalization algorithm proposed in [35].
The main contribution of this research can be summarized as in the following.
• Applying high dimensional features (Local Binary Pattern (LBP) and Speed
Up Robust Features (SURF)) and Multi-Scale version from these features on
captured faces in the wild.
• Using these calculated features in unsupervised closed set face recognition pro-
tocol.
• Comparing the effects of single image super-resolution algorithm and bicubic
scaling on unsupervised face recognition in the wild.
• Examining the effect of the order of applying face frontalization and image
sharpness (super-resolution) processes to determine the order with the best
recognition rate.
Following sections provide detailed explanation regarding the super-resolution algo-
rithm utilized in this research. A discussion regarding high-dimensional features along
with the best performing one for unsupervised learning is provided. This is followed
by the description of the proposed experiments and the techniques used in it are
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presented, followed by a results section that explains the collected results. Finally,
conclusions and discussion are presented.
4.2 Single Image Super-Resolution
Super-Resolution algorithm is used for enhancing the image resolution to obtain
additional details from a given image. This works utilizes a Convolutional Neural
Network (CNN) based super-resolution image algorithm as described in [34]. The
system first generates low resolution higher dimension image from the input image
using bicubic interpolation. This image is then applied to a CNN network structure
as shown in Figure 4.2 to improve image peak signal to noise ratio (PSNR), and to
generate a higher resolution image similar in quality to the original image. Imple-
menting this system as CNN makes it superior to other SR techniques that generates
mapping from low to high resolution images due the simplicity of the system and its
relatively higher PSNR value.
Figure 4.1: Super-Resolution using Convolutional Neural Network (SRCNN) algo-
rithm used in the test.
4.3 High Dimensional Features
Unsupervised face recognition has recently gained increasing popularity due its
ability to handle unlabeled faces. Unsupervised face recognition is also able to increase
the dataset without retraining the classifier, especially in closed datasets as in [45,
10, 46]. Previous research on high dimensional features has provided remarkable
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results in face recognition and verification especially with supervised learning as in [47,
26]. However, these features have yet to be sufficiently explored using unsupervised
techniques. This section demonstrates the utilization of two of these features with an
unsupervised metrics for closed set protocol on the lfw dataset.
4.3.1 Local Binary Pattern (LBP) Features
In [10], LBP features has shown remarkable unsupervised face recognition results
for faces in controlled environments. The LBP features of an image is calculated as:
LBPB,R =
B−1∑
b=0
δ (Ib − Ic) 2b (1)
where
δ (x) =

1 x ≥ 0
0 x < 0
which can represented by 8 bit representation with 256 maximum possibilities. This
number would reduce to 59 when only uniform patterns are considered. Therefore, the
image can be represented by 59-dimensional histograms using the following equation:
H(i) =
∑
x,y
α
(
LBP u2B,R(x, y)
)
(2)
where
α (x) =

1 x = i
0 otherwise
, i = 0, 1, 2, . . . , 58
When the images are divided into blocks, the equation for the histogram will be-
come:
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Hj(i) =
∑
x,y
α (fj (x, y)) (3)
where fj (x, y)is the LBP u2B,R features in block j of the image and j = 0, 1, . . . ,M−1.
Here M indicates the number of blocks in the image. The histogram then will be a
concatenation of all block histograms (4)
Htotal = |H0 (i) H1 (i) H2 (i) . . . HM (i) | (4)
In this test, the Chi square metric is used with the extracted features from the lfw
dataset as in equation (5).
χ2 (X, Y ) =
∑
i,,j
(xi,j − yi,j)2
xi,j + yi,j
, (5)
where,X and Y are the histograms to be compared, i and j are the indices of the
i-th bin in histogram corresponding to the j-th local region.
In this test, three types of LBP features are demonstrated. First, regular uniform
LBP features are extracted from frontalized faces by dividing the 90x90 face into
10x10 blocks, each 9x9 pixels, and calculating (8,2) (LBP u28,2) neighborhoods for each
block as in [10]. Following this, the histograms of all blocks are concatenated together
to form a single vector representation for the face image, which can be used in equation
(5). The output vector of this calculation will be of length 5900.
The second type of LBP is a Multi-Scale representation. Here, the frontalized
face is scaled down 5 times, and for each scale the image is divided to 10x10 blocks
of 9x9 pixels each as shown in Figure 4.2 a, and again LBP u28,2 histogram is again
calculated for each block at each scale as shown in Figure 4.3 and all histograms are
concatenated together to form a vector representation for the face, which will be in a
length of 12980.
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(a)
(b)
Figure 4.2: Two LBP features a)Multi-Scale LBP b)HighDimLBP.
Figure 4.3: Multi-Scale LBP and the histograms calculated from each block at each
scale.
The final LBP type is the HighDimLBP introduced in [26],where an accurate land-
mark detection technique is used to detect landmarks of faces as opposed to frontaliz-
ing face images. Each landmark in the 300x300 image a grid of 40x40 centered at each
landmark point is then constructed and LBP u28,2 is calculated over each 10x10 pixels
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block as shown in Figure 4.2 b, All histograms from all blocks for all landmark points
on the 5 different scales are concatenated together to form a vector representation
of the face image. The length of this vector for a single image is 127440, which is
computationally prohibitive. Similar to [47, 26], to decrease the computational com-
plexity, the length of the vector is reduced to 400 via principle component analysis
(PCA) when needed.
A detailed analysis is conducted among these three types to obtain the most effective
technique. The results of the analysis are provided in section 5.
4.3.2 Speed Up Robust Features (SURF)
Scale Invariant Feature Transform (SIFT) features have previously been utilized for
face recognition using support vectors machines with supervised learning as in [12],
or with unsupervised metric learning as in [13, 46]. However, SURF features have
only been used for unsupervised face recognition and produced comparable results as
reported in [46]. To analyze the method’s effectives on the facial images captured in
the wild, in this study, SURF features are applied to super-resolution and frontaliza-
tion processed faces. A new multi-scale version of this technique is also introduced
to improve the recognition performance.
The key-points for the SURF algorithm are predefined in the odd number of pixels
for each row and column with a radius of 2. Since the face is frontalized, only upright
SURF (U-SURF) is used with its 64 dimensional feature vector per key point. In the
matching step, the face image is divided into 5x5 pixel blocks.
The matching metric for the calculated features is based on equation (6). Figure
4.4 shows an example of a single scale matched and unmatched pairs.
m (Z) = argmax
c
{
max
n
{g (Z,Ln,c)}
}
= argmax
c
{
max
n
{∑
zi∈Z
β (zi, Ln,c)
}}
(6)
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where
β (zi, L) =

1 minlj∈L {d (zi, lj)} < ε.minl´j∈L
{
d
(
zi, l´j
)}
0 otherwise
where
ε is the nearest neighbor ratio scaling parameter and will set to ε = 0.5 and l´j is
the neighbor point to lj.
(a)
(b)
Figure 4.4: U-SURF features matching at one scaling level for a) Matched Pair b)
Unmatched Pair.
Since the key points are predefined (i.e., SURF steps do not include multi-scale
calculations), a multi-scale version of the features is introduced and tested for its
performance versus the one scale version as shown in Figure 4.5. In this case the
matching metric will be:
m (Z) = argmax
c
{
max
n
{∑
s
∑
zi∈Z
β (zi, Ln,c)
}}
(7)
where s is the number evaluation scales.
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(a) (b)
Figure 4.5: Multi-Scale U-SURF features matching for a) Matched Pair b) Unmatched
Pair.
4.4 Experiment Description
This work proposes three experiments and examines their impact on image super-
resolution and the order of applying it with frontalization in unsupervised face recog-
nition process based on the features described in section 3. These experiments are
detailed in the following:
(1) Apply face frontalization first. The work flow of this experiment is shown in
Figure 4.6 a, and can described in the following steps:
(a) Detect and frontalize face from the original sized image (250x250 in this
case).
(b) 2. Scale down the face image by scale of 3 (if the frontalized face image
is 90x90, it will be reduced to 30x30, an acceptable size for face detection
techniques, assuming face detection with an identical size1 ).
1 Minimum detection size of Haar Cascade classifier for face detection is 24x24
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(c) Scale up the face image again by scale of 3 using bicubic technique.
(d) Apply the SRCNN algorithm to the scaled face to generate a super-
resolution version.
(e) Extract features from the SR-image:
(i) For uniform local binary pattern (LBP), by dividing it into 10x10
blocks and concatenating the histograms of all blocks together. This
step will be applied on both bicubic and super-resolution scaled faces
to compare the performance of the recognition process.
(ii) For speed up robust features (SURF), the upright SURF (U-SURF)
should be calculated using the pre-defined key-points as described
in section 3. The image then will be divided into 18x18 blocks and
matching will be applied between every two similar place blocks.
(f) For Multi-Scale Features:
(i) For LBP, the face image will be scaled down by five scales as shown
in Figure 4.3. The histograms of all blocks and scales are then con-
catenated together. This step will then be repeated for both bicubic
and super-resolution scaled faces to compare the performance of the
recognition process.
(ii) For SURF, the face image will be scaled down by five scales as shown
in Figure 4.5. The features will then be calculated at all key points in
all of the five scales. Equation (7) will be applied to calculat matching
sum in all scales.
(g) Calculate metric distance for each features:
(i) χ2distances as shown in equation (5) between extracted features to
find the minimum distances between the query images and the prob
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ones.
(ii) Nearest neighborhood algorithm will be used to find the matching
of the key-points within the similar block location in both the query
image and the dataset. Then equation (6) will be applied to obtain
the maximum matched pair.
(2) Process face images first before frontalization. The work flow of this experi-
ment is shown in 4.6 b, and can described as in the following steps::
(a) Scale down the face image by scale of 3.
(b) Scale up the face image again by scale of 3 using bicubic technique.
(c) Apply SRCNN algorithm to the scaled image to generate a super-resolution
version.
(d) Extract frontalized faces from both bicubic images and super-resolution
ones to compare performance.
(e) Calculate features and distances as described in steps e to g in experiment
1.
(3) No scaling up and down of the given images, but will apply the frontaliza-
tion algorithm followed by SRCNN as shown in Figure 4.6. The steps of this
approach is described in the following:
(a) Detect and frontalize face from the original sized image (250x250 in this
case).
(b) Apply SRCNN algorithm to the frontalized 90x90 face to generate a super-
resolution version.
(c) Calculate features and distances as described in steps e to g in experiment
1.
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(a)
(b)
(c)
Figure 4.6: Proposed experiments a)Frontalization first b)Scaling and SR first
c)Frontlization with SR without scaling.
Rank 1 rate (%)
LBP 25.09
Multi-Scale LBP 26.51
HighDimLBP 26.30
HighDimLBP+PCA [47] 16.50
Table 4.1: Average rank 1 recognition rate using different LBP features.
4.5 Results
The proposed comparison and experiments have been tested on label faces in the
wild dataset (lfw) [37, 38] using closed set face recognition protocol proposed in [47].
In this protocol, 10 groups are extracted from the entire dataset. Here, each group
has two sets, viz., gallery set and genuine prob set. Both the gallery and prob belong
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Figure 4.7: Average percentage recognition rate for 3 different LBP features.
Rank 1 rate (%)
SURF 16.10
Multi-Scale SURF 24.60
Table 4.2: Average rank 1 recognition rate using different SURF features.
to the same 1000 different persons. Each gallery set contains 1000 images (one image
per person in the gallery set) and the size of the prob set vary from one group to
another with an average of 4500 images for the same 1000 persons in the gallery set.
The calculated recognition rates in this chapter are the average recognition rates over
the all 10 protocol groups.
In this work, the faces are detected using Histograms of oriented gradients (HoG)
algorithm proposed in [48] and implemented in python. Then for each detected face,
a landmark detection algorithm based on regression tree is used for face landmark
detection as in [49] and implemented in python2 . In some cases in experiment 2, due
to the effect of image scaling, HoG based face detection algorithm failed to detect
2 Python wrapper for dlib and OpenCV libraries
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faces. Therefore, an additional backup face detection algorithm based on Adaboost
Haar Cascade [50, 51] is used when no face is detected in the image 3 .
First, a comparison among the 3 different types of LBP features has been applied to
this dataset on the frontalized faces without the effect of super-resolution algorithm
and Chi square metric has been used as an unsupervised face recognition metric. As
shown in Figure 4.7, the Multi-Scale LBP features outperforms all other LBP types,
especially the method of using HighDimLBP+PCA as presented in [47]. As also
shown in table 4.1, both Multi-Scale LBP and HighDimLBP with Chi square distance
have comparable recognition rates. It is also important to note that the computation
time of Chi square distance for HighDimLBP is significantly high compared to other
LBP types due to the length of the vector representation.
Another comparison among SURF features (single vs multi scale) has been eval-
uated to investigate the benefits of multi-scale features. For this test, a nearest
neighborhood based on k-dtree has been used with a tree depth of 5. After ob-
taining matching points, transformation matrix has been evaluated using RANSAC
algorithm to find the homography between matching corresponding pairs key-points.
The matching metric is the total number of matching points which satisfy this trans-
formation. As shown in table 4.7, Multi-Scale SURF shows better performance than
single scale SURF with results comparable with LBP features.
For the three experiments, the super-resolution based on convolutional neural net-
work (SRCNN) algorithm is implemented using Caffe library and tested using MAT-
LAB. As mentioned in [34], SRCNN is only applied on the y component of the ycbcr
domain since it is the one with the high frequencies. In this test, the SR algorithm is
applied on the y component of the ycbcr domain in addition to the three channels of
the RGB domain to compare the performance of the algorithm when used with the
3 Adaboost Haar Cascade classifier is known to have higher face detection rate but with large
number of false positives [50, 51]
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color components rather than only on the y component.
For this, the faces are first frontalized as in [35] and an unsupervised face recognition
based on LBP and SURF features are used as a baseline for comparison with the
results of proposed experiments (marked as lfw3D in results table and figures). The
results of experiment 1 of the bicubic scaling is reported as lfw3D bicubic 3 channels.
The super-resolution version is labeled as lfw3D SR 3 channels whereas the super-
resolution of the y component is labeled as lfw3D SR low. As for the results of
experiment 2, the bicubic scaling is marked as lfw bicubic 3 channels original cropped,
and the super-resolution version is labeled as lfw SR 3 channels original cropped.
Similarly, for the method of applying SR on the y component only, the results are
labeled as lfw SR low original cropped
For experiment 3, face images are processed with the SRCNN algorithm after
frontalization to observe the effect of super-resolution on the extracted features. These
results are marked as lfw3D SR.
As shown in Figures 4.8 and 4.9, the super-resolution algorithm enhances the recog-
nition rates for both LBP and Multi-Scale LBP features over bicubic scaled version
in both experiments. However, both are still behind the baseline recognition rate.
Moreover, the recognition rate of experiment 1 is better than the one obtained from
experiment 2, which indicates that applying face frontalization before scaling and
sharpening process is superior to scaling all the image up then frontalize the detected
face. Furthermore, it can be observed that Multi-Scale versions of both LBP and
SURF perform better in all experiments outperforming all other features used for
this unsupervised test.
As for the results of experiment 3, the super-resolution algorithm positively affect
frontalized faces and improves the recognition rate for both types of features in the
single and multi-scale versions. Moreover, the SURF features results 4.9, indicate
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that the rescaled version of face images after frontalization have performance over
the original faces without scaling indicating that a slight blurring of the face image
can improve recognition using SURF features.
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Figure 4.8: Average percentage recognition rate results for both a)LBP b)Multi-scale
LBP.
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SURF Multi-Scale SURF LBP Multi-Scale LBP
lfw3D 16.10 24.60 25.09 26.51
lfw3D SR 16.59 24.87 25.32 27.17
lfw3D SR 3 channels 19.72 26.40 24.19 25.03
lfw3D SR low 19.21 25.91 24.12 24.71
lfw3D bicubic 3 channels 19.52 26.20 23.99 24.38
lfw SR 3 channels orig. 14.32 20.54 22.65 24.23
lfw SR low 14.13 20.03 22.51 23.76
lfw bicubic 3 channels orig. 13.93 20.34 22.46 24.04
Table 4.3: Average rank 1 recognition rate of all cases in the experiments.
4.6 Conclusions
In this work, an unsupervised face recognition has been applied to the images in the
labeled faces in the wild dataset with LBP, Multi-Scale LBP, U-SURF and Multi-Scale
U-SURF based extracted features. The results indicate that Multi-Scale versions of
both features outperform single scale version of the same features and HighDimLBP
features with reasonable extraction and distance calculation time. Three experiments
have also been introduced to measure the performance of applying single image super-
resolution algorithm on faces captured in the wild, and the effect of order of applying it
with face frontalization algorithm. It can be concluded that applying super resolution
on frontalized faces provides better results compared to other techniques where super
resolution is applied first. This is because, similar to bicubic scaling face, frontaliza-
tion uses interpolation to calculate some pixels values which can be enhanced with
super-resolution techniques. The results also indicate that applying super-resolution
on bicubic scaled faces shows slight enhancement in unsupervised face recognition
process for both experiments for the two types of features.
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Figure 4.9: Average percentage recognition rate results for both a)SURF b)Multi-scale
SURF.
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CHAPTER 5: UNSUPERVISED SUB-GRAPH
SELECTION AND ITS APPLICATION IN FACE
RECOGNITION TECHNIQUES
5.1 Introduction
As mentioned in Chapter 2, dataset partitioning technique has been used to im-
prove face recognition rate, even though this technique has limitations due to the
unconstrained nature of the dataset. With this motivation, an unsupervised group-
ing technique is proposed in this chapter to address this issues by grouping images
without considering the identity of the person. This work distinguishes itself from its
counterparts and contributes to the related literature by:
(1) Introducing a new unsupervised grouping technique for large training datasets,
(2) Applying different grouping criteria in the proposed method,
(3) Demonstrating the efficiency of the proposed method by providing a compar-
ative study using multiple databases.
The chapter is divided into five sections. The following section, Section 2, explains the
sub-graph selection process. This is followed by a comprehensive description of the
proposed hierarchical algorithm (Section 3). Section 4 demonstrates how to further
improve the recognition rate by optimizing the grouping process. Section 5 depicts
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the results of the proposed technique. Conclusions and future work are discussed in
Section 6.
5.2 Sub-Graph Selection Process
The sup-graph selection process requires selecting a sub-graph ko from a graph G
with a specific criterion. The algorithm assumes that all training face images are a
fully connected graph (G) with number of nodes (L) and the edge between every two
nodes wij is the sum of the Euclidean distances between the features of these the
nodes i and j. The goal is to obtain the best sub-graph set S = {k1, k2, k3, ..., kN},
where each sup-graph has a number of nodes (l), ko is the sub-graph number o, and N
is the total number of reconstructed sub-graphs that will be used in the hierarchical
technique. Different strategies for this sub-graph selection process are investigated
including 1) minimizing the weight of the sum of edges within the entire sub-graph;
2) randomly choosing nodes for the sub-graph and, 3) maximizing the weight of the
sum of edges within the entire sub-graph. After sub-graphs are created, regular face
recognition technique (Eigenface, in this case) is applied to each fully connected sub-
graph to select the top best matches from each group. These sets of matches from the
first sub-graph set form the subsequent level of sub-graphs. This process is repeated
until a single small fully connected graph of (l) nodes remain. This hierarchical
grouping algorithm is presented and different variations are explored by testing it on
benchmark datasets to prove the possible improvement in the recognition rate over
fully connected images graph. Figure 5.1 shows 2D example for different strategies
for the sub-graph selection process.
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Figure 5.1: 2D example for two sub-graphs selection.
5.3 Face Recognition using Hierarchical Sub-Graph Selection (HSGS)
Algorithm
Testing various face recognition algorithms proved that rank 1 recognition rate
in unsupervised algorithms drops down if the number of images in the dataset is
approximately above some threshold value (e.g. hundred in case of standard Eigenface
technique). In order to understand the impact of smaller subsets generated from the
entire training set, this work proposes the following. As also detailed in the previous
sections, assuming that the face images are a fully connected graph (G) with number
of nodes (L) with a goal to select the best sub-graphs set S = {k1, k2, k3, ..., kN}each
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having a number of nodes (l ≤ 100), where N is the number of reconstructed sub-
graphs to improve the recognition rate over the hierarchical technique. With this
goal, applying recognition algorithm over each of these sub-graph sets (groups), a few
top matched nodes from each sub-graph (group) (2 to 5) are selected. New groups
are then generated from these top matches. Depending on the number of images in
the dataset, a number of hierarchical levels are created. Recognition algorithm (e.g.
Eigenface) is then applied on each level group. As the final step, the top matches
from the final subgroups are collected, and recognition algorithm is re-applied on this
final group to select the best-matched image. Figure 5.3 shows the block diagram of
the proposed hierarchical technique with the Eigenface as an example of recognition
method. The main challenge of this technique is to determine the best sub-graphs
selection strategy to improve the overall face recognition rate. There are three possible
grouping strategies: i) Similarity Grouping by minimizing the sum of weights in the
entire sub-graph where similar images are added to the same group (the similarity
measurement is the distance between faces features, e.g. pixels gray level). This
can be achieved by using regular clustering techniques, ii) Random Grouping by
assigning the images to the groups (sub-graphs) randomly, iii) Dissimilar Grouping
by maximizing sum of weights in the entire sub-graph, in other words, maximizing
the standard deviation within the same group where the grouping process based on
dissimilarity (Maximizing metric distance between faces features in the same group).
An additional challenge is to obtain the suitable number of levels in the hierarchical
system along with the number of matched images to be selected from each level to feed
into the next level in the hierarchy. In order to achieve this, these three possibilities
have been tested on a large dataset, viz., Extended Yale B+ [52], FERET [53][54] and
FRGC v2 [55], which having different positioning and illumination levels to determine
the best approach for the hierarchical face recognition technique. Figure 5.2 shows
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Figure 5.2: Examples of the dataset images used.
Figure 5.3: The proposed hierarchical system for rank 1 recognition
examples of datasets images for the proposed sub-graph selection algorithm.
5.3.1 Optimized Dissimilarity Sub-Graph Selection Technique
As also detailed in the results section, the simple dissimilarity measurement, viz.
maximizing distances between in group images by taking the mean image as a refer-
ence, performed superior compared to the other two grouping techniques, i.e., simi-
larity and random selection. However, this method suffers from drawbacks since these
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criteria will not guarantee the exact dissimilarity between each group’s images. To
explain further, consider a 2-D set of (x,y) points. If the training dataset includes
{(-2,3),(2,3),(-2,-3),(2,-3)} and is required to group these values into two groups based
on dissimilarity, then the mean point will be (0,0) and the Euclidean distance between
each one of these points and the total mean will be similar for all four points. This
will result in poor grouping. It can easily be observed that the best dissimilarity
grouping for this case would be {(-2,3), (2,-3)} as one group, and {(2,3), (-2,-3)} as
the second group. Mathematically, the variance between all the sub-graph (group)
nodes over all basis should be maximized. Therefore applying this method to a face
image dataset sub-graphs selection leads to equation (1):
σtotal =
N∑
l=1
m×n∑
k=1
σlk, (1)
where m and n are the number of rows and columns of the face image respectively
(assuming that the pixels gray level are the image features), N is the number of
extracted sub-graphs. σlk is the standard deviation of image dimension k in the sub-
graph l. Equation (1) will be valid if the number of hierarchical grouping levels is 2.
If dataset is very large however, a regrouping is required again to the third or higher
levels. To ensure this, an additional term guaranteeing that the variance of the next
grouping stage is also be maximized is included in Equation (1). This term deals
with the inter-sup-graphs mean (the difference between means of different groups),
forcing groups far from each other to have the maximum variance between its group
members:
µdiff =
N∑
j=1
N∑
i 6=j
d (µi, µj) , (2)
where d (µi, µj) is the Euclidean distance between the mean of sub-graph i and the
mean of sub-graph j. Equation (3) is the required objective function to be maximized:
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max
Iij
g (Iij) = max
Iij
(σtotal + µdiff ) , (3)
where I is the face image vector. Equation (3) can be expressed in terms of mini-
mization as given in equation (4).
min
Iij
g (Iij) = min
Iij
(−σtotal − µdiff ) . (4)
It has been reported in that L1 (absolute difference), Cosine and χ distance (Chi
square) metrics can in some cases work better than L2 (Euclidean distance) to measure
the distance between two projected images in the feature space. Therefore, the effect
of both metrics (L1 and L2) in the grouping process are tested to obtain the best
recognition rate. The optimized group generation using equation (4) can be achieved
as a separate process through the utilization of meta heuristics such as Simulated
Annealing.
5.4 Results
The results section is divided into four parts for four different datasets. These
datasets have benchmark face images to test in several conditions. These dataset
are the ORL AT&T, Extended B+ Yale, FERET and FRGC-2 datasets. Each part
provides comparisons between the different grouping techniques as well as the differ-
ence when using optimum dissimilarity metric. The proposed techniques have been
implemented using MATLAB on Ubuntu 14.04 OS.
5.4.1 ORL AT&T dataset
Total number of images in the dataset is 400. These images have been divided into
two sets. A set of 200 images for training, and another set of 200 images for testing.
Since the number of images in the dataset is not too large, two level hierarchies have
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Table 5.1: Rank 1 match of ORL AT&T dataset
Method Recognition Rate
Original Eigenface [3] 92.5%
Similarity Grouping 94.5%
Random Grouping 94.0%
Mean Dissimilarity Grouping 93.5%
Optimum Dissimilarity L2 Metric 95.0%
Optimum Dissimilarity L1 Metric 94.0%
been implemented. The group size is considered as 50 images for the first grouping
level. The following table shows the results obtained for rank 1 match:
5.4.2 Extended Yale B+ dataset
The number of images in the dataset is 14,800. Similar to the ORL AT&T dataset
the images are divided into two sets, one with 7,400 images for training, and the other
of 7,400 images are for testing. Due to the large number of images, this two-levels
recognition did not provide significant improvement in recognition rate. Therefore, a
three-levels hierarchy has been utilized. The training images have been divided into
140 groups, each with approximately 50 images. Three different grouping strategies
have been tested. Following results are obtained for rank 1 best match:
• The original Eigenface algorithm recognition rate is 55%.
• Similarity Grouping: The recognition rate improves to approximately 77% - 83.5%
depending on the number of best images selected from each group in the first level,
and the number of groups in the regrouping step in the second level. A recognition
rate of 83.5% is achieved when the best 5 matching images are selected from each
first level group. A group constructed from these images is regrouped into the next
grouping level. Then best 5 matches are selected from each subgroup, and a final
Eigenface step is applied on these to obtain the best match. Results are shown in 5.4.
The main disadvantage of this grouping method is that, the execution time increases
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when the number of groups in the second level increases. The algorithm used for
grouping is the K-means clustering algorithm.
• Random Grouping: The recognition rate improves to a range of 88% - 88.65%
depending on the number of best matching images selected from the first level groups
( from 2 to 5), and the number of groups in the regrouping step in the second level.
The recognition rates are noted to be less dependent on the number of best images
selected from each group. Further, the execution time is almost independent of the
number of best images selected from a group, and the number of regroups.
• Dissimilar Grouping (based on the L2 distance from the mean image on the
training set): The recognition rate improves to the range of 89% - 90.15% depending
on the number of best images selected from each group in the first level, and the
number of groups in the regrouping step in the second level. The recognition rates
are less dependent on the number of best images selected from first level groups.
Further, the execution time is almost similar for any number of best matches selected
from a group, and number of regroups.
• Optimum Dissimilarity (based on L2 metric): Images are grouped based on the
stated objective function in three level hierarchy with L2 metric. This method im-
proved rank 1 rate to 91.5%.
• Optimum Dissimilarity (based on L1 metric): Images are grouped based on the
stated objective function in three level hierarchy with L1 metric. This method im-
proved rank 1 rate to 93.6%. Also, for this dataset, the probability that the correct
person appears in the best top 10 images is tested (rank 10), as shown in 5.5.
The results depicted in 5.4 indicate that the recognition rate increased significantly
when the hierarchical technique was used, especially for large databases (Extended
Yale B+). The recognition rate has improved further by the proposed optimum
dissimilarity grouping criteria. In summary, compared to the results in [56, 57, 58, 59]
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Method Recognition Rate
ICA [56] 82%
Boltzmann Machine [59] 83%
Our approach (Optimum Dissimilarity L2) 91.5%
Our approach (Optimum Dissimilarity L1) 93.6%
Table 5.2: Comparison of Rank 1 Recognition Rate on Extended Yale B+ dataset
using different techniques.
where the ICA and Boltzmann machines are used on the same dataset (around 82%
for ICA and 83% for Boltzmann approach), the recognition rate of the proposed
algorithm is superior.
Based on these results and to simplify testing on other datasets, only optimum
dissimilarly with L1 will be used .
5.4.3 Face Recognition Technology (FERET) dataset
For this dataset the fa gallery images are used for the training and groups buildings.
The main advantage of this dataset is that it has only one image per person in the
gallery or the prob sets, which makes the test more challenging. There are four
different sets of prob images (fb, fc, dub1, dub2), which are different in terms of the
time of image capture and the light conditions. The four prob sets have been tested
against the hierarchical groups implemented from the gallery set. Again, as in the
Extended Yale B+, a three level hierarchy has been used since the number of images
and classes are 1196, which is considered to be large number of classes. The sub-graphs
groups have been built on 26 groups each of them has 52 images. The testing results
for rank 1 recognition rate for the different grouping criteria is presented in Figure 5.6.
These results show that using the hierarchical recognition with sub-graph grouping
improved the rank 1 recognition rate over the regular Eigenface with L2 metric. Also
it can easily be observed that the improvement achieved by mean based and optimum
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Figure 5.4: Rank 1 recognition rate of different techniques for Extended B+ Yale
dataset.
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techniques for Extended B+ Yale dataset.
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Figure 5.6: Rank 1 recognition rate of different techniques for prob sets of FERET
dataset.
dissimilarity outperforms similarity and random grouping techniques. Although the
results for this dataset are still below the state-of-the-art results published in [60], but
they are still comparable with other techniques such as elastic bunch graph matching
(EBGM) [61] and Baysian Map [62], especially for fc, dub1 and dub2 as shown in
Table 5.3. Also because this grouping technique is independent of the unsupervised
recognition method used, it can also be used with the state-of-the-art features as LBP
and SURF, which can contribute to improve these results.
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Methods fb fc dub1 dub2
using EBGM [61] 85% 38% 42% 21%
using Baysian Map [62] 82% 34% 45% 29%
Our approach (Optimum Dissimilarity) 84.4% 33.5% 41.8% 20.5%
Table 5.3: Comparison Rank 1 recognition rate results on FERET dataset.
Method Recognition Rate
using Ahonen’s LBP [60] 82.72
using Zhang’s LBP [64] 84.17
Our approach (Optimum Dissimilarity) 93.51
Table 5.4: Comparison of different results on FRGC experiment 1 dataset.
5.4.4 Face Recognition Grand Challenge (FRGC v2) dataset
The FRGC v2 dataset is designed with a large number of images per person with
high resolution images captured in different years. For this test, experiment 1 is used,
where only 2D images are utilized for training and testings. The size of the training
set is 12,776 images for 466 persons. The target and the query sets are originally
designed for the verification task. Therefore, a closed set recognition protocol is
utilized, and the images of the persons not included in the training dataset have been
removed. The final number of images for target and query sets are 6,848 images.
The training set has been divided into 252 groups using the 4 proposed grouping
techniques. The results of the 4 tests compared to the original Eigenface results
are shown in Figure 5.7. From the results it can be observed that the mean based
and optimum dissimilarity methods outperform the Eigenface and all other grouping
criteria. In addition, compared to the state-of-the-art results published in [63], the
accomplished results in this research outperforms the recognition rate using some
types of LBP on the same experiment for the same database as shown in Table 5.4.
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Figure 5.7: Rank 1 recognition rate of different techniques for Experiment 1 of FRGC-
v2 dataset.
5.5 Conclusions
This chapter presented a hierarchical sub-graph selection algorithm that aimed at
overcoming the limitations brought by large datasets to the standard face recogni-
tion algorithms. The algorithm is based on creating small sub-graphs, selecting best
matches from each sub-graph, and then dynamically creating next-level sub- graphs
until a single group remains. The best match from this final group is accepted as the
rank 1 final result of the face recognition process. The study also investigated the
best approach for creating sub-graphs by developing an objective function that can
be used for best dissimilarity between groups at all levels. Detailed testing on large
benchmark datasets indicated that the proposed method produced the best results
with a sub-graph size of approximately 50 nodes (images) for the Eigenface technique.
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Compared to the standard Eigenface algorithm, the new hierarchical sub-graph se-
lection algorithm improved the recognition rate by more than 40% on some datasets,
and with an average by more than 2% over the mean based dissimilarity method.
Another advantage of this algorithm is that it uses all the training datasets as one
bulk with the unsupervised grouping technique, which is completely independent of
the face background and illumination levels. The future work involves applying the
hierarchical technique to additional unsupervised face recognition algorithms such as
Independent Component Analysis (ICA), KPCA, LBP, SURF and other computer vi-
sion algorithms that suffer from degradation in recognition rate due to large dataset
size.
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CHAPTER 6: NEURAL GENERATIVE MODELS
FOR 3D FACES WITH APPLICATION IN 3D
TEXTURE FREE FACE RECOGNITION
6.1 Introduction
Rapid improvements in 3D capturing techniques increased the utilization of 3D face
recognition especially when the regular 2D images fail due to lighting and appearance
changes. The techniques used for 3D based face recognition have been summarized
in [65, 66, 67]. Relevant studies are explained in the following text.
The work in [68] uses 3D face recognition by segmenting a range image based on
principal curvature and finding a plane of bilateral symmetry through the face. This
plane is used for pose normalization. The authors consider methods of matching
the profile from the plane of symmetry and of matching the face surface. A mod-
ified technique proposed in [69], where the authors use segment convex regions in
the range image based on the sign of the mean and Gaussian curvatures, and cre-
ate an Extended Gaussian Image (EGI) for each convex region. A match between
a region in a probe image and in a gallery image is done by correlating EGIs. A
graph matching algorithm incorporating relational constraints is used to establish an
overall match of probe image to gallery image. Convex regions are believed to change
shape less than other regions in response to changes in facial expression. This gives
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this approach some ability to cope with changes in facial expression. However, EGIs
are not sensitive to change in object size, and hence two similarly shaped differently
sized faces will not be distinguishable in this representation. In [70] the author begins
with a curvature-based segmentation of the face. Then a set of features are extracted
that describe both curvature and metric size properties of the face. Thus each face
becomes a point in feature space, and matching is done by a nearest-neighbor match
in feature space. It is noted that the values of the features used are generally similar
for different images of the same face, “except for the cases with large feature detection
error, or variation due to expression” [70]. Instead of working on all face points, in
[71] the authors used 3D five feature points only, using these feature points to stan-
dardize face pose, and then matching various curves or profiles through the face data.
Experiments are performed for sixteen subjects, with ten images per subject. The
best recognition rates are found using vertical profile curves that pass through the
central portion of the face. Computational requirements were apparently regarded
as severe at the time this work was performed, as the authors note that “using the
whole facial data may not be feasible considering the large computation and hard-
ware capacity needed” [71]. In [72] they extend Eigenface and hidden Markov model
approaches used for 2D face recognition to work with range images. [73] also perform
curvature-based segmentation and represent the face using an Extended Gaussian Im-
age (EGI). Recognition is then performed using a spherical correlation of the EGIs.
In [74] the authors report on a method of 3D face recognition that uses an extension
of the Hausdorff distance matching. Again, work in [75] explores principal component
analysis (PCA) style approaches using different numbers of eigenvectors and image
sizes. The image data set used has 6 different facial expressions for each of the 37
subjects. The performance figures reported resulting from using multiple images per
subject in the gallery. This effectively gives the probe image more chances to make a
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correct match, and is known to raise the recognition rate relative to having a single
sample per subject in the gallery [76]. Registration and correspondence has been used
in [77] to perform 3D face recognition using iterative closest point (ICP) matching of
face surfaces. Even though most of the work covered here used 3D shape acquired
through a structured-light sensor, this work uses a stereo-based system. The Ap-
proach used in [78] is 3D face recognition by first performing a segmentation based
on Gaussian curvature and then creating a feature vector based on the segmented
regions. The authors report results on a dataset of 420 face meshes representing
60 different persons, with some sampling of different expressions and poses for each
person. Another research is perform 3D face recognition by locating the nose tip,
and then forming a feature vector based on contours along the face at a sequence
of depth values [79]. An isometric transformation approach has been used in [80] to
analyze 3D face in an attempt to better cope with variation due to facial expression.
Rather than performing recognition on the all face as one module, the authors in [81]
have performed recognition using registration on separate face parts and uses fusion
to come up with a final decision. Moreover, other research as in [82] and [83] use
the high dimensional extracted features, viz. scale invariant feature transform (SIFT,
mesh-SIFT) and histograms for both gradient and shapes, from the 3D cloud, and
perform the recognition process on them.
As a result of this survey, it can be noted that most if not all research working to
extract some features from given 3D face points cloud and use these features in the
recognition process. The extracted features are depending directly on the cloud space
and can be easily affected by the structure and size of the given points cloud. It is
pointed out that these clouds can be modeled to save the storage size or to regenerate
the depth information. Other research converts the given 3D points cloud to 2.5D
at standard X and Y coordinates using orthographic projection and converting the
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Figure 6.1: Example for 3D recognition using registration and projection to 2.5D.
problem to pixel image recognition [84]. Figure 6.1 shows a complete system that
uses this technique.
As previously mentioned, there is literature that focus on modeling the 3D face
clouds as in [85]. Here, a neural model is designed as shown in Figure 6.2. In this
network, the input consists of second order values for all input points cloud and the
output is 0. Additional input values are added for extra generated surfaces inside and
outside the point cloud surface. The output in this case should be proportional to
the distance from the input point to the cloud surface as shown in Figure 6.3. The
model however requires the generation of at least 5 times the number of the original
points cloud. Furthermore, the output is not guaranteed to be on the original surface
since the acceptance tolerance d is defined for scaling purposes making this model
computationally expensive if a higher accuracy required.
Despite the fact that there is an increase in the literature that includes Deep-
learning and Deep-neural systems in 3D object recognition as in [86, 87, 88], none of
these techniques have been applied to 3D face recognition. One reason for this lack
of applicability is the high sensitivity and the closeness of features between the faces
of different individuals, specifically if the 3D data is used alone without any texture.
Under this motivation, the main contributions of the proposed 3D neural recognition
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Figure 6.2: Neural network for 3D points modeling in Cretu et al.
Figure 6.3: Extra surfaces generated for neural model learning in Cretu et al.
and verification system are listed as follows.
(1) Designing neural generative model for representation and reconstruction of 3D
faces,
(2) Significant reduction in the storage space used for the 3D point clouds, by
replacing the stored point clouds with the generated neural model representa-
tions,
(3) Using the generated presentation from the 3D regression models of gallery
set for recognition and verification against generated model representation for
probe points cloud,
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(4) Combining generated face model representation with Siamese network to gen-
erate a comprehensive framework for 3D face verification.
6.2 Proposed 3D Based Face Recognition System
In some cases, due to lighting conditions and/or makeup or other 2D effects in the
face image, the regular 2D image becomes insufficient for face recognition. In order to
address these issues, this work presents a 3D based face recognition system that is able
to work on the texture free 3D point clouds extracted by depth cameras to identify
or verify the person. In this regard, this research introduces a new technique for 3D
cloud regeneration using a neural generative model to handle the differences caused
by heterogeneous depth cameras, and to generate a new face canonical compact rep-
resentation. The proposed system reduces the stored 3D dataset size and if required,
provides an accurate dataset regeneration. Furthermore, the system generates neural
models for all gallery point clouds and stores these models to represent these faces in
the recognition or verification process. For the probe cloud to be verified, the system
obtains the 3D points cloud as an input with face landmark points. These landmark
points are then registered to reference points to align and to scale the input cloud
correctly. After the registration step, a neural model is generated for this prob cloud
to provide a compact representation of the 3D face data. The extracted neural model
is then applied to a face recognition or verification step to detect the best matched
model from the pre-stored gallery model presentations. This work also introduces
the utilization of Siames deep neural network in 3D face verification using generated
model representation as a raw data for the deep network. The complete proposed
system is depicted in Figure 6.4. The following sections will explain each step used
in the system.
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Figure 6.4: Proposed 3D based face recognition system.
6.3 3D Registration
The first step in the proposed system is the registration that transforms all 3D data
into a canonical standard position. This step involves 3D data using Iterative Closest
Point (ICP) algorithm. Before applying ICP on the input clouds, these clouds have
to be normalized around their means and to be placed inside a cube with maximum
dimensions of 2 × 2 × 2 with each axis having a range [−1, 1]. After the normal-
ization step, the landmark points registration is applied to obtain the suitable rigid
transformation between input landmark points and the reference points. The out-
put transformation is then applied to all input points to obtain the registered points
which will be used in the following steps.
6.3.1 Iterative Closest Point (ICP)
Iterative Closest Point (ICP), a.k.a., Iterative Corresponding Point, is an algorithm
used to obtain the corresponding points and transformations between two groups of
points in 2D or 3D. However, the algorithm is mostly used in the 3D cases for regis-
tration between some query mesh and standard canonical mesh. The main algorithm
was introduced in [89]. In this work the main goal is to obtain the optimum trans-
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formation matrix T = [R|t] (where R is the 3 × 3 rotation matrix and t is 3 × 1
translation vector) that can convert moving landmark points set M = {mi} to the
static points set S = {si}. Assuming that the number of points for both sets are
equal (NM = Ns), the objective function required to be minimized should be
f (T ) =
1
NS
Ns∑
i=1
‖si −Rmi − t‖2 . (1)
To achieve this goal the following steps are followed:
(1) Find the closest corresponding points (on Euclidean space) between Mk set
and S set. These correspondence set will be Yk = C (Mk, S).
(2) For the particular Yk, minimize equation (1) solving for the value of T (using
least square techniques). The solution will be Tk
(3) Apply Tkover Mk set to generate Mk+1 = RkMk + tk
(4) Repeat steps 1,2 and 3 until the stopping criteria are satisfied.
The only problem with this method is its computational complexity which reaches to
significant levels when the number of points are large (O (NmNs)). However, some
research uses other techniques rather than Nearest Neighborhood (NN), which used
in step 1, to improve the computation. K-D Tree is one of these alternative algorithms
that can be used for this improvement. Other modified versions of ICP have also been
introduced to make the algorithm more computationally efficient. As also stated in
[90] these techniques have been summarized in the following steps:
(1) Selection of some set of points in one or both sets.
(2) Matching these points to samples in the other set.
(3) Weighting the corresponding pairs appropriately.
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(4) Rejecting certain pairs by looking at each pair individually or considering the
entire set of pairs.
(5) Assigning an error metric based on the point pairs.
(6) Minimizing the error metric.
Based on the new steps, the algorithm will not work on these entire sets, but on some
selected samples from both sets. The sampling and rejection steps in the modified
algorithm improve the computation complexity, even though this new approach leads
to other concerns regarding the best sampling and rejection mechanisms that can be
used to obtain the best matching result.
6.4 Neural Regression Model for 3D Face Representation
As mentioned previously, one of the problems in the depth point clouds is the stor-
age size. The storage size for one face representation of about 80,000 points, which
is in the order of tens if not hundreds of mega bytes. Therefore, finding an alter-
native representation that can reduce the size while providing the same accuracy is
important. An additional concern is the variability of the number of points from
different cameras. This concern is valid regardless of that the image representing a
single person or multiple individuals. To address these issues, a new neural represen-
tation is proposed as shown in Figure 6.5. The proposed neural model will obtain X
and Y coordinates of the input points cloud and will generate the corresponding Z¯
values, which should represent the actual Z values of these points. The mathematical
representation of the model will be as the following equations:
Z¯i = tanh
(
nif
)
, (2)
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nif =
M∑
j=1
Wjf · tanh
(
nij
)
+Bf , (3)
nij =
(
W1j ·X i +W2j · Y i
)
+Bj, (4)
whereM is the number of hidden units, (X i, Y i, Zi) is a 3D point in the point cloud
and its corresponding output Z¯i and j is the hidden node index.
To obtain the weights W for a neural model, a loss function should be defined and
optimized. In this work, the Mean Squared Error (MSE) will be used as stated in
equation (5).
L (P ) = 1
N
N∑
i=1
∥∥Z¯i (X i, Y i, P)− Zi∥∥ 2. (5)
where P = {W1j,W2j, Bj,Wjf , Bf}, N is the number of samples in the points cloud,
Bj is the bias of the hidden node j and Bf is the bias of the final output node.
To solve this optimization problem, Levenberg–Marquardt Back-Propagation (LM)
as discussed in the previous chapter will be used to obtain the values of P that will
provide the minimum Mean Squared Error (MSE).
The main advantage of this proposed model is:
• Easer in data augmentation (if the model is used as a raw data features for
the verification process as will be explained later): in various machine learning
problems, the number of available samples for training or testing are lim-
ited. To overcome this issue, data augmentation is commonly used to generate
additional samples by manipulating the existing data (via shifting, rotating
and clipping in the case of image learning). However, in 3D cases, especially
for faces, these processes can generate limited number of samples. For the
proposed model however, significantly large numbers of new models can be
generated for the same face by only swapping rows in the matrix P . For ex-
ample, assuming the structure of the network is 2-500-1 (2 is the number of
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inputs, M is 500 and 1 output) and the value of Bf will not change and will be
added after flatten the matrix, then if P1 =

w11 w21 b1 w1f
w12 w22 b2 w2f
w13 w23 b3 w3f
...
...
...
...
w1M w2M bM wmf

then
P2 =

w13 w23 b3 w3f
w12 w22 b2 w2f
w11 w21 b1 w1f
...
...
...
...
w1M w2M bM wmf

will also generate a new model that repre-
sents the same face as P1 by only swapping rows 1 and 3. Therefore, assuming
that M equal to 500, this technique can generate 500! different model for the
same face from a single model.
• Reduce the storage size of the face representation: because to store a 3D face
only the network weights need to be stored (assuming the network structure
is known). For instance, if the network structure is (2-500-1), the number of
stored weights will be 2001 (taking into account the network biases). This
means that instead of storing about 80,000 double precision numbers or more
(the original number of points in the cloud), only 2,000 float precision numbers
can be stored which will improve the storage size with a factor of 80.
• Can be used in 3D super-resolution: the neural generated model designed
in this work is a regression model that can be used for smoother accurate
interpolation to generate higher resolution version from the original 3D points,
which can considered as 3D super-resolution algorithm.
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Figure 6.5: Proposed neural representation of face depth data .
6.5 Levenberg–Marquardt Back-Propagation
As shown in Chapter 2, in the Gradient Decent Back-Propagation algorithm, the
back-propagated recurrent form of sensitivity at layer k in the neural network has
been formulated as
δk = F˙ k
(
nk
)
.W k+1
T
.δk+1, (6)
where
F˙ k
(
nk
)
=

f˙k
(
nk (1)
)
0 · · · 0
0 f˙k
(
nk (2)
) · · · 0
...
... . . .
...
0 0 · · · f˙k (nk (Sk))

, (7)
and
f˙k
(
nk (i)
)
=
dfk
(
nk (i)
)
dnk (i)
. (8)
where fk
(
nk (i)
)
is the activation function of node i in layer k and nk (i) is the
76
output of node i in layer k.
The Gradient Decent method works well when the network task is a classification
with softmax loss function. However, for some tasks, the loss function stated in
Chapter 2 section 3 is defined as Mean Squared Error (MSE) function between neural
network output aMand required output y. Based on this, the loss function can be
defined as
ei (W ) =
(
yi − aMi (W )
)
, (9)
L (W ) = 1
2
N∑
i=1
e2i (W ) , (10)
where N = Q× Sm
Based on Levenberg–Marquardt algorithm used in [33], weights and biases update
can be calculated as
∆W = − [∇2L (W )]−1∇L (W ) , (11)
where ∇2L (W ) is the Hessian matrix and ∇L (W )is the gradient. The gradient
term can be expressed as
∇L (W ) = JT (W ) e (W ) , (12)
where e (w) =

e1 (W )
e2 (W )
...
eN (W )

, and the Hessian matrix can be approximated as
∇2L (W ) = JT (W ) J (W ) , (13)
77
where J is the Jacobian matrix stated as
J (W ) =

∂e1(W )
∂W1
∂e1(W )
∂W2
· · · ∂e1(W )
∂Wn
∂e2(W )
∂W1
∂e2(W )
∂W2
· · · ∂e2(W )
∂Wn
...
... . . .
...
∂eN (W )
∂W1
∂eN (W )
∂W2
· · · ∂eN (W )
∂Wn

, (14)
From equations (12), (13), (14) and (11) can be expressed as
∆W =
[
JT (W ) J (W )
]−1
JT (W ) e (W ) , (15)
Adding one more control parameter the update can be stated as
∆W =
[
JT (W ) J (W ) + µI
]−1
JT (W ) e (W ) , (16)
The new added parameter µ is used as a variable step control for the updates based
on the loss value. Every time the loss L (W ) reduces, the value of µ is divided over
some other constant parameter β to go closer to the minimum loss value.
Applying the new equation to back-propagation algorithm in section 3 resulting in
new weight update equation
∆wk+1 (i, j) = −α. ∂Lq
∂wk+1 (i, j)
= −α.∂
∑SM
m=1 e
2
q (m)
∂wk+1 (i, j)
, (17)
∆bk+1 (i) = −α. ∂Lq
∂bk+1 (i)
= ∆bk+1 (i) = −α.∂
∑SM
m=1 e
2
q (m)
∂bk+1 (i)
, (18)
Identical steps used in the regular back-propagation can also be used with the LM
method to fill the Jacobian matrix with small modification at the final step
δM = −F˙M (nM) . (19)
Based on these equations, the LM back-propagation algorithm will work as follows:
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Algorithm 2 Levenberg–Marquardt algorithm
Apply all Q inputs to the network and calculate network outputs and errors corre-
sponding to these output and loss value.
(1) Use equations (19), (8), (7), (6), (14) to calculate Jacobian matrix (other
efficient Jacobian calculation methods can be used in this step).
(2) Solve equation (16) (using Cholesky factorization) for the ∆W .
(3) Use the calculated ∆W to calculate the new value of W + ∆W .
(4) Check the new loss value, if the loss value decrease, then decrease µ by β ,
update W = W + ∆W and go to step 1. If the loss didn’t reduce increase µ
by β and go to step 3.
(5) Repeat the these steps until the stopping criteria are satisfied.
6.6 Recognition and Verification
Using similarity metric for face verification is proven to be an efficient method,
especially if the number of images per class is low. Therefore, this work utilizes the
similarity metric method with Convolutional Neural Network (CNN) to perform a
Siamese Network that will be applied in the final step of the proposed system to
perform the verification process.
As explained in Chapter 3, using Siamese Network for face verification has been in-
troduced in [36], where two input images X1 and X2 are applied to the same nonlinear
mapping GW to extract the main features that minimize the main energy function
E when X1 and X2 belong to the same person and maximize it when they belong to
different persons. The typical structure for this network is shown in Figure 6.6 [36].
The formal definition of the function E can be expressed as in equation (20)
E (W,X1, X2) = ‖GW (X1)−GW (X2)‖ , (20)
where W are the shared weight filters between the two input images.
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Figure 6.6: Typical structure of Siamese network.
To achieve this goal for the E function, the loss function should monotonically
increase with same person pairs’ energy and monotonically decrease with different
persons pairs’ energy. Based on this, the final loss function will be formed as in
equations (21),(22),(23),(24),(25)
L (W ) =
N∑
i=1
L
(
W, (Y,X1, X2)
i
)
, (21)
L
(
W, (Y,X1, X2)
i
)
= Y ·Ls
(
E (W,X1, X2)
i
)
+(1− Y ) ·Ld
(
E (W,X1, X2)
i
)
, (22)
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Ls
(
E (W,X1, X2)
i
)
=
2
Q
(
E (W,X1, X2)
i
)2
, (23)
Ld
(
E (W,X1, X2)
i
)
= 2Q · e(− 2.77Q E(W,X1,X2)i), (24)
Y =

1 X1 ≡ X2
0 X1 6≡ X2
. (25)
where N is the number of training samples, Y is equal to 1 if X1 and X2 belong to
the same person and 0 if they present different persons. Ls is the loss function in the
case of same persons, Ld is the loss function in the case of different ones and Q is a
constant representing the upper bound of E.
Since the energy is monotonically changing for both Ls and Ld, the optimization of
the loss function can be easily achieved using simple gradient decent algorithm, and
the weights W can be learned using back-propagation algorithm.
Based on that the final step of the proposed system (involves detecting the identity
of the query person or verifying his/her identity) will utilize this structure of the
network. For the proposed system, the extracted weights P from the previous section
constiture the feature vector used in the recognition or verification process. This
means that a 1D Siamese structure network will be used for this verification task.
The network structure is depicted in Figure 6.6. However, X1 and X2 will be replaced
by vectorized P1 and P2 extracted from the previous step. All calculations stated by
equations (20),(21),(22),(23),(24) and (25) will remain identical. However, W will
consist of 1D vectors as opposed to 2D as in the original case.
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Figure 6.7: Structure of the network used in the experiment.
6.7 Results
The proposed system has been tested over the Bosphorus [91] database. This
dataset consists of 3D and textures for 105 persons with different facial expressions.
For this test only the 3D faces with natural expressions are used to test the efficiency
of the proposed neural model. Each person has between 1 to 4 natural faces with
a total of 299 natural 3D texture free faces. The target mean squared error (MSE)
value for the trained models is below 0.0002. The network structure for this problem
is provided in Figure 6.7. For the sake of simplicity, only one hidden layer is used in
the experiment with the number of nodes in the hidden layer being 500. The proposed
neural model has been implemented using Neural Network Toolbox of MATLAB.
As shown in the sample training in Figure 6.8, the training loss improved in the
first 100 epochs. Following this, all upcoming epochs worked as fine tuner for the
learning parameters.
A sample of the resulting regression model accuracy is shown in Figure 6.9. It can
easily be observed that the accuracy of the generated model is more than 99% for
presenting target points cloud. Out of all trained models, 100 models achieved the
required training MSE of 0.0002, and 170 models terminated when the maximum
number of epochs were reached with an average MSE of 0.00031, which is still consid-
ered to be very low error. Also as shown in Figure 6.10, only few models (29 models)
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Figure 6.8: Training performance of one of the generated models.
terminated for achieving maximum gradient or maximum µ value for equation (16).
Figure 6.11 shows a sample of the generated points cloud compared to the original
one. As also seen in this figure, the original depth points cloud contains a significantly
large noise due to camera and environment. However, the generated points cloud is
smoother and provides better view of 3D faces.
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Figure 6.9: Regression result for one of the generated model.
A Siamese network followed by a verification system has been implemented using
Caffe library with Python wrapper. The structure of the this network is shown in
Figure 6.13. The 299 neural models which are generated for the 105 persons have been
used for training and testing. Pairs from the generated models have been selected as a
positive (pairs for the same person) and negative (pairs for different persons) training
data for the Siamese network. Since the number of positive samples are so limited,
the data augmentation technique proposed in section 4 has been used to generate
additional pairs for the training and testing. Using this data augmenting technique,
the number of generated samples for same person class (positive pairs) is 50,000
samples and for different person class (negative pairs) is 70,000 samples. As it can
also be seen from Figure 6.12, the loss function of the trained network did not over-
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Figure 6.10: Number of training models and their stop conditions.
Method Recognition Rate (%)
ICP-based holistic approach [81] 71.39
Average Regional Models (ARMs) [81] 95.87
HoG+HoS+HoGS [82] 98.8
proposed Siamese Network 98.82
Table 6.1: Comparison of recognition rate using different techniques over 3D faces of
Bosporus dataset.
fit, and the network is efficiently trained. The accuracy of the trained network over
training pairs achieved %99.9 and %98.82 for testing pairs. The receiver operation
characteristic (ROC) and Precision-Recall curves for the trained network over the
testing pairs are also shown in Figure 6.14. As also provided in Table 6.1, the achieved
verification performance is comparable to the state-of-the-art results published on the
same dataset on the natural expression faces. These techniques include ICP, Average
Regional Models (ARMs), Histogram of Gradient (HoG), Histogram of Shape index
(HoS), Histogram of Gradient Shape index (HoGS) and the fusion of these histograms
(HoG+HoS+HoGS). Once again, these generated neural models for these faces can
regenerate the 3D point clouds again to be utilized with any of these mentioned
recognition technique.
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Figure 6.11: Sample of original depth points cloud (a) and points cloud generated by
regression model (b).
6.8 Conclusions
In this work, a neural generative modeling technique for texture free 3D faces has
been proposed. This neural models have been used for presentation and regeneration
of the 3D faces. The proposed models have been proved to be an accurate represen-
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tation of the original 3D point clouds with additional benefits such as reducing the
storage size of the 3D cloud, and its ability to accommodate interpolation and 3D
super-resolution. The weights of the trained models have been used as a raw data
with Siamese CNN network for a complete neural 3D face recognition and verification
system. These weights have advantage over the regular 3D clouds for data augmen-
tation. Furthermore, they allow generation of additional models from a given single
model, which makes this technique advantageous for small dataset recognition (one
of the limitations of using CNN that it required large dataset for training and valida-
tion). The Siamese network has been trained over the generated pairs (positive and
negative) from the trained models. The results obtained from the trained Siamese
network outperformed all reported results over the Bosporus dataset for the natural
3D faces.
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Figure 6.12: (a) Training loss of the Siamese Network over 50000 iterations and (b)
testing loss of the Siamese Network and (c) testing accuracy of the same network for
verification.
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Figure 6.13: Proposed structure of Siamese network
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Figure 6.14: (a) ROC curve of the Siamese network over testing data and (b)
Precision-Recall curve for the same network on the same data.
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CHAPTER 7: CONCLUSIONS
This dissertation presented two systems for face recognition. The first one involves
a framework for unconstrained 2D large scale face recognition. To handle large scale
datasets, a new data manipulation algorithm based on hierarchical sub-graph selec-
tion technique (HSGS) has been developed. This algorithm aims at overcoming the
limitations of large datasets in the standard face recognition techniques. This algo-
rithm creates small sub-graphs, selects the best matches from each sub-graph, and
then dynamically creates next-level sub-graphs until a single group remains. The
best match from this final group is then accepted as the rank 1 final result of the
face recognition process. The study also investigated the best approach for creating
sub-graphs by developing an objective function that can be used for detecting the
best dissimilarity between groups at all levels. Detailed testing on large benchmark
datasets indicates that the proposed method is highly efficient with a sub-graph size
of approximately 50 nodes (images) for the Eigenface technique. Compared to the
standard Eigenface algorithm, the new hierarchical sub-graph selection technique im-
proved the recognition rate by more than 40% on some datasets, and by more than
2% compared to the mean based dissimilarity method. The future work will focus on
applying the hierarchical technique to additional unsupervised face recognition algo-
rithms such as LBP, SURF and other unsupervised computer vision algorithms that
suffer from degradation in recognition rate due to large dataset sizes. This system
also proposed integrating different preprocessing modules, such as super-resolution
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and 3D alignment, that can be used to improve the quality of input query images
in wild environments. A comprehensive study about the effect of these two modules
on high dimensional features for unsupervised face recognition has been introduced.
This study concluded that applying the super-resolution algorithm after the 3D align-
ment improves the recognition rate because the interpolation steps involved in the
alignment module. The system also introduced the integration of face recognition
and verification by using Siamese network on top 50 matches to improve rank 1
recognition rate of the overall framework. Further improvements can be achieved for
this framework by adjusting the parameters of Siamese network, alignment module,
super-resolution and the hierarchical sub-graph algorithms. The framework has been
applied to challenging datasets such as FERET and FRGC v2.0 to test the robustness.
The second system introduced in this work is a 3D based framework for face recog-
nition and verification. The proposed framework developed neural generative models
from the input registered 3D point clouds, and used the generated models as a new fea-
tures representation for the original clouds. Experiments on Bosporus dataset showed
that the average Mean Square Error (MSE) for all generated models is 0.00037 (which
is very low and close to the target MSE 0.0002) and the accuracy for representing the
original point clouds is above 99%. The models resulted in improved noise reduction
over the original cloud. An average scaling factor of 80 has been achieved between
the size of the original stored point clouds and the generated models representations.
The achieved verification rate of the generated models using Siamese Network with
a binary classifier was over 98%. For the 3D based recognition framework, further
improvement can be achieved by improving the registration step for the gallery and
query input point clouds and more testings can be done on faces with different ex-
pressions and resolutions.
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