Abstract. We consider several basic classes of tolerance relations among objects. These (global) relations are de ned from some prede ned similarity measures on values of attributes. A tolerance relation in a given class of tolerance relations is optimal with respect to a given decision table A if it contains only pairs of objects with the same decision and the number of such pairs contained in the relation is maximal among all relations from the class. We present a method for (sub-)optimal tolerance relation learning from data (decision table). The presented method is based on rough set approach. We show that for some basic families of tolerance relations this problem can be transformed to a relative geometrical problem in a real a ne space. Hence geometrical computations are becoming useful tools for solving the problem of global tolerance relation construction. The complexity of considered problems can be evaluated by the complexity of the corresponding geometrical problems. We propose some e cient heuristics searching for an approximation of optimal tolerance relations in considered families of tolerance relations. The global tolerance relations can be treated as patterns in the cartesian product of the object set.We show how to apply the relational patterns (global tolerance relations) in clustering and classi cation of objects.
Introduction
In rough set theory 10] the notion of set approximation has been introduced by using equivalence relation de ned on the set of objects. In some cases, it is necessary to generalize this notion by using tolerance relation (similarity relation) 4, 15] .The tolerance relation can be de ned in many di erent ways. Often tolerance relations are given by introducing some local similarity measures on values of attributes together with some rules of composing those local similarities into global ones.
One of the main problem of methodology for data mining is to develop methods for automatic pattern extraction from data. In our previous papers 7, 8] we have suggested to search for such patterns in the form of templates. Using them it was possible to decompose a given table into a family of subtables corresponding to these patterns and to create subdomains of a given space of objects. The objects from any subdomain have many common features what suggests that they can create a "regular" subdomain for which strong decision rules can be generated.
In this paper we consider patterns de ned by tolerance relations. These patterns correspond to some (sub-)optimal tolerance relations extracted from data. In this way we propose rather to search for (sub-)optimal tolerance relations from data in prede ned classes of tolerance relations than by assuming apriori their form (as it is often done when clustering methods are used).
In searching for tolerance relations from data we follow a method proposed in 14] based on rough sets. We propose a method of searching for (sub-)optimal tolerance relation (with respect to the number of the pairs of objects with the same decision from this relation) by transforming the considered problem to the problem of approximate description of some regions in a ne space R k , where k is equal to the number of (conditional) attributes.
We consider several classes of tolerance relation. Any class is characterized by a rst order formula and some parameters which are tuned in the optimization process. For any of these classes we propose strategies searching for (sub-)optimal tolerance relation in it i.e. described by a maximal set of object pairs having the same decision. We illustrate how the extracted patterns can be used for cluster construction and classi cation of new objects. The pair (X; X) is referred to as the rough sets of X.
Tolerance relation
Indiscernibility relation is a useful tool of rough set theory, but in many cases it is not su cient, in particular, when we deal with real value attributes. In this case almost every object di ers from another. (1) where ( 1 ; 2 ; :::; k ) is a rst order logic propositional formula and R is its realization in a relational structure of real numbers such that R (0; :::; 0) = true. By C k we denote the set (r 1 ; r 2 ; :::; r k ) 2 R k : 0 r i ; for i = 1; :::; k . For any relation de ned by (1), the interpretation of is de ned by := f(r 1 ; r 2 ; :::; r k ) 2 C k : R (r 1 ; r 2 ; :::; r k ) = trueg C k : (2) One can de ne di erent tolerance relations using di erent formulas ( 1 ; :::; k ) :
We list some basic families of parameterized tolerance relations used in the paper: for any objects x; y 2 U:
The relation is optimal in the family T for a given A if contains the maximal number of pairs of objects among tolerance relations from T consistent with A:
3 Extraction of global tolerance relation from data Let A = (A; U fdg) be a decision table and let a be a similarity measure for any attribute a 2 A. The problem of extracting a tolerance relation in a given class T is a searching problem for parameters such that the tolerance relation with the parameters found in searching process is optimal. The searching problem for the optimal tolerance relation is of high complexity.
Our goal is to search for a sub-optimal tolerance relation that discerns between all pairs of objects with di erent decisions and identi es maximal number of pairs of objects with the same decision.
In the rst stage of tolerance relation construction, we de ne a new decision The searching problem for a sub-optimal tolerance relation for table A among relations from a given class T of tolerance relations can be considered as the problem of decision rule extraction from the decision table B. We are looking for decision rules describing the decision class corresponding to D = 0, i.e. the class associated with pairs of objects of the table A with the same decision. Our goal is to search for the rule of the form a We want to extract the similarities of fruits of one category. The data about apples and pears are shown in Figure 1 .
Below we present a geometrical interpretations of some standard tolerance relations in the space of pairs of objects from the fruit table.
1. The relation, called the descriptor conjunction, is de ned by hx; yi 2 1 (" 1;:::; " k ) ,â i2A ai (x; y) " i ] (3) where " 1 ; :::; " k 2 R + . The interpretation of 1 (" 1;:::; " k ) (see (2) ) is given by 1 (" 1;:::; " k ) = f(r 1 ; :::; r k ) 2 C k : 0 r i " i for i = 1; :::; kg 1 (" 1 ; :::; " k ) is an interval in R k with boundaries " 1 ; " 2 ; :::; " k ; it is attached to the origin O of axes (Figure 2b) . When " 1 = ::: = " k = " instead of general interval in R k we have hypercubes (Figure 2a) . By T 1 we denote the family of all hypercubes and by T 2 we denote the family of all relations de ned by 
Heuristics
The time complexity of the searching problem for optimal tolerance relation parametrized by k parameters for a set of n objects is O(n k ); because we have to test all possible values of parameter vector, where the number of possible values for one parameter is usually O (n). This time is not feasible, when the dimension of the problem is large (the number of points n and the dimension k of the space are large ). We show, that the approximations of some tolerance relations can be constructed if its geometrical description is known. Below we present heuristics for two important tolerance relation classes.
Searching for description conjunction
The rst example of tolerance relation classes is the descriptor conjunction (" 1 ; :::; " k ) (see (3)) having the following interpretation (" 1;:::; " k ) = (r 1 ; :::; r k ) 2 C k : 0 r i " i for i = 1; :::; k (5) One can see that for given " 1;:::; " k , the set (5) is included in the interval I (" 1;:::; " k ) from R k : Our goal is to search for parameters " 1;:::; " k such that the interval I (" 1;:::; " k ) consists of "white" points only and, at the same time, as many as possible of them.
We start from the empty interval I 0 (with one null boundary, let " 1 = 0).
The idea of the algorithm is based on construction of a sequence of intervals by transforming any successive interval I i to a new interval I i+1 . Among generated intervals, we choose the best one. Transformation is performed by gradual augmenting the parameter " 1 ; and by decreasing some of the remaining parameters so, that the interval I i (" 1 ; :::; " k ) is still consisting of while points only and including as many as possible points. The algorithm can be presented as follows:
Input: The set of labeled points from the space R k : Output: Parameters f" 1 ; :::; " k g of the sub-optimal interval.
1. Set " 1 = 0 and " i = 1 for i = 2; :::; k. 2. Gradually augment the value of " 1 to obtain a new interval I (" 1 ; :::; " k ) 3. If the interval I (" 1 ; :::; " k ) contains black points then decrease some of the remaining parameters to eliminate "black" points from interval I (" 1 ; :::; " k ) : We choose such parameters to optimize the number of "white" points belonging to the modi ed interval. This hyperplane is determined by (k + 1) parameters. Any hyperplane divides the space into two half-spaces. We say the hyperplane H is satisfactory if the half-space below the hyperplane H contains only "white" points. Our goal is to search for a satisfactory hyperplane H with the (semi-)maximal number of "white" points below it.
The algorithm starts with randomly chosen hyperplane H = P k i=1 w i x i +w: We generate a set of satisfactory hyperplanes starting from H. Among them we choose the best one. The satisfactory hyperplane can be computed on two stages.
At rst we rotate the hyperplane H to obtain a new hyperplane (i.e. determines a new partition of point set). Then we translate it until the points below hyperplane are all "white". The hyperplane H can be rotated by xing k parameters, for example w; w 1 ; :::; w j?1 ; w j+1 ; :::; w k and modifying only one parameter w j . We are interested in a values of w j such that the modi ed hyperplane determines a new partition of set of objects. The idea is based on observation that a point Input: The set of labeled points of the space R k : Output: Parameters fw; w 1 ; :::; w k g of the optimal satisfactory hyperplane. n , where n is a number of points and k is the dimension of a space. 6 Tolerance relation in classi cation problems 6.1 Clustering method Let A = (U; A) be an information system. Given a consistent tolerance relation de ned on the universe U we de ne its by = S n 0 n : The cluster C can be de ned as the object set such, that if x; y 2 C then x y: The clusters of the universe U can be constructed in a straightforward way repeat Choose x 2 U; C = x] ; U = U n C; until U = ;
One can see that clusters determined by the algorithm are disjoint and they contain the objects with the same decision. We can use those clusters for classication of new cases in di erent ways. One example of classi cation strategy is presented below:
Step 1 : Every cluster C i is characterized by its center c i and its mass m i (Number of objects belonging to the cluster C i );
Step 2 : De ne the distance function d;
Step 3 : For a new object x, the number p i (x) = mi d(ci;x) is a gravitation power measure of the cluster C i in uencing the new object x. The new case x is classi ed to the cluster with the maximal gravitation power p i (x).
Classi cation: Nearest Neighbours Method
For a given tolerance and any object x one can de ne the set of neighbours of x in the tolerance sense. The set of neighbors of x is de ned gradually as follows: NN 1 (x) = fy : y xg NN k (x) = n y : W z2NN k?1 (x) x z^z y o Having a set of neighbours of the object x, one can classify x using di erent strategies, for example one can take a majority rule as the standard criterion. Classi cation process of new objects is presented below
Step 1 : Construct the set of neighbours NN k (x) of x for some k. We choose the value k in such way that the set NN k (x) contains no less then M objects from training set.
Step 2 : Use M nearest neighbours of x to vote for the decision on x. The object x is classi ed to the decision class supported by the maximal number of objects from the NN k (x) :
7 Conclusion
We have presented a new approach for extraction relational patterns in data. These patterns are described by tolerance relations extracted from data. The searching problem for optimal patterns can be transformed to some geometrical problems because almost all standard tolerance relations can be described by some regions in the space R k : Hence one can extract tolerance relations from data by constructing approximation of corresponding regions. We have proposed some heuristic for the some important parametrized relation classes. We are working on the implementation of proposed methods.
