In recent years, the increase in mail-order users tends to increase the demand for robot unmanned transport vehicles that transport packages in warehouses and factories. However, the unmanned transport vehicle currently in use runs on magnetic tape and stops when there is a load on the runway, so transport efficiency is poor. So there is a need to detect and avoid obstacles. Currently, ultrasonic sensors, PSD sensors, cameras and 2-D LiDAR are used as obstacle detection sensors. These sensors have several disadvantages. Ultrasonic sensors and PSD sensors can only measure at a point (one dimension) and are susceptible to illumination and noise. In the case of a camera, it is necessary to update the background image, which is time-consuming and costly. Although 2-D LiDAR can be measured in a wide range, it requires a drive system equipped with a rotating mirror etc. and has problems with cost and durability. In order to solve the above problems, in this research, an obstacle is detected using a line laser and a camera, and the distance to the obstacle and the shape are recognized to avoid the obstacle and transport it efficiently. We propose an obstacle recognition method. In this method, not only obstacle detection but also shape recognition can be carried out, and even if there is an obstacle on the runway, it can be flexibly avoided and efficiently transported.
Introduction
In recent years, the number of users of mail order is increasing worldwide. In order to support this, it is required to streamline the work of managing and transporting a large amount of luggage in a warehouse or factory. The routes of many unmanned transport vehicles currently used are determined in advance. If there is an obstacle on the route, the AGV will stop. In addition, there is a possibility of collision, which is dangerous. The technology of obstacle detection is also important for safety. In warehouses and factories, the environment in which humans and robots work together is common and needs to coexist well. Humans move irregularly. In warehouses and factories, there are various shapes other than rectangular parallelepipeds such as cardboard. Robots cannot move in anticipation of irregular movements. Moreover, it is necessary to recognize various shapes other than a box. In order to avoid these obstacles, it is necessary to detect obstacles widely and to detect them instantly.
Ultrasonic sensors, PSD sensors, cameras, and 2-D LiDAR are used as obstacle detection systems currently in use. However, these require some drawbacks. Ultrasonic sensors can be measured only in one dimension, and a large number of sensors are required to measure widely. Also, the influence of noise is large and errors are likely to occur. PSD sensors are subject to errors due to light reflected from the floor. In addition, this can also be measured in one dimension as well, and a large number is required to measure in a wide range. In the method of detecting by image processing using a camera, it is necessary to capture a background image, which is very time-consuming. In addition, information 2-D LiDAR, which is obtained at one time, requires a drive system equipped with a rotating mirror for detecting a laser. This is costly and has a drawback that it is expensive due to its complicated configuration and difficult to repair.
In order to solve the above problems, this research proposes a method to detect various obstacles using a line laser and a camera. In this way, obstacles can be widely detected. Moreover, since there is no restriction in the form, it can correspond to any form. The calculation is also simple and can be detected instantaneously.
Obstacle recognition method of this system
The outline of the system configuration is shown in Fig1. Fig. 1 shows a conical obstacle placed in front of the robot. As shown in Fig 1, the system mounts a green line laser on the robot and illuminates the floor. We shoot the situation with a camera.
Fig. 1 Outline of this research system configuration
An example of the obtained image is shown in Fig 2. Extract the laser line from the image taken by the camera.
Fig. 2 Line laser irradiation

Laser line extraction processing
The green line laser shown in Fig.2 is extracted by image processing as follows. As preprocessing, the image is subjected to HSV conversion and mask processing. By doing so, the green line laser can be highlighted and extracted. However, since there is a possibility of extracting green other than the line laser, the area other than the line laser is erased in advance. Therefore, quick and accurate extraction is possible.
As shown in Fig. 2 , when there is an obstacle in front of the robot, the straight laser line is broken. Therefore, when the straight line is broken, it can be determined that an obstacle exists in front of the robot. Before calculation, determine the position and angle of the line laser in advance. 
Calculation principle of the distance to the obstacle
In this section, the distance to the obstacle is determined using the line laser extracted in Section 2.1.
As shown in Fig. 5 , the distance to the obstacle is defined as D [cm]. Here, the distance between the irradiation target of the line laser and the robot is defined as L [cm], and the height at which the line laser is installed is
As shown in Fig. 5 , an obstacle having a slope causes a difference between the position where the line laser is irradiated and the distance D. It is necessary to correct this. [pixel] of the image size. Therefore, formula (1) is obtained.
Distance D calculation formula
The distance D is obtained from the similarity relation between two triangles. As shown in Fig. 5 , there are ⊿OAB and ⊿OA'B '. The following equation (2) can be obtained using determined by equation (1).
Obstacle width calculation principle
As shown in Fig. 4 
Experiment and consideration
Outline of experimental system
The outline of the system proposed in this research will be described using Fig.5 . These are composed of a line laser polarized in a line shape using a semiconductor laser as a rod lens, a camera, and a personal computer. As shown in Fig. 5 , the camera is placed at a low position of the mobile robot, and the line laser is placed at a high position. Shoot the line laser on the floor with a camera and input it to a PC.
In this research, the camera is EOS M10 made by Canon and the semiconductor laser is the MLXL series of Kikko Giken at a wavelength of 520 [mm].
Obstacle height detection
In this experiment, the distance L between the irradiation target of the line laser and the robot was set to 1.5 m. As obstacles, pyramids, prisms, cones, cylinders and four types of obstacles were used. Moreover, it is a material plastic and paper of an obstacle, and it is not a mirror surface or glass but a material which does not transmit light. The distance D between the obstacle and the robot was changed by 10 cm at a time. The height is measured by changing the distance X between the obstacle and the robot. [cm] . The higher the height, the closer the obstacle is to the robot. The higher the difference is the difference in perspective. When the theoretical value = 13, 6.5 [cm], the average error is about 1 cm and it can be said that the accuracy is very good. It was also found that the height can be detected regardless of the shape of the obstacle.
Distance detection between obstacle and robot
The distance D between the obstacle and the robot is calculated using the result of 3.2. The distance D is measured while changing by 10 cm. The measurement results are summarized in Table 2 . From Table 2 , the error between the obstacle and the robot is up to 2.35 [cm] and the average is 1.07 [cm]. The pyramid and cone cause a difference in the distance D between the point irradiated by the line laser and the robot due to the inclination. The value to correct this is shown in parentheses. Since the error is a ratio of 1% with respect to the distance L = 150 cm, it can be said that the accuracy is sufficiently avoidable.
Table2 : Measurement result of distance
Obstacle width detection
If the line laser irradiated to the floor is not straight but discontinuous, it is determined that there is an obstacle in front of the robot. In this experiment, it calculates using the result of 3.2 and 3.3. The results of calculating the width of obstacles are shown in Table 3 .
From Table 3 , the error of the width of the obstacle is up to 1.92 [cm] and the average is 0.67 [cm] . It can be seen that there is no difference in measurement regardless of the shape of the obstacle. 
Conclusions
Calculation of height , calculation of distance D, and average value of calculation of width of obstacles are summarized in graphs 6 to 8 for each shape of obstacle.
There is no difference between the obstacles in the error that occurs from Fig. 6-8 . The method I propose can measure widely and can measure accurately by simple processing.
The method I proposed solves the problems of the conventional method. Processing is simpler than camera processing alone. It is not susceptible to indoor lighting and light from the outside. It is not easily affected by noise. Just set the distance between the laser and the robot. Spare work can be reduced.
Furthermore, it can be detected regardless of the shape of the obstacle. The method I propose can only detect at the part where the line laser is irradiated. An obstacle with a large inclination angle cannot be detected until the line laser is irradiated. This point is a future subject.
As future issues, it is necessary to detect the depth of obstacles and to detect obstacles that are not stationary. 
