Abstract: Estimating individual tree diameters at breast height (DBH) from delineated crowns and tree heights on the basis of airborne light detection and ranging (LiDAR) data provides a good opportunity for large-scale forest inventory. Generally, ground-based measurements are more accurate, but LiDAR data and derived DBH values can be obtained over larger areas for a relatively smaller cost if a right procedure is developed. A nonlinear least squares (NLS) regression is not an appropriate approach to predict the aboveground biomass (AGB) of individual trees from the estimated DBH because both the response variable and the regressor are subject to measurement errors. In this study, a system of compatible individual tree DBH and AGB error-in-variable models was developed using error-in-variable regression techniques based on both airborne LiDAR and field-measured datasets of individual Picea crassifolia Kom. trees, collected in northwestern China. Two parameter estimation algorithms, i.e., the two-stage error-in-variable model (TSEM) and the nonlinear seemingly unrelated regression (NSUR), were proposed for estimating the parameters in the developed system of compatible individual tree DBH and AGB error-in-variable models. Moreover, two model structures were applied to estimate AGB for comparison purposes: NLS with AGB estimation depending on DBH (NLS&DD) and NLS with AGB estimation not depending on DBH (NLS&NDD). The results showed that both TSEM and NSUR led to almost the same parameter estimates for the developed system. Moreover, the developed system effectively accounted for the inherent correlation between DBH and AGB as well as for the effects of measurement errors in the DBH on the predictions of AGB, whereas NLS&DD and NLS&NDD did not. A leave-one-out cross-validation indicated that the prediction accuracy of the developed system of compatible individual tree DBH and AGB error-in-variable models with NSUR was the highest among those estimated by the four methods evaluated, but, statistically, the accuracy improvement was not significantly different from zero. The main reason might be that, except for the measurement errors, other source errors were ignored in the modeling. This study implies that, overall, the proposed method provides the potential to expand the estimations of both DBH and AGB from individual trees to stands by combining the error-in-variable modeling and LiDAR data and improve their estimation accuracies, but its application needs to be further validated by conducting a systematical uncertainty analysis of various source errors in a future study.
Introduction
The timely and cost-effective acquisition of forest inventory data, including forest carbon, at a large scale, has long been of concern for sustainable management and planning of forest ecosystems [1, 2] . Tree diameter at breast height (DBH) and biomass are the two of the most common measures of tree size in forest mensuration. Moreover, tree DBH and biomass are also two essential factors in forest growth and yield modeling. Although tree DBH can be easily measured on the ground with high accuracy, ground measurements of tree biomass are less accurate and often difficult, time-consuming, and costly. Consequently, DBH is usually measured for all trees in ground-based forest inventories, experimental and permanent growth plots, but tree biomass measurements are usually obtained from an affordable number of sample trees [3] . Correspondingly, a large number of aboveground biomass-, belowground biomass-, and total biomass-DBH equations have been developed for numerous species in many forest types over the last 20 years [2] [3] [4] [5] [6] [7] [8] . As a result of these studies, predicting tree biomass from DBH has become a well-established technique, widely applied in forest inventory and growth and yield predictions. However, the collection of DBH data at a large scale can also be costly and time-consuming.
The affordability and capability of high spatial resolution images from airborne sensors and satellite systems have made it possible to accurately extract information of tree variables from the images at a large scale and then establish the relationship of a tree biomass with the tree variables that are measurable on the ground and can be also accurately estimated from the images [9] [10] [11] [12] [13] [14] . Therefore, the methods for obtaining DBH have shifted from conventional ground-based forest inventories to modeling and prediction based on remote sensing technologies [11, [15] [16] [17] .
Light detection and ranging (LiDAR) is one of the most promising remote sensing technologies for estimating various biophysical properties of forests and has been widely applied in forest measurement and inventory over the past two decades [14, 18] . The technique, implying the automatic extraction of information of individual trees instead of stands on the basis of LiDAR data, has drawn great attention in recent years [1, 11, 19] . LiDAR provides accurate estimates of terrain elevation and vegetation height, and this holds even on sloped terrain or in dense and complex forests [20] . The use of LiDAR data is appropriate to estimate tree DBH and biomass, as point clouds generated from forest canopies can accurately depict the physical characteristics of the canopy surface and structure [21] . The physical characteristics, including tree height, crown projection area, crown diameter and shape, are often significantly correlated with the tree DBH and biomass, and have been commonly utilized to develop their relationships with either DBH or biomass and further obtain LiDAR-derived tree variables-DBH or -biomass models [1, 11, 15, 19] .
In practice, a nonlinear least squares regression (NLS) has been used to estimate the parameters in the LiDAR-derived tree variables-DBH or -biomass models [1, 11, 22] . This method is generally acknowledged as a standard regression technique for modeling the relationship between variables. Its major assumptions are as follows: (i) the dependent variable is a random variable; (ii) the independent variables are fixed and observed without errors; (iii) the model error term has an independent and identical normal distribution with a zero mean and constant variance [23] . It is well known that the violation of the second assumption above may lead to biased estimates of the regression coefficients and/or of the standard errors of the coefficients and, consequently, to misleading hypothesis testing [23, 24] . The non-normal distribution of the model error term may also mislead hypothesis testing even though the NLS coefficients and standard errors would be estimated without bias.
Although tree biomass may be estimated from LiDAR-derived tree height or crown attributes (such as crown width) alone, the accuracy of such estimates is often not satisfactory [25] . The estimated DBH from LiDAR-DBH models and the physical characteristics extracted from remote sensing images (e.g., LiDAR-derived tree height) have been commonly used to estimate tree biomass based on LiDAR-biomass models (e.g., allometric biomass models) [15] . However, the applications ignore the fact that the estimates of DBH and other tree variables from remote sensing data contain random and systematic errors from data acquisition, processing and analysis, tree detection, measurements of tree variables, model coefficients, etc. [1] . Therefore, it is problematic to estimate the regression coefficients of the LiDAR-DBH and -biomass models using NLS when both response variable and regressors are subject to measurement errors, which will have impacts not only on the signs and values of the coefficients, but also on the significance testing of the coefficients [26, 27] . Moreover, without DBH measurements, the existing stem volume and taper equations and individual tree growth functions where DBH is a predictor variable can no longer be used to predict tree and stand growth [11] . However, such predictions are essential for the updating of forest databases [11] . In addition, obtaining the data of intensively managed forests requires data not only for tree and stand volume, but also for different wood products. This will require the use of taper functions in which both tree DBH and height are utilized as predictor variables. All these calculations and predictions require measurements or estimates of DBH. More importantly, tree biomass and DBH are often significantly correlated with each other [2, 3, 8] . Therefore, both LiDAR-DBH and LiDAR-biomass models should be developed simultaneously. However, the existing LiDAR-DBH and LiDAR-biomass models are separately fitted using NLS, which ignore the inherent correlation between tree biomass and DBH and lack compatible properties of the estimated tree biomass and DBH.
A potential solution to these limitations is the application of error-in-variable models that ensure the compatibility of both LiDAR-DBH and LiDAR-biomass models and also take into account the impacts of measurement errors [1, 24, [28] [29] [30] . Many studies on error-in-variable modeling have been reported in forestry. For example, Tang and Zhang [28] studied the unbiased estimations of regression coefficients using the error-in-variable models. Tang et al. [29] investigated the capability of both two-stage error-in-variable and two-stage least squares regression to deal with model integration. Tang and Wang [31] further offered a computer program for estimating the coefficients of the error-in-variable models. Li and Tang [32] found that the error-in-variable models performed better compared with an extrapolation method based on simulation and regression calibration for addressing the measurement errors in both dependent and independent variables. Zhang et al. [1] suggested that the error-in-variable models with maximum likelihood estimation were appropriate to predict DBH and crown width using remotely sensed data with the consideration of the independent variables containing the measurement errors. Fu et al. [3] compared seemingly unrelated regressions with the error-in-variable models for developing a system of nonlinear additive biomass equations based on field measurements for Pinus massoniana Lamb. They concluded that the error-in-variable models could provide greater potential to develop a system of biomass equations that are dependent on the predictors with significant measurement errors. To our knowledge, although several studies utilized the error-in-variable models to address the measurement errors in remote sensing applications [1, 33] , there have been no reports to use the error-in-variable models to deal with the measurement errors that are involved in independent variables, especially when both DBH and tree biomass are simultaneously estimated on the basis of LiDAR data. The compatibility of the estimated DBH and tree biomass using the traditional NLS is not guaranteed.
The objectives of this study were: (i) to develop a system of compatible individual tree DBH and aboveground biomass (AGB) models using the aforementioned error-in-variable modeling based on airborne LiDAR data; (ii) to evaluate and compare the system of compatible individual tree DBH and AGB models with two NLS-related models on the basis of their accuracies of predictions, using a leave-one-out cross-validation approach. This study is novel in the consideration of the measurement errors from both the dependent and independent variables (AGB and DBH) in the error-in-variable modeling, especially when both the AGB and DBH models are developed based on LiDAR data. Thus, it is expected that this proposed method can be applied to the estimation of tree DBH and AGB over large areas and expand the estimations of both DBH and AGB from individual trees to stands. It should be noted that to simplify the proposed system and make it more applicable, only DBH and AGB were considered to be error-in variables (endogenous variables) [29] , and other all variables in the developed model system were assumed to be error-out variables (exogenous variables) [29] . In addition, this study would also like to demonstrate whether the use of the error-in-variable modeling could lead to some improvements of the DBH and AGB predictions or not, by comparison with two traditional modeling methods.
Materials and Methods
In Figure 1 , we present a flowchart showing the development of the system of compatible individual tree DBH and AGB prediction models using error-in-variable regressions and airborne LiDAR data. The framework included the following steps: (1) collecting field measurements and LiDAR data; (2) deriving the values of LiDAR-derived tree height and crown projection area based on LiDAR point cloud data; (3) determining and developing the LiDAR-DBH and -AGB models; (4) developing the system of compatible individual tree DBH and AGB prediction models using error-in-variable regressions and two algorithms, i.e., two-stage error-in-variable model (TSEM) and nonlinear seemingly unrelated regression (NSUR); (5) evaluating and comparing the prediction accuracies of the system of compatible individual tree DBH and AGB models with those of the two parameter estimation methods (TSEM and NSUR) and of other two model structures (NLS with AGB estimation depending on DBH (NLS&DD) and NLS with AGB estimation not depending on DBH (NLS&NDD)) using a leave-one-out cross-validation approach. over large areas and expand the estimations of both DBH and AGB from individual trees to stands. It should be noted that to simplify the proposed system and make it more applicable, only DBH and AGB were considered to be error-in variables (endogenous variables) [29] , and other all variables in the developed model system were assumed to be error-out variables (exogenous variables) [29] . In addition, this study would also like to demonstrate whether the use of the error-in-variable modeling could lead to some improvements of the DBH and AGB predictions or not, by comparison with two traditional modeling methods.
In Figure 1 , we present a flowchart showing the development of the system of compatible individual tree DBH and AGB prediction models using error-in-variable regressions and airborne LiDAR data. The framework included the following steps: (1) collecting field measurements and LiDAR data; (2) deriving the values of LiDAR-derived tree height and crown projection area based on LiDAR point cloud data; (3) determining and developing the LiDAR-DBH and -AGB models; (4) developing the system of compatible individual tree DBH and AGB prediction models using error-in-variable regressions and two algorithms, i.e., two-stage error-in-variable model (TSEM) and nonlinear seemingly unrelated regression (NSUR); (5) evaluating and comparing the prediction accuracies of the system of compatible individual tree DBH and AGB models with those of the two parameter estimation methods (TSEM and NSUR) and of other two model structures (NLS with AGB estimation depending on DBH (NLS&DD) and NLS with AGB estimation not depending on DBH (NLS&NDD)) using a leave-one-out cross-validation approach. The flowchart for developing a system of compatible individual tree diameter at breast height (DBH) and aboveground biomass (AGB) prediction models using error-in-variable regression and airborne light detection and ranging (LiDAR) data.
Study Area and Data
The study area is located at the Xishui forest farm of Su'nan Yuguzu Autonomous County, China, in Gansu Qilian Mountain National Nature Reserve (38 • 29 -38 • 35 N, 100 • 12 -100 • 20 E) ( Figure 2a ) and lies within the temperate alpine cold semi-arid and semi-humid zone. The elevation ranges from 2550 to 3680 m above sea level with an average value of 2993 m. This area is characterized by mountainous forests and steppe, and the forests were established for the purpose of water resource conservation in the Dayekou Basin of the Qilian Mountains [34, 35] . Sunny and shady slopes are respectively dominated by grass and natural mature secondary pure forests. The forests are dominated by Picea crassifolia Kom. with a moss floor.
A single permanent sample plot (PSP) of 100 m × 100 m was established along the hillside and divided into sixteen subplots of 25 m × 25 m (Figure 2b ). Within each of the subplots, all standing living trees with DBH larger than 5 cm were measured for DBH, tree height (H), crown base height and crown diameters in two perpendicular directions. The corners and centers of the PSP and all the subplots were measured using a differential global positioning system unit. The positions of individual trees were measured using a total station, and the spatial distribution of the tree locations is shown in Figure 2b . 
The study area is located at the Xishui forest farm of Su'nan Yuguzu Autonomous County, China, in Gansu Qilian Mountain National Nature Reserve (38°29′-38°35′N, 100°12′-100°20′E) ( Figure 2a ) and lies within the temperate alpine cold semi-arid and semi-humid zone. The elevation ranges from 2550 to 3680 m above sea level with an average value of 2993 m. This area is characterized by mountainous forests and steppe, and the forests were established for the purpose of water resource conservation in the Dayekou Basin of the Qilian Mountains [34, 35] . Sunny and shady slopes are respectively dominated by grass and natural mature secondary pure forests. The forests are dominated by Picea crassifolia Kom. with a moss floor.
LiDAR-Derived Individual Tree Characteristics
To develop LiDAR-based DBH and AGB prediction models, LiDAR-derived individual tree characteristics, such as individual tree LiDAR-derived tree height and crown projection area, should first be obtained based on LiDAR point cloud data. In this study, the individual tree crown delineation from the airborne LiDAR point cloud data was conducted on the basis of a canopy height model which was derived as the difference between the digital surface model and the digital elevation model of the study area [36, 37] . The digital surface model grid was interpolated from the raw LiDAR point cloud data by a maximum height interpolation method and by filling null cells using neighbor cells [15, 38] . The digital surface model contained elevation information for all objects and ground features, including trees and other natural objects. To obtain the absolute vegetation heights from the raw LiDAR point cloud data, the influence of the terrain had to be removed. Thus, the digital elevation model was used for the normalization of the raw LiDAR point heights. In this study, the digital elevation model was derived from the ground-classified LiDAR points using a progressive morphological filter [39] . The cell size of the grid was a key parameter in constructing the canopy height model [39] . Selecting an appropriate cell size should reduce the number of data gaps and ensure that sufficient detail is preserved. According to Chen et al. [40] , a grid cell size of 0.5 m was applied. In addition, a Gaussian smoothing filter was also used to reduce data noise [41] . The smoothed canopy height model eliminated most of the noise and empty sinks, thus allowing a more accurate interpretation of tree crowns [42] , and was finally used to obtain the LiDAR-derived tree heights and crown projection areas of individual trees.
There are two widely used methods based on a canopy height model for individual tree crown delineation. In the first method, local maxima are used as seed points for potential crown tops, and the boundary of a tree crown is then delineated using a region growing method [15, 36, 38, 43] . This method relies on the rules of crown constraint [38, 43] . In the second method, the canopy height model is first segmented into homogeneous polygons by an image segmentation algorithm [44] . The boundary of each polygon is considered as the boundary of a tree crown, and the maximum in each polygon is referred to as the crown top [44] . Relative to the second method, the first method often 
There are two widely used methods based on a canopy height model for individual tree crown delineation. In the first method, local maxima are used as seed points for potential crown tops, and the boundary of a tree crown is then delineated using a region growing method [15, 36, 38, 43] . This method relies on the rules of crown constraint [38, 43] . In the second method, the canopy height model is first segmented into homogeneous polygons by an image segmentation algorithm [44] . The boundary of each polygon is considered as the boundary of a tree crown, and the maximum in each polygon is referred to as the crown top [44] . Relative to the second method, the first method often leads to more accurate results and was thus used in this study [38, 45] . The local maxima algorithm was used to search for the tree crown tops, and the region growing algorithm was constrained by the shape features of the tree crowns. If the value of a pixel in the canopy height model was denoted with V i,j (i and j meant the ith row and the jth column of the canopy height model grid, respectively), the radius of a search window was r and the increased distance from top to edge of a tree crown was denoted with k, the initial tree tops f (i, j, k) were determined using a set of the pixels with the largest values within the search window on the basis of the following function:
The crown edge pixels were constrained according to the relationship of the span angles of the crown pixels. If the top height of the current tree crown was denoted with H 0 , the current pixel height of the crown was denoted with H 1 , the horizontal distance between the top pixel and the current pixel was denoted with S, the tangent of the span angle of the top pixel (tan(α)) was then defined as the ratio of S to H 0 , and the tangent of the span angle of the current pixel (tan(β)) was defined as the ratio of S to H 1 . The constraint rule was that the sum of tan(α) and tan(β) was less than a given threshold T (Equation (2)).
It should be noted that the size of the search window was variable in this study and was determined according to the relationship between tree height and crown. In addition, two constraints for the size of the search window were applied for the determination of the crown tops: the size of the search window should be greater than or equal to the minimum crown width but less than or equal to the total tree height [45] . The crown projection area and LiDAR-derived tree height were calculated when the boundary of a tree crown was determined. The crown angle recognition algorithm and the whole crown delineation approach used in this study have been described in detail by several authors [38, 45] . The rSTree algorithm was used for matching LiDAR and field trees automatically [46] . This algorithm uses the acceptable maximum Euclidian distance and minimum height difference computed between LiDAR and field-based data, in terms of tree location and height, respectively, as the imputed parameters [46] . The details of the rSTree algorithm can be found in Silva et al. [46] and are therefore not discussed in this paper.
On the basis of the aforementioned crown delineation and tree location matching approaches, a total of 402 individual P. crassifolia tree crowns in the 16 subplots nested in the PSP were delineated. The recognized individual tree crowns (outer light green area) are shown in Figure 4 . Generally, for forest biomass modelling based on remote sensing data, it is impossible to obtain field measurements of forest biomass for a study area except by using a destructive method which is extremely time-consuming and costly. One appropriate and widely used method to obtain the values of forest biomass is to measure significantly correlated tree variables, such as DBH and H, and then estimate tree biomass using the developed and accurate empirical allometric models by tree species [47] . This method is very effective and accurate enough for collecting biomass data, especially in the remote sensing relevant literature [47] . Therefore, the values of the biomass components (stem, branch, foliage, and fruit) of the 402 P. crassifolia trees were estimated using the commonly used empirical allometric models developed by Wang et al. [47] and are listed in Table 1 on the basis of the field-measured individual DBH and total tree height H. The AGB value of each tree was obtained by summing the component biomass values. All the estimated biomass values were applied as reference values to develop the system of compatible individual tree DBH and AGB models based on the LiDAR point clouds and also to assess the accuracies of the methods used in this study. The variables used in this study were: field-measured DBH, estimated AGB, LiDAR-derived tree height, and delineated crown projection area. The summary statistics of the four variables for the 402 trees are listed in Table 2 . 
Determination of the Base Model
Based on the airborne LiDAR data, DBH and AGB of individual trees are potentially correlated with two groups of variables (LiDAR-derived tree-level variables: crown projection area, LiDAR-derived tree height, and crown diameter; and LiDAR-derived stand-level variables, such as stand canopy density), which could be obtained by existing methods and algorithms with a high estimation accuracy [48] [49] [50] . In this study, we selected the variables using a graphical analysis of the data and an examination of correlation statistics. Moreover, the different combinations of the variables and their logarithmic transformations were also examined in both the LiDAR-DBH and the LiDAR-AGB models. To avoid over-parameterization and collinearity in the models, we selected only those 
Based on the airborne LiDAR data, DBH and AGB of individual trees are potentially correlated with two groups of variables (LiDAR-derived tree-level variables: crown projection area, LiDAR-derived tree height, and crown diameter; and LiDAR-derived stand-level variables, such as stand canopy density), which could be obtained by existing methods and algorithms with a high estimation accuracy [48] [49] [50] . In this study, we selected the variables using a graphical analysis of the data and an examination of correlation statistics. Moreover, the different combinations of the variables and their logarithmic transformations were also examined in both the LiDAR-DBH and the LiDAR-AGB models. To avoid over-parameterization and collinearity in the models, we selected only those variables showing significant contributions to the variations of DBH and AGB. It was found that the crown projection area and the LiDAR-derived tree height were strongly correlated with DBH and AGB, which significantly (p < 0.05) contributed to improving the predictions of DBH and AGB.
LiDAR-DBH Model
In this study, a base model used to develop DBH estimation models was determined from four commonly used candidate model forms, with predictor variables including the crown projection area and the LiDAR-derived tree height (Table 3) , on the basis of the performance of model fitting using the full data set. All tested models had three parameters, except for model I.3 (four parameters). Nonlinear regressions were carried out using the NLS technique nls (nonlinear least squares) function in the version 3.2.2 of the R software [51] . The base model with the best performance was selected using the following four statistical criteria [52] :
where DBH i and DBH i are the observed and predicted DBH for the ith observation (i = 1, . . . , N), N is the total number of observations, DBH is the mean of DBH observations, R 2 is the coefficient of determination, ε is the mean bias, σ 2 is the bias variance, and RMSE is the root mean square error that combines the mean bias and the bias variance, providing a robust measure of the overall model accuracy. Therefore, RMSE was used as the primary criterion for model evaluation. The fitting statistics of models I.1-I.4 are presented in Table 3 . Although the evaluation statistics were almost identical for the four models, and the values of RMSE did not significantly differ from each other at the significance level of 0.05, both models I.3 and I.4 showed a slightly superior fitting compared with models I.1 and I.2. Moreover, model I.4 was simpler than model I.3 as it contained only three parameters and was thus selected as the basic nonlinear model to develop compatible individual tree models for DBH based on the airborne LiDAR data. 
LiDAR-AGB Model
The experiment of this study showed that DBH and LiDAR-derived tree height and crown projection area greatly contributed to the variability of AGB. Moreover, allometric models are most commonly used to estimate tree biomass by relating tree biomass to the easily measured tree variables [7, 8] . Therefore, the one-predictor, two-predictor, and three-predictor allometric models of AGB were developed using DBH alone (model II.1 in Table 4 ), pairwise combinations of DBH, LiDAR-derived tree height, and crown projection area (models II.2-II.5 in Table 4 ), and three independent variables, i.e., DBH, LiDAR-derived tree height, and crown projection area, together (model II.5 in Table 4 ), respectively. To account for the heteroscedasticity, a power weight function with DBH as a predictor (var(ε) = DBH γ , γ was an estimated parameter), was applied in the AGB modeling. The five models were separately used to fit the full data set ( Table 4 ). The resulting model with the largest log-likelihood (LL) and R 2 and the smallest RMSE was selected as the base model of AGB. To avoid the problems caused by over-parameterization, we performed a likelihood ratio test, which is a test of the sufficiency of a simpler model versus a more complex model [53] . On the basis of the fitting statistics in Table 4 , both models II.2 and II.5 showed a significantly superior fitting (with almost identical fitting accuracy), compared with the other three models (p < 0.0001). Relative to model II.5, model II.2 was simpler, with only two predictors. Therefore, model II.2 was selected as the basic model of AGB for further analyses.
A System of Compatible Individual Tree DBH and AGB Error-In-Variable Models
The above LiDAR-DBH and LiDAR-AGB base models were called base submodels [3] . According to the error-in-variable modeling approach proposed by Fu et al. [3] and Tang et al. [29, 30] , integrating these two submodels led to a system of error-in-variable models for estimating individual tree DBH and AGB as follows:
where DBH i and AGB i (i = 1, . . . , N) were the field-measured values of the diameter at breast height (cm) and the estimated values of aboveground biomass (kg) of the ith tree, respectively, and the values contain random errors; dbh i and agb i were the true values (errors free) of DBH i and AGB i , respectively; LH i and CPA i were the LiDAR-derived tree height (m) and crown projection area (m 2 ) of the ith tree, respectively; N was the total number of trees; and β 1 − β 3 and α 1 − α 3 were the model parameters; ε i = (ε DBHi , ε AGBi ) T were normally distributed two-dimensional vectors with zero means and respective variance-covariance matrix Σ. The variance-covariance matrix Σ with 2 × 2 dimensions was used to account for the inherent correlation between DBH and AGB [30, 49] . Both DBH and AGB were considered as error-in variables in this study. The crown projection area and LiDAR-derived tree height in the model system (7) were assumed as error-out variables. The observed values of these variables were assumed as true values. The detailed steps for estimating individual tree DBH and AGB using the model system (7) were as follows: the parameters in the model system were first estimated, and then the DBH estimates (DBH) were calculated by the LiDAR-DBH base submodel with the estimated parameters and the observed values of LiDAR-derived tree height and crown projection area, and the AGB estimate was finally obtained by the LiDAR-AGB base submodel with the estimates DBH and the observed values of LiDAR-derived tree height.
Structure for the Variance-Covariance Matrix Σ
The assumption of the model system (7) was that the error terms ε ti (t = DBH and AGB; and i = 1, . . . , N) were independent across different sample trees but had cross-equation contemporaneous correlations. Thus, we assumed that
where
was the 2N × k block diagonal design matrix of θ = (β
was the total number of parameters in the model system (7), and X t (t = DBH and AGB) was the N × 3 design matrix of the partial derivates with respect to the parameter vector β t (or α t ) in the ith submodel. Therefore, Σ was a 2 × 2 conditional variance or heteroscedasticity matrix of each observation, as given below:
The covariance matrix of the stacked error terms (ε = (ε T DBH , ε T AGB ) T (ε t = (ε t1 , . . . , ε tN ) T , t = DBH and AGB) would be R
The inherent correlation between the DBH and AGB in the model system (7) was accounted for by Σ.
Parameter Estimation Methods
In this study, the model parameter vector θ = (β T DBH , α T AGB ) T in the model system (7) was estimated by applying the TSEM algorithm and NSUR, respectively.
(I) TSEM algorithm
The model system (7) was solved using the following two steps with the TSEM algorithm [31] :
Step 1: set Σ = I and estimate the parameter vector θ by minimizing the following objective function:
where Y i = (DBH i , AGB i ) T are the observed values of the 2-dimensional error-in variables, and
T is the true value of Y i , which is equal to the expectation [y i = E(Y i )] defined by the right-hand sides of the submodels in the model system (7). Then, the estimates of all elements in the variance-covariance matrix,Σ , were obtained by calculatingε t (t = DBH and AGB), using the model system (7) with the observations Y i and two error-out variables x i = (LH i , CPA i ):
Step 2: the final estimate of β was obtained by minimizing the objective function:
and the variance of θ was given by:
where dg() denotes extracting the diagonal elements of a matrix. This TSEM algorithm was implemented in ForStat 2.1 software [54] . The details of parameter estimation and computer implementation of TSEM can be found in [29, 30] .
(I) (II) NSUR
The model system (7) was also estimated by NSUR using a feasible generalized least square method in the following two steps [30] :
Step 1: the NLS was applied to separately fit the two submodels in the model system (7) to the dataset to obtain model residualsε t (t = DBH and AGB) which were used to estimate the elements of the matrix Σ.
Step 2: a generalized least square was used to estimate the parameter vector using an estimate of the covariance matrixR =Σ ⊗ I N , as follows:
For more details of NSUR, readers are referred to the studies in [55] [56] [57] [58] [59] .
Other Model Structures for Comparison

Nonlinear Least Squares with AGB Estimation Depending on DBH
Base models I.4 in Table 3 and II.2 in Table 4 were separately utilized to fit the dataset by the NLS&DD approach to quantify the consequences of using a prediction of DBH to replace an actual value without accounting for the error in a predicted DBH for estimating AGB. The estimates of DBH i and AGB i (i = 1, . . . , N) were derived as follows:
where DBH i in Equation (19) were obtained from Equation (18) . NLS&DD ensured the compatibility between the estimates of DBH i and AGB i , but the inherent correlation between the two variables could not be addressed. In addition, the effect of errors in DBH i on AGB i prediction for this model structure was also ignored.
Nonlinear Least Squares with AGB Estimation Not Depending on DBH
The DBH in the base model II.2 in Table 4 could also be replaced directly by the base model I.4 in Table 3 . Therefore, the AGB estimation using this method was independent of DBH. The modified AGB model was given by
, and γ 4 = α 2 were the model parameters, and the new error term was
in which
The DBH i and AGB i (i = 1, . . . , N) were estimated by model I.4 in Table 3 and model (20) , respectively, with known parameters fitted by NLS&NDD. However, NLS&NDD could not ensure the compatibility between the estimates of DBH i and AGB i . The inherent correlation between the two variables also could not be addressed by this method.
Evaluation and Comparison of Model Predictions Based on a Leave-One-Out Cross-Validation Approach
The validity of the DBH and AGB estimation models could be evaluated using an independent dataset [60] . However, such a validation procedure was not feasible in this study because of the limited data collected. Instead, the predictive ability of the DBH and AGB estimation models was evaluated using a leave-one-out cross-validation approach [61, 62] . We deleted a tree from the full dataset (Table 2) , fitted the DBH and AGB estimation models with the data on the basis of the remaining observations, and used the obtained parameters to predict DBH and AGB for the deleted tree. Then, we put this tree back, removed a different tree and conducted the same modeling and estimation procedure. This process was conducted for all 402 trees in the data set. The observed and predicted DBH and AGB values of the trees were finally utilized to calculate e, δ, RMSE, and R 2 (Equations (3)- (6)). The predictive abilities of the model system (7) with TSEM, NSUR, NLS&DD, and NLS&NDD parameter estimation approaches were compared on the basis of the results of the leave-one-out cross-validation. The model with the smallest e, δ, and RMSE, and the largest R 2 was selected to estimate both DBH and AGB. All calculations were conducted using R version 3.2.2 software (The R Foundation for Statistical Computing: Vienna, Austria). Table 5 lists the parameter estimates of models I.4 in Table 3, II.2 in Table 4 , and model (20) by NLS, and of the model system (7) by NSUR and TSEM using the full data set. All the parameter estimates of the models were highly significant (p < 0.05), and their magnitudes and signs were also biologically plausible. It should be noted that all elements σ t 1 t 2 (t 1 , t 2 = DBH and AGB) in Σ for the model system (7) for both NSUR and TSEM were significantly different from 0 (p < 0.05), indicating that the correlation between DBH and AGB was statistically significant. Table 5 . Parameter estimates of model I.4 in Table 3, model II.2 in Table 4 , and model (20) fitted by nonlinear least squares, and of model system (7) fitted by nonlinear seemingly unrelated regression (NSUR) and two-stage error-in-variable model (TSEM) using the full dataset (DBH, diameter at breast height; AGB, aboveground biomass).
Results
Estimation of the Parameters
Parameters
Model I. 
Model Evaluation
The comparisons of DBH and AGB predictions were made among NLS&DD (Model I.4 in Table 3  and Model II.2 in Table 4 ), NLS&NDD (Model I.4 in Table 3 and Model (20)), and model system (7) with both NSUR and TSEM based on the leave-one-out cross-validation. The error statistics for the predictions of these models are presented in Table 6 . The simple Student's t-test showed that the mean biases for all models were not significantly different from zero (p > 0.05) for DBH predictions, but they were significantly different from zero (p < 0.05) for AGB predictions. For DBH, both NLS&DD and NLS&NDD had a small overprediction, while the model system (7) with both NSUR and TSEM showed a small underprediction. All models showed a large underprediction for AGB. Table 6 . Comparison of the performance of the four methods: nonlinear least square (NLS) with AGB estimation depending on DBH (NLS&DD), NLS with AGB estimation not depending on DBH (NLS&NDD), model system (7) with nonlinear seemingly unrelated regression (MS-NSUR), and model system (7) with two-stage error-in-variable model (MS-TSEM), for individual tree diameter at breast height (DBH) and aboveground biomass (AGB) by the mean prediction error (e), variance of the biases (σ 2 ), root mean square error (RMSE), and coefficient of determination (R 2 ) using the leave-one-out cross-validation. The prediction accuracies of both DBH and AGB from the model system (7) with NSUR were slightly higher than those from the model system (7) with TSEM, NLS&DD, and NLS&NDD. For example, for DBH, the RMSE of the model system (7) with NSUR was 5.7587, which was 0.15%, 1.29%, and 1.29% smaller than those from model system (7) with TSEM, NLS&DD, and NLS&NDD, respectively. For AGB, the R 2 of the model system (7) with NSUR was 0.5449, which was 0.35%, 1.47%, and 2.14% larger than those from model system (7) with TSEM, NLS&DD, and NLS&NDD, respectively. In particular, for both DBH and AGB, NSUR showed a slightly superior performance to TSEM. However, the discrepancy of the evaluation indices was very small. Figure 5 shows the correlations between the observed and predicted values, distribution of residuals, and QQ plots of the model system (7) by NSUR for both DBH and AGB, on the basis of the leave-one-out cross-validation results. The correlation coefficients between the observed and predicted values of DBH and AGB were very high. The heteroscedasticity trend almost disappeared for the model system (7). This indicated that the power weight function applied to DBH effectively accounted for the heteroscedasticity. In addition, the QQ plots of the model system (7) for both DBH and AGB showed clear linear relationships for the residuals. respectively. For AGB, the 2 R of the model system (7) with NSUR was 0.5449, which was 0.35%, 1.47%, and 2.14% larger than those from model system (7) with TSEM, NLS&DD, and NLS&NDD, respectively. In particular, for both DBH and AGB, NSUR showed a slightly superior performance to TSEM. However, the discrepancy of the evaluation indices was very small. Figure 5 shows the correlations between the observed and predicted values, distribution of residuals, and QQ plots of the model system (7) by NSUR for both DBH and AGB, on the basis of the leave-one-out cross-validation results. The correlation coefficients between the observed and predicted values of DBH and AGB were very high. The heteroscedasticity trend almost disappeared for the model system (7). This indicated that the power weight function applied to DBH effectively accounted for the heteroscedasticity. In addition, the QQ plots of the model system (7) for both DBH and AGB showed clear linear relationships for the residuals. (7) by the nonlinear seemingly unrelated regression based on the leave-one-out cross-validation.
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Forests are considered as the most productive terrestrial ecosystems on Earth, containing more than 45% of the global terrestrial carbon stock [63] . Quantifying the amount of forest biomass is necessary for land managers to make informed decisions about forest management and planning [22] . In the current study, a system of compatible individual tree DBH and AGB models was developed using an error-in-variable modeling approach based on airborne LiDAR data. The measurement errors in both the dependent (AGB) and independent (DBH) variables and the correlation between DBH and AGB were taken into account in the developed model system. To make comparisons, other two widely used model structures (NLS&DD and NLS&NDD) were employed to estimate the DBH and AGB. For both NLS&DD and NLS&NDD, it was assumed that there were no measurement errors in the observed values of the independent variables, while the observed values of the dependent variable contained errors. In addition, the correlation between DBH and AGB was not considered for either of the two model structures. Thus, if the independent variables had 
Forests are considered as the most productive terrestrial ecosystems on Earth, containing more than 45% of the global terrestrial carbon stock [63] . Quantifying the amount of forest biomass is necessary for land managers to make informed decisions about forest management and planning [22] . In the current study, a system of compatible individual tree DBH and AGB models was developed using an error-in-variable modeling approach based on airborne LiDAR data. The measurement errors in both the dependent (AGB) and independent (DBH) variables and the correlation between DBH and AGB were taken into account in the developed model system. To make comparisons, other two widely used model structures (NLS&DD and NLS&NDD) were employed to estimate the DBH and AGB. For both NLS&DD and NLS&NDD, it was assumed that there were no measurement errors in the observed values of the independent variables, while the observed values of the dependent variable contained errors. In addition, the correlation between DBH and AGB was not considered for either of the two model structures. Thus, if the independent variables had measurement errors that were not negligible or the correlation between DBH and AGB was also highly significant, the estimates of DBH and AGB from both NLS&DD and NLS&NDD might be biased. However, the error-in-variable modeling approach can theoretically lead to unbiased estimations and is more generalized and flexible than NLS&DD and NLS&NDD [30] . These characteristics were supported by the findings of this study ( Table 6 ).
The results of this study showed that both the crown projection area and the LiDAR-derived tree height could be used to infer individual tree DBH and AGB. This offers the potential to deploy remote sensing tools for large scale assessments of aboveground biomass stocks across entire landscapes. From a remote sensing perspective, crown projection area and LiDAR-derived tree height are much more easily measured than canopy diameter for the simple reason that the extracted crown diameter parameter is influenced by the direction of the measurement vector [19] . Numerous studies have found a strong relationship between crown diameter and DBH [64, 65] . Given an established sampling regime, determining a tree crown diameter (or canopy extent) aimed at minimizing the effect of crown asymmetry [66] . Crown diameters could potentially be derived from the remotely sensed crown projection area measurements by applying appropriate shape parameters, as discussed in the studies of Fleck et al. [66] , Nelson [67] , and Grote [68] . The crown diameter was also examined in the current study, and it was found that its contribution to improving the prediction accuracies of the LiDAR-DBH and LiDAR-AGB models was not significant. This was mainly because (i) the crown projection area involved in the proposed LiDAR-DBH model could reflect the crown effects, and (ii) introducing the crown diameter would complicate the model, with a very little gain in predictability. Thus, the crown diameter was not selected as a predictor in the LiDAR-DBH and LiDAR-AGB models.
In this study, the results from the error-in-variable modeling demonstrated its advantages over NLS in predicting AGB when DBH was subject to measurement errors for Picea crassifolia Kom. in northwestern China (Table 6 ). In practice, the predictor DBH in the LiDAR-AGB models was estimated from the LiDAR-DBH model, and therefore the random errors in the estimates of DBH were unavoidable. In addition, it is also difficult to avoid the measurement errors related to tree detection including the LiDAR system, the point density, the spatial pattern, the delineation algorithm, and the geometric characteristics of the crown shape in remotely sensed imagery at an individual tree level. More importantly, the regression models developed for a given dataset cannot be applied to predict the response variable for a dataset that is significantly different from the model development dataset [30] . Lindley [69] showed that if the prediction data were from the same population as the parameter estimation data, the predictions from the NLS models were generally unbiased even if the independent variable was subject to measurement errors. However, the prediction could be biased if the parameter estimation data were taken from a different population [30] .
The model system (7) fitted by both TSEM and NSUR performed better in terms of the predictions of the DBH and AGB, relative to NLS&DD and NLS&NDD (Table 6 ). This indicated that the model system (7) was a more effective compatible model for DBH and AGB compared to both NLS&DD and NLS&NDD. When DBH and AGB were estimated from the separately fitted LiDAR-DBH and LiDAR-AGB models using NLS&DD and NLS&NDD, the prediction accuracies of DBH from the two model structures were similar to those obtained from the traditional base model II.2 in Table 4 . This was because the LiDAR-DBH models for both NLS&DD and NLS&NDD were identical to the base model II.2. However, the prediction accuracy of NLS&NDD was much higher than that of NLS&DD for AGB prediction (Table 6 ). For example, the value of e from the NLS&NDD was 0.0581 and 99.12% smaller than that from NLS&DD (e = 6.5972), and the value of R 2 from the NLS&NDD was 0.5370 and 0.65% larger than that from NLS&DD (R 2 = 0.5335). This was probably because the DBH in the model (20) was replaced by the corresponding LiDAR-DBH base model II.2, and thus the measurement error from the estimated DBH used to estimate AGB was effectively avoided. We also attempted to develop a compatible model system for estimating individual tree DBH and AGB using base model II.2 and model (20) as two submodels with both TSEM and NSUR, but NSUR failed to converge. More importantly, the correlation between DBH and AGB in this model could not be accounted for.
Based on the leave-one-out cross-validation results (Table 6) , we found that the values of the same statistics were very similar to each other for NSUR and TSEM. However, the prediction accuracy of the model system (7) fitted by NSUR was slightly higher than that fitted by TSEM. In addition, the other main advantage of the NSUR method was that this could be readily implemented by both the R nlsystemfit (nonlinear equation system estimation) function [70] and the SAS/ETS MODEL procedure [71] . However, ForStat 2.1 software [54] is not readily available for non-Chinese modelers. It should be noted that TSEM is recommended when convergence is a big issue in model applications.
Finally, this study aimed to develop a novel methodology, that is, a system of compatible individual tree DBH and AGB error-in-variable models, in which airborne LiDAR images and reference data of tree biomass were combined to derive the LiDAR-AGB and -DBH models, and the measurement errors of both AGB and DBH were simultaneously taken into account. This made it possible to expand the error-in-variable modeling for the estimation of DBH and AGB from individual trees to stands by introducing the LiDAR data. The second objective of this study was to demonstrate the potential improvements of AGB and DBH estimates as a result of the use of the error-in-variable modeling with the NSUR and TSEM approaches by comparison with the traditional modeling methods (NLS&DD and NLS&NDD). However, the results showed that the obtained improvements statistically did not significantly differ from zero at the significant level of 0.05. The reason might be mainly that the estimates of tree DBH and AGB were associated with various source uncertainties [72] [73] [74] . The uncertainties might come from the measurement errors of the tree variables, the errors of the used LiDAR data, the errors in delineating the tree crowns and estimating the tree LH and DBH using the LiDAR data, the estimation errors of the used model parameters, etc. In this study, the measurement errors of both DBH and AGB were considered using the error-in-variable modeling method. Moreover, in order to decrease the estimation errors of the parameters of the empirical allometric models in Table 1 , the parameter estimates of the models were obtained by a nonlinear least square based on the field measurements of DBH and H, instead of their estimates, and used to estimate the biomass values of the trees. However, other source errors were ignored in this study. This implies that, in order to validate the potential improvements of AGB and DBH estimates derived from the use of the error-in-variable modeling, a systematical analysis of uncertainty propagation is needed by identifying all the error sources, modeling their propagation from inputs to outputs, and quantifying their impacts on the estimation accuracy of AGB [72] . However, the uncertainty analysis is very complicated [72] , was not conducted in this study because of a limited space, and should be carried out in a future study. Thus, readers should take caution in using the conclusions of this study.
Conclusions
In this study, a system of compatible individual tree DBH and AGB error-in-variable models (model system (7)) was developed using an error-in-variable modeling approach based on both the airborne LiDAR and the field-measured datasets of individual P. crassifolia trees collected in northwestern China. Two alternative parameter estimation algorithms, TSEM and NSUR, were proposed for estimating the model parameters in the developed model system (7). It was found that the parameter estimates from both TSEM and NSUR were very similar. For comparison, other two model structures, NLS&DD and NLS&NDD, were applied to estimate the DBH and AGB simultaneously. These approaches were evaluated using the leave-one-out cross-validation approach. The results showed that only the error-in-variable modeling approach effectively accounted for the inherent correlation between DBH and AGB and the effects of measurement errors in the independent variables on the response variable and ensured the compatible properties of the estimated tree AGB and DBH, whereas the NLS&DD and NLS&NDD did not. The prediction accuracy of the system of compatible individual tree DBH and AGB error-in-variable models (7) with NSUR was the highest among those obtained with the methods evaluated in this study. Our results indicate that the methodology proposed in this study provided a reliable and quick means to estimate both individual tree DBH and AGB at a large scale on the basis of the airborne LiDAR data. Furthermore, the developed system of compatible individual tree DBH and AGB error-in-variable models for estimating both individual tree DBH and AGB did not require any stand or tree ground measurements, which are time-consuming and difficult to collect. Only the LiDAR-derived tree height and crown projection area were required, which are readily obtainable from remote sensing data by delineation algorithms. Therefore, our methodology can be generalized and applied by foresters to develop a similar system of compatible individual tree DBH and AGB error-in-variable models for forest stands of other species over large areas. However, a further validation of the proposed method is needed because its prediction accuracy statistically did not significantly differ from those obtained by TSEM, NLS&DD, and NLS&NDD.
