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Matrix factorization identity for almost semi-continuous
processes on a Markov chain
D.V. Gusak, E.V. Karnaukh UDC 519.21
In this article almost semi-continuous processes with stationary independent increments on a finite
irreducible Markov chain are considered. For these processes the components of matrix factorization
identity are concretely defined. On the basis of this concrete definition the relations for the dis-
tributions of extrema and distributions of their complements for the almost upper semi-continuous
processes are established.
The processes with stationary independent increments on a Markov chain are considered in [1] - [4].
These processes also were considered in [7], where they were called as in [1,2] the risk processes in a
Markovian environment or Markov additive processes.
We’ll consider the two-dimensional Markov process:
Z(t) = {ξ(t), x(t)} (t ≥ 0, ξ(0) = 0) ,
where x(t) is a finite ergodic Markov chain with state space E′ = {1 . . .m} and transition matrix
P(t) = etQ, t ≥ 0, Q = N(P − I), where N = ||δkr νk||
m
k,r=1, νk are parameters of the exponentially
distributed random variables ζk (the sojourn time of x(t) in state k), P = ‖pkr‖ is the transition matrix
of the embedded Markov chain.
Let σn =
∑
k≤n ζk, yn = x(σn). We suppose that under conditions x(σn − 0) = k, x(t) = r, t ∈
[σn, σn+1) ξ(t) is determined by the processes with stationary independent increments ξr(t) (ξr(0) = 0)
and by the independent jumps χkr (k 6= r) at the moments σn. ξr(t) have the cumulant functions:
ψr(α) = ıαar −
1
2
b2rα
2 +
∫ ∞
−∞
[eıαx − 1− ıαxδ(|x| ≤ 1)]Πr(dx),
|ar| <∞, b
2
r <∞,Πr(·) are spectral measures of ξr(t). And we denote F(x) = ‖P{χkr < x ; y1 = r/y0 =
k}‖.
The evolution of the process Z(t) is determined by the matrix characteristic function(ch.f.):
Φt(α) = ‖E[e
ıα(ξ(t+u)−ξ(u)), x(t+ u) = r/x(u) = k]‖ u ≥ 0,
this ch.f. we can represent in the next form
Φt(α) = Ee
ıαξ(t) = etΨ(α), Ψ(0) = Q,
Ψ(α) = ‖ψk(α)δkr‖+N
[∫ ∞
−∞
eıαxdF(x) − I
]
,Ψ(0) = Q.
Let θs denote an exponentially distributed random variable with the parameter s > 0 (P{θs > t} =
e−st, t ≥ 0). We assume that θs is independent on Z(t), then
Φ(s, α) = Eeıαξ(θs) = s
∫ ∞
0
e−stΦt(α)dt = s (sI−Ψ(α))
−1
. (1)
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Ps = s
∫ ∞
0
e−stP(t)dt = s (sI−Q)
−1
.
Let us denote the next functionals for ξ(t):
ξ+(t) = sup
0≤u≤t
ξ(u), ξ(t) = ξ(t)− ξ+(t), ξ−(t) = inf
0≤u≤t
ξ(u), ξˇ(t) = ξ(t) − ξ−(t),
τ+(x) = inf{t : ξ(t) > x}, γ+(x) = ξ(τ+(x)) − x,
γ+(x) = x− ξ(τ
+(x) − 0), γ+x = γ
+(x) + γ+(x), x > 0,
τ−(x) = inf{t : ξ(t) < x}, x < 0.
and the distributions
P+(s, x) = P
{
ξ+(θs) > x
}
, x > 0,p+(s) = P
{
ξ+(θs) = 0
}
,q+(s) = Ps − p+(s);
P
+
(s, x) = P
{
ξˇ(θs) > x
}
, x > 0, pˇ+(s) = P
{
ξˇ+(θs) = 0
}
, qˇ+(s) = Ps − pˇ+(s);
P−(s, x) = P
{
ξ(θs) < x
}
,P−(s, x) = P
{
ξ−(θs) < x
}
, x < 0.
Lemma 1. [3] For the two-dimensional Markov process Z(t) = {ξ(t), x(t)} the basic factorization
identity is valid
Φ (s, α) = Eeıαξ(θs) =
{
Φ+(s, α)P
−1
s Φ
−(s, α),
Φ−(s, α)P
−1
s Φ
+(s, α),
where (2)
Φ+(s, α) = Ee
ıαξ+(θs), Φ−(s, α) = Eeıαξ(θs), Φ+(s, α) = Eeıαξˇ(θs),
Φ−(s, α) = Ee
ıαξ−(θs).
In papers [3, 4] the concrete definition of components of (2) for the semi-continuous processes was
obtained. We want to derive analogical concrete definition for the almost semi-continuous processes,
that were investigated for the scalar case (m = 1) in paper [5]. Before this let us consider some auxiliary
definitions and statements.
Let Bm(α) is the Banach algebra of matrices with dimension m×m, the elements of these matrices
are the Fourier-Stieltjes transforms of the functions fkr(x), k, r = 1..m, with bounded variation.
If Φ = Φ(α) ∈ Bm(α),Φ(α) = ‖
∫∞
−∞
eıαxdfkr(x)‖, then we determine projection operations by the
next relations
[Φ(α)]± = ‖ ±
∫ ±∞
±0
eıαxdfkr(x)‖,
[Φ(α)]
0
± = ‖c
±
kr ±
∫ ±∞
±0
eıαxdfkr(x)‖.
The relation between the distribution of ξ+(θs) and generating function of τ
+(z) is valid:
P+(s, z) = E
[
e−sτ
+(z), τ+(z) <∞
]
Ps. (3)
In the sequel we will denote E
[
e−sτ
±(z), τ±(z) <∞
]
= T±(s, x), taking into account that the generating
function of τ±(z) is considered on the chain x(τ±(z)). Note that the state space of the chain x (τ±(z))
can be narrow due to nonattainability the level z > 0 (z < 0) by the process ξ(t) . Therefore we impose
the next conditions
{k : P{x
(
τ±(z)
)
= k} > 0} = E′, {k : P{x
(
τ±(z)
)
= k} = 0} = ∅.
||E [|ξ(t)| , x(t) = r/x(0) = k] || <∞. (4)
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We’ll use the next notation
dK0(z) = NdF(z) +Π(dz), K0(x) =
∫ ∞
x
dK0(z),
w+(α, u, v, µ) =
∫ ∞
0
eıαxW(x, u, v, µ)dx =
∫ ∞
0
eıαx
∫ ∞
x
e(u−v)x−(u+µ)zdK0(z)dx,
v+(s, α, u, v, µ) =
∫ ∞
0
eıαxV+(s, x, u, v, µ)dx
=
∫ ∞
0
eıαxE
[
e−sτ
+(x)−uγ+(x)−vγ+(x)−µγ
+
x , τ+(x) <∞
]
dx,
C∗(s) =
s−1
(
1
2
∂
∂xP
−(s, x)|x=0B
2 +
[
Φ−(s, α)
]0
+
A+0
)
, B ≥ O;
s−1
[
Φ−(s, α)
]0
+
A+, B ≡ O.
A+0 = ‖δkrδ(bk = 0, ak > 0)ak‖, A
+ = ‖δkrδ(ak > 0)ak‖,B = ‖δkrb
2
r‖.
Lemma 2. [3] If condition (3) is satisfied, then
v+(s, α, u, v, µ) = Φ+(s, α)P
−1
s
(
C∗(s) + s
−1
[
Φ−(s, α)w+(α, u, v, µ)
]0
+
)
(5)
If we denote
K(s, x) =
∫ 0
−∞
dP−(s, y)K0(x− y), k(s, α) =
∫ ∞
0
eiαxK(s, x)dx,
then from lemma 2 the next statement follows.
Theorem 1.If condition (4) is satisfied, then
Φ+(s, α) =
(
I− ıα
(
C∗(s) + s
−1k(s, α)
))−1
Ps. (6)
Proof. Let’s substitute u = v = µ = 0 in formula (5), then
v+(s, α, 0, 0, 0) = Φ+(s, α)P
−1
s
(
C∗(s) + s
−1
[
Φ−(s, α)w+(α, 0, 0, 0)
]0
+
)
, (7)
where [
Φ−(s, α)w+(α, 0, 0, 0)
]0
+
=
[∫ 0
−∞
eıαxdP−(s, x)
∫ ∞
0
eıαxK0(x)dx
]0
+
=
∫ ∞
0
eiαx
∫ 0
−∞
dP−(s, y)K0(x − y)dx = k(s, α).
Using formula (3) and definition of v+, we have
v+(s, α, 0, 0, 0) =
∫ ∞
0
eıαxE
[
e−sτ
+(x), τ+(x) <∞
]
dx =
∫ ∞
0
eıαxP{ξ+(θs) > x}dxP
−1
s
=
1
ıα
(Φ+(s, α) −Ps)P
−1
s .
Let’s substitute received relations in formula (7):
1
ıα
(Φ+(s, α)−Ps)P
−1
s = Φ+(s, α)P
−1
s
(
C∗(s) + s
−1k(s, α)
)
,
3
whence we receive (6). In paper [3] the representation of Φ+(s, α) in terms of the joint generating
function of {τ+(0), γ+(0)} was obtained. Formula (6) is the another way of representation of Φ+(s, α)
in terms of the integral transform of the convolution P−(s, x) with K0(x). In some partial cases the
distribution of P−(s, x) has the exponential form. Then the integral transform of the convolution k(s, α)
has more simple form.
Let us consider the analogy of the almost upper semi-continuous scalar process analyzed in paper [5].
The process Z(t) = {ξ(t), x(t)} is the almost upper semi-continuous process on a Markov chain, if
B ≡ O, A < 0, and
∫∞
−∞
Π(dx) = Λ <∞, Π(dx) = ΛdF0(x), where F0(x) = ‖δkrF
k
0 (x)‖, F
k
0 (x)
are the distribution functions of jumps of ξ(t), when x(t) = k. Λ = ‖δkrλk‖, λk are parameters of
the exponentially distributed random variables ζ′k (the time between two consecutive jumps of ξ(t) if
x(t) = k). We also assume that dK0(z) = ΛF0(0)Ce
−Czdz, z > 0, where C = ‖δkrck‖(ck > 0) (the
positive jumps of ξ(t) have exponential distributions with the parameters ck if x(t) = k). Under these
conditions the cumulant of Z(t) has the next form
Ψ(α) = ıαA+ΛF0(0)C (C− ıαI)
−1 +
∫ 0
−∞
eıαxdK0(x) −Λ−N.
For the almost upper semi-continuous process Z(t) we have the next concrete definition of components
of the first part of (2).
Theorem 2.For the almost upper semi-continuous processes the distribution of ξ+(θs) is determined
by the next relations
Φ+(s, α) = (C− ıαI)
(
p+(s)P
−1
s C− ıαI
)−1
p+(s), (8)
p+(s) = s
(
sI+E eξ(θs)CΛF0(0)
)−1
Ps; (9)
P+(s, x) = q+(s)e
−P−1s Cp+(s)x, x > 0, (10)
for ξ(θs) = ξ(θs)− ξ
+(θs) we have
Φ−(s, α) = Psp
−1
+ (s) [Φ(s, α)]− − q+(s)p
−1
+ (s)C
[
(C− ıαI)−1Φ(s, α)
]
−
, (11)
P−(s, x) = Psp
−1
+ (s)P(s, x) − q+(s)p
−1
+ (s)C
∫ ∞
0
e−CyP(s, x− y)dy , x < 0. (12)
Proof. Substituting dK0(z) = ΛF0(0)Ce
−Czdz, z > 0 in formula (6), we obtain
Φ+(s, α) =
(
I− ıα
(
C∗(s) + s
−1
∫ 0
−∞
dP−(s, y)eCyΛF0(0) (C− ıαI)
−1
))−1
Ps. (13)
Under conditions of the theorem: C∗(s) ≡ O, then
Φ+(s, α) =
(
I− ıαs−1
∫ 0
−∞
dP−(s, y)eCyΛF0(0) (C− ıαI)
−1
)−1
Ps. (14)
Hence
p+(s) = lim
ıα→∞
Φ+(s, α) =
(
I+ s−1
∫ 0
−∞
dP−(s, y)eCyΛF0(0)
)−1
Ps. (15)
Substituting (15) in (14) and taking into account that
∫ 0
−∞
dP−(s, y)eCy = E eξ(θs)C we obtain (8). To
prove formula (10) let us invert (5) with respect to α:
sV+(s, x, u, v, µ) =
∫ x
0
dP+(s, z)P
−1
s
∫ 0
−∞
dP−(s, y)W(x− y − z, u, v, µ). (16)
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Letting u = v = µ = 0 we have
sV+(s, x, 0, 0, 0) =
∫ x
0
dP+(s, z)P
−1
s
∫ 0
−∞
dP−(s, y)K0(x− y − z).
Taking into account (3) and the condition of the almost semi-continuity we obtain the equation
sT+(s, x) = −
∫ x
0
dT+(s, z)
∫ 0
−∞
dP−(s, y)ΛF0(0)e
C(y+z)e−Cx. (17)
Let’s differentiate with respect to x > 0 then we have the next equation for T+(s, x):
∂
∂x
T+(s, x) = −T+(s, x)Cp+(s)P
−1
s , x > 0, (18)
T(s, 0) = q+(s)P
−1
s .
The solution of equation (18) is expressed by the next formula
T+(s, x) = T(s, 0)e−Cp+(s)P
−1
s x. (19)
Taking into account formulas (19) and (3), we have
P+(s, x) = T
+(s, x)Ps
= q+(s)P
−1
s e
−Cp+(s)P
−1
s xPs
= q+(s)e
−P−1s Cp+(s)x.
The representations of Φ−(s, α) in (11) we can obtain from the first part of factorization identity (2),
substituting instead of Φ+(s, α) its representation from formula (8). Formula (12) is received by the
inversion of (11) with respect to α and by the integration with respect to z.
Further we consider the concrete definition of components of the second part of (2).
Theorem 3. For the almost upper semi-continuous processes the distribution of ξˇ(θs) = ξ(θs) −
ξ−(θs) is determined by the next relations:
Φ+(s, α) = pˇ+(s)
(
CP−1s pˇ+(s)− ıαI
)−1
(C− ıαI) , (20)
pˇ+(s) = sPs
(
sI+ΛF0(0)E e
Cξ−(θs)
)−1
, (21)
P
+
(s, x) = e−pˇ+(s)CP
−1
s xqˇ+(s), x > 0; (22)
for the minimum ξ−(θs) we have:
Φ−(s, α) = [Φ(s, α)]− pˇ
−1
+ (s)Ps −
[
Φ(s, α) (C− ıαI)
−1
]
−
Cpˇ−1+ (s)qˇ+(s), (23)
P−(s, x) = P(s, x)pˇ
−1
+ (s)Ps −
∫ ∞
0
P(s, x− y)e−CydyCpˇ−1+ (s)qˇ+(s) , x < 0. (24)
Proof. Note that we’ll consider such trajectories of the process for which {τ−(x) < ∞}. Then the
stochastic relations for τ−kr(x) (k, r = 1,m) if x < 0, where lower indices denote the initial state and the
state of x(t) at the moment of achievement the level x, correspondingly (x(0) = k, x (τ−(x)) = r), have
the next form
5
τ−kr(x)
.
=

x/ak ζ
′
k > x/ak, ζk > x/ak;
ζ
′
k ξk + akζ
′
k < x, ζ
′
k < ζk;
ζk χkr + akζk < x, ζ
′
k > ζk;
ζ
′
k + τ
+
kr
(
x− akζ
′
k − ξk
)
ξk + akζ
′
k > x, ζ
′
k < ζk;
ζk + τ
+
jr (x− akζk − χkj) χkj + akζk > x, ζ
′
k > ζk;
(25)
On the basis of (25), we derive the equation
T−kr(s, x) = E
[
e−sτ
−(x), τ−(x) <∞, x(τ−(x)) = r/x(0) = k
]
= δkre
−(s+λk+νk)x/ak +
1
ak
∫ x
−∞
e
−(λk+νk+s)
x−y
ak
∫ y
−∞
dK0kr(z)dy
+
1
ak
m∑
j=1
∫ x
−∞
e
−(λk+νk+s)
x−y
ak
∫ ∞
y
dK0kj(z)T
−
jr(s, y − z)dy. (26)
Let us differentiate left and right side of formula (26) with respect to x < 0:
ak
∂
∂x
T−kr(s, x) = − (λk + νk + s)T
−
kr(s, x)+
+
∫ x
−∞
dK0kr(z) +
m∑
j=1
∫ ∞
x
dK0kj(z)T
−
jr(s, x− z). (27)
Integro-differential equations (27) we can represent in the matrix form:
A
∂
∂x
T−(s, x) = − (sI+N+Λ)T−(s, x) +
∫ x
−∞
dK0(z)+
+
∫ ∞
x
dK0(z)T
−(s, x− z), x < 0. (28)
Analogically to (3) we have the formula of the relation between the distribution of ξ−(θs) and generating
function of τ−(z):
T−(s, x) = I−P−(s, x)P
−1
s , P−(s, x) = P{ξ
−(θs) > x}. (29)
Substituting (28) in (29), we obtain the next equation
−A
∂
∂x
P−(s, x) = (sI+N+Λ)P−(s, x)−
∫ ∞
x
dK0(z)P−(s, x− z)− sI, x < 0. (30)
Let’s consider the Laplace transform of equation (30) with respect to x < 0:
(sI−Ψ(−ıu))Φ−(s,−ıu) = sI+
+
∫ ∞
0
dK0(z)
∫ 0
−∞
(
euxP−(s, x− z)− e
(x+z)uP−(s, x)
)
dx.
Taking into account that dK0(z) = ΛF0(0)Ce
−Czdz, z > 0, we have:
(sI−Ψ(−ıu))Φ−(s,−ıu) = sI− uΛF0(0) (C− uI)
−1
E eCξ
−(θs). (31)
Combining formula (1) with the second row of (2) we obtain from (31) that
Φ+(s,−ıu) = Ps
(
I− us−1ΛF0(0) (C− uI)
−1
E eCξ
−(θs)
)−1
. (32)
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After the limit passage u → ∞ in (32) formula (21) follows. Substituting (21) in (32) we obtain (20).
After inversion of (20) with respect to α formula (22) follows. Substituting (20) in the second row
of (2) we obtain (23). Formula (24) is received by the inversion of (23) with respect to α and by the
integration with respect to z.
Remark 1. Let Z(t) = {ξ(t), x(t)} be the almost upper semi-continuous process, then the process
Z1(t) = {−ξ(t), x(t)} is the almost lower semi-continuous process. Taking into account the next relations
between the ch.f. of extrema for Z(t) and Z1(t):
Φ±(1)(s, α) = Φ±(s,−α), Φ
(1)
± (s, α) = Φ
±(s,−α),
we can obtain the statements about the concrete definition of components of (2) for the almost lower
semi-continuous processes.
Remark 2. In theorems 2 and 3 we have considered the case A < 0. Analogical results take place if
we assume that A = 0. In this case we should take into account that p−(s) = P {ξ
−(θs) = 0} 6= 0 and
pˇ−(s) = P
{
ξ(θs) = 0
}
6= 0.
We’ll need some further notation. Let (pi1, . . . , pim) be the stationary distribution of x(t),
m01 =
m∑
k=1
pik
m∑
r=1
mkr , mkr = δkr
(
ak +
∫
R
xΠk(dx)
)
+
∫
R
x νkdFkr(x),
K(r) = Ψ(−ır).
By results of [6] it follows that
lim
t→∞
P(t) = lim
s→0
Ps = lim
s→0
s (sI−Q)
−1
= P0,
P0 = ‖p
0
kr‖, p
0
kr = pir > 0,
if
∣∣m01∣∣ > 0 then
lim
r→0
rK−1(r) = lim
r→0
r (Q+ rM1)
−1
=
1
m01
P0, M1 = A+
∫
R
xdK0(x).
Theorem 4. If m01 > 0 then for the almost upper semi-continuous process Z(t) the distribution of
strictly negative values of ξ− = inf
0≤u≤∞
ξ(u) is determined by the generating function
E
[
erξ
−
, ξ− < 0
]
=
[
rK−1(r) (C− rI)
−1
]
−
Rˇ+, (33)
if A = 0 then
p− = P
{
ξ− = 0
}
= (Λ−N (f(0)− I)) Rˇ+, (34)
where Rˇ+ = lim
s→0
sRˇ−1+ (s) = lim
s→0
spˇ−1+ (s)Ps, f(0) = ‖P {χkr = 0, y1 = r/y0 = k} ‖.
Proof. From formula (20) and factorization identity (2) it follows that
Φ−(s, α) = Φ(s, α) (C− ıαI)
−1 (
CP−1s pˇ+(s)− ıαI
)
pˇ−1+ (s)Ps.
or
Eerξ
−(θs) = s (sI−K(r))
−1
(C− rI)
−1 (
C− rRˇ−1+ (s)
)
. (35)
From relation (35) it follows that
lim
r→0
lim
s→0
Eerξ
−(θs) =
1
m01
P0C
−1Rˇ+.
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Hence the condition m01 > 0 provides the existence of lim
s→0
sRˇ−1+ (s) = Rˇ+. Then from (35) after
the limit passage (s→ 0) formula (33) follows. If A = 0 let us consider the probability P 0kr(t) =
P {ξ(t) = 0, x(t) = r/x(0) = k} which satisfies the next equation
P 0kr(t) = δkre
−(νk+λk)t +
∫ t
0
νke
−(νk+λk)y
m∑
j=1
P {χkj = 0, y1 = j/y0 = k}P
0
jr(t− y)dy. (36)
Applying Laplace-Karson transform to equation (36) we obtain the next equation
P˜0(s) = (sI+N+Λ)
−1
(sI+Nf(0)) P˜0(s)
or
P˜0(s) = s (sI+Λ−N (f(0)− I))−1 . (37)
Applying to the first part of (2) operation [ ]
0
and taking into account formula (37) we obtain relation
p−(s)P
−1
s pˇ+(s) = p−(s)Rˇ+(s) = s (sI+Λ−N (f(0)− I))
−1
or
p−(s) = (sI+Λ−N (f(0)− I))
−1
sRˇ−1+ (s). (38)
After the limit passage (s→ 0) from (38) formula (34) follows.
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