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We analyze the properties of the edge states of the one-dimensional Kitaev model with long-range
anisotropic pairing and tunneling. Tunneling and pairing are assumed to decay algebraically with
exponents α and β, respectively, and α, β > 1. We determine analytically the decay of the edges
modes. We show that the decay is exponential for α = β and when the coefficients scaling tunneling
and pairing terms are equal. Otherwise, the decay is exponential at sufficiently short distances and
then algebraic at the asymptotics. We show that the exponent of the algebraic tail is determined by
the smallest exponent between α and β. Our predictions are in agreement with numerical results
found by exact diagonalization and in the literature.
I. INTRODUCTION
Topological phases of matter have been attracting
great interest since the discovery of the integer and frac-
tional quantum Hall effect [1, 2] and of topological phase
transitions [3]. Topological superconductors [4, 5], in
particular, offer promising perspectives for realizing ro-
bust quantum devices [6–8] due to the presence of topo-
logically protected states, the so-called edge modes [9].
In this context, the Kitaev chain is a theoretical model
which exhibits topological order [9] and can be mapped
the Ising model with nearest-neighbor interactions [10].
For open boundaries and in the topological non-trivial
phase the Kitaev model supports the existence of zero
energy excitations, the Majorana edge modes [9]. These
modes are spatially localized at the chain’s edge and are
an indicator for the non-trivial topological nature of this
phase [11].
An extension of the Kitaev model has been recently
discussed which describes algebraic decay of the tunnel-
ing and/or pairing terms [12–18]. This model is expected
to describe experimental realizations of long-range topo-
logical superconductors [19–21]. It has been shown that
the long-range interactions leads to a modification of the
phase diagram [16–18]. Moreover, numerical studies of
this model revealed algebraically localized edge states
and an algebraic closing of the energy gap [16, 17]. When
the pairing and tunneling terms are isotropic, instead, ex-
ponential localization is recovered independently of the
power law exponent, as long as it is larger than unity
[17].
In this paper we perform an analytical study of the spa-
tial localization of the Majorana edge states in the long-
range Kitaev models. Our analysis includes anisotropic
and isotropic pairing and tunneling terms with the same
or different algebraic exponents. For this model, we de-
termine analytically the asymptotic scaling of the edge
modes’ tails. Our findings are supported by numerical
calculations that are in good agreement with the numer-
ical results reported in the literature for specific param-
eter choices [16–18, 22, 23].
This paper is structured as follows. In Sec. II we in-
troduce the long-range Kitaev model and the Majorana
operators. Here, we discuss the formalism which is the
starting point of our analysis. In Sec. III the basic equa-
tion determining the edge states is derived, which allows
us to determine their site occupation inside the bulk. We
determine a general expression that gives the behavior of
the zero eigenmodes away from the edges as a function of
the parameters of the model. In section IV we compare
our analytical findings with numerical results and in Sec.
V we draw the conclusions.
II. LONG-RANGE KITAEV CHAIN
We consider N polarized Fermions on a lattice with
open boundary conditions. Their Hamiltonian has the
form of a Kitaev model with long-range interactions:
Hˆ = −
N∑
n=1
[
N−n∑
r=1
(
jαr cˆ
†
ncˆn+r + ∆
β
r cˆ
†
ncˆ
†
n+r + H.c.
)
+ µcˆ†ncˆn
]
,
(1)
where cˆi and cˆ
†
i are the Fermionic annihilation and cre-
ation operators that fulfill the anticommutation relations
{cˆi, cˆj} = {cˆ†i , cˆ†j} = 0, {cˆ†i , cˆj} = δi,j , and δi,j is the Kro-
necker delta. Here, µ is the chemical potential. The other
coefficients jαr and ∆
β
r scale the tunneling and pairing
terms between two sites at distance r. They depend on
the distance according to the power law decay given by:
jαr =
J
Nα
1
rα
, (2)
∆βr =
∆
Nβ
1
rβ
, (3)
with the exponent α, β > 1. We denote the parame-
ters J and ∆ by tunneling rate and the pairing strength,
respectively. The coefficient Nγ =
∑N
r=1 r
−γ warrants
normalization. For γ = α, β > 1, which is the case we
consider, Nγ → ζ(γ) for N →∞ and ζ(γ) is the Riemann
zeta function [24].
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2For sufficiently fast decaying interaction and hopping
terms the system possesses two different phases sepa-
rated by the quantum critical point µc = 2J [9]. In
the thermodynamic limit the two topological phases can
be distinguished by the bulk topological invariant w: For
|µ| > µc the ground state is non-degenerate and w = 0;
in the nontrivial phase |µ| < µc the bulk topological in-
variant is w = 1, the ground state is doubly degenerate,
and can support Majorana edge modes. At finite size N
the spectrum is always gapped. In this work we analyze
the spatial localization of the Majorana edge modes for
a chain with open boundaries and as a function of the
exponents α and β.
A. Bogoliubov-de Gennes Hamiltonian
The Hamiltonian in Eq. (1) is quadratic and can be
cast into a compact form by introducing the 2N compo-
nent vector operator Cˆ = (cˆ1, cˆ
†
1, . . . , cˆN , cˆ
†
N )
T :
Hˆ = Cˆ†HˆBdGCˆ (4)
where HˆBdG is the Bogoliubov-de Gennes Hamiltonian,
and is a 2N × 2N matrix. In order to give its form in a
compact way, first we write the vector-operator Cˆ as
Cˆ =
N∑
n=1
[|1, n〉cˆn + |0, n〉cˆ†n] , (5)
where |1, n〉cˆn + |0, n〉cˆ†n = (0, . . . , 0, cˆn, cˆ†n, 0, . . . , 0)T is a
2N component vector whose elements are all zeroes ex-
cept for the 2n and the 2n + 1 components. Using this
definition, the Bogoliubov-de Gennes Hamiltonian can be
written as
HˆBdG = −µ τˆz ⊗ 1N − τˆz ⊗ Jˆα − τˆy ⊗ ∆ˆβ . (6)
In Eq. (6) we have introduced the N ×N matrices
1N =
N∑
n=1
|n〉〈n| , (7)
Jˆα =
N∑
n=1
N−n∑
r=1
jαr (|n〉〈n+ r|+ |n+ r〉〈n|) , (8)
∆ˆβ =
N∑
n=1
N−n∑
r=1
i∆βr (|n〉〈n+ r| − |n+ r〉〈n|) , (9)
and the Pauli matrices
τˆx =
|1〉〈0|+ |0〉〈1|
2
,
τˆy =
|1〉〈0| − |0〉〈1|
2i
,
τˆz =
|1〉〈1| − |0〉〈0|
2
,
with [τˆl, τˆm] = i
∑
n lmnτn, where lmn is the Levi-Civita
tensor and the indices are n,m, l ∈ {x, y, z}.
B. Majorana Fermions
In this work we are interested in the properties of Ma-
jorana edge states. Majorana edge states are eigenstates
of Hamiltonian (1), their eigenvalue vanishes in the ther-
modynamic limit N → ∞. This property becomes evi-
dent when the Hamiltonian in presented in terms of the
Majorana operators. The Majorana operators are hermi-
tian Fermionic operators, are here denoted by the opera-
tors γˆj and γˆj+N (j = 1, 2, . . . N) and are defined by the
relations
γˆj =
cˆj + cˆ
†
j√
2
,
γˆN+j = i
cˆ†j − cˆj√
2
,
with {γˆi, γˆj} = δi,j . For convenience, we define the Ma-
jorana vector operator
γˆ =
N∑
n=1
[|1, n〉γˆn + |0, n〉γˆn+N ] . (10)
The Majorana vector operator is connected to Cˆ by the
relation
Cˆ =
1√
2
[(
1 i
1 −i
)
⊗ 1N
]
γˆ ≡ Aγˆ , (11)
where the last equality defines the matrix A = A2 ⊗ 1N
connecting the two representations, with
A2 =
1√
2
(
1 i
1 −i
)
. (12)
Using Eq. (11) we rewrite the Hamiltonian, Eq. (4), as
Hˆ = γˆ†HˆM γˆ , (13)
where
HˆM = A
†HBdGA
= µτˆy ⊗ 1N + τˆy ⊗ Jˆα + τˆx ⊗ ∆ˆβ . (14)
To obtain this expression we have used that A†2τˆxA2 = τˆz,
A†2τˆyA2 = −τˆx, and A†2τˆzA2 = −τˆy.
For later convenience we further elaborate on this no-
tation. We define the generalized lowering operators by
Jˆα− =
N∑
n=1
N−n∑
r=1
jαr |n〉〈n+ r|, (15)
∆ˆβ− =
N∑
n=1
N−n∑
r=1
∆βr |n〉〈n+ r| . (16)
3The raising operators are the hermitian conjugate:
Jˆα+ = (Jˆ
α
−)
†, ∆ˆβ+ = (∆ˆ
β
−)
†. Using these definitions, we
rewrite Eq. (8) and Eq. (9) as
Jˆα = Jˆα+ + Jˆ
α
−, (17)
and
∆ˆβ = −i∆ˆβ+ + i∆ˆβ−, (18)
respectively. The Bogoliubov-de Gennes Hamiltonian for
the Majorana vector operators takes then the form
HˆM = µ τˆy ⊗ 1N + i
(
τˆx ⊗ ∆ˆβ− − iτˆy ⊗ Jˆα−
)
− i
(
τˆx ⊗ ∆ˆβ+ + iτˆy ⊗ Jˆα+
)
. (19)
This is the Hamiltonian form at the basis of our treat-
ment.
C. Majorana edge states in the isotropic Kitaev
chain with vanishing chemical potential
We now consider first the case of the isotropic Kitaev
chain with µ = 0. We thus set ∆ = J in Eq. (19) and
take α = β, namely, tunneling and pairing decay with the
same power-law exponent. The corresponding Hamilto-
nian reads
Hˆ0 = i
(
τˆ− ⊗ Jˆα−
)
− i
(
τˆ+ ⊗ Jˆα+
)
, (20)
where τˆ− = τˆx − iτˆy and τˆ+ = τˆ †− are the spin lowering
and raising operators, respectively. The Majorana edge
states are the eigenstates of Hˆ0 with zero eigenenergy:
|e1〉 =|1, 1〉, (21)
|e2〉 =|0, N〉 . (22)
They are the exact eigenstates for any power-law expo-
nent α. Independently of the exponent, they are localized
at edge of the Kitaev chain, at site n = 1 or n = N , re-
spectively. From definition (10) they correspond to the
Majorana modes γˆ1 and γˆ2N . These operators commute
with the Hamiltonian γˆ†Hˆ0γˆ. These edge states still ex-
ist for finite but small µ and even for the anisotropic
Kitaev chains. The analysis of the properties of the edge
states in the anisotropic Kitaev chain is the aim of the
next section.
III. EDGE MODES IN THE ANISOTROPIC
KITAEV CHAIN
In this section we discuss the properties of the edge
modes when the Kitaev chain is anisotropic, namely,
when the exponent of the power law decay are not equal,
α 6= β, and/or the coefficients of tunneling and pairing
differ, J 6= ∆. We thus seek for eigenmodes γˆE that
commute with Hˆ, Eq. (1), in the thermodynamic limit
N →∞: [
Hˆ, γˆE
]
= 0 . (23)
We write the eigenmodes as a linear superposition of the
modes γˆj with scalar coefficients hj :
γˆE =
2N∑
`=1
h` γˆ` = h
T γˆ = γˆTh , (24)
where we have introduced the vector
h = (h1, h2, ..., h2N )
T . Edge modes are character-
ized by coeffcients h` whose modulus is expected to be
maximum close to the edges, which are here given by
` = 1 and ` = 2N , and which shall decrease with the
distance from the closer edge. From Eq. (23) we can
identify some general requirements that these coefficients
shall fulfill. Since Hˆ is quadratic the commutator on the
left-hand-side of Eq. (23) can be rewritten as[
Hˆ,hT γˆ
]
= −
[
hT HˆM γˆ − γˆT HˆMh
]
= 2γˆT HˆMh ,
(25)
where in the last equality we have used that HˆTM = −HˆM .
Therefore, Eq. (23) takes the form of the eigenvalue equa-
tion
HˆMh = 0 . (26)
For the remainder of this section we want to present how
we intend to derive h.
A. Eigenvalue equation
Let us first formulate the eigenvalue problem
HˆM |v〉 = E|v〉 , (27)
where we use Dirac’s notation of operator for matrices
and ket (bra) vectors for right (left) eigenvectors. We
define the Hamiltonian
Hˆ1 = HˆM − Hˆ0 , (28)
such that HˆM = Hˆ0+Hˆ1. For Hˆ1 = 0 eigenstates of HˆM
at E = 0 are the vectors |v0〉 = a|e1〉+ b|e2〉, with a and
b scalars. In particular, vectors |e1〉 and |e2〉 form a basis
for the kernel of Hˆ0 for J 6= 0.
We now consider the perturbation and search for eigen-
states with E ≈ 0, which are localized at the edges.
For this purpose we introduce the projector Pˆ into the
subspace spanned by |e1〉 and |e2〉, and the projector
Qˆ = 1−Pˆ onto the orthogonal complement of the kernel
of Hˆ0, such that Qˆ + Pˆ = 1 is the unity matrix 1. We
note that Pˆ projects on the edges, while Qˆ contains the
chain’s bulk.
4We now make some general considerations. By taking
the projection of Eq. (27) on the subspace corresponding
to Pˆ and using that PˆHˆ0 = Hˆ0Pˆ = 0 we obtain the
relation
Pˆ(Hˆ1 − E)|v〉 = 0 , (29)
We note that, since we expect E ≈ 0, then the scalar
product |〈v0|Hˆ1|v〉|  1, thus the states we search for
have small overlap with the bulk. We further find the
structure of |v〉 by considering that Eq. (27) can be
rewritten as
E|v〉 =HˆM |v〉
=
[
QˆHˆ0 + Qˆ(Hˆ1 − E1)
]
|v〉+ [QˆE + PˆHˆ1]|v〉
=QˆHˆ0
[
1 + (QˆHˆ0)−1Qˆ(Hˆ1 − E1)
]
|v〉
+ [E + Pˆ(Hˆ1 − E1)]|v〉 .
Using Eq. (29) we can write the eigenstates as a function
of |v0〉 such that
|v〉 = 1
1 + (QˆHˆ0)−1Qˆ(Hˆ1 − E1)
|v0〉 , (30)
which ensures that
[
1+ (QˆHˆ0)−1Qˆ(Hˆ1−E1)
]|v〉 = |v0〉.
Substituting Eq. (30) in Eq. (29), we can now cast the
problem into finding the kernel of operator Γˆ:
Γˆ = Pˆ(Hˆ1 − E) 1
1 + (QˆHˆ0)−1Qˆ(Hˆ1 − E1)
Pˆ , (31)
namely, we shall find the eigenvalues E for which Γˆ has a
non-trivial kernel. In particular, for edge state we should
obtain E = 0 in the thermodynamic limit N →∞.
Let us now use the explicit forms of Hˆ0 and Hˆ1 to
calculate the matrix
[
1 + (QˆHˆ0)−1Qˆ(H1 − E1)
]−1
. This
can be performed after considering that Qˆ projects on
the bulk of the chain. Therefore, in the thermodynamic
limit we can apply the Fourier transform to derive the
spectrum and the eigenvectors of HˆM and Hˆ1. For this
purpose we define the k vectors
|k〉 = 1√
N
N∑
n=1
ei(n−1)k|n〉,
with k = 2pim/N and m = 0, 1, . . . , N − 1. Then,
QˆHˆ0 =
∑
k
(
0 −iJζ(α)Liα(e
−ik)
iJ
ζ(α)Liα(e
ik) 0
)
⊗ |k〉〈k|
and
QˆHˆM =
∑
k
(
0 −iF (−k)
iF (k) 0
)
⊗ |k〉〈k| ,
with
F (k) =
µ
2
+
∆
2ζ(β)
[
Liβ(e
ik)− Liβ(e−ik)
]
+
J
2ζ(α)
[
Liα(e
ik) + Liα(e
−ik)
]
. (32)
Here, Liγ(z) =
∑∞
r=1 z
r/rγ denotes the Polylogarithm
and |z| ≤ 1 [24].
Now the problem of finding the inverse in Eq. (31)
reduces to invert 2 × 2 matrices. This can be solved
analytically and gives, for E = 0,
1
1 + (QˆHˆ0)−1QH1
=
∑
k
(M(k) 0
0 M(−k)
)
⊗ |k〉〈k| ,
(33)
with
M(k) = J
ζ(α)
Liα(e
ik)
F (k)
. (34)
Later on we will check the consistency of the assumption
that the eigenvectors have vanishing energy by estimating
the scaling of E with the chain’s size.
B. Localization of the edge modes along the chain
We can now determine the probability amplitudes h`
for the eigenstates at zero eigenvalue. This reduces to
calculate the projection of the edge state that we will
call |e〉, which is |v〉 given by Eq. (30) at E = 0, onto the
bulk position |n〉 ≡ |1, n〉. We take |v0〉 = |e1〉 ≡ |1, 1〉
and calculate the amplitude
〈n|e〉 = A(n) (35)
where
A(n) =
1
2pi
∫ 2pi
0
dk ei(n−1)kM(k) . (36)
The function |A(n)|2 gives the spatial occupation of the
chain site n of the eigenmode at zero eigenvalue. By
construction, for HˆM = Hˆ0 it reduces to the edge state
|e1〉, namely, A(n) = δn,1. As it has been used here,
the probability amplitude A(n) can be found taking the
continuum limit, when the summation
∑
k goes over to
a continuum of k-values in the interval [0, 2pi). Using
the residue theorem it can be rewritten as the sum of
the integral along the contour, I(n), and of the residues,
R(n), as it follows
A(n) = R(n) + I(n). (37)
The integral is taken along the contour illustrated in
Fig. 1 and reads
I(n) = lim
η→0+
[∫
Cη
+
∫
C2pi−η
+
∫
CM
]
dk
ei(n−1)k
2pi
M(k) ,
(38)
5where the interval of integration along the imaginary axis
and the real axis are [0,M ] (M > 0) and [η, 2pi − η], re-
spectively. The individual paths are Cη(y) = η + iy with
y ∈ [0,M ], CM (y) = y + iM with y ∈ [η, 2pi − η], and
C2pi−η(y) = 2pi− η+ i(M − y) with y ∈ [0,M ]. The sum-
mation over the residues in Eq. (37) goes over the com-
plex numbers k0 with 0 < Re(k0) < 2pi and Im(k0) > 0
for which Res[ei(n−1)kM(k), k0] does not vanish and
reads
R(n) = i
∑
k0:Im(k0)>0
Res
[
ei(n−1)kM(k), k0
]
. (39)
Both residues and integral contributions determine the
behavior of |e〉 at the chain bulk. Below we argue that the
residues contributes to A(n) with an exponential decay
(see Eq. (43)), while the integral term is different from
zero only in the anisotropic Kitaev chain. In this case
its contribution is an algebraic decay with the smallest
exponent, either α or β (see Eq. (49)).
FIG. 1. Sketch of the contour integration (38). Here, the
blue line indicates the integration path C(y) = y along the
real axis (y ∈ [η, 2pi − η]), the red line shows the contour.
Here, Cη(y) = η + iy with y ∈ [0,M ], CM (y) = y + iM with
y ∈ [η, 2pi − η], and C2pi−η(y) = 2pi − η + i(M − y) with
y ∈ [0,M ].
1. Residues
By inspection of Eq. (34) we observe that the only
values where Res[ei(n−1)kM(k), k0] does not vanish are
the zeros of F (k), Eq. (32). Therefore we search for the
values k0 such that F (k0) = 0. Within the area of the
contourM(k) is a meromorphic function and we can take
its Laurent series about the root k0 of F (k):
M(k) =
∞∑
`=−∞
a`(k0)(k − k0)` , (40)
where the a` are the coefficients. Moreover, since M(k)
is meromorphic there exists a finite and positive index
Lk0 such that a`(k0) = 0 for ` < −Lk0 . This index
determines the order of the pole of M(k) at k0.
Using Eq. (40) the residues at k0 can be expressed as
Res
[
ei(n−1)kM(k), k0
]
= ei(n−1)k0Pk0(n) , (41)
where Pk0(n) is a polynomial in n which depends on the
coefficients of the Laurent expansion as
Pk0(n) =
Lk0−1∑
`=0
[i(n− 1)]`
`!
a−1−`(k0), (42)
using the expansion of ei(n−1)(k−k0) close to k0. Since all
poles are isolated, then the behavior of Eq. (39) in the
bulk is dominated by the residue at the point k′0 with the
smallest imaginary part, namely Im(k′0) = ξ is such that
ξ ≤ Im(k0) for all k0. We distinguish two cases, when
ξ > 0 and when instead ξ = 0. For ξ > 0 then for n 1
the sum over the residues Eq. (39) behaves as
R(n) ∼ e−ξnP˜k′0(n) , (43)
where P˜k′0(n) = iPk′0(n)e
i(n−1)Re(k′0). If k′0 is a pole of or-
der one, then the polynomial Pk′0(n) is simply a constant
independent on n.
When ξ = 0, a pole lies on the real axis. This occurs at
the critical point, where there is no localized mode. This
treatment allows us to determine the critical values. To
derive the phase diagram it is sufficient to find the zeros of
F (k) in Eq. (32) which lie on the real axis in the interval
k ∈ [0, 2pi]. The gap closes at k = 0 and k = pi. For
k = pi we obtain the threshold
µ = 2J
(
1− 21−α) . (44)
For k = 0 we obtain
µ = −2J, (45)
therefore the topological phase is bounded as follows
−2J ≤ µ ≤ 2J (1− 21−α) , (46)
in agreement with Ref. [18]. Note that the boundaries
are independent of the power-law exponent of the pairing
term, and, for α→∞, one recovers the standard topolog-
ical phase, in agreement with the findings in Ref. [16–18].
When µ is inside this interval, the residues contributes
with a function which exponentially decays away from
the edges. For any η > 0, k = 0 is excluded, therefore a
good candidate for k′0, the pole which contributes more
to the sum of residues, can be searched above k = pi.
2. Integrals
We will now extract the behavior of the inte-
grals in Eq. (38). For this purpose we use that
6∫
CM dke
i(n−1)kM(k) vanishes in the limit M → ∞. In
this limit the integral to solve is
I(n) = − 1
pi
∫ ∞
0
e−y(n−1)Im(M(iy)) . (47)
Here, M(k) is given in Eq. (34), and its imaginary part
specifically reads:
Im(M(iy)) = − J
ζ(α)
Im(F (iy))
Liα(e
−y)
|F (iy)|2 , (48)
with the function F (k) of Eq. (32).
In order to determine the behavior for n  1, we ex-
pand Im(M(iy)) in leading order of y using the Taylor
expansion of the Polylogarithm [24]:
Liγ(e
−y) =Γ(1− γ)yγ−1 +
∞∑
k=0
ζ(γ − k)
k!
(−y)k,
Liγ(e
y) =Γ(1− γ) cos(pi(γ − 1))yγ−1 +
∞∑
k=0
ζ(γ − k)
k!
yk
+ iΓ(1− γ) sin(pi(γ − 1))yγ−1 .
where the real part is here only well-defined for γ /∈
N, while the coefficient of the imaginary part is
Γ(1− γ) sin(pi(1− γ)) = pi/Γ(γ). In leading order in the
expansion, Eq. (48) is given by
Im(M(iy)) ≈ Λ
[
J
2ζ(α)Γ(α)
yα−1 − ∆
2ζ(β)Γ(β)
yβ−1
]
,
and Λ = Jpi/(µ/2 + J)2. Substituting in Eq. (47) we
obtain
I(n) ≈ −
[
J
2ζ(α)
n−α − ∆
2ζ(β)
n−β
]
J(
µ
2 + J
)2 , (49)
which is valid for n 1. This expression shows that the
integral vanishes for J = ∆ and α = β. In this case the
decay of the edge state is dominated by the residues and
is purely exponential. Otherwise, when J 6= ∆ or α 6= β
the behavior of I(n) is dominated by an algebraic decay
with the smallest exponent between α and β. In this case
the contribution of the integral determines the decay of
the edge mode in the bulk. This result is in agreement
with the behavior reported in the specific limits [16–18].
C. Discussion
We have analyzed the properties of the spatial depen-
dence of the zero eigenmodes focusing on their behavior
away from the edges. Our study shows that their form is
determined by the properties of the integral (36), whose
integrand is determined by the ratio between the coeffi-
cients of Hˆ0 and of HˆM in Fourier space. In particular,
the asymptotic scaling is determined by the properties of
the coefficients of the Hamiltonian HˆM , while the proper-
ties of the coefficients of Hˆ0 enter into the scaling factors.
The results we obtained did not make use of pertur-
bation theory. Nevertheless they were derived under the
assumption that the resulting eigenvector |v〉 are at zero
energy, so that we could set E = 0 in Eq. (30), that we
called |e〉. We now verify that the result we obtain is con-
sistent with this assumption. For this purpose we show
that the eigenvector |e〉 we have found fulfills Eq. (29) at
E = 0. We first determine the scalar product 〈v′0|Hˆ1|e〉
where |v′0〉 = a|e1〉+ b|e2〉 and
Hˆ1|e〉 =
∑
k
i
[
F (k)− J
ζ(α)
Liα(e
−ik)
]
M(k)
(
0
1
)
⊗ |k〉 ,
(50)
where we took |v0〉 = |e1〉 in Eq. (30). For |v′0〉 = |e2〉 the
overlap is maximal and reads
〈e2|Hˆ1|e〉
=
∫ 2pi
0
dk
iei(N−1)k
2pi
[
F (k)− Jζ(α)Liα(eik)
]
J
ζ(α)Liα(e
ik)
F (k)
.
(51)
This integral can be calculated using the residues the-
orem as above. It is composed by the sum of an ex-
ponential scaling exp(−ξN) and an algebraic scaling
N−min{α,β}, where the second contribution vanishes for
α = β and ∆ = J . This provides an estimate how the
energy scales for every finite N value and shows that the
assumption E = 0 is correct in the thermodynamic limit.
IV. NUMERICAL ANALYSIS OF THE EDGE
MODES
In this section we investigate numerically the spatial
distribution of the edge states and their energy. This
is done by determining the smallest positive eigenenergy
Eedge of HˆM , Eq. (19), and the corresponding edge state
|e〉, in a chain of N = 8000 sites. We analyze in particular
the probability
Pn = |A(n)|2 = |〈n|e〉|2
that the eigenstate |e〉 occupies site n.
Figure 2 displays the probability Pn as a function of n
and for different values of ∆, J and α, β. The behavior
of subplot (a) corresponds to a parameter choice with
∆ = J and α = β and displays an exponential decay of
the edge mode. Subplots (b)-(d) correspond to different
choices of parameters for the anisotropic Kitaev chain,
where the algebraic decay at large n is visible. We have
fitted the numerical results at the asymptotics using the
fitting function
Pn ' C n−γ
7finding γ in good agreement with the analytical result
γ = 2 min{α, β}. The effect of the contribution R(n)
of the residues in Eq. (37) is also visible in Fig. 2. In
order to show that, we find the pole k′0 ofM(k) with the
smallest imaginary part, calculate ξ = iIm(k′0), and plot
Pn ' P1e−2ξ(n−1)
as gray dashed line. While we observe for the isotropic
case (subplot (a)) very good agreement in the full range
of n, we see that the exponential behavior is still in
good agreement for small n in the anisotropic case (sub-
plots (b)-(d)). However, for larger values of n, in the
anisotropic case, we observe eventually that the algebraic
tail becomes dominant as expected.
FIG. 2. Probability that the edge state occupies the site n,
Pn = |〈n|e〉|2, as a function of n and for different choices of the
parameters. The parameters are given on top of each subplot.
The results have been evaluated by numerically diagonaliz-
ing the matrix HˆM , Eq. (19). The gray dashed lines show
the exponential behavior Pn = P1e−2ξ(n−1). The exponent
ξ is found by numerically determining the pole k′0 of M(k)
with the smallest imaginary part. The tails of the curves,
in the anisotropic cases, fitted by the function Pn = Cn−γ ,
are shown by the red line in subplots (b)-(d), the interval of
the fit is from n = 200 to n = 4000. We find γ = 4.03 (b),
γ = 2.98 (c), and γ = 3.98 (d), with a rounding error to two
digits after the decimal point.
Figure 3 displays the scaling of the energy of the eigen-
mode |e〉 with the chain size N and for different values
of ∆, J , and α, β. Subplot 3(a) is calculated for the same
parameters as subplot 2(a) but different sizes and dis-
plays an exponential scaling. In the anisotropic Kitaev
chain, subplots (b)-(d), the scaling is algebraic, the fit-
ting function at large N gives
Eedge ∼ C ′N−γ′ (52)
with γ′ ≈ min{α, β} in good agreement with our analyt-
ical result.
FIG. 3. The energy Eedge of the edge state as a function of
the system size N and for different choices of the parameters.
The parameters are given on top of each subplot. The results
have been evaluated by numerically diagonalizing the matrix
HˆM , Eq. (19). The parts of the curves fitted by the function
C′N−γ
′
are shown by the red line in subplots (b)-(d), the
interval of the fit goes from N = 131 to N = 8000. We
find γ′ = 2.01 (b), γ′ = 1.55 (c), and γ′ = 1.98 (d), with a
rounding error to two digits after the decimal point.
V. CONCLUSIONS
We have analytically determined the spatial decay of
the edge states in the long-range Kitaev chain. The ex-
pressions we obtain are general and hold for any choice
of the tunneling and pairing rates and of the exponents
of the algebraic decay, as long as these are larger than
unity. Our result allows to determine the boundaries of
the topological non-trivial phase. Within this phase, it
predicts that the edge modes are exponentially localized
at the chain edges in the isotropic case, namely, when
the pairing and tunneling rates are equal and decay with
the same exponent. By means of this model we can ex-
trapolate the characteristic length as a function of the
parameters. This behavior agrees with the numerical re-
sults reported in Refs. [16, 17]. Algebraic decay of the
edge modes is instead found in the anisotropic case, when
either the exponent and/or the rates of tunneling and
pairing differ. In this case, the smallest exponent deter-
mines the algebraic scaling of the tails, while at shorted
distances the decay is exponential. This behavior has
been observed for some specific cases [16–18]. Our re-
sult is analytical and generalizes these findings.
Our approach could be generalized to higher dimen-
sional cases, e.g. two or three dimensional systems [25].
It could be extended in order to describe the out-of-
equilibrium behavior following slow quenches across the
critical point Ref. [26].
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