We realise Heckenberger and Kolb's canonical calculus on quantum projective 
Introduction
The interaction of the theory of quantum groups and their homogeneous spaces with Connes' formulation of noncommutative geometry is a very important, exciting, and active area of contemporary mathematics. The noncommutative geometry of quantum groups is usually discussed in terms of covariant differential calculi (as introduced by Woronowicz in his seminal paper [38] ). Meanwhile, Connes' operator algebraic formulation of noncommutative geometry is most commonly presented in terms of spectral triples [5, 9] .
One of the major families of quantum group homogeneous spaces is the family of quantum flag manifolds [20, 35, 37] . In [11] Heckenberger and Kolb showed that these spaces admit exactly two finite-dimensional irreducible covariant first-order differential calculi. Classically these correspond to the holomorphic and anti-holomorphic calculi of the manifold. Thus, the calculus obtained by taking their direct sum is a quantum generalisation of the module of complexified differential forms. (Hereafter we refer to this direct sum calculus as the Heckenberger-Kolb calculus.) This shows that Woronowicz's theory of covariant differential calculi is intimately suited to the study of the geometry of quantum flag manifolds.
In the spectral triple approach one deals with first-order calculi that arise as subspaces of the algebra of bounded operators on a Hilbert space. The exterior derivative is of the form df = [D, f ], for D a self-adjoint operator generalising the classical Dirac operator of a Riemannian spin c manifold. In [19] Krähmer showed that the Heckenberger-Kolb calculus could be realised in just such a manner. This exciting result has attracted a good deal of attention as it suggests that the spectral triple and covariant calculi approaches to noncommutative geometry are compatible.
Unfortunately however, there are several shortcomings of Krähmer's Dirac operator, not least that its classical limit gives something that is not quite a classical Dirac operator. (See [6, 29] for a discussion of some of these shortcomings.) This inspired two papers [6, 8] by D'Andrea, D ֒ abrowski, and Landi, in which a novel, more explicit, reworking of the Heckenberger-Kolb calculus was developed for the special case of the quantum projective spaces. This reworking made possible the construction of a new Dirac operator realizing the calculus. The operator was built in a manner that modeled the classical picture more closely than Krähmer's approach, and avoided its failings. Moreover, the construction was shown to satisfy Connes' spectral triple axioms.
In this general context, the aim of the present paper is to offer another reworking of the Heckenberger-Kolb calculus for the quantum projective spaces. This reformulation will be expressed in terms of Brzeziński and Majid's theory of quantum principal bundles [2, 25, 26] . Classically, every flag manifold can be understood as the base space of a principal bundle. However, thus far the only quantum flag manifold (endowed with the Heckenberger-Kolb calculus) to be presented in quantum principal bundle terms has been the very simplest one: the Podleś sphere endowed with the Podleś calculus [2, 27] . (Recall that the Podleś sphere was originally introduced by Podleś in [32] , and is one of the best studied examples of a quantum homogeneous space. The Podleś calculus was originally introduced in [33] .) When the general theory was applied to this example, it showed how the calculus naturally decomposes into holomorphic and anti-holomorphic subcalculi. Moreover, it showed how to describe these subcalculi as associated quantum vector bundles, and hence how to describe C q [CP 1 ] as a quantum framed manifold. General methods also demonstrated how to construct a strong connection for the bundle, as well as suggesting a canonical Hodge * -operator, spin structure, Dirac operator, and Laplace operator. Many of these tools would later be used as basic ingredients in other works. For example, they were employed in the study of the complex geometry of C q [CP 1 ] in [15] , in the construction of guaged Laplacians in [21, 22] , and in the construction of anti-self-dual connections in [7] . We expect that our extension of the quantum principal bundle description of the Podleś sphere to include all quantum projective spaces will prove to be of similar use in the study of these spaces. It is anticipated, for instance, that it will allow for a simplification of the approach used in [8] to construct Dirac operators, and used in [16, 17] to study complex structures. It also seems likely that our work can be built upon to give a quantum principal bundle description of all quantum flag manifolds endowed with the Heckenberger-Kolb calculus.
The paper is organised as follows: Section 2 is preliminary. It introduces basic material about differential calculi over Hopf algebras along with the standard bicovariant calculus for a coquasi-triangular Hopf algebra. It also discusses the general theory of quantum principal bundles, quantum framed manifolds, connections, and covariant derivatives for associated quantum vector bundles.
In Section 3 we recall the basic details of the quantum groups C We construct a differential calculus for C q [SU N ] in Section 4 by taking a distinguished quotient of the standard bicovariant calculus. In Section 5 we show how this calculus induces quantum principal bundle structures on our two bundles.
In Section 6 and 7 we use the methods of [24, 27] to frame the calculi on C q [S 2N −1 ] and C q [CP N −1 ]. We show how the calculus on C q [CP N −1 ] naturally decomposes into a direct sum of holomorphic and anti-holomorphic subcalculi. Moreover, we calculate the bimodule relations for the holomorphic and anti-holomorphic subcalculi.
In Section 8, we construct a strong connection for the bundle
, and show that it restricts to a strong connection for the bundle
, and that the two connections induce the same covariant derivative on such bundles. Finally, we look at the example of the quantum line bundles over C q [CP N −1 ] and see how our connections act on them.
The noncommutative complex geometry of the maximal prolongation of Ω 1 q (CP N −1 ) will be considered in [31] , following which a Kähler structure and a Dirac operator will be introduced.
Preliminaries on Quantum Principal Bundles
In this section we fix notation and recall the definitions, constructions, and results of the theory of quantum principal bundles that will be used later on. References are provided where proofs or basic details are omitted.
Let A be an algebra. (In what follows all algebras are assumed to be unital.) A firstorder differential calculus over A is a pair (Ω 1 , d), where Ω 1 is an A-A-bimodule and d : A → Ω 1 is a linear map for which holds the Leibniz rule
and for which Ω 1 = span C {adb | a, b ∈ A}. We call an element of Ω 1 a 1-form. The universal first-order differential calculus over A is the pair (Ω 1 u (A), d u ), where Ω 1 u (A) is the kernel of the product map m : A ⊗ A → A endowed with the obvious bimodule structure, and d u is defined by
It is not difficult to show that every calculus over A is of the form (
, where N is a sub-bimodule of Ω 1 u (A), and proj :
where the sum direct sum taken is the obvious one.
Let H be a Hopf algebra with comultiplication ∆ H , counit ε H , antipode S H , unit 1 H , and multiplication m H (in what follows we will almost always omit explicit reference to H when denoting these operators). A differential calculus Ω 1 (A) over a left H-comodule A is said to be left-covariant if there exists a left-coaction ∆ L :
A calculus over a right H-comodule is said to be right-covaraint if there exists an analogous right-coaction ∆ R . A calculus over a H-bicomodule that is both left and rightcovariant is said to be
The left-covariant differential calculi over H were classified in [38] as follows: Consider the linear isomorphism
with inverse
The restriction of s to the universal calculus Ω 1 u (H) gives a linear isomorphism
where H + = ker(ε) denotes the augmentation ideal of H. Now for any right ideal I H of H + , it can be shown that s(H ⊗ I H ) is a sub-bimodule of Ω 1 u (H) for which the corresponding calculus Ω 1 (H) is left-covariant. Moreover, it can be shown that every left-covariant calculus arises in this way. This correspondence is bijective, meaning that the left-covariant calculi over H are classified by the right ideals of H + . If we denote 
We say that H is coquasi-triangular if it is equipped with a convolution-invertible linear map r :
and
for all f, g, h ∈ H. For any coquasi-triangular Hopf algebra H, the quantum Killing form is the map
If H has a set of generators {u i j | i, j = 1, . . . , N }, for some N ∈ N, then we can use Q to define a family of maps {Q kl | k, l = 1, . . . , N } by setting
. Using this family of maps, an N 2 -dimensional representation Q can then be defined by
We call Q the quantum Killing representation of H. It can be shown [23] For a right H-comodule V with coaction ∆ R , we say that an element v ∈ V is coinvariant if ∆ R (v) = v ⊗ 1, we denote the subspace of all coinvariant elements by V H , and call it the coinvariant subspace of the coaction. (We define a coinvariant subspace of a leftcoaction analogously.) Now for a right H-comodule algebra P , its coinvariant subspace M = P H is clearly a subalgebra of P . If the mapping
is an isomorphism, then we say that P is a Hopf-Galois extension of H. It is wellknown, and not too difficult to show, that this condition is equivalent to exactness of the sequence
where Ω 1 u (M ) is the restriction of Ω 1 u (P ) to M , and ι is the inclusion map (see [25] for details). Now it is natural to look for a generalisation of this sequence to one using non-universal calculi. This brings us to the central structure used in this paper: Definition 2.1. A quantum principal H-bundle is a four-tuple (P, H, N, I H ), where H is a Hopf algebra; P a right H-comodule algebra such that P is a Hopf-Galois extension of M = P H ; N a sub-bimodule of Ω 1 u (P ) determining a right-covariant calculus Ω 1 (P ); I H an Ad R -stable right ideal of H + determining a bicovariant calculus Ω 1 (H); for which holds the equality ver(N ) = P ⊗ I H .
We call P the total space, H the fibre, and M the base space. We usually omit explicit reference to the choice of calculi and refer to (P, H, N, I) as the quantum principal Hbundle P ←֓ M . It is clear that every Hopf-Galois extension is a quantum principal bundle for the choice of the universal calculus on the total space, and on the fibre. An immediate consequence of the definition is that for any quantum principal bundle (P, H, N, I H ), we have an exact sequence:
where Ω 1 (M ) is the restriction of Ω 1 (P ) to M , ι is the inclusion map, and ver the descent of ver to Ω 1 (P ) (which is well-defined since (5) holds).
For Hopf algebras G, H, a homogeneous right H-coaction on G is a coaction of the form (id ⊗ π) • ∆, where π : G → H is a surjective Hopf algebra map. We call the coinvariant subalgebra M = G H of such a coaction a quantum homogeneous space, and usually denote it by π : G → H. Moreover, when G is a Hopf-Galois extension of M , we say that M is a Hopf-Galois quantum homogeneous space. Let us now look at when nonuniversal choices of calculi give a Hopf-Galois quantum homogeneous space the structure of a quantum principal bundle: The map s can be used to let ver act on G ⊗ G + . As is easily seen,
Thus, for any left-covariant calculus on G with corresponding right ideal I G ⊆ G + , and left-covariant calculus on H with right ideal I H ⊆ H + , the requirement (5) is satisfied if, and only if, I H = π(I G ). Similarly, it is easy to show that Ω(G) is right-covariant if, and only if, (id ⊗ π)(Ad R (I G )) ⊆ I G ⊗ H. In this case we have that
and so, the calculus on H corresponding to I H is bicovariant. We collect these observations in the following proposition:
Proposition 2.2 [27] Let π : G → H be a Hopf-Galois quantum principal homogeneous space, and I G a right ideal of G + . If
) is a quantum principal bundle. We call such a quantum principal bundle a quantum principal homogeneous space.
An associated bundle to a quantum principal H-bundle P ←֓ M is a coinvariant left Msubmodule of the form E = (P ⊗ V ) H , where V is a H-comodule and P ⊗ V is equipped with the tensor product coaction. For a quantum principal bundle P ←֓ M , a quantum framed manifold structure for M is a pair (E, s), where E is an associated bundle to P ←֓ M , and s is a left M -module isomorphism between E and Ω 1 (M ) which we call a framing. For a right H-comodule V , a soldering form is a right H-comodule map θ : V → P Ω 1 (M ) which induces an M -module isomorphism
It can be shown that all framings for Ω 1 (M ) arise in this way from a soldering form [24] . In general, it is not clear how to find a quantum framed manifold structure, or even if one exists. However, in the case of a quantum principal homogeneous space we have the following theorem:
For any quantum principal homogeneous space π : G → H with base space M , the vector space V M = (G + ∩M )/(I G ∩M ) has a well-defined right H-comodule structure given by
with respect to which a soldering form is given by
In what follows, we will usually denote M + = G + ∩ M , and I M = I ∩ M . Moreover, we define the dimension of Ω 1 (M ) to be the vector space dimension of V M .
A connection for a quatum principal H-bundle P ←֓ M is a left P -module projection Π :
Connections are in bijective correspondence with linear maps ω : Λ 1 H → Ω 1 (P ) for which ver • ω = 1 ⊗ id and ∆ R • ω = (ω ⊗ id) • Ad R,H , where Ad R,H is the descent of Ad R,H to the quotient Λ 1 H . We call such a map ω a connection form. Explicitly, the connection Π ω corrresponding to a connection form ω is given by
For a quantum principal homogeneous space π : G → H connection forms are in turn equivalent to linear maps i :
where π and Ad R,G are defined to be the unique mappings for which the following diagrams are commutative:
(Note that Ad R,G is well-defined because (8) is satisfied, while π is well-defined because I H = π(I G ).) We call such a map i a bicovariant splitting map. Explicitly, the connection form associated to i is ω = s • i. For a more detailed presentation of connections, connection forms, and bicovariant splitting maps see [2, 3, 25, 26] .
. Strong connections are important because they allow us to construct covariant derivatives for all the associated bundles of the principal bundle. Recall that if E is a bimodule over an algebra A and Ω 1 (A) is a differential calculus over A, then a covariant derivative for E is a linear mapping
It was shown in [10] , that for any associated bundle E to a quantum principal bundle P ←֓ M , a strong connection Π induces a covariant derivative ∇ on E defined by
where we identify E ⊗ M Ω 1 (M ) with its canonical image in Ω 1 (P ).
Quantum Spheres and Quantum Projective Spaces as Hopf-Galois Quantum Homogeneous Bundles
For q ∈ (0, 1] and
be the quotient of the free algebra
. . , N by the ideal generated by the elements
These generators can be more compactly presented as
where, for H the Heaviside step function,
We can put a bialgebra structure on C q [M N ] by introducing a coproduct ∆ and counit ε that act according to ∆(
with summation taken over all permutations π of N elements, and ℓ(π) the length of π. As is well-known, det N is a central and grouplike element of the bialgebra. The centrality of det N makes it easy to adjoin an inverse det
N . We extend ∆ and ε by setting ∆(det
N , and ε(det −1 N ) = 1, and denote the new bialgebra by C q [GL N ]. If we assume that q is real, then we can endow C q [GL N ] with a * -algebra structure by defining
where {k 1 , . . . , k N −1 } = {1, . . . , N }\{i} and {l 1 , . . . , l N −1 } = {1, . . . , N }\{j} as ordered sets. Moreover, we can give C q [GL N ] a Hopf * -algebra structure by setting
We denote this Hopf * -algebra by C q [U N ]. For N = 1, we get the Hopf algebra C[U 1 ], where it is usual to denote u 1 1 = t, and det
by the ideal det N −1 , then the resulting algebra is again a Hopf * -algebra. We denote it by C q [SU N ]. We can put a coquasi-triangular structure r on C q [SU N ] by defining
where q 1 N is some N th -root of q. Its convolution-inverse r is given by the mapping
where
For N = 2, we get the well-known Hopf algebra C q [SU 2 ]. We usually denote its four generators by a = u 1
Quantum Projective Spaces
We are now ready to introduce the quantum projective spaces. We use a description, introduced in [28] , that presents quantum (N − 1)-projective space as the coinvariant subalgebra of a
This subalgebra is a q-deformation of the coordinate algebra of the complex manifold SU N /U N −1 . Recall that classically CP N −1 is isomorphic to SU N /U N −1 .
Definition 3.1. For the surjective Hopf algebra map α N :
Let us now present this quantum homogeneous space as a quantum principal homogeneous space. We begin by proving a general result:
Proof. We will establish this result by introducing a map ver −1 : G ⊗ H → G ⊗ M G that acts as an inverse for ver whenever v(1 ⊗ p) = 0, for all p ∈ ker(π). Let i : H → G be a linear mapping such that π • i = id (such a mapping can always be constructed) and set ver −1 = v • (id ⊗ i). We first show that ver • ver −1 = id: For any h ∈ H,
We now move on to to showing that ver −1 • ver = id: For any x ∈ G, the fact that π • i = id, implies that i(π(x)) = x + p x , for some p x ∈ ker(π). This means that
We note that ver −1 does not depend upon our choice for the map i.
Using this lemma we now give a detailed alternative proof of a result that was originally established in [28] .
] has a quantum principal bundle structure.
Proof. It is easy to show that any p ∈ ker(α N ) is of the form
Now, for any f ∈ C q [SU N ], we have
Quantum Spheres
As mentioned above, the q-deformation of C q [CP We begin by presenting a q-deformation of the coordinate algebra of S 2N −1 which was first introduced in [36] . This deformation is based upon yet another classical isomorphism, this time the identification of S 2N −1 and SU N /SU N −1 .
Definition 3.4. For the surjective Hopf algebra map
The following lemma was originally established in [28] . An alternative proof can easily be formulated using the approach of Corollary 3.3 above.
Lemma 3.5 The quantum homogeneous space
has a quantum principal bundle structure.
We would like a description of C q [S 2N −1 ] in terms of generators and relations. We note that, for i = 1, . . . , N , we have
. We will usually denote u i 1 and S(u 1 i ) by z i and z * i respectively. Using representation theoretic methods, it was established in [36] that C q [S 2N −1 ] is in fact generated as a algebra by the elements z i , z * i . It was also shown that a full set of relations is given by
(More easily accessible versions of the proof can be found in [18, 4] .)
We now introduce a right [28] .
Lemma 3.6 Define a surjective Hopf algebra map γ N :
is clear from the fact that
and the similarly established
and so, the following diagram is commutative:
N . Just as in (19) , it is easy to show that ∆ SU N ,α (z i ) = z i ⊗ det −1 N and ∆ SU N ,α (z * i ) = z * i ⊗ det N , and so, we have another commutative diagram:
That C q [CP N −1 ] is the coinvariant subalgebra of ∆ S 2N−1 ,γ follows easily from this. C for which λ → λ ⊗ t −p , for λ ∈ C, and note that it gives a C[
. It is clear that E p is the coinvariant subspace of this coaction. Classically, these associated bundles correspond to the line bundles over CP N −1 , and so, we call them the quantum line bundles. Finally, we note that dual to the coaction
This provides us with an alternative description of C q [CP N −1 ] as the invariant subalgebra of a group action. We will, however, not pursue this viewpoint.
Let us now show that
Proposition 3.7 With respect to its
is not a quantum homogeneous space, the argument of Lemma 3.2 can still be applied in this case. However, one needs to be careful about the construction of the inverse for ver. Let i :
be the unique linear map for which i(t l ) = (z * 1 ) l and i(t −l ) = z l 1 , for l ≥ 0. We then set 4 The Bicovariant Calculus on C q [SU N ] and a Distinguished Quotient Thereof
As explained in the preliminaries, for every coquasi-triangular Hopf algebra H, there exists a canonical bicovariant differential calculus Ω 1 bc,q (H) over H, constructed using the quantum Killing representation. In this section we will recall what the calculus looks like in the case of C q [SU N ]; construct a certain quotient of it; and then explain why this quotient is important.
We begin by stating some very useful formulae (given in terms of the coquasi-triangular structure specified in (14) ) for the action of Q on certain distinguished elements of C q [SU N ]. We omit the proof which amounts to a routine application of the coquasitriangular properties given in (3).
Lemma 4.1 For Q kl defined as above, we have the following formulae:
We now introduce a basis of Λ 1
Lemma 4.2 The set consisting of the elements u 1 1 − 1; u i j , for i = j; and
Proof. The lemma is easily proved by using (21) and (24) to show that, apart from u 1 1 − 1, the given representatives of the proposed basis elements are mapped by Q to different elements of the canonical basis of M N (C), while u 1 1 − is the only element with non-zero image under Q 11 .
The next proposition introduces a distinguished right submodule of Λ 1 bc,q,SU N which we will use to construct the quotient of Ω 1 bc,q (SU N ) mentioned above. 
Lemma 4.3 The subspace
Proof. That V D is a right submodule is equivalent to the statement
for all 1 ≤ k, l, r, s ≤ N . This is easily proved using (23) and (25) . That V + and V − are right submodules is equivalent to the statement
for all 2 ≤ i, j ≤ N, and 1 ≤ k, l ≤ N . This is easily proved using (23).
Corollary 4.4 We have a well-defined quotient calculus
Its corresponding ideal is I SU N = ker(Q) + + D 1 + D 2 , where
Moreover, for i = 1, . . . N − 1, the elements
We recognise that the dimension of the differential calculus we have chosen for C q [SU N ] is significantly less than the classical value, for N > 2. However, we are not interested in Ω 1 q (SU N ) as a quantum deformation in itself. Instead, we will view it as a useful mathematical tool to be exploited in our efforts to investigate the geometry of 
A three-dimensional basis of left-invariant forms is given by
While the exterior derivative acts according to da = ae 0 + be
Finally, in matrix form, the right module relations are given by:
Since Ω 1 q (SU 2 ) is a three-dimensional calculus, it is natural to ask whether or not it is isomorphic to Woronowicz's well-known 3D calculus [38] . Recall that the ideal corresponding to the the 3D calculus is generated by the elements
Using (21) and (23), it is easy to show that a + q −2 d − (1 + q −2 ), (a − 1)b and (a − 1)c are all non-zero elements of Λ 1
. Thus, the two calculi cannot be isomorphic. Alternatively, one can observe that since (a − q)b − (a − 1)b = (1 − q)b, any ideal containing both (a − q)b and (a − 1)b will also contain b. Since this is not the case for either ideal, they cannot be equal. Moreover, a similar argument will show that Ω 1 q (SU 2 ) is not isomorphic to any of the three-dimensional calculi presented in [34] .
Quantum Principal Bundles Structures Induced by the
Calculus
In this section we will see how the calculus on C q [SU N ] introduced above induces quantum principal bundle structures on the Hopf-Galois extensions α N :
. We will then produce explicit descriptions of the calculi on the fibres
) is a quantum principal homogeneous space.
Proof. We have already proved that α N :
] is a Hopf-Galois principal homogeneous space. Thus, Proposition 2.2 tells us that all we need to show is that (8) holds for I SU N . Recall that I SU N = ker(Q)
For D 1 , we begin by noting that 
. . , N }, and let λ pk be the unique constants for which
We see that
. This is equivalent to requiring that
Using (21) it is easy to show that Q l1 (u k k ) = Q 1l (u k k ) = 0, for all l = 2, . . . , N , and that . First we note that C q [CP N −1 ] + is generated as an ideal of C q [CP N −1 ] by the elements z 11 − 1, and z ij , for (i, j) = (1, 1). Using (24) , it is easy to show that
Thus, e 
. From (7) it is clear that ker(ver) = C q [SU N ]⊗(V + ⊕V − ) . Thus, since we are dealing with a quantum principal bundle, ver must map
This means that Λ 1 It can also be shown that Ω 1 (SU N ) induces a quantum principal bundle structure on the Hopf-Galois extension
Since the proof is identical to the proof of Proposition 5.1, we will simply state the result:
We now introduce a basis of V S 2N−1 , and hence show that Ω 1 q (S 2N −1 ) has classical dimension:
Proof. Identifying V S 2N−1 with its canonical image in Λ 1 SU N , we have that e + i−1 = z i , and e 0 = z 1 − 1, are contained in V S 2N−1 . Using (22) it is easy to show that
and so, e Using an argument analogous to that found in Lemma 5.3, it is now easy to show that the calculus on C q [SU N −1 ] corresponding to the ideal β N (I SU N ) is trivial. (We note that Theorem 2.3 still holds in this case, as a careful reading of the original proof will verfiy.) Finally, we show that Ω 1 q [SU N ] induces a quantum principal structure on
Proposition 5.6 It holds that
is a quantum principal bundle.
Proof. Since we have already shown that C q [S 2N −1 ] is a Hopf-Galois extension of
) is right-covariant; and that I U 1 is Ad R -invariant. We begin with the requirement on ver(N S 2N−1 ): It is easily seen from the relations in (18) 
Just as for the general homogeneous case, it is easy to show that ver acts on
as required.
Let us now move on to establishing the right covariance of Ω 1 q (S 2N −1 ). It is easy to see that there exists a unique algebra map ζ N −1 :
Thus, we must have that
, and since by construction
, and so, Ω 1 q (S 2N −1 ) is right-covariant. It is routine to show that every element of C q [S 2N −1 ] is coinvariant under the action (id ⊗ γ N ) • Ad R . Together with (30) this gives us that
With this result the bicovariance of Ω 1 (U 1 ) can now be established just as in the general homogeneous case.
Let us now describe the calculus Ω 1 (U 1 ):
is onedimensional with dt as a generator. Moreover, we have the relation
Proof. Using methods exactly analogous to those of Lemma 5.3, it can be shown that
is a one-dimensional space spanned by the element t − 1.
is one-dimensional, we must have t 2 − t = λt − 1, for some λ ∈ C. With a view to finding λ, we define γ N to be the unique map for which the following diagram is commutative:
By evaluating the action of Q on S(u 1 1 ) 2 − S(u 1 1 ), one can show that
Alternatively, the above method can be used to show that (dt −1 )t = q 2 N −2 tdt −1 , after which (31) can be concluded from the relation dt = t(dt −1 )t. This approach has the advantage of being computationally simpler.
A Framing for the Odd-Dimensional Quantum Spheres
In this section we will look at the framing of the calculus Ω 1 q (S 2N −1 ) given by Theorem 2.3. Let us begin by calculating the action of the soldering form on the basis elements of V S 2N−1 given in Lemma 5.5:
Moreover, as noted in Lemma 5.5, we have θ(z i ) = e + i , θ(z 1 − 1) = e 0 , and θ(z * i ) = −q
. We now present a decomposition of Ω 1 q (S 2N −1 ) into a direct sum of vector spaces. While we will not use this decomposition in our later work, it is of interest in itself as a quantum generalisation of a classical fact.
Lemma 6.1
Denoting
we have the direct sum decomposition of vector spaces
, we have the decomposition ω = w + + ω 0 + ω − , with ω 0 ∈ Ce 0 , and
Thus, the lemma would follow if we could show that
, for all i = +, 0, −. That this is true is verifiable by direct calculation: For i = 1,
and so,
As we shall see in the proof of the next proposition, Ce 0 is not a right submodule, and so, Ω 1 q (S 2N −1 ) is not a right submodule. Thus, the above decomposition is not a decomposition into subcalculi. 
Proof. We shall only treat the actions of z r on e + i and e 0 , since the derivation of each of the other actions is directly analogous to one of these two. From (2) we have that
Using (21) and (23), it is routine to show that u i
For the action of z r on e 0 , we have that
Using (21) and (23) again, it is easy to show that
Finally, we establish the following lemma which gives an explicit description of the derivative for Ω 1 q (S 2N −1 ).
Proposition 6.3
In Ω 1 q (S 2N −1 ) it holds that
Proof. Calculating the formula for dz i is quite routine:
The derivation of the formula for dz * i is slightly more involved: First we note that
We then recall that S(u 1 k ) = −q 
A Framing for the Quantum Projective Spaces
Just as for the quantum spheres, we will now look at the framing of Ω 1 q (CP N −1 ) given by Theorem 2.3. We begin by calculating the action of the soldering form θ on the basis elements of V CP N−1 given in Lemma 5.2:
Moreover, from (28), we also have θ(z i1 ) = q 
Holomorphic and Anti-Holomorphic Calculi
We shall now see that the framing presented above gives us a canonical decomposition of Ω 1 q (CP N −1 ) into a direct sum of two subcalculi. This decomposition generalises the decomposition of the cotangent space of CP N −1 into its holomorphic and antiholomorphic parts. We omit the proof which is exactly analogous to the proof of Lemma 6.1.
we have a vector space decomposition:
We recall that the decomposition of Ω 1 q (S 2N −1 ) into subspaces given in Lemma 6.1 is not a decomposition into subcalculi. The above decomposition, however, is: 
Both pairs (Ω
. We call them the holomorphic calculus and anti-holomorphic calculus respectively.
Proof. Proposition 6.2 implies that Ω 
Moreover, we have the relations:
where λ bjs = 2(b − j) + sgn(b − s) − 1, with sgn the sign function, and
Proof. We begin by noting that
As we saw earlier, z k1 = q 
The formulae for the actions of the operators ∂ and ∂ now follow directly.
Proposition 6.2 implies that the generators z ij commute with the e ± i . This means that the right module relations can be determined using only the relations of C q [SU N ]. We omit the calculations which are routine, if quite tedious. From this we can conclude that R Ω 1 (M ) = I M , and that the two notions of dimension do indeed coincide.
Let us now state the classification result for the special case of
Theorem 7.5 [11] There exist exactly two non-isomorphic finite-dimensional irreducibe left-covariant first-order differential calculi over quantum projective (N − 1)-space. Each has dimension N − 1.
Since both Ω 
Connections
In this section we shall discuss connections for the bundles α N : Proof. From (7) and (10) q (CP N −1 ), then it would follow that Π ω was strong. But this is a direct consequence of (33) and (34), and so, Π ω is indeed strong.
A natural question to ask is whether or not Π ω restricts to a connection for the bundle Moreover, the diagram
is also commutative, which means that we have
Thus, if we could show that ω ′ was a connection form, the lemma would follow. Using a commutative diagram argument this can be deduced from the fact that ω is a connection form. However, it is much more economical to verify the requirements directly: That ver • ω ′ = 1 ⊗ id follows from ver • ω ′ (t −1 − 1) = ver(e 0 ) = 1 ⊗ α N (u 
We begin by noting that (20) implies that the following diagram is commutative:
From this we see that (
It remains to establish the opposite inclusion. If
where we denote ∆ V,U 1 (v) = v (0) ⊗ v (1) , for v ∈ V . Operating on both sides by id ⊗ id ⊗ δ N −1 (where, as in Lemma 3.6, δ N −1 is the canonical projection from
Now id − Π ω ′ is equal to the restriction of id − Π ω to Ω 1 q (S 2N −1 ), and so, we must have that ω ′ is strong.
That the actions of the covaraint derivatives ∇ ω and ∇ ω ′ coincide is obvious from (12) . 
