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Abstract: In this paper, we consider a semiparametric model for lifetime
data with competing risks and missing causes of death. We assume that
an additive hazards model holds for each cause-specific hazard rate func-
tion and that a random right censoring occurs. Our goal is to estimate
the regression parameters as well as the functional parameters such as the
baseline and cause-specific cumulative hazard rate functions / cumulative
incidence functions.
We first introduce preliminary estimators of the unknown (Euclidean
and functional) parameters when cause of death indicators are missing
completely at random (MCAR). These estimators are obtained using the
observations with known cause of failure. The advantage of considering the
MCAR model is that the information given by the observed lifetimes with
unknown failure cause can be used to improve the preliminary estimates in
order to attain an asymptotic optimality criterion. This is the main pur-
pose of our work. However, since it is often more realistic to consider a
missing at random (MAR) mechanism, we also derive estimators of the re-
gression and functional parameters under the MAR model. We study the
large sample properties of our estimators through martingales and empiri-
cal process techniques. We also provide a simulation study to compare the
behavior of our three types of estimators under the different mechanisms
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of missingness. It is shown that our improved estimators under MCAR as-
sumption are quite robust if only the MAR assumption holds. Finally, three
illustrations on real datasets are also given.
MSC 2010 subject classifications: Primary 62G05, 62N01, 62N02; sec-
ondary 60F17, 60G15, 60G44, 60G55
.
Keywords and phrases: additive hazards, competing risks, cause-specific
cumulative hazard rate function, counting process, cumulative incidence
function, large sample behavior, missing indicator, missing at random, miss-
ing completely at random, regression parameter, survival analysis, Relia-
bility
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1. Introduction
The competing risks models are useful in Survival Analysis and Reliability in
order to take into account the different causes of death of a patient or the of fail-
ure of a device. The observations usually include the (possibly censored) lifetime
and the indicator of cause of death. Sometimes, a vector of (time dependent)
covariates is also available. Based on such data, one can carry out a statistical
inference assuming a parametric, semi-parametric or nonparametric model. One
can find an extensive review of these models and their statistical inference in,
for example, Crowder (2001) or Andersen et al. (1993).
In practice, it may happen that the cause of death or failure is missing for
some individuals. Many papers have considered the problem of missing informa-
tion in competing risks models. We refer to Miyakawa (1984), Usher and Hodg-
son (1988), Lin et al. (1993), Schabe (1994), Goetghebeur and Ryan (1995),
Guttman et al. (1995), Reiser et al. (1996), Basu et al. (1999), Lu and Tsiatis
(2001), Flehinger et al. (2002), Craiu and Duchesne (2004), Gao and Tsiatis
(2005), Craiu and Reiser (2007), Lu and Liang (2008), Bakoyannis et al. (2010)
and Lee et al. (2011).
Many authors have developed methods for accurate modeling of the missing-
ness mechanism. Some of these works are based on parametric models. When
a latent variable represents the missingness mechanism, an EM-type algorithm
can be used to estimate the model parameters. In Craiu and Duchesne (2004),
such a procedure is proposed when the missingness mechanism depends both on
the failure cause and the failure time. Recently, Craiu and Reiser (2007) consid-
ered a very complete parametric model including dependence with the failure
causes.
The special case of a possibly censored single failure cause differs from the
competing risks model by the fact that, in the former case, the censoring is
not an event of interest and is (usually) supposed to be independent of the
lifetime. However, when the censoring information is missing, we are close to
the competing risks situation where failure causes are possibly missing. Some
specific inferential methods have been derived for various models with or without
covariates and several missingness mechanisms, see e.g. Gijbels et al. (1993),
McKeague and Subramanian (1998), van der Laan and McKeague (1998), Zhou
and Sun (2003), Subramanian (2004) and Song et al. (2010).
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Other authors have developed estimation procedures in a semi or nonpara-
metric framework for two or more failure causes with missing indicators (see
e.g. Myakawa, 1984, Dinse, 1986, Lo, 1991, Schabe, 1994). In particular, the
case of a proportional hazards model for the cause-specific hazard rate func-
tions has been studied by Goetghebeur and Ryan (1995), Lu and Tsiatis (2001)
and, more recently, by Lee et al. (2011). On the other hand, Gao and Tsiatis
(2005) have considered a linear transformation competing risks model whereas
Bakoyannis et al. (2010) have focused on the well-known Fine and Gray (2009)
model.
As far as we know, Lu and Liang (2008) is the only paper which considers
an additive risk model for competing risks data with missing indicator. The
missing indicator situation is an interesting alternative to the proportional haz-
ards model. Lu and Liang (2008) have assumed such a model on only one of the
cause-specific hazard rate functions, namely the cause of primary interest. Using
estimating equations based on inverse probability weighted (IPW) and double
robust (DR) techniques, they are able to estimate the regression parameters.
In their model, as in Bakoyannis et al. (2010), Lee et al. (2011) and Gao and
Tsiatis (2005), the mechanism of missingness may depend on the failure time,
which corresponds to the missing at random (MAR) assumption.
Our aim in this paper is to consider an additive risk model for competing risks
data when indicators of cause of death are missing at random. Our model differs
from the one of Lu and Liang (2008) in the sense that we assume an additive risk
model for each cause-specific hazard rate function and not just for the cause of
interest. We do not assume independence between the causes of death. It has to
be noted that, unlike in Goetghebeur and Ryan (1995), these functions are not
supposed to be linked in our model. Furthermore, we are interested in estimating
not only the regression parameters but also the cumulative incidence functions
and, finally, the overall survival function. Note that Lu and Liang (2008) do not
consider the problem of estimating the cumulative incidence function and by
providing an estimator of the survival functions associated to the cause-specific
hazard rate functions of interest implicitly assume independence between the
various causes of death. We believe that obtaining estimation of the cumulative
incidence functions is also of interest due to the importance of these functions
in a competing risks model. As far as we know, the only paper which considers
estimation of the cumulative function when indicators are missing is Bakoyannis
et al. (2010). But, as noted earlier, their work is under a different model, since
they assume a Fine and Gray model.
In this paper, we first consider the case of the most restrictive mechanism of
missing information, namely the missing completely at random (MCAR) mech-
anism. We show that the advantage of this type of missingness mechanism lies
in the fact that it doesn’t affect the additive shape of the cause-specific haz-
ard rate functions. Thus, one can estimate the regression parameters following
the idea of estimating equations introduced by Lin and Ying (1994). We also
show that the observations with unknown failure cause are usable to estimate
the sum of the previous parameters. Then, and we think that this is the main
contribution of our approach, we develop a method that allows us to take into
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account this information in an optimal way in order to improve our preliminary
estimators of the regression parameters. The improved estimators are built in
order to attain an asymptotic efficiency criterion. Such an improvement does not
appear to be possible with any other missingness mechanism. We are also able
to derive improved estimators of the cumulative hazard rate and the cumulative
incidence functions.
We also consider the case of the MAR mechanism. We show that the Double
Robust technique, introduced by Robins et al. (1994) and later used by Lu and
Liang (2008) in a context similar to ours, can be used to derive estimates of
the Euclidean and functional parameters of our model. Our work in this part
extends the results of Lu and Liang (2008) in the same manner as described
earlier: incorporating additive risks for each cause-specific hazard rate function,
not making any assumption of independence between the causes, estimating the
cause-specific cumulative hazard rate functions, etc...
The paper is organized as follows. In Section 2, the model and the MCAR
assumptions are introduced and seen as a specific case of a nonhomogeneous
Markov process. In Section 3, first estimators under MCAR of the Euclidean
parameters are obtained using estimating equations. Then, we introduce our
improved estimators, still under MCAR, which have minimum asymptotic vari-
ance. In Section 4, we show that our parameter estimators are consistent and
asymptotically Gaussian. Section 5 deals with the estimation of the functional
parameters under MCAR assumption. Initial and improved estimators are intro-
duced and we prove their consistency and their asymptotic Gaussian behavior.
Consistent estimators of the asymptotic variances are also provided in each sec-
tion. Note that our proofs of the asymptotic results in Sections 4 and 5 are
based on the martingale theory and are, thus, very different from the methods
commonly used (see, e.g. Gao and Tsiatis, 2005, and Lu and Liang, 2008) in the
literature on this topic. Section 6 is devoted to the consideration of the MAR
model. We introduce estimators of the Euclidean and functional parameters un-
der this model and obtain their large sample behaviors. Finally, a Monte Carlo
study is performed in Section 7 in order to assess the behavior of our estimators
for finite sample sizes and to compare their properties under the MCAR and
MAR models. In addition, three examples using real data sets illustrate our
estimation methods.
2. Framework under MCAR assumption
Consider a population in which each individual is liable to die from any of
p ≥ 2 causes. The causes are not necessarily independent but we assume that
each death is due to a single cause. Let us denote by T the individual lifetime
and d ∈ {1, . . . , p} its cause of death. Suppose that our interest focuses on the
effect of a time-varying covariate vector Z(·) of dimension k. More precisely, let
Z(t) = {Z(u);u ≤ t} be the history up to time t of this covariate process and
assume that an additive hazard model holds on the cause-specific hazard rate
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function, that is:
λj(t|Z) = lim
h→0+
1
h
P (T ∈ [t, t+ h[, d = j|T ≥ t,Z(t)) = λ0j(t) + βTj Z(t), t ≥ 0,
(2.1)
for j = 1, . . . , p where λ0j(·) is the baseline jth cause-specific hazard rate func-
tion and βj ∈ Rk is the vector of regression parameters associated to the jth
cause.
Suppose also that the lifetime T is right-censored by a random variable (r.v.)
C and write {
X = T ∧ C ≡ min(T,C)
δ = I(T ≤ C) ,
where I(·) is the set indicator function. Let λC(·) denote the hazard rate function
of the r.v. C and assume that conditionally on Z, the r.v. C is independent of
(T, d).
Of course, the future cause of death is not known if C is observed instead
of T . But, in some situations, it may happen that d is also not known even if
T is observed. Let R denote the missingness indicator, i.e. R = 1 if the cause
is known and R = 0 otherwise. Thus, we are in a situation where the available
observation for an individual is
(X, δ,D,Z(X)),
where D = δRd reveals the failure cause d when the failure time is uncensored
(δ = 1) and R = 1 and is equal to zero otherwise. In the following, we assume
that the missing mechanism is such that:
P (R = 1|X,Z, d, δ = 1) = P (R = 1|δ = 1) = α ∈ [0, 1],
where α is an unknown parameter, and
P (R = 0|X,Z, d, δ = 0) = P (R = 0|δ = 0) = 1.
This is the Missing Completely At Random (MCAR) assumption.
One can see the observation of the vector (X, δ,D), conditionally on Z, as the
realization of a (p+3)-states nonhomogeneous Markov process (see Fig. 1) with
space set {0, 1, . . . , p,m, c}: state 0 is the initial state; state i, for i = 1, . . . , p,
corresponds to the observation of the lifetime T with known cause of death
i; state m to the observation of the lifetime with missing cause; state c to a
censored observation. Except 0, all the states are absorbing states. From the
assumptions on M and the independence between (T, d) and C, conditionally
on Z, one can easily get that the instantaneous transition rates of this Markov
process are, conditionally on Z:

λ′j(t|Z) = αλj(t|Z), for j ∈ {1, . . . , p},
λ′m(t|Z) = (1− α)
∑p
j=1 λj(t|Z),
λ′c(t|Z) = λC(t|Z).
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2
1
p
m
c
0
Fig 1. Markov graph associated to (X, δ,D)
In order to simplify the notation in the following derivations, let us denote
by p+1 the index corresponding to a missing cause (previously denoted by m).
It is important to note that, up to a multiplicative constant (α or 1 − α), the
additive form of the instantaneous rates is preserved (except for the transition
0→ c). It is obvious for λ′j(t|Z) with 1 ≤ j ≤ p but also for λ′p+1(·|Z) since
λ′p+1(t|Z) = (1− α)
(
λ0p+1(t) + β
T
p+1Z(t)
)
,
where λ0p+1(·) =
∑p
j=1 λ0j(·) and βp+1 =
∑p
j=1 βj . This will help us to improve
the estimation of the regression parameters β1, . . . , βp.
Now, let us suppose that we observe a sample (Xi, δi, Di,Zi(Xi))1≤i≤n of
(X, δ,D,Z(X)). Let τ < +∞ be the upper bound of the interval of study which
means that individuals are only observed on the time interval [0, τ ]. Let Nij(·),
for j ∈ {1, . . . , p+ 1}, be the counting processes defined by:
Nij(t) = 1(Xi ≤ t,Di = j) for 1 ≤ j ≤ p,
and Nip+1(t) = 1(Xi ≤ t, δi = 1, Di = 0).
Finally write Yi(t) = 1(Xi ≥ t) the individual risk process, for i = 1, . . . , n.
From Andersen et al. (1993) or Fleming and Harrington (1991), we know
that the processes Mij(·), for j = 1, . . . , p+ 1, defined by
Mij(t) = Nij(t)−
∫ t
0
Yi(s)λ
′
j(s|Z)ds,
for t ≥ 0, are zero mean martingales with respect to the filtration (Ft)t≥0 defined
by
Ft = σ{Nij(s), Nim(s), Yi(s),Zi(s); s ≤ t; 1 ≤ i ≤ n, j ∈ {1, . . . , p+ 1}}.
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3. Statistical Inference on the Euclidean parameters under MCAR
3.1. Estimators
The finite dimensional parameters of our model are: the probability α of knowing
the cause of death; and the regression parameters β1, . . . , βp of each cause-
specific hazard rate functions. Recall that α = P (R = 1|δ = 1). Thus, the
maximum likelihood estimator of α is nothing but the proportion of lifetimes
with known cause of death among the uncensored lifetimes, that is:
αˆ =
∑n
i=1 1(Di > 0)∑n
i=1 1(δi = 1)
=
∑p
j=1N·j(τ)
N··(τ)
,
where
N·j(t) =
n∑
i=1
Nij(t) and N··(t) =
p+1∑
j=1
N·j(t), for all t.
Extending an approach proposed by Lin and Ying (1994) in case of a single
cause of death, one can estimate βj , for j = 1, . . . , p, by the solution βˆj of the
estimating equation Uj(β, αˆ, τ) = 0 where
Uj(β, αˆ, τ) =
n∑
i=1
∫ τ
0
[
Zi(s)− Z¯(s)
] [
dNij(s)− αˆβTZi(s)Yi(s)ds
]
, (3.1)
and
Z¯(s) =
∑n
i=1 Yi(s)Zi(s)∑n
i=1 Yi(s)
.
In the sequel we write
βˆWMC =

 βˆ1...
βˆp

 (3.2)
the estimator of the regression parameters without taking into account the sub-
jects with unknown cause of death (WMC abbreviates “Without taking into
account the Missing Causes”). Note that it is a vector of dimension kp.
Now, since it has been seen that the cause-specific hazard rate function
λ′p+1(·) associated with a missing cause has an additive form too, one can also
estimate βp+1 by the solution βˆp+1 of the estimating equation Up+1(β, αˆ, τ) = 0
where
Up+1(β, αˆ, τ) =
n∑
i=1
∫ τ
0
[
Zi(s)− Z¯(s)
] [
dNip+1(s)− (1− αˆ)βTZi(s)Yi(s)ds
]
.
Closed-form expressions of these estimators are available and given below (see
Equation (4.9)).
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At this stage, we are in a situation where each parameter βj , for j = 1, . . . , p,
has its own estimator βˆj . But we also have an estimator βˆp+1 of their sum βp+1 =
β1 + · · · + βp. This estimator only uses the information from the transitions
0 → p + 1 and hence is not equal to βˆ1 + · · · + βˆp. It is, of course, of interest
to use it in order to improve the estimation of the first parameters βj , for
j = 1, . . . , p. To this end, we propose to find the linear transformation of our
estimator (βˆT1 , . . . , βˆ
T
p , βˆ
T
p+1)
T which will lead to an estimator of (βT1 , . . . , β
T
p )
T
with minimum asymptotic variance. More precisely, let H be the family of all
the block matrices
H =


H11 H12 · · · H1p+1
H21 H22 · · · H2p+1
...
...
...
Hp1 Hp2 · · · Hpp+1

 ,
where the Hij , for i = 1, . . . , p and j = 1, . . . , p + 1, are k × k real valued
matrices, such that
H


β1
...
βp
βp+1

 =

 β1...
βp

 (3.3)
for all vectors β1, . . . , βp in R
k and βp+1 = β1 + · · ·+ βp. Write
qˆ(H) = trace(HΣˆ
βˆ,∞H
T ),
where Σˆ
βˆ,∞ is an estimator of the asymptotic variance-covariance matrix of
(βˆT1 , . . . , βˆ
T
p , βˆ
T
p+1)
T . With
Hˆ = argmin
H∈H
qˆ(H),
an estimator of (βT1 , . . . , β
T
p ) with minimal asymptotic variance is given by:

 β˜1...
β˜p

 = Hˆ


βˆ1
...
βˆp
βˆp+1

 .
Thus, the optimal estimators of the regression parameters are
β˜i =
p+1∑
j=1
Hˆij βˆj , for i = 1, . . . , p, (3.4)
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and are called T–optimal estimators in the sequel. Let us denote by
β˜Topt =

 β˜1...
β˜p

 (3.5)
this vector of dimension kp of T–optimal estimators. Such a way to improve
estimators has been considered in Balakrishnan et al. (2010).
Note that the constraints on H, given by (3.3), are linear and that they act
separately on the rows of H. Indeed, denoting by Ik and 0k the identity matrix
of order k and the null matrix of order k respectively, these constraints may be
written {
Hii +Hip+1 = Ik
Hij +Hip+1 = 0k,
for 1 ≤ i ≤ p and j ∈ {1, . . . , p}\{i}.
On the other hand, we have
qˆ(H) =
p∑
i=1
trace(Hi•Σˆβˆ,∞H
T
i•) =
p∑
i=1
qˆi(H)
where qˆi(H) = trace(Hi•Σˆβˆ,∞H
T
i•) and Hi• is the ith row block of H.
Thus, it is sufficient to solve separately the following problems (Pi), for i =
1, . . . , p:
(Pi)


Find Hi1, . . . ,Hip+1 which minimize trace(Hi•Σˆβˆ,∞H
T
i•)
such that: Hii +Hip+1 = Ik,
Hij +Hip+1 = 0, for j 6= i.
3.2. Solving problems (Pi)
Since problems (P1), . . . , (Pp) are identical, we only give the method to solve
(P1). Let us introduce some temporary notations. For j = 1, . . . , p + 1, write
H(j) = H1j . Let us introduce the bloc diagonal matrix
Qˆ = diag
(
Σˆ
βˆ,∞, . . . , Σˆβˆ,∞
)
︸ ︷︷ ︸
p times
and
L =
(
H
(1)
1• , . . . ,H
(p+1)
1• , H
(1)
2• , . . . ,H
(p+1)
2• , . . . ,H
(1)
p• , . . . ,H
(p+1)
p•
)T
,
where H
(j)
l• is the lth row of H
(j).
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One can rewrite the function qˆ1(H) to be minimized like:
qˆ1(H) = trace
((
H(1) . . . H(p+1)
)
Σˆ
βˆ,∞
(
H(1) . . . H(p+1)
)T)
= LQˆLT .
Now, the constraints on H are

H(1) +H(p+1) = Ik,
H(2) +H(p+1) = 0k,
...
H(p) +H(p+1) = 0k.
These constraints can be rewritten CL = d where C is a (pk2) × (k2(p + 1))
matrix and d a pk2-column vector.
Thus, the Lagrange function for this optimization problem with linear con-
straints is given by
ℓ(L, λ) =
1
2
LT QˆL+ (CL− d)Tλ,
where λ is a Lagrange multiplier vector. The optimal parameters Lˆ and λˆ nec-
essarily satisfy the first-order conditions{
∂ℓ
∂L
(L, λ) = 0 = QˆL+ CTλ
CL = d
,
leading to
λˆ = −[CQˆ−1CT ]−1d,
and
Lˆ = Qˆ−1CT [CQˆ−1CT ]−1d.
It has to be noted that Qˆ is invertible whenever Σˆ
βˆ,∞ is. Finally, having Lˆ we
obtain Hˆ(j) for j = 1, . . . , p+ 1.
4. Asymptotic behavior of the regression parameters estimators
under MCAR
4.1. Additional notations and assumptions, preliminary results
Let
β =


β1
...
βp
βp+1

 and βˆ =


βˆ1
...
βˆp
βˆp+1

 .
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If z is a column vector in Rk, let us write
x⊗l =


1 when l = 0,
z when l = 1,
zzT when l = 2.
Finally, let us denote by Sl(·), for l = 0, 1, 2, the processes defined by
Sl(s) =
1
n
n∑
i=1
Yi(s)Z
⊗l
i (s),
for 0 ≤ s ≤ τ and for b in Rk the process S3(·; b) defined by
S3(s; b) =
1
n
n∑
i=1
Yi(s)Z
⊗2
i (s)b
TZi(s).
From now on we make the following assumptions.
A1. The probability α to get a known cause of death is strictly positive.
A2. The upper bound τ of the time interval of study is such that
0 <
∫ τ
0
λ0j(s)ds < +∞, for, j = 1, . . . , p,
and the covariate processes Zi(·) are (Ft)t≥0-predictable and uniformly
bounded with respect to i ≥ 1.
A3. For 0 ≤ l ≤ 2, there exists functions sk(·) defined on [0, τ ] such that
max
0≤l≤2
sup
s∈[0,τ ]
‖Sl(s)− sl(s)‖ P−→ 0, when n→ +∞.
Moreover, the function s0(·) is bounded below by a positive real number.
A4. With the notations a(u) = s2(u)− s⊗21 (u)/s0(u),
A(t) =
∫ t
0
a(u)du and θ(t) =
∫ t
0
[
s0(u)λ0p+1(u) + β
T
p+1s1(u)
]
du, (4.1)
the matrix A(τ) is positive definite and the real number θ(τ) is strictly
positive.
The matrix ∫ τ
0
[
S2(s)− S⊗21 (s)/S0(s)
]
ds
is also positive definite. Note that, from previous assumptions, it was al-
ready true asymptotically.
A5. For all b ∈ Rk, let S4(·; b) be the process defined by
S4(s; b) =
1
n
n∑
i=1
(bTZi(s))Yi(s)(s1(s)Z
T
i (s)/s0(s)).
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There exist functions s3(·; b) and s4(·; b) such that, for all b ∈ Rk,
max
3≤l≤4
sup
s∈[0,τ ]
‖Sl(s; b)− sl(s; b)‖ P−→ 0, when n→ +∞.
A6. The following functions are integrable on [0, τ ]:
a(·), a(·)λ0j(·), s0(·)λ0j(·), s1(·), s
⊗2
1 (·)
s20(·)
, s3(·;βj) and s4(·;βj), for j = 1, . . . , p.
Now, let us introduce, for all b ∈ Rk, the processes Uj(b, αj , ·) defined, for
j = 1, . . . , p+ 1 and t ∈ [0, τ ], by:
Uj(b, αj , t) =
n∑
i=1
∫ t
0
(
Zi(s)− Z¯(s)
) (
dNij(s)− αjbTZi(s)Yi(s)ds
)
,
where
αj =
{
α if 1 ≤ j ≤ p,
1− α if j = p+ 1. (4.2)
Note that values of these processes at s = τ appear in the estimating equations
of Section 3.1.
It is easily seen that these processes can be rewritten as
Uj(b, αj , ·) =
n∑
i=1
∫ ·
0
(
Zi(s)− Z¯(s)
)
dMij(s),
for j = 1, . . . , p+1. Hence, they are local square integrable (Ft)t≥0-martingales
as sum of stochastic integrals of predictable and bounded processes with respect
to local square integrable martingales.
Now, let us introduce two technical results useful in the following section. Let
us note that all the functional convergence results of this paper are considered
in the Skorohod space of cadlag functions D[0, τ ].
Proposition 4.1. Under Assumptions A1-A6, the multivariate process Un(·)
defined, for all t ∈ [0, τ ], by
Un(t) =
1√
n


U1(β1, α1, t)
...
Up+1(βp+1, αp+1, t)
p+1∑
j=1
α∗j
θ(τ)
M·j(t)

 ,
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where α∗j = 1 − α for 1 ≤ j ≤ p and α∗p+1 = −α, converges weakly in
Dk(p+1)+1[0, τ ], as n tends to infinity, to a zero mean multivariate Gaussian
martingale U∞(·) with covariance matrix defined for all t ∈ [0, τ ] by
ΣU∞(t) =


Θ1(t) 0 0 ξ1(t)
0
. . . 0
...
0 0 Θp+1(t) ξp+1(t)
ξT1 (t) · · · ξTp+1(t) ξα(t)

 ,
where, for j = 1, . . . , p+ 1,
Θj(t) = αj
∫ t
0
[
a(s)λ0j(s) + s3(s;βj)− s4(s;βj)− sT4 (s;βj) + (βTj s1(s))s⊗21 (s)/s20(s)
]
ds,
ξj(t) = κj
α(1− α)
θ(τ)
A(t)βj , with κj = 1, for 1 ≤ j ≤ p and κp+1 = −1,
ξα(t) =
α(1− α)
θ2(τ)
θ(t)
and A(·) as well as θ(·) are defined in (4.1).
Proof. As in Andersen and Gill (1982), the main idea is to apply Rebolledo’s
Theorem (see Rebolledo, 1980, or Andersen et al., 1993, p. 83–84). We only
derive here the limit of the predictable variation process associated to Un(·).
This will give us the asymptotic variance-covariance matrix function ΣU∞(·) of
Un(·).
On one hand, straightforward calculations show that we have, for j = 1, . . . , p+
1, 〈
1√
n
Uj(βj , α, ·)
〉
(t) =
1
n
n∑
i=1
∫ t
0
(
Zi(s)− Z¯(s)
) (
Zi(s)− Z¯(s)
)T
Yi(s)λ
′
j(s|Z)ds
= αj
∫ t
0
[
S2(s)− S⊗21 (s)/S0(s)
]
λ0j(s)ds
+ αj
∫ t
0
[
S3(s;βj)− S4(s;βj)− ST4 (s;βj) + (βTj S1(s))S⊗21 (s)/S20(s)
]
ds+ oP (1),
which, by Assumptions A2-A6, converges in probability, as n tends to infinity,
to Θj(t) given in the Theorem.
On the other hand, since the martingales Mij and Mi′j′ are orthogonal for
all 1 ≤ i, i′ ≤ n and 1 ≤ j 6= j′ ≤ p+ 1, we have:
〈Uj(βj , αj , ·),Uj′(βj′ , αj′ , ·)〉 (t) = 0,
whenever j is different from j′ and for all t ∈ [0, τ ]. This justifies the null terms
in the asymptotic covariance matrix ΣU∞(t).
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Now, thanks again to the orthogonality between martingales with different
indices, it is easy to show that, for 1 ≤ l ≤ p+ 1, we have
1
n
〈
Ul(·),
p+1∑
j=1
α∗jM·j(·)
θ(τ)
〉
(t) =
α∗l
nθ(τ)
n∑
i=1
∫ t
0
(
Zi(s)− Z¯(s)
)
Yi(s)λ
′
l(s|Z)ds
which converges in probability to
ξl(t) = κl
α(1− α)
θ(τ)
A(t)βl,
when n tends to infinity. Finally, with the same kind of arguments we have〈
1√
n
p+1∑
j=1
α∗jM·j(·)
θ(τ)
〉
(t) =
1
n
p+1∑
j=1
α∗j
θ2(τ)
n∑
i=1
∫ t
0
Yi(s)λ
′
j(s|Z)ds P−→ ξα(t) =
α(1− α)
θ2(τ)
θ(t),
when n tends to infinity. 
4.2. Large sample behavior of αˆ
Lemma 4.2. Under Assumptions A1-A4, we have
√
n(αˆ− α) =
p+1∑
j=1
α∗j
θ(τ)
1√
n
M·j(τ) + oP (1). (4.3)
Moreover
√
n(αˆ−α) converges weakly to a N(0, α(1−α)/θ(τ)) distribution when
n→ +∞.
Remark. The second result of this lemma is straightforward and doesn’t re-
quire the first step. It arises from an easy application of the central limit theorem.
However the first result will be useful in the next section.
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Proof. From the definition of αˆ we can write:
αˆ =
n∑
i=1
p∑
j=1
∫ τ
0
dNij(s)
n∑
i=1
p+1∑
j=1
∫ τ
0
dNij(s)
=
n∑
i=1
p∑
j=1
∫ τ
0
dMij(s) +
n∑
i=1
p∑
j=1
∫ τ
0
Yi(s)λ
′
j(s|Z)ds
n∑
i=1
p+1∑
j=1
∫ τ
0
dMij(s) +
n∑
i=1
p+1∑
j=1
∫ τ
0
Yi(s)λ
′
j(s|Z)ds
=
p∑
j=1
M·j(τ) + α
n∑
i=1
p∑
j=1
∫ τ
0
Yi(s)λj(s|Z)ds
M··(τ) +
n∑
i=1
p∑
j=1
∫ τ
0
Yi(s)λj(s|Z)ds
=
p∑
j=1
M·j(τ) + αn
∫ τ
0
[
S0(u)λ0p+1(u) + β
T
p+1S1(u)
]
du
M··(τ) + n
∫ τ
0
[
S0(u)λ0p+1(u) + β
T
p+1S1(u)
]
du
,
where M··(·) denotes the process
∑n
i=1
∑p+1
j=1 Mij(·). It follows that
√
n(αˆ− α)
=
1− α√
n
p∑
j=1
M·j(τ)− α√
n
M·p+1(τ)
1
n
M··(τ) +
∫ τ
0
[
S0(u)λ0p+1(u) + β
T
p+1S1(u)
]
du
1(N··(τ) > 0)−
√
nα1(N··(τ) = 0)
=
1− α√
n
p∑
j=1
M·j(τ)− α√
n
M·p+1(τ)
1
n
M··(τ) +
∫ τ
0
[
S0(u)λ0p+1(u) + β
T
p+1S1(u)
]
du
+ oP (1).
Moreover, using Lenglart’s inequality (see e.g. Andersen et al., 1993) and As-
sumption A3, it is easily seen that
1
n
M··(τ)
P−→ 0, as n→ +∞. (4.4)
These two last results with Assumptions A3 and A4 complete the proof of (4.3).
As said in the previous remark, the asymptotic normality of αˆ is straightfor-
ward. 
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4.3. Large sample behavior of βˆ
Theorem 4.3. Under Assumptions A1-A6, the random vector
√
n(βˆ − β) is
asymptotically Gaussian, with zero mean and positive definite covariance matrix
Σ
βˆ,∞ = Σ1(τ)ΣU∞(τ)Σ
T
1 (τ),
where
Σ1(τ) =


A−1(τ)
α
0 · · · 0 −β1
α
0
. . .
. . .
...
...
...
. . . A
−1(τ)
α
0 −βp
α
0 · · · 0 A−1(τ)1−α βp+11−α

 .
Proof. Write
αˆj =
{
αˆ if 1 ≤ j ≤ p
1− αˆ if j = p+ 1 .
From their definition, the estimators βˆj , for j = 1, . . . , p, are such that Uj(βˆj , αˆj , τ) =
0. Thus, one can write :
1√
n
Uj(βj , αj , τ) = 1√
n
n∑
i=1
∫ τ
0
(
Zi(s)− Z¯(s)
) (
αˆj βˆ
T
j Zi(s)Yi(s)ds− αjβTj Zi(s)Yi(s)ds
)
=
[∫ τ
0
1
n
n∑
i=1
(
Zi(s)Z
T
i (s)− Z¯(s)ZTi (s)
)
Yi(s)ds
]
×
[√
n(αˆj − αj)βˆj +
√
nαj(βˆj − βj)
]
.
With the notation
Aˆ(τ) =
∫ τ
0
[
S2(s)− S⊗21 (s)/S0(s)
]
ds,
we obtain
1√
n
Uj(βj , αj , τ) = Aˆ(τ)
[√
n(αˆj − αj)βˆj + αj
√
n(βˆj − βj)
]
.
It follows that
βˆj − βj = 1
αˆj
Aˆ−1(τ)
1
n
Uj(βj , αj , τ) +
(
αj
αˆj
− 1
)
βj , (4.5)
thanks to Assumption A4 which insures that Aˆ(τ) is invertible. Now, using
Assumptions A3 and A4, Proposition 4.1 and Lemma 4.2, it is easily seen that
the right-hand side of (4.5) converges to zero when n tends to infinity. Thus βˆ
is consistent.
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Furthermore, after some straightforward calculations on equation (4.5), one
can write, for j = 1, . . . , p+ 1:
√
n(βˆj − βj) = 1
αj
(
A−1(τ)
Uj(βj , αj , τ)√
n
− βj
√
n(αˆj − αj)
)
+
1
αj
((
Aˆ−1(τ)−A−1(τ)
) Uj(βj , αj , τ)√
n
−√n(αˆj − αj)(βˆj − βj)
)
.
Using again Assumptions A3 and A4 (which ensure that Aˆ−1(τ) converges in
probability to A−1(τ)), Proposition 4.1 and Lemma 4.2 as well as the consistency
of βˆ, one can prove that the second term of the right-hand side of this last
equality is an oP (1). Thus we can write:
√
n(βˆj − βj) = 1
α
(
A−1(τ)
Uj(βj , αj , τ)√
n
− βj
√
n(αˆ− α)
)
+ oP (1), (4.6)
for j = 1 . . . , p, and
√
n(βˆp+1 − βp+1)
=
1
1− α
(
A−1(τ)
Up+1(βp+1, αp+1, τ)√
n
+ βp+1
√
n(αˆ− α)
)
+ oP (1).(4.7)
Hence, from (4.3), (4.6) and (4.7) we finally obtain
√
n(βˆ − β) = Σ1(τ)Un(τ) + oP (1), (4.8)
where Σ1(τ) is given in Theorem 4.3. This and Proposition 4.1 complete the
proof. Note that because ΣU∞(τ) is positive definite, the matrix Σβˆ,∞ is positive
definite too. 
4.4. The optimal estimator β˜
Recall that our T–optimal estimator is β˜ = Hˆβˆ, where
Hˆ = argminH∈Hqˆ(H) = argminH∈Htrace(HΣˆβˆ,∞H
T ),
and Σˆ
βˆ,∞ is required to be an estimator of the asymptotic covariance matrix
Σ
βˆ,∞ given in Theorem 4.3. Thus, we first have to find such an estimator of
Σ
βˆ,∞.
It is easy to check from their definition that the explicit expressions of the
estimators βˆj , for j = 1, . . . , p+ 1, are
βˆj =
1
αˆj
Aˆ−1(τ)
1
n
n∑
i=1
∫ τ
0
(
Zi(s)− Z¯(s)
)
dNij(s). (4.9)
Furthermore, let
Θˆj(τ) =
1
n
n∑
i=1
∫ τ
0
(
Zi(s)− Z¯(s)
)⊗2
dNij(s),
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and
ξˆj(τ) = κj
αˆ(1− αˆ)
θˆ(τ)
Aˆ(τ)βˆj ,
where θˆ(τ) = N··(τ)/n, and finally
ξˆα(τ) =
αˆ(1− αˆ)
θˆ(τ)
.
Therefore, one can use respectively
Σˆ1(τ) =


Aˆ−1(τ)
αˆ
0 · · · 0 − βˆ1
αˆ
0
. . .
...
...
... Aˆ
−1(τ)
αˆ
0 − βˆp
αˆ
0 · · · 0 Aˆ−1(τ)1−αˆ βˆp+11−αˆ


and
ΣˆU∞(τ) =


Θˆ1(τ) 0 0 ξˆ1(τ)
0
. . . 0
...
0 0 Θˆp+1(τ) ξˆp+1(τ)
ξˆT1 (τ) · · · ξˆTp+1(τ) ξˆα(τ)


as estimators of Σ1(τ) and ΣU∞(τ). Finally, let β
∗ = (βT1 , . . . , β
T
p )
T .
Theorem 4.4. Under Assumptions A1-A6, the estimator
Σˆ
βˆ,∞ = Σˆ1(τ)ΣˆU∞(τ)Σˆ
T
1 (τ)
converges in probability to the matrix Σ
βˆ,∞.
Moreover,
√
n(β˜Topt − β∗) is asymptotically Gaussian distributed with mean
zero and covariance matrix whose trace minimizes q(H) = trace(HΣ
βˆ,∞H
T )
over H ∈ H.
Proof. We know from Lemma 4.2 that αˆ converges in probability to α.
We have also seen in the proof of Theorem 4.3 that Aˆ−1(τ) and βˆj , for j =
1, . . . , p+1, converge in probability respectively to A−1(τ) and βj . Thus, we get
the convergence in probability of Σˆ1(τ) to Σ1(τ).
Moreover, we have seen in the proof of Lemma 4.2 that
N··(τ) =M··(τ) + n
∫ τ
0
[
S0(u)λ0p+1(u) + β
T
p+1S1(u)
]
du.
Thanks to Assumptions A3 and A4, the integral in the right-hand side of the last
equation converges in probability to θ(τ). This and (4.4) give the convergence
in probability of θˆ(τ) to θ(τ).
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From the above convergences we have the convergence in probability of ξˆj(τ)
to ξj(τ), for j = 1, . . . , p+ 1, as well as the one of ξˆα to ξα.
On the other hand, one can write, for j = 1, . . . , p:
Θˆj(τ) =
1
n
n∑
i=1
∫ τ
0
(
Zi(s)− Z¯(s)
)⊗2
dMij(s)
+
1
n
n∑
i=1
∫ τ
0
(
Zi(s)− Z¯(s)
)⊗2
Yi(s)λ
′
j(s|Zi)ds. (4.10)
With the notation A⊗2 = AAT when A is also a matrix, it is easily seen that〈
1
n
∑n
i=1
∫ ·
0
t
(
Zi(s)− Z¯(s)
)⊗2
dMij(s)
〉
(τ)
= 1
n2
∑n
i=1
∫ τ
0
((
Zi(s)− Z¯(s)
)⊗2)⊗2
Yi(s)λ
′
j(s|Zi)ds,
which converges to zero in probability when n tends to infinity, by Assumptions
A2 and A3. This and Lenglart inequality yield the convergence in probability to
zero of the first term of (4.10). Moreover, we have seen in the proof of Proposition
4.1 that the second term of (4.10) is equal to 〈Uj(βj , α, τ)/
√
n〉 and converges
in probability to Θj(τ), when n tends to infinity. These two last convergences
prove that Θˆj(τ) converges to Θj(τ), for j = 1, . . . , p + 1. Thus we get the
consistency of the estimator ΣˆU∞(τ) and finally the one of Σˆβˆ,∞.
From the above and the continuous dependency of Hˆ on Σˆ
βˆ,∞ we deduce
that Hˆ converges in probability to the matrix Hopt in H which minimizes
trace(HΣ
βˆ,∞H
T ). We recall that the existence of such an optimal matrix is en-
sured because Σ
βˆ,∞ is positive definite. Since Hˆβ = β
∗, we get from the above
and Theorem 4.3 that
√
n(β˜Topt−β∗) = Hˆ
√
n(βˆ−β) converges to a zero mean
Gaussian distributed random variable with covariance matrix HoptΣ
βˆ,∞(H
opt)T
which is optimal in the sense defined earlier. 
5. Statistical inference on the functional parameters under MCAR
Even though it is not the model considered at the beginning of this paper, we will
first consider the fully nonparametric case; that is, a model without covariates
where only functional parameters have to be estimated. Of course, this model is
also of interest for applications. Then we will come back to our semiparametric
model and will see how to estimate its functional parameters.
5.1. Inference in the nonparameteric model
In this case, no parametric form is assumed on the cause-specific hazard rate
functions λj(·), for j = 1, . . . , p and we also do not take into account any co-
variate. Let Λj(·), for j = 1, . . . , p, denote the cause-specific cumulative hazard
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rate functions defined by:
Λj(t) =
∫ t
0
λj(u)du,
for t in [0, τ ] and
Λp+1(t) =
p∑
j=1
Λj(t).
With the assumption on M and the hypothesis of independence between
(T, d) and C, the instantaneous transition rates of the Markov process with
graph given in Figure 1 are:

λ′j(t) = αλj(t), for j = 1, . . . , p,
λ′p+1(t) = (1− α)
∑p
j=1 λj(t) = (1− α)λp+1(t),
λ′C(t) = λC(t).
Contrary to the model of Goetghebeur and Ryan (1995), when there is no
covariate in the data, the model is still of interest because it allows different
failure rates for failure causes.
5.1.1. First estimators of the cause-specific cumulative hazard rate functions
By standard arguments, one can easily estimate Λj(t), for j = 1, . . . , p+ 1 and
t ∈ [0, τ ], by
Λˆj(t) =
1
αˆj
Λˆ′j(t), (5.1)
where αˆj is defined at the beginning of the proof of Theorem 4.3, Y (s) =∑n
i=1 Yi(s) is the number at risk at time s and
Λˆ′j(t) =
n∑
i=1
∫ t
0
dNij(s)
Y (s)
is the well-known Nelson-Aalen estimator of
Λ′j(t) =
∫ t
0
λ′j(u)du.
Write:
Λ(·) =


Λ1(·)
...
Λp(·)
Λp+1(·)

 and Λˆ(·) =


Λˆ1(·)
...
Λˆp(·)
Λˆp+1(·)

 .
Note that, as for the regression parameters case, the estimator Λˆp+1(·) differs
from Λˆ1(·)+· · ·+Λˆp(·) since it is based on information coming from the transition
0→ p+ 1.
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Now, let us introduce two classical assumptions that allow to obtain the
following asymptotic results.
B1. τ satisfies 0 < Λj(τ) < +∞, for j = 1, . . . , p.
B2. There exists a function s0(·), defined on [0, τ ], and bounded away from 0,
such that
sup
s∈[0,τ ]
∣∣∣∣Y (s)n − s0(s)
∣∣∣∣ P−→ 0, when n→ +∞.
These assumptions are nothing but Assumptions A2 and A3 of Section 4
adapted to this new model. It is well known that Assumptions B1 and B2
are fulfilled whenever τ is such that S(τ)G¯(τ) > 0, where S(·) and G¯(·) are
respectively the survival functions of T and C.
Note also that the functions s0(·)λj(·) and λj(·)/s0(·) are integrable on [0, τ ].
Finally, let us define:
ηj(·) = αj
∫ ·
0
λj(u)/s0(u)du, for j = 1, . . . , p,
ηp+1(·) =
p∑
j=1
ηj(·),
θ0(·) =
∫ ·
0
s0(u)λp+1(u)du
ρj(·) = κjα(1− α)Λj(·)/θ0(τ), for 1 ≤ j ≤ p+ 1,
and ρα(τ) = α(1− α)/θ0(τ).
Theorem 5.1. Under Assumptions A1, B1 and B2, the process
√
n(Λˆ(·) −
Λ(·)) converges weakly in Dp+1[0, τ ] to a zero mean Gaussian process L(·) with
covariance matrix function
ΣL(t) = Σ2(t)ΣV∞(t)Σ
T
2 (t),
where
Σ2(t) =


1
α
0 · · · 0 −Λ1(t)
α
0
. . .
...
...
... 1
α
0 −Λp(t)
α
0 · · · 0 11−α Λp+1(t)1−α


and
ΣV∞(t) =


η1(t) 0 0 ρ1(t)
0
. . . 0
...
0 0 ηp+1(t) ρp+1(t)
ρ1(t) · · · ρp+1(t) ρα(τ)

 .
Proof. Our proof starts with the observation that:
Λˆj(t)− Λj(t) = 1
αˆj
(
Λˆ′j(t)− Λ′j(t)
)
− Λ
′
j(t)√
nαjα′j
√
n (αˆj − α) . (5.2)
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A straightforward application of the central limit theorem gives the
√
n-
asymptotical normality of αˆ and thus that
√
n (αˆ− α) is an Op(1). Moreover,
under Assumptions B1 and B2, the Nelson-Aalen estimators Λˆ′j(·), for j =
1, . . . , p+1, are well-known to be uniformly consistent (see e.g. Andersen et al.,
1993). Hence, under the assumptions of Theorem 5.1, one can get easily from
(5.2) the uniform convergence in D[0, τ ] of Λˆj(·) to Λj(·), for j = 1, . . . , p + 1.
These convergences and (5.2) yield
√
n(Λˆj(·)− Λj(·)) =
√
n
αj
∫ ·
0
dM·j(s)
Y (s)
− Λj(·)
αj
√
n(αˆj − αj) + oP (1), (5.3)
in D[0, τ ] and for j = 1, . . . , p+ 1.
But, following the lines of Lemma 4.2, we show that
√
n(αˆ− α) =
p+1∑
j=1
α∗j
θ0(τ)
1√
n
M·j(τ) + oP (1),
where θ0(τ) > 0 by B1 and B2. From this and (5.3), we deduce that
√
n(Λˆ(t)− Λ(t)) = Σ2(t)Vn(t) + oP (1), (5.4)
in Dp+1[0, τ ], where Σ2(t) is defined in Theorem 5.1 and
Vn(t) =
√
n


∫ t
0
dM·1(s)
Y (s)
...∫ t
0
dM·p+1(s)
Y (s)
1
n
∑p+1
j=1
α∗j
θ0(τ)
M·j(τ)

 .
Using the Rebolledo Theorem or an approach given in Dauxois (2000) one can
easily prove that, under Assumptions B1 and B2, the process Vn(·) converges
weakly in Dp+2[0, τ ] to a zero mean Gaussian process V∞(·). It remains to
specify its covariance function ΣV∞(·). First, note that we can write Vn(t) =
V1,n(t) + V2,n(t) where
V1,n(t) =
√
n


∫ t
0
dM·1(s)
Y (s)
...∫ t
0
dM·p+1(s)
Y (s)
1
n
∑p+1
j=1
α∗j
θ0(τ)
M·j(t)


and
V2,n(t) =
1√
n


0
...
0∑p+1
j=1
α∗j
θ0(τ)
(M·j(τ)−M·j(t))

 .
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Since the martingales M·j are orthogonal, for j = 1, . . . , p+ 1 , we have
E
[
V⊗2n (t)
]
= E
[
V⊗21,n(t)
]
+ E
[
V⊗22,n(t)
]
and thus
ΣV∞(t) = lim
n→∞
E
[
V⊗21,n(t)
]
+ lim
n→∞
E
[
V⊗22,n(t)
]
.
Straightforward calculus lead to the expression of ΣV∞(·) given in the theorem.
From this and (5.4) we get the desired result. 
One can get a consistent estimator of the covariance function ΣL(·) of the
limit process L(·). To this end, let us define, for j = 1, . . . , p+ 1:
ηˆj(t) = n
∫ t
0
dN·j(s)
Y 2(s)
.
Define also:
ρˆj(t) = κj
αˆ(1− αˆ)Λˆj(t)
θˆ0(τ)
, for j = 1, . . . , p+ 1, and ρˆα =
αˆ(1− αˆ)
θˆ0(τ)
,
where θˆ0(τ) = N··(τ)/n.
Then, plug-in estimators of Σ2(t) and ΣV∞(t), for t ∈ [0, τ ], are respectively
Σˆ2(t) =


1
αˆ
0 · · · 0 − Λˆ1(t)
αˆ
0
. . .
...
...
... 1
αˆ
0 − Λˆp(t)
αˆ
0 · · · 0 11−αˆ Λˆp+1(t)1−αˆ


and
ΣˆV∞(t) =


ηˆ1(t) 0 0 ρˆ1(t)
0
. . . 0
...
0 0 ηˆp+1(t) ρˆp+1(t)
ρˆ1(t) · · · ρˆp+1(t) ρˆα

 .
Finally, an empirical estimator of ΣL(·) is given by:
ΣˆL(·) = Σˆ2(·)ΣˆV∞(·)ΣˆT2 (·).
5.1.2. Optimal estimators of the cause-specific cumulative hazard rate
functions
Except for the fact that estimators in this section are functions, the situation
is the same as the one of Section 3.1. Indeed, our multivariate functional esti-
mator Λˆ(·) gives estimators Λˆ1(·), . . . , Λˆp(·) of Λ1(·), . . . ,Λp(·) respectively and
imsart-ejs ver. 2013/03/06 file: Bordes_Dauxois_Joly_R2.tex date: January 9, 2014
L. Bordes et al./SP inference with competing risks and missing indicators 25
an estimator Λˆp+1(·) of their sum Λp+1(·) =
∑p
i=1 Λi(·). Here also we will look
for a linear transformation of Λˆ(·) which will give us an optimal estimator of
Λ∗(·) = (Λ1(·), . . . ,Λp(·))T .
To this end, let us define H′ as the set of p× (p+1) real valued matrices such
that Ha = a∗ for all a∗ = (a1, . . . , ap)T ∈ Rp and a = (a∗T ,
∑p
j=1 aj)
T ∈ Rp+1.
We define
Hˆ(t) = argmin
H∈H′
trace(HΣˆL(t)H
T ) (5.5)
and set
Λ˜(·) = Hˆ(·)Λˆ(·) (5.6)
as a new estimator of Λ∗(·). The next theorem proves that the later estimator
is asymptotically normal and T–optimal.
Theorem 5.2. Under Assumptions A1, B1 and B2, the matrix ΣˆL(t) converges
in probability to the matrix ΣL(t), for all t ∈ [0, τ ].
Moreover, let us assume that the matrix ΣL(t) is invertible, for all t ∈]0, τ ].
If, for all t ∈ [0, τ ], the matrix Hˆ(t) is the unique solution of (5.5), then the
process
√
n(Λ˜(·) − Λ∗(·)) converges weakly in Dp[0, τ ] to a centered Gaussian
process L′(·) = HΣL(·)L(·) with covariance function HΣL(·)ΣL(·)HTΣL(·) where
HΣL(t) = argmin
H∈H′
trace(HΣL(t)H
T ).
Proof. The proof is omitted since it follows the lines of the proof of Theo-
rem 4.4. 
Let us denote by L the column vector in Rp(p+1) defined by L = (H1, . . . ,Hp)
where Hi is the ith row of H ∈ H′. The link between L = (li)1≤i≤p(p+1) and
H = (hi,j)1≤i≤p;1≤j≤p+1 is therefore hi,j = l(i−1)(p+1)+j . One can see that the
linear constraints on H may be written on L as CL = d where C and d are
known. Indeed{
hi,i + hi,p+1 = 1, for 1 ≤ i ≤ p,
hi,j + hi,p+1 = 0, for 1 ≤ i ≤ p, 1 ≤ j ≤ p+ 1 and i 6= j,
⇔
{
l(i−1)(p+1)+i + li(p+1) = 1, for 1 ≤ i ≤ p,
l(i−1)(p+1)+j + l(i+1)p = 0, for 1 ≤ i ≤ p, 1 ≤ j ≤ p+ 1 and i 6= j,
⇔ CL = d,
where the matrix C and the vector d are obvious. Moreover, let Qˆ(t) be the p×p
block diagonal matrix defined by
Qˆ(t) = diag
(
ΣˆL(t), . . . , ΣˆL(t)
)
︸ ︷︷ ︸
p times
,
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and note that
trace(HΣˆL(t)H
T ) = LT Qˆ(t)L.
Thus, in order to find our optimal estimator, we have to solve the following
optimization problems
(Pt)
{
Find L(t) which minimizes LT (t)Qˆ(t)L(t)
such that : CL(t) = d ,
for t ∈ [0, τ ].
Following the method of Section 3.2, the solution of (Pt) is:
Lˆ(t) = Qˆ−1(t)CT (CQˆ−1(t)CT )−1d
and Hˆ(t) is therefore defined by hˆij(t) = lˆ(i−1)(p+1)+j(t) for 1 ≤ i ≤ p and
1 ≤ j ≤ p+ 1.
Remark. Since ΣˆL(t) is piecewise constant, it is sufficient to calculate the
matrix Hˆ(t) at points t ∈ [0, τ ] where the counting process N·· jumps, that is
at points Xi ∈ [0, τ ] such that δi = 1.
5.1.3. Estimation of the cumulative incidence functions and the survival
function of T
Our aim in this section is to introduce estimators of the survival function S(·) of
the lifetime T as well as estimators of the cumulative incidence functions Fj(·)
defined, for all t and j = 1, . . . , p, by
Fj(t) = P (T ≤ t, d = j).
Let us recall that Λ·(·) =
∑p
j=1 Λj(·) is the cumulative hazard rate function
of the survival time T . It is well known that one can write the survival function
in terms of the cumulative hazard rate function:
S(t) = pi
u∈]0,t]
(1− dΛ·(u)) ,
where pi denotes the product integral (see Gill & Johansen, 1990). Using a
plug-in method on this last equation, one can get the Kaplan-Meier estimator
of S(t):
Sˆ(t) = pi
u∈]0,t]
(
1− dΛ˜·(u)
)
,
where Λ˜(·) is the optimal estimator of the previous paragraph and
Λ˜·(·) =
p∑
j=1
Λ˜j(·).
imsart-ejs ver. 2013/03/06 file: Bordes_Dauxois_Joly_R2.tex date: January 9, 2014
L. Bordes et al./SP inference with competing risks and missing indicators 27
On the other hand, it is also well-known that one can write, for t ∈ [0, τ ] and
j = 1, . . . , p
Fj(t) =
∫ t
0
S(u−)dΛj(u),
and that an estimator of this cumulative incidence function is given by the
Aalen-Johansen estimator (see Andersen et al., 1993)
Fˆj(t) =
∫ t
0
Sˆ(u−)dΛ˜j(u).
The asymptotic behavior of these estimators is given in the following theorem.
Theorem 5.3. Under Assumptions A1, B1 and B2, we have the following weak
convergence in Dp+1[0, τ ], when n tends to infinity
√
n




Fˆ1(·)
...
Fˆp(·)
Sˆ(·)

−


F1(·)
...
Fp(·)
S(·)



 −→


∫ ·
0
S(u)dL′1(u)−
∫ ·
0
S(u)L′·(u)dΛ1(u)
...∫ ·
0
S(u)dL′p(u)−
∫ ·
0
S(u)L′·(u)dΛp(u)
−S(·)L′·(·)

 ,
where L′j(·) is the jth component of the limit process L′(·) of Theorem 5.2 and
L′·(·) = L′1(·) + · · ·+ L′p(·).
Proof. This result is easily obtained from Theorem 5.2 and the functional
δ-method (see e.g. van der Vaart & Wellner, 1996, for details on this method).
Indeed, from the above, one can write

F1(·)
...
Fp(·)
S(·)

 = ψ

 Λ1(·)...
Λp(·)

 ,
where ψ(·) is a function from Dp[0, τ ] to Dp+1[0, τ ] with coordinate functions
defined, for i = 1, . . . , p, by:
Fi(·) =
∫ ·
0
S(u−)dΛi(u) = ψi

 Λ1(·)...
Λp(·)

 ,
and
S(·) = ψp+1

 Λ1(·)...
Λp(·)

 = pi
u∈]0,·]
(1− dΛ·(u)) .
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We know (see again Van der Vaart and Wellner, 1996) that the product-
integral function
φ(·) : D[0, τ ] → D[0, τ ]
A 7→ φ(A) = pi
u∈]0,·]
(1− dA(u))
is Hadamard differentiable on BVK [0, τ ], the subset of functions in D[0, τ ] with
total variation bounded by K. Its derivative is
φ′A(α)(·) = −
∫ ·
0
φ(A)(u−)
φ(A)(·)
φ(A)(u)
dα(u)
and is equal to −φ(A)(·)α(·) when A is continuous.
We also know that the function
ϕ(·, ·) : D[0, τ ]×BVK [0, τ ] → D[0, τ ]
(A,B) 7→ ϕ(A,B) = ∫ ·
0
AdB
is Hadamard differentiable on (A,B) where A is of bounded variation, with
derivative:
ϕ′A,B(α, β)(·) =
∫ ·
0
A(u)dβ(u) +
∫ ·
0
α(u)dB(u).
Using for instance the chain rule (see Lemma 3.9.3 of Van der Vaart and
Wellner, 1996) and the composition
(Λ1(·), . . . ,Λp(·))T 7→ (Λi(·), S(·))T 7→
∫ ·
0
S(u−)dΛi(u),
one can prove that the coordinate functions ψ1(·), . . . , ψp(·) are differentiable
and get their derivatives. The functional δ-method allows us to obtain from
Theorem 5.2 the following weak convergence in Dp+1[0, τ ]:
√
n
(
ψ(Λ˜(·))− ψ(Λ∗(·))
)
→ ψ′Λ∗(L′(·)),
when n tends to infinity. Straightforward differential calculus and the continuity
of S(·) give the expression of ψ′Λ∗(L′(·)) detailed in the Theorem. 
5.2. With explanatory variables
Now, let us come back to the semiparametric model of equation (2.1) with
explanatory variable Z(·). As we have done before, we will first introduce esti-
mators of the cause-specific hazard rate functions which only use the lifetimes
Without Missing Causes (WMC). Then, as previously, we will introduce the
T -optimal estimators of these functions.
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5.2.1. First estimators of the cause-specific cumulative hazard rate functions:
the WMC estimators
First note that, even if we will only use the quantities with index j = 1, . . . , p
in this paragraph, we will also introduce here the terms with index p+1. These
latter will be used in the following paragraph where we will get the T -optimal
estimators which also use the lifetimes with unknown cause of failure. In the se-
quel, Λ0p+1(·) and Λp+1(·|Z) denote respectively
∑p
j=1 Λ0j(·) and
∑p
j=1 Λj(·|Z).
Recall that we have, for j = 1, . . . , p+ 1:
dN·j(s) = dM·j(s) + αjY (s)dΛ0j(s) + αjnST1 (s)βjds
where the αj are defined in (4.2). Thus, an estimator of Λ0j(t) is given, for all
t ∈ [0, τ ], by
Λˆ0j(t) =
1
αˆj
∫ t
0
dN·j(s)
Y (s)
− βˆTj
∫ t
0
S1(s)
S0(s)
ds, (5.7)
where βˆj is the estimator introduced in Section 3.1 and is such that Uj(βˆj , αj , τ) =
0.
Then we propose to estimate Λj(·|Z), for j = 1, . . . , p+1, by Λˆj(·|Z) defined,
for t ≥ 0, by
Λˆj(t|Z) = Λˆ0j(t) + βˆTj
∫ t
0
Z(s)ds
=
1
αˆj
∫ t
0
dN·j(s)
Y (s)
+ βˆTj
(∫ t
0
Z(s)ds−
∫ t
0
S1(s)
S0(s)
ds
)
, (5.8)
where by abuse of notation
∫ t
0
Z(s)ds denotes the vector of integrals of each
coordinate of Z(·). Let us write:
ΛˆWMC(·|Z) =

 Λˆ1(·|Z)...
Λˆp(·|Z)

 . (5.9)
Before giving the large sample behavior of this estimator in the following
theorem, let us introduce other notations. For j = 1, . . . , p+ 1 let us define:
µ1j(·) = αj
∫ ·
0
s0(s)λ0j(s) + β
T
j s1(s)
s20(s)
ds,
µ2j(·) =
αjα
∗
j
θ(τ)
∫ ·
0
s0(s)λ0j(s) + β
T
j s1(s)
s0(s)
ds,
µ3j(·) = αj
∫ ·
0
a(s)
s0(s)
dsβj ,
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where the α∗j , for j = 1, . . . , p+1, are defined in Proposition 4.1. Finally, let us
define the block matrix
Σ5(t) =
1
α


1 0 0 . . . 0 K(t) 0 0 . . . 0 −Λ1(t|Z)
0 1 0 . . . 0 0 K(t) 0 . . . 0 −Λ2(t|Z)
...
. . .
. . .
. . .
...
...
. . .
. . .
. . .
...
...
0 . . . 0 1 0 0 . . . 0 K(t) 0 −Λp−1(t|Z)
0 . . . 0 0 1 0 . . . 0 0 K(t) −Λp(t|Z)


where K(t) is a 1× k vector defined by
K(t) =
(∫ t
0
Z(s)ds−
∫ t
0
s1(s)
s0(s)
ds
)T
A−1(τ), for all t ∈ [0, τ ].
Theorem 5.4. Under Assumptions A1-A6, the process
√
n
(
ΛˆWMC(·|Z)− (Λ1(·|Z), . . . ,Λp(·|Z))T
)
converges weakly in Dp[0, τ ], when n → +∞, to a zero mean Gaussian process
with covariance matrix Σ5(t)ΣW′p,∞(t)Σ
T
5 (t), where
ΣW′p,∞(t) =
1
α
(
Σ
(11)
W′p,∞
(t) Σ
(12)
W′p,∞
(t)
Σ
(12)
W′p,∞
(t)T Σ
(22)
W′p,∞
(t)
)
,
with
Σ
(11)
W′p,∞
(t) =


µ11(t) 0 · · · 0
0
. . .
...
...
. . . 0
0 · · · 0 µ1p(t)

 ,
Σ
(12)
W′p,∞
(t) =


µT31(t) 0 0 . . . 0 µ21(t)
0 µT32(t) 0 . . . 0 µ22(t)
...
. . .
. . .
. . .
...
...
0 . . . 0 µT3(p−1)(t) 0 µ2(p−1)(t)
0 . . . 0 0 µT3p(t) µ2p(t)

 ,
and
Σ
(22)
W′p,∞
(t) =


Θ1(τ) 0 0 . . . 0 ξ1(τ)
0 Θ2(τ) 0 . . . 0 ξ2(τ)
...
. . .
. . .
. . .
...
...
0 . . . 0 Θp−1(τ) 0 ξp−1(τ)
0 . . . 0 0 Θp(τ) ξp(τ)
ξT1 (τ) . . . . . . . . . ξ
T
p (τ) ξα(τ)


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Proof. By the definition of Λj(·|Z) and Λˆj(·|Z), one can write, for all t > 0
and j = 1, . . . , p
√
n
(
Λˆj(·|Z)− Λj(·|Z)
)
=
√
n
[(
1
αˆ
∫ t
0
dN·j(s)
Y (s)
− βˆTj
∫ t
0
S1(s)
S0(s)
ds− Λ0j(t)
)
+ (βˆj − βj)T
∫ t
0
Z(s)ds
]
.
But it is easy to check that our assumptions and preliminary results yield
√
n
(
1
αˆ
∫ ·
0
dN·j(s)
Y (s)
− βˆTj
∫ ·
0
S1(s)
S0(s)
ds− Λ0j(·)
)
=
√
n
αˆ
∫ ·
0
dM·j(s)
Y (s)
−
√
n(αˆ− α)
α
(
βTj
∫ ·
0
s1(s)
s0(s)
ds+ Λ0j(·)
)
−√n(βˆj − βj)T
∫ ·
0
s1(s)
s0(s)
ds+ oP (1).
These two last equations and (4.6) enable us to write:
√
n
(
Λˆj(·|Z)− Λj(·|Z)
)
=
√
n
αˆ
∫ ·
0
dM·j(s)
Y (s)
−
√
n(αˆ− α)
α
Λj(·|Z)
+
1
α
(
A−1(τ)
Uj(βj , αj , τ)√
n
)T (∫ ·
0
Z(s)ds−
∫ ·
0
s1(s)
s0(s)
ds
)
+ oP (1).
Hence we have
√
n

 Λˆ1(·|Z)− Λ1(·|Z)...
Λˆp(·|Z)− Λp(·|Z)

 = Σ5(·)W′p,n(·) + oP (1),
where
W′p,n(·) =
(√
n
∫ ·
0
dM·1(s)
Y (s)
, . . . ,
√
n
∫ ·
0
dM·p(s)
Y (s)
,
UT1 (β1, α1, τ)√
n
, . . . ,
UTp (βp, αp, τ)√
n
,
1√
n
p+1∑
j=1
α∗j
θ(τ)
M·j(τ)

T .
But, a straightforward application of Rebolledo’s Theorem proves that, under
Assumptions A1-A6, the process
Wp,n(·) =
(√
n
∫ ·
0
dM·1(s)
Y (s)
, . . . ,
√
n
∫ ·
0
dM·p(s)
Y (s)
,
UT1 (β1, α1, ·)√
n
, . . . ,
UTp (βp, αp, ·)√
n
,
1√
n
p+1∑
j=1
α∗j
θ(τ)
M·j(·)

T
converges weakly in Dp(k+1)+1[0, τ ] to a zero mean multivariate Gaussian mar-
tingale Wp,∞(·). It is easy to check that the covariance matrix ΣWp,∞(·) of this
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limit process is similar to ΣW′p,∞(·) where τ is everywhere replaced by t. This
ends the proof. 
Estimators Θˆ1(τ), . . . , Θˆp(τ), ξˆ1(τ), . . . , ξˆp(τ) and ξˆα(τ) of respectively Θ1(τ),
Θ2(τ), . . . ,Θp(τ), ξ1(τ), . . . , ξp(τ) and ξα(τ) have been introduced in Section
4.4. Moreover, one can estimate µ1j(t), µ2j(t), µ3j(t), for j = 1, . . . , p + 1 and
t ∈ [0, τ ], with
µˆ1j(t) = n
∫ t
0
dN·j
Y 2(s)
,
µˆ2j(t) =
αˆ∗j
θˆ(τ)
∫ t
0
dN·j(s)
Y (s)
,
µˆ3j(t) = αˆ
∫ t
0
S2(s)− S⊗21 (s)/S0(s)
S0(s)
βˆj
and an estimator of K(t) is given by:
Kˆ(t) =
(∫ t
0
Z(s)ds−
∫ t
0
S1(s)
S0(s)
ds
)T
Aˆ−1(τ).
Using these estimators one can get consistent estimators of the matrices Σ5(t)
and ΣW′p,∞(t).
5.2.2. Improved estimators of the cause-specific cumulative hazard rate
functions: the T -optimal estimators
The estimators of the cause-specific (baseline) hazard rate functions introduced
in the previous paragraph can be improved thanks to the following two argu-
ments:
• replace in equation (5.7) and (5.8) the estimator βˆWMC by the improved
estimator β˜Topt of the regression parameters;
• apply the idea of Section 5.1.2, i.e. use the estimation of the sum of the
cause-specific (baseline) hazard rate functions in order to obtain optimal
estimators of each quantity.
Thus, let us first consider the new estimators of Λ0j(t) and Λj(t|Z), for j =
1, . . . , p+ 1, respectively given by:
Λ˜0j(t) =
1
αˆj
∫ t
0
dN·j(s)
Y (s)
− β˜Tj
∫ t
0
S1(s)
S0(s)
ds (5.10)
and
Λ˜j(t|Z) = Λ˜0j(t) + β˜Tj
∫ t
0
Z(s)ds,
where β˜p+1 =
∑p
j=1 β˜j .
Some supplementary notations are needed before describing the large sample
behavior of these new estimators. Let
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• Hoptj• = (Hoptj1 , . . . ,Hoptjp , Hoptjp+1), for j = 1, . . . , p, be the jth row of the
optimal block matrix Hopt defined in the proof of Theorem 4.4 and thus
a matrix of dimension k × (p+ 1)k;
• Hopt+• =
∑p
j=1H
opt
j• , a matrix of dimension k × (p+ 1)k;
• Λ¯j(t) = Λ0j(t) + βTj
∫ t
0
s1(s)
s0(s)
ds, for j = 1, . . . , p+ 1;
• Γj(t) = K(t)A(τ)Hoptj• Σ1(τ) − (0, . . . , 0, Λ¯j(t)/αj), for j = 1, . . . , p, and
Γp+1(t) = K(t)A(τ)H
opt
+• Σ1(τ) + (0, . . . , 0, Λ¯p+1(t)/αp+1), all these matri-
ces being of dimension 1× [k(p+ 1) + 1].
Finally, let us define the block matrix Σ6(t), for all t ∈ [0, τ ], by:
Σ6(t) =


1/α1 0 · · · 0 Γ1(t)
0
. . .
...
...
... 1/αp 0 Γp(t)
0 · · · 0 1/αp+1 Γp+1(t)

 .
The large sample behavior of the above estimators of the cause-specific cu-
mulative hazard rate functions is given in next Theorem.
Theorem 5.5. Under Assumptions A1-A6, the process
√
n


Λ˜1(·|Z)− Λ1(·|Z)
...
Λ˜p(·|Z)− Λp(·|Z)
Λ˜p+1(·|Z)− Λp+1(·|Z)


converges weakly in Dp+1[0, τ ], when n→ +∞, to a zero mean Gaussian process
with covariance matrix Σ6(t)ΣW′
p+1,∞
(t)ΣT6 (t), where
ΣW′
p+1,∞
(t) =

 Σ(11)W′p+1,∞(t) Σ(12)W′p+1,∞(t)
Σ
(12)
W′
p+1,∞
(t)T Σ
(22)
W′
p+1,∞
(t)

 ,
with
Σ
(11)
W′
p+1,∞
(t) =


µ11(t) 0 · · · 0
0
. . .
...
... µ1p(t) 0
0 · · · 0 µ1p+1(t)


Σ
(12)
W′
p+1,∞
(t) =


µT31(t) 0 0 . . . 0 µ21(t)
0 µT32(t) 0 . . . 0 µ22(t)
...
. . .
. . .
. . .
...
...
0 . . . 0 µT3p(t) 0 µ2p(t)
0 . . . 0 0 µT3(p+1)(t) µ2(p+1)(t)

 ,
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and
Σ
(22)
W′
p+1,∞
(t) = ΣU∞(t) =


Θ1(t) 0 0 ξ1(t)
0
. . . 0
...
0 0 Θp+1(t) ξp+1(t)
ξT1 (t) · · · ξTp+1(t) ξα(t)

 .
Proof. One can prove that, for all j = 1, . . . , p and t ∈ [0, τ ], we have:
√
n
(
Λ˜j(t|Z)− Λj(t|Z)
)
=
√
n
αj
∫ t
0
dM·j(s)
Y (s)
− Λ¯j(t)
αj
p+1∑
l=1
α∗l
θ(τ)
M·l(τ)√
n
+ K(t)A(τ)Hoptj• Σ1(τ)Un(τ) + oP (1),
where oP (1), here and in the following, is uniform for t ∈ [0, τ ]. Similarly, one
obtains:
√
n
(
Λ˜p+1(t|Z)− Λp+1(t|Z)
)
=
√
n
αp+1
∫ t
0
dM·p+1(s)
Y (s)
+
Λ¯p+1(t)
αp+1
p+1∑
l=1
α∗l
θ(τ)
M·l(τ)√
n
+ K(t)A(τ)Hopt+• Σ1(τ)Un(τ) + oP (1).
Hence
√
n


Λ˜1(·|Z)− Λ1(·|Z)
...
Λ˜p(·|Z)− Λp(·|Z)
Λ˜p+1(·|Z)− Λp+1(·|Z)

 = Σ6(·)W ′p+1,n(·) + oP (1),
where
W′p+1,n(·) =
(√
n
∫ ·
0
dM·1(s)
Y (s) , . . . ,
√
n
∫ ·
0
dM·p(s)
Y (s) ,
√
n
∫ ·
0
dM·p+1(s)
Y (s) ,
UT1 (β1,α1,τ)√
n
, . . . ,
UTp (βp,αp,τ)√
n
,
UTp+1(βp+1,αp+1,τ)√
n
, 1√
n
∑p+1
j=1
α∗j
θ(τ)M·j(τ)
)T
.
The weak convergence of W ′p+1,n(·) to W ′p+1,∞(·) in D(k+1)(p+1)+1[0, τ ] is easily
obtained thanks to arguments similar than those used in previous sections (see
in particular the proofs of Proposition 4.1 and Theorem 5.1). This ends the
proof. 
Recall that estimators of the quantities which appears in the limiting covari-
ance matrix have been introduced in previous sections (see in particular Section
4.4 and Section 5.2.1).
Now, T -optimal estimators of the (baseline) cause-specific cumulative hazard
rate functions can be obtained following the line of Section 5.1.2. For example,
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from the estimator Λ˜0j(·), for j = 1, . . . , p+1, given in equation (5.10), one can
obtain T -optimal estimators of the baseline cause-specific cumulative hazard
rate functions. Indeed, write
Λ˜0(·) =


Λ˜01(·)
...
Λ˜0p(·)
Λ˜0p+1(·)


and
Hˆ(t) = argmin
H∈H′
trace(HΣˆΛ˜0(t)H
T ),
where ΣˆΛ˜0(t) is the estimator of the asymptotic covariance matrix of the esti-
mator Λ˜0(t). Then the T -optimal estimator of Λ0(·) = (Λ01(·), · · · ,Λ0p(·))T is
given by:
Λ˜Topt0 (·) = Hˆ(·)Λ˜0(·). (5.11)
Finally, it has to be noted that, as in Section 5.1.3, it is also possible to get
estimators of the survival function and the cumulative incidence functions as well
as to get their large sample behavior (like in Theorem 5.3). But this is omitted
here since it is very similar to what has been done in Section 5.1.3. Let us just
note that, from a practical point of view, if for some t ∈ [0, τ ] the determinant
of the matrix ΣˆΛˆ0(t) is too small, then we set Λ˜
Topt
0 (t) = (Λ˜01(t), . . . , Λ˜0p(t))
T .
6. Semiparametric inference under the MAR Assumption
Following the request of the Associate Editor and the referees, we have consid-
ered the possibility of weakening the assumption on the missingness mechanism.
Indeed, one knows that the MCAR assumption can be too strong in some situa-
tions and it could be of interest to consider the case where the probability that
the cause is missing depends on the time X as in the MAR case. The aim of
this section is to consider such a situation. In this Section, we show that under
the MAR assumption, one can obtain estimators of the Euclidean parameters
(the regression parameters) as well as the functional parameters (the baseline
cause-specific cumulative hazard rate function and, as a consequence, of the Cu-
mulative Incidence Function and the survival function). Our approach is based
on the double robust technique already used by Lu and Liang (2008) but it
generalizes their work in the following ways. We do not assume independence
between the causes of death; we assume an additive form on each cause-specific
hazard rate function and, finally, we obtain estimators of the cumulative in-
cidence functions as well as the survival function of the lifetime T (all causes
confounded). As mentioned earlier in Section 1, there is, however, a disadvan-
tage in considering such a more general situation since it won’t be possible to
improve the estimators as done in the previous section.
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6.1. MAR Assumption
In this section we still assume that an additive hazard model holds on the cause-
specific hazard rate function, that is:
λj(t|Z) = lim
h→0+
1
h
P (T ∈ [t, t+ h[, d = j|T ≥ t,Z(t)) = λ0j(t) + βTj Z(t), t ≥ 0,
(6.1)
for j = 1, . . . , p, where λ0j(·) is the baseline jth cause-specific hazard rate func-
tion, Z(t) = {Z(u);u ≤ t} is the history up to time t of this covariate process
and βj ∈ Rk is the vector of regression parameters associated to the jth cause.
But we only assume a MAR assumption (Rubin, 1976) on the mechanism of
missing information on the cause of death (and not a MCAR assumption as in
previous sections). More precisely, we suppose that:
P (R = 1|d, δ = 1, X,Z, G) = P (R = 1|δ = 1, X,Z, G) = π(X,Z, G) = π(O),
where G is an auxiliary covariate collected for each individual and where O
denotes (X,Z, G) to shorten notation. Thus, given δ = 1 and O, the probability
that the cause is missing depends only on O (which is observable) and not on
the cause of death (not always observed). It is also assumed that
P (R = 0|d, δ = 0,O) = 1.
The above assumption of independence between R and d, given δ = 1 and
O, allows us to write, for j = 1, . . . , p:
P (d = j|δ = 1, R = 0,O) = P (d = j|δ = 1, R = 1,O) = P (d = j|δ = 1,O).
Assuming that these probabilities don’t depend on the auxiliary covariate G,
let us denote them hj(Q), for j = 1, . . . , p, where Q = (X,Z).
In the following, we will assume that we observe a sample
(Xi, δi, Di,Zi(Xi), Gi)1≤i≤n
of (X, δ,D,Z(X), G), where we still write D = δRd.
6.2. Parametric model on the MAR mechanism
Following Lu and Liang (2008), one can introduce parametric models on the
unknown probabilities π(O) and hj(Q), for j = 1, . . . , p. To this end, let us
denote by π(O, γ) the parametric model posited on the probability π(O), where
γ is a regression parameter of dimension kγ . A logistic regression model could be
used, among others. Let us denote by hj(Q, ζ), where ζ is a regression parameter
of dimension kζ , the parametric model used for the hj(Q), for j = 1, . . . , p; for
example, a multinomial logistic regression model. Due to the MAR assumption,
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one can get estimators γˆ and ζˆ of γ and ζ respectively by maximization of the
likelihoods
n∏
i=1
(π(Oi, γ))
Riδi (1− π(Oi, γ))(1−Ri)δi ,
and
n∏
i=1

p−1∏
j=1
(hj(Qj , ζ))
I{Di=j}

× (1− h1(Qi, ζ)− · · · − hp−1(Qi, ζ))I{Di=p} .
If their corresponding parametric models are correctly specified γˆ and ζˆ are
well-known to be consistent estimators of the true values of the parameters γ
and ζ.
6.3. The double robust estimators of βj and Λ0j(·)
Once estimators of γ and ζ are obtained, the question is how to estimate the re-
gression parameters βj and the cause-specific cumulative hazard rate functions
Λ0j(·), for j = 1 . . . , p. One possible approach is to construct estimating equa-
tions based on the double robust technique introduced by Robins et al. (1994)
and later used by Lu and Liang (2008) in a context similar to the present.
To this end, let us introduce two new families of counting processes:
N˜ij(t) = I{Xi ≤ t, di = j} and N∗i (t) = I{Xi ≤ t, δi = 1},
for i = 1, . . . , n, j = 1, . . . , p and all t > 0. Note that, due to missingness of
cause of death, the counting process N˜ij(·) are not always observable, but will
always appear in the sequel multiplied by Ri (itself given by the observation of
δi and Di), which ensures that the product is observable.
Estimators of the βj and the Λ0j(·), for j = 1, . . . , p, will be obtained as
solutions of the following estimating equations:
n∑
i=1
{
Ri
π(Oi, γˆ)
dN˜ij(t)− Ri − π(Oi, γˆ)
π(Oi, γˆ)
hj(Qi, ζˆ)dN
∗
i (t)
− Yi(t)βTj Zi(t)dt− Yi(t)dΛ0j(t)
}
= 0, for all t > 0 (6.2)
n∑
i=1
∫ τ
0
Zi(t)
{
Ri
π(Oi, γˆ)
dN˜ij(t)− Ri − π(Oi, γˆ)
π(Oi, γˆ)
hj(Qi, ζˆ)dN
∗
i (t)
− Yi(t)βTj Zi(t)dt− Yi(t)dΛ0j(t)
}
= 0. (6.3)
Let γ∞ and ζ∞ be respectively the limit of the maximum likelihood estimators
γˆ and ζˆ introduced in previous subsection. As long as at least one of the two
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models used on π(O) and on the hj(Q), for j = 1, . . . , p is well specified, one
can show that we have, for all t > 0:
E
[
Ri
π(Oi, γˆ)
N˜ij(t)− Ri − π(Oi, γˆ)
π(Oi, γˆ)
hj(Qi, ζˆ)N
∗
i (t)−
∫ t
0
Yi(t)
(
βTj Zi(t)dt− dΛ0j(t)
)]
= 0.
This result is obtained thanks to consideration of the conditional expectation:
given {Oi, di, δi = 1}, in the case where the model on π(O) is correct; given
{Oi, Ri, δi = 1}, in the case where it is the model on the hj(Q), for j = 1, . . . , p
which is well specified.
From equations (6.2) and (6.3), one can get easily the expression of the Double
Robust (DR) estimators:
βˆj = Aˆ
−1(τ)
1
n
n∑
i=1
∫ τ
0
(
Zi(t)− Z¯(t)
){ Ri
π(Oi, γˆ)
dN˜ij(t)− Ri − π(Oi, γˆ)
π(Oi, γˆ)
hj(Qi, ζˆ)dN
∗
i (t)
}
,
(6.4)
where Aˆ(τ) and Z¯(t) are defined respectively in sections 4.3 and 3.1 and
Λˆ0j(·) =
∫ ·
0
∑n
i=1
{
Ri
pi(Oi,γˆ)
dN˜ij(t)− Ri−pi(Oi,γˆ)pi(Oi,γˆ) hj(Qi, ζˆ)dN∗i (t)− Yi(t)βˆTj Zi(t)dt
}
∑n
i=1 Yi(t)
,
(6.5)
for j = 1, . . . , p.
Remark. In the case where there is no covariate, one can fix the estimators βˆj ,
for j = 1, . . . , p, to zero in (6.5) to obtain nonparametric estimators Λˆj of the p
cause-specific cumulative hazard functions.
Let us denote by
βˆDR =

 βˆ1...
βˆp

 (6.6)
the vector of dimension kp concatenating the Double Robust estimators of the
regression parameters and
ΛˆDR0 (·) =

 Λˆ01(·)...
Λˆ0p(·)

 (6.7)
the Double Robust estimator of the baseline cause-specific hazard rate functions.
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6.4. Large sample behavior
Let us introduce the following notations:
M∗ij(t, βj , γ, ζ,Λ0j(·)) =
Ri
π(Oi, γ)
N˜ij(t)− Ri − π(Oi, γ)
π(Oi, γ)
hj(Qi, ζ)N
∗
i (t)
−
∫ t
0
Yi(t)
(
βTj Zi(t)dt− dΛ0j(t)
)
,
Bγ,j = E
[∫ τ
0
(
Z1(t)− s1(t)
s0(t)
)
R1∇γπ(O1, γ∞)
π2(O1, γ∞)
(dN1j(t)− hj(Q1, ζ∞)dN∗1 (t))
]
,
Bζ,j = E
[∫ τ
0
(
Z1(t)− s1(t)
s0(t)
)
R1 − π(O1, γ∞)
π(O1, γ∞)
∇ζhj(Q1, ζ∞)dN∗1 (t)
]
,
Sγ,i =
δi (Ri − π(Oi, γ∞))
π(Oi, γ∞) (1− π(Oi, γ∞))∇γπ(Oi, γ∞),
Sζ,i = I{Di = 1}∇ζh1(Qi, ζ∞)
h1(Qi, ζ∞)
+ · · ·+ I{Di = p− 1}∇ζhp−1(Qi, ζ∞)
hp−1(Qi, ζ∞)
−I{Di = p}∇ζh1(Qi, ζ∞) + · · ·+∇ζhp−1(Qi, ζ∞)
1− h1(Qi, ζ∞)− · · · − hp−1(Qi, ζ∞) ,
Iγ = E
(
Sγ,1S
T
γ,1
)
,
Iζ = E
(
Sζ,1S
T
ζ,1
)
,
where ∇uf(·) denotes the gradient function of a function f(·) computed at u,
and finally
φi,j =
∫ τ
0
(
Zi(t)− s1(t)
s0(t)
)
dM∗ij(t, β
0
j , γ∞, ζ∞,Λ
0
0j(·))−BTγ,jI−1γ Sγ,i−BTζ,jI−1ζ Sζ,i,
where β0j and Λ
0
0j(·) are the true values of βj and Λ0j(·). Note that Sγ,i and Sζ,i
are the score functions for individual i associated to the models on π(O) and
the hj(Q), for j = 1, . . . , p, respectively. The matrices Iγ and Iζ are nothing but
the corresponding Fisher Information matrices.
Theorem 6.1. Under Assumptions A2-A4, A6 and if at least one of the two
parametric models assumed on the MAR mechanism is well specified, then the
r.v. √
n
(
βˆ1 − β1, . . . , βˆp − βp
)T
converges in distribution in Rpk to a mean zero Gaussian r.v. with covariance
block matrix:
Σ
βˆ,∞ =
(
A−1(τ)E(φ1jφT1j′)A
−1(τ)
)
1≤j,j′≤p .
Proof. Since it is an adaptation of the proof of Theorem 1 of Lu and Liang
(2008), only the skeleton of the proof is given. Fix j between 1 and p. The
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solution of (6.2) in terms of Λ0j(·), for all βj in Rk is:
Λˆ0j(t, βj) =
∫ t
0
∑n
i=1
{
Ri
pi(Oi,γˆ)
dN˜ij(t)− Ri−pi(Oi,γˆ)pi(Oi,γˆ) hj(Qi, ζˆ)dN∗i (t)− Yi(t)βTj Zi(t)dt
}
∑n
i=1 Yi(t)
,
for all t > 0. Replacing Λ0j(·) by Λˆ0j(·, βj) in (6.3) one has now to solve the
following equation in terms of βj :
n∑
i=1
∫ τ
0
(
Zi(t)− Z¯(t)
){ Ri
π(Oi, γˆ)
dN˜ij(t)− Ri − π(Oi, γˆ)
π(Oi, γˆ)
hj(Qi, ζˆ)dN
∗
i (t)− Yi(t)βTj Zi(t)
}
= 0,
that we will briefly write
Uj(βj , γˆ, ζˆ) = 0.
A Taylor expansion of Uj(β0j , γˆ, ζˆ) around γ∞ and ζ∞ and rather standard
arguments in empirical process and maximum likelihood areas enable us to
obtain after some cumbersome calculus:
Uj(β0j , γˆ, ζˆ) =
n∑
i=1
φi,j + oP (
√
n).
On the other hand, since by definition of βˆj one has Uj(βˆj , γˆ, ζˆ) = 0, we can
write:
Uj(β0j , γˆ, ζˆ) = nAˆ(τ)(βˆj − β0j ).
Finally, we get
√
n(βˆj − β0j ) = Aˆ−1(τ)
1√
n
(
n∑
i=1
φi,j + oP (
√
n)
)
and the result of the theorem follows from an application of the Central Limit
Theorem. 
Note that the block (j, j′), for 1 ≤ j, j′ ≤ p, of the asymptotic covariance
matrix given in the last theorem can be consistently estimated by
Aˆ−1(τ)
(
1
n
n∑
i=1
φˆi,j φˆ
T
i,j′
)
Aˆ−1(τ),
where
φˆi,j =
∫ τ
0
(
Zi(t)− Z¯(t)
)
dM∗ij(t, βˆj , γˆ, ζˆ, Λˆ0j(·))− BˆTγ,j Iˆ−1γ Sˆγ,i − BˆTζ,j Iˆ−1ζ Sˆζ,i,
and Bˆγ,j , Bˆζ,j , Iˆγ , Iˆζ , Sˆγ,i and Sˆζ,i are obtained from Bγ,j , Bζ,j , Iγ , Iζ , Sγ,i
and Sζ,i by replacement of γ∞ and ζ∞ by their maximum likelihood estima-
tors, replacement of s0(·) and s1(·) by S0(·) and S1(·) and replacement of the
expectations by their empirical counterparts.
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Let us now consider the asymptotic behavior of the estimator of the baseline
cause-specific cumulative hazard rate function Λ0j(·). To this end, let us write:
Cγ,j = E
[∫ τ
0
R1∇γπ(O1, γ∞)
π2(O1, γ∞)s0(t)
(dN1j(t)− hj(Q1, ζ∞)dN∗1 (t))
]
,
Cζ,j = E
[∫ τ
0
R1 − π(O1, γ∞)
π(O1, γ∞)s0(t)
∇ζhj(Q1, ζ∞)dN∗1 (t)
]
and
ψi,j(t) =
∫ t
0
dM∗ij(t, β
0
j , γ∞, ζ∞,Λ
0
0j(·))
s0(t)
−
(∫ t
0
s1(u)
s0(u)
du
)T
A−1(τ)φi,j
− CTγ,jI−1γ Sγ,i − CTζ,jI−1ζ Sζ,i,
Theorem 6.2. Under Assumptions A2-A4, A6 and if at least one of the two
parametric models assumed on the MAR mechanism is well specified, then the
multivariate process
√
n
(
Λˆ01(·)− Λ001(·), . . . , Λˆ0p(·)− Λ00p(·)
)T
converges weakly in Dp[0, τ ], when n → +∞, to a zero mean Gaussian process
with block covariance matrix functions given by
E
(
ψ1,j(s)ψ
T
1,j′(t)
)
, for (s, t) ∈ [0, τ ]2 and 1 ≤ j, j′ ≤ p.
As in the case of the previous theorem, the blocks of the above asymptotic
covariance matrix function can also be consistently estimated by
1
n
n∑
i=1
ψˆi,j(s)ψˆ
T
i,j′(t)
where ψˆi,j(·) is obtained from ψi,j(·) with replacement of the unknown param-
eters by their estimators and the expectations by their empirical counterparts.
Proof of the Theorem. Again, the proof is on the same lines as in Lu and
Liang (2008). We only mention here that using empirical processes arguments
and a Taylor expansion around γ∞ and ζ∞, one can write, for j = 1, . . . , p and
t ∈ [0, τ ]:
√
n
(
Λˆ01(t)− Λ001(t)
)
=
1√
n
n∑
i=1
ψi,j(t) + oP (1)
and the functional central limit theorem completes the proof. 
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We are now in a position to consider the estimation of the cause-specific
cumulative hazard rate function, given the covariate Z. Recall that the additive
hazard model considered in this paper assumes that we have, for all t in [0, τ ]:
Λj(t|Z) = Λ0j(t) +
∫ t
0
βTj Z(u)du.
Thus, an estimator of the conditional cumulative hazard rate function is given
by:
Λˆj(t|Z) = Λˆ0j(t) +
∫ t
0
βˆTj Z(u)du,
where Λˆ0j(·) and βˆj are the double robust estimators introduced in Section 6.3.
From the above, one can easily write, for all t in [0, τ ] and j = 1, . . . , p:
√
n
(
Λˆj(t|Z)− Λ0j (t|Z)
)
=
1√
n
n∑
i=1
Ψi,j(t,Z) + oP (1), (6.8)
where
Ψi,j(t,Z) = ψi,j(t) +
(∫ t
0
Z(u)du
)T
A−1(τ)φij .
Theorem 6.3. Under Assumptions A2-A4, A6 and if at least one of the two
parametric models assumed on the MAR mechanism is well specified, then the
multivariate process
√
n
(
Λˆ1(·|Z)− Λ01(·|Z), . . . , Λˆp(·|Z)− Λ0p(·|Z)
)T
converges weakly in Dp[0, τ ], when n → +∞, to a zero mean Gaussian process
with block covariance matrix function given by
E
(
Ψ1,j(s)Ψ
T
1,j′(t)
)
, for (s, t) ∈ [0, τ ]2 and 1 ≤ j, j′ ≤ p.
The proof is omitted since the result immediately follows from equation (6.8)
and the central limit theorem.
Again, the blocks of the above asymptotic covariance matrix function can be
consistently estimated by:
1
n
n∑
i=1
Ψˆi,j(s)Ψˆ
T
i,j′(t),
where
Ψˆi,j(t) = ψˆi,j(t) +
(∫ t
0
Z(u)du
)T
Aˆ−1(τ)φˆi,j .
imsart-ejs ver. 2013/03/06 file: Bordes_Dauxois_Joly_R2.tex date: January 9, 2014
L. Bordes et al./SP inference with competing risks and missing indicators 43
We end this section by mentioning that it is also possible to get estimators of
the survival function and the cumulative incidence functions as well as to obtain
their large sample behavior (as in Theorem 5.3). To keep this paper shorter, we
omit the details which require just an application of the approach of Section
5.1.3: one need only use the Gaussian process which appears in the limit of
Theorem 6.3 as the process L′(·) in Theorem 5.3.
7. Numerical study
In this section we first present a simulation study to compare the properties of
our estimators for different sample sizes, their robustness to model misspecifi-
cation and their efficiency. Then we illustrate the use of our estimators through
an application on three different real datasets.
The simulation work has been implemented with the R statistical software
(see R Development Core Team, 2010).
7.1. Simulation study
7.1.1. Simulation design
We carried out Monte Carlo simulations with only two causes of death and a
time-independent covariate Z of dimension 1 with continuous distribution. More
precisely, let T1 (resp. T2) denote the continuous latent, or potential, survival
time associated with risk/cause 1 (resp. 2). Hence, the individual lifetime T
introduced in Section 2 is given by T = min(T1, T2) and d = 1 (resp. d = 2) if
T = T1 (resp. T = T2). Note that since the covariate Z is time-independent, the
notation Z is useless here and won’t be used in the sequel.
We assumed that the bivariate survival function of (T1, T2), conditionally on
Z = z, is given by
ST1,T2(t1, t2|z) = exp (−(λ1 + β1z)t1 − (λ2 + β2z)t2 − λ3t1t2) ,
where λ3 is such that 0 ≤ λ3 < min(λ1, λ2). One can see that, conditionally on
Z = z, the r.v. T1 and T2 are dependent if λ3 > 0 and that the distribution of
Tj is exponential with rate λj + βjz for j = 1, 2. It is also easy to check that
the assumption of an additive hazard rate model is fulfilled in this case since,
conditionally on Z = z, the cause-specific hazard rate function of Tj is
λj(t|z) = λj + λ3t+ βjz, for t ≥ 0,
for j = 1, 2. Finally, we assumed that the covariate Z is uniformly distributed
on (0, τZ) and that the censoring time has an exponential distribution with rate
λC . Our computer program first simulates the covariate Z according to the uni-
form distribution, then simulates T1, given Z, with an exponential distribution
and finally simulates T2, given (T1, Z), by numerical inversion of its conditional
cumulative distribution function.
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We chose the following set of parameters: (λ1, λ2, λ3) = (1, 1, 0.5), (β1, β2) =
(1, 2), τZ = 2 and λC = 3. These parameters yield empirically (based on 100
000 replications of the above simulation scenario): 38.2% of censoring, 25.4% of
failure from cause 1, and 36.4% of failure from cause 2.
Then we considered separately two mechanisms of causes missingness:
• the MCAR model with P (R = 1|X,Z, d, δ = 1) = α = 0.8 which leads
empirically to 12,6% of missing cause of failure, 20.2% of failure from
cause 1, and 29.0% of failure from cause 2;
• the MAR model with a logistic regression model for the conditional prob-
ability π(X,Z), i.e.
π(x, z) = P (R = 1|X = x, Z = z, d, δ = 1) = e
γ0+γ1x+γ2z
1 + eγ0+γ1x+γ2z
,
denoted briefly in the sequel by logit(P (R = 1|X,Z, d, δ = 1)) = γ0 +
γ1X + γ2Z. We chose γ0 = −0.0855 and γ1 = γ2 = 1 which leads empir-
ically to 17,1% of missing cause of failure, 17.4% of failure from cause 1
and 26.1% of failure from cause 2.
Three sample sizes have been considered in our simulation study: n = 100, n =
400 and n = 1000. This simulation design was replicated 10 000 times.
Note finally that, under the MAR assumption, the estimates are obtained
with a logistic regression model assigned to the conditional probabilities hj(x, z) =
P (d = j|δ = 1, R = 0, X = x, Z = z), for j = 1, 2. More precisely:
h1(x, z) =
1
1 + eζ0+ζ1x+ζ2z
and h2(x, z) = 1− h1(x, z).
7.1.2. Regression parameter estimators
Let us first study the behavior of the three different estimators of the regression
parameters introduced in previous sections:
• the WMC estimator βˆWMC given in (3.2) which generalizes an approach
introduced by Lin and Ying (1994) and doesn’t take into account the data
with missing cause;
• our T–optimal estimator β˜Topt introduced in (3.5) which uses in an opti-
mal way the information carried by the missing causes in order to get an
estimator of asymptotic minimal variance;
• The DR estimator βˆDR introduced in (6.6) and obtained through a gen-
eralization of the Double Robust estimators of Lu and Liang (2008).
Recall that the two first estimators (WMC and T–optimal) are obtained un-
der the MCAR assumption whereas the DR estimator is based on the MAR
assumption.
Comparison of the three estimators under the MCAR and MAR models
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From the 10 000 times replication of the simulation design described in Sec-
tion 7.1.1 we derived, for each estimator, the Monte-Carlo estimates of the
following quantities:
• the bias (Bias);
• the variance (Emp. Var.);
• the mean of the estimates of the theoretical variance given in the previous
sections (Var. Mean);
• the coverage probability of the 95% confidence intervals (Coverage %).
Table 1 lists the results when the MCAR model was used for simulations
whereas Table 2 gives the results for the MAR model.
Table 1
Simulation results for the three regression parameter estimators (WMC, T–optimal and
DR) under MCAR assumption. Monte Carlo estimates of the bias (Bias), the variance
(Emp. Var.), the mean of estimated variance (Var. Mean) and the coverage percentage
(Coverage %).
n Estimator WMC T–optimal DR
β1 β2 β1 β2 β1 β2
100 Bias 0.021 0.057 0.014 0.032 0.022 0.046
Emp. Var. 0.699 1.051 0.638 0.951 0.649 0.937
Var. Mean 0.701 1.037 0.638 0.908 0.794 0.970
Coverage % 94.5 94.7 94.6 94.4 98.1 97.3
400 Bias 0.000 0.016 -0.001 0.011 -0.001 0.016
Emp. Var. 0.161 0.231 0.148 0.207 0.150 0.208
Var. Mean 0.162 0.239 0.150 0.213 0.164 0.198
Coverage % 94.8 95.4 94.8 95.0 96.7 95.1
1000 Bias 0.003 -0.004 0.003 -0.004 0.003 -0.002
Emp. Var. 0.065 0.094 0.060 0.085 0.060 0.085
Var. Mean 0.064 0.094 0.059 0.084 0.062 0.076
Coverage % 94.8 95.0 94.8 94.8 95.6 94.0
Table 1 shows that, under the MCAR model, the T–optimal estimator has
generally lower standard-errors than the others. Moreover it has the smallest
bias in the case of a small sample size. For all the estimators, the larger is the
sample size the better behaves the estimator. One can also see that, for all the
estimators, the coverage probabilities are almost always close to the nominal
value of 95%, even if for n = 100 the coverage probabilities are rather large for
the DR estimator.
It is interesting to note in Table 2 that the DR estimator outperforms the two
other estimators in terms of bias. The WMC estimator has a bad behavior with
a significant bias and with a coverage percentage which deteriorates when the
sample size increases. Contrary to the WMC estimator, the T–optimal estimator
proves to be robust under the MAR assumption; its standard-error and its
coverage probability appear to be competitive with respect to the ones of the
DR estimator.
Efficiency with respect to the parametric model
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Table 2
Simulation results for the three regression parameter estimators (WMC, T–optimal and
DR) under MAR assumption. Monte Carlo estimates of the bias (Bias), the variance (Emp.
Var.), the mean of estimated variance (Var. Mean) and the coverage percentage
(Coverage %).
Estimator WMC T–optimal DR
n β1 β2 β1 β2 β1 β2
100 Bias 0.541 0.805 -0.069 -0.133 0.017 0.059
Emp. Var. 0.814 1.246 0.613 0.929 0.748 1.049
Var. Mean 0.799 1.197 0.689 0.950 0.878 1.054
Coverage % 93.4 91.6 95.0 93.8 98.0 97.3
400 Bias 0.516 0.745 -0.051 -0.118 0.001 0.014
Emp. Var. 0.185 0.278 0.140 0.202 0.162 0.221
Var. Mean 0.185 0.277 0.162 0.224 0.174 0.208
Coverage % 79.8 72.6 96.0 94.7 96.5 95.3
1000 Bias 0.512 0.721 -0.045 -0.121 0.002 -0.001
Emp. Var. 0.074 0.112 0.056 0.083 0.064 0.089
Var. Mean 0.073 0.109 0.064 0.089 0.066 0.079
Coverage % 53.7 41.4 95.7 93.2 95.6 94.1
Since the model used for simulations is fully parametric, one can get maxi-
mum likelihood (ML) estimators of the unknown parameters. Indeed, it is easy
to see that under the MCAR assumption the likelihood function is given by
L(MCAR)n (λ1, λ2, λ3, β1, β2) =
∏n
i=1 (λ1(Xi|Zi))I(Di=1) × (λ2(Xi|Zi))I(Di=2)
× (λ1(Xi|Zi) + λ2(Xi|Zi))I(Di=0,δi=1) × S(Xi|Zi),
where λj(Xi|Zi) = λj+βjZj+λ3Xi, for j = 1, 2, and S(Xi|Zi) = ST1,T2(Xi, Xi|Zi)
is the conditional survival function of the lifetime T , given Zi. On the other hand,
under the MAR assumption the likelihood function is given by
L(MAR)n (λ1, λ2, λ3, β1, β2, γ0, γ1, γ2) =
n∏
i=1
[(λ1(Xi|Zi)I(Di = 1) + λ2(Xi|Zi)I(Di = 2))π(Xi, Zi)
+ (λ1(Xi|Zi) + λ2(Xi|Zi)) I(Di = 0, δi = 1)(1− π(Xi, Zi))]× S(Xi|Zi),
where π(Xi, Zi) = exp(γ0 + γ1Xi + γ2Zi)/(1 + exp(γ0 + γ1Xi + γ2Zi)). Hence,
we are able to obtain the ML estimator of the regression parameters (β1, β2) by
maximizing L(MCAR)n (resp. L
(MAR)
n ) under the MCAR (resp. MAR) assumption.
To study the behavior of the ML estimator, we used the same criteria as
for the three other estimators (WMC, T–optimal and DR). Thus, based on the
10 000 replications of the above simulation design, we obtained empirical esti-
mates of its bias, variance, mean of the estimates of the asymptotic variance and
coverage probability of the 95% confidence intervals. Note that the asymptotic
variances are estimated by inverting the Hessian matrix of the log-likelihood
function at its maximum.
We first provide a study of the behavior of the ML estimator under the MCAR
and MAR assumptions. The results are summarized in Table 3. Irrespective of
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the type of missingness, the ML estimator behaves correctly in case of moderate
or large sample size but it has the weakness to provide conservative confidence
intervals when the sample size is small.
Table 3
Simulation results for the ML regression parameter estimators under MCAR and MAR
assumption. Monte Carlo estimates of the bias (Bias), the variance (Emp. Var.), the mean
of estimated variance (Var. Mean) and the coverage percentage (Coverage %).
Data n Parameter Bias Emp. Var. Var. Mean Coverage %
100 β1 0.058 0.465 0.627 99.3
β2 0.033 0.726 0.825 96.4
MCAR 400 β1 0.009 0.135 0.136 94.9
β2 0.024 0.179 0.182 95.0
1000 β1 0.007 0.055 0.054 94.5
β2 0.001 0.074 0.072 94.7
100 β1 0.054 0.481 0.707 99.5
β2 0.028 0.757 0.917 97.0
MAR 400 β1 0.011 0.146 0.149 94.8
β2 0.022 0.194 0.197 95.0
1000 β1 0.060 0.059 0.059 94.8
β2 0.020 0.079 0.078 94.7
Let us now study the relative efficiency of our estimators (WMC, T–optimal
or DR) with respect to the ML estimator. The relative efficiency is defined as the
ratio of the empirical Mean Square Error (MSE) of one of our estimators with the
empirical MSE of the ML estimator, both based on the same 10 000 simulated
samples. These relative efficiencies are listed in Table 4. It is worth noting that
the T–optimal and DR estimators have the same performance under MCAR
while the WMC is less efficient. In case of MAR mechanism, the T–optimal
estimator seems to have the better behavior. Finally, relative efficiencies of the
WMC estimator are very large which confirms that this estimator should not
be used in this case.
Table 4
Simulation results for the regression parameter estimators under MCAR and MAR
assumption. Monte Carlo estimates of the relative efficiency.
Data n WMC vs. ML T–optimal vs. ML DR vs. ML
β1 β2 β1 β2 β1 β2
100 1.493 1.450 1.363 1.309 1.387 1.292
MCAR 400 1.192 1.288 1.096 1.153 1.110 1.160
1000 1.181 1.270 1.090 1.149 1.090 1.149
100 1.287 2.499 1.277 1.249 1.546 1.389
MAR 400 3.088 4.283 0.976 1.110 1.109 1.137
1000 5.370 7.958 0.927 1.230 1.022 1.121
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7.1.3. Estimators of the baseline cause-specific cumulative hazard functions
Let us now study the behavior of the three different estimators of the baseline
cause-specific cumulative hazard functions introduced in previous sections:
• the estimators Λˆ0j(·), for j = 1, . . . , p, given in (5.7), which use data
Without Missing Causes and called WMC estimators in the sequel;
• our T–optimal estimators of the baseline cause-specific cumulative hazard
rate functions given in (5.11);
• The DR estimators introduced in (6.7) and obtained through a general-
ization of the Double Robust estimators of Lu and Liang (2008).
Recall that, here also, the two first estimators (WMC and T–optimal) are ob-
tained under the MCAR assumption whereas the DR estimator is based on the
MAR assumption.
We have used the criterion of the Mean Integrated Square Error (MISE) in
order to compare the different estimators of the baseline cause-specific cumula-
tive hazard rate functions. More precisely, for cause j = 1, 2 and for each type
of estimator (WMC, T–optimal and DR), based on N simulated samples we
obtained estimates Λˆ
(1)
0j (·), . . . , Λˆ(N)0j (·) of the baseline jth-cause-specific cumu-
lative hazard rate function Λj(·). An empirical estimate of the MISE of this
estimator is then given by:
1
N
N∑
k=1
∫ τk
0
(
Λˆ
(k)
0j (s)− Λ0j(s)
)2
ds,
where τk is the ⌊0.95n⌋th order statistic of the observed durations in the kth
simulated sample. Thus τk is nothing but an estimation of the 0.95–quantile of
the distribution of X.
Table 5 lists the empirical MISE, based on N = 1000 samples, of the three
types of estimators (WMC, T–optimal and DR) of the two baseline cause-specific
cumulative hazard rate functions Λ01(·) and Λ02(·), under the MCAR model and
also under the MAR model. One can see that the MISE is almost always lower
for DR estimator than for the WMC and the T–optimal estimators. As expected,
the difference in terms of MISE between the estimators is larger under MAR
assumption than under the MCAR assumption where estimates of the MISE are
similar. Under MAR assumption, the WMC has a bad behavior, even when the
sample size increases. Again the T–optimal estimator outperforms the WMC
estimator under the MCAR and MAR assumptions and, as for the regression
parameter estimation, it reveals some robustness properties when the MCAR
assumption is violated. It is not so for the WMC estimator.
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Table 5
Simulation results for the three estimators (WMC, T–optimal and DR) of the baseline
cause-specific cumulative hazard rate functions Λ01(·) and Λ02(·) under MCAR and MAR
assumptions. Monte Carlo estimates of MISE (×103).
Estimator WMC T–optimal DR
Data n Λ01(·) Λ02(·) Λ01(·) Λ02(·) Λ01(·) Λ02(·)
100 11.69 15.89 11.31 15.19 10.85 14.59
MCAR 400 3.05 4.02 2.94 3.84 2.87 3.67
1000 1.29 1.63 1.23 1.52 1.17 1.37
100 16.22 23.56 12.29 15.9 13.28 16.43
MAR 400 7.30 12.35 4.17 5.61 3.52 4.18
1000 5.35 8.69 2.39 2.97 1.39 1.44
7.2. Applications on real datasets
7.2.1. Hodgkin’s disease dataset
Let us first consider the real dataset presented in Pintilie (2006) of 616 patients
treated with radiation therapy for a Hodgkin’s disease at the Princess Margaret
Hospital between 1968 and 1986. The event of interest is the incidence of second
malignancy, the death without malignancy is seen as a competing risk. The
question is whether the younger subjects (30 years old or younger) have the
same risk of a new malignancy than the older ones. In this study there are 84
patients with incidence of second malignancy and 195 who died without a second
malignancy. There is only one covariate, age, with 308 young patients and 308
older patients. The rate of censoring is about 54%. Let us call this dataset the
“Without Missing Cause (WMC) dataset”.
With the aim to apply our estimators, we have artificially created two new
datasets with some causes of death missing. The first one is obtained from the
WMC dataset after the application of a MCAR mechanism with α = 0.4 and
is called “MCAR dataset”. The second one is also obtained from the WMC
dataset but after the use of MAR mechanism with probability of missingness
given by the logistic regression model logit(π(X,Z)) = −1 + 0.01X + Z. Let
us call it the “MAR dataset”. The different percentages of events for the three
datasets are listed in Table 6.
Except for the WMC dataset where only the WMC estimator is used, we
have applied our three estimators (WMC, T–optimal and DR) on these datasets.
Table 7 lists the estimates of the regression parameters, their standard-errors
and the 95% confidence intervals. Our results agree with those of Pintilie (2006).
We find that, for all datasets and all estimation methods, an age larger than
30 is a risk factor, whatever the event of interest. The age factor increases
more significantly the specific risk of death without second malignancy than
the specific risk of incidence of second malignancy. For the MAR dataset, the
T–optimal estimates are close to those obtained through the DR method, while
the WMC estimates are rather far from results obtained on the initial WMC
sample. This last point confirms the fact that the use of the WMC estimator is
risky under MAR assumption.
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Table 6
WMC, MCAR and MAR datasets on Hodgkin’s disease. Percentages of events for incidence
of second malignancy (cause 1) and death without malignancy (cause 2).
Data Censoring Missing Cause 1 Cause 2
WMC 54.7 0 13.6 31.7
MCAR 54.7 28.0 5.0 12.3
MAR 54.7 26.1 4.4 14.8
We plotted in Figure 2 the different estimates we obtained, thanks of the
WMC, T-optimal and DR methods under MCAR and MAR assumptions, of
the two baseline cumulative risk functions associated respectively to the inci-
dence of second malignancy and death without malignancy. The estimates of
the cumulative incidence functions are presented in the book of Pintilie (2006).
One can note for example that, the probability of a second malignancy for the
younger subjects remains very low up to 15 years then it joins the value of the
probability of death without second malignancy at about 25 years. This can
explain the shape of the estimates of the baseline specific cumulative hazard
functions presented in Figure 2. The estimate of the incidence of the second
malignancy remains very low for a long period and then quickly increases and
catches up or exceeds the estimate for the death without malignancy.
Table 7
WMC, MCAR and MAR datasets on Hodgkin’s disease (Pintilie, 2006). WMC, T–optimal
and DR estimates of the regression parameters, their estimated standard error (within
parenthesis) and a 95% confidence interval for the incidence of second malignancy (β1) and
death without malignancy (β1).
Data Method β1 β2
WMC WMC Estim. (SE) 0.00558 (0.00198) 0.02435 (0.00305)
95% CI [0.00169, 0.00946] [0.01837, 0.03034]
WMC Estim. (SE) 0.01064 (0.00325) 0.02681 (0.00463)
95% CI [0.00426, 0.01701] [0.01773, 0.03588]
MCAR T–optimal Estim. (SE) 0.00827 (0.00300) 0.02166 (0.00376)
95% CI [0.00239, 0.01142] [0.01430, 0.02902]
DR Estim. (SE) 0.00877 (0.00258) 0.02069 (0.00358)
95% CI [0.00370, 0.01383] [0.01367, 0.02772]
WMC Estim. (SE) 0.01083 (0.00287) 0.03882 (0.00427)
95% CI [0.00521, 0.01645] [0.03044, 0.04720]
MAR T–optimal Estim. (SE) 0.00576 (0.00272) 0.02601 (0.00360)
95% CI [0.00043, 0.01109] [0.01894, 0.03307]
DR Estim. (SE) 0.00567 (0.00278) 0.02399 (0.00368)
95% CI [0.00022, 0.01111] [0.01678, 0.03120]
7.2.2. Breast Cancer dataset
Now, let us consider a dataset from a clinical trial in stage II breast cancer in-
volving a population of elderly women. At the opposite of previous dataset, some
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Fig 2. Hodgkin’s disease dataset (Pintilie, 2006). Estimates of the baseline incidence of sec-
ond malignancy (solid) and death without malignancy (dotted) specific cumulative hazard
functions using the WMC method (red), the T–optimal method (green) and the DR method
(blue) under MCAR (left) and MAR (right) assumptions.
0 5 10 15 20 25 30 35
-0
.1
0
.0
0
.1
0
.2
0
.3
0
.4
0
.5
MCAR
Time
B
a
s
e
lin
e
 c
a
u
s
e
-s
p
e
c
if
ic
 c
u
m
u
la
ti
v
e
 h
a
z
a
rd
 f
u
n
c
ti
o
n
0 5 10 15 20 25 30 35
-0
.1
0
.0
0
.1
0
.2
0
.3
0
.4
0
.5
MAR
Time
patients had unknown cause of death. We use the same data than Cummings et
al. (1986), Goetghebeur and Ryan (1995) and Lu and Tsiatis (2001) and, thus,
we take into account two binary covariates: the presence of at least four positive
nodes and the oestrogen receptor status (ER-negative) of their primary tumor,
that were considered as significantly associated with overall survival.
A cause-specific survival analysis study using the additive hazards model is
carried out for these data. Of the 169 eligible patients, 79 had died at the time
of analysis and cause-of-death information was incomplete. Of these 79, cause
of death was available for 61, of whom 44 were classified as dying from their
disease and 17 from other causes. The remaining 18 patients had unknown cause
of death. The estimates (WMC, T–optimal and DR) for death due to breast
cancer are shown in Table 8. It appears that, with the WMC and T–optimal
methods, a negative oestrogen receptor status significantly decreases the risk of
death due to cancer with very similar estimates. We do no found this result with
the DR method although the regression parameter estimate is not too far. The
three methods lead to the conclusion that a high number of positive nodes is
not associated with death due to breast cancer. The three estimates (thanks to
WMC, T–optimal and DR methods) of the baseline cause-specific cumulative
hazard rate function associated to death due to cancer are shown in Figure 3.
Time is the number of days from randomization.
7.2.3. Hard drive dataset
In Section 5.1 we have considered the nonparametric case (i.e. whitout covariate)
and have obtained WMC estimators and T -optimal estimators of the functions
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Table 8
Breast Cancer dataset. WMC, T–optimal and DR estimation of the regression parameters
for breast cancer data. For breast cancer cause of death are given WMC, T–optimal and DR
estimates of the regression parameters, their estimated standard error (within parenthesis)
and a 95% confidence interval.
Method Covariate Estim. (SE) (×104) 95% CI (×104)
nodes ≥ 4 0.533 (0.316) [-0.086,1.152]
WMC ER–negative -0.696 (0.190) [-1.068,-0.324]
nodes ≥ 4 0.500 (0.303) [-0.094,1.094]
T -optimal ER–negative -0.696 (0.187) [-1.063,-0.329]
nodes ≥ 4 0.369 (0.279) [-0.178,0.916]
DR ER–negative -0.613 (0.439) [-1.473,0.247]
Fig 3. Breast Cancer dataset. Estimates of the baseline cause-specific cumulative hazard
rate function for the risk of death due to breast cancer using the WMC method (red), the
T–optimal method (green) and the DR method (blue). Time is days from randomization.
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of interest. In order to illustrate this part, let us consider now a dataset in
Reliability, without covariates, and introduced by Flehinger et al. (2002). These
authors consider a scenario in which a company manufacturing computer hard
drives tries to analyze the causes of failures of a certain sub-assembly. 10 000
hard drives were manufactured and only 172 items failed during a study period
of 4 years. The 9828 other items still functioning at the end of the study are
considered as censored observation with time 4 years.
Some of the causes of failure (such as “defective head”) are related to compo-
nents, but others (like “particle contamination”) are not. In this dataset, there
are three major causes of failures which, without going into details, are denoted
as causes 1, 2 and 3. We assume that these causes act in series. Some of the
failures were masked and a number of them were analyzed for complete resolu-
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tion in a defect isolation laboratory. The observed masked groups were {1, 2,
3} and {1, 3}. Considering causes 1 and 3 as a single cause of failure, we obtain
a new dataset with two competing modes of failure: mode 1 (corresponding to
causes 1, 3 or masked group {1, 3} in the original data set) and mode 2 (cor-
responding to the cause 2 in the original data set). The failure cause is missing
in this new dataset when none of the three original causes of failure is known
(corresponding to the masked group {1, 2, 3} in the original data set). Finally,
this new dataset contains 119 failures of type 1, 19 failures of type 2, 34 failures
with missing cause and 9828 censored observations.
Assuming that the MCAR assumption holds, the probability α that the cause
of failure is missing is empirically estimated by αˆ = 0.802. We plotted in Fig-
ure 4 the WMC and T-optimal estimates of the two cause-specific cumulative
hazard rate functions as well as the 95% pointwise confidence intervals of the
T–optimal estimators. We can see that our T–optimal estimators are slightly
more regular (with smaller size jumps) than the WMC estimators; however the
T–optimal estimators may not be fully legitimate (they can be locally decreas-
ing). However, the latter drawback disappears when the sample size increases
because of uniform convergence of our estimators.
Fig 4. Hard drives dataset (Flehinger et al. 2002). Estimates of the Cause-specific cumu-
lative hazard functions for the two failure causes: WMC estimates (green lines); T–optimal
estimates (red lines) with their 95% pointwise confidence intervals (blue lines).
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