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Abstract
We present two algorithms for dynamically maintaining a spanning forest of a graph under-
going edge insertions and deletions. Our algorithms guarantee worst-case update time and work
against an adaptive adversary, meaning that an edge update can depend on previous outputs
of the algorithms. We provide the first polynomial improvement over the long-standing O(
√
n)
bound of [Frederickson STOC’83, Eppstein, Galil, Italiano and Nissenzweig FOCS’92] for such
type of algorithms. The previously best improvement was O(
√
n(log logn)2/ logn) [Kejlberg-
Rasmussen, Kopelowitz, Pettie and Thorup ESA’16]. We note however that these bounds were
obtained by deterministic algorithms while our algorithms are randomized.
Our first algorithm is Monte Carlo and guarantees an O(n0.4+o(1)) worst-case update time,
where the o(1) term hides the O(
√
log log n/ logn) factor. Our second algorithm is Las Vegas
and guarantees an O(n0.49306) worst-case update time with high probability. Algorithms with
better update time either needed to assume that the adversary is oblivious (e.g. [Kapron, King
and Mountjoy SODA’13]) or can only guarantee an amortized update time. Our second result
answers an open problem by Kapron et al. To the best of our knowledge, our algorithms are
among a few non-trivial randomized dynamic algorithms that work against adaptive adversaries.
The key to our results is a decomposition of graphs into subgraphs that either have high
expansion or sparse. This decomposition serves as an interface between recent developments on
(static) flow computation and many old ideas in dynamic graph algorithms: On the one hand,
we can combine previous dynamic graph techniques to get faster dynamic spanning forest algo-
rithms if such decomposition is given. On the other hand, we can adapt flow-related techniques
(e.g. those from [Khandekar, Rao and Vazirani STOC’06], [Peng SODA’16], and [Orecchia and
Zhu SODA’14]) to maintain such decomposition. To the best of our knowledge, this is the first
time these flow techniques are used in fully dynamic graph algorithms.
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1 Introduction
In the dynamic spanning forest (SF) problem, we want to maintain a spanning forest F of an
undirected unweighted graph G undergoing edge insertions and deletions. In particular, we want to
construct a data structure that supports the following operations.
• Preprocess(G): Initialize the data structure with an input graph G. After this operation,
the data structure outputs a spanning forest F of G.
• Insert(u, v): Insert edge (u, v) to G. After this operation, the data structure outputs changes
to F , if any.
• Delete(u, v): Delete edge (u, v) from G. After this operation, the data structure outputs
changes to F , if any.
The goal is to minimize the update time, i.e. the time needed to execute the insert and delete
operations. The time bound is in terms of n and m, denoting respectively the number of nodes and
edges in G at the time the update happens. We use O˜ to hide poly log(n) terms.
The update time is usually categorized into two types: For any t, an algorithm is said to have
an amortized update time of t if, for any k, the total time it spends to process the first k updates
(edge insertions/deletions) is at most kt. It is said to have a worst-case update time of t if it spends
at most t time for each update operation. (In case of randomized algorithms, the guarantee may
hold with high probability or in expectation.) Thus, roughly speaking an algorithm with a small
amortized update time is fast “on average” but may take a long time to respond to a single update.
In contrast, the worst-case update time is more preferable since it guarantees to hold for every
operation. (We also note that the amortized update time is less desired because most algorithms
that guarantee it have to assume that the input graph has no edge initially.)
The dynamic SF problem along with its closely related variations – dynamic connectivity and
dynamic minimum spanning forest (MSF) – played a central role in the study of dynamic graph
algorithms. The first result for these problems dates back to Frederickson’s deterministic algorithm
from 1985 [13], which provides a worst-case O(
√
m) update time. This bound, when combined
with the general sparsification technique of Eppstein et al. [12] from 1992, implies a worst-case
O(
√
n) update time. By allowing the update time to be amortized, this bound was significantly
improved by Henzinger and King [17] in 1995, who presented a Las Vegas randomized algorithm with
polylogarithmic expected amortized update time. In the following decade, this result was refined
in many ways, including algorithms with smaller update time which almost matches existing lower
bounds (the gap is currently O((log log n)2); see, e.g., [21, 40, 19, 33]), deterministic algorithms (e.g.
[20, 43]), and algorithms that works for harder problems such as two-edge connectivity and MSF
(e.g. [20, 18]).
Given that the problem is fairly well-understood from the perspective of amortized update time,
many researchers have turned their attention back to the worst-case update time in the last decade
(one sign of this trend is the 2007 work of Paˇtraşcu and Thorup [34]). The question on worst-case
update time is not only interesting in the context of the dynamic SF problem. This is because for
many problems (e.g. MSF, two-edge connectivity, shortest paths [41] and matching [9]) we have
many techniques to argue about the amortized update time but do not understand the case of worst-
case update time much. In the context of dynamic SF, the O(
√
n) worst-case update time of [13, 12]
has remained the best for decades until Kapron, King and Mountjoy [24] showed a breakthrough
polylogarithmic bound in 2013 (the bound was originally O(log5 n) in [24] and was later improved
to O(log4 n) [14]).
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We however still cannot claim a victory over this problem, because the algorithms of [24, 14]
still need to be refined in many ways. Besides the possibility to improve the bound further, one
big challenge arose from the fact that they are randomized Monte Carlo, meaning that they may
make mistakes (with a small probability). While the ultimate goal would be to get a deterministic
algorithm with a similar worst-case update time that works for harder problems (such as two-edge
connectivity and MSF), the next challenges are to obtain (i) a Las Vegas algorithm (thus making no
errors) and (ii) an algorithm that works against adaptive adversaries (any deterministic algorithm
will guarantee both of these). Getting Las Vegas algorithms is a well-known and interesting question
in many areas of theoretical computer science. Since the issue about adaptive adversaries might be
quite specific to the area of dynamic algorithms, we discuss this issue briefly here.
An adaptive adversary is the one who can determine an update based on previous outputs of the
algorithm (e.g. the maintained spanning forests). It is used to contrast the weaker notion of obliv-
ious adversaries who must fixed edge updates in advance and thus updates are not influenced by
algorithms’ outputs; for example, dynamic SF algorithms that work under the oblivious adversary
assumption cannot reveal the maintained forest to an adversary. (Note that both types of adversaries
do not have an access to the randomness used by the algorithm to make random choices1.) One
drawback of the algorithms of [24, 14] is that they work only under this assumption. This drawback
in fact reflects our lack of understanding in exploiting randomness for a wide range of dynamic graph
problems: without this assumption very few algorithms are able take advantage of randomness2 It is
a fundamental question whether the true source of power of randomized dynamic algorithms is the
randomness itself or in fact the oblivious adversary assumption. We note that this question is also
very important in some applications. For example, removing the oblivious adversary assumption
from the randomized algorithms of Henzinger et al. [15] and Roditty-Zwick [36] for the decremental
single-source and all-pairs shortest-paths problems will lead to new fast static algorithms for com-
puting maximum s-t and multicommodity flows (see, e.g., [7, 30] for further discussions). This is the
main drive behind the current efforts in derandomizing the algorithms of [15, 36] (e.g., [7, 8, 16]).
(Note that deterministic algorithms always work against adaptive adversaries.) Another example is
the reduction by Henzinger and King [17] to obtain a dynamic approximate minimum spanning for-
est algorithm A from a dynamic spanning forest algorithm B. This reduction requires that B works
against adaptive adversaries, even if we just want A to only work against oblivious adversaries3.
Thus, we cannot directly apply this reduction to the algorithms of [24, 14] to obtain a dynamic
approximate minimum spanning forest algorithm with polylogarithmic worst-case update time4.
1In fact, one can categorize adversaries further based on how they can access the randomness. For example, we can
define an randomness-oblivious adversary to be the one that never see the random bits and an randomness-adaptive
adversary to be the one that see the random bits after they are used by the algorithm. We are not aware of algorithms
that need the distinction between the two cases, so we do not discuss them here. We note that our algorithms work
against the stronger notion of randomness-adaptive adversaries. Also note that one can define an even stronger notion
of adversary who can see the entire random string from the beginning. Similar to the case of online algorithms [4], it
can be argue that randomization does not help against this type of adversary; i.e. if there is a randomized algortihm
that works against such adversary, then there is also a deterministic algorithm with the same performance.
2To the best of our knowledge, the only randomized dynamic graph algorithm that works against an adaptive
adversary is that by [17] and the follow-up improvement by [40] and [26] which are also against adaptive adversary
for the same reason. This excludes obvious cases where problem outputs are unique and thus there is no difference
between adaptive and oblivious adversary for the problem.
3In particular, the reduction of Henzinger and King [17] involves maintaining a spanning forest Fi on graph Gi
consisting of edges of weight roughly (1+ ǫ)i in the input graph and the maintained minimum spanning forest F , for
every i. Consequently, Fi may affect F , which in turns affect the change Gi. So, the algorithm that maintains Fi
must be able to handle an adaptive adversary since its own output (Fi) may influence its input (Gi).
4Note that Kapron et al. [24] and Gibb et al. [14] claimed that the reduction of Henzinger and King [17] together
with their algorithms imply dynamic algorithms for the approximate minimum spanning forest problem with poly-
logarithmic worst-case update time. We believe that this claim is not correct. However, we also believe that one can
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Motivated by the discussions above, we focus on scenarios where algorithms can guarantee
worst-case update time and additionally either (i) work against adaptive adversaries, or (ii) are
Las Vegas, or both. To this end, we note again that deterministic algorithms can guarantee both
(i) and (ii). Thus, the classic O(
√
n) bound of [12, 13] applies to this scenario. This bound was
slightly improved to O(
√
n(log log n)2/ log n) recently by Kejlberg-Rasmussen et al. [26] using word
operations. It remains an important open problem whether we can polynomially improved the
long-standing O(
√
n) bound as this will likely need new techniques beyond word tricks.
Our Contributions. We show two algorithms that achieve the above. Our first algorithm is a
randomized Monte Carlo algorithm that works against adaptive adversaries and has O(n0.4+o(1))
worst-case update time, where the o(1) term hides the O(
√
log log n/ log n) factor. At any point in
time the forest maintained by it is a spanning forest with high probability.
Theorem 1.1. There is a randomized dynamic SF algorithm for any graphs with n nodes and m
initial edges that works correctly against adaptive adversaries with high probability and has prepro-
cessing time O(m1+o(1)) and worst-case update time O(n0.4+o(1)).
The term “works correctly against adaptive adversaries with high probability” is a technical term
which is formalized in Section 3 and Appendix A. Roughly it means that if we pick an arbitrary time
t, and consider the solution maintained by the algorithm at that time, such solution is a spanning
forest with high probability (when considered all possible random choices). Note that we are talking
about an infinite number of updates here, so the algorithm might make several mistakes in the past
(which the adversary can see). Regardless, the guarantee holds with high probability.5
Our second algorithm is a randomized Las Vegas algorithm that has O(n0.49305+o(1)) worst-case
update time with high probability (this also implies the same expected time). This algorithm also
works against adaptive adversaries.
Theorem 1.2. There is a randomized dynamic SF algorithm for any graphs with n nodes and m
initial edges that works correctly against adaptive adversaries with certainty and has preprocessing
time O(m1+o(1)) and worst-case update time O(n0.49305+o(1)) with high probability.
Note that both algorithms are among a few randomized algorithms that work against adaptive
adversaries. Moreover, the second result answer the open problem raised by Kapron et al. [24].
The key to our results is the notion of expansion decomposition which is a decomposition of
a graph into a sparse graph and connected components with high expansion. This decomposition
serves as an interface between recent flow-related techniques and known dynamic graph algorithmic
techniques: On the one hand, we show how to efficiently construct and maintain the decomposition
using flow-related techniques such as fast (static) max-flow approximation [35, 37, 27], cut-matching
games [28], and local cut improvement [32]. On the other hand, the decomposition allows us to focus
on solving the dynamic SF problem only on a very sparse graph and a graph with high expansion. In
these cases, we can combine known techniques in dynamic graph algorithms such as sparse recovery6
[14, 24, 6], sparsification [12], ET tree [17], a modification of the reduction from k-weight MSF to
SF [17], and a variant of the 2-dimensional topology tree [13, 42]. We refer to Section 2 for a more
comprehensive overview.
still obtain the latter result both by modifying the reduction of [17] and by modifying the algorithms of [24, 14].
5An intuition is that mistakes from the far past should not affect an algorithm since it has enough time to run
a static algorithm to detect and fix such mistakes. Thus only the algorithm’ outputs from a polynomial number of
previous steps can affect the algorithm, but then we can use the union bound to argue that the algorithms did not
make mistakes in any of these steps.
6Techniques for the 1-sparse recovery problem was used in [14, 24]. In this paper, we need more general techniques
for the s-sparse recovery problem for large s.
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To the best of our knowledge, our results are the first applications of flow-related techniques in
fully-dynamic graph algorithms. (Previously Paˇtraşcu and Thorup [34] used some relevant tech-
niques in a special setting where updates can happen (in bulk) only once.) These results suggest
the possibility to obtain stronger results (e.g. lower update time, deterministic algorithms and al-
gorithms for harder problems) by further understanding these techniques in the context of dynamic
graphs.
An independent work Wulff-Nilsen [44] independently presents an algorithm for solving a harder
problem of maintaining a minimum spanning forest and not just some spanning forest as in our
result. His algorithm is Las Vegas randomized and has O(n0.5−ǫ) worst-case update time, for some
constant ǫ > 0, both in expectation and with high probability.
2 Overview
To simplify our discussion, in this section we use the following notations. For any functions f(n)
and g(n) of n, we say that f(n) = oˆ(g(n)) if there exists some constant ǫ > 0 such that f(n) =
O(g(n)1−ǫ). In this section we will focus on getting an oˆ(n1/2) worst case update time; in other
words, we focus on getting an O(n1/2−ǫ) worst-case update time for some very small constant ǫ > 0
without worrying about the specific value of ǫ. First, it can be shown, using standard techniques,
that we only have to focus on a special case as in the following lemma.
Lemma 2.1 (Details in Section 4.3). It is sufficient to construct a dynamic spanning forest algorithm
that (i) has n1+o(1) proprocessing time, (ii) can handle a dynamic graph G that has maximum degree
∆ ≤ 3 at all time, and (iii) can handle τ = n1/2+ǫ edge updates for some small constant ǫ > 0 (as
oppose to handling infinite number of updates).
Proof Idea. First, we can assume that the graph is sparse by the sparsification technique of Epp-
stein et al. [12]7. Next, we reduce to the case where the graph has maximum degree 3, which is also
done implicitly in [13, 26]. Given a graph G, we maintain a graph G′ with maximum degree 3 by
“splitting” each node in G into a path in G′ of length equals to its degree. As G is sparse, there are
O(n) nodes in G′. We assign weight 0 to edges in those paths, and 1 to original edges. Observe that
tree-edges with weight 1 in a 2-weight minimum spanning forest F ′ of G′ form a spanning forest
F of G. So we are done by maintaining F ′. (There is a reduction from dynamic k-weight MSF to
dynamic SF by Henzinger and King [17].)
Next, we reduce to the case when there is only τ = n1/2+ǫ updates. We divide a long sequence
of updates into phases of length τ . We concurrently maintain two instances A1 and A2 of a
dynamic SF algorithm. In odd phases, A1 maintains a spanning forest with update time O(n1/2−ǫ),
and in the same time we evenly distribute the work for preprocessing A2 into each update of
this phase, which takes O(n1+o(1)/τ) time per update. So, in the next even phase, A2 is ready
to maintain a spanning forest. Then we do everything symmetrically in even phases. Finally,
we can “combine” the two dynamic spanning forests maintained by A1 and A2 into one dynamic
spanning forest using additional O(log2 n) update time via a standard trick (which is implicit in
a reduction from dynamic k-weight MSF to dynamic SF by [17]). In total, the update time is
O(n1/2−ǫ + n1+o(1)/τ + log2 n) = O(n1/2−ǫ+o(1))8.
7One thing we have to be careful of is that the sparsification technique of [12] only works if we can maintain a
stable spanning forest. The spanning forests maintained by our algorithms are not stable as exactly defined in [12].
This is mainly because our algorithms are randomized. However, this can be easily dealt with by slightly modifying
the original notion of stability, as done in Section 4.3.
8 Using this technique for randomized algorithms, we can only reduce from the case of the polynomial-length
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Our technical ideas evolve around the notion of graph expansion. Given a graph G = (V,E) and
a set of nodes S ⊂ V , let ∂G(S) denote the set of edges across the cut S in G. The expansion of S
is φG(S) = |∂G(S)|/min{|S|, |V \S|}, and the expansion of a graph G is φ(G) = min∅6=S⊂V φG(S).9
Each of our algorithms consists of two main components. The first component is algorithms to
decompose a graph into subgraphs with high expansion together with some other subgraphs that are
easy to handle. This allows us to focus only on high-expansion subgraphs. Maintaining a spanning
forest in a high-expansion is our second component. To be concrete, let us start with our first
decomposition algorithm which is a building block for both our results. This algorithm takes near-
linear time to decompose an input graph into a sparse subgraph and many connected components
with high expansion, where the sparsity and expansion are controlled by a given parameter α as in
the following theorem.
Theorem 2.2. There is a randomized algorithm A that takes as inputs an undirected graph G =
(V,E) with n ≥ 2 vertices and m edges and a parameter α > 0 (α might depend on n). Then, in
O(m1+o(1)) time, A outputs two graphs Gs = (V,Es) and Gd = (V,Ed) with the following properties.
• {Es, Ed} is a partition of E,
• Gs is sparse, i.e. |Es| ≤ αn1+o(1), and
• with high probability, each connected component C of Gd either is a singleton or has high
expansion, i.e. φ(C) ≥ α.
Proof Idea (details in Section 5). There are two main steps. The first step is to devise a near-linear
time approximation algorithm for a problem called most balanced sparse cut. This problem is to
find a cut S with largest number of nodes such that |S| ≤ n/2 and φ(S) ≥ α. This problem is
closely related to sparsest cut and balanced cut problems (cf. [29]). One way to approximately solve
both problems is by using the cut-matching game framework of Khandekar, Rao and Vazirani [28]
together with known exact algorithms for the maximum flow problem. We modify this framework
(in a rather straightforward way) so that (i) it gives a solution to the most balanced sparse cut
problem and (ii) we can use approximate maximum flow algorithms instead of the exact ones. By
plugging in near-linear time max flow algorithms [35, 37, 27], our algorithm runs in near-linear time.
The second step is to use the most balanced sparse cut algorithm to construct the decomposition.
We note that a similar decomposition was constructed by Andoni et al. [3] in the context of graph
sketch. This algorithm repeatedly finds and removes a cut S such that φ(S) < α from the input
graph. It is too slow for our purpose since it may involve many cuts S such that |S| = 1, causing as
many as Ω(n) repetitions and as much as Ω(mn) running time. Instead, we use the most balanced
cut S. The idea is that if S is large, the cut divides the graph into two subgraphs with similar
number of nodes, and this cannot happen more than O(log n) time. It is still possible that we find a
cut S that |S| is small, but we can argue that this does not happen often. To this end, we note that
the exact algorithm and analysis is quite involved because we only have approximate guarantees
about the cut. This incurs a factor of nO(
√
log logn/ logn) = no(1) in the running time.
We call the above algorithm the global expansion decomposition algorithm to contrast it with
another algorithm that is local in the sense that it does not read the whole graph (this algorithm
will be discussed soon).
update sequences. This is because the trick for “combining” two dynamic spanning forests will accumulate the failure
probability over time. To handle infinite-length sequences, we need a different reduction. See Lemma 4.28.
9Readers who are familiar with the notions of expansion and conductance may observe that the two notions can
be used almost interchangeably in our case since we can assume that our input graph has maximum degree at most
three.
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The Monte Carlo Algorithm (Details in Section 7). With the above decomposition, we
already have one main subroutine for our Monte Carlo algorithm against adaptive adversaries. This
subroutine is run at the preprocess with parameter α = 1/nǫ, for some constant ǫ > 0, to decompose
the input graph into Gd and Gs. Now we argue that the only other main subroutine that we will
need is maintaining a spanning forest on Gd; in other words, we do not have to worry so much about
the graph Gs. The intuition is that Gs has O(αn1+o(1)) = oˆ(n) edges, and thus we can maintain
a spanning tree on Gs in oˆ(n1/2) worst-case update time using Frederickson’s algorithm. (The real
situation is slightly more complicated since we have to maintain a spanning tree in a graph G′
consisting of edges in Gs and a spanning forest of Gd. This is because we need to get a spanning
forest of G = (V,Ed ∪ Es) in the end. Fortunately, although G′ may not have oˆ(n) edges, we only
need to slightly modify Frederickson’s data structure to obtain the oˆ(n1/2) update time as desired.)
Similarly, since we can assume that there are at most τ = oˆ(n) edges inserted due to Lemma 2.1, it
will not be hard to handle edge insertions.
So, we are left with maintaining a spanning forest on each connected component C of Gd when
it undergoes (at most τ) edge deletions. First we need another tool that is a simple extension of
the tool used by Kapron et al. [24, 14]. In [24, 14], Kapron et al. showed a deterministic data
structure that can maintain a forest F (not necessarily spanning) in a dynamic graph G and answer
the following query: Given a pointer to one tree T in F , if ∂G(V (T )) contains exactly one edge,
then output that edge (otherwise, the algorithm can output anything). The update and query time
of this data structure is polylogarithmic. The main tool behind it is a 1-sparse recovery algorithm
from data streams (e.g. [6]). By using an s-sparse recovery algorithm instead for a parameter s, this
data structure can be easily extended to answer the following query: Given a pointer to one tree
T in F , if ∂G(V (T )) contains at most s edges, then output all those edges. The update and query
time of this data structure is O˜(s). We call this data structure a cut recovery tree. (See Section 4.2
for details.) Now the algorithm:
Algorithm B. Recall that initially φ(C) ≥ α, and we want to handle at most τ edge deletions.
Consider a spanning forest F of C maintained at any point in time. Consider when an edge e is
deleted. If e is not in F , we do nothing. If it is, let T be the tree that contains e. The deletion
of e divides T into two trees, denoted by T1 and T2. Our job is to find one edge in ∂C(V (T1)),
if exists, to reconnect T1 and T2 in F . Assume wlog that |V (T1)| ≤ |V (T2)|. First we sample
(1/α +
√
τ/α)polylog(n) edges among edges in C incident to nodes in T1. This can be done in
O˜(1/α +
√
τ/α) worst-case time by ET tree just as Henzinger and King did in [17]. If one of the
sampled edges connects between T1 and T2, then we are done. If not, we use the cut recovery tree
with parameter s =
√
τ/α to list (at most s) edges in ∂C(V (T1)). If some edge in ∂C(V (T1)) is
listed, then we use such edge to reconnect T1 and T2; otherwise, we leave T1 and T2 as two separated
trees in F .
The above algorithm takes worst-case update time O˜(1/α +
√
τ/α) = O˜(n1/4+O(ǫ)), which is
oˆ(n1/2) for small enough ǫ. For the correctness analysis, we argue that with high probability the
algorithm does not make any mistake at all over the period of τ updates. First note that we initially
get the decomposition as promised by Theorem 2.2 with high probability. So we will assume that
this is the case, and in particular φ(C) ≥ α initially. Now consider three cases.
• Case 1: |V (T1)| ≥ 2τ/α. In this case, at the time we delete e we know that
|∂(V (T1))| ≥ α|V (T1)| − τ (since we have deleted at most τ edges in total)
≥ α|V (T1)|/2 (since |V (T1)| ≥ 2τ/α). (1)
Since there are at most 3|V (T1)| edges incident to nodes in T1, when we sample (1/α +
6
√
τ/α)polylog(n) edges in the first step, we will get one of the edges in ∂(V (T1)) with high
probability.
• Case 2: |V (T1)| < 2τ/α and |∂(V (T1))| ≥
√
τ/α at the time we delete e. Similarly to the
previous case, since there are at most 3|V (T1)| < 6τ/α edges incident to nodes in T1, when
we sample (1/α +
√
τ/α)polylog(n) edges in the first step, we will get one of the edges in
∂(V (T1)) with high probability.
• Case 3: |V (T1)| < 2τ/α and |∂(V (T1))| <
√
τ/α at the time we delete e. Since |∂(V (T1))| <√
τ/α the cut recovery tree data structure with parameter s =
√
τ/α will list all edges in
∂(V (T1)) correctly in the second step of the algorithm. Thus we will always find an edge to
reconnect T1 and T2, if there is one.
To conclude, in all cases the algorithm will find an edge to reconnect T1 and T2, if there is
one, with high probability. Observe that the analysis exploits the fact that C has high expansion
(compared to τ) initially by arguing (as in Case 1) that if V (T1) is large, then there will be plenty
of edges in ∂(V (T1)) that are not deleted.
Finally, we provide some intuition why the analysis above holds even when we allow an adversary
to see the maintained spanning forest (the adaptive adversary case). In fact, we argue that this is
the case even when the algorithm reveals all random choices it has made so far to the adversary. In
particular, we allow the adversary to see (i) all (1/α+
√
τ/α)polylog(n) edges sampled in Step 1 and
(ii) the initial decomposition (from the algorithm in Theorem 2.2). We can reveal (i) because every
random bit is used once to sample edges, and will not be used again in the future. Thus, knowing
these random bits is useless for the adversary to predict the algorithm’s behavior in the future. We
can reveal (ii) because our three-case analysis only needs to assume that the decomposition works
correctly initially. The only thing the adversary can exploit is when this is not the case, but this
happens with a small probability. We refer to Section 7 for formal arguments and further details.
Remark: We note a lesson that might be useful in designing randomized dynamic algorithms
against adaptive adversaries in the future. The reason that most randomized algorithms fail against
adaptive adversaries is that their future behavior heavily depends on random bits they generated
in the past. In contrast, the random bits our algorithm used for edge sampling are not reused,
thus do not affect the future. The dynamic SF algorithm by Henzinger and King [17] works against
adaptive adversaries by exactly doing this. In addition to this, in our case, the random bits our
decomposition algorithm used may affect the future since the decomposition is used throughout.
However, what matters in the future is only whether the decomposition algorithm gives a correct
output or not. How the output looks like does not really matter as long as it is correct, which is
the case with high probability.
The Las Vegas Algorithm (Details in Section 8). The goal now is to construct an algorithm
that can detect when it makes mistakes (so that it can, e.g., restart the process). To motivate
our new algorithm, let us re-examine the previous Monte Carlo algorithm when it makes mistakes.
First, the initial decomposition might not be as guaranteed in Theorem 2.2, and it is not clear how
we can check this. We will leave this issue aside for the moment (it will be easy to handle once
we take care of other issues). Now assuming that the decomposition is correct, another issue is
that Algorithm B may also make errors as it can happen that none of the (1/α+√τ/α)polylog(n)
sampled edges are in ∂(V (T1)), but there is actually an edge in ∂(V (T1)) to reconnect T1 and T2.
However, Case 1 of the analysis, which is the crucial part that exploits the fact that C has high
expansion (compared to τ) initially, is still useful: in this case, we know that there is an edge to
reconnect T1 and T2 since |∂(V (T1))| ≥ α|V (T1)|/2 (Equation (1)). Thus in this case, the algorithm
knows that it makes a mistakes if it does not find an edge to reconnect among the sampled edges.
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When |V (T1)| < 2τ/α however, we do not know how to distinguish between Cases 2 and 3, and
thus will naively consider all edges incident to nodes in C. Using this idea with parameters slightly
adjusted, we have the following algorithm.
Algorithm C. Case 1: |V (T1)| ≥ 2τ/α. Sample polylog(n)/α edges from edges incident to nodes in
T1. If one of these edges are in ∂(V (T1)), then we can reconnect T1 and T2; otherwise, the algorithm
realizes that it fails and outputs “fail”. Case 2: Consider all edges incident to nodes in T1. (Note
that there are at most 3|V (T1)| = O(τ/α) such edges.) If one of these edges are in ∂(V (T1)), then
we can reconnect T1 and T2; otherwise, T1 and T2 become separated trees in the maintained forest.
The above algorithm is clearly Las Vegas, as it realizes when it makes mistakes. This is also
the case even when we take into account the fact that the initial decomposition may fail: when
Algorithm C outputs “fail” it means that either (i) C does not get an edge in ∂(V (T1)), which is
guaranteed to exist if the decomposition is correct, as a sample, or (ii) the decomposition itself is
incorrect that such edge does not exists. In other words, the output “fail” of C capture the failures
of its own and of the decomposition algorithm.
Now, observe that the update time of C is dominated by the second step, which is O˜(τ/α). This
is not the oˆ(n1/2) as we desire (recall that τ = n1/2+ǫ and α = 1/nǫ). Unfortunately, we do not know
how to improve C’s update time. So, instead we have to be more clever in using C. The plan is the
following. We will divide the sequence of at most τ updates on each high-expansion component C
into phases, where each phase consists of τ ′ = oˆ(n1/2) updates. In the beginning of each phase, we
decompose C further into components whose expansion is α′ ≤ α. (Ideally, we want α′ to be as high
as α, but there are some limits to this, as we will see shortly.) In each component, say C ′, we run
algorithm C as before, but with parameters α′ and τ ′. The correctness of the algorithm is guaranteed
in the same way as before because C ′ has expansion at least α′ initially. The worst-case update
time is then O˜(τ ′/α′). Now, observe that if the decomposition algorithm run in the beginning of
each phase take λ time, then this cost can be charged to τ ′ updates in the phase, causing the cost
of λ/τ ′ on average. By a standard technique (similar to the proof sketch of Lemma 2.1), we can
turn this averaged time into a worst-case update time. Thus, the total worst-case update time of
the algorithm will be
O˜(τ ′/α′ + λ/τ ′). (2)
Our goal is to make the above update time be oˆ(n1/2). To do this, there is one obstruction though:
If we use the decomposition algorithm from Theorem 2.3 in the beginning of every phase, then λ
can be as large as O(n1+o(1)) (when the connected component is big). It will then be impossible to
make the above update time be oˆ(n1/2) (note that τ ′ = oˆ(n1/2)). So, we need a different algorithm
for the initial decomposition of each phase, and in particular it should not read the whole connected
component. The last piece of our algorithm is such a decomposition algorithm, which we call a local
algorithm as it does not need to read the whole connected component we are trying to decompose.
Local Expansion Decomposition (Section 6). This algorithm, denoted by A′, operates in
the local setting where there is a graph Gb = (V,Eb) represented by an adjacency list stored in a
memory, which was not read by the algorithm. (In our case, Gb will be the connected component
C.) Algorithm A′ then takes parameters αb and ǫ′, and a set of edge deletions D ⊆ Eb as inputs.
It then gives a decomposition of G = (V,Eb −D) that is similar to that in Theorem 2.3 at a high
level; some major differences are:
• It takes O( |D|1.5+ǫ
′
α3+ǫ
′
b
no(1)) time, and in particular does not need to read the whole graph Gb.
• It guarantees to outputs some “desired” decomposition only when φ(Gb) ≥ αb.
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• In the “desired” decomposition, the expansion of each high-expansion component C is φ(C) =
Ω(α
1/ǫ′
b ).
We note the trade-off parameter ǫ′ that appears above: when ǫ′ is small, the algorithm is fast
but has a bad expansion guarantee in the output, and when ǫ′ is big, the algorithm is slow but has
a good expansion guarantee. We will have to choose this parameter carefully in the end. We state
the result about the local decomposition algorithm in more details. (For full details, see Section 6.)
Theorem 2.3. For any constant ǫ′ ∈ (0, 1), there is an algorithm A′ that can do the following:
• A′ is given pointers to Gb,D and αb stored in a memory: Gb = (V,Eb) is a 3-bounded degree
graph with n nodes represented by an adjacency list. D ⊂ Eb is a set of edges in Gb. αb is an
expansion parameters. Let G = (V,E) = (V,Eb − D) be the graph that A′ will compute the
decomposition on.
• Then, in time O( |D|1.5+ǫ
′
α3+ǫ
′
b
no(1)), A′ either
– reports failure meaning that φ(Gb) < αb,
– outputs two graphs Gs = (V,Es) and Gd = (V,Ed) (except the largest connected compo-
nent of Gd) where {Es, Ed} is a partition of E.
(Note that in the latter case it is still possible that φ(Gb) < αb, but A′ cannot detect it.)
• Moreover, if φ(Gb) ≥ αb, then with high probability we have
– |Es| = O(|D|/αb), and
– each connected component C of Gd either is a singleton or has high expansion: φ(C) =
Ω(α
1/ǫ′
b ).
Proof Idea (details in Section 6). Similar to the proof of Theorem 2.2, there are two main steps.
The first step is to devise a local approximation algorithm for a problem called locally balanced
sparse cut (LBS cut). In this problem, we are given a graph G = (V,E), a target set A ⊂ V and a
parameter α. Then we need to find a α-sparse cut S (i.e. φG(S) < α) where |S| ≤ |V −S| such that
|S| is larger than all α-sparse cuts which are “near” the target set A. (“Nearness” is defined precisely
in Definition 6.2). To compare, in the most balanced sparse cut problem, |S| needs to be larger than
all α-sparse cuts. By slightly modifying and analyzing the algorithm by Orecchia and Zhu [32] for
a related problem called the local cut improvement problem, we obtain an approximation algorithm
which is local (i.e. its running time depends essentially only on |A|, and not |V |).
The second step to obtain the decomposition is to find an approximate LBS cut where the
target set A is the endpoints of D (together with some additional nodes) and recurse on both
sides. To bound the running time, we maintain the same kind of invariant as in the proof of
Theorem 2.2 throughout the recursion. But, in order to argue that the invariant holds, the analysis
is more involved. The main reason is because we compute LBS cuts which have a weaker guarantee,
instead of computing most balanced sparse cuts as in the global expansion decomposition algorithm.
However, an important observation is that, when φ(Gb) ≥ αb, any (αb2 )-sparse cut S in G = Gb−D
must be “near” to D. Intuitively, this is because the expansion of S get halved after deleting edges
in D. This justifies why it is enough to find an approximate (αb2 )-sparse LBS cut instead of finding
an approximate most balanced sparse cut. As our approximate LBS cut algorithm is local, we can
output the decomposition in time essentially independent from the size of G.
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We now finish off our Las Vegas algorithm using the above local decomposition algorithm A′.
Let ǫ be a very small constant, and we let τ = n1/2+ǫ and α = nǫ. Recall that we want to
maintain a spanning forest of a connected component C undergoing at most τ edge deletions that
has expansion α initially, by dividing into phases of τ ′ updates. In the beginning of each phase, we
invoke A′ with Gb = C, αb = α, ǫ′ =
√
ǫ, and D being the set of edges in C deleted so far. Since
we start with a component C with expansion at least α, each high-expansion component C ′ in the
resulting decomposition has expansion at least α′ = Ω(α1/ǫ′). Since |D| ≤ τ , this algorithm takes
time λ = O( |τ |
1.5+ǫ′
α3+ǫ′
no(1)). By plugging these values in Equation (2), we have that the update time
of our Las Vegas algorithm is
O˜(
τ ′
α′
+
λ
τ ′
) = O˜
(
τ ′
α′
+
|τ |1.5+ǫ′
α3+ǫ′τ ′
no(1)
)
It is left to pick right parameters to show that the above is oˆ(n1/2). To this end, we choose
τ ′ = α′×n1/2−ǫ, so that the first term in the update time is n1/2−ǫ. The second term then becomes
n1/4+O(ǫ+ǫǫ
′+ǫ/ǫ′+ǫ′), which is oˆ(n1/2) when ǫ is small enough.
Finally, we note that the above algorithm is Las Vegas even though the local algorithm A′ is
Monte Carlo for the same reason as we argued before for the case of global algorithm.
Organization
We first introduce relevant notations and definitions in Section 3. By modifying and combining the
known techniques, we present basic tools and give a reduction that proves Lemma 2.1 in Section 4.
In Section 5, we show the global expansion decomposition algorithm which is the backbone of all our
dynamic SF algorithms. Then, we extend the idea to show the novel local expansion decomposition
algorithm which is a crucial tool for our Las Vegas algorithm, in Section 6. Finally, we show how all
ideas fit together and obtain the Monte Carlo algorithm in Section 7 and the Las Vegas algorithm
in Section 8.
Appendix A contains formal definitions of oblivious and adaptive adversaries. Appendix B
contains omitted proofs.
3 Preliminaries
In the following, we say that an event e occurs with high probability if Pr[e] ≥ 1 − 1/nc where n is
the size of the problem instance depending on the context (in this paper, n is usually a number of
nodes in a graph), and c is a fixed constant which can be made arbitrarily large.
Given a graph G = (V,E) and any cut S ⊂ V , we have the following definitions
• the set of cut edges is ∂G(S) = {(u, v) ∈ E | u ∈ S and v /∈ S},
• the set of edges induced by the cut S is EG(S) = {(u, v) ∈ E | u, v ∈ S},
• the cut size of S is δG(S) = |∂G(S)|,
• the expansion of S is φ(S) = δ(S)/min{|S|, |V \ S|},
• the volume of S is volG(S) =
∑
u∈S deg(u) = 2|EG(S)|+ δG(S), i.e. the number of endpoints
of edges in E incident to S.
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V (G) = V is the set of nodes of G and E(G) = E is the set of edges of G. The expansion of the
graph G is φ(G) = min∅6=S⊂V φ(S).
For any graph G = (V,E), the incidence matrix B ∈ {−1, 0, 1}(|V |2 )×|V | of G is defined as
following:
Be,u =


1 if e = (u, v) ∈ E
−1 if e = (v, u) ∈ E
0 otherwise.
Let Bu be the u-th column vector of B. We will use the following simple fact.
Proposition 3.1. For any cut S ⊂ V and (i, j) ∈ (|V |2 ), the (i, j)-th entry of the vector ∑u∈S Bu
is non-zero iff (i, j) ∈ ∂G(S).
For any graph G = (V,E), let F ⊆ E be a forest in G. We say that an edge e ∈ E is a tree edge
if e ∈ F , otherwise e is a non-tree edge. For any cut S ⊂ V , let ntG,F (S) = (EG(S)∪ ∂G(S)) \F be
a set of non-tree edges in G incident to S and let nt_volG,F (S) = 2|EG(S) \ F | + |∂G(S) \ F | be
the number of endpoints of edges in E \ F incident to S.
We say that T is a tree in forest F , or just T ∈ F , if T is a connected component in F . We
usually assume that there is a pointer to each tree T ∈ F . For readability, we usually write T
instead of a pointer to T in functions of data structures, such as tree_size(T ) in Definition 3.2 and
k-cutset(T ) in Definition 4.12.
3.1 Augmented ET Tree
We define the following data structures for convenience. Just by combining the functionality of
both ET tree by Henzinger and King [17] with link-cut tree by Sleator and Tarjan [38], that can
handle path operation, we have the following:
Definition 3.2 (Augmented ET Tree). Augmented Euler Tour (ET) tree is a data structure that
preprocesses a graph G = (V,E) and a forest F ⊆ E as inputs and handles the following operations:
• insert_tree(e): add edge e into F , given that e ∈ E \F is a non-tree edge and adding does not
cause a cycle in F .
• delete_tree(e): remove edge e from F , given that e ∈ F .
• insert_nontree(e): insert edge e into E, given that e /∈ E.
• delete_nontree(e): delete edge e from E, given that e ∈ E \ F .
• tree_size(T ): return |V (T )|, given a pointer to T which is a tree in F .
• count_tree(): return a number of connected components in F .
• find_tree(v): return a pointer to tree Tv where v ∈ Tv and Tv is a tree in F .
• sample(T ): sample (using fresh random coins) an edge from ntG,F (S) where S = V (T ) with
probability proportional to its contribution to nt_volG,F (S), given a pointer to T which is a
tree in F . More precisely, an edge from ntG,F (S) ∩ ∂G(S) and ntG,F (S) ∩ EG(S) is sampled
with probability 1nt_volG,F (S) and
2
nt_volG,F (S)
respectively.
• list(T ): list all edges incident to T , given a pointer to T which is a tree in F .
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• path(u, v, i): return the vertex w where the distance from u to w in F is i and w is in a unique
path from u to v, given that u and v are in the same tree in F .
Theorem 3.3. There is an algorithm for augmented ET tree E for a graph G with n nodes and m
initial edges and a forest F with preprocessing time O(m). E can handle all operations in O(log n)
time except the following: tree_size in time O(1), count_tree in time O(1), and list(T ) in time
O(nt_volG,F (T )).
For completeness, we include the proof in Appendix B.1.
3.2 Definition of Dynamic SF
Definition 3.4 (Dynamic SF). A dynamic SF algorithm A is given an initial graph to be prepro-
cessed, and then A must return an initial spanning forest. Then there is an online sequence of
edge updates, both insertions and deletions. After each update, A must returns the list of edges
to be added or removed from the previous spanning tree to obtain the new one. We say A is an
incremental/decremental SF algorithm if the updates only contain insertions/deletions respectively.
The time an algorithm uses for preprocessing the initial graph and for updating a new spanning
forest is called preprocessing time and update time respectively.
In this paper, we consider the problem where the update sequence is generated by an adversary.10
There are two kinds of adversaries: oblivious and adaptive. An oblivious adversary initially fixes
the whole update sequence, and then shows each update to the algorithm one by one. On the
other hand, an adaptive adversary generates each update after he sees the previous answer from the
algorithm. So each update can depend on all previous answers from the algorithm and all previous
updates from the adversaries itself. Adaptive adversaries are obviously as strong as oblivious ones.
In Appendix A, we formalize these definitions precisely. By Proposition A.7, we can assume that
all adversaries are deterministic.
Throughout the paper, we use the following notation. Given a dynamic SF algorithm A and an
adversary f , let G0 be the initial graph given by f . Let F0 be the the initial forest returned from
A. For i ≥ 1, let Gi and Fi be the graph and the forest after the i-th update. More precisely, Gi is
obtained by updating G0 with all updates from f from time 1 to i, and Fi is obtained by updating
F0 with all answers from A (which describe which tree-edges to be added and removed) from time 1
to i. Since f can be assumed to be deterministic, we have that if A is deterministic, then Gi and Fi
are determined for all i ≥ 0. On the other hand, if A is randomized and use a string R as random
choices, then Gi and Fi are random variables depending on R for all i ≥ 0.
Definition 3.5 (Correctness). For any p ∈ [0, 1] and T ∈ N ∪ {∞}, a dynamic SF algorithm A
works correctly against adaptive adversaries with probability p for the first T updates iff, for any
fixed adaptive adversary, we have PrR[Fi is a spanning forest of Gi] ≥ p for each 0 ≤ i ≤ T where
R is a random strings used by A as its random choices. If T =∞, then we omit the phrase “for the
first T updates”. If p = 1, then we say A works correctly against adaptive adversaries with certainty.
Definition 3.6 (Running Time). For any p ∈ [0, 1] and T ∈ N ∪ {∞}, a dynamic SF algorithm
A, that works against adaptive adversaries for the first T updates, has preprocessing time tp and
worst-case update time tu with probability p iff, for any fixed adaptive adversary, we have PrR[A
preprocesses G0 and returns F0 in time at most tp] ≥ p and PrR[A updates Fi−1 to be Fi in time at
most tu] ≥ p for each 1 ≤ i ≤ T where R is a random strings used by A as its random choices.
10This is in contrast to the case where the update sequence is generated by a random process e.g. in [31].
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Suppose that Fi is a spanning forest of Gi. If at time i + 1, a tree-edge e ∈ Fi is deleted and
Fi \ e no longer spans Gi+1 = Gi \ e. If e′ is such that Fi ∪ e′ \ e spans Gi+1, then we call that e′
is a replacement edge. Sometimes we refer to the sequences G0, G1, . . . and F0, F1, . . . as G and F ,
respectively. We call G and F a dynamic graph and a dynamic spanning forest respectively. We
say that A maintains F in G. G has m initial edges if E(G0) ≤ m, and G has at most m edges if
E(Gi) ≤ m for all i.
4 Basic Tools
In this section, we present some useful tools for our dynamic SF algorithms. All the tools presented
in this section are obtained by combining or modifying the existing techniques. This include 2-
dimensional ET Tree in Section 4.1, cut recovery tree in Section 4.2, and a reduction which greatly
simplifies our goal in Section 4.3.
4.1 2-dimensional ET Tree
The following data structure is useful for both of our Monte Carlo and Las Vegas dynamic SF
algorithms. It will be used to help maintaining a spanning forest in a graph with few non-tree
edges.
Definition 4.1 (2-dim ET Tree). 2-dimensional (2-dim) ET tree is a data structure that prepro-
cesses a graph G = (V,E) and a forest F ⊆ E as inputs and handles the following operations:
• insert_tree(e), delete_tree(e), insert_nontree(e), delete_nontree(e) and find_tree(u): same
definitions as in Definition 3.2.
• find_edge(T ): return an edge (u, v) ∈ ∂G(V (T )) if exists, given a pointer to T which is a tree
in F .
• find_edge(T1, T2)11: return an edge (u, v) where u ∈ V (T1) and v ∈ V (T2) if exists, given
pointers to T1 and T2 which are both trees in F .
We say that the number of non-tree edges of the underlying graph G = (V,E) is bounded by k,
if throughout all the update operations, we have |E − F | ≤ k.
Theorem 4.2. There is a deterministic data structure for 2-dim ET tree denoted by E2d that
preprocesses G,F and a number k as inputs where G is a graph with n nodes, F is a forest in G,
and the number of non-tree edges of G is always bounded by k. E2d preprocesses the input in time
O(n+ k), and can handle all operations in O(
√
k log k) time.
There are several data structures based on topological tree [13] that can be used to prove a
slightly weaker version of Theorem 4.2. These data structures include 2-dimensional topological
tree by Frederickson [13], and a generalization of top tree by Alstrup et al. [2, Section 5] or by
Thorup [42, Section 5.3]. They handle all operations of 2-dim ET tree in time O˜(
√
m) where m
is the number of all edges. However, in our application, we need to handle the operations in time
O˜(
√
k) where k is the number of non-tree edges but k might be much less than m.
We believe that, with some careful modification, these topological-tree-based data structures
can be used to prove Theorem 4.2. Hence, this theorem may be considered as a folklore. But, for
11In the subsequent sections, the operation find_edge(T1, T2) will not be used. But we state it because it can be
useful for other applications.
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completeness, we instead show an implementation that is based on ET tree instead which is simpler
than topological tree and then prove Theorem 4.2. Again, even this ET-tree-based implementation
might be considered as a folklore.
For the rest of this section, we will show how to construct 2-dim ET tree data structure that
cannot handle find_tree operation. But it is easy how to augment it so that it can handle find_tree,
for example by combining with augmented ET tree.
4.1.1 Reduction to a Constant Number of Connected Components
We first show the reduction that allows us to assume that there are only O(1) number of connected
components in F , i.e. there are only O(1) trees in F . Recall that we call each connected component
T in F as a tree T ∈ F .
Lemma 4.3. Suppose there is a 2-dim ET tree data structure D that preprocesses any (G,F ) in
time tp(n, k) where G is a graph with n nodes and F is a forest in G, and the number of non-tree
edges of G is bounded by k. Moreover, all operations of D can done in tu(n, k) time as long as
the number of connected component in F is bounded by a constant. Then there is a 2-dim ET tree
data structure E that preprocesses any (G,F ) in time O(n + k + tp(n, k)) where G is a graph with
n nodes and F is a forest in G, and the number of non-tree edges of G is bounded by k. Moreover,
all operations of E can done in O(tu(n, k)) time.
Proof. We will show how get obtain E given that we have D. Given G = (V,E) and F ⊂ E, E
preprocesses (G,F ) as follows. First, we construct G′ = (V ′, E′) and F ′. Let r be an additional
node and let V ′ = V ∪ {r}. The invariant of F ′ is such that for each connected component T in F ,
there is a tree edge (r, uT ) ∈ F ′ where uT ∈ V (T ) is some node in T . Let E′ = E ∪ F ′. Then, we
preprocess (G′, F ′) using D. The total time is O(n+ k) + tp(n, k). Note that F ′ has one connected
component.
Given the operation insert_tree(e), delete_tree(e), insert_nontree(e), delete_nontree(e) for up-
dating G and F , it is clear how to update G′ and F ′ such that the invariant is maintained: for
each T ∈ F , there is an edge (r, uT ) ∈ F ′ where uT ∈ V (T ) using a constant number of update
operations to G′ and F ′ while making sure that F ′ has at most O(1) many connected components.
Given a query find_edge(T ) where T ∈ F , we give the following update toG′ and F ′: delete_tree(r, uT ),
find_edge(T ), insert_tree(r, uT ). Similarly, given a query find_edge(T1, T2) where T1, T2 ∈ F , we up-
dateG′ and F ′ as follows: delete_tree(r, uT1), delete_tree(r, uT2), find_edge(T1, T2), insert_tree(r, uT1),
insert_tree(r, uT2). It is clear also answers from D maintain (G′, F ′) are correct and takes at most
O(1)× tu(n, k) = O(tu(n, k)) time. This concludes the reduction.
4.1.2 List Intersection Oracle
In this section, we show the main data structure which is used inside 2-dim ET tree. For any list of
numbers L = (e1, . . . , es), we denote |L| = s the length of the list. We say that a number e occurs
in L for c times if |{j | e = ej ∈ L}| = c. Let L = {Li}i be a collection of lists. A number e occurs
in L for c times if ∑L∈L |{j | e = ej ∈ L}| = c.
Definition 4.4 (List intersection oracle). List intersection oracle is a data structure that prepro-
cesses a collection of lists of numbers L = {Li}i as inputs and handles the following operations:
• create(e) : return a pointer to a new list L = {e}, given that e is a number.
• merge(L1, L2): concatenate two lists into a new list L = L1L2, given pointers to L1, L2 ∈ L.
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• split(L, i): split L = (e1, . . . , es) into two lists L1 and L2 where L1 = (e1, . . . , ei) and L2 =
(ei+1, . . . , es), given a pointer to L ∈ L and 1 ≤ i ≤ s.
• intersection(L1, L2): return an element e where e ∈ L1 ∩ L2 if v exists (otherwise return ⊥),
given two pointers two L1, L2 ∈ L.
Theorem 4.5. For any parameter k, there is a list intersection oracle D that preprocess a collection
of lists L = {L1}i as inputs in time O(k). Suppose that 1) the total length of lists in L is bounded
by
∑
i |Li| ≤ k, 2) the number of lists in L is bounded by some constant, and 3) each number occurs
in L at most a constant number of times. Then D can handle merge and split in O(√k log k) time,
and can handle create and intersection in O(1) time.
We note again that all the ideas of this algorithm have been presented already by Alstrup et al.
[2, Section 5] and by Thorup [42, Section 5.3]. Since they did not explicitly define a list intersection
oracle as a problem, we include it for completeness in Appendix B.2.1.
4.1.3 Non-tree Euler Tour
The goal of this section is the following:
Theorem 4.6. There is a 2-dim ET tree data structure D that preprocesses any (G,F ) in time
O(n+ k) where G is a graph with n nodes and F is a forest in G, and the number of non-tree edges
of G is bounded by k. Moreover, all operations of D can done in O(√k log k) time as long as the
number of connected component in F is bounded by a constant.
By Lemma 4.3, this immediately implies Theorem 4.2.
The key to this result is the definition of non-tree Euler Tour of a tree, which is a slight
modification of Euler Tour defined in [17]. While Euler tour is an order list of nodes in a tree,
non-tree Euler Tour is a list of non-tree edges incident to nodes in a tree. The construction is
almost the same.
Throughout this section, there are only O(1) number of trees T ∈ F . For each tree T ∈ F , we
root T at arbitrary node rT . For each node u ∈ T , let pT (u) be the parent of u in T , and we fix an
arbitrary ordering to edges incident to u.
Definition 4.7 (Non-tree Euler Tour). For any graph G = (V,E), forest F ⊂ E, and tree T ∈ F ,
a non-tree Euler tour of T in G, denoted by NETG(T ), is an ordered list of non-tree edges in G
that is incident to vertices in T . The precise ordering in NETG(T ) is defined by the output of
ListNET(G,F, rT ) where rT is the root of T . See Algorithm 4.1. Non-tree Euler tour of F in G,
denoted by NETG(F ) = {NETG(T )}T∈F , is a collection of the tours of trees T ∈ F .
1. For each edge (u, v) incident to u:
(a) If v = pT (u), CONTINUE.
(b) If (u, v) /∈ F , then OUTPUT e = {u, v}.
(c) If (u, v) ∈ F, then ListNET(G,F, v).
Algorithm 4.1: ListNET(G,F, v) generates a list of non-tree edges of G incident to vertices in a
subtree in F rooted at v.
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Next, we observe some easy properties of non-tree Euler tour which are similarly shown for Euler
tour. The number of occurrence of an edge e in NETG(F ) is o(e) =
∑
T∈F |{i | e = ei ∈ NETG(T )}|.
Proposition 4.8. Each non-tree edge of G occurs in NETG(F ) exactly two times.
Proposition 4.9. For any T1, T2 ∈ F , there is a non-tree edge (u, v) where u ∈ V (T1) and v ∈ V (T2)
iff NETG(T1) ∩ NETG(T2) 6= ∅.
Proposition 4.10. Let G = (V,E) be a graph and F ⊂ E be a forest in G, and |E − F | =k. Then∑
T∈F |NET(T )| = 2k.
Now, we describe how to use NETG(F ) for 2-dimenstion ET tree. Let O be list intersection
oracle from Theorem 4.5 with parameter 2k. By Proposition 4.10, Proposition 4.8, and the fact
that O(1) number of trees T ∈ F , the conditions in Theorem 4.5 are satisfied. And hence O can
handle merge and split in O(
√
k log k) time, and can handle create and intersection in O(1) time. We
have the following:
Proposition 4.11. Let G = (V,E) be a graph and F ⊂ E be a forest in G. Suppose that there is
a list intersection oracle O that has preprocessed NETG(F ) = {NETG(T )}T∈F .
• For any T1, T2 ∈ F , the answer of find_edge(T1, T2) and be obtained from intersection(NETG(T1),NETG(T2)).
• Let G′ and F ′ be obtained from G and F by either inserting or deleting one tree edge or non-
tree edge. Then NETG′(F
′) can be obtained from by a constant number of create, merge and
split on D .
Now, we can prove Theorem 4.6:
Proof of Theorem 4.6. Given G and F , we can constructing the non-tree Euler tour NETG(F ) in
time O(n + k). Then we give NETG(F ) to the list intersection oracle O as inputs, and O takes
O(k) times to preprocess. The worst-case time of any operation handled by O is O(√k log k)
by Theorem 4.5. By Proposition 4.11, we can do insert_tree(e), delete_tree(e), insert_nontree(e),
delete_nontree(e), and find_edge(T1, T2) in time O(
√
k log k). To answer find_edge(T ), we can just
query find_edge(T, T ′) for all T ′ 6= T .
4.2 Cut Recovery Tree
The following data structure is useful for our Monte Carlo dynamic SF algorithm.
Definition 4.12 (Cut Recovery Tree). Cut recovery tree is a data structure that preprocesses a graph
G = (V,E), a forest F ⊆ E and a parameter k as inputs and handles the following operations:
• insert_tree(e), delete_tree(e), insert_nontree(e) and delete_nontree(e): same definitions as in
Definition 3.2.
• k-cutset(T ): return all edges in ∂G(V (T )), given a pointer to T which is a tree in F and given
that δG(V (T )) ≤ k.
Theorem 4.13. There is a deterministic data structure for cut recovery tree denoted by D that are
given G,F and a parameter k as inputs where G = (V,E) is a graph with n nodes and m initial
edges, and F ⊆ E is a forest in G. D can preprocess the inputs in time O(mβ log n) time where
β = 2O(log logn)
3
= no(1). And then D takes
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• O(kβ log2 n) time to handle insert_tree and delete_tree,
• O(β log2 n) time to handle insert_nontree and delete_nontree, and
• O(kβ log2 n) time to answer k-cutset.
This theorem is proved by maintaining a version of ET tree where each node of the ET tree
contains a k-sparse recovery sketch. This approach is already used by Kapron, King and Mountjoy
[24] to obtain their data structure called cut set data structure. But in [24], each node of the ET
tree contains instead contains a ℓ0-sampling sketch (which is essentially a 1-sparse recovery sketch
combining with sampling). Here, we generalize the same idea to k-sparse recovery sketch.
A nice aspect about both cut set data structure and cut recovery tree is that they are obtained
by combining ideas from two different communities: 1) linear sketches from streaming literature, see
Section 4.2.1, and 2) a version of ET tree which is a classic dynamic data structure, see Section 4.2.2.
We show how to combine the two and prove Theorem 4.13 in Section 4.2.3.
4.2.1 Sparse Recovery
In this section, we show the following about sparse recovery. We say that a vector v is k-sparse if
there are at most k non-zero entries in v.
Theorem 4.14. There are algorithm Arecover, and algorithm Aconstruct such that, given any number
n and k, they can do the following. Let β1 = 2
O(log logn)3 = no(1), β2 = O(polylogn), d = O(kβ1 log n)
and s = O(β1 log n).
• There is a matrix Φ ∈ {0, 1}d×n where each column of Φ is s-sparse that can be computed by
Aconstruct in the following sense: given an index i ∈ [n], Aconstruct can return a list of non-zero
entries in the i-th of column of Φ, i.e. (j,Φj,i) where Φj,i 6= 0 for each j ∈ [d], in time sβ2
time.
• For any k-sparse vectors v ∈ [−M,M ]n where M = poly(n), given Φv, Arecover can return
a list of non-zero entries in v, i.e. the list of (i, vi) where vi 6= 0 for each i ∈ [n], in time
O(d log n).
This theorem is essentially proved by Berinde et al. [6, Section 5]. However, in [6], they did
not explicitly state how the matrix Φ can be constructed and the running time of the construction.
Here, we make it explicit by defining the algorithm Aconstruct. To do this, we observe that the
construction of [6] uses an explicit unbalanced expander from Capalbo et al. [10]. The explicitness
of their expanders directly allows us to obtain Aconstruct. We also give the proof of this theorem for
completeness in Appendix B.2.2.
4.2.2 d-word ET Tree
Next, we need the following data structure which is a variant of ET tree from Henzinger and King’s
paper [17] so that it can maintain a sum of a large vector associated with each node. This data
structure is also used by Kapron King and Mountjoy [24] to obtain a data structure called cut set
data structure. Since the definition is implicit there, we give a precise definition here:
Definition 4.15 (d-word ET tree). For any parameter d, a d-word ET tree is a data structure that
preprocesses a forest F with a set V of nodes and a vector xu ∈ [−M,M ]d where M = poly(|V |) for
each u ∈ V as inputs and handles the following operations:
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• insert_tree(e): add edge e into F , given that e /∈ F and adding does not cause a cycle in F .
• delete_tree(e): remove edge e from F , given that e ∈ F .
• sum_vec(T ): return ∑u∈T xu, given that T is a tree in F .
• update_vec(u, i, α): set xu[i] = α, given that u ∈ V , i ∈ [d] and α ∈ [−M,M ].
Theorem 4.16. For any parameter d, there is an algorithm for d-word ET tree that preprocesses a
forest F with a set V of n nodes and a set of vectors x = {xu}u∈V which takes
• O(nnz(x) log n) preprocessing time where nnz(x) = ∑u∈V |xu|0 is the total number of non-
zero entries of each vector in {xu}u∈V ,
• O(d log n) time to handle insert_tree and delete_tree,
• O(d) time to return sum_vec, and
• O(log n) time to handle update_vec(u, i, α).
It is important that preprocessing time is O˜(nnz(x)) to obtain a cut recovery tree with fast
preprocessing time. Note that the total number of entries of xu over all u ∈ V is n× d. But nnz(x)
can be much smaller. For completeness, we give a proof in Appendix B.2.3.
4.2.3 Put Them Together
Theorem 4.13 is obtained by combining the above two results:
Proof of Theorem 4.13. Let Φ∗ be the matrix of size d × (n2) from Theorem 4.14 with parameter(
n
2
)
and k such that each column of Φ∗ is s-sparse, where d = O(kβ1 log n), s = O(β1 log n) and
β1 = 2
O(log logn)3 . We will not actually construct the whole Φ∗ at the beginning. Instead, let Φ
be a zero matrix of size d × (n2). We will gradually compute some entries of Φ∗and copy it to the
corresponding entry in Φ. For each (u, v) ∈ (n2), let Φ(u,v),Φ∗(u,v) ∈ {0, 1}d denote the (u, v)-th
column of Φ and Φ∗ respectively.
Let E0 be the set of initial edges of G. At any time, let EI be the set of edges have been inserted
into G and let B ∈ {0, 1}(n2)×n be the incidence matrix of G. We have the following invariants: 1)
for each (u, v) ∈ E0 ∪ EI , Φ(u,v) = Φ∗(u,v), otherwise Φ(u,v) = 0, and 2) for each u ∈ V , we have a
vector xu = ΦBu of dimension d, where Bu ∈ {0, 1}(
n
2) be the u-th column of B. It follows from
the invariants that, for any S ⊂ V , we have Φ(∑u∈S Bu) = Φ∗(∑u∈S Bu) because if the (u, v)-th
entry of
∑
u∈S Bu is non-zero, then (u, v) ∈ E0 ∪ EI .
To preprocess, we do the following. We assume that it takes constant time to allocate space for
a zero matrix Φ. Then, to validate the invariants, we first set Φ(u,v) = Φ
∗
(u,v) for each initial edge
(u, v) ∈ E0. This takes in total msβ2 time because all non-zero entries of each column of Φ∗ can be
identified in sβ2 time by Theorem 4.14 where β2 = O(polylogn). Second, we compute xu = ΦBu.
Since each column of Φ∗ is s-sparse, so is Φ. As, Bu is deg(u)-sparse, this also takes in total∑
u∈V O(deg(u)s) = O(ms) time. Finally, let E be a d-word ET tree from Theorem 4.16. We use E to
preprocess F and x = {xu}u∈V taking time O(nnz(x) log n) = O(
∑
u∈V deg(u) log n) = O(m log n).
The total preprocessing time is O(msβ2 +ms+m log n) = O(mβ1β2 log n).
To handle insert_tree and delete_tree, we just update E accordingly. So, by Theorem 4.16, the
tree-edge update time is O(d log n) = O(kβ1 log
2 n). To handle insert_nontree and delete_nontree,
if e = (u, v) is inserted and e /∈ E0∪EI , then, to maintain the first invariant, we set Φ(u,v) = Φ∗(u,v)
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in time sβ2. Next, to maintain the second invariant, we want to maintain that xu = ΦBu for all
u ∈ V . When we update non-tree edge e = (u, v), one entry of both Bu and Bv are updated. Since
each column of Φ is s-sparse, s entries of xu and xv are updated. Each call for update_vec takes
O(log n) time, so this takes O(s log n). In total, the non-tree-edge update time is O(sβ2+s log n) =
O(β1β2 log n).
To answer k-cutset(T ), we have that for any fixed T , we can construct ∂G(V (T )) from
∑
u∈T xu
in time O(d log n). Because 1) by calling sum_vec(T ), we get
∑
u∈T xu in time O(d), 2)
∑
u∈T xu =∑
u∈T ΦBu = Φ(
∑
u∈T Bu) = Φ
∗(
∑
u∈S Bu), 3) ∂G(V (T )) corresponds to the non-zero entries of∑
u∈T Bu by Proposition 3.1, and 4) by Theorem 4.14, for any k-sparse v ∈ [−poly(n), poly(n)](
n
2),
we can construct v from from Φ∗v in time O(d log n). Since δG(V (T )) ≤ k, we can construct
∂G(V (T )) in time O(d log n) = O(kβ1 log
2 n).
By setting the parameter β = β1 × β2, this completes the proof.
Remark 4.1. We note that β is a factor depending on product of the degree and explicitness of
the best known explicit construction of unbalanced expanders. Therefore, a better construction of
expanders would immediately speed up our data structure.
4.3 Classic Reductions
In this section, we show that, roughly, to get a dynamic SF with O(n1/2−ǫ+o(1)) worst-case update
time for an infinite-length update sequence, it is enough to show a dynamic SF with the same update
time and O(n1+o(1)) preprocessing time where the underlying graph has maximum degree 3 and the
length of the update sequence is just n1/2+ǫ.
This reduction also helps the algorithms in [24, 14] that can handle only polynomial-length
update sequences to be able handle infinite-length sequences.
Recall Definition 3.5 and Definition 3.6 for formal definitions of “working against adversaries”.
We also need the following definition:
Definition 4.17. A dynamic algorithm runs on ∆-bounded degree graphs if throughout the whole
sequence of updates, all nodes in the underlying graph always has maximum degree at most ∆.
Theorem 4.18. For any n, pc, pt and T , suppose there is a dynamic SF algorithm A for 3-bounded-
degree graphs with n nodes and Θ(n) edges that, for the first T updates, works correctly against
adaptive adversaries with probability 1− pc and A has preprocessing time tp(n, pc, pt, T ) and worst-
case update time tu(n, pc, pt, T ) with probability 1−pt. Suppose that for any n1, n2, tp(n1, pc, pt, T )+
tp(n2, pc, pt, T ) ≤ tp(n1 + n2, pc, pt, T ), then there is a dynamic SF algorithm B for any graph with
n nodes that works correctly against adaptive adversaries with probability 1− pc · poly(n) and B has
preprocessing time O(tp(O(m), pc, pt, T ) log n) where m is the number of initial edges and worst-case
update time O(tu(O(n), pc, pt, T ) log n+tp(O(n), pc, pt, T )/T+log
2 n) with probability 1−pt ·poly(n).
Note that if A works correctly with certainty (pc = 0) or with high probability, then so does B.
Similarly,if A guarantees the worst-case update time with certainty (pt = 0) or with high probability,
then so does B.
For convenience, we state the reduction that follows immediately from Theorem 4.18 and will
be used in Section 7 to obtain our Monte Carlo algorithm.
Corollary 4.19. For any constant ǫ, suppose there is a dynamic SF algorithm A for 3-bounded-
degree graphs with n nodes and Θ(n) edges that, for the first T updates, works correctly against
adaptive adversaries with probability 1−pc and A has preprocessing time tp(n, pc) = O(n1+o(1) log 1pc )
and worst-case update time tu(n, pc, T ) where tu(n, pc, n
1/2+ǫ) = O(n1/2−ǫ+o(1) log 1pc ). Then there
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is a dynamic SF algorithm B for any graph with n nodes that works correctly against adaptive
adversaries with high probability and B has preprocessing time O(m1+o(1)) where m is the number
of initial edges and worst-case update time O(n1/2−ǫ+o(1)).
Proof. We note that the function tp(n, pc) does not depend on T . We set T = n
1/2+ǫ. By
Theorem 4.18, there is dynamic SF algorithm B for any graph with n nodes that works cor-
rectly against adaptive adversaries with probability 1 − pc · poly(n) and B has preprocessing time
O(tp(O(m), pc) log n) = O(m
1+o(1) log 1pc ) where m is the number of initial edges and worst-case up-
date time O(tu(O(n), pc, T ) log n + tp(O(n), pc)/T + log
2 n) = O(n1/2−ǫ+o(1) log 1pc +
n1+o(1) log 1
pc
n1/2+ǫ
+
log2 n) = O(n1/2−ǫ+o(1) log 1pc ). By choosing pc = 1/n
k where k is an arbitrarily large constant, we
are done.
Next, we state the similar reduction that will be used in Section 8 to get our Las Vegas algorithm.
Corollary 4.20. For any n and constant ǫ, suppose there is a dynamic SF algorithm A for
3-bounded-degree graphs with n nodes and Θ(n) edges that, for the first T updates, works cor-
rectly against adaptive adversaries with certainty and A has, with probability 1 − pt, preprocessing
time tp(n, pt) = O(n
1+o(1) log 1pt ) and worst-case update time tu(n, pt, T ) where tu(n, pt, n
1/2+ǫ) =
O(n1/2−ǫ+o(1) log 1pt ). Then there is a dynamic SF algorithm B for any graph with n nodes that works
correctly against adaptive adversaries with certainty and B has preprocessing time O(m1+o(1)) where
m is the number of initial edges and worst-case update time O(n1/2−ǫ+o(1)) with high probability.
Corollary 4.20 has almost the same proof as Corollary 4.19 so we omit it. The rest of this section
is devoted for proving Theorem 4.18.
4.3.1 Overview of the Sequence of Reductions
In this section, we will state the sequence of reductions that we will use for proving Theorem 4.18.
For each reduction, we give a high level overview. Then we show how to combine them. For
convenience, we define dynamic SF algorithms with parameters as follows:
Definition 4.21. (n, pc, pt, T )-algorithms are dynamic SF algorithms for a graph with n nodes that,
for the first T updates, works correctly against adaptive adversaries with probability 1− pc and the
preprocessing and update time is guaranteed with probability 1−pt. (n, pc, pt,∞)-algorithms give the
same guarantee for correctness and running time for any length of updates.
The following property called “stability” of the algorithm is useful for us. Note that this definition
is not the same definition as in [12, Definition 3.3.1] as we will discuss again before the statement
of Lemma 4.27.
Definition 4.22 (Stability). A dynamic SF algorithm A is stable if the spanning forest maintained
by A never changes except when a tree-edge e is deleted. If a tree-edge e is deleted from a spanning
forest F , then A either do not update F or add a replacement edge e′ into F . That is, let F ′ be a
new spanning forest updated by A. Then, either F ′ = F \ {e} or F ′ = F ∪ {e′} \ {e}.12
An (n, pc, pt, T )-algorithm which is stable is called a stable (n, pc, pt, T )-algorithm. The first
reduction shows that we can assume that the algorithm is stable. The technique for proving this is
implicit in [17, Section 3.1].
12All known dynamic spanning tree algorithms in the literature [13, 24, 20, 17, 26] are stable according to this
definition.
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Lemma 4.23. Suppose there is an (n, pc, pt, T )-algorithm A for any graph with preprocessing time
tp and update time tu. Then there is a stable (n,O(Tpc), pt, T )-algorithm B for the same graph with
preprocessing time O(tp+m0) where m0 is the number of initial edges, and update time O(tu log n+
log2 n).
Next, the reduction below shows how to get an algorithm that can handle long update sequences
from an algorithm that handles only short sequences. The technique is standard, i.e. dividing the
long update sequence into phases, and maintaining two concurrent data structures.
Lemma 4.24. Suppose there is a stable (n, pc, pt, T )-algorithm A for a 3-bounded-degree graph where
the number of edges is always between n/4 and 2n with preprocessing time tp(n, pc, pt, T ) and update
time tu(n, pc, pt, T ). Then, for any U ≥ T , there is a stable (n,O(Upc), O(pt), U)-algorithm B for a
3-bounded-degree graph where the number of edges is always between n/4 and 2n with preprocessing
time O(tp(n, pc, pt, T )) and update time O(tu(n, pc, pt, T ) + tp(n, pc, pt, T )/T + log
2 n).
The next reduction shows how to assume that the graph is 3-bounded-degree. The reduction
is implicit in [13, 26], so the technique is standard. Given a graph G, we maintain a graph G′
with max degree 3 by “splitting” each node in G into a path in G′ of length equals to its degree.
We assign weight 0 to edges in those paths, and 1 to original edges. Then we maintain a 2-weight
minimum spanning forest in G′. To do this, we use the reduction from k-weight minimum spanning
forest to spanning forest from [17].
Lemma 4.25. Suppose there is a stable (n, pc, pt, T )-algorithm A for a 3-bounded-degree graph where
the number of edges is always between n/4 and 2n, and A has preprocessing time tp(n, pc, pt, T ) and
update time tu(n, pc, pt, T ). Then there is a stable (n,O(Tpc), O(pt), T )-algorithm B for any graph
with where the number of edges is always between n/4 and 2n with preprocessing time O(tp(O(n), pc, pt, T ))
and update time O(tu(O(n), pc, pt, T ) + log
2 n).
The following shows how to obtain an algorithm whose running time depends only on the number
of edges, and not depends on the number n of nodes. It is useful when the number of edges is much
less than the number of nodes. The technique for this reduction is also standard, i.e. dividing the
long update sequence into phases, and maintaining two concurrent data structures.
Lemma 4.26. Suppose there is a stable (n, pc, pt, T )-algorithm A for any graph where the number
of edges is always between n/4 and 2n, and A has preprocessing time tp(n, pc, pt, T ) and update time
tu(n, pc, pt, T ). Then there is a stable (n,O(Tpc), O(pt), T )-algorithm B for any graph, initially
represented as a list of its edges13, with n nodes where the number of edges is always at most 2n,
and B has preprocessing time O(tp(O(m0), pc, pt)) where m0 is a number of initial edges, and update
time O(tu(O(m), pc, pt) + log
2 n) where m is a number of edges when update.
The next reduction shows, given an algorithm with running time depending only on the number
of edges, how to get an algorithm with update time depending only on the number of nodes in even
dense graphs. This reduction uses the general sparsification technique introduced in [12]. However,
it is not immediate that we can apply their framework because their notion of stability is too strong
for us.
To be more precise, a stable certificate according to [12, Definition 3.3.1] must be uniquely
determined once the graph is fixed. However, this is not the case for a spanning forest maintained
13Note that it is possible that the preprocessing time of B is O(tp(O(m0), pc, pt)) = o(n), so the algorithm B needs
that the initial graph G is represented as a list of its edges i.e. G is represented as a list ((u1, v1), (u2, v2) . . . , (um, vm))
so that all edges of G can be listed in time O(m) even when m = o(n).
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by a randomized algorithm, because its edges may depend on the random choices of the algorithm.
So we need to use the weaker notion of stability as defined in Definition 4.22 and prove that this
framework still goes through.
Lemma 4.27. Suppose there is a stable (n, pc, pt, T )-algorithm A for a graph, initially represented as
a list of its edges, with n nodes where the number of edges is always at most 2n, and A has preprocess-
ing time tp(m0, pc, pt, T ) where m0 is a number of initial edges and update time tu(m, pc, pt, T ) where
m is a number of edges when update. Suppose that for any n1, n2, tp(m1, pc, pt, T )+tp(m2, pc, pt, T ) ≤
tp(m1 +m2, pc, pt, T ), then there is a stable (n,O(npc), O(npt), T )-algorithm B for any graph with
n nodes with preprocessing time O(tp(m0, pc, pt, T ) log n) where m0 is a number of initial edges and
update time O(tu(O(n), pc, pt, T )).
Observe that many reductions above, given an (n, pc, pt, T )-algorithm A, we obtain the (n, p′c, p′t, T ′)-
algorithm B where p′c = Ω(T ′pc). That is, the failure probability for correctness is always increased
by a factor of T ′, which is the length of update sequence that the resulting algorithm B can handle.
The following reduction shows that, if T ≥ n2, how to obtain an algorithm that can handle update
sequence of any length, while the failure probability does not increase too much. This kind of re-
duction has been shown for cut/spectral sparsifiers in [1]. However, the reduction from [1] does not
work because the structure of spanning forests is more restricted than sparsifiers.
Lemma 4.28. Suppose there is a stable (n, pc, pt, T )-algorithm A for any graph with n nodes
with preprocessing time tp(m0, p, pt, T ) where m0 is a number of initial edges and update time
tu(n, pc, pt, T ). If T ≥ n2, then there is an (n,O(Tpc), O(pt),∞)-algorithm B for any graph with n
nodes with preprocessing time O(tp(m0, pc, pt, T )) where m0 is a number of initial edges and update
time O(tu(n, pc, pt, T )).
Remark 4.2. The spanning forest maintained by the algorithm B in Lemma 4.28 is not stable.
With all reductions above, we conclude the following which is equivalent to Theorem 4.18.
Theorem 4.29 (Restatement of Theorem 4.18). Suppose there is an (n, pc, pt, T )-algorithm A
for a 3-bounded-degree graph where the number of edges is always between n/2 and 2n, and A
has preprocessing time tp(n, pc, pt, T ) and update time tu(n, pc, pt, T ). Suppose that for any n1, n2,
tp(n1, pc, pt, T )+tp(n2, pc, pt, T ) ≤ tp(n1+n2, pc, pt, T ), then there is an (n, poly(n)·pc, poly(n)·pt,∞)-
algorithm B for any graph with n nodes with preprocessing time O(tp(O(m0), pc, pt, T ) log n) where
m0 is a number of initial edges and update time O(tu(O(n), pc, pt, T ) log n+ tp(O(n), pc, pt, T )/T +
log2 n). Moreover, if A is stable, then B has update time O(tu(O(n), pc, pt, T )+tp(O(n), pc, pt, T )/T+
log2 n).
Proof. By Lemma 4.23, we get a stable algorithm. That is, there is a stable (n,O(Tpc), pt, T )-
algorithm A0 for a 3-bounded-degree graph where the number of edges is always between n/2 and
2n with preprocessing time O(tp(n, pc, pt, T )) and update time O(tu(O(n), pc, pt, T ) log n+ log
2 n).
Let U = n2. If T ≤ U , then by Lemma 4.24, we get an algorithm that can handle long sequences
of updates. That is, there is a stable (n,poly(nU) · pc,poly(nU) · pt, U)-algorithm A1 for a 3-
bounded-degree graph where the number of edges is always between n/2 and 2n with preprocessing
time O(tp(n, pc, pt, T )) and update time O(tu(n, pc, pt, T ) log n+tp(n, pc, pt, T )/T+log
2 n). If T > U ,
then we can just treat A as A1. In either cases, we obtain A1.
By Lemma 4.25, we remove the condition that the graph has maximum degree 3. That is, there is
a stable (n,poly(nU)·pc,poly(nU)·pt, U)-algorithm A2 for any graph with where the number of edges
is always between n/2 and 2n with preprocessing time O(tp(n, pc, pt, T ) + n) = O(tp(n, pc, pt, T ))
and update time O(tu(n, pc, pt, T ) log n+ tp(n, pc, pt, T )/T + log
2 n).
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Next, by Lemma 4.26, we remove the condition that the number of edges is not too small. That is,
there is a stable (n,poly(nU)·pc,poly(nU)·pt, U)-algorithm A3 for any graph with n nodes where the
number of edges is always at most 2n, and A3 has preprocessing time O(tp(O(m0), pc, pt, U)) where
m0 is a number of initial edges, and update time O(tu(O(m), pc, pt, T ) logm+tp(O(m), pc, pt, T )/T+
log2m) where m is a number of edges when update.
Next, by Lemma 4.27, we remove the condition that a graph is sparse. We obtain a sta-
ble (n,poly(nU) · pc,poly(nU) · pt, U)-algorithm A4 for any graph with n nodes with prepro-
cessing time O(tp(O(m0), pc, pt, T ) log n) where m0 is a number of initial edges and update time
O(tu(O(n), pc, pt, T ) log n+ tp(O(n), pc, pt, T )/T + log
2 n).
Finally, by Lemma 4.28, we can handle update sequences of any length. That is, as U = n2,
we obtain an (n,poly(nU) · pc,poly(nU) · pt,∞)-algorithm A5 for any graph with n nodes with
preprocessing time O(tp(O(m0), pc, pt, T ) log n) where m0 is a number of initial edges and update
time O(tu(O(n), pc, pt, T ) log n+ tp(O(n), pc, pt, T )/T + log
2 n).
Note that if A is stable, then we do not need to use Lemma 4.23 in the first step, and we have
that A5 has update time O(tu(O(n), pc, pt, T ) + tp(O(n), pc, pt, T )/T + log2 n).
5 Global Expansion Decomposition
The backbone of both of our Monte Carlo and Las Vegas dynamic SF algorithms is the algorithm
for finding expansion decomposition of a graph, which decomposes a graph into components of
expanders and a sparse remaining part:
Theorem 5.1 (Global Expansion Decomposition Algorithm). There is a randomized algorithm A
takes as inputs an undirected graph G = (V,E) with n ≥ 2 vertices and m edges and an expansion
parameter α > 0, and a failure probability parameter p. Then, in O(mγ log 1p) time, A outputs two
graphs Gs = (V,Es) and Gd = (V,Ed) with the following properties:
• {Es, Ed} is a partition of E,
• Gs is sparse: |Es| ≤ αnγ, and
• with probability 1 − p, each connected component C of Gd either is a singleton or has high
expansion, i.e. φ(C) ≥ α.
where the factor γ = nO(
√
log logn/ logn) = no(1).
Throughout this section, we call the output of the algorithm above an expansion decomposition.
There are two main steps for proving this theorem. First, we devise a near-linear time approximation
algorithm for a problem called most balanced sparse cut. Second, we use our most balanced sparse
cut algorithm as a main procedure for constructing the decomposition algorithm for Theorem 5.1.
Let us explain a high-level idea. Most balanced sparse cut problem is to find a cut S with largest
number of nodes while |S| ≤ |V − S| such that φ(S) < α where α is an input. This problem is
closely related to sparsest cut and balanced cut problems (cf. [29]). One way to approximately solve
both problems is by using the cut-matching game framework of Khandekar, Rao and Vazirani [28]
together with known exact algorithms for the maximum flow problem. We modify this framework
(in a rather straightforward way) so that (i) it gives a solution to the most balanced sparse cut
problem and (ii) we can use approximate maximum flow algorithms instead of the exact ones. By
plugging in near-linear time max flow algorithms [35, 37, 27], our algorithm runs in near-linear time.
See Section 5.1 for details.
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Then we use an approximate most balanced sparse cut algorithm as a main procedure for
finding expansion decomposition. The main idea is simply to find the cut and recurse on both
sides. However, the exact way for recursing is quite involved because we only have an approximate
guarantee about the cut. Because of this, there is a factor of γ = nO(
√
log logn/ logn) = no(1) in
Theorem 5.1. See Section 5.2 for details.
5.1 Most Balanced Sparse Cut
For any unweighted undirected graph G = (V,E) with n vertices and m edges, we say that a cut
S ⊂ V is α-sparse if φG(S) < α. Let OPT(G,α) be the number of vertices of the largest α-sparse
cut S∗ where |S∗| ≤ |V − S∗|. If φ(G) ≥ α, then we define OPT(G,α) = 0. Note that, if α ≤ α′,
then OPT(G,α) ≤ OPT(G,α′). Now, we define most balanced sparse cut formally:
Definition 5.2 (Most Balanced Sparse Cut). For any unweighted undirected graph G = (V,E)
and parameters csize, cexp and α, a cut S ⊂ V where |S| ≤ n/2 is a (csize, cexp)-approximate most
balanced α-sparse cut if φG(S) < α and |S| ≥ OPT(G,α/cexp)/csize. That is, the size of S is as
large as any (α/cexp)-sparse cut up to the csize factor.
Definition 5.3 (Most Balanced Sparse Cut Algorithm). A (csize, cexp)-approximate algorithm A
for most balanced sparse cut problem is given an unweighted undirected graph G = (V,E) and a
parameter α, and then A either
• finds a (csize, cexp)-approximate most balanced α-sparse cut S, or
• reports that φ(G) ≥ α/cexp.
The main theorem in this section is the following.
Theorem 5.4. There is a (csize, cexp)-approximate most balanced sparse cut algorithm with running
time O˜(m) where csize = Θ(log
2 n) and cexp = Θ(log
3 n).
As the proof is by a straightforward modification of the cut-matching game framework by Khan-
dekar, Rao and Vazirani [28] for solving balanced cut problem, we defer the proof to Appendix B.4.
5.2 The Global Decomposition Algorithm
In this section, we show how to construct the global expansion decomposition. Our fast construction
is motivated by two algorithms which are too slow. However, they give main ideas of our algorithm
so we discuss them below.
Early Attempts First, the following is a straight-forward recursive algorithm, which is too slow,
for constructing the decomposition: use a sparsest cut algorithm to find an α-sparse cut S. If
there is no α-sparse cut, then return the current graph as a component in Gd, otherwise include
the cut edges ∂(S) into Gs. Then recurse on G[S] and G[V \ S]. In [3], they implicitly find a
global expansion decomposition with this approach, since they focus on the space complexity and
not running time. This algorithm can take Ω(mn) time because the cut S might be very small, so
the recursion tree can be very unbalanced.
Second, a next natural approach is to use a most balanced sparse cut (recall Definition 5.2)
instead of a sparsest cut. Suppose that there exists a (2, 1)-approximate most balanced sparse cut
algorithm, this approach would have been straightforward:
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Proposition 5.5. If there is a (2, 1)-approximate most balanced sparse cut algorithm A with running
time T (m) on a graph with n vertices and m edges, then there is an algorithm for computing
expansion decomposition for graph with n vertices and m edges in O(T (m,n) log n) time.
Proof. For any graph H = (VH , EH), the recursive procedure decomp(H) does the following: if
A(H,α) reports that φ(H) ≥ α then return H as a connected components in Gd. Else A(H,α) finds
a cut S where OPT(H,α)/2 ≤ |S| ≤ OPT(H,α). Add the cut edges ∂H(S) into Gs, then recurse on
decomp(H[S]) and decomp(H[VH \ S]). Given an input graph G, we claim that decomp(G) returns
an expansion decomposition of G.
To see the correctness, 1) each component H in Gd has high expansion: φ(H) ≥ α by construc-
tion, and 2) the number of edges in Gs is at most O(αn log n) because whenever ∂H(S) is added into
Gs, we charge these edges to nodes in S. By averaging, each node is charged δH(S)/|S| = φH(S) ≤ α
Since |S| ≤ |VH |/2, each node can be charged O(log n) times.
To bound the running time, it is enough to show that the recursion depth is O(log n) because
the graphs in the two branches of the recursion H[S] and H[VH \ S] are disjoint. Let S′ be such
that |S′| = OPT(H[VH \ S], α). The case where |S| ≥ |VH |/4 or |S′| ≥ |VH |/4 can happen at most
O(log n) times throughout the recursion. Now, suppose that |S| < |VH |/4 and |S′| < |VH |/4. So
|S∪S′| < |VH |/2. We claim that |S′| ≤ OPT(H,α)/2 which can also happen at most O(log n) times.
Suppose otherwise, then S ∪ S′ is an α-sparse cut in H where |VH |/2 ≥ |S ∪ S′| > OPT(H,α)/2 +
OPT(H,α)/2 = OPT(H,α) which is a contradiction. So the recursion depth is O(log n).
Unfortunately, we do not have an efficient (2, 1)-approximate most balanced sparse cut algo-
rithm. By Theorem 5.4, we only have (O(log2 n), O(log3 n))-approximate most balanced sparse
cut algorithm. Our main technical goal is, then, to use this weaker guarantee while making this
approach goes through.
Efficient Algorithm Let A′ be the algorithm from Theorem 5.4. Recall that, given any graph H
with n′ nodes and a parameter α′, A′ has approximation ratio csize(n′) = Θ(log2 n′) and cexp(n′) =
Θ(log3 n′), i.e., with probability 1− 1
(n′)k
for a large constant k, A′ either outputs an α′-sparse cut
S where OPT(H,α′/cexp(n′))/csize(n′) ≤ |S| ≤ n′/2 or reports that φ(H) ≥ α′/cexp(n′). In the
following, sometimes the input graph H is small and so the probability 1− 1
(n′)k
is high enough for
our purpose. To boost this probability to 1−p′ for arbitrarily small p, we define the algorithm A to
be the algorithm that repeatedly runs A′ for O(log 1p′ ) iterations. If there is some iteration where
A′ returns an α′-sparse cut S, then A just return S. Otherwise, there is no iteration that A′ returns
an α′-sparse cut, then A report that φ(H) ≥ α′/cexp(n′) with probability 1 − p′. In the following,
we will use this modified algorithm A instead of the algorithm A′ from Theorem 5.4.
Fact 5.6. For any given p, the algorithm A defined above works correctly with probability 1− p.
Suppose that the input of our decomposition is a graph G with n vertices and m edges, a
parameter α, and the target success probability 1 − p. We now define some parameters. Let
c¯size = csize(n), c¯exp = cexp(n), and ǫ =
√
log c¯exp/ log n. Let s¯1, . . . , s¯L be such that s¯1 = n/2 + 1,
s¯L ≤ 1, and s¯ℓ = s¯ℓ−1/nǫ for 1 < ℓ < L. Hence, L ≤ 1/ǫ. Let α1, . . . , αL be such that αL = αc¯exp
and αℓ = αℓ+1c¯exp for ℓ < L. Hence, α1 = αc¯
L
exp. Let p
′ = p/n2. So A repeatedly runs A′ for
O(log 1p′ ) = O(log
n
p ) iterations.
For any graphs H = (VH , EH), I = (VI , EI) and a number ℓ, the main procedure decomp(H, I, ℓ)
is defined as in Algorithm 5.1.
We claim that decomp(G,G, 1) returns an expansion decomposition for G with parameter α in
time O˜(m1+o(1)). The following lemmas show the correctness. For readability, we first assume that
A works correctly with certainty, and then we remove the assumption later.
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Given that, OPT(I, αℓ) < s¯ℓ do the following:
1. If H is a singleton or A(H,αℓ) reports φ(H) ≥ αℓ/cexp(|VH |), then return H as a connected
components in Gd.
2. Else, A(H,αℓ) returns an αℓ-sparse cut S in H where OPT(H,αℓ/cexp(|VH |))/csize(|VH |) ≤
|S| ≤ |VH |/2.
(a) If |S| ≥ s¯ℓ+1/c¯size, then add the cut edges ∂H(S) into Gs and recurse on
decomp(H[S],H[S], 1) and decomp(H[VH \ S], I, ℓ).
(b) Else, recurse on decomp(H,H, ℓ+ 1).
Algorithm 5.1: decomp(H, I, ℓ) where H = (VH , EH) and I = (VI , EI).
Proposition 5.7. For any graphs H, I ⊆ G and ℓ, if decomp(H, I, ℓ) is called, then the invariant
OPT(I, αℓ) < s¯ℓ is satisfied.
Proof. When ℓ = 1, OPT(I, α1) < s¯1 = n/2+1 for any I in a trivial way. In particular, the invariant
is satisfied when decomp(G,G, 1) or decomp(H[S],H[S], 1) is called. The invariant decomp(H[VH \
S], I, ℓ) is the same as the one for decomp(H, I, ℓ), and hence is satisfied. Finally, decomp(H,H, ℓ+1)
is called in step 2.b only when |S| < s¯ℓ+1/c¯size, so we have
OPT(H,αℓ+1) = OPT(H,αℓ/c¯exp) ≤ OPT(H,αℓ/cexp(|VH |))
≤ csize(|VH |)|S| < csize(|VH |)
c¯size
≤ s¯ℓ+1.
These inequalities hold because cexp(|VH |) ≤ c¯exp and csize(|VH |) ≤ c¯size as |VH | ≤ n, and we know
that OPT(H,α) ≤ OPT(H,α′) for any α ≤ α′.
Proposition 5.8. At level L, decomp(H,H,L) always return the graph H (no further recursion).
Proof. The invariant OPT(H,αL) < s¯L ≤ 1 implies that φ(H) > αL. Hence, A(H,αL) can never
find an αL-sparse cut. So A(H,αL) must report φ(H) ≥ αL/cexp(|VH |). So H is returned.
Proposition 5.9. Each component H in Gd either is a singleton or has expansion φ(H) ≥ α.
Proof. H is returned as a component in Gd only when H is a singleton or A reports that φ(H) ≥
αℓ/cexp(|VH |) ≥ αL/c¯exp = α. Note that ℓ < L by Proposition 5.8.
Proposition 5.10. The number of edges in Gs is at most O(α1n log n).
Proof. Suppose ∂H(S) is added into G
s when decomp(H, I, ℓ) for some graphs H, I ⊂ G, we charge
these edges to nodes in S. By averaging, each node is charged δH(S)/|S| = φH(S) ≤ αℓ ≤ α1.
Since |S| ≤ |VH |/2, each node can be charged O(log n) times.
To analyze the running time, we need some more notation. We define the recursion tree
T of decomp(G,G, 1) as follows. Each node of T represents the parameters of the procedure
decomp(H, I, ℓ). That is, (G,G, 1) is the root node. For each (H, I, ℓ), if decomp(H, I, ℓ) returns
H, then (H, I, ℓ) is a leaf. If decomp(H, I, ℓ) recurses on decomp(H[S],H[S], 1) and decomp(H[V \
S], I, ℓ), then (H[S],H[S], 1) and (H[V \S], I, ℓ) is a left and right children of (H, I, ℓ) respectively,
and the edges ((H, I, ℓ), (H[S],H[S], 1)) and ((H, I, ℓ), (H[V \ S], I, ℓ)) are left edge and right edge
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respectively. If decomp(H, I, ℓ) recurses on decomp(H,H, ℓ+1), then (H,H, ℓ+1) is the only child
of (H, I, ℓ), and the edge ((H, I, ℓ), (H,H, ℓ + 1)) is a down edge.
Lemma 5.11. If the depth of the recursion tree T is D, then the total running time is O˜(mD).
Proof. The running time on decomp(H, I, ℓ), excluding the time spent in the next recursion level,
is at most O˜(|EH | log 1p) because the algorithm A just repeatedly runs the algorithm A′ from The-
orem 5.4 for O(log 1p) times, and A′ runs in near-linear time.
Let Td be the set of all the nodes in T of depth exactly d. We can see that, for any two nodes
(H, I, ℓ), (H ′, I, ℓ′) ∈ Td, H and H ′ are disjoint subgraphs of G. So, the total running time we spent
on Td is O˜(m log 1p′ ). Hence, the total running time of T is O˜(mD log 1p′ ).
Lemma 5.12. Let P be any path from leaf to root of T . P contains at most log n left edges,
L log n down edges, and L log n× γ right edges where γ = c¯sizenǫ. Therefore, T has depth at most
L log n · c¯sizenǫ.
Proof. Consider the left edge ((H, I, ℓ), (H[S],H[S], 1)). Since |S| ≤ |VH |/2, P contains log n left
edges. Between any two left edges in P there are at most L down edges be Proposition 5.8. So P
contains at most L log n down edges. To prove that there are at most L log n× γ right edges in P ,
it suffices to prove that there cannot be γ right edges between any left edges or down edges in P .
Suppose that (H1, I, ℓ), . . . , (Hγ , I, ℓ) are nodes in P where, for each i, ((Hi, I, ℓ), (Hi+1, I, ℓ)) is
a right edge, and (H1, I, ℓ) is a deeper endpoint of left edges or a down edges (hence I = H1).
For each i, let Si be the cut such that Hi+1 = Hi[VHi \ Si] and φHi(Si) < αℓ. Since {Si}i are
mutually disjoint and ∂H1(
⋃γ
i=1 Si) ⊂
⋃γ
i=1 ∂Hi(Si), we can conclude φH1(
⋃γ
i=1 Si) < αℓ. However,
we also have that |Si| ≥ s¯ℓ+1/c¯size, for all i, and hence |
⋃γ
i=1 Si| ≥ γs¯ℓ+1/c¯size ≥ nǫs¯ℓ+1 =
s¯ℓ. So
⋃γ
i=1 Si contradicts the invariant for decomp(H1,H1, ℓ) (note that I = H1) which says
OPT(H1, αℓ) < s¯ℓ.
Now, we can conclude the theorem.
Proof of Theorem 5.1. Recall that ǫ =
√
log c¯exp/ log n = Θ(
√
log log n/ log n) and L ≤ 1/ǫ. Given
G and α, by Lemma 5.11 and Lemma 5.12 the running time of decomp(G,G, 1) is O˜(mLc¯sizen
ǫ log 1p′ ) =
O(m1+O(
√
log logn/ logn) log 1p). By Proposition 5.9 and Proposition 5.10, for each connected com-
ponent H of Gd, H is a singleton or φ(H) ≥ α and the number of edges in Gs is O(α1n log n) =
O(αcLexpn log n) = αn
1+O(
√
log logn/ logn). This is the output for the expansion decomposition as
claimed.
Finally, we remove the assumption that A is deterministic, and show that with probability
1 − p, the outputted decomposition is correct. Observe that, as the depth of the recursion tree T
of decomp(G,G, 1) is D = L log n · c¯sizenǫ, then A is called at most nD times. So the probability
that A always works correctly is at least 1− p′nD ≥ 1− p.
Finally, we add some easy observation that will be used in Section 6.
Proposition 5.13. All the edges added into Es by Algorithm 5.1 are the cut edges ∂H(S) for
some subgraph H of G and a cut S ⊂ V (H) where φH(S) ≤ α1 = αc¯Lexp = αγ where γ =
nO(
√
log logn/ logn).
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6 Local Expansion Decomposition
In this section, we show a novel “local” version of the global expansion decomposition algorithm
from Section 5. This algorithm differs from the algorithm from Section 5 in two aspects. First,
it needs that the input graph G is obtained by deleting some edge set D from another graph Gb,
which “we expect that” φ(Gb) ≥ αb. Second, the algorithm is local, in the sense that its running
time essentially depends only on the size of |D| and αb, and not the size of G.
This algorithm is a crucial tool for obtaining our Las Vegas dynamic SF algorithm. It is im-
portant that the dependency of |A| in the running time is truly subquadratic (i.e. |A|2−ǫ for some
ǫ), which is the case here. For any n, recall γ = nO(
√
log logn/ logn) = no(1) is the factor from
Theorem 5.1.
Theorem 6.1 (Local Expansion Decomposition Algorithm). For any constant ǫ ∈ (0, 1), there is
an algorithm A that can do the following:
• A is given pointers to n, p,∆, Gb,D,αb which are stored in a memory: p is a failure proba-
bility parameter. Gb = (V,Eb) is a ∆-bounded degree graphs with n nodes (represented by an
adjacency list). αb is an expansion parameters where αb <
1
γω(1)
. D ⊂ Eb is a set of edges in
Gb. Let A denote a set of endpoints of edges in D. Let G = (V,E) = (V,Eb−D) be the graph
that A will compute the decomposition on.
• Then (without reading the whole inputs), in time O˜(∆5.5|A|1.5+ǫ
α4+ǫb ǫ
γ log 1p), A either
– reports that Gb has expansion less than αb, or
– outputs 1) a set of edges Es ⊂ E, and 2) all components, except the largest one, of Gd
where Gd = (V,Ed) = (V,E − Es).
• Moreover, if Gb has expansion at least αb, then with probability 1−O(p) we have
– |Es| ≤ 4∆|A|/αb, and
– each connected component C of Gd either is a singleton or has high expansion: φ(C) ≥ α
where α = (αb/6∆)
1/ǫ.
Observe that ǫ is a trade-off parameter such that, on one hand when ǫ is small, the algorithm is
fast but has a bad expansion guarantee in the output, on the other hand when ǫ is big, the algorithm
is slow but has a good expansion guarantee.
Remark 6.1. In Theorem 6.1, by outputting a components C ofGd, it means for each nodes u ∈ V (C),
(u,C) is outputted indicating that u ∈ V (C). Since the algorithm A in Theorem 6.1 outputs all
components, except one, of Gd. We can infer the size of all components in Gd, and for any node
u ∈ V , sa component C of Gd where u ∈ V (C).
Although the main idea for proving Theorem 6.1 is similar to Theorem 5.1, the analysis is more
involved. We explain the high level idea below. There are two main steps. First, in Section 6.1 we
show an algorithm for a problem called locally balanced sparse cut (LBS cut), which is basically a
“local version” of most balanced sparse cut defined in Section 5.1. Second, we use this algorithm as
a main procedure for constructing the decomposition in Section 6.2.
In LBS cut problem, we are given a graph G = (V,E), a target set A ⊂ V and a parameter
α. Then we need to find a α-sparse cut S (i.e. φG(S) < α) where |S| ≤ |V − S| such that |S| is
larger than all α-sparse cuts which are “near” the target set A. (“Nearness” is defined precisely in
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Definition 6.2). To compare, in the most balanced sparse cut problem, |S| needs to be larger than
all α-sparse cuts. The nice thing about LBS cut problem is that there is an approximate algorithm
for this problem which is “local” (i.e. its running time depends essentially only on vol(A), and not
|V |). This algorithm can be obtained quite easily by slightly modifying and analyzing the algorithm
by Orecchia and Zhu [32] for local cut improvement problem. See Section 6.1 for details.
Next, to obtain the decomposition, the main approach is to find an approximate LBS cut where
the target set A is the endpoints of D (union with some additional nodes) and recurse on both sides.
However, the analysis is more involved than the one in Theorem 5.1. One important observation is
that, when φ(Gb) ≥ αb, any (αb2 )-sparse cut S in G = Gb−D must be “near” to D. Intuitively, this
is because the expansion of S get halved after deleting edges in D. This justifies why it is enough
to find approximate (αb2 )-sparse LBS cuts instead of finding approximate most balanced sparse cuts
as in the algorithm for Theorem 5.1. As our approximate LBS cut algorithm is local, we can output
the decomposition in time essentially independent from the size of G. See Section 6.2 for details.
6.1 Locally Balanced Sparse Cut
In this section, we show the crucial tool for proving Theorem 6.1. First, we need this definition:
Definition 6.2 (Overlapping). For any graph G = (V,E) and set A ⊂ V , a cut S ⊂ V is (A, σ)-
overlapping in G if |S ∩A|/|S| ≥ σ.
Let G = (V,E) be a graph. Recall that a cut S is α-sparse if φ(S) = δ(S)min{|S|,|V−S|} < α. For
any set A ⊂ V , an overlapping parameter σ and an expansion parameter α, let S∗ be the largest
α-sparse (A, σ)-overlapping cut where |S∗| ≤ |V − S∗|. We define OPT(G,α,A, σ) = |S∗|. If S∗
does not exist, then OPT(G,α,A, σ) = 0. Now, we define LBS cut problem formally:
Definition 6.3 (Locally Balanced Sparse Cut). For any graph G = (V,E), a set A ⊂ V , and
parameters csize, cexp, σ and α, a cut S where |S| < |V −S| is a (csize, cexp)-approximate locally bal-
anced α-sparse cut w.r.t. (A, σ)-overlapping cuts if φ(S) < α and |S| ≥ OPT(G,α/cexp, A, σ)/csize.
We also write S is a (csize, cexp, α,A, σ)-LBS cut.
We note that (csize, cexp, α,A, σ)-LBS cut S may not be (A, σ)-overlapping. The existence of S
just show that for any (A, σ)-overlapping cut of size at least csize|S| must have expansion at least
α/cexp.
Definition 6.4 (Locally Balanced Sparse Cut Algorithm). A (csize, cexp)-approximate algorithm A
for locally balanced sparse cut problem is given a graph G = (V,E), a set A ⊂ V , and an overlapping
parameter σ and an expansion parameter α , and then A either
• finds a (csize, cexp, α,A, σ)-LBS cut S, or
• reports that there is no (α/cexp)-sparse (A, σ)-overlapping cut.
We also write that A is a (csize, cexp)-approximate LBS cut algorithm.
The main result of this section is the following:
Theorem 6.5. Given a graph G = (V,E), a set A ⊂ V where |A| ≤ 4|V − A|, an expansion
parameter α, and an overlapping parameter σ ∈ [ 3|A||V−A| , 34 ], there is a (csize, cexp)-approximate LBS
cut algorithm with running time O((vol(A)/σ)1.5 log2(vol(A)σ )) where csize = 3/σ and cexp = 3/σ.
This algorithm can be obtained quite easily by slightly modifying and analyzing the algorithm
by Orecchia and Zhu [32] for local cut improvement problem. Therefore, we defer the proof to
Appendix B.5.
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6.2 The Local Decomposition Algorithm
Throughout this section, let n and p be given. Let Gb = (V,Eb) be a graph with n nodes with
maximum degree ∆. Let D ⊂ E be some set of edges. Let G = (V,E) = (V,Eb−D) and A be a set
of endpoints of edges in D. We call Gb a before graph. Our algorithm is given D, a constant ǫ, and
an expansion parameter αb as inputs. We want the algorithm to output a set of edges E
s ⊂ E and
all components, except the largest one, of Gd where Gd = (V,Ed) = (V,E −Es). Let Gs = (V,Es).
Let t¯ = O˜(∆
5.5|A|1.5+ǫ
α4+ǫb ǫ
γ log 1p) be the parameter indicating the time limit.
We now define some more notations. Let Acut be the deterministic algorithm for finding LBS cuts
from Theorem 6.5. We set the overlapping parameter σ = αb/2∆ for Acut. Hence the approximation
ratios of Acut are csize = 3/σ and cexp = 3/σ. Let Adecomp be the randomized algorithm for
finding an expansion decomposition from Theorem 5.1. We set p′ = p/n2 as the failure probability
parameter for Adecomp.
The following notations was similarly defined as in Section 5.2. Let s¯1, . . . , s¯L be such that
s¯1 = 4|A|/αb + 1, s¯L ≤ 1, and s¯ℓ = s¯ℓ−1/(s¯1)ǫ for 1 < ℓ < L. Hence, L ≤ 1/ǫ. We denote
α = (αb/6∆)
1/ǫ. Let α1, . . . , αL be such that αL = α and αℓ = αℓ+1cexp for ℓ < L. Hence,
α1 = αc
L−1
exp .
Fact 6.6. α1 < αb/2.
Proof. We have
α1 = αc
L−1
exp = (
αb
6∆
)1/ǫ(
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σ
)1/ǫ−1 ≤ ( αb
6∆
)1/ǫ(
6∆
αb
)1/ǫ−1 = αb/6∆ < αb/2.
For any graphsH = (VH , EH), I = (VI , EI), and a number ℓ, the main procedure decomp(H, I, ℓ)
is defined as in Algorithm 6.1. For any α′ and B ⊂ VH , recall that OPT(H,α′) is the size of the
largest α′-sparse cut S in H where |S| ≤ |VH − S|, and OPT(H,α′, B, σ) is the size of the largest
α′-sparse (B,σ)-overlapping cut S in H where |S| ≤ |VH − S|. By definition, OPT(H,α′) ≥
OPT(H,α′, B, σ).
The algorithm is simply to run decomp(G,G, 1) with time limit t¯. If decomp(G,G, 1) takes time
more than t¯, then we reports that φ(Gb) < αb.
6.2.1 Validity
We first show that the parameters for Acut are valid when it is called.
Lemma 6.7. Whenever Acut(H,αℓ, BH , σ) is called, we have that σ ≥ 3 |BH ||VH−BH | satisfying the
requirement for Acut as stated in Theorem 6.5.
Proof. Observe that Acut can be called only when the condition in Step 2 of Algorithm 6.1 is false:
|VH −BH | ≥ 3σ |BH |. That is, σ ≥ 3 |BH ||VH−BH | .
Next, we show that if decomp(G,G, 1) finishes with in time limit t¯, then it outputs 1) a set of
edges Es ⊂ E, 2) all components, except the largest one, of Gd where Gd = (V,Ed) = (V,E −Es).
Recall Remark 6.1, by outputting a components C of Gd, it means for each nodes u ∈ V (C), (u,C)
is outputted indicating that u ∈ V (C).
It is clear from Algorithm 6.1 that when Es is outputted, we have Gd = (V,Ed) = (V,E −Es).
It is also obvious how to prevent Algorithm 6.1 from outputting the largest component C of Gd,
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1. Set BH = (A ∪AH) ∩ VH where AH is the set of endpoints of edges in ∂G(VH)
2. If |VH −BH | < 3σ |BH |, then run Adecomp(H,α, p′) which partitions EH into EsH and EdH . Add
EsH into G
s, and return each connected component of a graph induced by EdH as a components
in Gd.
3. If ℓ = L, then return H as a connected components in Gd.
4. If H is a singleton or Acut(H,αℓ, BH , σ) reports there is no (αℓ/cexp)-sparse (BH , σ)-
overlapping cut, then return H as a connected components in Gd.
5. Else, Acut(H,αℓ, BH , σ) returns an αℓ-sparse cut S in H where
OPT(H,αℓ/cexp, BH , σ)/csize ≤ |S| ≤ |VH |/2.
(a) If |S| ≥ s¯ℓ+1/csize, then add the cut edges ∂H(S) into Gs and recurse on
decomp(H[S],H[S], 1) and decomp(H[VH \ S], I, ℓ).
(b) Else, recurse on decomp(H,H, ℓ+ 1).
Algorithm 6.1: decomp(H, I, ℓ) where H = (VH , EH) and I = (VI , EI)
which may take a lot of time. That is, whenever Algorithm 6.1 return H as a component of Gd in
Step 2,3 or 4, we do nothing if H is “reached” by recursing from only the “larger” side of the cut.
Otherwise, we list all nodes u ∈ V (H), and output (u,H).
6.2.2 Correctness
In this section, we prove that if φ(Gb) ≥ αb, then the outputs of decomp(G,G, 1) have the desired
properties. For readability, we first assume that Adecomp works correctly with certainty, and then
we remove the assumption later.
To bound |Es|, we first need the following fact:
Proposition 6.8. Suppose that φ(Gb) ≥ αb. For any α′ < αb/2, any α′-sparse cut S in G must
have size at most |S| ≤ 4|A|/αb.
Proof. Suppose otherwise that |S| > 4|A|/αb. Then, as G = Gb −D, we have
δG(S) ≥ δGb(S)− |D| ≥ αb|S| − 2|A| > αb|S| − αb|S|/2 = αb|S|/2,
which means, φG(S) > αb/2 > α
′, a contradiction.
Lemma 6.9. If φ(Gb) ≥ αb, then |Es| ≤ 4∆|A|/αb.
Proof. Observe all the edges added into Es by Algorithm 6.1 are the cut edges ∂H(S) for some
subgraph H of G and a cut S ⊂ V (H). Let us list all sets of edges ∂H1(S1), . . . , ∂Ht(St) that
constitute Es.
Claim 6.10. For all i, φHi(Si) < αb/2.
Proof. The cut edges ∂Hi(Si) are added into E
s by Algorithm 6.1 either in Step 2 or Step 5.a. In
the first case, we know from Proposition 5.13 that φHi(Si) < αγ. Now, as α = O(αb/∆)
1/ǫ and ǫ is
less than 1 by some constant, we have α ≤ α1−δb for some constant δ > 0. Since αb ≤ 1γω(1) , we have
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γ ≤ 1
α
o(1)
b
. Therefore, φHi(Si) < αγ ≤ α1−δ+o(1)b < αb/2. In the second case, we know from Step 5
that φHi(Si) < α1 < αb/2.
Observe that for any Si and Sj where i 6= j, either Si ⊂ Sj, Sj ⊂ Si or Si ∩Sj = ∅. We say that
Si is maximal if there is no j 6= i where Sj ⊃ Si. Let S′1, . . . , S′t′ be all the maximal sets. By the
maximality, we have that S′1, . . . , S
′
t′ are mutually disjoint, and |Es| ≤ vol(
⋃t′
i=1 S
′
i). Let H
′
1, . . . ,H
′
t′
be the corresponding subgraphs of G where ∂H′
i′
(S′i′) ⊂ Es. By choosing the appropriate ordering,
we have write H ′1 = G, H ′2 = G[V − S′1], . . . ,H ′t′ = G[V −
⋃t′−1
i=1 S
′
i].
Claim 6.11. δG(
⋃t′
i=1 S
′
i) ≤
∑t′
i=1 δH′i(S
′
i)
Proof. We will prove that ∂G(
⋃t′
i=1 S
′
i) ⊆
⋃t′
i=1 ∂H′i(S
′
i). Let (u, v) ∈ ∂G(
⋃t′
i=1 S
′
i). Suppose that
u ∈ S′j for some j. Then v ∈ V −
⋃t′
i=1 S
′
i ⊆ V (H ′j)− S′j because V (H ′j) = V −
⋃j−1
i=1 S
′
i. Therefore,
(u, v) ∈ ∂H′j (S′j) ⊂
⋃t′
i=1 ∂H′i(S
′
i).
By the two claims above, we have that φG(
⋃t′
i=1 S
′
i) < αb/2. This is because
φG(
t′⋃
i=1
S′i) =
δG(
⋃t′
i=1 S
′
i)
|⋃t′i=1 S′i| =
δG(
⋃t′
i=1 S
′
i)∑t′
i=1 |S′i|
≤
∑t′
i=1 δH′i(S
′
i)∑t′
i=1 |S′i|
≤ max
i≤t′
δH′i(S
′
i)
|S′i|
= max
i≤t′
φH′i(S
′
i) < αb/2.
Therefore, by Proposition 6.8 we have:
Claim 6.12. |⋃t′i=1 S′i| ≤ 4|A|/αb.
So |Es| ≤ vol(⋃t′i=1 S′i) ≤ ∆|⋃t′i=1 S′i| ≤ 4∆|A|/αb.
Next, we would like to prove an important invariant given that φ(Gb) ≥ αb: if decomp(H, I, ℓ)
is called, then OPT(I, αℓ) < s¯ℓ. In order to prove this, we need two lemmas.
Lemma 6.13. Suppose that φ(Gb) ≥ αb. If decomp(H, I, 1) is called, then OPT(I, α1) < 4|A|/αb+
1 = s¯1.
Proof. Let S′1, . . . , S′t′ be all the maximal sets as defined in the proof of Lemma 6.9. If decomp(H, I, 1)
is called, we know that either VI ⊂
⋃t′
i=1 S
′
i or VI ∩
⋃t′
i=1 S
′
i = ∅.
First, if VI ⊂
⋃t′
i=1 S
′
i, then |VI | ≤ |
⋃t′
i=1 S
′
i| ≤ 4|A|/αb as shown in Claim 6.12. So OPT(I, α1) <
4|A|/αb+1 = s¯1. Second, if VI∩
⋃t′
i=1 S
′
i = ∅, let S be any α1-sparse cut in I where |S| ≤ |VI |/2. We
can similarly show, as in Lemma 6.9, that φG(S∪
⋃t′
i=1 S
′
i) < αb/2 and again have that |S∪
⋃t′
i=1 S
′
i| ≤
4|A|/αb. So OPT(I, α1) < 4|A|/αb + 1 = s¯1 again.
Lemma 6.14. For any subgraph H = (VH , EH) of G induced by VH and α
′ < αb/2, let AH is the
set of endpoints of edges in ∂G(VH) and BH = (A ∪AH) ∩ VH . If φ(Gb) ≥ αb, then any α′-sparse
cut S ⊂ VH where |S| ≤ |VH − S| must be (BH , σ)-overlapping in H. That is, if φ(Gb) ≥ αb, then
OPT(H,α′) = OPT(H,α′, BH , σ).
Proof. First, consider any cut edge (u, v) ∈ ∂Gb(S) in the initial graph Gb where u ∈ S. We claim
that either (u, v) ∈ ∂H(S) or u ∈ A ∪ AH . Indeed, if u /∈ A ∪ AH , i.e. u is not incident to
any edge in D nor ∂G(VH), all edges incident to u is inside H, and hence (u, v) ∈ ∂H(S). Since
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there are at most ∆|S ∩ (A ∪ AH)| edges incidents to all nodes u ∈ S ∩ (A ∪ AH). It follows that
δGb(S) ≤ δH(S) + ∆|S ∩ (A ∪AH)|.
Suppose that there is an α′-sparse cut S ⊂ VH which is not (BH , σ)-overlapping, i.e. |S ∩ (A ∪
AH)| < σ|S|. Then we have that
δH(S) ≥ δGb(S)−∆|S ∩ (A ∪AH)| > αb|S| − σ∆|S| = αb|S| − αb|S|/2 = αb|S|/2.
That is, φH(S) ≥ αb/2 > α′, which is a contradiction.
Now, we can prove the main invariant:
Lemma 6.15. Suppose that φ(Gb) ≥ αb. If decomp(H, I, ℓ) is called, then the invariant OPT(I, αℓ) <
s¯ℓ is satisfied.
Proof. When ℓ = 1, OPT(I, αℓ) < s¯1 by Lemma 6.13. In particular, the invariant is satisfied when
decomp(G,G, 1) or decomp(H[S],H[S], 1) is called. The invariant decomp(H[VH \ S], I, ℓ) is the
same as the one for decomp(H, I, ℓ), and hence is satisfied by induction.
Finally, we claim that the invariant is satisfied when decomp(H,H, ℓ+1) is called, i.e., OPT(H,αℓ+1) <
s¯ℓ+1. By Step 5.a, |S| < s¯ℓ+1/csize. By Step 5, OPT(H,αℓ+1, BH , σ)/csize ≤ |S| as αℓ+1 = αℓ/cexp.
Since H is induced by VH and αℓ+1 ≤ α1 < αb/2 satisfying the conditions in Lemma 6.14, we have
OPT(H,αℓ+1) = OPT(H,αℓ+1, BH , σ). Therefore, OPT(H,αℓ+1) ≤ csize|S| < s¯ℓ+1 as desired.
Finally, we bound the expansion of the components of Gd.
Lemma 6.16. Suppose that φ(Gb) ≥ αb. Each connected component C in Gd either is a singleton
or, otherwise, φ(C) ≥ α.
Proof. C can be returned as a connected component in Gd in either Step 2, 3 or 4 in Algorithm 6.1.
If C is returned in Step 2, then C is a connected component in a graph induced by EdH returned
by Adecomp(H,α, p′). By Theorem 5.1, if C is not a singleton, then φ(C) ≥ α.
If C is returned in Step 3, then we know decomp(H,H,B,L) was called, and C = H. By the
invariant, we have OPT(H,αL) < s¯L ≤ 1, i.e. there is no αL-sparse cut in H. As αL = α, φ(H) ≥ α.
If C is returned in Step 4, then we know C = H. If H is not a singleton, then Acut(H,αℓ, B, σ)
reports that there is no (αℓ/cexp)-sparse (BH , σ)-overlapping cut in H where ℓ < L. By Lemma 6.14,
there is actually no (αℓ/cexp)-sparse cut in H, i.e. φ(H) ≥ αℓ/cexp ≥ αL = α.
We conclude the correctness of the algorithm from Lemma 6.16 and Lemma 6.9 the following:
Corollary 6.17. Assume that Adecomp is deterministic. Suppose that φ(Gb) ≥ αb. decomp(G,G, 1)
outputs Es such that |Es| ≤ 4∆|A|/αb, and each connected component C of Gd is either a singleton
or has high expansion: φ(C) ≥ α.
Now, it is left to analyze the running time.
6.2.3 Running time
In this section, we prove that if φ(Gb) ≥ αb, then decomp(G,G, 1) takes at most t¯ time. In other
words, if decomp(G,G, 1) takes more that t¯ time, then φ(Gb) < αb.
To analyze the running time, we need some more notation. We define the recursion tree T of
decomp(G,G, 1) as follows:
• Each node of T represents the parameters of the procedure decomp(H, I, ℓ).
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• (G,G, 1) is the root node.
• For each (H, I, ℓ), if decomp(H, I, ℓ) returns a component either in Step 2,3, or 4 Algorithm 6.1,
then (H, I, ℓ) is a leaf.
• If decomp(H, I, ℓ) recurses on decomp(H[S],H[S], 1) and decomp(H[VH\S], I, ℓ), then (H[S],H[S], 1)
and (H[VH \ S], I, ℓ) is a left and right children of (H, I, ℓ) respectively, and the edges
((H, I, ℓ), (H[S],H[S], 1)) and ((H, I, ℓ), (H[VH \ S], I, ℓ)) are left edge and right edge respec-
tively.
• If decomp(H, I, ℓ) recurses on decomp(H,H, ℓ + 1), then (H,H, ℓ + 1) is the only child of
(H, I, ℓ), and the edge ((H, I, ℓ), (H,H, ℓ + 1)) is a down edge.
Lemma 6.18. Suppose that φ(Gb) ≥ αb. If the depth of the recursion tree T is D, then the total
running time of decomp(G,G, 1) is O˜(∆
4.5|A|1.5
α3b
γD log 1p) where γ = n
O(
√
log logn/ logn).
Proof. The running time on decomp(H, I, ℓ), excluding the time spent in the next recursion level,
is contributed by either 1) the running time of Adecomp(H,α, p′) when |VH − BH | < 3σ |BH |, 2) the
running time of Acut(H,αℓ, BH , σ), and 3) the time for outputting H as the component of Gd when
H is not the largest component.
The total running time of the third case is bounded by O(∆|⋃t′i=1 S′i|) = O(∆|A|/αb) by
Claim 6.12 where {S′i}i are the maximal set defined in Lemma 6.9. It is left to bound the running
time of the first and second cases.
In the first case, we have that |EH | ≤ 2∆|VH | = O(∆σ |BH |). So, by Theorem 5.1, the
running time of Adecomp(H,α, p′) is O(|EH |γ log 1p′ ) = O˜(∆σ |BH |γ log 1p) because p′ = p/n2 and
γ = nO(
√
log logn/ logn) = no(1). In the second case, the running time of Acut(H,αℓ, BH , σ) is
O˜((∆|BH |/σ)1.5) by Theorem 6.5. In either case, the running time is at most O˜((∆|BH |/σ)1.5γ log 1p).
Let Td be the set of all the nodes in T of depth exactly d. Let As be the endpoints of edges in
Es. We can see that, for any two nodes (H, I, ℓ), (H ′, I ′, ℓ′) ∈ Td, H and H ′ are disjoint subgraphs
of G, and so BH and BH′ are disjoint subset of A ∪As. So, the total running time we spent on Td
is O˜((∆|A ∪As|/σ)1.5γ log 1p). Hence, the total running time of T is O˜((∆|A ∪As|/σ)1.5γD log 1p).
As σ = αb/2∆ and |As| = O(∆|A|/αb) by Lemma 6.9, the running time is
O˜((
∆(∆|A|/αb)
αb/2∆
)1.5γD log
1
p
) = O˜(
∆4.5|A|1.5
α3b
γD log
1
p
).
Now, we bound the depth D of T . Recall L ≤ 1/ǫ, csize = 3/σ = 6∆/αb and s¯1 = 4|A|/αb + 1.
Lemma 6.19. Suppose that φ(Gb) ≥ αb. Let P be any path from leaf to root of T . P contains at
most log n left edges, L log n down edges, and L log n× k right edges where k = csizes¯ǫ1. That is, the
depth of T is D = L log n× csizes¯ǫ1 = O˜(∆|A|
ǫ
α1+ǫb ǫ
).
Proof. Consider the left edge ((H, I, ℓ), (H[S],H[S], 1)). Since |S| ≤ |VH |/2, P contains log n
left edges. Between any two left edges in P there are at most L down edges because Step 3 in
Algorithm 6.1 always terminates the recursion when ℓ = L. So P contains at most L log n down
edges. To prove that there are at most L log n × k right edges in P , it suffices to prove that there
cannot be γ right edges between any left edges or down edges in P .
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Suppose that (H1, I, ℓ), . . . , (Hγ , I, ℓ) are nodes in P where, for each i, ((Hi, I, ℓ), (Hi+1, I, ℓ)) is
a right edge, and (H1, I, ℓ) is a deeper endpoint of left edges or a down edges (hence I = H1).
For each i, let Si be the cut such that Hi+1 = Hi[VHi \ Si] and φHi(Si) < αℓ. Since {Si}i≤k are
mutually disjoint. We conclude φH1(
⋃k
i=1 Si) < αℓ using the same argument as in Lemma 6.9. How-
ever, we also have that |Si| ≥ s¯ℓ+1/c¯size, for all i, and hence |
⋃k
i=1 Si| ≥ ks¯ℓ+1/c¯size ≥ s¯ǫ1s¯ℓ+1 = s¯ℓ.
So
⋃k
i=1 Si contradicts the invariant for decomp(H1, I, ℓ), where I = H1, which says OPT(H1, αℓ) <
s¯ℓ. Note that the invariant must hold by Lemma 6.15.
Corollary 6.20. Suppose that φ(Gb) ≥ αb. decomp(G,G, 1) runs in time t¯ = O˜(∆
5.5|A|1.5+ǫ
α4+ǫb ǫ
γ log 1p).
Proof. We have D = O˜(∆|A|
ǫ
α1+ǫb ǫ
) by Lemma 6.19. By Lemma 6.18, we have that decomp(G,G, 1) runs
in time
O˜(
∆4.5|A|1.5
α3b
γD log
1
p
) = O˜(
∆5.5|A|1.5+ǫ
α4+ǫb ǫ
γ log
1
p
)
.
Now, we can conclude the main theorem.
Proof of Theorem 6.1. From Section 6.2.1, we have that in time t¯ = O˜(∆
5.5|A|1.5nǫ
α4bǫ
γ) decomp(G,G, 1)
outputs Es ⊂ E and all components, except the largest one, of Gd where Gd = (V,Ed) = (V,E−Es).
Otherwise, by Corollary 6.20, we report φ(Gb) < αb.
When we assume that Adecomp is deterministic. If φ(Gb) ≥ αb, by Corollary 6.17, we have
|Es| ≤ 4∆|A|/αb and each connected component C of Gd is either a singleton or has high expansion
φ(C) ≥ α. To remove the assumption that Adecomp is deterministic, and show that with probability
1− p, the outputted decomposition is correct. Observe that, as the depth of the recursion tree T of
decomp(G,G, 1) is D = L log n · csizes¯ǫ1, then Adecomp is called at most nD times. So the probability
that Adecomp always works correctly is at least 1− p′nD ≥ 1− p.
7 Monte Carlo Dynamic SF with O(n0.4+o(1)) Update Time
In this section, the goal is to prove:
Theorem 7.1. There is a randomized dynamic SF algorithm for any graphs with n nodes and
m initial edges that works correctly against adaptive adversaries with high probability and has
preprocessing time O(m1+o(1)) and worst-case update time O(n0.4+o(1)) where the term o(1) =
O(
√
log log n/ log n).
By Corollary 4.19, we only need to prove the lemma below. We note that the preprocessing
time tp(n, p) below does not depend on the length of update sequence T .
Lemma 7.2. There is a randomized dynamic SF algorithm for 3-bounded degree graphs with n
nodes and Θ(n) edges that works correctly against adaptive adversaries with probability 1− p for the
first T updates and has preprocessing time tp(n, p) = O(n
1+o(1) log 1p) and worst-case update time
tu(n, p, T ) such that tu(n, p, n
0.6) = O(n0.4+o(1) log 1p). The term o(1) = O(
√
log log n/ log n) in
both preprocessing and update time.
Throughout this section, we let β = β(n) = 2O(log logn)
3
= no(1) and γ = γ(n) = nO(
√
log logn/ logn) =
no(1) be the function depending on n from Theorem 4.13 and Theorem 5.1 respectively.
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7.1 Dynamic SF on Expanders
The following lemma shows a decremental SF algorithm that runs on a graph which is initially an
expander. It exploits a cut recovery tree from Section 4.2.
Lemma 7.3. There is a decremental SF algorithm A for 3-bounded degree graphs with n nodes and
has initial expansion at least α, that works correctly against adaptive adversaries with probability
1 − p for the first T updates and A has preprocessing time O˜(nβ) and worst-case update time
O˜((1/α +
√
T/α)β log 1p).
Let G = (V,E) be the initial graph. A preprocesses G as follows: 1) find any spanning tree F
of G. Then initialize both an augmented ET tree E and a cut recovery tree D with parameter k =√
T/α on (G,F ). By Theorem 3.3 and Theorem 4.13, this takes time O(|E|+ |E|β log n) = O˜(nβ).
Next, A handles edge deletion as follows. If the deleted edge e is not in tree edge, then just
remove e from G. Otherwise, if e = (u, v) is a tree edge of F then we try to find a replacement edge
e′ for reconnecting the two separated components of F as described in Algorithm 7.1 and, if e′ is
returned, add e′ into F . We set σ = O(( 1α +
√
T
α ) log
T
p ).
1. Using E , set Tu = find_tree(u) and Tv = find_tree(v) where tree_size(Tu) < tree_size(Tv).
2. Sample independently σ non-tree edges in G \ F incident to Tu using E . If there is a sampled
edge e′ from ∂G(V (Tu)), then RETURN e′.
3. Query k-cutset(Tu) to D. If the returned set ∂˜ 6= ∅, then RETURN a random edge e′ ∈ ∂˜.
4. RETURN “no replacement edge”
Algorithm 7.1: The algorithm for finding a replacement edge e′ if exists, after deleting an edge
e = (u, v) ∈ F .
Claim 7.4. Algorithm 7.1 runs in time O˜((1/α +
√
T/α)β log 1p).
Proof. Step 1 takes time at most O(log n). Step 2 takes time O(σ log n) = O(( 1α +
√
T
α ) log
1
p log n))
by Theorem 3.3. Step 3 takes time O(kβ log2 n) = O(
√
T
αβ log
2 n) by Theorem 4.13. So the running
time in Algorithm 7.1 is at most O˜((1/α +
√
T/α)β log 1p).
Claim 7.5. Algorithm 7.1 returns a replacement edge, if exists, with probability 1− p.
Proof. Let S = V (Tu) where Tu is defined in Algorithm 7.1. If a replacement edge exists, then
δG(S) ≥ 1. If 1 ≤ δG(S) ≤
√
T/α, then by the cut recovery tree D, all cut edges ∂G(S) is returned,
and hence so is a replacement edge.
Otherwise, if δG(S) >
√
T/α, then we claim that φG(S) ≥ min{α2 , 12√T/α}. There are two cases.
For the first case, if |S| ≥ 2T/α, then we claim that φG(S) ≥ α/2. Indeed, let G0 be an initial graph.
We have that δG(S) ≥ δG0(S) − T ≥ α|S| − T ≥ α|S| − α2 |S| = α2 |S| where the third inequality is
because φ(G0) ≥ α. For the second case, we have |S| < 2T/α while δG(S) >
√
T/α and therefore
φG(S) ≥
√
T/α
2T/α =
1
2
√
T/α
. By the property of the augmented ET-tree E , the probability that a
sampled edge is from ∂G(S) is
δG(S)
nt_vol(G,F )(S)
≥ δG(S)3|S| ≥ φG(S)3 . Now, the probability that all sampled
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σ edges are not from ∂G(S) is (1− φG(S)3 )σ ≤ (1−
max{α
2
, 1
2
√
T/α
}
3 )
σ ≤ p, by choosing the constant in
σ = O(( 1α +
√
T
α ) log
1
p).
Now, we conclude the proof of Lemma 7.3.
Proof of Lemma 7.3. The preprocessing time of A is O˜(nβ). It is clear that for each update, the
bottleneck is the running time of Algorithm 7.1 for finding replacement edge which takes O˜((1/α+√
T/α)β log 1p) by Claim 7.4, and each update A correctly find a replacement edge with probability
1− p by Claim 7.5.
7.2 Reduction to Expanders via Global Expansion Decomposition
The following reduction shows that, given a dynamic SF algorithm that runs on expanders, we
can obtain another algorithm that needs not run on expanders. The main idea is to use the
global expansion decomposition algorithm from Theorem 5.1 to partition edges on the graph into a
collection of expanders and some small set of the remaining edges. We then separately maintain a
spanning tree in each expander using the algorithm from Lemma 7.3, and “combine” them with the
remaining edges using 2-dim ET tree from Theorem 4.2.
For any n, α, p, and T , for technical reason, let tp(n, α, p, T ) and tu(n, α, p, T ) be some functions
such that, for any n1, n2 where n1 + n2 ≤ n, we have tp(n1, α, p, T ) + tp(n2, α, p, T ) ≤ tp(n, α, p, T )
and tu(n1, α, p, T ) ≤ tu(n, α, p, T ).
Lemma 7.6. For any n, α, p, and T , suppose that there is a decremental SF algorithm A for
3-bounded degree graphs with n nodes and initial expansion at least α, that works correctly against
adaptive adversaries with probability 1 − p for the first T updates and A has preprocessing time
tp(n, α, p, T ) and worst-case update time tu(n, α, p, T ). Then there is a dynamic SF algorithm B
for 3-bounded degree graphs with n nodes that works correctly against adaptive adversaries with
probability 1−O(nTp) for the first T updates and B has preprocessing time O(tp(n, α, p, T )+nγ log 1p)
and worst-case update time O(tu(n, α, p, T ) +
√
nγα+ T ).
Before proving Lemma 7.6, we show that it implies Lemma 7.2.
Proof of Lemma 7.2. We set α = 1/n0.2. By Lemma 7.3 and Lemma 7.6, there is dynamic SF
algorithm B for 3-bounded degree graphs with n nodes that works correctly against adaptive adver-
saries with probability 1−p for the first T updates and B has preprocessing time tp(n, p) = O˜(nβ+
nγ log 1p) = O(n
1+o(1) log 1p) and worst-case update time tu(n, p, T ) = O˜((1/α +
√
T/α)β log 1p +√
nγα+ T ). We can verify that tu(n, p, n
0.6) = O(n0.4+o(1) log 1p) and the term o(1) = O(
√
log log n/ log n)
in both preprocessing and update time.
Now we prove Lemma 7.6. Given the algorithm A that runs on a graph with initial expansion
at least α by the assumption, for convenience, let A′ be the algorithms that runs on a graph whose
all connected components has initial expansion at least α. A′ works by simply running A on each
component.
The target algorithm B preprocesses a graph G = (V,E) as described in Algorithm 7.2. The
idea is to partition edges E into Ed and Es using the global expansion decomposition algorithm
from Theorem 5.1 with success probability 1− p. By adding the failure probability of B by p at the
end of analysis, we now assume that the decomposition succeeds. Then let F d be a spanning forest
of Gd = (V,Ed) maintained by A′. The key invariant to maintain a spanning forest F of G such
that F d ⊆ F .
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1. Run the expansion decomposition on G with expansion parameter α and failure probability p
and obtain Gd = (V,Ed) and Gs = (V,Es).
2. Preprocess Gd using A′ and obtain a spanning forest F d.
3. Construct a spanning forest F of G where F ⊇ F d.
4. Preprocess (F ∪Es, F ) using a 2-dim ET tree D.
Algorithm 7.2: The algorithm for preprocessing the initial graph G = (V,E)
Claim 7.7. The preprocessing time of B is O(tp(n, α, p, T ) + nγ log 1p).
Proof. By Theorem 5.1, Step 1 takes O(nγ log 1p). Let n1, . . . , nk be the size of all connected
components in Gd. We have
∑k
i=1 ni ≤ n, so Step 2 takes
∑k
i=1 tp(ni, α, p, T ) ≤ tp(n, α, p, T ). Step
3 can be done easily in O(n). Step 4 takes in O(n+ |Es|) = O(n) time by Theorem 4.2.
Remark 7.1. In the following description of how to handle the updates, we maintain the following
invariants: 1) the underlying graph and forest of D is (F ∪ Es, F ) and 2) A′ maintains a dynamic
forest F d on the underlying graph Gd. Therefore, so whenever Gd, Es, F d or F are changed, we
feed the update to A′ and D accordingly.
To insert e = (u, v), we always insert e into Es, and if u and v are not connected in F (this can
be checked using the operation find_tree of the 2-dim ET tree D), then we also add e into F .
To delete e = (u, v), if e was a tree-edge, then we find a replacement edge e′ for reconnecting
the two separated components of F as described in Algorithm 7.3 and, if e′ is returned, add e′ into
F .
1. If e ∈ F d then feed the deletion to A′. If A′ returns a replacement edge e′ ∈ Ed of F d, then
RETURN e′.
2. Using D, set Tu = find_tree(u) and e′ = find_edge(Tu).
3. If e′ 6= ∅, then RETURN e′. Else RETURN “no replacement edge”
Algorithm 7.3: The algorithm for finding a minimum weight replacement edge e′ if exists, after
deleting an edge e = (u, v) ∈ F .
Claim 7.8. F is a spanning forest of G such that F ⊇ F d throughout the whole update sequences
with probability 1− pnT .
Proof. We first assume that A′ is deterministic and we will remove it later. We prove that F is a
spanning forest of G where F ⊇ F d after each edge deletion.
It is clear that F ⊇ F d because, after preprocessing, we have F ⊇ F d and then, in Step 1 of
Algorithm 7.3, whenever A′ adds an edge e′ into F d, we always add e′ into F . We only need to
argue that F is a spanning forest of G. Indeed, F is a forest in G because an edge (u, v) is added
into F only if u and v are not connected in F .
Now, we claim that F spans G. It suffices to prove that after each deletion if a replacement
edge exists, then Algorithm 7.3 can find one. Suppose that e = (u, v) ∈ F is deleted. Consider
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the first case where e /∈ F d. Let Tu ∪ (u, v) ∪ Tv be a connected component in F before deletion.
Any replacement edge e′, if exists, must be in Es(Tu, Tv), i.e. a set of edges (x, y) ∈ Es where
x ∈ V (Tu) and y ∈ V (Tu)). Indeed, e′ /∈ Ed because, after deletion, F d still spans all components in
Gd = (V,Ed). So e′ ∈ Es, and moreover e′ ∈ Es(Tu, Tv) otherwise e′ cannot reconnect Tu and Tv.
Now, Step 2 of Algorithm 7.3 will return an edge from Es(Tu, Tv). Consider the second case where
e ∈ F d. Let T du ∪ (u, v) ∪ T dv be a connected component in F d. Any replacement edge e′, if exists,
must be in Ed(T du , T
d
v )∪Es(Tu, Tv) for the similar reason. An edge Ed(T du , T dv ) and Es(Tu, Tv) will
be found in Step 1 and Step 2 of Algorithm 7.3 respectively.
Finally, we remove the assumption that A is deterministic. As A works correctly at each step
with probability 1− p, and A′ runs instances of A on at most n components of Gd for T time steps,
so A′ works correctly throughout the whole update sequences with probability at least 1−pnT .
Claim 7.9. The update time of B is O(tu(n, α, p, T ) +
√
nγα+ T ).
Proof. Observe the the bottleneck of the update time is the update time of A′ and 2-dim ET
tree D. Let n1, . . . , nk be the size of all components in Gd. The update time of A′ is at most
maxki=1 tu(ni, α, p, T ) ≤ tu(n, α, p, T ). Let Es0 be the set Es right after preprocessing. We have that
Es ⊂ Es0 ∪ I where I is the set of inserted edges and we know |I| ≤ T as there are at most T
updates. As Es is the set of non-tree edges in the underlying graph of D, each operation of D can
be done in time O(
√|Es|) = O(√|Es0 ∪ I|) = O(√nγα+ T ) by Theorem 5.1. So the total update
time is O(tu(n, α, p, T ) +
√
nγα+ T ).
We conclude the proof of Lemma 7.6.
Proof of Lemma 7.6. Given A, we have that B has preprocessing time O(tp(n, α, p, T ) + nγ log 1p)
by Claim 7.7, and update time O(tu(n, α, p, T ) +
√
nγα+ T ) by Claim 7.9. By Claim 7.8, B works
correctly for all updates with probability 1− pnT . In particular, B works correctly for each update
with the same probability.
7.2.1 Reduction for Las Vegas algorithms
Since the reduction in Lemma 7.6 is only for Monte Carlo algorithm, next, we state a similar
reduction for Las Vegas algorithm which we will use in Section 8.
Lemma 7.10. For any n, α, p and T , suppose that there is a decremental SF algorithm A for 3-
bounded degree graphs with n nodes that works correctly against adaptive adversaries with certainty
for the first T updates. Moreover, suppose that A has the following properties: Given an initial graph
Gb, A takes tp(n, α, p, T ) time to preprocess or report failure. Given each edge deletion, A takes
tp(n, α, p, T ) worst-case time to update or report failure. If φ(Gb) ≥ α, then, after preprocessing and
for each update, A does not report failure with probability 1− p.
Then there is a dynamic SF algorithm B for 3-bounded degree graphs with n nodes that works
correctly against adaptive adversaries with certainty for the first T updates and B has preprocess-
ing time O(tp(n, α, p, T ) + nγ log
1
p) and worst-case update time O(tu(n, α, p, T ) +
√
nγα+ T ) with
probability 1−O(p).
Lemma 7.10 is different from Lemma 7.6 as follows: 1) A and B work correctly with certainty,
2) the initial graph Gb of A may not have expansion α, but only when φ(Gb) ≥ α, then A will not
fail with high probability. Since the reduction works in very similar way as in Lemma 7.6, we will
just sketch the proof below.
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Proof sketch. We use the same algorithm as in Lemma 7.6. Given any graph G = (V,E), the
algorithm B first partitions edges E into Ed and Es using the global expansion decomposition
algorithm from Theorem 5.1 with success probability 1− p. We use the algorithm A to maintain a
spanning tree on each component of Gd = (V,Ed) as in Lemma 7.6. Whenever A reports failure,
we just restart Algorithm 7.2 and obtain a new expansion decomposition. Since the decomposition
succeeds with probability 1− p, the initial underlying graph of A, which is a component C of Gd,
has expansion at least α with probability 1− p. If φ(C) ≥ α, A does not fails with probability 1− p
for each update. Therefore, with probability 1 − O(p), B has preprocessing time and update time
as claimed, using the same reduction as in Lemma 7.6.
8 Las Vegas Dynamic SF with O(n0.49305+o(1)) Update Time
Throughout this section, let ǫ = 0.0069459 and ǫ′ =
√
2ǫ
3ǫ+0.5 = 0.16332. The main result of this
section is the following:
Theorem 8.1. There is a randomized dynamic SF algorithm for any graphs with n nodes and m
initial edges that works correctly against adaptive adversaries with certainty and has preprocessing
time O(m1+o(1)) and worst-case update time O(n1/2−ǫ+o(1)) with high probability. The term o(1) =
O(
√
log log n/ log n).
To this end, it is enough the prove the following. Recall the factor γ = nO(
√
log logn/ logn) = no(1)
from Theorem 5.1
Lemma 8.2. For any n, p and T , there is a decremental SF algorithm A for 3-bounded degree graphs
with n nodes that works correctly against adaptive adversaries with certainty for the first T updates.
A preprocesses an initial graph Gb in time tp(n, p) = O(n). Then, given each edge deletion, A takes
tu(n, p, T ) worst-case time to update or report failure, where tu(n, p, n
1/2+ǫ) = O(n1/2−ǫγ log 1p). If
φ(Gb) ≥ 1/n2ǫ, then, for each update, A does not report failure with probability 1−O(p).
Proof of Theorem 8.1. We set the expansion parameter in Lemma 7.10 as αb = 1/n
2ǫ. Plugging
Lemma 8.2 into Lemma 7.10, there is a dynamic SF algorithm B for 3-bounded degree graphs with
n nodes that works correctly against adaptive adversaries with certainty for the first T updates
and B has preprocessing time t′p(n, p) = O(n+ nγ log 1p) = O(nγ log 1p) and worst-case update time
t′u(n, p, T ) = O(tu(n, p, T )+
√
nγαb + T ) where t
′
u(n, p, n
1/2+ǫ) = O(n1/2−ǫγ log 1p) with probability
1−O(p). Then, by plugging B into Corollary 4.20, we obtain Theorem 8.1.
The rest of this section is to prove Lemma 8.2. Throughout this section, for any n, we also
denote Ub = n
1/2+ǫ and αb = 1/n
2ǫ. Let Ua be such that Ua/α
1/ǫ′
b = n
1/2−ǫ so Ua = n1/2−ǫα
1/ǫ′
b =
n1/2−ǫ−2ǫ/ǫ′ .
8.1 Dynamic SF on Broken Expanders via Local Expansion Decomposition
The goal is the main technical lemma below, and then we will show later in Section 8.2 that the
lemma below implies Lemma 8.2 by using a standard technique of maintaining two concurrent data
structures as in Remark B.1. Recall the definition of augmented ET tree and 2-dim ET tree from
Definition 3.2 and Definition 4.1 respectively.
Lemma 8.3. There is an algorithm A that can do the following:
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• A is given n, p,Gb,αb,D,F0, E and E2d as inputs: Gb = (V,Eb) is a 3-bounded degree graphs
with n nodes. p is a failure probability parameter. αb is an expansion parameter. D ⊂ Eb is set
of edges in Gb of size at most Ub. Let G = (V,Eb−D) that A will compute the decomposition
on. F0 is some spanning forest of G. E is an augmented ET tree initialized on (G,F0). E2d
is an 2-dim ET tree initialized on (F0, F0).
• Preprocessing: After given the input, A takes O((Ub1.5+ǫ
′
α4+ǫ
′
b
γ + Ub
α
1+1/ǫ′
b
) log 1p) time to either
1. reports failure, or
2. outputs the list of edges to be added or removed from F0 to obtain another spanning forest
F of G.
• Then, there is an online sequence of edge deletions of length Ua given to A.
• Update: After each edge deletion, A takes O( Ua
α
1/ǫ′
b
log 1p +
√
Ub
αb
) = O(n1/2−ǫ log 1p) worst-case
time and either
1. reports failure, or
2. outputs the list of edges to be added or removed from F to obtain new one spanning forest
of G.
• If φ(Gb) ≥ αb, then, after preprocessing and for each update, A does not report failure with
probability 1− p.
We call the time A takes before the update sequences preprocessing time, and the time A needs
for each edge deletion update time.
Remark 8.1. In Lemma 8.3, if D = ∅, then we can substitute Ub by 0. This implies that A takes
no time to preprocess (and without failure), and for each update in the sequence of length Ua, A
takes O( Ua
α
1/ǫ′
b
log 1p) = O(n
1/2−ǫ log 1p) time to either report failure or update the spanning forest.
The intuition of Lemma 8.3 is clearer when we assume that the “before” graph Gb has expansion
φ(Gb) ≥ αb. Then the initial graph G0 is a “broken” expander, i.e. G0 = Gb−D is an expander with
some edge deleted. Lemma 8.3 says that, with high probability, the algorithm A can preprocess
in sublinear time, and obtain a dynamic SF algorithm that can handle Ua more deletions with
update time O(n1/2−ǫ). The most important point of the algorithm A is that the preprocessing
time is sublinear. This can be done by exploiting the local expansion decomposition algorithm from
Section 6.
Now, we are ready to describe the algorithm for Lemma 8.3.
8.1.1 Preprocessing
Recall that the inputs are n, p,Gb,αb,D,F0, E and E2d. Let G = (V,E) = (V,Eb −D). We denote
(GE , FE ) and (GE2d , FE2d) the underlying graphs and forests of E and E2d respectively. In the
beginning, we are given (GE , FE ) = (G,F0) and (GE2d , FE2d) = (F0, F0).
First, we run the local expansion decomposition algorithm Alocal from Theorem 6.1 with input
(n, p, 3, Gb,D, αb) and parameter ǫ
′. If Alocal reports that Gb has expansion less than αb, then we
also report failure and halt. Otherwise, Alocal return the set of edges Es ⊂ E in G and the all
components of Gd, except the largest one, where Gd = (V,Ed) = (V,E − Es). By Theorem 6.1,
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if φ(Gb) ≥ αb, then with probability 1 − p, each connected components in Gd has expansion at
least α = (αb/18)
1/ǫ′ . Let σ = O( 1α log
1
p). Throughout the sequence of edge deletions, we will
maintain the following invariant: (GE , FE ) = (Gd, F d) where F d is a spanning forest of Gd, and
(GE2d , FE2d) = (Es ∪ F d, F ) where F is a spanning forest of G and F ⊇ F d.
The preprocessing algorithm as described in Algorithm 8.1 is simply to validate these invariants
before the first update comes.
1. If count_tree() > Ub on FE , then REPORT FAIL.
2. Run the local expansion decomposition algorithm Alocal with input (n, p, 3, Gb,D, αb) and
parameter ǫ′. If Alocal reports that φ(Gb) < αb, then REPORT FAIL. Else, Alocal returns
Es ⊂ E in G0 and all components, except the largest one, of Gd = (V,E − Es).
3. For each e ∈ Es: //To update (GE , FE ) = (Gd, F0−Es) and (GE2d , FE2d) = (Es∪F0, F0−Es)
(a) If e ∈ F0, then delete_tree(e) on FE and FE2d .
(b) delete_nontree(e) on GE and insert_nontree(e) on GE2d
4. While there is a component T ∈ FE which not marked big : //To update (GE , FE ) = (Gd, F d)
and (GE2d , FE2d) = (Es ∪ F d, F d) where F d is a spanning forest of Gd
(a) Sample independently σ edges incident to T in GE .
(b) If there is a sampled edge e′ from ∂GE (V (T )), then insert_tree(e
′) into FE and FE2d .
Otherwise, REPORT FAIL.
(c) Let T ′ ∈ FE be the new component containing e′. Let C ′ be the component of Gd
containing T ′.
(d) If |V (T ′)| > |V (C ′)|/2, then mark T ′ as big.
5. While there is a component T ∈ FE2d where find_edge(T ) 6= ∅: //To update (GE2d , FE2d) =
(Es ∪ F d, F ) where F is a spanning forest of G
(a) Set e′ = find_edge(T ).
(b) insert_tree(e′) into FE2d .
Algorithm 8.1: The algorithm for preprocessing the initial graph G = (V,E)
Now, we analyze Algorithm 8.1.
Claim 8.4. The running time of Algorithm 8.1 is O˜((Ub
1.5+ǫ′
α4+ǫ
′
b
γ + Ub
α
1+1/ǫ′
b
) log 1p).
Proof. We will prove that even if Algorithm 8.1 does not fail, the running time is at most O˜((Ub
1.5+ǫ′
α4+ǫ
′
b
γ+
Ub
α
1+1/ǫ′
b
) log 1p).
Step 2 takes O˜(Ub
1.5+ǫ′
α4+ǫ
′
b
γ log 1p) by Theorem 6.1. If Algorithm 8.1 proceeds to Step 3, we have
|Es| = O(Ub/αb) by Theorem 6.1. Step 3 takes |Es| × O(log n +
√|Es|) = O((Ub/αb)1.5) by
Theorem 3.3 and Theorem 4.2 because as there are at most |Es| non-tree edges in GE2d ,
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In Step 4, observe that in every iteration of the while loop the number of components T in FE
which is not marked as big always decreases by one. Right before Step 4, there are at most |Es|+Ub
such components because FE has at most Ub components after Step 1 and then there are at most
|Es| tree edge deletions in Step 3. So there are at most |Es| + Ub iterations. In each iteration of
the while loop in Step 4, it takes at most O˜(σ) = O˜( 1α log
1
p) = O˜(
1
α
1/ǫ′
b
log 1p) in Step 4.a. Step 4.b
takes at most O(
√|Es|) = O(√Ub/αb) by Theorem 4.2. Note that Step 4.c and 4.d can be done
in constant time because of the following. Using E , we get |V (T ′)| = tree_size(T ). We can also
compute |V (C ′)|/2 where C ′ be the component of Gd containing T ′. Let u ∈ V (T ). By Remark 6.1,
we know a component C ′ of Gd where u ∈ V (C), and also the size |V (C ′)|. In total, Step 4 takes
(|Es|+ Ub)× O˜( 1
α
1/ǫ′
b
log 1p +
√
Ub
αb
) = O( Ub
α
1+1/ǫ′
b
log 1p +
U1.5b
α1.5b
).
In Step 5, again, in every iteration, the number of components T in FE2d decreases by one. Note
that after Step 1, FE2d = FE = F0. By the same argument as we used for analyzing Step 4, there
are at most |Es|+ Ub iterations. Each iteration takes at most O(
√|Es|) = O(√Ub/αb). The total
running time is (|Es|+ Ub)×O(
√
Ub
αb
) = O(
U1.5b
α1.5b
).
We conclude that the total running time of Algorithm 8.1 is O˜((Ub
1.5+ǫ′
α4+ǫ
′
b
γ + Ub
α
1+1/ǫ′
b
) log 1p).
Next, we show that Algorithm 8.1 either reports failure or validate the invariants.
Claim 8.5. If Algorithm 8.1 does not report failure, then (GE , FE ) = (Gd, F d) where F d is a spanning
forest of Gd, and (GE2d , FE2d) = (Es ∪ F d, F ) where F is a spanning forest of G and F ⊇ F d.
Proof. Suppose there is no failure. It is clear that (GE , FE ) is updated to become (Gd, F0 − Es)
and (Gd, F d) in Step 3 and 4 respectively. (GE2d , FE2d) is updated to become (Es ∪ F0, F0 − Es),
(Es ∪ F d, F d), and (Es ∪ F d, F ) in Step 3, 4, and 5 respectively.
Claim 8.6. If φ(Gb) ≥ αb, then Algorithm 8.1 report failure with probability at most O(p).
Proof. In Step 1, if count_tree() > Ub on FE , then in means that G = (V,Eb−D) has more than Ub
connected components and so Gb is not connected, i.e. φ(Gb) = 0 which contradicts the assumption
that φ(Gb) ≥ αb. In Step 2, the algorithm cannot fail because Alocal reports failure only when
φ(Gb) < αb by Theorem 6.1.
In Step 4.a, we sample σ edges incident to T ∈ FE which is not marked as big, i.e. |V (T )| ≤
|V (C)|/2 where C is the component of Gd containing T . As φ(Gb) ≥ αb, we have φ(C) ≥ α with
probability 1 − O(p) by Theorem 6.1. Assuming that φ(C) ≥ α, we have φC(V (T )) ≥ α and the
probability that none of σ sampled edges is a cut edge is at most (1− δC(V (T ))volC(V (T )))σ ≤ (1−
α
3 )
σ ≤ p.
By union bound, the algorithm fails with probability at most O(p).
From the claims above can be summarized as follows:
Lemma 8.7. After given the inputs, A takes O((Ub1.5+ǫ
′
α4+ǫ
′
b
γ + Ub
α
1+1/ǫ′
b
) log 1p) time to either
1. reports failure, or
2. outputs the list of edges to be added or removed from F0 to obtain another spanning forest F
of G. Moreover, the underlying graphs and forested of the given augmented ET tree E and
2-dim ET tree E2d are updated such that (GE , FE ) = (Gd, F d) where F d is a spanning forest
of Gd, and (GE2d , FE2d) = (Es ∪ F d, F ) where F is a spanning forest of G and F ⊇ F d.
Moreover, if φ(Gb) ≥ αb, A does not report failure with probability 1−O(p).
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Lastly, let us state the lemma in the corner case when D = ∅. In this case, we claim that the
invariant already holds even if we do nothing. By setting Es = ∅ and F d = F0, we have
Lemma 8.8. After given the inputs where D = ∅, the underlying graphs and forested of the given
augmented ET tree E and 2-dim ET tree E2d are already such that (GE , FE ) = (Gb, F0) = (Gd, F d)
where F d is a spanning forest of Gd, and (GE2d , FE2d) = (F0, F0) = (Es ∪ F d, F ) where F is a
spanning forest of G and F ⊇ F d.
8.1.2 Handling Updates
Throughout the update sequence, we keep the invariant, which is valid after preprocessing, that
(GE , FE ) = (Gd, F d) where F d is a spanning forest of Gd, and (GE2d , FE2d) = (Es ∪F d, F ) where F
is a spanning forest of G and F ⊇ F d.
The algorithm handles each edge deletion as standard: if the deleted edge e /∈ F , then just remove
e from G. That is, if e ∈ Ed, delete_nontree(e) from GE , otherwise e ∈ Es, then delete_nontree(e)
from GE2d . Now, if e ∈ F , then we try to find a replacement edge e′ for reconnecting the two
separated components of F as described in Algorithm 8.2. Suppose that e′ is returned. If e′ ∈ Es,
then insert_tree(e′) to FE2d . If e′ ∈ Ed, then insert_tree(e′) to FE , insert_nontree(e′) to GE2d , and
insert_tree(e′) to FE2d . Because whenever we add an edge to FE2d then we also add to FE , we
conclude:
Fact 8.9. The invariant F ⊇ F d is maintained.
The important part is how Algorithm 8.2 works. Recall σ = O( 1α log
1
p).
1. If e ∈ F d then
(a) Using E , set T du = find_tree(u) and T dv = find_tree(v).
(b) If tree_size(T du ) < tree_size(T
d
v ), then set T
d = T du , otherwise T
d = T dv .
(c) If tree_size(T d) > 2Ua/α, then sample independently σ edges in Gd incident to T
d. If
there is a sampled edge e′ from ∂Gd(V (T d)), then RETURN e′. Otherwise, REPORT
FAIL.
(d) Else tree_size(T d) ≤ 2Ua/α, then list all edges in Gd incident to T d. If there is a listed
edge e′ from ∂Gd(V (T d)), then RETURN e′.
2. Using E2d, set Tu = find_tree(u) and e′ = find_edge(Tu).
3. If e′ 6= ∅, then RETURN e′. Else RETURN “no replacement edge”
Algorithm 8.2: The algorithm for finding a minimum weight replacement edge e′ if exists, after
deleting an edge e = (u, v) ∈ F .
Claim 8.10. Algorithm 8.2 runs in time O(Uaα log
1
p+
√
Ub
αb
) = O(n1/2−ǫ log 1p+n
1/4+1.5ǫ) = O(n1/2−ǫ log 1p).
Proof. We prove that even there is no failure reported. Algorithm 8.2 runs in time O(Uaα log
1
p +√
Ub
αb
). Step 1.a and 1.b take time at most O(log n). Step 1.c takes time O(σ log n) = O( 1α log
1
p log n))
using the sample operation of E by Theorem 3.3 if the algorithm does not restart. Step 1.d takes
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time O(Uaα ) using the list operation of E by Theorem 3.3. Step 2 takes time O(
√|Es|) = O(√Ubαb ).
So the running time in Algorithm 7.1 is at most O( log nα log
1
p+
Ua
α +
√
Ub
αb
) = O(Uaα log
1
p+
√
Ub
αb
).
Claim 8.11. After each edge deletion, A reports failure or updates E and E2d such that the invariant
is maintained.
Proof. Suppose that A does not report failure. We will prove that the invariant is maintained.
F d and F are forests in Gd and G, respectively, because after preprocessing they are forest, and
after that we only add replacement edges into them. Moreover, F ⊇ F d by Fact 8.9. It remains to
prove that F d and F span Gd and G respectively. That is, we prove that after each deletion if a
replacement edge exists, then Algorithm 8.2 can find one.
We first prove this for F d. Suppose that e = (u, v) ∈ F d is deleted. Let T du ∪ (u, v) ∪ T dv be a
connected component in F d. It easy to see that ∂Gd(V (T
d)) is the set of replacement edges in Ed.
Suppose Algorithm 8.2 cannot find a replacement edge in Ed. This happens only in Step 1.d as we
assume A does not report failure. In this case, all edges incident to T du are listed. So a replacement
edge really do not exist.
Next, we prove the case of F . Suppose that e = (u, v) ∈ F is deleted. We also denote Tu ∪
(u, v) ∪ Tv a connected component in F . It is easy to see that ∂Gs(V (T )) is the set of replacement
edges in Es. In Step 2, find_edge(Tu) returns an edge iff ∂Gs(V (T )) 6= ∅. So if we cannot get any
edge from both ∂Gd(V (T
d)) and ∂Gs(V (T )), then a replacement edge really do not exist.
Claim 8.12. If φ(Gb) ≥ αb, then Algorithm 8.2 reports failure in Step 1.c with probability at most
O(p).
Proof. We use the same argument as in Claim 8.6. Let C be the component of Gd containing T d.
As φ(Gb) ≥ αb, by Theorem 6.1 φ(C) ≥ α with probability 1 − O(p). Now, we assume φ(C) ≥ α
and prove that Algorithm 8.2 fail with probability at most p.
By Step 1.b, |V (T d)| ≤ |V (C)|/2, so δC(V (T )) ≥ α|V (T )| − Ua because there are at most Ua
deletions. As |V (T )| ≥ 2Ua/α, we have δC(V (T )) ≥ α2 |V (T )|. Therefore, all σ sampled edges are
not cut edge with probability (1− δC(V (T ))volC (V (T ))) ≤ (1−
α/2
3 )
σ ≤ p.
We conclude with the following lemma:
Lemma 8.13. After each edge deletion, A takes time O(Uaα log 1p +
√
Ub
αb
) = O(n1/2−ǫ log 1p) and
either
1. reports failure, or
2. outputs the list of edges to be added or removed from F to obtain new one spanning forest of
G. Moreover, the underlying graphs and forested of the given augmented ET tree E and 2-dim
ET tree E2d are updated such that (GE , FE ) = (Gd, F d) where F d is a spanning forest of Gd,
and (GE2d , FE2d) = (Es ∪ F d, F ) where F is a spanning forest of G and F ⊇ F d.
Moreover, if φ(Gb) ≥ αb, A does not report failure with probability 1−O(p) for each update.
Combining Lemma 8.7 and Lemma 8.13, we immediately obtain Lemma 8.3. Moreover, Lemma 8.8
justifies Remark 8.1 when D = ∅.
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8.2 Reduction to Broken Expanders
In this section, we prove Lemma 8.2 by using the algorithm from Lemma 8.3 as a main subroutine in
a standard technique. Let A be the algorithm for Lemma 8.3. We would like to devise an algorithm
B for Lemma 8.2.
Let Gb be the initial graph which is given to B as inputs. B preprocess Gb as described in
Algorithm 8.3. We use two instances of augmented ET trees: E1 and E2, two instances of 2-dim
ET trees: E2d1 and E2d2 , and two instances of the algorithm A for Lemma 8.3: A1 and A2. We will
maintain three spanning forests F1 and F2 and Ffinal.
1. Find a spanning tree Fb of Gb.
2. Set F1, F2, Ffinal = Fb.
3. Preprocess (Gb, Fb) using two instances of augmented ET trees E1 and E2.
4. Preprocess (Fb, Fb) using two instances of 2-dim ET trees E2d1 and E2d2 .
5. Give (n, p,Gb, αb,D, F1, E1, E2d1 ) to A1 as input where D = ∅.
Algorithm 8.3: The algorithm for preprocessing the initial graph Gb = (V,E)
Claim 8.14. B takes O(n) time to preprocess Gb and does not report failure. This running time is
independent from the length of the update sequence.
Proof. Consider Algorithm 8.3. Step 1 takes O(n) time. Step 2 is trivial. Step 3 and 4 take O(n)
time by Theorem 3.3 and Theorem 4.2. Step 6 takes no times by Remark 8.1.
Throughout the update sequence, only the updates of the spanning forest Ffinal will be returned
as the answer of B. F1 and F2 are maintained by A1 and A2 respectively, and they are only for
helping us maintaining Ffinal. B will report failure whenever A1 or A2 report failure.
Suppose that the update sequence of B is of size at most Ub. We divides the sequence into
phases of size Ua/2. We will first describe an algorithm how to maintain F1 and F2 such that the
following holds: in odd (even) phase i, A1 (A2) is maintaining a spanning forest F1 (F2) of the
graph of during the whole phase.
For each odd phase, suppose that the first update of the phase is the (i0 + 1)-th update. We
assume that A1 is maintaining F1 of the current graph Gi0 and can handle more Ua/2 updates
for the whole phase. We will describe how to prepare A2 so that, at the end of the phase, i.e.
after the (i0 +
Ua
2 )-th update, A2 is maintaining F2 which is a spanning forest of the current graph
Gi0+Ua2
at that time, and can handle Ua2 more updates for the whole next phase. Let (GE2 , FE2) and
(GE2d2 , FE2d2 ) be the underlying graphs and forests of E2 and E
2d
2 respectively.
For time period [i0+1, i0+
Ua
4 ], we distribute evenly the time needed for (i) setting (GE2 , FE2) =
(Gi0 , Ffinal,i0) and (GE2d2 , FE2d2 ) = (Ffinal,i0 , Ffinal,i0) where Gi0 and Ffinal,i0 are an input graph
G and the maintained forest Ffinal after the i0-th update, respectively, and (ii) A2 to preprocess
(n, p,Gb, αb,Di0 , Ffinal,i0 , E2, E2d2 ) where Di0 is the set of deleted edge into time i0 (Note that this
is a valid input for A2).
Claim 8.15. During [i0+1, i0+
Ua
4 ], the procedure as described above takes O(((
Ub
1.5+ǫ′
α4+ǫ
′
b
γ+ Ub
α
1+1/ǫ′
b
) log 1p)/Ua)
time per update.
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Proof. First of all, by Lemma 8.3, A2 preprocesses in time P = O((Ub1.5+ǫ
′
α4+ǫ
′
b
γ + Ub
α
1+1/ǫ′
b
) log 1p) given
a valid input. We just need to show that we can set (GE2 , FE2) = (Gi0 , Ffinal,i0) and (GE2d2 , FE2d2 ) =
(Ffinal,i0 , Ffinal,i0) in at most O(P ) as well.
One way to argue this is that, at time i0 − Ua, we know (GE2 , FE2) = (Gi0−Ua , Ffinal,i0−Ua)
and (GE2d2 , FE2d2 ) = (Ffinal,i0−Ua , Ffinal,i0−Ua) by induction. Also, from time i0 − Ua to i0, we have
spent time on E2 and E2d2 at most O(P ) time. By remembering the execution log, we can revert
both E2 and E2d2 to their states at time i0 − Ua in time O(P ). Now, as Gi0−Ua and Ffinal,i0−Ua
differ from Gi0 and Ffinal,i0 by at most O(Ua) edges, we can update both E2 and E2d2 in time
O(Ua)× O˜(
√
Ub
αb
) = o(P )14. As there are Ua/4 steps to distribute the work time, the process takes
time per update as desired.
For time period [i0 +
Ua
4 + 1, i0 +
Ua
2 ], at each time i0 +
Ua
4 + k for 1 ≤ k ≤ Ua4 , we feed
the i0 + (2k − 1)-th update and the (i0 + 2k)-th update to A2. This takes O(Uaα log 1p +
√
Ub
αb
) =
O(n1/2−ǫ log 1p) time per update. Therefore, at the end of the phase, i.e. after the (i0 +
Ua
2 )-th
update, A2 is maintaining F2 which is a spanning tree of the current graph Gi0+Ua2 , and can handle
Ua
2 more updates as desired. In even phases, we do symmetrically for E1, E2d1 and A1.
In the above description, we need to maintain Ffinal altogether with F1 and F2 because at the
beginning of each phase, we set (GE2 , FE2) = (Gi0 , Ffinal,i0) and (GE2d2 , FE2d2 ) = (Ffinal,i0 , Ffinal,i0).
To maintain Ffinal given that we know that F1 and F2 are correct spanning forests in odd and even
phase respectively, we can use the exactly same idea as in Remark B.1 using additional O(log2 n)
update time.
Claim 8.16. For each update, B takes time at most O(n1/2−ǫγ log 1p) when Ub = n1/2+ǫ, αb = 1/n2ǫ,
Ua = n
1/2−ǫα1/ǫ
′
b = n
1/2−ǫ−2ǫ/ǫ′ .
Proof. From the above discussion, we have that the update time of B is
O(n1/2−ǫ log
1
p
+
(Ub
1.5+ǫ′
α4+ǫ
′
b
γ + Ub
α
1+1/ǫ′
b
) log 1p
Ua
+ log2 n)
= O(γ log
1
p
)×O(n1/2−ǫ + n
(1.5+ǫ′)(1/2+ǫ)+2ǫ(4+ǫ′) + n1/2+ǫ+2ǫ(1+1/ǫ
′)
n1/2−ǫ−2ǫ/ǫ′
)
= O(γ log
1
p
)×O(n1/2−ǫ + n
(1.5+ǫ′)(1/2+ǫ)+2ǫ(4+ǫ′)
n1/2−ǫ−2ǫ/ǫ′
)
= O(γ log
1
p
)×O(n1/2−ǫ + n
3/4+9.5ǫ+3ǫǫ′+ǫ′/2
n1/2−ǫ−2ǫ/ǫ′
)
= O(γ log
1
p
)×O(n1/2−ǫ + n1/4+10.5ǫ+3ǫǫ′+2ǫ/ǫ′+ǫ′/2)
= O(n1/2−ǫγ log
1
p
)
when ǫ = 0.0069459 and ǫ′ =
√
2ǫ
3ǫ+0.5 = 0.16332.
14Another way to argue this is by making E2 and E2d2 fully persistent, we can just “go back in time” to start updating
E2 and E2d2 from time i0 − Ua. The overhead factor for making it fully persistent is O(log log n) by Straka [39] (cf.
[11, 23]).
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Claim 8.17. If φ(Gb) ≥ αb, then, for each update, B does not report failure with probability 1−O(p).
Proof. If φ(Gb) ≥ αb, then, for each update, both A1 and A2 do not fail with probability 1−O(p)
by Lemma 8.3. As B only reports failure when A1 or A2 does, we are done.
The resulting algorithm B from the above reduction is the desired algorithm for Lemma 8.2.
Lemma 8.18 (Restatement of Lemma 8.2). For any n, p and T , there is a decremental SF algorithm
B for 3-bounded degree graphs with n nodes that works correctly against adaptive adversaries with
certainty for the first T updates. B preprocesses an initial graph Gb in time tp(n, p) = O(n).
Given each edge deletion, B takes tu(n, p, T ) worst-case time to update or report failure, where
tu(n, p, n
1/2+ǫ) = O(n1/2−ǫγ log 1p). If φ(Gb) ≥ 1/n2ǫ, then, for each update, B does not report
failure with probability 1−O(p).
Proof of Lemma 8.2. By Claim 8.14, B has preprocessing time tp(n, p) = O(n) independent of T .
Given each edge deletion, B takes tu(n, p, T ) worst-case time to update or report failure where
tu(n, p, n
1/2+ǫ) = O(n1/2−ǫγ log 1p) by Claim 8.16. Finally, by Lemma 8.3, if φ(Gb) ≥ αb = 1/n2ǫ,
then, for each update, B does not report failure with probability 1−O(p).
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A Formalization of Dynamic Algorithms vs. Adversaries
In this section, we formalize the notions of dynamic algorithms and adversaries themselves. This
can be of independent interest because, to be best of our knowledge, these notions were not defined
formally in the literature in the context of dynamic algorithms yet.15
First, we define dynamic problems. A dynamic problem P is specified by a tuple (G, U,Q,A,S, Corr)
with the following definitions.
• G, U,Q and A are the sets of valid underlying objects, updates, queries, and answers, respec-
tively. Each update u ∈ U is a function u : G → G. We call U ∪Q a set of valid operations.
• Let S = ⋃i≥0 Si where, for any i, Si ⊆ G × (U ∪ Q)i is a set of valid operation sequences of
length i. For any Si = (G0, o1, . . . , oi) ∈ Si, G0 is called an initial object. For any 1 ≤ j ≤ i,
we say Gj is the updated underlying object after the j-th operation. More precisely, Gj is
obtains by iteratively applying to G0 each update operation ok for k = 1, . . . , j where ok ∈ U .
• Given an operation sequence Si = (G0, o1, . . . , oi) ∈ Si and an answer sequence ~ai = (a0, a1, . . . , ai) ∈
Ai+1, we say πi = (G0, a0, o1, a1, . . . , oi, ai) is a transcript at round i. We sometimes write
πi = (Si,~ai). Let Πi be the set of all transcripts at round i, and Π =
⋃
i≥0Πi.
• For any (πi, oi+1) ∈ Πi × (U ∪Q), Corr(πi, oi+1) is a set of correct answers for oi+1 given πi.
If oi+1 ∈ Q is a query, then Corr(πi, oi+1) ⊆ A. If oi+1 ∈ U is an update, then for convenience
we define Corr(πi, oi+1) = {∅}.
To illustrate, we give some examples how the tuple captures the definitions of many dynamic
problems in the literature.
Example A.1 (Dynamic Connectivity). G is the set of all undirected graphs. Each update u ∈ U
specifies which edge in the graph to be inserted or deleted. Each query q ∈ Q specifies a pair of
nodes. The set of answers A = {YES,NO}. Given a transcript πi ∈ Πi and a query (u, v) ∈ Q,
Corr(πi, (u, v)) = {YES} if u and v is connected in Gi and Corr(πi, (u, v)) = {NO} otherwise. For
any valid sequence S ∈ S, S always excludes trivially invalid updates and queries (e.g. a deletion of
an edge e when e is not in the graph, or a query (u, v) when a node u is not in the graph).
Example A.2 (Dynamic Spanning Tree). Similarly, we have G is the set of all undirected graphs.
Each update u ∈ U specifies which edge in the graph to be inserted or deleted. The set of query
is trivial: Q = {list}. For any sequence Si = (G0, o1, . . . , oi) ∈ Si, we have oj ∈ U for odd j and
oj ∈ Q for even j, so that this captures the fact that we immediately query after each update in this
problem. The set of answers A is the list of edges to be added or removed from some set. So given
any sequence a0, . . . , ai ∈ Ai+1, this defines a set Fi of edges (by first applying a0 to an empty set,
then applying a1, and so on). Let πi = (G0, a0, . . . , oi, ai) ∈ Πi, we have ai+1 ∈ Corr(πi, list) iff
Fi+1 is a spanning forest of Gi+1 where Fi+1 is obtained by applying ai+1 to Fi.
Example A.3. For the dynamic problems on planar graphs, G is the set of all planar graphs, and S
is defined in such a way that after each update the underlying graph remains planar. We can similar
define this for the problem on bounded arboricity graphs.
15The notion of adversaries has been defined formally on the context of online algorithms whose focus is on
competitiveness [5, 25], but has not been formalized for dynamic algorithms whose focuses are on update and query
time.
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Next, we can define the notion of adversaries and algorithms for dynamic problems. Fix some
dynamic problem P. An adversary f is a function f : Π → (U ∪Q) (except f(·) = G0 ∈ G) such
that for any πi = (Si,~ai) ∈ Πi we have (Si, f(πi)) ∈ Si+1. For all (S,~a), (S,~a′) ∈ Π where ~a 6= ~a′, if
we have f(S,~a) = f(S,~a′), then we say that f is oblivious, otherwise f is adaptive in general.
If an adversaries f is oblivious, then f is a function of this form f : S → (U ∪ Q). For any
oblivious f , f can be written as a function of the form f : S → (U ∪Q) and the operation sequence
generated by f is Sf = (G0, o1, o2, . . . ) where G0 = f(·) and oi = f(G0, . . . , oi−1) for all i ≥ 1.
An algorithm A is a function A : {0, 1}∞×(G∪(Π×(U∪Q)))→ A∪{∅} such that for any infinite
string R ∈ {0, 1}∞ and transcript π ∈ Π, we have A(R,π, o) = ∅ if o ∈ U , and A(R,π, o) ∈ A if
o ∈ Q.
Given any adversary f , algorithm A and an infinite string R, this determines a sequence
(G0, a0, o1, a1, o2, a2, . . . ) where G0 = f(·), a0 = A(R,G0), oi = f(G0, a0, . . . , oi−1, ai−1), and
ai = A(R,G0, a0, . . . , oi−1, ai−1, oi) for i ≥ 1.16 For i ≥ 0, let πi = (G0, a0, . . . , oi, ai) ∈ Πi de-
note a transcript at round i given f,A and R. We can write oi = f(πi−1) and ai = A(R,πi−1, oi).
Let ti be the time period A uses for outputting ai starting counting from the time ai−1 is outputted.
We emphasize that all variables in this paragraph are determined once f,A and R are fixed. Let
succi(f,A, R) be the successful event that occurs when ai ∈ Corr(πi−1, oi) (or a0 ∈ Corr(G0) when
i = 0).
Now, we are ready to define correctness of an algorithm.
Definition A.4 (Correctness). Let F be some set of adversaries. An algorithm A works correctly
against F with probability p for the first t steps, if, for every f ∈ F , PrR[succi(f,A, R)] ≥ p for all
0 ≤ i ≤ t. If t =∞, then the phrase “for the first t steps” is omitted.
Next, we define the precise meaning of preprocessing, update and query time of an algorithm.
Definition A.5 (Running time). Let F be some set of adversaries. An algorithm A has worst-
case preprocessing time Tp, worst-case update time Tu and worst-case query time Tq against F
with probability p if, for every for every f ∈ F , we have PrR[t0 ≤ Tp] ≥ p and, for each i ≥ 1,
PrR[ti ≤ Tu] ≥ p when oi ∈ U and PrR[ti ≤ Tq] ≥ p when oi ∈ Q.
If F is a set of all adversaries, then we say that A works against adaptive adversaries. If F is a
set of all oblivious adversaries, then we say that A works against oblivious adversaries.
From above definition, adversaries are deterministic. We can also define a randomized version,
although as will be shown below, this does not give more power. A randomized adversary f is a
function f : {0, 1}∞ ×Π→ (U ∪Q) where for any string R′, fR′ = f(R′, ·) is an adversary. We say
that f is an oblivious randomized adversary if, for all R′, fR′ is an oblivious adversary.
Definition A.6 (Correctness (randomized adversaries)). Let F be some set of randomized adver-
saries. An algorithm A works correctly against F with probability p for the first t steps, if, for every
f ∈ F , PrR,R′ [succi(fR′ ,A, R)] ≥ p for all 0 ≤ i ≤ t. If t = ∞, then the phrase “for the first t
steps” is omitted.
The following proposition shows that, to design an algorithm that works against adaptive ad-
versaries or oblivious adversaries, it is safe to assume that the adversaries are deterministic.
Proposition A.7. Let F and Fr and be a set of all (oblivious) deterministic adversaries and
(oblivious) randomized adversaries respectively. If A works correctly against F with probability p
for the first t steps, then so does against Fr.
16We note the resemblance of this definitions and the transcript in the context of communication complexity is
intentional.
53
Proof. Let f ∈ Fr. We have that for all 0 ≤ i ≤ t, PrR,R′ [succi(fR′ ,A, R)] ≥ minR′ PrR[succi(fR′ ,A, R)] ≥
p where the last inequality is because, for any R′, we have fR′ ∈ F .
To say instead that A has amortized or expected worst-case or expected amortized update time
Tu, the expression ti ≤ Tu is replaced by
∑i
j=1 ti ≤ i× Tu or ER[ti] ≤ Tu or ER[
∑i
j=1 ti] ≤ i× Tu,
respectively. Similarly, for query time and preprocessing time. A Monte Carlo algorithm works
correctly with some probability and has guarantee on running time without expectation. A Las
Vegas algorithm work correctly with certainty but its running time is guaranteed only in expectation.
A deterministic algorithm both works correctly with certainty and has guarantee on running time
without expectation.
In many dynamic problems including dynamic SF problem, each update is immediately followed
by a query. There are many other examples including dynamic MSF, and most, if not all, dynamic
problems which maintains an approximate/exact value (e.g. the size of maximum matching, the
size of a global min cut, etc.) For these dynamic problems, if the update and query time from the
definition above are Tu and Tq, then the update time from the original definition is Tu + Tq.
B Omitted proof
B.1 Proof of Theorem 3.3
Proof. By using ET tree data structure from [17, Section 2.1.4 - 2.1.5], we can preprocess G and F
in time O(m) and handle all operations (except path) in time O(log n), and handle tree_size and
count_tree in O(1) time.
In order to also handle path, it suffices to show that there is a data structure that preprocess G
and F in time O(m) and handle insert_tree, delete_tree and path in time O(log n). This is because
we can just implement this data structure in parallel with ET tree. A data structure called link-cut
tree from [38] or top tree from [2] can indeed do the job. From [2, Section 2], top tree can handle
insert_tree, delete_tree. In order to handle path(u, v, i), we can the operation expose(u, v) (defined
in [2]) which allows us to do binary search on the unique path Puv from u to v in F and find the
i-th vertex in Puv.
B.2 From Section 4.1 and Section 4.2
B.2.1 Proof of Theorem 4.5
To describe the algorithm for Theorem 4.5, we need to define several notions: base clusters, non-base
clusters, clusters, and hierarchies of clusters.
For any list L = (e1, e2, . . . , es) ∈ L, we call a collection of sublists B1, . . . , Bg of L as base clusters
of L if the following hold: 1) g = O(
√
k), 2) L = B1 . . . Bg, and 3) min{
√
k/2, |L|} ≤ |Bi| ≤ 2
√
k.
That is, the base clusters partition L into O(|L|/√k) parts where each part of length around √k
(or as long as |L|). Let B(L) denote the set of base clusters of L. Let B(L) = ⋃L∈L B(L) denote
the set of base clusters of L.
Let B(L) be the base clusters of L. Let TL be a balanced binary search tree whose leaves
correspond to the base clusters B(L). Each node u ∈ TL corresponds to a sublist Cu of L. If u
is the i-th leaf, then Cu = Bi is the i-th base cluster of L. If u is a non-leaf and have left child
v and right child w, then Cu = CvCw is the concatenation of the two sublists corresponding the
two nodes v and w. For each non-leaf node u ∈ TL, we call Cu a non-base cluster of L. Note that,
for the root r ∈ TL, Cr = L. We call Cr the root cluster of L. We denote N (L) the set of all
non-base clusters of L, and N (L) = ⋃L∈LN (L) denote the set of non-base clusters of L. Similarly,
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we call TL the hierarchy of clusters in L, and TL =
⋃
L∈L TL be the set of such hierarchies. Let
C(L) = B(L) ∪ N (L) denote the set of clusters of L, and similarly C(L) = ⋃L∈L C(L) denote the
set of clusters of L.
Next, we describe the main data structure that for answering the intersection query. We say that
A is an intersection table of clusters in L if for any two clusters C1, C2 ∈ C(L), A(C1, C2) = e if a
number e ∈ C1 ∩ C2 exists, otherwise, A(C1, C2) = ∅.
Proposition B.1. Let L be a collection of lists. Given an intersection table of clusters in L, for
any L1, L2 ∈ L, a query intersection(L1, L2) can be answer in O(1) time.
Proof. Let C1 and C2 be the root clusters of L1 and L2. Recall that C1 = L1 and C2 = L2. We
can just return A(C1, C2) to the query intersection(L1, L2).
Now, the goal is to prove the following. We will exploit the assumptions from Theorem 4.5 so
that we can preprocess and update quickly.
Proposition B.2. Let L = {Li}i be a collection of lists such that
∑
i |Li| ≤ k and the number of
lists in L is bounded by some constant. There are at most O(√k) clusters of L, i.e. |C(L)| = O(√k).
Proof. As there are only a constant number of lists in L, we only any to bound |C(L)| for each
L ∈ L. By definition of base clusters, it is clear that |B(L)| = O(√k) because |L| ≤ k, and so
|N (L)| = O(√k). Hence |C(L)| ≤ |B(L)|+ |N (L)| = O(√k).
We note that N (L) and C(L) and is defined based on the base clusters B(L) and the hierarchies
of clusters TL. Therefore, in our data structure, we will only explicitly maintain B(L) and TL and
the intersection table A of clusters in L. We show how to build and maintain quickly the first two
in Lemma B.3, and then do the same for the intersection table in Lemma B.4.
Lemma B.3. Let L be a collection of lists such that the total length of lists in L is bounded by∑
L∈L |L| ≤ k. Then the base clusters B(L) and the hierarchies of cluster TL of L can be built in
O(k) time and can be maintained under create, merge, and split in O(log k) time.
Proof. To build the base clusters B(L), we just read through L and split it into sublists of size √k.
After having the base clusters B(L), for each L ∈ L, we just build TL as some balanced binary
search tree whose leaves correspond B(L). The total time is obviously O(k). Next, we show how to
handle updates.
It is trivial to handle create. Given either merge or split to L, to maintain B(L), observe that
we only need to merge and split the base clusters by constant number of time. We will store each
base cluster of L in a balanced binary search tree (binary search tree with logarithmic depth). As
we can merge and split balanced binary search tree with at most k elements in time O(log k), we
are done.
To maintain TL, for each L, TL is simply some balanced binary search tree whose leaves are base
clusters of L. If some base cluster of L is splitted or merged, we maintain TL as a balanced binary
search tree in time O(log k). Because either merge, or split to L only generate a constant number
of merging and splitting to base clusters, we are done.
Lemma B.4. Let L = {Li}i be a collection of lists. Suppose that 1) the total length of lists in L
is bounded by
∑
i |Li| ≤ k, 2) the number of lists in L is bounded by some constant, and 3) each
number occurs in L at most a constant number of times. The intersection table of clusters in L can
be built in time O(k) and can be maintained under create, merge, and split in O(
√
k log k) time.
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Proof. By Proposition B.2, we know that there are only O(
√
k) clusters. By the third assumption,
we can maintain the following data structure: given any number e, all the base clusters B ∈ B(L),
such that e occurs in B, are returned in O(1) time. We first describe how to handle the update A.
We will describe how to build A later.
It is trivial to handle create. We only show how to handle merge, and split. Given the operations
merge or split to L, we only only need to merge and split the base clusters B(L) by constant number
of times. It suffices to show that intersection table of clusters in L can be maintained in O(√k log k)
time under under each merge or split of base clusters in B(L).
Consider any list L ∈ L. Let B(L) be the base clusters of L and TL be the hierarchy of clusters
of L. Suppose that two base clusters B1, B2 ∈ B(L) are merged into B′ = B1B2. Let B′(L) and T ′L
be the updated base clusters and hierarchy of clusters of L after merging. By Lemma B.3, we can
obtain B′(L) and T ′L in time O(log k). Let P the path in T ′L from root of to the leaf corresponding
to the new base cluster B′. Observe that, any cluster of Cu corresponding to a node u ∈ T ′L \ P
outside the path P is not affected by the merging. Therefore, to obtain an updated intersection
table A of clusters, it is enough to compute A(Cu, C) for all u ∈ P and v ∈ T ′L. We will do this
bottom-up.
First, we compute A(B′, Cv) for all v ∈ T ′L as follows. For each number e ∈ B′, for each
base clusters B′′ that B′′ ∋ e, and for each clusters C that C is an ancestor of B′′ in T ′L, we set
A(B′, C) = e. Other entries are set to ⊥ by default. This can be done in O(√k log k) times. Because
there are O(
√
k) numbers in B′′, for each number e we can list all base clusters B′′ containing e in
O(1), and each such base cluster B′′ has at most O(log k) ancestor because T ′L has O(log k) depth.
Next, we compute A(Cu, Cv) for all v ∈ T ′L where u ∈ P is a non-leaf in T ′L and has u1 and
u2 has children. For each v ∈ T ′L, we set A(Cu, Cv) = A(Cu1 , Cv) if A(Cu1 , Cv) 6= ⊥, otherwise
A(Cu, Cv) = A(Cu2 , Cv). This can be done in O(
√
k) because there are only O(
√
k) clusters. In
total, the time need to compute A(Cu, Cv) for all v ∈ T ′L and for all non-leaves u ∈ P is O(
√
k log k)
because T ′L has O(log k) depth.
The correctness of the intersection table is clear. To build A, use the same idea as the way we
update, it is obvious how to do it in O(k log k) but we can save the O(log k) factor by building it
“bottom-up”.
By Proposition B.1 and Lemma B.4, this concludes the proof of Theorem 4.5.
B.2.2 Proof of Theorem 4.14
To prove the theorem, we need to define unbalanced expanders.
Definition B.5. Fix any k, d, ǫ. A (k, ǫ)-unbalanced expander is a bipartite simple graph G =
((L,R), E) with left degree d (i.e. for every v ∈ L, deg(v) = d) such that for any X ⊂ L with
|X| ≤ k, the set of neighbors N(X) of X has size |N(X)| ≥ (1− ǫ)d|X|.
There is an explicit construction of a (k, ǫ)-unbalanced expander by [10].
Theorem B.6 (Theorem 7.3 of [10] and Proposition 7 of [6]). Fix any n ≥ k and ǫ > 0. There
is a (k, ǫ)-unbalanced expander G = ((L,R), E) with left degree β1 = 2
O(log(logn/ǫ))3 , |L| = n
and |R| = kβ1/ǫO(1). Given u ∈ L and i ∈ [β], we can compute the i-th edge incident to u in
β2 = O(poly(log(n), 1/ǫ)) time.
Next, we need some more definitions about matrices. The Hamming code matrix (or bit test
matrix ) H(n) ∈ {0, 1}⌈log2 n+1⌉×n is a matrix whose the i-th column has 1 followed by the binary
representation of i. Let P be a p × n matrix and Q be a q × n matrix with rows {Pi}0≤i<p and
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{Qj}0≤j<q respectively. The row tensor product P ⊗R Q of P and Q is a pq× n matrix whose rows
are {PiQj}0≤i<p,0≤j<q where PiQj denotes the component-wise product of the two row vectors. The
construction of k-sparse recovery linear sketch in [6] is as follows.
Theorem B.7 (Theorem 18 of [6]). Fix and n ≥ k, r and ǫ = 1/8. Let Ψ ∈ {0, 1}r×n be a bi-
adjacency matrix of a (k, ǫ)-unbalanced expander. Let Φ = Ψ⊗R H(n). Then there is an algorithm
Arecover such that, for any k-sparse vector v v ∈ [−M,M ]n where M = poly(n), given Φv, all
non-zero entries of v can be identified in time O(r log2 n).
Now, we are ready to prove Theorem 4.14.
Proof of Theorem 4.14. By Theorem B.6 when setting ǫ = 1/8, there is a bi-adjacency matrix Ψ ∈
{0, 1}O(kβ1)×n of a (k, ǫ)-unbalanced expander G = ((L,R), E) with left degree β1 = 2O(log logn)3 .
Then, by Theorem B.7, we have that Φ = Ψ⊗RH(n) ∈ {0, 1}d×n where d = O(kβ1 log n) and there
is algorithm Arecover for recovering k-sparse vector v, given Φv, in time O(kβ1 log2 n) = O(d log n).
Since each column of Ψ is β-sparse, each column of Φ is s-sparse where s = O(β1 log n). Finally,
we show the algorithm Aconstruct for listing a non-zero entries in a column of Φ. Since, for each
node u ∈ L, edges incident to u correspond to the non-zero entries of the u-th column of Ψ, and
each edge can be computed in β2 = O(poly log(n))) time, we have that all non-zero entries of each
column of Φ can also be identified in sβ2 time.
B.2.3 Proof of Theorem 4.16
Proof. First, we need this definition. An Euler tour ET (T ) of T is an (ordered) list of size 2|V (T )|−1
with the following properties. Each element in the list is mapped to some node of T such that 1)
each sublist of ET (T ) corresponds to some connected subtree of T , and 2) the whole list corresponds
to the whole T . (See [17] for the precise definition of Euler tour.) For each node v ∈ T , there is
some element from ET (T ) mapped to and we call the first element in ET (T ) mapped to v the
representative of v in ET (T ). Given a tree T in F , an ET tree TT is a balanced binary search
tree whose leaves are exactly the elements of ET (T ). So each internal node u of TT , called ET
node, corresponds to all leaves in the subtree rooted at u in TT , which form a sublist of ET (T ),
which in turn corresponds to a subtree of T . For each v ∈ T , the leaf of TT corresponding to the
representative of v in ET (T ) is called a representative of v in TT .
We augment a standard ET-tree as follows. Each ET node u of TT has an additional corre-
sponding vector eu of dimension d. Entries of eu are either marked “active” or “inactive”. We have
the following invariant about eu for each ET-node u ∈ TT : (1) if u is a leaf and u is not the repre-
sentative of any vertex of T , then no entry of eu is marked as active, (2) if u is a leaf and u is the
representative of a vertex v of F , then, for i ∈ [d], eu[i] is active if xv[i] 6= 0 initially or xv[i] has
been updated after preprocessing, and we have eu[i] = xv[i] for each active entry, and (3) if u is an
internal node with v and w as children in TT , then, for i ∈ [d], eu[i] is active if either ev[i] or ew[i]
is active, and the value of active entry ev [i] is the sum of ev[i] and ew[i] that are active.
It is easy to see that, given these invariants, the root r of TT is such that if er[i] is active,
then
∑
u∈T xu[i] = er[i] and if er[i] is inactive then
∑
u∈T xu[i] = 0. Hence, to return return
sum_vec,
∑
u∈T xu can be read off from er in time O(d). Since ET-trees are balanced, the time for,
update_vec, updating each some entry xu[i] is O(log n).
We analyze the time needed for preprocessing and other update operations. The preprocessing
algorithm is to, for each T in F , mark as active and set the value of the entries of each ET node in
TT correctly according to the invariants. There are nnz(x) entry to update, hence the preprocessing
time takes O(nnz(x) log n). To update tree edges, by using the same algorithms as in typical ET
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trees, each tree-edge update operation requires us to recompute the vector eu of O(log n) many ET
nodes u. So the time needed for insert_tree and delete_tree is O(d log n) time.
B.3 From Section 4.3
B.3.1 Proofs of Lemma 4.23, Lemma 4.24, Lemma 4.25 and Lemma 4.26.
For completeness, we give the proofs of Lemma 4.23, Lemma 4.24, Lemma 4.25 and Lemma 4.26.
In [17, Section 3.1], Henzinger and King show a reduction from dynamic k-weight MSF to dynamic
SF problem. We modify the idea in their reduction and use it in all the proofs of this section. The
basic idea is illustrated in the proof of Lemma 4.23 and Remark B.1.
Lemma B.8 (Reminder of Lemma 4.23). Suppose there is an (n, pc, pt, T )-algorithm A for any graph
with preprocessing time tp and update time tu. Then there is a stable (n,O(Tpc), pt, T )-algorithm B
for the same graph with preprocessing time O(tp+m0) where m0 is the number of initial edges, and
update time O(tu log n+ log
2 n).
Proof of Lemma 4.23. The algorithm B preprocesses as follows. Given an initial graph G0, prepro-
cess G0 using A. Then A outputs a spanning forest F ′. Then we find another spanning forest F
of G0 in time O(m0) where m0 = |E(G0)|. Then we initialize two augmented ET trees E and E ′.
Both the input graph and forest of E ′ are F ′. Similarly, both the input graph and forest of E are
F . The total preprocessing time is O(tp +m0).
To an update, we first describe how F ′ handle updates: We feed each update to A so that it
updates its spanning forest F ′ of G in time tu. As there are at most tu changes in the tree edges of
F ′, we update E ′ accordingly in time O(tu log n).
To maintain F , if a tree-edge of F is not deleted, then F does not change. Suppose a tree-edge
(u, v) is deleted and some connected component T of F is separated into Tu ∋ u and Tv ∋ v. Then
we query E ′ on F ′ using findtree operation, whether u and v are still connected in F ′. If not, there
there is no replacement edge to reconnect Tu and Tv and we are done. Otherwise, there is a path
Puv = (u, . . . , v) in F
′ and there must be some edge (u′, v′) where u′ ∈ Tu and v′ ∈ Tv. Using path
operation on E ′ and findtree operation on E , we can binary search in Puv to find (u′, v′) and use it
as a replacement edge in O(log n × log n) = O(log2 n) time. (To be more precise, we query E ′ for
the k-th edge (u′′, v′′) in Puv for some k, and check if u′′ ∈ Tu and v′′ ∈ Tv using E). Therefore, the
update time for F itself is O(log2 n). Hence, the total update time of B is O(tu log n+ log2 n). By
union bound, B is (n, p′c, p′t, U)-algorithm where p′c = O(Tpc) and p′t = pt.
Finally, observe that B is stable because F is not updated except a tree-edge (u, v) of F is
deleted. In that case, B either update a spanning forest into F \ (u, v) or F ∪ (u′, v′) \ (u, v).
Remark B.1. In the proof of Lemma 4.23, observe that get a stable algorithm B maintaining the
spanning forest F , we just need to be able query connectivity between two nodes in some other
spanning forest F ′ of G. Suppose that at any time i, we can query some spanning forest F ′i where
F ′i can be totally different from F
′
i−1. Then, by paying additional O(m0) in preprocessing time and
O(log2 n) in update time as in the proof of Lemma 4.23, we can also maintain F stably.
Next, we prove Lemma 4.24.
Lemma B.9 (Reminder of Lemma 4.24). Suppose there is a stable (n, pc, pt, T )-algorithm A for a
3-bounded-degree graph where the number of edges is always between n/4 and 2n with preprocess-
ing time tp(n, pc, pt, T ) and update time tu(n, pc, pt, T ). Then, for any U ≥ T , there is a stable
(n,O(Upc), O(pt), U)-algorithm B for a 3-bounded-degree graph where the number of edges is always
between n/4 and 2n with preprocessing time O(tp(n, pc, pt, T )) and update time O(tu(n, pc, pt, T ) +
tp(n, pc, pt, T )/T + log
2 n).
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Proof of Lemma 4.24. LetGi denote the graph after the i-th update. We divide the update sequence
of length U for the algorithm B into phases, each of size T0 = T/2. In high level, given the algorithm
A, we will first show an algorithm A′ which uses two instances Aodd and Aeven of A so that during
each odd (even) phase, some spanning tree is maintained by Aodd (Aeven). However, the two
spanning trees at the end of each odd phase and at the beginning of the next even phase can be
totally different. After having A′, we can devise the dynamic SF algorithm B as desired stated in
Remark B.1. Let us denote tp = tp(n, pc, pt, T ) and tu = tu(n, pc, pt, T ) for convenience.
Now, we describe the algorithm A′. In the first phase, we preprocess G using Aodd in time
tp(n, pc, pt, T ) and handle T0 updates using Aodd. For each non-first phase, we do the following.
Consider each odd phase with time period [i0 + 1, i0 + T0]. During time period [i0 + 1, i0 + T0/2],
we preprocess Gi0 using Aeven by evenly distributing the work so that each step takes at most
tp
T0/2
= O(tp/T ) time. During time period [i0 + T0/2, i0 + T0], at time i0 + T0/2 + k, we feed the
two updates at time i0 +2k − 1 and i+ 2k to Aeven. Therefore, we have that after the (i0 + T0)-th
update which is the beginning of even phase, Aeven is maintaining a spanning tree of the current
graph Gi0+T0 . As Aeven has only been only fed T0 updates in time period [i0+T0/2, i0+T0], Aeven
can handle T − T0 = T0 more incoming updates in the next even phase, taking time tu on each
update. We do symmetrically at each even phase. Therefore, we have that during each odd (even)
phase, some spanning tree is maintained by Aodd (Aeven) as desired. The preprocessing time and
update time of A′ is tp and O(tu + tp/T ) respectively.
After the i-th update, let F ′i be the spanning forest maintained by either Aodd or Aeven. We
will assume that that an augmented ET tree from Theorem 3.3 is implemented on it. This slightly
increase preprocessing time and update time of A′ to tp +O(n) = O(tp) and O(tu + tp/T + n/T +
log n) = O(tu + tp/T + log n). By Remark B.1, we can stably maintain a spanning forest F with
the preprocessing time and update time O(tp + n) = O(tp) and O(tu + tp/T + log
2 n) respectively.
By union bound, B is (n, p′c, p′t, U)-algorithm where p′c = O(Upc) and p′t = O(pt). To be more
clear, we have A works correctly on all first U steps with probability 1−Upc. Hence, B also works
correctly on all first U steps with with probability 1 − Upc. In particular, B works correctly on
each of the first U steps. For the update time, as we run two instances of A and other parts are
deterministic, we have that B has preprocessing time and updated time as stated with probability
1− 2pt.
Lemma B.10 (Reminder of Lemma 4.25). Suppose there is a stable (n, pc, pt, T )-algorithm A for
a 3-bounded-degree graph where the number of edges is always between n/4 and 2n, and A has prepro-
cessing time tp(n, pc, pt, T ) and update time tu(n, pc, pt, T ). Then there is a stable (n,O(Tpc), O(pt), T )-
algorithm B for any graph with where the number of edges is always between n/4 and 2n with
preprocessing time O(tp(O(n), pc, pt, T )) and update time O(tu(O(n), pc, pt, T ) + log
2 n).
Proof of Lemma 4.25. Let us define an (n, pc, pt, T )-algorithm A′ for 2-weightMSF as an (n, pc, pt, T )-
algorithm that maintains a 2-weight MSF instead of just a spanning forest. The reduction from
dynamic SF to dynamic 2-weight MSF in [17, Section 3.1] can be stated as follows: given that there
is A, there is a stable (n,O(Tpc), O(pt), T )-algorithm A′ for 2-weight MSF for a 3-bounded-degree
graph where the number of edges is always between n/4 and 2n, and A′ has preprocessing time
O(tp(n, pc, pt, T )) and update time O(tu(n, pc, pt, T )+ log
2 n). Now, we show how to get B from A′.
Let G = (V,E) be an input graph for B where n/2 ≤ |E| ≤ 2n but max degree of G maybe more
than 3. Let G′ be obtained from G by “splitting” each node in G into a path in G′ of length equals
to its degree. To be more precise, for each node u ∈ V with incident edges (u, v1), . . . , (u, vs), we
create a path Pu = (u1, . . . , us) in G
′ and there are edges (ui, vi) for every i. The number of nodes
in G′ is still O(n) because there are O(n) edges in G. For each edge update of G, we can update
G′ accordingly using 3 edge updates.
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Now, we assign weight 0 to edges in those paths, and 1 to original edges of G′. Observe that
tree-edges with weight 1 of a spanning forest in G′ form a spanning forest of G. Therefore, the algo-
rithm B just runs a (n,O(Tpc), O(pt), T )-algorithm A′ for 2-weight MSF on G′ with preprocessing
time O(tp(O(n), pc, pt, T )) and update time O(tu(O(n), pc, pt, T ) + log
2 n) and maintain 2-weight
minimum spanning forest F ′ in G′. By reporting only the updates of the tree-edges with weight 1
in the 2-weight MSF F ′ of G′, we obtain updates for a spanning forest of G.
Lemma B.11 (Reminder of Lemma 4.26). Suppose there is a stable (n, pc, pt, T )-algorithm A for
any graph where the number of edges is always between n/4 and 2n, and A has preprocessing time
tp(n, pc, pt, T ) and update time tu(n, pc, pt, T ). Then there is a stable (n,O(Tpc), O(pt), T )-algorithm
B for any graph with n nodes where the number of edges is always at most 2n, and B has preprocessing
time O(tp(O(m0), pc, pt)) where m0 is a number of initial edges, and update time O(tu(O(m), pc, pt)+
log2 n) where m is a number of edges when update.
Proof. First, we define the notion of reduced graphs. Let Gi = (V,Ei) be a graph after the i-th
update for any i. Let Vi be the set of all endpoints of edges in Ei. The reduced graph G
′ of Gi is
defined as follows: G′ = (Vi ∪ X,Ei) where X is a set of |Ei| auxiliary nodes which are isolated.
So |Ei| ≤ |V (G′)| ≤ 2|Ei|. After time i, suppose an edge (u, v) is inserted in G. If u /∈ Vi, i.e. it is
not an endpoint of edges in Ei, we let u
′ be some isolated node in X, add pointers between u and
u′, and say that u′ ∈ X is used. Otherwise u ∈ Vi, we let u′ = u. We do similarly for v. Then we
insert (u′, v′) into G′. When (u, v) is deleted in G, we delete (u′, v′) in G′. Suppose not all auxiliary
nodes in X are used, and suppose that we can maintain a spanning forest in G′, it is obvious how
to maintain a spanning forest in G because there are pointers that maps between used node in X
and nodes in G. Note also that we can easily construct the reduced graph G′ of Gi in time O(|Ei|)
(as we assume the standard assumption that the list of edges of Ei is given).
We will use exactly the same technique as in the proof of Lemma 4.24. The update sequence
is again divided into phases. We will use two instances Aodd and Aeven of A so that during each
odd (even) phase, some spanning tree is maintained by Aodd (Aeven). After having this, we can
devise the stable dynamic SF algorithm B using augmented ET trees as in the proof of Lemma 4.24.
However, in this reduction, the length of each phase is not fixed as in the proof of Lemma 4.24.
Here, the number of edges in the current graph will define the length of the next phase. To be more
precise, suppose that the current phase is a period [i0 + 1, i0 + P0]. Then the length of the next
phase is |E(Gi0+P0/2)|/4. The length of the first phase is set to be |E(G0)|/2. By this, we have the
following invariant.
Claim B.12. For any phase of a period [i1 + 1, i1 + P1], we have |E(Gi1)|/8 ≤ P1 ≤ |E(Gi1)|/2.
Proof. We prove by induction. Let [i0 + 1, i0 + P0] be the period of the previous phase, i.e. i1 =
i0 +P0. We claim that |E(Gi0)| ≤ 2|E(Gi1)|. Otherwise |E(Gi0)| −P0 ≤ |E(Gi0+P0)| = |E(Gi1)| <
|E(Gi0)|/2, which means P0 > |E(Gi0)|/2, contradicting the induction hypothesis.
By definition, we have P1 =
|E(Gi0+P0/2)|
4 =
|E(Gi1−P0/2)|
4 . So we have
P1 =
|E(Gi1−P0/2)|
4
≤ |E(Gi1)|+ P0/2
4
≤ |E(Gi1)|+ |E(Gi0)|/4
4
≤ |E(Gi1)|+ |E(Gi1)|/2
4
< |E(Gii)|/2
,and we also have
P1 =
|E(Gi1−P0/2)|
4
≥ |E(Gi1)| − P0/2
4
≥ |E(Gi1)| − |E(Gi0)|/4
4
≥ |E(Gi1)| − |E(Gi1)|/2
4
= |E(Gi1)|/8
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Now, we are ready to describe the algorithm. To preprocess the initial graph G0, we construct a
reduced graph G′0 of G0 and preprocess the reduced graph G
′
0 using Aodd using O(tp(O(m0), pc, pt)+
m0) = O(tp(O(m0), pc, pt)) time in total where m0 is a number of initial edges. Then we maintain
a spanning forest in the reduced graph G′0 using Aodd in the first phase.
For each odd phase with period [i0 + 1, i0 + P0], we maintain a spanning forest Fodd in the
reduced graph using Aodd. Note that, by Claim B.12, the number m′ of edges in the reduced graph
maintained by Aodd is always between n′/4 ≤ m′ ≤ n′ where n′ is the number of nodes in the
reduced graph. This satisfies the condition of the underlying graph of Aodd. Additionally, during
time [i0+
P0
2 +1, i0+
3
4P0], we evenly distribute the work for constructing a reduced graph G
′
i0+P0/2
of Gi0+P0/2, and preprocessing G
′
i0+P0/2
using Aeven. During time [i0 + 34P0+1, i0 +P0], we evenly
feed the updates of period [i0+
P0
2 +1, i0+P0] to Aeven, so that at the beginning of even phase at time
i0+P0+1, Aeven is maintaining a spanning tree of the current graph. As the number of edges during
this phase is Θ(P0) by Claim B.12, the update time in this odd phase is O(tp(O(P0), pc, pt)/P0 +
tu(O(P0), pc, pt)) = O(tp(O(m), pc, pt)/m + tu(O(m), pc, pt)) = O(tu(O(m), pc, pt)) where m is the
number of edges at the time of update. Note that tp(O(m), pc, pt) = O(m · tu(O(m), pc, pt)) because
we can always preprocess the graph of m edges by just updating each edge one-by-one. We work
symmetrically in even phase. Therefore, we during each odd (even) phase, some spanning tree is
maintained by Aodd (Aeven) as desired. By Remark B.1, we are done. The probability of failure is
again bounded by union bound.
B.3.2 Proofs of Lemma 4.27 and Lemma 4.28
In this section, we give the proofs of Lemma 4.27 and Lemma 4.28.
Lemma B.13 (Reminder of Lemma 4.27). Suppose there is a stable (n, pc, pt, T )-algorithm A for a
graph with n nodes where the number of edges is always at most 2n, and A has preprocessing time
tp(m0, pc, pt, T ) where m0 is a number of initial edges and update time tu(m, pc, pt, T ) where m is
a number of edges when update. Suppose that for any n1, n2, tp(m1, pc, pt, T ) + tp(m2, pc, pt, T ) ≤
tp(m1 +m2, pc, pt, T ), then there is a stable (n,O(npc), O(npt), T )-algorithm B for any graph with
n nodes with preprocessing time O(tp(m0, pc, pt, T ) log n) where m0 is a number of initial edges and
update time O(tu(O(n), pc, pt, T ))
Proof. We assume first that A is deterministic and we will remove the assumption later. We
partition a complete graph with n nodes into n arbitrary trees T1, . . . , Tn. For example, Ti can be
a star having the vertex i as a core and vertices 1, . . . , i − 1 as leaves. Then we define a complete
binary tree called sparsification tree T with n leaves corresponding to T1, . . . , Tn. For each node
x ∈ T , let Tx be the subtree of T rooted at x, and x corresponds to a graph Hx formed by all edges
of Ti where Ti are the leaves in Tx. The root of T corresponds to the complete graph.
Let G be the dynamic graph which is an input of the algorithm B. For each node x ∈ T , we
define Gx to be a graph such that E(Gx) = E(G) ∩ E(Hx). For every node x, let G′x be a certain
subgraph (to be define next) of Gx which is an underlying graph of an instance of the algorithm A.
Let Fx be the spanning forest of G
′
x maintained by A. The following invariant about G′x must hold:
if x is a leaf of T , then we set G′x = Gx. If v is an internal node of T with y and z as children, then
G′x = Fy ∪ Fz. Observe that for any x ∈ T , |E(G′x)| ≤ 2n. Observe further that Fx is not only a
spanning forest of G′x but, by induction, it is also a spanning forest of Gx. Hence, at the root r of
T , Fr is a spanning forest of G as desired.
Now, we are ready to describe how B works. B preprocesses the initial graph G as follows. First,
for each x ∈ T , since G′x is an underlying graph of an instance of the algorithm A, A requires that G′x
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is represented as a list of its edge. We first do this by scanning edges in G, and obtain the list of edges
on G′x for all leaves x ∈ T . Then we preprocess those G′x using the algorithm A and obtain Fx. For
each non-leaf node x ∈ T , we proceed in bottom-up manner: let y, z ∈ T be the children of x, we scan
the list of edges in Fy ∪Fz = G′x and preprocess G′x and obtain Fx. To bound the running time, let
T d be a set of nodes in T with depth d. For different nodes x, y ∈ T d , we know that G′x and G′y are
edge disjoint. So
∑
x∈T d |E(G′x)| ≤ m, and hence the preprocessing time spent on graphs G′x, for all
x ∈ T d, is∑x∈T d(tp(n, |E(G′x)|, pc, pt, T ))+O(|E(G′x)|) = O(tp(n,m0, pc, pt, T )) by the assumption
about tp(·). Since T has depth O(log n), the total preprocessing time is O(tp(n,m0, pc, pt, T ) log n).
Next, we describe how to update. The goal is to maintain the invariant that G′x = Gx for each
leaf x ∈ T and G′x = Fy ∪ Fz for each non-leaf x ∈ T with children y and z. When an edge e is
updated in G, let x be the unique leaf of T that Hx contains e. Let (x = x0, x1, . . . , xs = r) be the
path in T from x to the root r of T . There are two cases.
First, suppose the update is to insert e = (u, v). Let k be the smallest index such that u and v
were connected in G′xk before the insertion. For j = 1 to k−1, u and v were not connected in G′xj , so
e will be added into Fxj and this is the only change in Fxj as Fxj is stable. So only e is inserted into
G′xj+1 in the next level. For j = k, u and v were connected in G
′
xj and e will be inserted and become
a non-tree edge in G′xj as Fxj is stable. So there is no further update to the next level. Therefore,
we only do at most one update on O(log n) graphs, which takes O(tu(n, 2n, pc, pt, T ) log n) time in
total.
Second, suppose the update is to delete e = (u, v). Let k be the largest index such that u and
v were a tree-edge of Fxk before the deletion. So e is also a non-tree edge in G
′
xk+1
and e is not in
any G′xj for j > k + 1. First, we delete the edge e from all G
′
x0 , . . . , G
′
xk+1
using A and find the
replacement edge in each graph if exists. Let ℓ be the smallest index such that u and v are still
connected in G′xℓafter the deletion. For j < ℓ, there is no replacement edge. So removing e from
Fxj is the only change by stability of Fxj . To maintain the invariant, there is no further update
needed to be propagate to G′xj+1 , since e is already removed from G
′
xj+1 . For j such that ℓ ≤ j ≤ k,
there is also a replacement edge ej newly added into Fxj . By stability of Fxj , only e is removed
and ej is added into Fxj . Since e is already removed from G
′
xj+1 , we only need to insert ej into
G′xj+1 . But we know that ej /∈ Fxj+1 because u and v are already reconnected in F xj+1 by ej+1.
Hence, the insertion of ej into G
′
xj+1 will not be propagated into the next level j+2. For j = k+1,
we know that e is not a tree-edge. So Fxk+1 does not change and also and so there is no further
update in the upper level. Therefore, we only do at most two update on O(log n) graphs, which
takes O(tu(n, 2n, pc, pt, T ) log n) time in total.
Finally, to remove the assumption that A is deterministic, we know that if all instances of A
works correctly on G′x for all x ∈ T , then Fr is a spanning forest of G where r is the root of T .
There are O(n) nodes in T and each instance works correctly at any time with probability 1 − pc.
By union bound Fr is a spanning forest of G with probability 1−O(npc). By the same argument,
as there are n instances of A, the preprocessing time and update time of B are bounded as state
with probability 1−O(npt).
We note that here, we only show that the algorithm B has update timeO(tu(n, 2n, pc, pt, T ) log n).
However, a logarithmic factor can be shaved off using a more clever sparsification tree T as described
in [12, Section 3.1] where each node has 3 or 4 leaves and the number of vertices at level 2i is at
most O(n/2i).
Lemma B.14 (Reminder of Lemma 4.28). Suppose there is an (n, pc, pt, T )-algorithm A for any
graph with n nodes with preprocessing time tp(m0, p, pt, T ) where m0 is a number of initial edges
and update time tu(n, pc, pt, T ). If T ≥ n2, then there is an (n,O(Tpc), O(pt),∞)-algorithm B for
any graph with n nodes with preprocessing time O(tp(m0, pc, pt, T )) where m0 is a number of initial
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edges and update time O(tu(n, pc, pt, T )).
Proof. The reduction from dynamic SF to dynamic 2-weight MSF in [17, Section 3.1] can be stated
as follows: given that there is A, there is a stable (n, p′c, p′t, T )-algorithm A′ for 2-weight MSF for
any graph where p′c = O(Tpc) and p′t = O(pt), and A′ has preprocessing time O(tp(n, pc, pt, T ))
and update time O(tu(n, pc, pt, T ) + log
2 n). We will use A′ in the reduction below. Let Aodd
and Aeven be two instances of the algorithm A. We denote F odd, F even and F ′ as the spanning
forests maintained by Aodd, Aeven and A′ respectively. For any time i, F oddi , F eveni and F ′i are
F odd, F even and F ′ after the i-th update respectively. We divide the sequence of updates in phases.
Each phase has size P = T/2. We will first show the reduction assuming that Aodd, Aeven and
A′ are deterministic, and then we will remove the assumption later. For convenience, we denote
tp(m) = tp(m0, pc, pt, T ) for any m.
Suppose that i0 is the ending time of some odd phase. For each update at time i0 + 1 to
i1 = i0 + 2tp(n
2), we feed each update to Aodd taking time tu(n) per update and then report the
answer from Aodd (the list of tree-edges to be added or removed from the spanning forest F odd
maintained by Aodd). But, in addition, during this period of time we will also spend time on Aeven
as follows. We distribute evenly, from time i0+1 to i0+ tp(n
2), the work of Aeven for preprocessing
the graph Gi0 at time i0 which has at most n
2 edges. This takes O(1) time per update. So, at
time i0 + tp(n
2), Aeven finishes preprocessing Gi0 which is a graph from tp(n2) steps before. For
each time i0 + tp(n
2) + k where k ∈ [1, tp(n2)], we feed the two updates from time i0 + 2k − 1 and
i0+2k. This takes O(tu(n)) time per update. Hence, at time i1 = i0+2tp(n
2), Aeven is maintaining
a spanning forest F eveni1 of the current graph Gi1 .
Next, for each update at time i1 + 1 to i2 = i1 + tp(0) + n, we feed each update to both Aodd
and Aeven taking time O(tu(n)) per update, but we only report the answer from Aodd. During this
period of time we will, in addition, spend time on A′. From time i1 + 1 to i1 + tp(0), we distribute
evenly the work of A′ for preprocessing an empty graph.17 At time i1+ tp(0), A′ is ready to handle
an update. Let G′ be the underlying graph of A′. Now, the goal is that at time i2 we have edges
of G′ is exactly F odd (i.e. G′i2 = F
odd
i2
), and each edge has weight 1. To do this, for each time
i1+ tp(0) + 1 to i2 = i1 + tp(0) +n, we have the invariant that E(G
′) ⊆ F odd. We insert a constant
number, say three, of edges of weight 1 from F odd to G′ and delete an edge e from G′ whenever e is
removed from F odd. Since F odd is stable, at each step there is at most one edge removed from F odd.
But because we insert strictly more than one edge at each step, and F odd has at most n− 1 edges,
and we spend at most n steps doing this, taking time O(tu(n)) per step. We conclude G
′
i2
= F oddi2 .
Note that we have F ′i2 = F
odd
i2
as well.
Next, from each update at time i2 + 1 to i3 = i2 + n, we feed each update to all Aodd, Aeven
and A′. But we use report the answer from A′. Note that we can switch from reporting the answer
from Aodd to reporting from A′ because F ′i2 = F oddi2 . Now, the goal is that at time i3 we have
G′i3 = F
odd
i3
∪ F eveni3 and each edge e ∈ F even has weight 0 in G′. Therefore, we have F ′i3 = F eveni3 .
Even when having the invariant that F odd ⊆ E(G′) ⊆ F odd∪F even, this can still be done similarly as
above by doing a constant number of updates to G′ at each step, taking time O(tu(n)) per update.
At time i3, we now have F
′
i3
= F eveni3 and we terminate Aodd and A′ (they will be initialized again
around the ending time of the next phase).
Next, from time i3+1 to i0+P which is the ending time of next phase, we just feed each update
to Aeven and also report its answer. Note again that we can switch from reporting the answer from
A′ to reporting from Aeven because F ′i3 = F eveni2 .
We need that i3 + 1 ≤ i0 + P . This is true because i3 − i0 + 1 ≤ 2tp(n2) + tp(0) + n+ n+ 1 ≤
17Note that tp(0) may not be trivial. For instance, tp(0) can be linear in n.
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6tp(n
2) ≤ P . We also need that Aodd and A′ need to handle at most T updates before they are
terminated. This is true because Aodd is surely initialized after time i0 − P and terminated before
time i0 + P , and T = 2P . Similar argument holds for Aeven and A′.
To conclude, we have obtained an algorithm B that alternatively invoke Aodd and Aeven on each
phase, and periodically invoke A′ during the transition between each phase. The preprocessing time
is tp(m), which is exactly preprocessing time of Aodd. The update time is O(tu(n)) time.
Now, we remove the assumption that Aodd, Aeven and A′ are deterministic, and we want to
prove that the probability at the maintained forest by B spans the underlying graph at each step
with probability at least 1 − O(Tpc). Observe that, at any time, the forest FB maintained by B
is the forest maintained by either Aodd, Aeven or A′, i.e. F odd, F even, or F ′ respectively. From the
algorithm, when we report either F odd or F even, the underlying graph is G itself. So F odd and F even
are both spanning forests of G with probability at least 1 − pc. However, when we report F ′, the
underlying graph is G′ where F odd ⊆ E(G′) ⊆ F odd ∪ F even. Since F odd and F even are spanning
forests of G with probability 1−pc and F ′ is a spanning forest of G′ with probability 1−p′c, we have
F ′ is a spanning forest of G with probability at least 1 − p′c − 2pc = 1 − O(Tpc) by union bound.
Using union bound, we have that the failure probability about running time is O(pt).
B.4 Proof of Theorem 5.4
We prove Theorem 5.4 by extending the cut-matching game of [28]. In the following, the notion of
graph embedding is required. We say that a weighted graph H = (V,EH , wH) can be embedded in
another weighted graph G = (V,EG, wG) with congestion C iff a flow of wH(f) units can be routed
in G between the end-points of f simultaneously for all f ∈ EH without violating the edge-capacities
wG(e), for any edge e ∈ EG, by a factor more than C. we state an easy observation:
Proposition B.15. Let G and H be two unweighted undirected graphs with the same set of vertices.
If H can be embedded in G with congestion C, then φ(G) ≥ φ(H)/C. Moreover, if every cut of H
of size at least s has expansion at least α, then every cut of G of size at least s has expansion at
least α/C.
Next, we prove some lemmas which are extending the cut-matching game of [28].
Lemma B.16. Given an undirected graph G = (V,E) with n vertices and m edges, an expansion
parameter α > 0, and an approximation ratio γ ≥ 1, there is a randomized algorithm that with high
probability outputs either
• an α-sparse cut S where |S| ≤ n/2 or
• a graph H embeddable in G with congestion at most O(γ log3 n/α) where φ(H) ≥ 1/2.
Furthermore the algorithm runs in O(γ log4 n ·T (m)) time where T (m) is the time for computing
γ-approximate max-flow in an undirected graph with m edges.
Proof. We first summarize the cut-matching game [28] that our proof is based on. Given an ex-
pansion parameter α on a graph G = (V,E), there are two players, a cut player and a matching
player, interacting with each other for r = Θ(log2 n) rounds. In the i-th round, the cut player will
choose a cut (Si, V \Si) of size |Si| = n/2, and then the matching player either 1) outputs a perfect
matching Mi between Si and V \ Si and the game is continued to the next round, or 2) outputs an
α-sparse sparse cut and terminate the game.
It is shown in [28] that, after r rounds, if the matching player did not output an α-sparse cut,
then a union of the matchings H =
⋃r
i=1Mi is such that φ(H) ≥ 1/2. Moreover, the time needed for
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the cut player in each round is only O(n). For the matching player, by computing exact max flow in
each round, the matching Mi found by the matching player can be embedded in G with congestion
at most c/α where c = 1. Hence, H can be embedded in G with congestion r× c/α = O(log2 n/α).
However, computing exact max flow is too costly for us.
We will show that if we relax c = Θ(γ log n), then the matching player only needs to compute
c many γ-approximate max flow computations to finish each round. On the high level, in the i-th
round of matching player, given a cut (Si, V \Si) from the cut player, there will be c sub-rounds. In
each sub-round, the matching player will compute a γ-approximate max flow. He will either output
an α-sparse cut, or, after c sub-rounds, output a perfect matching to complete the i-th round for
the cut-matching game. We describe the procedure precisely below.
In the j-th sub-round, let T
(j)
1 , T
(j)
2 ⊂ V be two disjoint sets of vertices each of size k(j) = |T (j)1 | =
|T (j)2 |. In the first sub-round, T (1)1 = Si and T (1)2 = V \Si. Let G(j) be a weighted undirected graph
obtained from G by adding two new vertices t1 and t2. There are edges in G
(j), with unit capacity,
from t1 to every vertex in T
(j)
1 , and similarly from t2 to T
(j)
2 . The original edges of G have capacity
1/α in G(j). The matching player runs a γ-approximate max flow algorithm in G(j), which also
produces an γ-approximate min cut C(j).
Claim B.17. If δG(j)(C
(j)) < k(j) then φG(C
(j) \ {t1}) < α.
Proof. This is similar to [28, Lemma 3.7]. Let nt1 and nt2 be a number of cut edges ∂G(j)(C
(j))
incident to t1 and t2 respectively. Observe that δG(j)(C
(j)) = 1αδG(C
(j) \ {t1}) + nt1 + nt2 . So
δG(C
(j) \ {t1}) = α(δG(j)(C(j)) − nt1 − nt2). But |C(j) \ {t1}| ≥ k(j) − nt1 > δG(j)(C(j)) − nt1 and
similarly we can show that |V \ {C(j) ∪ {t2}}| > δG(j)(C(j)) − nt2 , therefore, φG(C(j) \ {t1}) =
δG(C
(j)\{t1})
min{|C(j)\{t1}|,|V \{C(j)∪{t2}}|} < α.
Hence, if the total weight of the approximate min cut C(j) is δG(j)(C
(j)) < k(j), then the
matching player can return the smaller side of (C(j) \ {t1}, V \ {C(j) ∪ {t2}}) which is the desired
α-sparse cut, and terminate the cut-matching game. Otherwise, we know that the size of the max
flow is at least k(j)/γ, and by [22] the flow rounding algorithm in O(m log(n2/m)) time, we can
assume that the flow is integral. We iteratively decompose the flow into paths using dynamic tree
[38] in total time O(m log n). Then we construct a partial matching M
(j)
i between T
(j)
1 and T
(j)
2
of size at least k(j)/γ as follows: For each decomposed path P , if P = (t1, u1, . . . , u2, t2) where
u1 ∈ T (j)1 and u2 ∈ T (j)2 then we add (u1, u2) ∈ M (j)i . There are at least k(j)/γ paths because of
the size of the max flow, hence the size of M
(j)
i is at least k
(j)/γ. Let T
(j+1)
1 = T
(j)
1 \ V (M (j)i ) and
T
(j+1)
2 = T
(j)
2 \ V (M (j)i ). As |T (j+1)i | ≤ (1 − 1γ )|T
(j)
i |, there are at most c = Θ(γ log n) sub-rounds
before T
(j+1)
1 , T
(j+1)
2 = ∅. If the game is not terminated until then, the matching player returns a
perfect matching Mi =
⋃
j M
(j)
i between Si and V \ Si. Observe that Mi can be embedded in G
with congestion c/α as desired, because each M
(j)
i can be embedded in G with congestion 1/α as
certified by the paths from the flow decomposition.
To conclude, when we relax c = O(γ log n), we can simulate one round of matching player in the
cut matching game of [28] using c sub-rounds where each sub-round needs just one γ-approximate
max flow computation. As a result, we either get an α-sparse cut, or a graph H =
⋃r
i=1Mi
embeddable in G with congestion O(r × c/α) = O(γ log3 n/α) where φ(H) ≥ 1/2. The total cost
for the cut player is r × O(n). The total cost for the matching player is rc × O(T (m) +m log n).
So the total running time is O(γ log4 n · T (m)).
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Next, we extend the previous proof so that we can compute a sparse cut of any specified size s.
Lemma B.18. Given an undirected graph G = (V,E) with n vertices and m edges, an expansion
parameter α > 0, an approximation ratio γ ≥ 1, and a size parameter s = O( n
log2 n
), there is a
randomized algorithm that with high probability outputs either
• an α-sparse cut S where s ≤ |S| ≤ n/2, or
• a graph H embeddable in G with congestion at most O(γ log3 n/α) where every cut in H of
size Ω(s log2 n) has expansion at least 1/4.
Furthermore the algorithm runs in O(γ log4 n ·T (m)) time where T (m) is the time for computing
γ-approximate max-flow in a graph with m edges.
Proof. We extend the proof of Lemma B.16. Suppose that we run the cut matching game in the i-th
round and in the j-subround of matching player. We are going to find a partial matching between
two disjoint set T
(j)
1 , T
(j)
2 ⊂ V each of size k(j) = |T (j)1 | = |T (j)2 |. Let C(j) be the γ-approximate
min cut computed by a γ-approximate max flow algorithm in a graph G(j), which defined as in the
proof of Lemma B.16.
Claim B.19. If δG(j)(C
(j)) ≤ k(j) − s, then two sides of the cut are of size at least s i.e. |C(j) \
{t1}|, |V \ (C(j) ∪ {t2})| ≥ s.
Proof. We only give a proof for |C(j) \ {t1}| because they are symmetric. Let nt1 and nt2 be a
number of cut edges ∂G(j)(C
(j)) incident to t1 and t2 respectively. As in Claim B.17, δG(j)(C
(j)) =
1
αδG(C
(j) \ {t1}) + nt1 + nt2 ≥ nt1 and hence |C(j) \ {t1}| ≥ k(j) − nt1 ≥ k(j) − δG(j)(C(j)) ≥ s.
So, if δG(j)(C
(j)) ≤ k(j)−s, then we return the smaller side of (C(j)\{t1}, V \{C(j)∪{t2}}) which
has expansion less than α by Claim B.17 and has size at least s by Claim B.19. Otherwise, the size
of the max flow is at least (k(j)− s)/γ. Again, we can decompose the flow into paths which define a
partial matching M
(j)
i between T
(j)
1 and T
(j)
2 of size at least (k
(j) − s)/γ. Let T (j+1)1 = T (j)1 \M (j)i
and T
(j+1)
2 = T
(j)
2 \ M (j)i . We know that (|T (j+1)i | − s) ≤ (1 − 1γ )(|T
(j)
i | − s). So there are at
most c = Θ(γ log n) sub-rounds before |T (j+1)1 |, |T (j+1)2 | ≤ s. If the game is not terminated until
then, let M ′′i be an arbitrary matching between T
(j+1)
1 and T
(j+1)
2 , and return a perfect matching
M ′i =
⋃
j M
(j)
i ∪M ′′i between Si and V \ Si as an output of matching player in the i-th round.
Suppose that, after r rounds, the matching game did not return a sparse cut. Let H ′ =
⋃r
i=1M
′
i
and H ′′ =
⋃r
i=1M
′′
i . We claim that H = H
′ \ H ′′ is our desired output. Observe that H =⋃r
i=1(
⋃
j M
(j)
i ), so H can be embedded in G with congestion O(rc/α) = O(γ log
3 n/α). It is left to
show that every cut in H of size 4rs = Ω(s log2 n) has expansion at least 1/4:
Claim B.20. Let S ⊂ V be a cut of size 4rs ≤ |S| ≤ n/2, then φH(S) ≥ 1/4.
Proof. From the property of cut matching game shown in [28], H ′ is such that φ(H ′) ≥ 1/2. So
δH′(S) ≥ |S|/2. Since δH(S) = δH′(S) − δH′′(S) and the number of edges in H ′′ =
⋃r
i=1M
′′
i is at
most rs, we conclude that δH(S) = δH′(S)− δH′′(S) ≥ |S|/2 − rs ≥ |S|/2− |S|/4 = |S|/4.
The running time analysis is as in Lemma B.16.
By plugging in the O˜(m)-time (1 + ǫ)-approximate max flow algorithm by [35] to Lemma B.16
and Lemma B.18, and by assigning the parameter csize and cexp, we get the following corollaries:
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Corollary B.21. Given an undirected graph G = (V,E) with n vertices and m edges, an expansion
parameter α > 0, there is a O˜(m)-time randomized algorithm that with high probability outputs
either
• an α-sparse cut S where |S| ≤ n/2 or
• a graph H embeddable in G with congestion at most c′exp/α where φ(H) ≥ 1/2,
where c′exp = Θ(log
3 n).
Corollary B.22. Given an undirected graph G = (V,E) with n vertices and m edges, an expansion
parameter α > 0, and a size parameter s ≤ n/c′size, there is a O˜(m)-time randomized algorithm that
with high probability outputs either
• an α-sparse cut S where s ≤ |S| ≤ n/2, or
• a graph H embeddable in G with congestion at most c′exp/α where every cut in H of size at
least scsize has expansion at least 1/4.
where c′size = Θ(log
2 n) and c′exp = Θ(log
3 n).
Now, we are ready to prove Theorem 5.4.
Proof of Theorem 5.4. Given a graph G = (V,E) with parameter α, Let c′size and c
′
exp be the
parameters from Corollary B.21 and Corollary B.22. Set csize = 2c
′
size and cexp = 4c
′
exp to be the
parameter of Theorem 5.4. Let A and B be the algorithms from Corollary B.21 and Corollary B.22,
respectively.
We give G and α to A. If A returns a graph H embeddable in G with congestion c′exp/α where
φ(H) ≥ 1/2. By Proposition B.15, we can just report φ(G) ≥ φ(H)2α/c′exp ≥ α/cexp and we are
done.
Suppose that A returns an α-sparse cut SA where |SA| ≤ n/2. We binary search for the largest s
such that when B is given G,α and s as inputs, then B returns an α-sparse cut. Suppose that, when
s = s∗ − 1, B returns an α-sparse cut SB where s∗ − 1 ≤ |SB| ≤ n/2, and when s = s∗, B returns
a graph HB embeddable in G with congestion c
′
exp/α where every cut in HB of size at least c
′
sizes
∗
has expansion at least 1/4. By Proposition B.15, this implies that every cut S of size at least c′sizes
∗
in G has expansion at least α/4c′exp = α/cexp. Therefore, OPT(G,α/cexp) < c′sizes
∗ = c0s∗/2. We
can return SB because |SB | = s∗ − 1 ≥ s∗/2 > OPT(G,α/cexp)/csize. Otherwise, suppose that B
never returns a cut.
Then, when s = 1, B returns a graph HB embeddable in G with congestion c
′
exp/α where
every cut in HB of size at least c
′
size has expansion at least 1/4. By Proposition B.15, this implies
that every cut S of size at least c′size in G has expansion at least α/4c
′
exp = α/cexp. Therefore,
OPT(G,α/cexp) < c
′
size ≤ csize. So we can return SA because |SA| ≥ 1 > OPT(G,α/cexp)/csize.
B.5 Proof of Theorem 6.5
First, we slightly change the definition of augmented graphs defined in [32].
Definition B.23 (Augmented Graph). Given an undirected graph G = (V,E), a set A ⊂ V
where |A| ≤ |V − A|, an expansion parameter α, and an overlapping parameter σ ∈ [ 3|A||V−A| , 34 ], the
augmented graph GA(α, σ) is the capacitated directed graph with the following properties:
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• The vertex set V (GA(α, ǫ)) = V (G) ∪ {s, t}. We call s and t the source and the sink vertices,
respectively.
• The edge set E(GA(α, ǫ)) contains all original undirected18 edges e ∈ E(G) with capacity 1/α.
E(GA(α, ǫ)) also contains directed edges (s, u) for all u ∈ A with unit capacity and (v, t) for
all v ∈ V −A with capacity ǫσ where ǫσ , 13(1/σ−1) ∈ [ |A||V−A| , 1].
The following lemma about the properties of s-t min cut in augmented graphs illustrates the
usefulness of augmented graphs. The proof below is different from Lemma 3.2 in [32] in two aspects.
First, we argue about the expansion of cuts instead of arguing about conductance of cuts as in [32],
which is a slight different notion. Second, we show that the s-t min cut is a most-balanced sparse
cut, not just a sparse cut as in [32].
Note that s-t max-flow-min-cut value of the augmented graph GA(α, σ) is at most |A| because
the cut {s} has capacity |A|.
Lemma B.24. Given an undirected graph G = (V,E), a set A ⊂ V where 4|A| ≤ |V − A|, an
expansion parameters α and an overlapping parameter σ ∈ [ 3|A||V−A| , 34 ], let S′ be the min s-t cut
of the augmented graph GA(α, σ), and F
∗ is the value of max s-t flow in GA(α, σ). Suppose that
F ∗ = |A| − c for some value c ≥ 0. Then we have that following:
• For any (A, σ)-overlapping cut S in G where |S| ≥ 3c/σ, then φ(S) ≥ σ3α, and
• if c > 0, S′ is an α-sparse cut in G such that |S′|, |V − S′| ≥ c.
Proof. Let G′ = GA(α, σ). For any cut S, let δ′(S) be the capacity of S in G′. Since F ∗ ≤ δ′(S) by
max-flow min-cut theorem. We have that
|A| − c = F ∗ ≤ δ′(S) = δ(S)
α
+ |A− S|+ ǫσ|S −A| = δ(S)
α
+ |A| − |A ∩ S|+ ǫσ|S −A|. (3)
This implies
δ(S)
α
≥ |A ∩ S| − ǫσ|S −A| − c.
Therefore, for any (A, σ)-overlapping cut S where |S| ≥ 3c/σ, we have that
δ(S)
|S| ≥ α(
|A ∩ S|
|S| −
ǫσ(|S| − |A ∩ S|)
|S| −
c
|S|)
≥ α((1 + ǫσ)σ − ǫσ − σ/3)
≥ α(2σ/3 − σ/3)
≥ σ
3
α
where the second inequality is because S is (A, σ)-overlapping and |S| ≥ 3c/σ, and the third
inequality is because ǫσ =
1
3(1/σ−1) . This concludes the first part of the lemma.
Let S′ be the s-t min cut in G′. We have that Equation (3) holds with equality for S′. That is,
|A| − c = δ(S
′)
α
+ |A− S′|+ ǫσ|S′ −A|, (4)
18In directed graph, an edge e is undirected means that flows can go through e in both direction in contrast to
directed edges.
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which implies
δ(S′)
α
= |A ∩ S′| − ǫσ|S′ −A| − c.
We want to prove that φ(S′) = δ(S
′)
min{|S′|,|V−S′|} < α when c > 0. Note again that ǫσ =
1
3(1/σ−1) ∈
[ |A||V−A| , 1] as σ ∈ [ 3|A||V−A| , 34 ]. First, we have
δ(S′)
|S′| = α
|A ∩ S′| − ǫσ|S′ −A| − c
|S′| < α.
Second, we have
δ(S′)
|V − S′| = α
|A ∩ S′| − ǫσ|S′ −A| − c
|V − S′|
= α
(|A| − |A− S′|)− ǫσ(|V −A| − |(V − S′)−A|)− c
|V − S′|
≤ αǫσ|(V − S
′)−A| − |A− S′| − c
|V − S′| < α,
where the first inequality is because ǫσ ≥ |A||V−A| , and the second inequality is because ǫσ ≤ 1 and
c > 0. So we conclude that φ(S′) < α. Next, we need to show that |S′|, |V − S′| ≥ c. From
Equation (4), we have
|A| − c ≥ |A− S′| = |A| − |S′ ∩A| =⇒ |S′| ≥ |S′ ∩A| ≥ c.
Similarly, we have
|A| − c ≥ ǫσ|S −A| = ǫσ|V −A| − ǫσ|V − S −A| ≥ |A| − ǫσ|V − S −A|,
which implies
|V − S| ≥ |V − S −A| ≥ c/ǫσ ≥ c,
because ǫσ ≤ 1. This concludes the second part of the lemma.
In [32], they show how to adjust Goldberg and Rao’s binary blocking flow algorithm to locally
compute s-t min cut in augmented graphs, i.e. the running time does not depend on the size of the
whole graph.
Theorem B.25 (Lemma B.3 of [32]). Given an undirected graph G = (V,E), a set A ⊂ V where
|A| ≤ 4|V −A|, an expansion parameters α and an overlapping parameter σ ∈ [ 3|A||V−A| , 34 ], there is a
deterministic algorithm for computing the s-t min cut S of the augmented graph GA(α, σ) in time
O((vol(A)σ )
1.5 log2(vol(A)σ )).
19
Given this theorem, we conclude that our most-balanced sparse cut w.r.t. overlapping cuts
algorithm:
19In [32], it is shown also that vol(S) ≤ 3
σ
vol(A) although we do not need it.
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Proof of Theorem 6.5. Given a graph G = (V,E), a set A ⊂ V where |A| ≤ 4|V −A|, an expansion
parameter α, and an overlapping parameter σ ∈ [ 3|A||V−A| , 34 ], we compute the s-t min cut S in the
the augmented graph GA(α, σ). Let csize, cexp = 3/σ.
If the capacity δ′(S) of S in GA(α, σ) is |A|, then by the first part of Lemma B.24, all (A, σ)-
overlapping cuts S in G have expansion φ(S) ≥ σ3α. Hence, we just report that there is no (α/cexp)-
sparse (A, σ)-overlapping cuts in G and we are done.
Otherwise, δ′(S) = |A|−c for some c > 0. Then we claim that the s-t min cut S is a (csize, cexp)-
approximate most-balanced α-sparse cut w.r.t. overlapping cuts where csize, cexp = 3/σ. Recall
OPT(G,α/cexp, A, σ) that is the size of the largest (α/cexp)-sparse (A, σ)-overlapping cut S
∗ where
|S∗| ≤ |V − S∗|. By the first part of Lemma B.24, we have that OPT(G,α/cexp, A, σ) < 3c/σ =
csize · c. But the second part of Lemma B.24 implies that the min-cut S is α-sparse and |S| ≥ c >
OPT(G,α/cexp, A, σ)/csize. Therefore, we return that S is a (csize, cexp, α,A, σ)-LBS cut of G.
C Very Simple Dynamic SF with O(m0.5+o(1)) Update Time
In this section, let β = 2O(log logn)
3
= no(1) be the factor from Theorem 4.13. The goal of this
section is to show a simple dynamic SF algorithm with update time O(m0.5+o(1)) when the size of
update sequence is polynomial (the same assumption used in [24]) and the number of edges of the
underlying graph is always bounded by m:
Theorem C.1. For any fixed constant c, there is a randomized dynamic SF algorithm for any
graphs with n node and at most m edges that works correctly against adaptive adversaries for the
first nc update with high probability and has preprocessing time O(mβ log n) and worst-case update
time O(
√
mβ log2 n)20.
Although there are several faster dynamic SF algorithms, the algorithm from Theorem C.1 is
conceptually very simple especially when we use a cut recovery tree from Section 4.2 as a black box.
C.1 The Algorithm
Let G = (V,E) be the underlying graph. To preprocess G, we do the following: 1) construct an
arbitrary spanning forest F of G, and 2) preprocess (G,F ) using an instance E of augmented ET
tree and an instance D of cut recovery tree with parameter √m.
Remark C.1. In the following description of the algorithm, we only describe how E and F are
changed, but we always give the update to D and E so that the underlying graphs and forests of
them are (G,F ).
To insert e = (u, v), we add e into E and if u and v are not connected in F (this can be checked
using augmented ET tree), then we also add e into F . To delete e = (u, v), we remove e into E
and if e ∈ F was a tree-edge, then we find a replacement edge e′ for reconnecting the two separated
components of F as described in Algorithm C.1 and, if e′ is returned, add e′ into F .
This completes the description of our algorithm.
C.2 Analysis
Let Gi and Fi be the underlying graph and the maintained forest after the i-th update. G0 and F0 are
the ones after preprocessing. Let A be our dynamic SF algorithm. Suppose that we fix an adaptive
20To be more precise, the update time is O((c+ c′)
√
mβ log2 n) if we want the algorithm to works correctly against
adaptive adversaries for the first nc update with probability 1− 1/nc′ .
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1. Using E , set Tu = find_tree(u) and Tv = find_tree(v). If tree_size(Tu) < tree_size(Tv), then
set S = V (Tu), otherwise S = V (Tv).
2. Sample σ non-tree edges in G \ F incident to S using E . If there is a sampled edge e′ from
∂G(S), then RETURN e
′.
3. Query k-cutset(S) to D. If the returned set ∂˜ 6= ∅, then RETURN any edge e′ ∈ ∂˜.
4. RETURN “no replacement edge”
Algorithm C.1: The algorithm for finding a replacement edge e′ if exists, after deleting an edge
e = (u, v) ∈ F .
adversary f and a string R which is used as a random choices of A. Let invi(f,A, R) be the invariant
that holds if Fi is a spanning forest of Gi. For convenience, we write inv<i(f,A, R) = inv0(f,A, R)∧
· · · ∧ invi−1(f,A, R). Our goal is to prove that the invariant holds with high probability:
Lemma C.2. Let A be the dynamic SF algorithm from Appendix C and R be the random choices of
A. For any adaptive adversary f , we have PrR[invi(f,A, R) | inv<i(f,A, R)] ≥ 1 − 1/nc for i ≥ 0
and c can be made arbitrarily large.
Proof. When i = 0, we have PrR[invi(f,A, R) | inv<i(f,A, R)] = PrR[inv0(f,A, R)] = 1 because
inv<0(f,A, R) holds vacuously and F0 is a spanning forest of G0 by construction. When i ≥ 1,
there are two cases for the update at time i: insertion and deletion. First, when we insert e = (u, v),
we have Fi = Fi−1 ∪{e} iff u and v are not connected in Fi−1. As Fi−1 is a spanning forest of Gi−1,
Fi is a spanning forest of Gi. The next case is when we delete e = (u, v). On one hand, suppose
δG(S) ≤ k. Hence, in Step 3 the queried set returned from k-cutset(S) is ∂˜ = ∂G(S) and so an edge
e′ ∈ ∂G(S), if exists, is returned. So Fi = Fi−1 ∪ {e′} \ {e} and Fi a spanning forest of Gi. On the
other hand, suppose δG(S) > k. We claim that a random edge e
′ ∈ ∂G(S) is returned in Step 2
with high probability, and we are done for the same reason.
To prove the claim, by the property of the augmented ET-tree E , the probability that a sampled
edge is from ∂G(S) is
δG(S)
volG(S)
for each sampling. Now, the probability that all sampled σ edges are
not from ∂G(S) is at most (1 − δG(S)volG(S))σ ≤ (1 −
√
m
2m )
σ ≤ 1/nc where c can be made arbitrarily
large by choosing the constant in σ = Θ(
√
m log n). Note that the first inequality holds because
volG(S) ≤ 2m as the number of edges of G is always bounded by m.
Next, we bound the running time.
Lemma C.3. Let A be the dynamic SF algorithm from Appendix C. The preprocessing time of A
is O(mβ log n), and the update time is O(
√
mβ log2 n).
Proof. For the preprocessing time, 1) we can find an arbitrary spanning forest F on an initial
graph G in time O(m), and 2) by Theorem 3.3 and Theorem 4.13, we can preprocess (G,F ) using
augmented ET tree and cut recovery tree in time O(mβ log n).
For the update time, we first analyze the running time inside Algorithm C.1. Step 1 takes time
at most O(log n). Step 2 takes time O(σ log n) = O(
√
m log2 n) by Theorem 3.3. Step 3 takes time
O(
√
mβ log2 n) by Theorem 4.13. So the running time in Algorithm C.1 is at most O(
√
mβ log2 n).
The update time spent outside Algorithm C.1 is dominated by the time for updating D. This takes
time at most O(
√
mβ log2 n).
71
We conclude that Lemma C.3 and Lemma C.2 together imply Theorem C.1.
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