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Abstract. Recommender systems (RSs) have become essential tools in e-
commerce applications. Several strategies have been proposed to help users
in decision-making. The evaluation process of these RSs is, nowadays, a major
divergence point, since there is no consensus regarding which metrics are ne-
cessary to consolidate a new RSs. In the present work, we perform an extensive
study of these metrics organizing them into three groups: Effectiveness-based,
Complementary Dimensions of Quality and Domain Profiling. Further, we
consolidate a framework named FAiR that is able to help researchers in
evaluating their RSs using these metrics, besides identifying the characteristics
of data collections that may be intrinsically influencing RSs performance.
Resumo. Sistemas de Recomendac¸a˜o (SsR) tornaram-se essenciais em e-
commerces. Estrate´gias de SsR veˆm sendo propostas para auxiliar usua´rios na
tomada de decisa˜o. O processo de avaliac¸a˜o de SsR e´ hoje um grande ponto
de divergeˆncia, uma vez que na˜o existe um consenso de quais me´tricas sa˜o ne-
cessa´rias para se consolidar um novo SR. Nesse trabalho, realizamos um amplo
estudo dessas me´tricas organizando-as em treˆs grupos: Effectiveness-based,
Complementary Dimensions of Quality e Domain Profiling. Consolidamos um
framework denominado FAiR, capaz de auxiliar pesquisadores na avaliac¸a˜o de
SsR frente a essas me´tricas, ale´m de identificar as caracterı´sticas das colec¸o˜es
de dados que possam intrinsecamente influenciar no desempenho deles.
1. Introduc¸a˜o
Atualmente, a grande quantidade de produtos disponı´veis em uma variedade de
aplicac¸o˜es Web gera um cena´rio desafiador: usua´rios dispo˜em de mais opc¸o˜es do que
conseguem lidar efetivamente [Schwartz 2009]. Ao apresentar milhares ou mesmo
milho˜es de produtos distintos, sistemas comerciais como Amazon.com, Netflix ou Last.fm
involuntariamente criam obsta´culos aos usua´rios que almejam apenas encontrar produtos
de seu interesse. Dessa forma, Sistemas de Recomendac¸a˜o (SsR) teˆm se tornado uma das
principais ferramentas utilizadas para auxiliar usua´rios na tomada de decisa˜o. Esses SsR
visam estimar a relevaˆncia dos itens por meio de diferentes fontes de informac¸o˜es (e.g.,
sociais, demogra´ficas, histo´rico de consumo, etc.) [Modarresi 2016]. Em raza˜o do re-
torno financeiro que um SR bem elaborado pode gerar para grandes corporac¸o˜es, muitos
pesquisadores esta˜o envolvidos em projetos relacionados a esse tema [Kouki et al. 2015].
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O ciclo ba´sico de pesquisa para desenvolver um novo SR e´ composto de quatro
etapas: (1) implementar um SsR utilizando uma nova abordagem; (2) selecionar e imple-
mentar as principais estrate´gias (i.e., baselines) relacionadas a nova abordagem proposta;
(3) selecionar e implementar me´tricas de avaliac¸a˜o inerentes a tarefa de recomendac¸a˜o a
ser realizada; e por fim (4) avaliar os resultados encontrados comparando a nova proposta
com os baselines, em distintos cena´rios de recomendac¸a˜o. Apesar de intuitivo, este
processo de pesquisa e´ flexı´vel e nem sempre confia´vel por ser altamente dependente
do pesquisador, que deve realizar todas as etapas. Para auxiliar na etapa (2), fornecendo
mais confiabilidade no processo, bibliotecas como MyMediaLite e LensKit se destacam
por implementar os principais recomendadores estado da arte. Entretanto, o processo de
avaliac¸a˜o de um novo SsR (etapas 3 e 4) permanece com um dos grandes desafios ainda
em aberto. Mesmo com os avanc¸os da a´rea, na˜o existe um consenso sobre quais me´tricas
de avaliac¸a˜o sa˜o necessa´rias para consolidar um novo SsR. Frequentemente, os pesqui-
sadores se limitam a avaliar me´tricas inerentes a`s te´cnicas implementadas, na˜o validando
simultaneamente requisitos de qualidade e satisfac¸a˜o dos usua´rios [Bobadilla et al. 2013].
Nesse sentido, a primeira contribuic¸a˜o desse trabalho consiste em um
amplo estudo das diversas me´tricas utilizadas na literatura para se avaliar
SsR [Herlocker et al. 2004, Adomavicius and Tuzhilin 2005, Bobadilla et al. 2013].
Por crite´rios de organizac¸a˜o, dividimos as me´tricas relacionadas em treˆs grupos: (1)
Effectiveness-based, que consiste em me´tricas de decisa˜o cla´ssicas, tais como acura´cia,
precisa˜o, revocac¸a˜o, entre outras, selecionadas a fim de quantificar a utilidade de um
SsR; (2) Complementary Dimensions of Quality, que consiste em me´tricas relacionadas
a dimenso˜es que extrapolam a ana´lise de acertos nas recomendac¸o˜es. Dentre tais
dimenso˜es destacamos novidade e diversidade das recomendac¸o˜es geradas frente ao
histo´rico de consumo dos usua´rios; e (3) Domain Profiling, que consiste em me´tricas que
visam avaliar as principais caracterı´sticas dos domı´nios avaliados, a fim de se relacionar
as caracterı´sticas de usua´rios e itens com o desempenho dos SsR avaliados.
Como nossa segunda contribuic¸a˜o, selecionamos, implementamos e testamos as
mais populares me´tricas para, no fim, consolidarmos um framework denominado FAiR
(Framework for Analyses in Recommender Systems). FAiR e´ capaz de caracterizar e
distinguir estrate´gias de recomendac¸a˜o de maneira confia´vel e automatizada, avaliando
qualquer SR frente aos principais requisitos fundamentais de qualidade. Ale´m disso,
FAiR se apresenta como um framework para caracterizac¸a˜o de distintos domı´nios de SsR,
como mu´sicas, filmes ou e-commerce. Outra vantagem em utilizar o FAiR durante as
pesquisas, e´ que o mesmo e´ compatı´vel com o formato de saı´da dos resultados gerados
pelas principais bibliotecas de SsR existentes (i.e., MyMediaLite e LensKit). Esperamos
assim, auxiliar os diversos pesquisadores da a´rea, por apresentar um framework capaz de
facilitar a execuc¸a˜o das fases (3) e (4) do processo de pesquisa. O framework proposto e´
na˜o-fechado e extensı´vel, uma vez que outras me´tricas podem ser incorporadas ao mesmo.
A concepc¸a˜o do framework, bem como todas as implementac¸o˜es, execuc¸o˜es de
experimentos e ana´lises de resultados foram realizadas pelo aluno Diego Carvalho, sob
a orientac¸a˜o do professor Leonardo Rocha. O aluno de po´s-graduac¸a˜o Nı´collas Silva
colaborou no estudo e validac¸a˜o das me´tricas de avaliac¸a˜o de SsR.
2. Trabalhos Relacionados & Bibliotecas
Recentemente, as etapas de pesquisa relacionadas a` avaliac¸a˜o de recomendac¸o˜es e´
destacada por va´rios pesquisadores [Lu et al. 2015]. Em [Konstan and Riedl 1999], os
autores sugerem que as abordagens existentes para avaliar SsR podem ser divididas em
duas categorias: (1) avaliac¸a˜o online, onde o desempenho e´ avaliado nos usua´rios de
um sistema de recomendac¸a˜o em execuc¸a˜o; e (2) avaliac¸a˜o offline, onde o desempenho
de um mecanismo de recomendac¸a˜o e´ avaliado em base de dados existentes. Em
geral, avaliac¸a˜o online e´ problema´tica devido a` necessidade de um sistema totalmente
funcional e uma comunidade de usua´rios. Por exemplo, em [Ozok et al. 2010] os autores
exploraram a usabilidade e as prefereˆncias dos usua´rios atrave´s de uma pesquisa de um
grupo de estudantes universita´rios. Ale´m disso, um teste online deve estar preocupado
com a interface da aplicac¸a˜o, pois influencia a satisfac¸a˜o dos usua´rios e a intenc¸a˜o de
fornecer feedback. Consequentemente, a maioria dos pesquisadores prefere a avaliac¸a˜o
offline, devido a simplicidade e eficieˆncia em executa´-la. Neste caso, usa-se base de
dados existentes coletadas durante a execuc¸a˜o de um sistema real [Bobadilla et al. 2013].
Na avaliac¸a˜o offline, a recomendac¸a˜o pode ser vista como recuperac¸a˜o de
informac¸o˜es, i.e. a selec¸a˜o do subconjunto de ativos que sa˜o relevantes para o usua´rio.
Nesta perspectiva, as me´tricas para avaliac¸a˜o sa˜o bem conhecidas. Por esse motivo,
va´rios framework foram desenvolvidos com um objetivo similar em mente: fornecer uma
maneira fa´cil de implementar recomendadores em ambientes de pesquisa e/ou produc¸a˜o.
Entre muitas bibliotecas, destacamos MyMediaLite [Gantner et al. 2011], implementada
em Common Language Runtime (CLR) por membros da Universidade de Hildesheim, e
LensKit [Ekstrand et al. 2011], uma biblioteca de SsR criada pelo GroupLens na Univer-
sidade de Minnesota. MyMediaLite destaca-se por conter os principais recomendadores
em um ambiente leve, fa´cil de instalar e vola´til, permitindo que os usua´rios alterem as
caracterı´sticas e paraˆmetros de entrada dos SsR. No entanto, o processo de avaliac¸a˜o
e´ limitado a` ana´lise de qualidade das recomendac¸o˜es, apresentando apenas me´tricas
de decisa˜o, e dificultando a ana´lise do comportamento das recomendac¸o˜es. Por sua
vez, LensKit e´ uma biblioteca implementada em Java, compatı´vel com muitos sistemas
operacionais, que visa facilitar aplicac¸o˜es de e-commerce na tarefa de recomendac¸a˜o. No
entanto, LensKit possui uma documentac¸a˜o de difı´cil entendimento.
Outras bibliotecas relevantes sa˜o RiVal1, LibRec2 e RankSys3. RiVal na˜o possui
SsR implementados e avalia as recomendac¸o˜es por meio de me´tricas cla´ssicas. As outras
duas bibliotecas possuem algum algoritmo de recomendac¸a˜o cla´ssico e algumas me´tricas
de avaliac¸a˜o implementadas. LibRec esta´ dividida em quatro mo´dulos: entrada de dados,
processo de recomendac¸a˜o, processo de avaliac¸a˜o e saı´da de dados. Embora tenha as
principais me´tricas de avaliac¸a˜o, esta biblioteca na˜o inclui me´tricas de novidade e se-
rendipidade, que se tornaram fundamentais para SsR [Wu et al. 2012]. RankSys tambe´m
e´ implementado em Java e ale´m dos algoritmos e me´tricas de avaliac¸a˜o implementadas
por LibRec, possui algumas me´tricas relacionadas a novidade e serendipidade. Nossa
proposta difere das anteriores ao implementar um conjunto muito grande de me´tricas, ser
capaz de caracterizar a base de dados e consolidar uma interface intuitiva e extensı´vel.
1Available: https://github.com/recommenders/rival
2Available at: https://www.librec.net/
3Available at: https://github.com/RankSys
3. Me´tricas para avaliac¸a˜o de SsR
SsR sa˜o fundamentados por algoritmos bem estruturados e incrementais que se diferem
em relac¸a˜o a seus pontos fortes e fracos [Ricci et al. 2011]. Em geral, os principais
SsR existentes se preocupam em melhorar a acura´cia sob a premissa de apresentar
itens potencialmente u´teis aos usua´rios [Bobadilla et al. 2013]. Para estes, as principais
me´tricas de avaliac¸a˜o esta˜o relacionadas aos conceitos de acura´cia, precisa˜o e revocac¸a˜o
[Herlocker et al. 2004]. Precisa˜o e revocac¸a˜o visam quantificar informac¸o˜es sobre listas
de recomendac¸o˜es geradas [Adomavicius and Tuzhilin 2005]. Por sua vez, as me´tricas
relacionadas a acura´cia consistem em avaliar a predic¸a˜o realizada pelos SsR, como no
caso das me´tricas de MAE e RMSE [Adomavicius and Tuzhilin 2005]. Todas essas
me´tricas relacionadas a` qualidade dos SsR foram consolidadas em um grupo denominado
Effectiveness-based, sumarizadas na tabela 1.
Tabela 1. Effectiveness-based: Me´tricas Relacionadas a` qualidade dos SsR.
1. Precision: representa a probabilidade que um item selecionado seja relevante, definida como a raza˜o
dos itens relevantes selecionados pelo nu´mero de itens da lista de recomendac¸a˜o [Herlocker et al. 2004].
2. Recall: representa a probabilidade de um item relevante ser selecionado, definida como a raza˜o dos
itens relevantes selecionados pelo nu´mero de itens relevantes existentes [Herlocker et al. 2004].
3. Distribuic¸a˜o de Probabilidade de Precision e Recall: medida estatı´stica ba´sica que nos permite
verificar quantas vezes cada valor de precision e recall ocorre durante o processo de avaliac¸a˜o.
4. Distribuic¸a˜o Acumulada de Precision e Recall: medida estatı´stica ba´sica conhecida como CDF
(Cumulative Distribution Function), que possibilita uma visa˜o geral das distribuic¸o˜es.
5. F-measure (F1): representa a combinac¸a˜o desejada de precision e recall, por meio da me´dia
harmoˆnica penalizada [Bobadilla et al. 2013].
6. Average Precision: representa a precisa˜o me´dia de um conjunto de k itens recomendados, a fim de
mostrar a relevaˆncia do conjunto de k primeiros itens apresentados [Herlocker et al. 2004].
7. Mean Average Precision: consiste em calcular a me´dia dos valores de Average Precision,
considerando o conjunto de itens recomendados [Herlocker et al. 2004].
8. Hit Rate (Acura´cia): representa a quantidade de itens recomendados corretamente, com base no
conjunto de itens consumidos pelo usua´rio alvo (teste) [Bobadilla et al. 2013].
9. Mean Absolute Error (MAE): representa a distaˆncia entre o rating real, atribuı´do pelo usua´rio u ao
item i, para o rating previsto pelo recomendador [Bobadilla et al. 2013].
10. Root Mean Squared Error (RMSE): representa a distaˆncia quadra´tica entre o rating real para o
rating previsto pelo recomendador. A diferenc¸a dos valores quadrados e´ utilizada a fim de penalizar
erros maiores [Bobadilla et al. 2013].
Recentemente, alguns trabalhos observaram que apenas as me´tricas de acura´cia
na˜o sa˜o suficientes para avaliar a efica´cia pra´tica das recomendac¸o˜es [Wu et al. 2012].
Na maioria dos casos, o objetivo de recomendac¸a˜o e´ inerentemente ligado a uma
noc¸a˜o de descoberta, uma vez que a recomendac¸a˜o traz maiores benefı´cios quando
esta expo˜e o usua´rio a uma experieˆncia relevante, que ele na˜o teria encontrado sozinho
[Adomavicius and Tuzhilin 2005]. Neste contexto, me´tricas que remetem surpresa
sa˜o caracterı´sticas altamente deseja´veis, pois refletem a satisfac¸a˜o dos usua´rios. Es-
tes conceitos de surpresa esta˜o relacionados a`s me´tricas de novidade, diversidade e
serendipidade [Ricci et al. 2011]. Apesar de existirem diversas implementac¸o˜es para
as me´tricas de novidade e diversidade, grande destaque pode ser dado ao framework
proposto em [Vargas and Castells 2011]. Por outro lado, o conceito de serendipidade
relacionado a` recomendac¸a˜o esta´ bem consolidado em [Zhang et al. 2012]. Todas essas
me´tricas relacionadas a` satisfac¸a˜o dos usua´rios foram consolidadas no grupo denominado
Complementary Dimensions of Quality, sumarizadas na tabela 2.
Tabela 2. Complementary Dimensions of Quality: Me´tricas relacionadas a`
satisfac¸a˜o dos usua´rios.
1. Novidade: se refere a qua˜o diferente um item recomendado e´ com relac¸a˜o a todos os outros que foram
previamente consumidos pelo usua´rio alvo. E´ mensurado por meio da distaˆncia entre os itens recomen-
dados e os itens do perfil de cada usua´rio, como proposto no framework de [Vargas and Castells 2011].
2. Diversidade: se aplica a um conjunto de itens, e esta´ relacionada com o qua˜o diferente os itens sa˜o
com relac¸a˜o uns aos outros [Ricci et al. 2011]. Assim como em [Vargas and Castells 2011], diversidade
e´ mensurada como a distaˆncia me´dia esperada de um item para uma lista de itens (ILD).
3. Serendipidade: e´ uma forma de mensurar o qua˜o surpreso o usua´rio ficou com o sucesso das
recomendac¸o˜es. Calculamos a serendipidade por meio do complemento da similaridade de cosseno dos
itens presentes no histo´rico de um usua´rio e as recomendac¸o˜es geradas [Zhang et al. 2012].
4. Cobertura de Cata´logo: e´ a me´dia dos itens relevantes que sa˜o recomendados pelo menos uma
vez. Valores mais altos de cobertura do cata´logo indicam que o algoritmo contrabalanc¸a o vie´s de
popularidade cobrindo uma grande parte do conjunto geral de itens [Puthiya Parambath et al. 2016].
5. Cobertura de Geˆnero: e´ proporc¸a˜o me´dia de geˆneros (i.e., caracterı´sticas dos itens) relevantes
recomendados ao usua´rio, a fim de medir os interesses do usua´rio [Puthiya Parambath et al. 2016].
De maneira complementar, surgiu a necessidade de analisar o conjunto de dados
ao qual os SsR sa˜o aplicados, a fim de evidenciar o comportamento dos usua´rios em
cada contexto. Trabalhos recentes apontam a existeˆncia de um vie´s no consumo dos
usua´rios, que priorizam itens populares, prejudicando estrate´gias que sa˜o capazes de
recomendar itens na˜o populares [Lee and Lee 2015]. Assim, avaliar caracterı´sticas como
popularidade dos itens, histo´rico de consumo dos usua´rios, distribuic¸o˜es de ratings
atribuı´dos, dentre outras, sa˜o relevantes para entender os resultados obtidos pelos SsR.
Consolidamos essas me´tricas relacionadas a` caracterizac¸a˜o de domı´nio em um conjunto
denominado Domain Profiling, sumarizadas na tabela 3.
Tabela 3. Caracterı´sticas das colec¸o˜es utilizadas no mo´dulo de Domain Profiling.
1. Popularidade dos itens: e´ a quantidade de usua´rios distintos que consumiu cada item da colec¸a˜o.
Essa distribuic¸a˜o nos permite, por exemplo, analisar se os itens recomendados esta˜o enviesados ou na˜o.
2. Histo´rico de consumo dos usua´rios: e´ a quantidade de itens distintos consumidos por cada usua´rio,
para, por exemplo, demonstrar se uma te´cnica esta´ relacionado a assiduidade de cada usua´rio.
3. Nota me´dia de cada usua´rio: calculamos a me´dia dos ratings atribuı´dos por cada usua´rio, afim de
verificar, por exemplo, se o desempenho das te´cnicas esta´ relacionado as notas atribuı´das pelos usua´rios.
4. Nota me´dia de cada item: calculamos a me´dia dos ratings recebidos por cada item, a fim de
verificar, por exemplo, se o desempenho das te´cnicas esta˜o relacionadas as notas recebidas pelos itens.
5. Variaˆncia me´dia das notas do usua´rio: calculamos a variaˆncia dos ratings atribuı´dos por cada
usua´rio, a fim de verificar, por exemplo, se o desempenho das te´cnicas esta´ relacionado a esta variaˆncia.
6. Variaˆncia me´dia das notas dos itens: calculamos a variaˆncia dos ratings atribuı´dos a cada item, a
fim de verificar, por exemplo, se o desempenho das te´cnicas esta´ relacionado a esta variaˆncia.
7. Probabilidade dos ratings atribuı´dos: calculamos o nu´mero de vezes que cada rating distinto
ocorre, para, por exemplo, compreender o vie´s dos usua´rios no desempenho de cada te´cnica.
4. FAiR - Framework de Ana´lises em SsR
Nesta sec¸a˜o apresentamos a nossa segunda contribuic¸a˜o que consiste na implementac¸a˜o,
teste e consolidac¸a˜o das me´tricas apresentadas na sec¸a˜o anterior em um framework, o qual
denominamos de FAiR - Framework for Analyses in Recommender Systems.
4.1. Arquitetura
De maneira geral, organizamos o framework em treˆs mo´dulos: (1) Effectiveness-based;
(2) Complementary Dimensions of Quality; e (3) Domain Profiling. Basicamente, por
meio dos mo´dulos (1) e (2), pretendemos avaliar qualquer recomendador sob os treˆs
requisitos de qualidade fundamentais: utilidade, novidade e diversidade. Com o mo´dulo
(3), avaliamos as caracterı´sticas comumente relevantes dos domı´nios de recomendac¸a˜o.
Um uso pra´tico dessa caracterizac¸a˜o e´ a identificac¸a˜o de padro˜es relevantes e recorrentes
que permitam entender o desempenho das estrate´gias de acordo com caracterı´sticas de
cada domı´nio. Ale´m dos treˆs mo´dulos principais, nosso framework possui outros dois
mo´dulos: (4) Input Configuration e (5) Output Evaluation. O Input Configuration e´
responsa´vel pela configurac¸a˜o e gereˆncia dos dados de entrada. Por sua vez, o Output
Evaluation e´ responsa´vel pela apresentac¸a˜o dos resultados das ana´lises solicitadas.
4.2. Interface do Sistema
Com base na arquitetura apresentada, consolidamos o FAiR em uma interface que preza
pela legibilidade e completude, a fim de bem cooperar com os pesquisadores da a´rea. Na
aba “Input Configuration” os usua´rios sa˜o responsa´veis por prover os arquivos que sa˜o
necessa´rios para o processo de avaliac¸a˜o realizado pelo FAiR. Ale´m disso, os usua´rios
tambe´m precisam repassar para o framework o arquivo contendo as recomendac¸o˜es a se-
rem avaliadas. Nesta etapa, o usua´rio pode selecionar um arquivo de recomendac¸a˜o no
formato especificado por nosso framework ou pode tambe´m informar qual biblioteca foi
utilizada, para que o FAiR realize as converso˜es, quando necessa´rio4. No intuito de fa-
cilitar a interac¸a˜o do usua´rio, nessa mesma aba ha´ a opc¸a˜o “Help” que apresenta uma
descric¸a˜o bem completa de todos os formatos de arquivo. Ale´m disso, as opc¸o˜es “Ge-
nerate Feature File” e “Generate Train and Test File” podem ser usadas para que o FAiR
gere automaticamente os arquivos de caracterı´sticas, treino e teste. No u´ltimo passo, o
usua´rio deve informar a quantidade de itens presentes nas listas de recomendac¸o˜es. Na aba
“Choice Metric”, os usua´rios devem escolher quais me´tricas deseja que sejam avaliadas.
Com os paraˆmetros configurados, os usua´rios podem finalmente clicar no bota˜o
“Run”. A princı´pio dois direto´rios sa˜o criados a partir do caminho de saı´da especificado.
“Domain Profiling” e´ o direto´rio com o resultado de todas as me´tricas de extrac¸a˜o de
caracterı´sticas. O segundo direto´rio esta´ relacionado a` avaliac¸a˜o de qualidade e recebera´
o nome do recomendador utilizado. Caso sejam avaliados mais de um recomendador,
sera´ criado um direto´rio para cada um deles. Aninhado a este, outros dois direto´rios sa˜o
criados, de acordo com as me´tricas de avaliac¸a˜o (Effectiveness-based e Complementary
Dimensions of Quality), de tal forma que os resultados sejam devidamente organizados.
Finalmente, na aba “Output Evaluation”, o FAiR apresenta duas maneiras de visualizar
o resultados encontrados: utilizando a pro´pria interface ou pelo direto´rio de saı´da
previamente definido. Na interface ha´ informac¸o˜es relacionadas a quantidade de itens e
usua´rios nas colec¸o˜es de dados informadas como entrada e duas opc¸o˜es para cada me´trica
definida na aba anterior, uma para visualizar os resultados obtidos por meio de gra´ficos
e outra que possibilita o usua´rio inspecionar o arquivo gerado diretamente.
4LensKit segue todos os formatos utilizados pelo FAiR. No caso da MyMediaLite, existe uma opc¸a˜o que
ao ser selecionada muda o formato das listas de recomendac¸a˜o para o formato da saı´da dessa biblioteca.
4.3. Configurac¸a˜o de Sistema
FAiR e´ uma aplicac¸a˜o Desktop para sistemas operacionais baseado em Linux, testado
e homologado no sistema operacional Ubuntu 16.04. Toda sua interface gra´fica foi
implementada em Python utilizando GTK+3. Em termos de bibliotecas extras, foram
utilizadas as bibliotecas (a) numpy; (b) matplotlib; e (3) seaborn. Todos os co´digos esta˜o
publicamente disponı´veis a partir do enderec¸o https://github.com/dcomp-labPi/FAiR.
5. Validac¸a˜o e Aplicac¸a˜o Pra´tica do FAiR
No intuito de validar nosso framework, apresentamos um estudo de caso que aponta
as vantagens de utilizar o FAiR no processo de pesquisa. Em um processo de pesquisa
convencional, onde um pesquisador pretende propor um novo recomendador, este
se preocupa em estudar os principais baselines existentes, a fim de encontrar algum
ponto fraco que possa ser superado. Entretanto, em domı´nios amplamente estudados,
poucos pesquisadores se preocupam em avaliar o comportamento dos itens e usua´rios,
negligenciando informac¸o˜es importantes. Ale´m disso, no processo de avaliac¸a˜o, poucos
sa˜o os pesquisadores que se preocupam em comparar sua abordagem com todas as
categorias de SsR, por muitas vezes na˜o terem em ma˜os as ferramentas necessa´rias para
avaliar distintos recomendadores. Neste contexto, selecionamos duas colec¸o˜es estudadas
na literatura, disponibilizadas pelo GroupLens5: MovieLens 1M e MovieLens 10M.
Para demonstrar a compatibilidade do FAiR com as bibliotecas da literatura, utilizamos
os recomendadores implementados por MyMediaLite e LensKit. Selecionamos as
estrate´gias UserKNN e ItemKNN [Sarwar et al. 2001], relacionadas a` abordagem de
filtragem colaborativa, e a estrate´gia de MostPopular [Herlocker et al. 2004], relacionada
a` abordagem na˜o personalizada. De maneira complementar, selecionamos a estrate´gia de
PureSVD [Cremonesi et al. 2010], referente a` abordagem de fatorac¸a˜o de matrizes.
5.1. Caracterı´sticas do Domı´nio
Por meio das me´tricas implementadas no mo´dulo “Domain Profiling”, o FAiR consegue
ressaltar o comportamento dos usua´rios e itens de qualquer domı´nio, bem como as
relac¸o˜es de consumo altamente deseja´veis para um recomendador. Avaliando o histo´rico
de consumo dos usua´rios e a popularidade dos itens, na figura 1, observa-se um compor-
tamento similar a long-tail [Anderson 2008]. Em outras palavras, existem poucos itens
que sa˜o muito consumidos por poucos usua´rios do domı´nio. Essa caracterı´stica indica,
por exemplo, que o recomendador a ser proposto para este domı´nio deve se preocupar
com o vie´s da popularidade de alguns itens.
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Figura 1. Distribuic¸a˜o de popularidade e consumo dos itens de cada domı´nio.
5Disponı´veis em: http://www.grouplens.org/node/12
FAiR pode ser usado para analisar o comportamento dos usua´rios e itens do
domı´nio. Tais ana´lises visam evidenciar para o pesquisador se abordagens user-user ten-
dem a representar mais caracterı´sticas do que abordagens item-item, ou vice-versa. Enten-
der corretamente o domı´nio estudado permite modelar melhores estrate´gias para satisfazer
os usua´rios com recomendac¸o˜es precisas. Neste intuito, a figura 2 mostra as distribuic¸o˜es
de nota me´dia dos usua´rios e itens, bem como a variaˆncia dessas notas em todo o domı´nio.
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Figura 2. Distribuic¸o˜es me´dias e variaˆncia dos ratings de cada domı´nio.
5.2. Ana´lise de Qualidade
Como ponto principal do processo de pesquisa, o pesquisador deve analisar seu recomen-
dador frente aos principais baselines. Para essa ana´lise, a colec¸a˜o de dados e´ dividida
em subconjuntos de treino (70%) e teste (30%), preservando a ordenac¸a˜o temporal de
consumo dos usua´rios. Em seguida, o pesquisador fornece o subconjunto de treino para
alguma biblioteca com os principais SsR implementados, a fim de gerar uma lista de
recomendac¸a˜o de n itens para cada usua´rio. Estes itens recomendados sa˜o avaliados
frente a um conjunto de me´tricas, ate´ enta˜o, implementadas pelo pro´prio pesquisador.
Por meio do FAiR, todo este processo se torna mais fa´cil, pra´tico e confia´vel. Desde a
gerac¸a˜o dos subconjuntos de treino e teste ate´ a avaliac¸a˜o dos resultados, uma vez que o
FAiR apresenta as principais me´tricas de avaliac¸a˜o por meio de uma interface intuitiva.
Para simular este processo de ana´lise, cada recomendador escolhido gera uma
lista com 100 itens. Para cada cena´rio, foram avaliadas todas as me´tricas do mo´dulo
Effectiveness-based. A figura 3 apresenta os resultados das me´tricas de acura´cia e RMSE
do FAiR. Com esses e´ possı´vel notar que, para ambos cena´rios do ML-1M e ML-10M,
PureSVD possui maiores valores de RMSE (3(b), (d)), sendo aquela cujo os ratings
estimados mais se aproximam dos ratings reais atribuı´dos pelos usua´rios. Quando
comparamos as estrate´gias por meio de acura´cia (3(a), (c)) notamos um comportamento
similar de PureSVD e UserKNN, ambas superando as demais estrate´gias. Outro aspecto
importante e´ que apesar das estrate´gias UserKNN e ItemKNN terem abordagens similares,
o comportamento delas e´ distinto na pra´tica. UserKNN possui um melhor desempenho
que ItemKNN. Ale´m disso, pode-se notar que a estrate´gia de MostPopular, apesar de ser
na˜o-personalizada, possui um desempenho satisfato´rio.
5.3. Dimenso˜es Complementares de Qualidade
Ale´m de apresentar avaliac¸o˜es de dimenso˜es altamente deseja´veis na ana´lise de qualidade
de um recomendador, FAiR tambe´m permite ao pesquisador analisar a recomendac¸a˜o
sobre os aspectos complementares de qualidade, tais como diversidade e novidade,
conforme apresentado na figura 4. A ana´lise dos resultados gerados pelo FAiR, possibilita
notar que todos os recomendadores apresentam nı´veis similares de novidade (figuras 4 (a)
e (c)). Entretanto, nota-se tambe´m que ItemKNN possui maior diversidade que as demais
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Figura 3. Acura´cia e RMSE de cada domı´nio e recomendador utilizado.
estrate´gias (figuras 4 (b) e (d)). Uma hipo´tese pertinente, neste caso, seria: abordagens
item-item apresentam mais diversidade nas recomendac¸o˜es geradas? Ale´m disso,
destaca-se o baixo desempenho da estrate´gia MostPopular em apresentar diversidade
de itens aos usua´rios. Neste caso, uma correlac¸a˜o com a distribuic¸a˜o de popularidade
mostrada na figura 1, pode gerar a questa˜o: abordagens focadas em itens populares
na˜o apresentam tanta diversidade, pois estes itens sa˜o consumidos pelo mesmo grupo
de usua´rios? Novamente, FAiR na˜o possui todas as respostas. Ao contra´rio, o seu uso
permite ao pesquisador elaborar novas perguntas pertinentes ao processo de pesquisa.
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0  20  40  60  80  100
N
ov
id
ad
e
Usuários (%)
ItemKNN
UserKNN
MostPop
PureSVD
(a) ML-1M Novidade
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0  20  40  60  80  100
D
iv
er
si
da
de
Usuários (%)
ItemKNN
UserKNN
MostPop
PureSVD
(b) ML-1M Diversidade
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0  20  40  60  80  100
N
ov
id
ad
e
Usuarios (%)
ItemKNN
UserKNN
MostPop
PureSVD
(c) ML-10M Novidade
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0  20  40  60  80  100
D
iv
er
si
da
de
Usuarios (%)
ItemKNN
UserKNN
MostPop
PureSVD
(d) ML-10M Diversidade
Figura 4. Novidade e diversidade de cada recomendador em cada domı´nio.
6. Concluso˜es & Trabalhos Futuros
Neste trabalho, consolidamos FAiR, um framework de me´tricas capazes de caracterizar e
avaliar distintos recomendadores. Tal framework consiste em mo´dulos que visam avaliar
e distinguir cada recomendador frente aos requisitos de utilidade, novidade e diversidade.
Ale´m disso, esses mo´dulos permitem identificar as principais caracterı´sticas das colec¸o˜es
de dados utilizadas que possam estar intrinsecamente relacionadas ao desempenho dos
recomendadores. O estudo de caso realizado sobre os dois principais conjuntos da
MovieLens, nos permite vislumbrar a importaˆncia de se correlacionar as caracterı´sticas
do domı´nio para entender o comportamento dos recomendadores. Dessa forma, FAiR e´
um framework pra´tico e efetivo para auxiliar o processo de pesquisa em SsR, uma vez
que possui as principais me´tricas de avaliac¸a˜o. Futuramente, pretendemos adicionar
outras me´tricas ao FAiR, bem como realizar correlac¸o˜es entre as me´tricas de avaliac¸a˜o e
as caracterı´sticas relacionadas aos domı´nios estudados.
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