tl;dr: yes, on average. Rotation forest is a tree based ensemble that performs transforms on subsets of attributes prior to constructing each tree. We present an empirical comparison of classifiers for problems with only real valued features. We evaluate classifiers from three families of algorithms: support vector machines; tree-based ensembles; and neural networks. We compare classifiers on unseen data based on the quality of the decision rule (using classification error) the ability to rank cases (area under the receiver operator curve) and the probability estimates (using negative log likelihood). We conclude that, in answer to the question posed in the title, yes, rotation forest, is significantly more accurate on average than competing techniques when compared on three distinct sets of datasets. The same pattern of results are observed when tuning classifiers on the train data using a grid search. We investigate why rotation forest does so well by testing whether the characteristics of the data can be used to differentiate classifier performance. We assess the impact of the design features of rotation forest through an ablative study that transforms random forest into rotation forest. We identify the major limitation of rotation forest as its scalability, particularly in number of attributes. To overcome this problem we develop a model to predict the train time of the algorithm and hence propose a contract version of rotation forest where a run time cap a priori. We demonstrate that on large problems rotation forest can be made an order of magnitude faster without significant loss of accuracy and that there is no real benefit (on average) from tuning the ensemble. We conclude that without any domain knowledge to indicate an algorithm preference, rotation forest should be the default algorithm of choice for problems with continuous attributes.
Introduction
Classification is an intrinsically practical exercise, and our interest is in answering the following question: if we have a new classification problem or set of problems, what family of models should we use given our computational constraints? This interest has arisen from our work in the domain of time series classification [1] , and through working with many industrial partners, but we cannot find an acceptable answer in the literature. The comparative studies of classifiers give some indication (for example [17] ), but most people make the decision for pragmatic or dogmatic reasons. Broadly speaking, there are three families of algorithm that could claim to be state of the art: support vector machines; multilayer perceptrons/deep learning; and tree-based ensembles. Our experience has shown that one algorithm, the tree-based ensemble rotation forest [38] , consistently outperforms other classifiers on data where the attributes are real valued. Our primary contribution is the test the hypothesis whether on average, for problems with real valued attributes, rotation forest is significantly more accurate than other classification algorithms. The evidence of our experimentation supports our core hypothesis: on average, rotation forest outperforms the best of the competing algorithms.
Comparative studies such as this are hard to perform, not least because it is easy to find grounds for criticism. Our choice of algorithms to compare against was guided by the conclusions made in [17] that "random forest is clearly the best family of classifiers (3 out of 5 bests classifiers are RF), followed by SVM (4 classifiers in the top-10), neural networks and boosting ensembles (5 and 3 members in the top-20, respectively)". We compare rotation forest to: random forest; support vector machines with linear, quadratic and radial basis kernels; neural networks with one and two hidden layers; a Bayesian neural network; logistic boosting; and gradient boosting.
Other grounds for criticism of comparisons is the performance statistic and the data used to measure performance. We compare based on error, balanced error, negative log likelihood and area under the ROC curve on three sets of datasets containing approximately 300 classification problems. All of these problems have no missing values and only real valued attributes.
Finally, another tricky issue in comparing classifiers is the problem of model selection and tuning of parameters. We perform both an untuned and tuned comparison of classifiers. We adopt the same methodology for tuning all classifiers. We grid search approximately 1000 parameter settings for each classifier and use a ten fold cross validation on the train data to assess each parameter combination. We only ever evaluate on the test data set once with a single model built on the whole train data with the parameter values found to have the lowest cross validation error on the train data.
We stress that we are not suggesting that rotation forest is the best classifier for all problems of this type. Instead, we maintain that it is better on average. Hence, if no other domain knowledge is available, and it is computationally feasible to build a rotation forest, we believe it should be the starting point for trying to solve any new classification problem with real valued attributes.
Although the original rotation forest paper has received over 1000 citations (according to Google Scholar), it has had nothing like the attention of other classification algorithms. For example, Breiman's original random forest paper [7] has over 35,000 citations and a paper proposing a method of choosing parameters for support vector machines [10] has received nearly 3000 citations. If our core hypothesis is correct, why then do not more people use rotation forest and why has there been so little development of the algorithm? We believe there are three reasons. Firstly, rotation forest is not available in machine learning toolkits such as scikit-learn, hence the recent boom in machine learning has passed it by. We provide a basic scikit implementation to help overcome this problem 1 . Secondly, the original description of the algorithm set the default number of trees to ten, and this is the default value used in the Weka implementation. It was used with the default values in a recent comparison [17] and did not do particularly well. Rotation forest performs significantly better when used with a larger number of trees. Thirdly, the design of rotation forest makes it scale poorly, particularly for problems with a large number of attributes. This is caused by the fact that it always uses all attributes for every tree in the ensemble.
The rest of the paper is structured as follows. Section 2 provides a brief overview of the considered classification algorithm types and Section 3 gives a more in-depth description of rotation forest. We describe our experimental design and the data sets used in Section 4. Section 5 describes the comparison to rotation forest to a range of alternative algorithms, both tuned and untuned, on three sets of data sets. The remainder of the paper is then concerned with exploring why rotation performs better, what its weaknesses are and how can we address them. Section 6 assesses the influence of structural differences between random forest and rotation forest in an ablative study. We then examine rotation forest's sensitivity to parameter values in Section 7 before assessing the time complexity and proposing an alternative version of rotation forest that attempts to construct the best model within a time constraint in Section 8. We conclude in Section 9.
Background

Tree-Based Ensembles
Tree-based homogeneous ensembles are popular classifiers due to their simplicity and general effectiveness. Popular homogeneous ensemble algorithms based on sampling cases or attributes include: bagging decision trees [6] ; random committee, a technique that creates diversity through randomising the base classifiers, which are a form of random tree; dagging [44] ; random forest [7] , which combines bootstrap sampling with random attribute selection to construct a collection of unpruned trees; and rotation forest [38] , which involves partitioning the attribute space then transforming in to principal components (PCA) space. Of these, we think it fair to say random forest is by far the most popular, and previous studies have claimed it to be amongst the most accurate of all classifiers [17] . These methods combine outputs through a majority vote scheme, which assigns an equal weight to the output of each model. We describe both random forest and rotation forest in more detail below.
Boosting ensemble algorithms seek diversity through iteratively re-weighting the training cases and are also very popular. These include AdaBoost (adaptive boosting) [18] , which iteratively re-weights based on the training error of the base classifier; multiboost [47] , a combination of a boosting strategy (similar to AdaBoost) and wagging, a Poisson weighted form of Bagging; LogitBoost [19] which employs a form of additive logistic regression; and gradient boosting algorithms [20] , which have become popular through the performance of recent incarnations such as XGBoost [11] . Boosting algorithms also produce a weighting for each classifier in addition to iteratively re-weighting instances. This weight is usually derived from the the training process of the base classifier, which may involve regularisation if cross-validation is not used.
Neural networks
Multi-Layer Perceptron (MLP) neural networks are well established as a modern statistical pattern recognition method (for an overview, see [3] ). Unlike a single layer perceptron network that is only capable of solving linearly separable problems, multi-layer networks, with two or three layers of modifiable connections are able to solve pattern recognition tasks with convex, concave or disjoint decision regions. In order to limit the complexity of the model, and hence avoid over-fitting, it is common to use some form of regularisation, often the simple weight-decay regulariser. The usual regularisation parameter can be tuned by minimising the cross-validation error, or via a Bayesian approach that maximises the marginal likelihood (also known as the Bayesian evidence for the model), following the approach of MacKay [28] . The Bayesian neural network is perhaps less well known, so we provide in depth background in Appendix A. The Bayesian multi-layer perceptron (BMLP) we use was implemented using the NETLAB toolbox for the MATLAB development environment [32] . Alternative approaches include structural stabilisation and early-stopping. Unlike a single layer perceptron network, where the optimal weights can be determined in closed form, MLPs are typically trained using gradient descent methods, with gradient information calculated using the back-propagation algorithm. For the small-to medium-sized networks considered here, scaled conjugate gradient descent is generally effective.
Support Vector Machines
Kernel learning methods [40] , and the support vector machine (SVM) [4, 12] in particular have attracted considerable interest due to a combination of stateof-the-art performance on a variety of real world tasks, and mathematical tractability, which facilitated considerable theoretical support from computational learning theory [45] . The SVM constructs a linear maximum-margin classifier [4] in a feature space given by a non-linear transformation of the attributes. However, rather than specify this transformation directly, it is implicitly given by a kernel function, that gives the inner products between vectors in the feature space. A variety of kernel functions have been suggested, but the most common are the linear, polynomial and radial basis function (RBF) kernels. The RBF kernel is a common choice as this gives a classifier capable of arbitrarily complex decision regions, and again avoidance of over-fitting comes down to careful tuning of the regularisation and kernel parameters (often achieved via minimisation of a cross-validation or performance bound based model selection criterion [48] ). One advantage the support vector machine holds over the multilayer neural network is that the training criterion is convex, and hence has a single, global optimum. Efficient training algorithms, such as sequential minimal optimisation [35] , have been developed and implemented in freely available software packages, such as LibSVM [9] .
The Rotation forest algorithm
Rotation forest is a tree-based ensemble with some key differences to random forest. The two main differences are that rotation forest transforms the attributes into sets of principle components, and that it uses a C4.5 decision tree. There are more subtle differences, and we describe these through deconstructing the algorithm, shown in pseudocode in Algorithm 1. For each tree, the transformation process is more complex than might be imagined. Firstly, it uses all attributes for each tree, rather than use the random forest approach of sampling. Attributes are split into r random sets of a given size f (step 3), and the transformation is built independently for each set of attributes. However, there is a further step before the transformation which involves discarding instances. Firstly, instances of a given class may be discarded (step 6). Secondly, each group is then sampled with replacement to include a give proportion of cases (step 7). A PCA model is then built on this reduced data set, and the model then applied to all instances to generate f new attributes for that particular set (step 9). The new attributes are then assembled to form a new data set with m = r · f attributes. In summary, for each tree, rotation forest partitions the feature set, performs a restricted PCA on each of these subsets (via class and case sampling), then recombines the features over the whole train set. Sampling is performed independently on each feature subset for each tree, meaning it is a fundamentally different process to bagging or bootstrapping for the whole tree. The algorithm has three principle parameters: the number of trees k (step 2); the number of features per set f (step 3); and the proportion of cases to select (p) (step 7). A further potential parameter is the probability of selecting a class (step 6), but in the Weka implementation this is hard coded to 0.5. The other Weka defaults are k = 10, f = 3 and p = 0.5. We explore the effect of these parameters on performance through sensitivity analysis in Section 7. The three key design components where rotation forest differs from random forest are: the base classifier is C4.5 not RandomTree; all attributes are used for each base classifier rather than a sample; and the data is subsampled
Input: k, the number of trees, f , the number of features, p, the sample proportion 1: Let F =< F 1 . . . F k > be the C4.5 trees in the forest. 2: for i ← 1 to k do 3:
Randomly partition the original features into r subsets, each with f features, denoted < S 1 . . . S r >.
4:
Let D i be the train set for tree i, initialised to the original data, D i ← D.
5:
for j ← 1 to r do 6:
Select a non-empty subset of classes and extract only cases with those class. Each class has 0.5 probability of inclusion.
7:
Draw a proportion p of cases (without replacement) of those with the selected class value 8:
Perform a Principal Component Analysis (PCA) on the attributes in S j on this subset of data 9: Apply the PCA transform built on this subset to the the attributes in S j of the whole train set 10: Replace the features S j in D i with the PCA features.
11:
Build C4.5 Classifier F i on transformed data D i . in groups then transformed with PCA. We investigate the importance of these components in an ablative study in Section 6.
Experimental design
The UCI dataset archive 2 is widely used in the machine learning literature. An extensive evaluation of 179 classifiers on 121 datasets from the UCI archive, including different implementations of notionally the same classifier, was performed by [17] . Overall, they found that the random forest (RandF) algorithms maintained the highest average ranking, with support vector machines (SVM), neural networks and boosting achieving comparable performance. There was no algorithm significantly better than all others on average. Although it has since been identified that the overlap between validation and test data sets may have introduced bias [46] , these results mirror our own experience with these classifiers. A summary of the data is provided in Table 9 in Appendix B.
The UCR-UEA archive is a collection of real valued time series classification (TSC) datasets 3 . A summary of the data is provided in Table 9 in Appendix B. A recent study [1] implemented 18 state-of-the-art TSC classifiers within a common framework and evaluated them on 85 datasets in the archive. One of the best approaches was the shapelet transform [24] . Shapelets are discriminatory subseries in the original data set. The shapelet transform separates the finding of shapelets from the classification stage. Application of the shapelet transform selects k good shapelets and creates a new data set where each attribute represents the distance between a case and a shapelet. Hence, applying the transform creates a completely new classification problem. We denote this set of 85 shapelet transformed data sets as the ST-UCR-UEA data sets.
Experiments are conducted by averaging over 30 stratified resamples of data. For the UCI data, 50% of the data taken for training, 50% for testing. The UCR-UEA archive provides a default train/test split. We perform stratified resamples using the number of train and test cases defined in these default splits. Resample creation is deterministic and can be reproduced using the method InstanceTools.resampleInstances, or alternatively all resamples can be downloaded directly. The shapelet transform is performed independently on each resample. All code is available and open source 4 . In the course of experiments we have generated gigabytes of prediction information and results. These are available in raw format from the correspondence author and in summary spreadsheets from the website.
We always compare classifiers on the same resamples. For comparing two classifiers on a single data set we perform both a paired t-test and a sign rank test over the resamples. For comparing two classifiers over multiple datasets we take the average over all resamples of a single dataset and perform pairwise tests on the averages. For comparing multiple classifiers on multiple data sets, we follow the recommendation of Demšar [15] and use the Friedmann test to determine if there were any statistically significant differences in the rankings of the classifiers. However, following recent recommendations in [2] and [21] , we have abandoned the Nemenyi post-hoc test originally used by [15] to form cliques (groups of classifiers within which there is no significant difference in ranks). Instead, we compare all classifiers with pairwise Wilcoxon signed rank tests, and form cliques using the Holm correction (which adjusts family-wise error less conservatively than a Bonferonni adjustment).
We assess classifier performance by four statistics of the predictions and the probability estimates. Predictive power is assessed by test set error and balanced test set error. The quality of the probability estimates is measured with the negative log likelihood (NLL). The ability to rank predictions is estimated by the area under the receiver operator characteristic curve (AUC). For problems with two classes, we treat the minority class as a positive outcome. For multiclass problems, we calculate the AUC for each class and weight it by the class frequency in the train data, as recommended in [36] . We estimate predictive bias by measuring the difference between estimated test set error, found on the train set through cross-validation, and true test set error. All cross-validation uses ten folds.
Comparison of classifiers 5.1 Comparison of Untuned Classifiers on UCI Data
Our first hypothesis is that rotation forest is better than other classifiers when given reasonable fixed parameters. We compare rotation forest to nine other classifiers with the fixed parameters described in Table 1 . These are: support vector machine with a linear (SVML), quadratic (SVMQ) and radial basis function (SVMRBF) kernel; extreme gradient boosting (XGBoost) and logistic boosting (LogitBoost); multi-layer perceptron with a single hidden layer (MLP1) and two hidden layers (MLP2); a Bayesian multi-layer perceptron (BMLP); and random forest (RandF). We use the Weka implementations for SVM, MLP, LogitBoost, RandF and RotF. For gradient boosting we use the XGBoost implementation 5 . The BMLP was implemented using the NETLAB toolbox 6 . Figure 1 summarises the results of these ten untuned classifiers on the UCI LogitBoost (c) AUC (b) NLL Figure 1 : Critical difference diagrams for ten untuned classifiers on 121 UCI data. The classifiers are neural network with one (MLP1) and two (MLP2) hidden layers; Bayesian neural network (BMLP); logistic boosting (LogitBoost); extreme gradient boosting (XGBoost); support vector machines with linear (SVML), quadratic (SVMQ) and radial basis function (SVMRBF) kernels; Random Forest (Rand); and Rotation Forest (RotF). Parameter settings are given in Table 1 .
data (full results available in spreadsheet UntunedFig1.xls). Rotation forest is significantly better than all other classifiers in terms of error, AUC and NLL. It is top ranked for balanced error. Random forest is significantly better than all but rotation forest for error, AUC and NLL. XGBoost is the next best performer, Based on no other domain information, it would appear that rotation forest is the best classifier to select, followed by random forest and then extreme gradient boosting. However, this may be an artifact the parameters we have selected and the data we have used. We investigate these two possible confounding factors through further experimentation.
Comparison of Tuned Classifiers on UCI Data
Algorithms such as support vector machines and neural networks are notoriously sensitive to parameter settings. An obvious explanation for the poor performance of these classifiers in the results presented in Figure 1 is that the classifiers need to be tuned. Hence, we compare a tuned support vector machines (with RBF kernel), a neural network (with two hidden layers), a boosted tree ensemble (XGBoost), random forest and rotation forest. Table 2 shows the parameter combinations evaluated for each classifier. On each resample, every combination is evaluated on the train data using a ten fold cross validation. The combination with the lowest cross validated error on the train data is selected, and a model is constructed with these values using all Table 2 .
the train data. It is then evaluated on the test data. This means we construct approximately 300,000 models for each data set and classifier combination (30 resamples, 1000 model combinations and 10 fold cross validation for each), i.e. over 200 million models overall.
The results on the tuned data, shown in Figure 2 , follow a similar pattern to those on the untuned data (full results available in spreadsheet TunedFig2.xls). Rotation forest is significantly better than the other five tuned classifiers in terms of error, AUC and NLL. After tuning, there is no significant difference between SVMRBF, RandF and XGBoost in terms of error, although RandF still has significantly better AUC and NLL. Even when considerable effort is put into tuning the classifiers, rotation forest maintains the advantage. Given the time it takes to tune, it is worthwhile asking whether it makes a significant difference on average. Surprisingly, tuning makes no significant improvement to rotation forest or random forest. The classifier to gain significantly from tuning is SVMRBF, where the improvement is dramatic. Tuning makes the classifier over 3% more accurate on average, and gives a significant improvement to SVMRBF on over half of the problems (when comparing over resamples).
The untuned and tuned results lend support to our core hypothesis that rotation forest is, on average, significantly better than the other classifiers we have compared it to, even when extensive tuning is performed. We have also found that, on average, there is no real need to tune rotation forest or random forest, as long as reasonable default values are used. Given these results, we continue the comparative study using random forest and rotation forest with fixed parameters. This seems reasonable, since the two classifiers have a similar basic structure, and tuning carries huge computational cost.
Comparison of forest classifiers on alternative data sets
Rotation forest is clearly better on average than the competitors on the UCI data. However, a reliance on one set of data sets can cause an over interpretation of results. The real question is whether this generalises to other problems which meet our criteria of having all real valued attributes. To test this, we evaluate rotation forest and random forest on time series classification problems from the UCR-UEA archive and data derived from the archive by shapelet transform. The purpose of these experiments is to test three hypotheses. Firstly, we wish to test whether the results observed on the UCI data are also observed on completely unrelated data sets, i.e. to test whether rotation forest is significantly better than random forest. Secondly, we want to assess how well classifiers that make no explicit use of the time information in these classification problems compare to the most widely used benchmark algorithm for TSC problems, dynamic time warping. This is a sanity check to demonstrate that observed differences are not simply an artifact of choosing between two classifiers unsuited to the type of problem. Finally, we wish to evaluate whether using rotation forest on data transformed from the UCR-UEA archive can make a better bespoke TSC algorithm, and compare this to state of the art for bespoke TSC algorithms. This serves to provide evidence of the importance of classifier selection.
Random forest vs rotation forest on UCR-UEA and ST-UCR-UEA data
A comparison of random forest and rotation forest on the UCR-UEA and ST-UCR-UEA data sets is shown in Table 3 . The first two rows show the p-values for the Wilcoxon sign rank test for equality of median and the paired t-test for equality of mean. We can reject the null hypotheses of equality of averages on both sets of data. The mean difference and win/draw/loss counts are presented for information only. The last row displays the number of problems where there is a significant difference between the paired resamples. Rotation forest is significantly better than random forest on both sets of data using both tests. The difference is more marked for the UCR-UEA data, reflecting rotation forests ability to find underlying discriminatory auto-correlations in time series data. The difference is smaller on the ST-UCR-UEA data, where the ordering of attributes is irrelevant, but still significant. Figure 3 serves to help visualise the differences between the classifiers by showing the scatter plots of test accuracies. A comparison of balanced error, AUC and NLL yields a very similar pattern of results. 
Rotation forest vs dynamic time warping
Rotation forest is not designed to handle time series data, so it is of interest to see how well it does in comparison to algorithms designed specifically for TSC. Dynamic time warping (DTW) distance with a 1 nearest neighbour classifier is considered a strong benchmark for TSC problems. DTW compensates for potential phase shift between classifiers through realignment that minimises the distance within constraints [37] . The degree of warping allowed is determined by a warping window. We denote 1-NN dynamic time warping with full warping window as DTW. Commonly, DTW window size is set through cross validation (DTWCV). The case for DTW and DTWCV as benchmarks is commonly made. For example, recent papers have stated that "Many studies have shown that the One Nearest Neighbour Search with DTW (NN-DTW) outperforms most other algorithms when tested on the benchmark datasets" [42] and "Over the last decade, the time series research community seems to have come to the consensus that DTW is a difficult-to-beat baseline for many time series mining tasks" [14] . A comparative study found DTW and DTWCV were not significantly worse than many recently proposed bespoke TSC algorithms [1] . As part of our goal in assessing the quality of rotation forest as a classifier, it is of interest to assess how well it performs on raw TSC data in comparison to DTW. Because DTW and DTWCV are 1-NN classifiers they do not produce probability estimates nor rank the test cases, so there is no value in using NLL and AUROC as a comparison. We restrict our attention to comparing error. Figure 4 compares the forest results to the DTW errors. It shows that random forest is not significantly worse than DTW but is less accurate than DTWCV. Rotation forest, however, is significantly better than DTW and not significantly worse than DTWCV. Rotation forest beats DTWCV on 51 of the 85 problems and has on average 0.05% lower error. These results demonstrate rotation forest's capacity to find discriminatory features in the auto-correlation and reinforce its general utility as a benchmark classifier. We conclude that rotation forest is the best standard classifier benchmark for TSC and is at least as good as DTWCV which is widely held to be the gold standard benchmark.
Rotation forest against state-of-the-art TSC algorithms
In the previous section we used the ST-UCR-UEA data to demonstrate that rotation forest is significantly better than random forest on a data set unrelated to the UCI and without time dependencies. It also worthwhile placing the results in the context of alternative TSC algorithms to examine whether using rotation forest instead of an alternative algorithm makes a significant difference in comparison to other bespoke approaches. The most accurate classifier on average on the UCR-UEA data is the meta ensemble HIVE-COTE. This contains classifiers built on five alternative representations of the data: time series forest (TSF) [16] is constructed on summary features of random intervals; the elastic ensemble (EE) [25] is an ensemble of nearest neighbour classifiers using a range of alternative distance measures; random interval spectral ensemble (RISE) [26] is an ensemble of classifiers built on spectral transformations of random intervals; bag of symbolic-Fourier-approximation symbols (BOSS) [39] is an ensemble constructed on histogram counts of repeating patterns in the data; and shapelet transform ensemble (ST) [5] is an ensemble built on shapelet transformed data (i.e. ST-UCR-UEA). Figure 5 : Critical difference diagram for the error of six bespoke time series classifiers on 85 UCR data. The classifiers are: shapelet transform [24] with rotation forest (STRotF) and with random forest (STRandF); shapelet transform with rotation forest (STRotF); time series forest (TSF) [16] ; elastic ensemble (EE) [25] ; random interval spectral ensemble (RISE) [26] ; bag of symbolic Fourier approximation symbols (BOSS) [39] . Figure 5 shows the relative performance of these four classifiers and the two forests constructed on the shapelet transform (STRandF and STRotF). The top clique consists of STRotF and BOSS. The second clique contains BOSS and STRandF. Changing from random forest to rotation forest for the shapelet data not only provides significant reduction in error, but also makes the shapelet component of COTE the highest ranked overall. This demonstrates that a single simple design decision such as a change in base classifier can produce significant improvement. This leads us to the question of why is rotation forest better than random forest?
6 From random forest to rotation forest: an ablative study
In Section 3 we identified three key differences between random forest and rotation forest:
1. The base classifier: random forest uses random tree whilst rotation forest uses C4.5. We denote these factors RT and C4.5.
2. The attribute space: random forest selects a subset of attributes for each tree, rotation forest uses all attributes. We denote these feature spaces m and √ m. This gives us 12 variants, from combination 1 (random forest) to combination 12 (rotation forest). Table 4 summarises the results for all 12 combinations, whilst Figure 6 shows the resulting critical difference diagram. Rotation forest (combination 12) is the highest rank, but not significantly better than rotation forest with random tree (combination 6) or rotation forest with bagging and rotation tree (combination 5). Random forest (combination 1) is made significantly worse by the inclusion of C4.5 (combinations 7,8 and 9), but significantly better by the inclusion of PCA (combination 2).
Changing from RT to C4.5 has a significantly detrimental effect when √ m attributes are used (combinations 1, 2 and 3 vs 7, 8 and 9). We think this is because RT selects √ m attributes at each node, whereas C4.5 selects √ m attributes once prior to building the tree. This means C4.5 is more likely to miss relevant attributes. When we use m attributes, there is no significant difference between classifiers.
We draw two conclusions from these experiments. Firstly, performing PCA, either with or without first bagging, is always beneficial. The PCA operation 12 Figure 6 : Critical difference diagram showing the rank of each parameter permutation between random forest and rotation forest, given the structural combinations listed in Table 4 . Combination 1 is random forest, combination 12 rotation forest.
is the core distinctive characteristic of the rotation forest classifier, and these results suggest it is the key component in improving performance. Secondly, automatically reducing the attribute space to √ m degrades the performance of rotation forest. This means we cannot achieve a simple speed up by reducing the attribute space without an impact on the accuracy.
Rotation forest sensitivity analysis
We stated in Section 5 that rotation forest was not sensitive to parameters, given sensible default values, since tuning parameters had no significant effect on accuracy compared to the default values given in 1. We explore this characteristic in more detail, through an examination of the performance of the algorithm with a range of parameters. The three parameters we consider are the number of trees in the ensemble (k), the number of features per group (f ) and the proportion of cases sampled for each group (p). Figure 7 shows the variation in average error on the UCI data when compared to the default value of 200 trees used in the experiments presented in Section 5. Each data point is the average difference over 121 data sets for selecting between 10 and 500 trees. The current default of 10 trees is significantly worse than selecting 50 trees. After 50 trees, the error decreases, but there is no number of trees that is a significant improvement on the default value we have used (200 trees). Figure 8 shows the effect of selecting an alternative number of attributes to place in each group prior to the application of PCA. The default number of 3 per group gives the lowest error, which gradually increases as more attributes are selected per group, but there is no significant difference between the default and any group size between 4 and 8. Selecting bigger group sizes (9 to 12) increases the error. We think this is due to the small number of attributes in many of the UCI datasets. Figure 9 shows the change in error as more cases are removed from each group prior to -0.50% 0.00% 0.50% the application of PCA. There is no pattern, and it is perhaps surprising that removing 80% of cases is not significantly different to removing 50% or none. We stress the differences in errors in these graphs are very small, and overall, and that as long as a reasonable number of trees is uses in the ensemble, the algorithm is robust to the parameter settings. Hence, we conclude that the default values we use (200 trees, 3 attributes per group, 50% selected) are as good as any others and rotation forest is robust to variation in these parameters.
difference in error from using 50% Percentage of cases removed by attribute group Figure 9 : The mean difference in error with increasing percentage of cases removed per group, compared to rotation forest with 50% removed. The error bars represent the 95% confidence intervals for the hypothesis test that the mean difference is zero.
The Weka default of 10 trees results in significantly higher error, but from 50 to 500 trees there is no significant difference to using 200. Whilst adding more trees may improve performance, that improvement comes at a computational cost. For any given data set, the question is then how many trees can we afford to use, given the time constraints? This is addressed in Section 8.
Contract rotation forest
We have demonstrated that rotation forest is on average more accurate than other classifiers on three distinct sets of data sets. At what cost does this extra accuracy come? Specifically, does it take longer on average to build rotation forest than other classifiers? Build times are hard to compare when running experiments on shared architecture using different software. For example, we ran XGBoost on windows office desktops and BMLP with Matlab on a unix based cluster. Furthermore, predicting timings for iterative classifiers is made more difficult because in variation in convergence rates. Because of this, we restrict our attention to comparing build time for random forest and rotation forest. Both of these classifiers were built from the same Weka code base and both were distributed over a computing cluster. To mitigate against variation in build time we take the median time of the 30 resamples of each data set. It is worth noting that if we do not tune or estimate the error from the train data, none of the problems we have evaluated present too much of a problem. The longest median build time for rotation forest is 33 hours (ST ElectricDevices) and for random forest it is 2 hour (miniboone). The median build times over all data sets used in the experiments are summarised in Figure 10 .
The three parameters that most affect build time for the forest classifiers are the number of trees, the number of cases and the number of attributes. Build time will scale linearly with the number of trees. We addressed the influence of using different fixed number of trees on error in Section 7. The key issue in understanding the relative scalability of random forest and rotation forest is understanding how build time changes with number of cases and number of attributes. On average, on problems where rotation forest takes more than 10 minutes, rotation forest with 200 trees is 11.6 times slower than random forest with 500 trees. Figure 11 shows the relative speed (rotation forest time divided by random forest time) plotted against the number of cases and the number of attributes.
The improvement in accuracy achieved by rotation forest comes at the cost of an order of magnitude more computation. The obvious question is, if we gave random forest the same amount of time, would it become as accurate as rotation forest? Tuning does not help random forest on average, so the easiest way of testing this is to increase the number of trees. We reran the experiments with a random forest of 10,000 trees. Obviously, a 10,000 tree random forest requires a large amount of memory (three problems, connect-4, chess-krvk and miniboone required 30 GB), but our focus is on time complexity. In terms of error, rotation forest with 200 trees is still significantly better than random forest with 10,000 trees with approximately equivalent runtime (see spreadsheet RandomForest10000.xls for the results).
Rather than giving random forest more time to build a model, the converse question is, can we restrict the computation time for rotation forest for large problems without loss of accuracy? The most time consuming process of rotation forest is performing PCA on subsets of attributes. This transformation allows the classifier to better capture interactions between attributes, and our ablation experiments demonstrated that this stage of the process is the most important. In contrast to random forest, rotation forest uses all m features for each classifier.
Our ablative experiments have shown that reducing the number of features to √ m does have a significantly detrimental effect on accuracy. We test whether a less extreme feature space size reduction also results in significant loss in accuracy by the simple expedient of randomly selecting a fixed number of attributes for each tree. The sampling is exceptionally easy to implement. We simply extend the class RotationForest, override the method attributesPermutation and truncate the array permutation to a parameter maxNumAtts. Everything else about the classifiers is identical. We use the same default parameters as before. Our first experiment is designed to test whether sampling attributes makes any difference to accuracy on problems where the number of attributes exceeds the number randomly selected. Of the 121 UCI datasets, only 23 have more than 40 features. Hence we fix maxNumAtts to 40 for the classifier we denote RotF 40 and examine whether there is any difference in average accuracy (over 30 resamples with 50% train and 50% test) on these data.
The results are shown in table 5. The final column provides an estimate of the speed up (time for RotF divided by time for RotF 40 ). The highest average accuracy is in bold. There is no significant difference between the mean ranks as tested with a Wilcoxon sign-rank test at 1%. If a result is significantly better using a pairwise test on the 30 folds, the result has a star next to it. RotF is significantly better on two problems; RotF 40 is significantly better on three. Table 5 suggests there is no overall detrimental effect from sampling the features and significant speed up can be achieved. However, these data sets are all relatively small. To test on data with larger feature spaces, we repeat the experiment on the UCR-UEA data sets. If we randomly select 100 features (RotF 100 ) rather than use them all for the 21 problems with the largest number of features, there is no significant overall difference in accuracy on these data (see Figure 6 ). RotF wins on 16, RotF 100 on 11 and there is one tie. and yet we get a speedup of between 7 and 61 times. In a pairwise comparison, RotF is significantly better on 2 problems, RotF 100 on 1.
Our results indicate that randomly selecting attributes does not on average decrease accuracy, but for very high sampling rates it is detrimental. The question is, to what degree should we sample the attributes for each tree? This is obviously dependent on the amount of computational time we can allocate to building the classifier. We desire a contract classifier, where we set the level of attribute sampling required for a given problem in order to allow rotation forest to run in approximately given amount of time. To answer this question, we need to estimate how long rotation forest will take for a given data set, then estimate the speed up we will get for a given number of attributes sampled. We can then calculate the required speed up and estimate the number of features that will provide this speed up.
The runtime complexity of building a rotation forest is governed by: the data characteristics (number of attributes, m, the number of cases, n, and the number of classes, c); the rotation forest parameters (number of trees, t, number of feature sets, r, the number of features per set f , and the proportion selected for each ; and the complexity of building the resulting C4.5 decision tree. Decision trees are data dependent heuristics, so it is hard to estimate the complexity. Given we are using real valued attributes and C4.5 uses an information gain splitting criteria, the sorting of attributes is likely to dominate the complexity. The best case for C4.5 is when the root node is the only node built, and the complexity is O(mnlog(n)). The worst case for C4.5 would be if the final tree has the minimum number of cases at each node (default value of 2). In this case the tree will have depth O(n), and the worst case of a basic implementation is O(mn 2 log(n)). However, assuming the sensible use of indexing minimizes the need for resorting, the work done on the root node is likely to dominate the run time. For rotation forest, C4.5 is built with rf = m attributes and a proportion of n cases, so we characterise the run time as
Where β 1 is an unknown constant dependent on p, and is a independent random variable assumed to be normally distributed. Before rotation forest applies a decision tree, it transforms the data set. The core PCA operation is applied to each of the r sets is complexity O(ab 2 + b 3 ), for a cases and b features. Rotation forest has f features per set, and each set contains a different number of cases based on the resampling proportion p and the number of classes selected for that set. We assume the class selection probability and the proportion of cases sampled are fixed to p = 0.5. Hence, the expected run time complexity for a single set is O(nf 2 + f 3 ), which, assuming n is large and f is small (f defaults to 3), will be dominated by the term O(nf 2 ). For the full rotation forest, rf = m. t rf (n, m) = t c45 (n, m, p) + β 4 · r · n · p · f 2 + .
We assume f and p are constants, and that there is a constant amount of work to do for all problems, so we can simplify to t rf (n, m, r, f ) = β 0 + t c45 (n, m, p) + β 4 · m · n + substituting Equation 1 gives us t rf (n, m) = β 0 + β 1 · m + β 2 · n + β 3 · m · n · log(n) + β 4 · m · n + .
If we assume a normal distribution we can estimate the parameters from experimental data using using linear regression. The model is a coarse approximation, but we only require an approximate model that can give an indication of whether it is possible to fit a rotation forest on a given data set. We extract the timing results for all problems that took more than 30 minutes for a single run and fit the following linear regression model t rf (n, m) = 0.64 + 0.132 1000 · n + 0.246 1000 · m + 0.615 1, 000, 000 · m · n.
We have dropped the m · n · log(n) term for simplicity. The model has an adjusted R 2 of 96% and there is no obvious pattern in the residuals. It is not particularly accurate, with a mean absolute error of approximately one hour. However, the predicted value is within the range of observed time for all data sets, and error in the order of magnitude of hours is acceptable for our requirements. We use the timing model given in Equation 2 to form a 95% confident prediction interval for the run time, using the standard formula derived from the covariance matrix (X T X) −1 ,
where x 0 are the observed dependent variables for the new instance,ŷ 0 is the predicted time from model 2, X is training matrix of regressor values, s the standard error of the trained model and t is the value of the t distribution corresponding to α = 0.05. Timing is of course machine dependent. To scale from one machine to another, we use a reference operation to calibrate the timing model to give a scaling factor. To make rotation forest more scalable, we adapt the algorithm to handle cases where the training set is very large in terms of number of cases and/or number of features. We use a simple heuristic to constrain the algorithm to train within a contracted time limit which utilises the timing model. Algorithm 2 describes our contract version of rotation forest. In line 1 we estimate the 95% upper prediction interval using Equation 3. If we predict a build time less than the contract time t, we can simply build rotation forest normally. If not, we make the practical decision to reduce features if the number of features is greater than the number of training cases, and vice versa otherwise. We require a minimum number of trees in the ensemble, e min , which we default to 50 based on the sensitivity analysis presented in Figure 7 and a maximum, e max , which we set to 200. We estimate the maximum number of attributes we can have to build e min trees on line 5. To compensate for variability in the timing model, we select between e min /2 and e min attributes for each of the first e min trees (line 8). We then build a limited attribute tree in the manner described in Section 8. Because there is large variability in observed build times, we adapt the predicted build time based on the observed build time using a simple form of reinforcement learning (line 13). This approach is simplistic, but a reasonable first approximation.
To test the model, we use two large data sets not used at any stage of experimentation so far, PEMS-SF [13] and Phoneme [23] . These large data sets are part of a new multivariate time series classification archive available from the website. For benchmarking purposes, we have concatenated all the features to make univariate time series problems. PEMS-SF has 400 cases, each with 138,672 attributes. Phoneme has 6668 cases with 2387 attributes. For reference, multivariate DTW with dependent distance (DTW D , described in [41] ) achieves an accuracy of 78% on PEMS and 15.39% on Phoneme (Phoneme has 39 classes and is a particularly hard problem).
There are two features of contract rotation forest we wish to test with this data: does the classifier complete in approximately the contracted time, and Algorithm 2 contractRotationForest(Data D, time limit t) Input: number of attributes (m), number of cases (n), minimum ensemble size (e min ), maximum ensemble size (e max ), learning rate (α). 1: Let F be the set of C4.5 trees, initially empty. F ← F ∪ buildRandomCaseRotationTree(D, k) 25: s ← updateBuildTime() 26: while s < t ∧ e < e max do 27: k ∈ [n . . . n]
28:
F ← F ∪ buildRandomCaseRotationTree(D, k) 29: s ← updateBuildTime() what happens to the error with increased build time? Table 7 shows the average build time against contracted build time, and the associated accuracy on the test data. Firstly, it clearly demonstrates that the contract is being enforced within an acceptable tolerance. Secondly, it shows that increasing the contract time improves the accuracy, as we would expect for such large problems.
Conclusions
Rotation forest is less well known and less frequently used than algorithms such as SVM, random forest and neural networks. Our primary contribution is to demonstrate that, for problems with real valued attributes, rotation forest should at least be considered as a starting point solution. It is significantly more accurate on average than the alternatives on all the data we have used in the evaluation. We are not suggesting that rotation forest makes other algorithms redundant. The average differences in error are not huge and there is variability over problems. Nevertheless, we believe our experimental results mean that rotation forest should be reevaluated by machine learning practitioners who may not have been aware of existence or known of how well it performs. To help facilitate the more widespread use of this algorithm we have provided a basic scikit implementation. The main drawback with rotation forest is that it is relatively slow to build, particularly when the data has a large number of attributes. To address this problem we have developed a Weka based contract based rotation forest classifier. This contract mechanism for rotation forest could be further improved with a more sophisticated reinforcement learning mechanism and a serialised checkpointing version to allow for continued building after termination. The contract classifier is particularly useful for problems with large attribute sizes, but we believe that refinements to both the contract mechanism and the basic structure of rotation forest may yield further improvements in terms of accuracy, speed and memory usage. Our ablative study suggests a bagged version may not reduce accuracy. This would allow for fast estimation of test set error through out of bag error rather than cross validation. We have only looked at real valued problems because rotation forest is based on a real valued transformation and because the time series problems, but a performance evaluation on problems with discrete attributes would also be of interest.
experiments were carried out on the High Performance Computing Cluster supported by the Research and Specialist Computing Support service at the University of East Anglia and using a Titan X Pascal donated by the NVIDIA Corporation.
where w = (w 00 , . . . , w M d ,ŵ 0 , . . . ,ŵ M ) represents the vector of model parameters. Given labelled training data, (0, 1) , the weights of the neural network are determined by minimising a regularised [43] loss function,
where E D measures the data misfit, E W is the regularisation term, and α is a regularisation parameter governing the bias-variance trade-off [22] . In the case of two-class pattern recognition, assuming the target data are drawn independently from a Bernoulli distribution conditioned on the input data, it is appropriate to measure the data misfit using the cross-entropy error metric,
where y i = f ( x i ; w). The output of the network can then be interpreted as a consistent estimate of the a-posteriori probability of class membership, i.e. f ( x) ≈ p(t = 1| x). The most common form of regularisation is known as "weight decay", where
Bayesian Interpretation of the Training Criterion
The regularised training criterion (4) admits a simple Bayseian interpretation: Minimising the regularised training criterion is equivalent to maximising the posterior distribution
where in this case, the likelihood is given by the Bernoulli distribution,
and the prior over model parameters by a multivariate Gaussian distribution,
where W is the number of weights.
Bayesian Learning under the Evidence Framework
In this section, we briefly summarise the Bayesian methods introduced by MacKay [27, 30, 29] , based on the lucid exposition provided by Bishop [3] . The Taylor expansion of L( w, α) around the most probable value, w MP , gives rise to familiar Gaussian approximation to the posterior distribution, known as the "Laplace approximation",
where Z * is an appropriate normalising constant, ∆ w = w − w MP and A = ∇∇L( w; α) = ∇∇E D + αI is the Hessian of L( w; α) with respect to w, evaluated at w MP . The posterior distribution over the model parameters describes the uncertainty in estimating the model parameters from a finite set of training patterns. The Bayesian approach seeks to integrate out the model parameters when making inferences in order to account for the uncertainty in estimating the model parameters, such that p(t = 1| x, D) = p(t = 1| x, w)p( w|D)dw.
This process is known as marginalisation. As z( x; w) is a linear function of the model parameters, w, the Laplace approximation implies that z( x; w) also has a Gaussian distribution, centred on the most probable value, z MP ,
with variance s 2 = g T A −1 g, where g is the first derivative of z, with respect to w, evaluated at w MP . Rather than marginalise over β, we may equivalently marginalise over a, the probability that a pattern, x, belongs to class for which t = 1 can then be written as p(t = 1| x, D) = p(C 1 |z)p(z| x, D)dz = g(z)p(z| x, D)dz,
where g(z) = 1/[1 + exp(−z)]. The integral (9) is not analytically tractable, and so MacKay [29] suggests the following approximation, The process of marginalisation can alternatively be implemented more accurately via Markov Chain Monte Carlo (MCMC) methods [33] .
The evidence approximation of [27, 30, 29] assumes that the posterior distribution for the regularisation parameter, p(α|D), is sharply peaked about its most probable value, α MP , suggesting the following approximation to the posterior distribution for w, p( w|D) = p( w|α, D)p(α|D)dα ≈ p( w|α MP , D).
Thus, rather than integrate out the regularisation parameter entirely (e.g. Buntine and Weigend [8, 49] ), we simply proceed with the analysis using the regularisation parameter fixed at its most likely value. For a discussion of the validity of this approach, see MacKay [31] . We seek therefore to maximise the posterior distribution, p(α|D) = p(D|α)p(α) p(D) .
If the prior, p(α) is relatively insensitive to the value α, then maximising the posterior is approximately equivalent to maximising the likelihood term, p(D|α), known as the evidence for α. Adopting the Gaussian approximation to the posterior for the model parameters, the log-evidence is given by
Noting that A = H + αI, where H is the Hessian of E D with respect to w, if the eigenvalues of H are λ 1 , λ 2 , . . . , λ W , then the eigenvalues of A are (λ 1 + α), (λ 2 + α), . . . , (λ W + α). The derivative of log |A| with respect to α (assuming that the eigenvalues of H are independent of α) is then given by
Setting the derivative of the log-evidence with respect to α to zero, we have
where γ is the number of well determined parameters in the model. This leads to a simple update formula for the regularisation parameter:
The training procedure then alternates between updates of the primary model parameters w using, for instance, the method of scaled conjugate gradient descent, and updates of the regularisation parameter, α, according to equation (11) .
Choice of Regularisation Term
Assuming the use of a simple weight-decay regularisation term, the simplest form for the regularised loss is given by,
Again the vector of regularisation parameters can be updated under the evidence framework, except the number of well defined weights in each regularisation class is computed from the eigenvalues of a square sub-matrix of the Hessian associated with those weights. A more complex arrangement, known as an Automatic Relevance Determination (ARD) prior [31] also places weights originating from each input unit into different regularisation classes. It has been observed that if an input feature does not significantly contribute to minimising the data misfit term, the evidence framework will set the regularisation parameter for the corresponding regularisation class to a very large value. This in turn will lead to the weights from the redundant input feature being forced to values close zero, and the corresponding input unit can be pruned from the network.
Controlling the Hyper-parameter Search
The hyper-parameter search in MacKay's evidence framework for Bayesian neural networks for classification with a cross-entropy training criterion can be slow and unstable [34] . If the initial values of the hyperparameters are too high, the weights of the network can be forced to zero before the network has been able to learn from the data. Following the advice of Plate [34] , we therefore start from a small value, α = 0.01, and update the hyper-parameter frequently, performing 100 hyper-parameter updates, once after every 1000 training cycles. 
Appendix B: dataset details
