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ABSTRACT
Non-rigid image registration is an essential tool required for overcoming the inherent local anatomical variations
that exist between images acquired from different individuals or atlases, among others. This type of registration
defines a deformation field that gives a translation or mapping for every pixel in the image. One popular local
approach for estimating this deformation field, known as block matching, is where a grid of control points are
defined on an image and are each taken as the centre of a small window. These windows are then translated
in the second image to maximise a local similarity criterion. This generates two corresponding sets of control
points for the two images, yielding a sparse deformation field. This sparse field can then be propagated to the
entire image using methods such as the thin-plate spline warp or simple Gaussian convolution.
Previous block matching procedures all utilise uniformly distributed grid points. This results in the generation
of a sparse deformation field containing displacement estimates at uniformly spaced locations. This neglects
to make use of the evidence that block matching results are dependent on the amount of local information
content. That is, results are better in regions of high information when compared to regions of low information.
Consequently, this paper presents a solution to this drawback by proposing the use of a Reversible Jump Markov
Chain Monte Carlo (RJMCMC) statistical procedure to optimally select grid points of interest. These grid
points have a greater concentration in regions of high information and a lower concentration in regions of small
information. Results show that non-rigid registration can by improved by using optimally selected grid points of
interest.
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1. INTRODUCTION
Image registration is a fundamental problem that can be found in a diverse range of fields within the research
community. It is used in areas such as engineering, science, medicine, robotics, computer vision and image
processing, which often require the process of developing a spatial mapping between sets of data. Registration
also plays a crucial role in the medical imaging field where continual advances in imaging modalities, including
MRI, CTI and PET, allow the generation of 3D images that explicitly outline detailed in vivo information of not
only human anatomy, but also human function.4
A common task within the medical imaging field is the fusing of the complimentary and synergistic information
provided by the various imaging modalities. This process is known as multimodal registration. Another common
task is the registration of images of the same patient taken at different times and/or in different positions.
This process is referred to as mono-modal registration and can be used to track any pathological evolution.
These two applications are generally solved using a rigid registration, where the term rigid is used to describe a
transformation comprised solely of rotations and translations.
Rigid registration is adequate for many applications in medical imaging. This includes many cases of mul-
timodality and intra-patient registration, especially for images of the human head. However, for inter-patient
registration, the ‘rigid’ body constraint is no longer acceptable as it does not account for the non-linear morpho-
metric variability between subjects,6 i.e. there exists inherent anatomical variations between different individuals
resulting in brain or other anatomical structures that vary in both size and shape. In order to overcome these
local variations, algorithms that allow one image to deform to match another image were invented. These tech-
niques are generally referred to as non-rigid registration techniques. However, they are often described by a
number of terms including deformable matching, non-linear registration, and elastic matching.
Non-rigid registration has also found significant use in patient-atlas matching applications. This can facilitate
statistical analysis and the study of clinical, demographic, or functional trends in the anatomy or physiology of
the brain.12 It also allows for automatic segmentation procedures, i.e. non-rigid registration of the individual
patient’s scan with a segmented brain atlas.3 Other applications include registration of intra-operative images
with pre-operative images to help deliver intra-operative guidance during a surgical intervention.9 As a whole,
non-rigid registration entails a much more complicated problem.
A non-rigid registration defines a deformation field that gives a translation or mapping for every pixel in the
image. This is generally described by the following relationship,
If ◦ T (x) = If (x− u(x)) = Ir. (1)
In the above expression, If is referred to as the floating image that is undergoing the deformation while Ir is the
reference image. T denotes the non-rigid transformation which equates to a translation of every pixel x in the
floating image by a certain displacement defined by the displacement field u(x).
The vast amount of degrees of freedom introduced during a non-rigid matching must be controlled by imposing
certain constraints on the deformation field. This ensures the existence of a smooth and continuous deformation
field. There exists various methods for estimating the required displacement field u(x) in Equation 1 and conse-
quently determines what constraints are imposed on the field. Some of the major approaches include deformable
models, optical flow, elastic and viscous fluid models, spline warps, and also local registration approaches.
One popular local approach, known as block matching, is where a grid of control points are defined on an
image and are each taken as the center of a small window. These windows are then translated in the second
image to maximize a local similarity criterion.10 This generates two corresponding sets of control points for the
two images, yielding a sparse deformation field. This sparse field can then be propagated to the entire image
using well known methods such as the thin-plate spline warp or simple Gaussian convolution.
Previous block matching procedures all utilize uniformly distributed grid points. This results in the generation
of a sparse deformation field containing displacement estimates at uniformly spaced locations. However, it is
possible to improve the block matching procedure by taking into account the following fact observed during block
matching experiments: deformation estimates are improved in regions of high information while deformation
estimates are less accurate in regions of low information. Consequently, this paper proposes a novel application
of an existing technique in order to optimally select grid points of interest. These grid points have a greater
concentration in regions of high information and a lower concentration in regions of small information. The
technique employed to locate grid points of interest is a Reversible Jump Markov Chain Monte Carlo (RJMCMC)
sampler originally proposed for representation and recognition of 3D free form objects in range images.11
This paper describes how the RJMCMC method can be used to optimally select grids of control points for
use in non-rigid image registration via block-matching procedures. Using the analogy of gray-level value in an
intensity image with the height in a range image, the RJMCMC sampler is used to optimally select a control
net for a spline representation of the image. This control net is then used as the grid locations for a subsequent
block matching procedure. These grid points have a greater concentration in regions of high information and a
lower concentration in regions of small information. Results show that non-rigid registration can be improved
by using optimally selected grid points of interest.
2. TRADITIONAL BLOCK MATCHING PROCEDURE
A common local registration method, referred to as block matching, is where a grid of control points are defined
on an image which are each taken as the centre of a small window. These windows, which usually overlap
their neighbours, are then translated to maximise a local similarity criterion. The location of the maximum
can be found through an exhaustive search or with the use of local optimisation strategies. The location of the
maximum then represents the existence of a corresponding window in the second image, the centre of which
being the homologue point of the corresponding grid point defined in the first image. Thus, this block matching
approach can be used to generate two corresponding sets of control points (or landmark points) between two
images. This information can then be used to generate a sparse deformation field with the translations known
at each of these grid points. An example of a sparse field generated using block matching procedures is shown
in Figure 1.
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Figure 1. Deformation field calculated using a block matching procedure. (a) Original image, (b) Deformed image, (c)
Rescaled difference image, (d) Estimated deformation field.
By using these control points with known deformations in a non-rigid registration, constraints are being
imposed on the space of possible deformations. This has been described as a static constraint problem,5 or
an interpolation issue as the problem then becomes one of how to interpolate the deformations at these known
locations to the rest of the image. Several techniques also exist to accomplish this. A method very suited to this
is the thin-plate spline warp.1 This technique relies on the existence of two corresponding sets of points between
the images and it is irrelevant whether these points were found manually or with the use of an automatic block
matching procedure. Thus, the thin-plate spline can be used to interpolate the deformations at these known
locations to the entire image using 2D logarithmic radial basis functions.
One of the simplest approaches however is to convolve this sparse deformation field with a 2D Gaussian
kernel (Gaussian smoothing), to propagate the deformations to the rest of the image. It has been described
in6 that Gaussian smoothing is equivalent to solving a heat or diffusion equation. Thus, this approach equates
to an oversimplified version of a physical model-based algorithm (such as the elastic or viscous-fluid model).
As model-based techniques are solved in an iterative process, the two choices essentially become whether to
perform Gaussian smoothing on either the final or incremental deformation field. The first choice equates
to an oversimplified elastic transformation while the second choice equates to an oversimplified viscous fluid
transformation.6
3. IMPROVED BLOCK-MATCHING USING RJMCMC GRID POINT SELECTION
Previous block matching procedures all utilise uniformly distributed grid points. This results in the generation
of a sparse deformation field containing displacement estimates at uniformly spaced locations. However, it is
possible to improve the block matching procedure by taking into account the following fact observed during block
matching experiments: deformation estimates are improved in regions of high information while deformation
estimates are less accurate in regions of low information. Consequently, this section proposes a novel application
of an existing technique in order to optimally selected grid points of interest. These grid points have a greater
concentration in regions of high information and a lower concentration in regions of small information.
The technique employed to locate grid points of interest is a Reversible Jump Markov Chain Monte Carlo
(RJMCMC) sampler originally proposed by Mamic11 for representation and recognition of 3D free form objects
in range images. In Mamic’s work, the RJMCMC sampler is used to optimally find knot locations and control
points for a tensor product spline surface based representation of a 3D free form object. The optimal location
of these knots then allow for subsequent matching based on the control point distance measures. Stable and
repeatable estimation of these optimal knot locations remove the need to use second nature features such as
spline curvatures and normals to recognise objects.8
This section describes how the RJMCMC method proposed in11 can be used to optimally select grids of
control points for use in non-rigid image registration via block-matching procedures. Using the analogy of gray-
level value in an intensity image with the height in a range image, the RJMCMC sampler is used to optimally
select a control net for a spline representation of the image. This control net is then used as the grid locations
for a subsequent block matching procedure. These grid points have a greater concentration in regions of high
information and a lower concentration in regions of small information.
3.1. Automatic Knot Placement for Spline Surfaces
Spline based representations are an unambiguous and concise way of representing free-form objects. However,
one of the major problems of using this representation for recognition purposes is a direct result of the knot
problem. The knot problem occurs since with each different placement of the knots, one can derive a new set of
corresponding control points to describe the same curve or surface.2 This problem is further compounded by
the fact that the optimisation of the spline representation with respect to the knots is a multivariate, multimodal
and non-linear process. Consequently, most authors which adopt a spline-based representation use ad-hoc knot
fitting procedures and are forced into extracting other geometric features, such as surface curvatures or normals,
from the derived spline representation, in order to perform matching.8, 11
This section will briefly describe the use of a RJMCMC sampler in a Bayesian framework proposed in11 to
generate estimates of the number of knots and their locations from a posterior distribution for a tensor product
spline based representation. The control net that lies over the surface is then calculated using a maximum
likelihood estimate given the estimated knot vectors. The optimally placed control net is then used to perform
block matching between two images to generate a non-rigid registration.
The first step in this process is to represent an image using a tensor product B-spline surface representation,
s(u, v), which is defined by,
s(x, y) =
g∑
i=−k
h∑
j=−l
ci,jNi,k+1(x)Mj,l+1(y) (2)
where Ni,k+1 and Mj,l+1 are the B-splines basis functions of order k and l respectively, ci,j represent the control
points of the spline and g and l denote the number of interior knot locations in their respective spline basis
functions.
An RJMCMC sampler is used to generate estimates of the knot vectors λ, µ and the number of interior knots
g, h from a posterior distribution. Using a Bayesian framework, the joint posterior given the original image data
d = [x,y, I(x,y)], may be formulated in the following manner,
p(λg, µh, g, h|d) ∝ p(d|λg, µh, g, h)p(λg, µh, g, h)
= p(d|λg, µh, g, h)p(λg|g)p(g)p(µh|h)p(h), (3)
where it is assumed that the parameters λg, g and µh, h are independent of one another as they lie in orthogonal
directions on a rectangular grid. This joint posterior expression given above is based on the likelihood and prior
distributions. The likelihood term can be shown to be,
l(d|λg, µh, g, h) ∝


1
2
∑
l=x,y,z
m∑
j=1
n∑
i=1
(li,j − ci,jNi,k+1(x)Mj,l+1(y))2 + τ


− 3(m+n)2 −Φ
(4)
while the prior distributions p(λg|g), and p(µh|h) are selected to be the ordered uniform distribution due to the
ordered properties of the knot points,
p(λg|g) = m−gg!, (5)
p(µh|h) = n−hh!. (6)
A Poisson distribution with parameter ψ, is chosen to specify the prior probabilities p(g) and p(h) as follows,
p(g) =
ψg exp(−ψ)
g!
g = 0, 1, . . . (7)
p(h) =
ψh exp(−ψ)
h!
h = 0, 1, . . . (8)
The Poisson distribution is selected due its description of the number of times an event, in this case the placement
of a knot, occurs within an interval.
Finally, Bayesian inference on the parameters of interest, (λg, g, µh, h), can be conducted based on the
joint posterior distribution p(λg, g, µh, h|d) which was described above. The RJMCMC technique, developed
by Green,7 is used to generate samples from the posterior. This is achieved using specifically tailored move types
and acceptance probabilities as they apply to the problem of knot location estimation for tensor product splines.
Readers requiring more information on the derivation and the implementation of the RJMCMC statistical
procedure used in this section are referred to Mamic.11
4. RESULTS
The optimally located control net derived from the above process is used to perform a block matching procedure.
The estimated control net initally has 3 dimensions, the x and y coordinates and the the height z which controls
the amplitude of the spline surface at that particular location. This last dimension is disregarded and only the
x and y locations of the control net are required to perform the block matching.
Both the RJMCMC and a traditional block matching procedure are computed on a test image data set
to compare results. The reference image is shown in Figure 2(a). Plots (b) and (c) illustrate the grid point
locations using the traditional method, i.e. uniformly spaced grid points, and optimally located grid points using
the RJMCMC sampler respectively. Notice how there is a much greater concentration of grid points in regions
of high information while there is a much smaller concentration in regions of low information, such as the black
background regions.
Figure 3(a) illustrates the tensor product spline based representation of the reference image fitted using the
RJMCMC sampling procedure. The intensities in this case are displayed as a height. Figure 3(b) shows a top
view of the fitted spline surface.
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Figure 2. Grid point selection using traditional and the RJMCMC block matching procedures. (a) Reference MR image,
(b) Uniformly spaced grid points, (c) Optimally located grid points using the RJMCMC sampler.
(a) (b)
Figure 3. Tensor product spline based representation of the reference image. (a) 3D spline surface fitted to image
intensities which are represented by height, (b) Top view of the 3D spline surface.
Figure 4 illustrates the results of both traditional and the RJMCMC block matching procedures. In both
cases, the number of grid points used was approximately 2000. These were uniformly distributed for traditional
block matching while optimally located according to Figure 2(c) in the RJMCMC case. In both cases, simple
Gaussian convolution was used to propagate the sparse deformation field to the rest of the image. The reference
image, floating image, and rescaled difference image before registration are shown in Figure 4(a), (b) and (c)
respectively. Plots (d), (e) and (f) represent the registered floating image, rescaled difference image, and error
histogram using traditional block matching, while Plots (g), (h) and (i) represent the registered floating image,
rescaled difference image, and error histogram using the RJMCMC block matching procedure.
Quantitative measures are also computed on these registration results and are summarised in Table 1. The
SSD and SAD scores are computed before registration (pre-reg) and after registration using the traditional and
RJMCMC block matching procedures, along with the mean µ and standard deviation σ of the error.
From the registration results shown in Figure 4 and Table 1, it can be clearly seen that for approximately the
same number of grid points, the RJMCMC block matching procedure is capable of producing more accurate non-
rigid registrations. The SSD score, SAD score, and the error standard deviation was smaller for the RJMCMC
technique when compared to traditional block matching.
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Figure 4. Non-rigid registration results using traditional and RJMCMC block matching procedures. (a) Reference
image, (b) Deformed floating image, (c) Rescaled difference image before registration, (d), (e) and (f) represent the
registered floating image, rescaled difference image, and error histogram using traditional block matching, while (g), (h)
and (i) represent the registered floating image, rescaled difference image, and error histogram using the RJMCMC block
matching procedure.
Method SSD SAD Error µ Error σ
Pre-Reg 8.25× 106 2.28× 105 −0.164 11.22
Traditional BM 8.18× 105 7.05× 104 −0.081 3.53
RJMCMC BM 6.21× 105 6.26× 104 −0.097 3.08
Table 1. Quantitative error measures for traditional and RJMCMC block matching procedures.
5. CONCLUSION
Block matching procedures provide the ability to automatically estimate any number of corresponding points
between images. This information can then be used to propagate a deformation to the entire image using
techniques such as kernel convolution or even a spline warp. These landmark points serve as static constraints
which impose smoothness on the possible deformations.
This paper proposed the use of a RJMCMC sampler in a Bayesian framework to optimally select grid points of
interest for block matching procedures. Previous methods only utilise a uniform spacing of grid points. However,
results showed that non-rigid registration accuracy is improved when a larger concentration of grid points exist
in regions of high information and a smaller concentration of grid points exist in regions of low information.
The idea of using this RJMCMC sampler to select grid points of interest could also be extended to many other
applications in the wider computer vision field.
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