Given a second order parabolic operator Lu(t, x) := ∂u(t, x) ∂t
Introduction and notation
The objective of this work is to give efficient conditions for the global Sobolev regularity and integrability of densities of solutions of the parabolic equations of the form L * µ = 0 (1.1)
for Borel measures µ on (0, 1) × R d . Such equations have been recently investigated in [1] , [2] , [3] , [16] . Here L is a second order parabolic operator Lu(t, x) := ∂u(t, x) ∂t + a ij (t, x)∂ x i ∂ x j u(t, x) + b i (t, x)∂ x i u(t, x), and the interpretation of our equation is the following. We shall say that a Borel probability measure µ on (0, Equation (1.1) is satisfied for the transition probabilities of the diffusion process governed by the stochastic differential equation dξ t = 2A(t, ξ t )dw t + b(t, ξ t )dt provided that such a diffusion exists and the coefficients A and b satisfy certain conditions. However, (1.1) can be considered regardless of any probabilistic assumptions. Moreover, a study of this equation in a purely analytical setting may be useful for constructing an associated diffusion (see [16] ).
Our main result states that the density ̺ of any solution has the property that ̺(t, · ) is Sobolev on R d and |∇̺(t, x)| 2 /̺(t, x) is integrable over [0, τ ] × R d provided that the functions |b| and ln(|x|+1) are in L 2 (µ), the coefficient A is uniformly bounded, uniformly invertible and uniformly Lipschitzian in x, and the initial distribution µ 0 = ̺(0, · ) dx has finite entropy. The assumptions on A can be relaxed if b has certain additional local integrability. An efficient condition in terms of Lyapunov functions is given in order to ensure the square integrability of |b| and ln(|x| + 1) with respect to the solution µ. The main result enables us to show that ̺ belongs to all
If |b| ∈ L β (µ) for some β > d + 2 and ̺(0, · ) ∈ L ∞ (R d ), then the density ̺ is uniformly bounded on [0, τ ]×R d whenever τ < 1. By using this assertion we obtain pointwise upper bounds of the form ̺(t, x) ≤ Φ(x) −1 . Note that unlike many known results on the global boundedness of solutions, it is not required here that the drift term be dissipative or potential.
Analogous results in the elliptic case have been obtained in [7] , [4] , [8] , [14] , [5] and [6] . One might regard the elliptic case as the situation when the solution and the coefficients are independent of time. Then our parabolic result does not recover the elliptic one, because the initial distribution (which in this case coincides with the solution) must have finite entropy, and the latter assumption cannot be completely removed in the parabolic case. On the other hand, a reasonable parabolic analogue of the elliptic result might be as follows: the integrability of
without restrictions on the initial distribution. So far we have not succeeded in investigating this second possibility. Of course, if for some τ > 0 the measure µ τ has finite entropy, then our hypotheses are satisfied on [τ, 1] .
Our result will be applied in a forthcoming paper on the uniqueness problem for parabolic equations for measures. It can also be useful in the study of transition probabilities of diffusion processes and in Nelson's dynamics (see [9] , [10] , [11] , [12] , [15] 
For simplicity of notation the gradient of a function u on (0, 1) × R d with respect to the argument from R d is denoted by ∇u, i.e.,
We use the standard rule of summation with respect to repeated indices, e.g.,
We say that a nonnegative measure µ 0 on R d has finite entropy if µ 0 = ̺ 0 dx and
, where we set 0 ln 0 := 0. The entropy of ̺ 0 is the integral of ̺ 0 ln ̺ 0 . It was shown in [3] that if the coefficient A is nondegenerate, then µ is absolutely continuous with respect to Lebesgue measure on (0, 1) × R d . The corresponding density will be denoted by ̺.
A sufficient condition for the existence of a solution in the class of probability measures is the following (see [2] which improves [1] ). The coefficients a ij and b i are Borel functions
) is a nonnegative symmetric matrix and there is p > d + 2 such that, for every ball B and all i, j ≤ d, one has
. If (C1) and (C2) are fulfilled and there is a nonnegative function V on R d such that lim |x|→+∞ V (x) = +∞ and LV ≤ c 1 V + c 2 for some constants c 1 and c 2 , then a solution µ = µ t (dx) dt with probability measures µ t exists for every initial distribution µ 0 and the function
In addition, if LV ≤ c 2 , then
for almost every t. For example, if the coefficient A is uniformly bounded and
then we take the function V (x) = ln(|x| 2 + 1). This gives an estimate LV ≤ const, hence the integrals of ln(|x| + 1) against µ t are uniformly bounded provided that ln(|x| + 1) ∈ L 1 (µ 0 ). If the coefficient A is uniformly bounded and
then we set V (x) = | ln(|x| 2 + 1)| 2 and obtain LV ≤ c 1 V + c 2 , hence | ln(|x| + 1)| 2 is µ-integrable provided that it is µ 0 -integrable.
Our main estimate will be established in the two cases corresponding to two different approaches:
1) when (C1) is replaced by a stronger assumption and (C2) is replaced by the condition that |b|, ln max(|x|, 1) ∈ L 2 (µ), 2) the condition |b|, ln max(|x|, 1) ∈ L 2 (µ) is imposed in addition to (C1), (C2) and a certain global condition on A.
Set
Bounds on logarithmic gradients
Our first main result establishes the square integrability of the logarithmic gradient of µ, i.e., the mapping ∇̺/̺, with respect to µ. If ̺(t, · ) ∈ W 1,1 loc , then we use the following convention: ∇̺(t, x)/̺(t, x) := 0 if ̺(t, x) = 0. Theorem 2.1. Suppose µ, where each µ t is a probability measure, satisfies (1.1), (1.3) . Let (i) the mapping A be uniformly bounded with A(t, x) ≥ α · I for some constant α > 0, and let the functions x → a ij (t, x) be Lipschitzian with constant λ, (ii) |b| ∈ L 2 (µ). Assume also that the function Λ(x) := ln max(|x|, 1) is in L 2 (µ) (which is the case if, e.g., b(t, x), x ≤ C 1 |x| 2 Λ(x) + C 2 with some constants C 1 and C 2 and Λ ∈ L 2 (µ 0 )). If µ 0 has finite entropy, then µ t = ̺(t, · ) dx, where ̺(t, · ) ∈ W 1,1 loc , and for each τ < 1 one has
In particular, we have
If the integrals
dx are bounded as t → 1 (which is the case, e.g., if
Proof. We shall use the following fact (see, e.g., [4, Lemma 2.1]): given two nonnegative functions
where
Here and in what follows the convolutions are always taken with respect to the variable from R d . Equation (1.2) and the inclusion |b| ∈ L 2 (µ) yield that the following equality holds in Sobolev's sense:
We shall deal with a version of ̺ * w (denoted by the same symbol) defined by the formula
where v is the right-hand side of (2.4). Since |b| ∈ L 2 (µ) and the functions a ij are bounded,
Hence the function ̺ * w is absolutely continuous in t on [0, 1] and belongs to the class C
For almost every t, the indicated version coincides for all x with the initial version defined by the convolution. It will be important as well that this is true for t = 0. Since the initial version does not exceed sup x |w(x)| in the absolute value, the same is true for our new version for almost all t, and then pointwise by the continuity in t. It is readily seen from conditions (i) and (ii) that the aforementioned properties, including (2.3), also remain valid for the functions
where g is the standard Gaussian density and ε ∈ (0, 1). Below we take for ε only numbers of the form 1/n, n ∈ N. Let us set
where we take for ̺ ε the version indicated in (2.4). Since the function ̺Λ is integrable, one can find τ as close to 1 as we like such that
A number τ for which (2.5) is fulfilled can be chosen in such a way that for each ε = 1/n, our version of ̺ ε (τ, x) will coincide with the convolution ̺(τ, · ) * w ε (x) for all x. Then the easily verified inequality ln max(|x + y|, 1) ≤ ln max(|x|, 1) + |y| yields
where M 1 is a number independent of ε. By (2.3) we have
because |f ε | ≤ c 1 + c 2 Λ with some constants c 1 and c 2 and the functions ((
and the same computations as in (2.6). Similarly we verify the integrability of the function
We observe that one can integrate by parts on the right in (2.6). Indeed,
which is finite by (2.2), since
Therefore,
The integrand on the left can be written as
Since the integrals of ̺ ε (τ, x) and ̺ ε (0, x) in x equal one, we see that the left-hand side of (2.8) equals
We need a lower bound on L ε . To this end, we observe that by the convexity of the function s → s ln s on (0, +∞) and Jensen's inequality one has
On the other hand, (2.6) gives
Note that for any bounded Borel function a on (0, 1) × R d that is Lipschitzian in the second argument with Lipschitz norm λ, for every j we have
where q ε (x) := w ε (x)|x/ε| 2 , x ∈ R d . Let us note for the sequel that in the derivation of (2.8) and (2.9) we have not used the µ-integrability of Λ 2 and the existence of entropy of µ 0 . By using (2.8) and (2.9) we obtain
The right-hand side of this equality does not exceed
where M = sup t,x A(t, x) and C d is the integral of (d + 1) 2 |x| −d−3 over the set {|x| ≥ 1}. By (2.2) we have
Since A ≥ α · I, we arrive at the estimate
which by the inequality c √ x ≤ αx/2 + c 2 /(2α) yields the estimate
The quantities M(ε) and K(ε) are uniformly bounded in ε. Letting ε → 0 we obtain that
for almost all t ∈ (0, τ ). In addition, the integral of |∇̺| 2 /̺ does not exceed the right-hand side of (2.11) with ε = 0. Thus,
The last claim of the theorem is clear from our reasoning.
The proof yields a useful estimate
Remark 2.1. It is clear from the proof that the entropy of ̺ ε (0, x) has to be estimated only from above, so in place of the integrability of ̺(0, x) ln ̺(0, x) it suffices to require only the integrability of ̺(0, x) max(0, ln ̺(0, x)) (then Jensen's inequality must be applied to the function s max(0, ln s)). This leads to the effect that in estimate (2.12) in place of ̺(0, x) ln ̺(0, x) we obtain ̺(0, x) max(0, ln ̺(0, x)). However, the obtained estimates and (2.8) show that if we keep all other assumptions, the entropy of ̺(0, x) is finite anyway. But if no µ-integrability of Λ is required, then the situation may change. For example, if d = 1, b = 0 and a = 1/2, then for any initial distribution µ 0 , the solution is given by the convolution µ 0 * g t , where
, but the function ̺ 0 ln ̺ 0 is not integrable, then the solution ̺(t, x) has no entropy for any t, although the quantities |∂ x ̺(t, x)| 2 ̺(t, x) −1 dx are uniformly bounded. The same example shows that for validity of estimate (2.1) certain conditions on the initial distribution are necessary. It suffices to take for µ 0 Dirac's measure at the origin. Then the function |∂ x ̺| 2 /̺ is not integrable on (0, 1) × R 1 . It would be interesting to find a sufficient condition on A and b ensuring finite entropy of ̺(t, · ) for t > 0 and any initial distribution.
In Example 3.1 below and in [1] one can find conditions on the coefficients A and b that ensure the inclusion |b| ∈ L 2 (µ). Estimate (2.12) can be improved under additional hypotheses on A and b.
Theorem 2.2. Suppose µ satisfies (1.1), (1.3), where ν = ̺ 0 dx, ̺ 0 has finite entropy and is locally Hölder continuous. Let A and b satisfy (C1) and (C2) with some p > d + 2.
loc and for almost all τ ∈ [0, 1] one has
and the right-hand side is finite. Under the additional assumption that A ≥ α · I for some α > 0, one has
Proof. By the local theory [3] , we know that µ has a continuous positive density ̺ such that for every ball B and every closed interval [t 1 , t 2 ] in (0, 1) we have
. Let B j denote the closed ball of radius j centered at the origin. We fix a function
For small ε > 0 and large k > 0, let
As in Theorem 2.1, for almost all τ one has (2.5), which gives the integrability of ̺(τ, · ) ln ̺(τ, · ) on R d . For any δ > 0 and τ = 1 − δ we have the equality
Since ̺ ε ∂ t ln ̺ k,ε = ∂ t ̺ k,ε , the left-hand side equals
Keeping δ > 0 fixed, letting ε → 0 and using the integrability of the function t → ̺(t, · ) W p,1 (B 2j ) on [δ, τ ] as well as the continuity and strict positivity of ̺ on [δ, τ ] × B 2j , we obtain
Integrating by parts in the integral of (A∇̺, ∇ζ j ) ln ̺ k ζ j = (∇̺, ζ j A∇ζ j ) ln ̺ k and writing
Since ̺ 0 is Hölder continuous on B 2j , one has lim Therefore, (2.14) holds for δ = 0. Keeping k fixed, we observe that, given ε > 0, for all sufficiently large numbers j of the form j = r l with r l → ∞ chosen according to (2.13), the quantity R j,k,δ can be made smaller than ε in absolute value. Indeed, it follows by the hypotheses and the estimates
that for all j = r l the first term in the expression for R j,k,δ can be estimated by
where M is a constant that depends on the maxima of the first and second derivatives of ζ. The fact that ln ̺ k ∈ L 2 (µ) follows by the µ-integrability of | ln(|x| + 1)| 2 , because on the set {x :
Similarly, by the Cauchy inequality and the estimate
the second term in the expression for R j,k,δ is majorized by
The quantities E(j, k, 0) are bounded from below by a constant independent of j and k, because we consider only those τ for which
, and we have
by assumption. This yields that the integrals of | √ A∇̺/̺| 2 over the sets Ω k against µ are uniformly bounded. Letting k → ∞ and then j → ∞ we see that the function | √
In addition, by (2.14) its integral S satisfies the inequality S ≤
where E is the difference of entropies of ̺(0, · ) and ̺(τ, · ). This yields the desired bound.
Remark 2.2. If A is uniformly bounded, then the assumption Λ ∈ L 4 (µ) in the second theorem can be relaxed to Λ ∈ L 2 (µ).
Higher integrability and boundedness of densities
The results of the previous section show that the solutions are globally integrable in some power greater than 1. Here we derive yet stronger integrability properties and the global boundedness under additional assumptions on the coefficients. In what follows we assume that the measure µ is given by a density ̺ such that for every t ∈ [0, 1), the function x → ̺(t, x) is a probability density with respect to Lebesgue measure.
and applying Hölder's inequality with r and r ′ we obtain
The Sobolev inequality yields
By the Young inequality we obtain the required estimate. 
where α is the constant from the condition A(t, x) ≥ α · I and C(α, λ, d, s) is some number that depends only on α, λ, d, s.
If in place of (3.1) we have the condition
Proof. Let ̺ ε be the same as in Theorem 2.1, in particular, ε ∈ {1/n}. By (2.3) we have
for every bounded measurable function ϕ on [0, 1]×R d , because the indicated convolutions are integrable. Let us take
We observe that
Indeed, the function ̺ k ε is bounded and the functions (
, as already noted in the proof of Theorem 2.1. Therefore, we can integrate by parts, which gives
Let L ε denote the left-hand side of this equality. Then
Note that the integrability of ̺ ε (τ, x) k+1 in x follows by the boundedness of this function and its integrability for k = 0. By using Hölder's inequality, we estimate L ε from below as follows:
Let us consider the right-hand side R ε of equality (3.5). By using equality (2.9), we obtain
Hence, by (2.10) (we recall that in the derivation of (2.10) we have not used the µ-integrability of | ln(1 + |x|)| 2 and the existence of entropy of µ 0 ) we have
, where q ε is the same as in (2.10) . By the inequality ab ≤ αa 2 /4 + b 2 /α we obtain the estimate
Combining our bounds on L ε and R ε we arrive at the inequality
Hölder's inequality we have
̺(t, y) dy
Similarly, taking into account the estimate
.
we have
Thus, one has
Now set
This enables us to start iterations based on (3.6). Namely, if in (3.6) we set s = d and k = q n−1 −(d−2)/d = q n −1, then we arrive at the estimate
Since p n → ∞ and q n → ∞ as n → ∞, the theorem is proven in the case d > 2. The cases d = 1 and d = 2 are even simpler, because in the Sobolev inequality in place of the exponent d/(d − 2) one can take any number r > 1. However, we need not consider these cases separately and deduce them from the result for d = 3. To this end, we pass from the function of two variables to the function of three variables u = ̺(t, x 1 , x 2 )g(x 3 ), where g is the standard Gaussian density. The measure u dx dt satisfies our equation on [0, 1) × R 3 with the coefficients a ij and b i that coincide with the initial ones if i, j ≤ 2, and
Theorem 3.2. Suppose that under the hypotheses of Theorem 2.1 for some
By inequality 3.4 we have for almost all t < τ
whence we obtain
Lemma 3.1 for u = ̺ (k+1)/2 and p = q = 2(d + 2)/d yields the estimate
By using the inequality (a + b) 2 ≤ 2a 2 + 2b 2 and the bounds found above we obtain
Since p n ≥ (d + 2)(β − 2)/(dβ) n , the above estimate yields convergence of the series of ln A n − ln A n−1 , which contradicts the unboundedness of A n . The case d ≤ 2 is justified in the same manner as in the previous theorem. (ii) It is seen from the proof and Remark 3.1 that the assumption in Theorem 3.1 and Theorem 3.2 that the integrals of ̺(t, x) with respect to x equal 1 can be replaced by the assumption that these integrals are uniformly bounded.
(iii) Let us note that if in Theorem 3.2 it is given in advance that ̺ ∈ L p ([0, τ ] × R d ) for some p > 1, then we need not require the integrability of the function | ln(1 + |x|)| 2 ̺(t, x), but the boundedness of ̺(0, x) is important. Now we employ the proven theorem for obtaining upper bounds on ̺. As in the elliptic case considered in the papers [14] , [5] , [6] , the idea is this: in order to obtain a pointwise estimate ̺(t, x) ≤ Φ(t, x) −1 , one has to consider the measure ν := Φ · µ and establish the boundedness of its density. We shall consider functions Φ that do not depend on t. If Φ has locally bounded first and second order derivatives, then the measure ν satisfies the equation
understood in the same sense as (1.1). for almost all (t, x) ∈ [0, τ ).
Proof. It is seen from the reasoning used in the proof of Theorem 3.2 and Remark 3.2 that it suffices to establish estimate (3.4) with s = β for the measure ν = Φ · µ whose density belongs to L 1+ε ([0, 1] × R d ) by the boundedness of ̺. In that estimate a homogeneous equation was concerned, and the measures µ t were probabilities. However, under present assumptions the same estimate remains valid in the presence of the indicated right-hand side as well if in place of the condition µ t (R d ) = 1 we assume only the uniform boundedness of measures µ t . Indeed, on the right-hand side of (3.5) with ν in place of µ, i.e., with u := Φ̺ in place of ̺, there appears additionally the integral of the expression
Let us set ξ := LΦ/Φ, η := |A∇Φ|/Φ and estimate this integral J as follows: 
