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There is a rich literature of approaches to image feature extraction in computer vision. Many
sophisticated approaches exist for low- and for high-level feature extraction but can be complex
to implement with parameter choice guided by experimentation, but with performance analysis
and optimization impeded by speed of computation. We have developed new feature extraction
techniques on notional use of physical paradigms, with parametrization aimed to be more familiar
to a scientiﬁcally trained user, aiming to make best use of computational resource. This paper is the
ﬁrst uniﬁed description of these new approaches, outlining the basis and results that can be achieved.
We describe how gravitational force can be used for low-level analysis, while analogies of water ﬂow
and heat can be deployed to achieve high-level smooth shape detection, by determining features and
shapes in a selection of images, comparing results with those by stock approaches from the literature.
We also aim to show that the implementation is consistent with the original motivations for these
techniques and so contend that the exploration of physical paradigms offers a promising new avenue
for new approaches to feature extraction in computer vision.
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1. FEATURE EXTRACTIONAND IMAGE
PROCESSING
This paper presents the ﬁrst uniﬁed description of some new
approaches to feature extraction in image processing and
computer vision, derived by using physical analogies. The
approaches aim to achieve feature extraction with insight for
parameterselection,fastimplementationbyvirtueofsimplicity
or by use of established techniques to improve computational
speed, and with performance that is at minimum comparable
with that achieved by state-or-art techniques. For this, we ﬁrst
explore what we understand to be meant by the term feature
extraction.
1.1. Feature and shape extraction
There is now a rich literature of techniques that can detect low-
level features, such as edges and corners, and high-level shapes
[1].Low-leveloperatorsaregenerallythosewhichoperateonan
image as a whole; high-level operators are those which process
imagessoastodetermineshapesthatlietherein.Bothprocesses
are used within computer vision, to render explicit information
that is implicit within the original image—as such providing
image understanding.
The state-of-art operators for low-level feature extraction
include anisotropic diffusion for image smoothing, to preserve
features and to reduce the effects of noise; the scale invariant
featuretransform(SIFT)aimstoﬁndcornerfeaturesthatpersist
over image scales, by a sophisticated operation based on the
difference of Gaussian operator. By way of example, we show
the result of anisotropic diffusion [2] applied to an image of
an eye, in comparison with the result by Gaussian ﬁltering, a
standard operator. The anisotropic diffusion process in Fig. 1c
achieves a more pleasing result than that of Fig. 1b, preserving
features better while smoothing noise to greater effect. The
parameter choice for the Gaussian operator is window size and
the variance of the Gaussian operator; the parameter choice
for anisotropic diffusion largely revolves around two main
The Computer Journal, 2009
  The Computer Journal Advance Access published August 7, 20092 M.S. Nixon et al.
parameters of which λ offers differing levels of (isotropic)
smoothing,andk controlsthe(anisotropic)featurepreservation
process (another parameter is the number of iterations and this
can be few in practice). There is greater choice of functionals
for edge preservation in anisotropic diffusion and we show
here the basic process. The effects of alternative choice for
the parameters are shown in Fig. 1d and e; these are easily
investigated since the operator is fast when implemented on a
modern computer.
The range of techniques for high-level shape extraction
includes techniques which operate by matching, such as
templatematchingortheHoughtransform(HT),activecontours
and statistical shape models. To achieve a result by matching
requires knowledge of the target shape. If this target is not
yet known, then evolutionary techniques are used which match
feature extraction to chosen image properties.Among the most
popular modern operators for arbitrary shape extraction are
geodesic active contours which evolve to ﬁnd a target shape
contour. Example results by curve evolution are shown in
Fig. 2 [3]. These show that the technique can converge to an
acceptable result, Fig. 2e—showing the palm of the hand and
the ﬁngers—though with an extra ﬁnger due to the background,
from an initialization which was a circle which did not wholly
encompassthetargetfeature,showninFig.2a.Overallthecurve
evolution techniques can achieve spectacular results, though
this requires selection for a number of parameters and this
can be difﬁcult to optimize given the enormous computations
involved in rebalancing the level sets used in the formulation,
at each iteration of the technique. There have been many
developments in the ﬁeld and newer approaches use texture to
guide segmentation [4].
Naturally, performance depends on parameter selection.
A major advantage concerns initialization, as the curve
evolution techniques evolve to determine a solution within
the image which is consistent with desired properties. The
advantage is that the initialization can be within or outside the
target shape (though this is not a consistent advantage when
initialization within a shape can be guaranteed).
By way of illustration, we shall use the geometric active con-
tour called the active contour without edges (ACWE), intro-
duced by Chan and Vese [5], which is the technique that many
people compare the result of their own new approach with.
Their model uses regional statistics for segmentation, and as
such is a region-based level-set model. The overall premise is
toavoidusinggradient(edge)informationsincethiscanleadto
boundaryleakageandcausethecontourtocollapse.TheACWE
method can address problems with initialization, noise and
boundary leakage (since it uses regions, not gradients) but still
suffers from computational inefﬁciency and difﬁculty in imple-
mentation,becauseofthelevel-setmethod.Anexampleresultis
showninFig.3,wherethetargetaimistoextractoutsidebound-
ary of the hippopotamus—the ACWE aims to split the image
intotheextractedobject(thehippopotamus)anditsbackground
(the grass). In order to do this, we need to specify an initializa-
tion which we shall choose to be within a small circle inside the
hippopotamus, as shown in Fig. 3a. The result of extraction is
shown in Fig. 3b and we can see that the technique has detected
much of the hippopotamus, and the result is encouraging but,
arguably, imperfect. The values used for the parameters here
were: λ1 = λ2 = 1.0; η = 0 (i.e. area was not used to control
evolution);γ = 0.1×2552 (thelengthparameterwascontrolled
according to the image resolution) and some internal parame-
ters were h = 1 (a one pixel step space);  t = 0.1 (a small
timespacing)andε = 1(aparameterwithinthestep,andhence
the impulse functions on which calculation is based). Alterna-
tivechoicesarepossible,andcanaffecttheresultachieved.The
result here has been selected to show performance attributes;
the earlier result (Fig. 2) was selected to demonstrate ﬁnesse.
FIGURE 1. Filtering by the Gaussian operator and by anisotropic diffusion [1]: (a) original image; (b) result by Gaussian smoothing; and (c)–(e)
results by anisotropic diffusion, and parameter settings with (c) k = 5, λ = 0.25; (d) k = 15, λ = 0.25; (e) k = 25; λ = 0.25.
FIGURE 2. Extraction by curve evolution (a diffusion snake) [3]: (a) initialization; (b) iteration 1; (c) and (d) continuing; and (e) ﬁnal result.
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FIGURE 3. Extraction by a level-set-based approach [1]: (a)
initialization and (b) result.
As ever, there is no panacea in engineering. The advance
of new techniques often stimulates the development of new
approaches. The developments in curve evolution have led to
newapproachesforshapeextractionguidedbyimagestatistics.
Weseekheretousetheimagestatisticsinanewway,guidedby
use of physical analogies. The deployment is most certainly by
analogysinceimagesaresimplycollectionsofspatiallyindexed
valueswhichareusuallyrepresentedbybrightness.Itisinthese
collections of points we seek to determine shapes.
1.2. On using physical analogies for feature extraction
Using physical analogies is a new basis for feature extraction
which has as yet attracted scant attention in computer vision.
Analogies have found much deployment in optimization,
leading to popular techniques like genetic algorithms and
simulated annealing.
1.2.1. Using force analogies in image processing
Though there is no other work similar to our approach using
a gravitational analogy, there are other force-based approaches
motivating image processing feature extraction operators. In
[6, 7], magnetostatic theory was combined with an active
contour model. For a moving charge inside a magnetic ﬁeld,
there are magnetic forces introduced by the ﬁeld acting on it.
Further, since currents are essentially sets of moving charges,
therearemagneticforcesactingonthecurrentsinsidemagnetic
ﬁelds. The object boundary generates a magnetic ﬁeld and thus
exerts magnetic forces upon the deformable contour driving
it to the boundary position. The Biôt–Savart law deﬁnes the
magnetic ﬂux density generated by a conductor carrying a
currentatanypixelwithpositionvector.Thecurrentdirectionis
estimatedbythesigneddistancetransform,whichisalsousedto
initialize level-set functions, as used in modern approaches to
curve evolution. Therefore, the magnetic force can be easily
combined with level sets. Electrostatic ﬁeld theory has also
been adopted in image segmentation. Jalba et al.[ 8] presented
a charged particle model that simulates the particle movements
inanelectrostaticﬁeld.Asetofpositivelychargedfreeparticles
is positioned in the image analogical ﬁeld distributed with ﬁxed
negative charges proportional to the edge strength. Because the
free particles have opposite polarity to the ﬁxed charges and
the same polarity to each other, there are attractive forces (the
Lorentz force) from the ﬁxed charges to the free particles, and
repellent forces (the Coulomb force) between the free particles.
1.2.2. Deployment of water and heat in image analysis
The most similar approaches to using water and heat as
analogies for feature extraction is to deploy region growing.
This is a feature extraction procedure that groups pixels
or sub-regions to make larger regions, based on predeﬁned
similarity criteria for region growth. The basic approach starts
with a seed point and merges neighbouring pixels that have
pre-deﬁned properties similar to the seed, such as intensity
or texture. Although, region growing techniques can detect
multiple objects simultaneously and can be more efﬁcient than
active contour or curve evolution models, the main problem
is the appropriate selection of the similarity criteria. Region
growing approaches also have to use connectivity information
to deﬁne the neighbouring pixels in each step of growth. In
addition, they can achieve region segmentation with irregular
boundaries and holes in the presence of high noise, since they
omit smoothing.
Themostfamiliaruseofwater-ﬂowsegmentationisﬂoodﬁll,
but this suffers in performance by not including water
properties. Instead of model-based methods, some developed
the morphological watershed-based region growing techniques
[9, 10]. The approach is based on the fact that smooth surfaces
can be decomposed into hills and valleys by studying critical
pointsandtheirgradient.Consideringpixelproperties(intensity
or gradient) as elevation and then simulating rainfall on the
landscape, rain watery will ﬂow from areas of high altitude
along lines of steepest descent to arrive at some regional
minimal height. The catchment basins are deﬁned as the
draining areas of its regional minima and their boundaries
can then be used in object extraction. Though assuming water
collection, the method does not use the features of water
itself and focuses on the image’s geographical features. The
nonlinearityarisingfromissuessuchasﬁndingsteepestdescent
lines between two points makes the method complicated.
Moreover, the region growing framework often yields irregular
boundaries, over-segmentation and small holes.
One of the most popular uses of heat in image processing
is anisotropic diffusion which is a state-of-art process for
image enhancement. In [11], an anisotropic diffusion pyramid
was introduced for region-based segmentation. The pyramid
is constructed using the scale-space representation of the
anisotropic diffusion. In [12], the anti-geometric heat-ﬂow
model was introduced for the segmentation of regions.
Here, anti-geometric heat ﬂow is represented as diffusion
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through the normal direction of edges, for the extraction of
smooth shapes.
1.2.3. Other approaches
Beyond those already mentioned, there are few exemplars of
the use of physical analogies for feature extraction—in part
from the inherent ambiguity of using analogies with search
terms. One approach was aimed to separate interesting from
uninteresting shape deformations in a class of objects [13].The
approach is general and was demonstrated by separating non-
pathological shape variation from pathological deformations in
neurologicalimages.Toachievethis,amathematicalmodelwas
developed which described the deformation of structure whose
shape is affected by both gross and detailed physical processes,
with analytic modes exposed by ﬁnite element modelling and
statistical modes from sample data. Thereby a physical model
was combined with a statistical model so as to analyse shape
variation.
Thegradientvectorﬂow(GVF)activecontour[14]usesabi-
directional external force ﬁeld that provides long-range capture
of object boundaries from either side and is one of the stock
approaches for evolving to ﬁnd arbitrary shapes. There is a
rich literature of approaches that evolve to determine a solution
and which we shall not dwell on here, and note that we shall
use ACWE as a standard basis for comparison, though more
sophisticated approaches are now available [4].
1.2.4. Contributions
This paper is the ﬁrst uniﬁed description of some new
approaches to feature extraction, based on using analogies of
force, water and heat. We shall outline the basis and results
of our new approaches using physical analogies, and further
detail can be found in earlier descriptions of these works
[15–20]. Beyond an earlier version [21] this paper has an
extended description of each of the techniques, in particular
showing new feature extraction by gravitational analysis and
how low-level feature extraction can be achieved by using
the heat analogy. Advantages include that parametrization can
be simpliﬁed within simpler computational frameworks. The
parameter settings can also be interpreted more easily, in part
since a developer can identify better with physical notions.
We outline results showing performance capability, speciﬁc
advantages for each technique, demonstrating performance in
noise,andwherepossibleincomparisonwithcontemporaneous
approaches.
2. NEW PHYSICALANALOGIES FOR FEATURE
EXTRACTION
2.1. Force ﬁeld transform
2.1.1. On deploying the analogy of gravity
Hurley et al. developed a transform called the force ﬁeld
transform [15, 16] which uses an analogy to gravitational force
wherein mass is equivalent to pixel brightness and distance is
measured between pixels. The transform pretends that each
pixel exerts a force on its neighbours which is inversely
proportional to the square of the distance between them. This
generates a force ﬁeld where the net force at each point is the
aggregate of the forces exerted by all the other pixels on a ‘unit
testpixel’atthatpoint.Thisverylarge-scalesummationaffords
very powerful averaging which reduces the effect of noise.
The approach was developed in the context of ear biometrics,
recognizing people by their ears, which has unique advantage
asabiometricinthattheshapeofpeople’searsdoesnotchange
with age, and of course—unlike a face—ears do not smile. The
forceﬁeldtransformofanear,Fig.4a,isshowninFig.4b.Here,
the averaging process is reﬂected in the reduction of the effects
of hair. The transform itself has highlighted ear structures,
especially the top of the ear (helix) and the lower ‘keyhole’(the
inter-tragicnotch).Assuch,thefeaturespertinenttorecognition
are preserved, and those which detract from recognition are
reduced.
The image shown is actually the magnitude of the force ﬁeld.
Thetransformitselfisavectoroperation,andincludesdirection
[15] which can be exploited in later feature extraction. The
transform is expressed as the calculation of the force F between
twopointsatpositionsri andrj whichisdependentonthevalue
of a pixel at point ri as follows:
Fi(rj) = P(ri)
ri − rj
|ri − rj|3 (1)
given brightness P at point ri with coordinates (xi,y i) and
which assumes that the point rj is of unit ‘mass’.This is a force
(and thus directional, so the inverse square law is expressed
as the ratio of the difference to its magnitude cubed) and the
magnitude and directional information has been exploited to
determineanear‘signature’bywhichpeoplecanberecognized.
An example for the calculation of the force ﬁeld at a point is
given in Fig.5, with vector lengths indicating magnitude and so
showing the resulting force F. In application, Equation (1) can
be used to deﬁne the coefﬁcients of a template that is convolved
FIGURE 4. Illustrating the force ﬁeld transform results: (a) image of
an ear and (b) magnitude of force ﬁeld transform.
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FIGURE 5. Force ﬁeld calculation at a single-pixel position.
with an image (implemented by the fast Fourier transform to
improve speed). Note that this transform actually exposes low-
levelfeatures(here,theboundariesoftheears)whichisalsothe
focus of edge detection.As such, noise has been reduced in the
hairwhilelow-levelfeatureshavebeenexposed,byatechnique
which does not require any parameter choice, unlike the results
achieved by anisotropic diffusion.
To ﬁnd the total potential energy at a particular pixel location
in the image, the scalar sum is taken (over the N image points)
of the values of the overlapping potential energy functions of
all the image pixels at that precise location as follows:
E(rj) =

i∈0,N−1|i =j
Ei(rj) =

i∈0,N−1|i =j
P(ri)
|ri − rj|
. (2)
The invariant advantages are that the (force and energy)
transform does not change with addition of mean-zero noise as
shown in Equation (3), where vj represents the noise affecting
point rj, here shown for the energy as follows:
E(rj) =

i∈0,N−1|i =j
Ei(rj) =

i∈0,N−1|i =j
P(ri) + vj
|ri − rj|
=

i∈0,N−1|i =j
P(ri)
|ri − rj|
+

i∈0,N−1|i =j
vj
|ri − rj|
(3)
and with noise of mean-zero Gaussian distribution the latter
term is mean-zero, thus returning the energy to the form of
Equation (2). Naturally, localized variation in image brightness
willchangetheoverallshapeoftheforceﬁeld,butnotitsnature,
and for scaling brightness by a chosen factor k will change the
energy as follows:
E(rj) =

i∈0,N−1|i =j
Ei(rj) =

i∈0,N−1|i =j
kP(rj)
|ri − rj|
= k

i∈0,N−1|i =j
P(rj)
|ri − rj|
(4)
and so will affect the force ﬁeld in proportion by changing its
scale, rather than its shape. These properties have led to its
FIGURE 6. Uniqueness of ears by force ﬁeld transform analysis: (a)
ear 1; (b) ear 2; (c) ear 3; and (d) ear 4.
efﬁcacious use as a pre-processor prior to feature extraction for
ear biometrics [15]. This was achieved by determining minima
within the force ﬁeld functional: the relative positions of the
minima were the same for the same person (and invariant to
brightness scaling, initialization and position) and the set of
minima were different between different people thus allowing
the force ﬁeld transform to be used as a precursor to biometric
deployment. The positions of the minima are shown for four
different people in Fig. 6 where the image on the left shows
the positions of the force ﬁeld minima (highlighted in white)
and the image on the right shows the evolution which led to
determining these positions.
The gravitational approach, apart from its use in Biometrics,
has been also applied to high-voltage cable inspection [22]
wherein the difference between applying gravitational ﬁeld
analysis to a sample and to a uniform image highlighted defects
in the material.
2.1.2. Convergence feature extraction
A further advantage of the force ﬁeld approach is that it allows
for development of differential vector analysis. Using these
powerful tools the early force ﬁeld work has been analysed
and greatly extended [16] to include not only potential energy
wells corresponding to the minima described above but also, to
extend the analogy, potential energy channels corresponding
to the tracks or troughs where ﬁeld lines group together
leading to the minima. The vector analysis further enhances
the technique by revealing the presence of anti-wells and anti-
channels corresponding to the maxima of the energy ﬁeld and
the ridges leading away from them.
Channels and wells arise as a result of patterns of arrows
convergingtowardseachother,attheinterfacesbetweenregions
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of almost uniform force direction. As the divergence operator
of vector calculus measures the opposite of this effect, it was
natural to investigate the nature of any relationship that might
existbetweenchannelsandwellsandthisoperator.Thisresulted
notonlyinthediscoveryofaclosecorrespondencebetweenthe
two,butalsoshowedthatdivergenceprovidedextrainformation
corresponding to the interfaces between diverging arrows.
The divergence of a vector ﬁeld is a differential operator that
producesascalarﬁeldrepresentingthenetoutwardﬂuxdensity
at each point in the ﬁeld. For the vector force ﬁeld F(r) it is
deﬁned as follows:
divF(r) = lim
 V→0

F(r) · dS
 V
, (5)
where dS is the outward normal to a closed surface S enclosing
an incremental volume  V. In two-dimensional Cartesian
coordinates it may be expressed as follows:
divF(r) =∇·F(r) =

∂Fx
∂x
+
∂Fy
∂y

, (6)
where Fx and Fy are the Cartesian components of F. Figure 7
illustrates the concept of divergence graphically. Figure 7a
shows an example of positive divergence where the arrows ﬂow
outwards from the centre, Fig. 7b shows negative divergence,
where the arrows ﬂow inwards, whereas in Fig. 7c there is no
divergence because the arrows are parallel.
Convergence feature extraction provides a more general
description of channels and wells in the form of a mathematical
function in which wells and channels are revealed to be peaks
andridges,respectively,inthefunctionvalue.Thenewfunction
maps the force ﬁeld to a scalar ﬁeld, taking the force as input
and returning the additive inverse of the divergence of the force
direction. The function is referred to as the force direction
convergence ﬁeld C(r) or just convergence for brevity.A more
formal deﬁnition is as follows:
C(r) =− divf(r) =− lim
 A→0

f(r) · dl
 A
=− ∇·f(r)
=−

∂fx
∂x
+
∂fy
∂y

, (7)
where f(r) = F(r)/|F(r)|,  A is incremental area, and dl is
its boundary outward normal. This function is real valued and
FIGURE 7. Divergence of a vector ﬁeld: (a) positive divergence; (b)
negative divergence; and (c) zero divergence.
takes negative values as well as positive ones where negative
values correspond to force direction divergence. This function
resembles the Marr–Hildreth operator (LoG) but, whereas the
Marr–Hildreth operator is linear, the convergence operator is
nonlinear because it is based on force direction rather than
force [16]. This nonlinearity means that we are obliged to
perform the operations in the order shown; we cannot take the
divergence of the force and then divide by the force magnitude:
div(grad/|grad|)  = (divgrad)/|grad|.
Figure8bshowstheconvergenceﬁeldforanearimage,while
Fig.8ashowsthecorrespondingﬁeldlines.Amagniﬁedversion
ofasmallsectionoftheforcedirectionﬁeld,depictedbyasmall
rectangular insert in Fig. 8b, is shown in Fig. 8c. In Fig. 8b
the convergence values have been adjusted to fall within the
range0–255,sothatnegativeconvergencevaluescorresponding
to anti-channels appear as dark bands, and positive values
corresponding to channels appear as white bands. Note that
the anti-channels are dominated by the channels, and that the
anti-channels tend to lie within the conﬁnes of the channels.
Also, notice how wells appear as bright white spots.
The correspondence between the convergence function and
theﬁeldlinefeaturescanbeseenbyobservingthepatternsinthe
force direction ﬁeld shown in Fig. 8c. Note the correspondence
between the converging arrows and white ridges, and between
the diverging arrows and black ridges. It is evident that the
convergence map provides more information than the ﬁeld
lines, in the form of negative versions of wells and channels or
anti-wells and anti-channels, although it should be possible to
modify the ﬁeld line technique to extract this extra information
by seeding test pixels on a regular grid and reversing the
direction of test pixel propagation.
Figure9showstheconvergenceﬁeldofanearimagewiththe
corresponding ﬁeld lines superimposed. Figure 9a is the ﬁeld
line map, and Fig. 9b is the convergence map, while Fig. 9ci s
the superposition of one on the other. It can be seen clearly how
channels coincide with white ridges in the convergence map
and that potential wells coincide with the convergence peaks.
Notice the extra information in the centre of the convergence
map that is not in the ﬁeld line map, illustrating an advantage
of convergence over ﬁeld lines.
2.2. Feature extraction by water ﬂow
2.2.1. Approach
In developing our approach based on water ﬂow to ﬁnd
arbitrary shapes by evolution, we did not seek to use the
sophisticated (though complex) ﬁnite element models since
wespeciﬁcallyaimedforlow-computationalcomplexity.Water
ﬂow is a compromise between several factors: the position of
the leading front of a water ﬂow depends on pressure, surface
tension and adhesion/capillarity. There are some other natural
propertiesliketurbulenceandviscosity,whichareignoredhere.
Image edges and some other characteristics that can be used to
distinguishobjectsaretreatedasthe‘walls’terminatingtheﬂow.
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FIGURE 8. Convergence ﬁeld: (a) ﬁeld line features; (b) convergence map; and (c) magniﬁed insert force ﬁeld.
FIGURE 9. Correspondence between channels and convergence: (a) ﬁeld lines; (b) convergence map; and (c) superposition of (a) on (b).
The ﬁnal static shape of the water should describe the related
object’s contour. The ﬂow is determined by pressure and the
resistance; the relationship between the ﬂow rate fr, the ﬂow
resistance Rand the pressure difference, is given by
fr =
Pi − Po
R
, (8)
where Pi and Po are pressure of the inﬂow and outﬂow,
respectively. The pressure difference drives the ﬂow and hence
fr = A · Veffective, (9)
where A is the cross-sectional area and Veffective is the effective
ﬂow velocity. Hence the velocity can be related to force and
resistance through Equations (8) and (9).
These can be used as a basis for simulating water ﬂow in
images. Given an initialization point, we need to determine
where water will ﬂow, according to selected image forces. The
basis of our approach uses pressure differential equation (8)
moderated by surface tension and adhesion [17, 18]. The water
element can move outwards in any direction for which the
component of velocity is positive. However, only if the velocity
in the direction is sufﬁciently large, can the element break
throughtheimageresistantforcesandreachthenewposition.To
reconcile the ﬂow velocity with forces, dynamical formulae are
used. We may compute the displacement of a contour element
on each possible direction within a ﬁxed time interval, which
is similar to snake techniques. However, for simplicity and
avoiding the interpolation problem, a framework like region
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growing and the greedy snake is used: the element will ﬂow to
some positions if certain conditions or formulae are satisﬁed.
Here, an equation describing the conservation of energy is
employed. If assuming that an element, which has a positive
velocity v on a particular direction and is acted by the force F
during the process, can arrive at the direction-related position
ultimately, then this following equality must be fulﬁlled:
mv2
F
2
= FS+
mv2
2
, (10)
where vF is the ﬁnal scalar velocity after ﬁxed displacement S
and m is the assumed mass. In this equation, force F is a scalar
which is positive when the force is consistent with velocity v,
and negative otherwise. The summation on the right-hand side
is the movement decision operator: only if F is negative, can
the summation be negative and thus the equality above cannot
be satisﬁed.
Equation (10) provides the inequality to determine the
feasibility of outwards ﬂow. For each contour element, we
haveequationscomputingdrivingforceFD modiﬁedbysurface
tension,adhesionFA andresistanceR.Thereareotherfactorsof
water ﬂow that could be included (such as turbulence) but these
are not necessary at this stage. The ﬂow velocity V can then be
obtained through Equation (9). If the velocity points towards
the exterior of the water, the element is assumed to leave the
original position. A uniﬁed image force F is then computed.
The result from the summation in Equation (10) determines the
result of the movement.
Deﬁning m and S in Equation (10) as constants, we can then
presentthenewanddetailedexpressionwithparametersdeﬁned
before as follows:
J =  

FD + FA
R(x,y)
2
+ F, (11)
whereRistheedgeresponseatpoint(x,y), isaregularization
parameter set by users which controls the trade-off between the
two energy terms. It can be considered to be determined by the
combination of mass m, displacement S and area A. Its value
reﬂects smoothing of image noise. For example, more noise
requires larger value to be selected for  . The terms FA and
FD are the scalar components on the movement direction of FA
and FD, respectively. A positive direction is deﬁned from the
origin to the target. The movement decision can be completely
made by this operator since the term of right-hand side inside
thebracketsgivesthevelocityinformationandJ correspondsto
the ultimate kinetic energy. If the velocity component is greater
thanzeroandifJ ispositive,themovementissaidtobefeasible
and the target point will be ﬂooded by water.
2.2.2. Example results
Natural images with complex topology have also been assessed
[18].Figure10showstheresultfortheimageofariverdeltawith
differentparameters,wheretheouterperimeteroftheriveristhe
target object. It is suited to performance evaluation since gaps
and ‘weak’edges exist in the image. One example is the upper
part of the river, where boundaries are blurred and irregular.
There are also inhomogeneous areas inside the river, which are
small islands and have lower intensity. Our water-ﬂow-based
operator can overcome these problems. As shown in Fig. 10a
by the dark line, a reasonably accurate and detailed contour
of the river is extracted. At the upper area, some very weak
boundaries are also detected. This is achieved by using high
value of k that gives the operator a high sensitivity to edge
response. The contour is relatively smooth by virtue of surface
tension.Theﬂuidityleadingtotopologicaladaptabilityisshown
wellbysuccessfulﬂowtothebranchesatthelowerarea.Mostof
themaredetectedexceptfailureatseveralnarrowbranches.The
barriers are caused either by natural irregularities inside them
or noise. In contrast, a lower value for k relaxes the inﬂuence of
strong edges, so the water ﬂows to edges with weaker contrast,
as shown by the bright boundary in Fig. 10b.
Chan’s ACWE region-based approach [5] has also been
appliedtothisimageforcomparison,asshowninFig.10candd.
Ofthefourmainparameters,thelengthγ exertsmostsigniﬁcant
inﬂuence to the segmentation results: if γ is small, the level-set
operator will detect as many details as possible; if γ is larger,
the smaller points will not be detected and instead more general
shape of the objects of interest will be segmented. Figure 10c
shows the result with small γ where the ﬁnal contours are
the brighter areas (and there are many of them), where all the
narrow branches of the river have been detected, as well many
unwanted small shapes. The result in the upper area of the
river is also corrupted by the over-segmentation. In Fig. 10d,
we can see that a very large γ detects the general shape of
the river basin (again, the brighter areas) and reduces the over-
segmentation problem signiﬁcantly (though still more severe
than the water-ﬂow result in Fig. 10b). Nevertheless, the left
upperpartoftheriverbasinisnotdetectedatallbythelevel-set
operator.
The immunity to noise is also assessed quantitatively, in
comparison withACWE [5] and GVF, as shown in Fig. 11.The
meansquareerror(MSE)isusedasthecriterionwithasynthetic
test image as the ground truth, which has been deliberately
designed to incorporate a narrow boundary concavity. The
remainder of the target feature is a circle, so the MSE is that
computed for the difference of the parameters of the best ﬁt
circle by the HT, compared with the original circle parameters
(theHTbeingchosenforprovisionofthismetricbyitsabilityto
deliver a result equivalent to matched ﬁltering).An example of
the detection result is also shown for all approaches, including
a water-ﬂow model extended by using the energy ﬁeld from
the force ﬁeld transform as a preprocessor. The force ﬁeld
introduces smoothing to the image and so the extended version
outperforms the basic water-ﬂow model. Clearly, the extended
water-ﬂow approach has a better ability in high levels of noise
(when the signal-to-noise ratio is low), since the MSE of
the water ﬂow is much lower than for the ACWE and GVF
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FIGURE 10. Extracting natural features by water ﬂow: extraction by water ﬂow with (a) bounding ﬂow by strong edges (α = 0.7,   = 3, k = 5)
and (b) bounding ﬂow by weak edges (α = 0.5,   = 0.1, k = 0); and extraction by curve evolution with (c) λ1 = λ2 = 1, η = 0, γ = 0.01×2552
and (d) λ1 = λ2 = 1, η = 0, γ = 0.2 × 2552.
FIGURE 11. Extracting circles in noisy images: (a) extraction performance in Gaussian noise; (b) extended water ﬂow (MSE=0.13); (c) water
ﬂow (MSE=0.89); (d)ACWE (MSE=0.83); and (e) GVF (MSE=2.60).
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approaches; when the noise is much smaller, all approaches
can produce very accurate results. The ranking order of these
approaches in moderate levels of noise is that the extended
waterﬂowoffersbestperformance,followedbythebasicwater
ﬂow, then ACWE and ﬁnally GVF. In terms of computational
demand, the ACWE is greatest, taking 21s when implemented
usingMatlab/Windows,followedbyGVF(12s)andthewater-
ﬂow methods are the fastest approach (10s). The smoothness
of the water-ﬂow approach (like the viscosity of the water)
means that the extraneous details in the level-set approach are
not found by water ﬂow, leading to a better result. The level-
set approach is much slower when both are implemented in
Matlab.
The three-dimensional water-ﬂow model is expected to have
comparative performance in volume segmentation. We have
applied our three-dimensional water-ﬂow model to a variety
of medical images so as to segment anatomical structures with
complexshapesandtopologies[18].Figure12presentsatypical
example where the model is applied to a 181 × 217 × 181
MR image volume of a human brain. The water source is set
inside the lateral ventricles and the parameters are set at k = 5,
α = 0.5,   = 1. The operator detects most parts of the lateral
ventricles. Two cross-sections of the ﬁtted model in upper and
lower slices are also shown in Fig. 12.
2.3. Using heat for feature extraction
2.3.1. Low-level features
It is possible to use heat ﬂow to determine moving edges [19].
The algorithm combines anisotropic and isotropic heat ﬂow.To
ﬁlter noise anisotropic diffusion is ﬁrst applied separately to
each image of a walking subject Fig. 13a–c, here to Framei+1,
Framei, and Framei−1. Following this, isotropic or linear heat
equation is applied in the temporal domain to calculate the
total amount of heat ﬂow from an image sequence derived by
application of the Sobel edge operator to the ﬁltered images.
The discrete form of the isotropic heat equation is given as an
iterative process as follows:
En
t = En−1
t + κ En−1
t = En−1
t + κ(E
n−1
t+1 + E
n−1
t−1 − 2En−1
t ),
(12)
where E
n−1
t ,E
n−1
t−1 and E
n−1
t+1 are images at iteration n − 1
resulting from the application of the Sobel operator to the
images resulting from anisotropic diffusion, as shown in
Fig. 13d–f. The total amount of heat ﬂow is calculated as
follows.Assume that the initial scale is 0 (zero) and ﬁnal scale
is n, then Equation (12) can be described as follows:
En
t = E0
t + κ
n−1 
i=0
 Ei
t. (13)
Then, the total amount of heat ﬂow from the initial state to ﬁnal
state is as follows:
|En
t − E0
t |=κ
n−1 
i=0
| Ei
t|. (14)
However,thisgivesustotalheatin(+)andheatout(−)together
during diffusion, that is shown in Fig. 13g.We are interested in
total heat ﬂow out (HFO) from the reference frame Et, which
gives us the moving edge map. This is obtained as follows:
HFO = κ
n−1 
i=0
| Ei
t|∀  Ei
t < 0. (15)
The moving edge map is shown in Fig. 13h. Only the moving
edges of the human subject and some slight shadow remain,
while largely removing the edges introduced by the static
background.
FIGURE 12. An example of the MRI volume segmentation by three-dimensional water-ﬂow analogy: (a) water-ﬂow segmentation of the lateral
ventricles; (b) lower cross-section; and (c) upper cross-section.
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FIGURE13. Movingedgemapextraction:(a)Framei+1;(b)Framei;(c)Framei−1;(d)Ei+1;(e)Ei;(f)Ei−1;(g)totalheatﬂow;and(h)HFO(–).
2.3.2. Finding shapes by heat
Conduction, convection and radiation are three different modes
of heat ﬂow. Here, we chose to investigate use of a conduction
model, which we found to operate well. Conduction is the ﬂow
of heat energy from high- to low- temperature regions due to
the presence of a thermal gradient in a body. The change of
temperature over time at each point of material is described
using the general heat conduction or diffusion equation as
follows:
dT
dt
= α

d2T
dx2 +
d2T
dy2

+ Q = α∇2T + Q, (16)
where, ∇ represents gradient, α is called thermal diffusivity of
the material and a larger values of α give faster heat diffusion
through the material. The term Q is the source term that
applies internal heating. It can be uniformly or non-uniformly
distributed over material body. The solution of this equation
providesthetemperaturedistributionoverthematerialbodyand
itdependsontime,distance,heatsource,propertiesofmaterial,
as well as speciﬁed initial and boundary conditions.
Consider a two-dimensional conductive solid body with
initialandboundaryconditions,respectively,givenbyT(x,t =
0) = 0andT(x,t)= 0,whichmeanthetemperatureisinitially
zero inside the body and the boundary condition is Dirichlet
that has speciﬁed temperature (zero) at the boundaries. If we
initialize a continuous heat source, which is a positive constant,
at a point inside the body, there will be heat diffusion to the
other points from the source position.As a result of this, all the
points inside the body will have temperature values exceeding
zero, except the boundary points.This is then an ideal approach
for object segmentation in computer images.We investigate the
proposed problem on a on a grey-level image. Assume that
all the temperature values of the objects and the background
are kept in another image, which is represented by I, and the
initial condition of whole image is zero, I(x,t = 0) = 0. This
assumption means that all objects have temperature initially
zero inside, as well as at the boundaries. When we initialize
a heat source at any pixel inside the object, there will be heat
diffusion to the other pixels from the source position, which
will cause temperature to increase. However the temperature
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at the boundary layer must be kept at zero all the time to
obtain the Dirichlet condition, where the boundary layer is
deﬁned at the external side of an object. To achieve this,
we use a control function in the heat conduction equation as
follows:
dI(x,t)
dt
= CF(x,t)(α∇2I(x,t))+Q(x), (17)
where I(x,t) represents an image pixel value in terms of
temperature at each point and time, α is the thermal diffusivity
and 0 ≤ α ≤ 0.25 for the numerical scheme to be stable in
two-dimensional system, Q(x) is the source term and CF(x,t)
isthecontrolfunction.Thecontrolfunctionisobtainedfromthe
region statistics of source location on a given grey-level image.
Theproposedregionstatisticsmodelissimilartoanearlierone.
Then, the following logical decision is applied in each position
at each iteration
CF(x,t)=

1,σ 1(x,t)≤ σ2(x,t),
0 otherwise,
(18)
where σ is the image variance and σ1 is inside and σ2 is outside
the object.Therefore, the control function allows heat diffusion
inside the object of interest and achieves the proposed Dirichlet
condition on the boundary layer by keeping the temperature
value at zero. However, it is better to start this process after a
short diffusion time by assuming CF(x,t) = 1 at all points.
Because, it will increase the number of samples inside of the
temperature front (TF), which means better decision at the ﬁrst
stepespeciallyfornoisycases.Inaddition,theheatsourcemust
be initialized onto a smooth surface of the object, since the
source localization to the edge pixel will give the wrong region
statistic for our purpose. However, there is no need to continue
diffusion, after theTF reaches its ﬁnal position. For this reason,
the position of the TF is controlled at each iteration and when
there is no movement, diffusion is terminated automatically.
We shall later call this approach the TF, since this deﬁnes the
exterior of the determined shape.
The second stage of our approach is to use geometric heat
ﬂow(GHF)whichisakindofanisotropicdiffusionandiswidely
usedforimagedenoisingandenhancement.Itdiffusesalongthe
boundaries of image features, but not across them. It derives its
name from the fact that, under this ﬂow, the feature boundaries
of the image evolve in the normal direction in proportion to
their curvature. Thus, GHF decreases the curvature of shapes
whileremovingnoise,intheimages.Edgedirectionsarerelated
to the tangents of the feature boundaries of an image B. Let η
denote the direction normal to the feature boundary through a
givenpoint(thegradientdirection),andletτ denotethetangent
direction. Since η and τ constitute orthogonal directions, the
rotationally invariant Laplacian operator can be expressed as
the sum of the second order spatial derivatives, Bηη and Bττ,i n
thesedirectionsandtheheatconductionequationcanbewritten
without using the source term
dB
dt
= α∇2B = α(Bηη + Bττ). (19)
Omitting the normal diffusion, while keeping the tangential
diffusion yields the GHF equation as follows:
dB
dt
= αBττ = α
(BxxB2
y − 2BxyBxBy + ByyB2
x)
(B2
x + B2
y)
. (20)
In our model, ﬁrst a segmented region by TF is converted to
binarybythresholding.Then,GHFisusedtodecreasecurvature
to obtain smooth boundaries and to remove holes that arise due
to noise.
FIGURE 14. Illustration of heat ﬂow for image segmentation; GHF is applied both to the binary form of the TF segmentation, B(x), and to the
control function CF(x): (a) source position; (b) ﬁnal TF at t = 59; (c) B(x); (d) S(x); (e) ﬁnal shape after TF; (f) CF(x); (g) CF(x) after GHF; and
(h) ﬁnal shape.
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FIGURE15. ResultsforTF+GHF(secondrow),ACWE(thirdrow)andGVF(fourthrow)withrespecttoincreasingGaussiannoiseintheimage
of size 100 × 100: (a) σ = 0; (b) σ = 40; (c) σ = 60; (d) σ = 80; and (e) σ = 100.
2.3.3. Example results
By way of example, we show the operation of this algorithm
on noisy medical images, such as determining the ventricle
in the 177 × 178 image of a human heart shown in Fig. 14a
with the heat source location, we observe some drawbacks in
segmentation by TF. The drawbacks are irregular boundaries
and holes inside the segmented region, as shown in Fig. 14b.
Theseproblemsaresolvedasfollows.First,asegmentedregion
is converted to a binary form as shown in Fig. 14c. Then, 50
iterations of the evolution process by GHF are applied and the
ﬁnal segmentation is achieved after thresholding this image
and the ﬁnal segmentation is shown in Fig. 14d and e. Since
the ventricle image seems bimodal, we can also consider the
resulting form of the control function as shown in Fig. 14f. To
smooth boundaries and remove holes, we simply continue with
Equation (20) and observe the result in Fig. 14g and h.
Segmentation by TF+GHF is compared with the ACWE
and GVF snake. The evaluation is performed on an irregular
binary object with varying normal distributed noise N(μ,σ2),
as shown in the top row in Fig. 15. The sum of squared error
(SSE) between the segmented and a ground truth image (the
original image without noise) is employed to quantify the
performance of each algorithm. In this evaluation, the contours
and the heat source are initialized inside the harmonic object.
Figure 16 shows performance of TF+GHF, ACWE and GVF
in respect of increasing noise (as illustrated in Fig. 15). It is
observed that TF+GHF andACWE perform much better than
GVF. The reason for this is that TF+GHF and ACWE use
region-basedalgorithms,ontheotherhandGVFusesagradient-
basedalgorithm,whichisverysensitivetothenoisyconditions.
When we compare TF+GHF and ACWE, ACWE performs
betterthanTF+GHFuntilσ ∼ = 40.Thisappearstobeduetothe
smoothing operation in TF+GHF; TF+GHF segments better
thanACWE.Themainreasonisagainthesmoothingoperation.
TF+GHFappliessmoothingafterroughsegmentationwithout
any relation to the regional statistic constraints, while ACWE
FIGURE 16. Performance of TF+GHF, ACWE and GVF in
increasing noise.
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FIGURE17. SegmentationofhumanlungimagebyTF+GHF,CF+GHFandACWE:(a)initialcontourandthesourceposition;(b)segmentation
by TF is shown with white contour on the image; (c) segmentation by CF+GHF; and (d) segmentation byACWE.
uses smoothness constraint with regional statistic constraints
during the segmentation. After σ ∼ = 80, it is seen that ACWE
shows better performance than TF+GHF but all techniques
start to fail in high noise, as expected; see Fig. 15e. ACWE
segments many regions outside the harmonic region in the
presence of high noise and then some of the segmented noise
remains connected to the original region when we select the
biggest region.
Figure 17 shows the segmentation of bimodal 123 × 118
humanlungimagebyTF+GHF,CF+GHFandACWE,where
the initial contour forACWE and the source position forTF are
shown in Fig. 17a–c, respectively, show the segmentation by
TF+GHF and CF+GHF with the ﬁnal result given by the
white contour. Figure 17d shows the segmentation by ACWE.
All the evaluations and the simulation results are obtained by
using Matlab 7.0 on a Pentium IV computer, which runs
Windows XP operating system with 3.2GHz CPU and 1GB
RAM. It is observed that TF+GHF and CF+GHF achieves
segmentation with CPU = 1.96s and ACWE achieves with
CPU = 15.92min. This big difference in CPU time appears
because of the computational complexity of ACWE that is
implemented with level sets. It is also observed that CF+GHF
can extract feature boundaries better than ACWE especially at
the middle and at the bottom of the lung image. We have also
extendedtheheatconceptforfeatureextractioninimages,viaa
multiscaleFourier-baseddescriptions[23](notethattheoriginal
presentation by Fourier concerned heat).
3. CONCLUSIONSAND FURTHER WORK
Newapproachestoshapeextractionandtolow-levelprocessing
can be achieved by using physical analogies. Gravitational
forcehasdemonstratedcapabilityforselectiveﬁltering,leading
to feature extraction for biometrics. Water ﬂow has been
demonstrated to good effect when determining shapes in
images. Heat has been demonstrated capable of being used as a
basisforsmoothshapeextraction.Thenewapproachestoshape
extraction have also proved much faster than stock comparison
techniques, and have also been deployed for moving edge
extraction. These are initial approaches and await reﬁnement:
by result they can operate to good effect and offer an alternative
basis for approach. Naturally, the speed of the comparator
techniques can be improved, and there have been approaches
with this target; such potential for optimization also applies to
the analogies presented here.
Naturally, the performance of any technique depends on the
parameters used to control its operation. It is much easier to
explore the effects of parametrization when the computational
basis is simpler, and advantage not enjoyed by the more
advanced techniques for determining arbitrary shapes. The
analogies used here have implemented basic analysis only and
this lends itself to faster execution speed and a simpler choice
for parameters. One advantage of the use of analogies is that
extensions can be easily made to suit a chosen application. We
anticipatethatamoreroutineinterfacecanbemadetothesenew
techniques and we are currently working to provide these new
interfaces to enable wider migration of these new techniques.
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