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CONVERGENCE RATE TO EQUILIBRIUM IN WASSERSTEIN
DISTANCE FOR REFLECTED JUMP-DIFFUSIONS
ANDREY SARANTSEV
Abstract. Convergence rate to the stationary distribution for continuous-time Markov
processes can be studied using Lyapunov functions. Recent work by the author provided
explicit rates of convergence in special case of a reflected jump-diffusion on a half-line. These
results are proved for total variation distance and its generalizations: measure distances
defined by test functions regardless of their continuity. Here we prove similar results for
Wasserstein distance, convergence in which is related to convergence for continuou test
functions. In some cases, including the reflected Ornstein-Uhlenbeck process, we get faster
exponential convergence rates for Wasserstein distance than for total variation distance.
1. Introduction
Consider a Markov process X = (X(t), t ≥ 0) on a metric state space S with transition
function P t(x, ·). Assume it has a unique stationary distribution, or invariant measure π: If
X(0) ∼ π then X(t) ∼ π for all t ≥ 0. We are interested in convergence
(1) P t(x, ·)→ π(·), t→∞.
In which norm does it hold? How fast is this convergence? One well-known tool is a Lyapunov
function. Define the g-norm for signed measures on S as follows:
(2) ‖ν‖g := sup
|f |≤g
|(ν, f)|, (ν, f) :=
∫
S
f(x)ν(dx).
For g = 1, this becomes a total variation norm ‖·‖TV. Assume L is the generator of this
process. If there is a function V : S → [1,∞) such that for a compact set K ⊆ S,
(3) LV (x) ≤ −kV (x), x ∈ S \K,
called a Lyapunov function, then (under additional technical assumptions) the convergence
in (1) is exponential:
(4) ‖P t(x, ·)− π(·)‖TV ≤ C(x)e
−κt
for some constant C(x) depending on x ∈ S, and κ > 0. This statement can also be proved
for the V -norm ‖·‖V from (2), for the same Lyapunov function V , see [1, 5, 15, 16]. However,
to find or estimate an exact constant κ is challenging: [17, 20]. But we can conclude that
κ = k for S = [0,∞), K = {0}, and the process X is stochastically ordered, [14, 22]. These
results are applied to reflected diffusions and jump-diffusions. A reflected diffusion can be
informally described informally as follows: Inside the half-line, it behaves between jumps as
a solution to one-dimensional stochastic differential equation with drift g and diffusion σ2:
dX(t) = g(X(t)) dt+ σ(X(t)) dW (t),
where W is a Brownian motion. When it hits 0, it is reflected back to the half-line. A
reflected jump-diffusion behaves as a reflected diffusion but, in addition, it can jump with
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a certain rate. The jump destination is also random, and there are finitely many jumps in
finite time. We applied our results to queueing theory [2] and risk theory [7].
For the proof, we use the coupling method: Take two copies X1 and X2 of this process
starting from points X2(0) ≥ X1(0) ≥ 0. By stochastic ordering, we can couple them (that
is, create them on the same probability space) so that 0 ≤ X1(t) ≤ X2(t). Take τ to be
the hitting moment of zero by X2. Then by stochastic ordering X1(τ) = 0, and we can
assume X1(t) = X2(t) for t > τ . This enables us to estimate the distance between P
t(x1, ·)
and P t(x2, ·). This coupling method is commonly used for convergence proofs, see articles
[8, 11, 13] and the book [12]. In our case, when S = R+ and K = {0}, this method is
particularly powerful.
In this short note, we apply this method to Wasserstein distance instead of ‖·‖V -norm.
Wasserstein distance is defined via optimal couplings of measures; one can think of it as
“earth mover” distance: If we have two piles of sand with equal volume, how much work
does it require to move the first pile in the place of the second pile? This distance is related
to optimal transport problems, see the fundamental monograph [23], in particular Chapter 6.
As noted there, convergence in Wasserstein distance of order p ≥ 1 is equivalent to uniform
boundedness of pth moments and weak convergence of measures. The latter, in turn, is
equivalent to convergence for continuous bounded test functions. Thus Wasserstein distance
is fundamentally different from total variation norm or other norms as in (2), which use
all test functions f : S → R, not just continuous ones. Previous work on convergence in
this distance is scant, see [3]. In this article, we find convergence rates and compare them
with that for total variation and other similar distances. For some processes, including a
reflected Ornstein-Uhlenbeck process, convergence is faster in Wasserstein distance than in
total variation or the ‖·‖V -norm.
We note that the interplay between Wasserstein distance and Lyapunov functions is re-
markable. Concentration of measure Talagrand inequalities for a distribution P compare
Wasserstein distance from P to a test measure Q with relative entropy of Q with respect to
P. These inequalities were found for common stochastic processes on [0, T ]; see [18, 4, 19, 21]
and references therein. These concentration inequalities are related to other functional in-
equalities for finite time horizon, which can be obtained using Lyapunov functions, [1]. But
these articles do not address the long-term behavior of stochastic processes, even if these
processes are convergent in the long run (like an Ornstein-Uhlenbeck process). In this work,
we fill this gap and combine Lyapunov functions with Wasserstein distance framework to
study rates of long-term convergence.
This short note is organized as follows. In Section 2, we define all notation and concepts.
In Section 3, we state our main results and give examples. Section 4 is devoted to proofs.
2. Notation, Definitions, and Background
Define the Skorohod space D([s, t]) of right-continuous function with left limits [s, t]→ R,
with the distance ρD satisfying the following estimate:
(5) ρD(x, y) ≤ sup
s≤u≤t
|x(u)− y(u)|, x, y ∈ D[s, t].
For two probability measures P and Q on the same metric space (S, ρ), and for a p ≥ 1,
Wasserstein distance of order p is defined as
Wp(P,Q) = inf [E ρ(X, Y )
p]1/p ,
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where the infimum is taken over all couplings (X, Y ) such that X ∼ P and Y ∼ Q. A family
of finite measures (Qx)x≥0 on R+ is stochastically ordered if
Qx(R+) = const, Qx([z,∞)) ≤ Qy([z,∞)), 0 ≤ x ≤ y, z ≥ 0.
We operate on a filtered probability space (Ω,F , (Ft)t≥0,P). Consider a reflected jump-
diffusion on R+ with drift g : R+ → R, diffusion σ : R+ → R+, and family of jump measures
(νx)x≥0 on R+. Take an (Ft)t≥0-Brownian motion W = (W (t), t ≥ 0).
We formally define a reflected diffusion without jumps, formalizing the informal descrip-
tion from the Introduction. This is an a.s. continuous (Ft)t≥0-adapted R+-valued process
X = (X(t), t ≥ 0) such that there exists an adapted continuous nondecreasing process
ℓ = (ℓ(t), t ≥ 0) with ℓ(0) = 0, which can increase only when X(t) = 0, such that
(6) X(t) = X(0) +
∫ t
0
g(X(s)) ds+
∫ t
0
σ(X(s)) dW (s) + ℓ(t).
Add jumps to (6) to get a reflected jump-diffusion by piecing out: At a point x ∈ R+ it jumps
with rate N(x) := νx(R+), with jump destination distributed as N
−1(x)νx(·). This is done
by piecing out: Assuming that N(x) = Λ is constant (as in Assumption 1 below), we fix jump
times τ1 < τ2 < . . . as Poisson point process with intensity Λ: That is, τk+1 − τk ∼ Exp(Λ)
i.i.d. with convention τ0 := 0. Finally, we run this process as a reflected diffusion without
jumps between τk and τk+1. More details are in [22, Section 2] and in [10].
Assumption 1. The functions g and σ are continuous, this family of measues is weakly
continuous: νy → νx as y → x weakly, and N(x) = Λ is a constant.
Remark 1. It suffices to assume supx≥0N(x) = N <∞ instead of constancy from Assump-
tion 1. Indeed, we can replace measures νx with ν
′
x := νx + (N −N(x))δx. Indeed, jumping
from x to x means not jumping at all, and new measures ν ′x satisfy ν
′
x(R+) = N = const.
It was shown in [22] that under Assumption 1, there exists in the weak sense a unique in
law version of this process for any initial conditionX(0) (which can be random). This process
is Feller continuous strong Markov, with generator Lf for f ∈ C2(R+) with f
′(0) = 0:
Lf(x) = g(x)f ′(x) +
σ2(x)
2
f ′′(x) +
∫ ∞
0
[f(y)− f(x)] νx(dy),
If the initial distribution is X(0) ∼ ρ, then X(t) ∼ ρP t with ρP t for t ≥ 0 defined as
ρP t(B) := (ρ, P t(·, B)) =
∫ ∞
0
ρ(dx)P t(x,B), B ⊆ [0,∞).
For example, if x ≥ 0, then δxP
t(B) = P t(x,B). A probability distribution π on R+ is
called a stationary distribution for this Markov process if π = πP t for t ≥ 0; or, equivalently,
if X(0) ∼ π implies X(t) ∼ π for all t ≥ 0. This Markov process is called stochastically
ordered if for every t ≥ 0, the family of measures (P t(x, ·))x≥0 is stochastically ordered. For
0 ≤ s ≤ t and x ≥ 0, define P[s,t](x, ·) to be the distribution in the Skorohod space D[s, t] of
the process X = (X(u), u ∈ [s, t]) starting from X(0) = x.
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3. Main Results
For a λ > 0, define k(λ) := − sup
x>0
c(x, λ), where
c(x, λ) := λg(x) +
λ2
2
σ2(x) +
∫ ∞
0
[
eλ(y−x) − 1
]
νx(dy), x ∈ R+.(7)
Assumption 2. The family of jump measures (νx)x≥0 is stochastically ordered.
Assumption 3. The integral in (7) is well-defined for all x, λ, and k(λ) > 0 for some λ > 0.
It was shown in [22] that Assumption 3 holds under the following conditions:
(8) m(x) := g(x) +
∫ ∞
0
(y − x) νx(dy) ≤ −K1 < 0, σ(x) ≤ K2 <∞,
for constants K1, K2 > 0. This can be viewed as “effective drift” at point x ∈ R+: The sum
of “true drift” g(x) and “implied drift” from jumps.
Example 1. A simple example is a reflected spectrally positive Le´vy process X , where g
and σ are constant, and the jump measures νx are defined as follows, for some finite measure
µ on R+: νx([0, x]) = 0, and νx([x+z,∞)) = µ([z,∞)) for all x, z ≥ 0. This process behaves
as a Le´vy process which behaves as a Brownian motion with drift g and diffusion σ2 between
jumps; jump times behave as a Poisson process with intensity µ(R+) and jump displacement
(to the right) is distributed as the normalized measure µ. As long as it hits zero, it reflects
back to the positive half-line. Then the condition (8) becomes
(9) g +
∫ ∞
0
z µ(dz) < 0.
Example 2. Try g = −1 and σ = 1, µ ∼ Exp(2). Then condition (9) holds, and
−k(λ) = c(x, λ) = −λ +
λ2
2
+
∫ ∞
0
(eλz − 1)µ(dz) = −λ +
λ2
2
+
2
2− λ
− 1.
Thus k assumes maximum k(λ0) = 0.0785 for λ0 = 0.304.
It was shown (see [22] and references therein) that under Assumptions 1, 2, 3 there exists
a unqiue stationary distribution π and (π, V ) < ∞ for V (x) = eλx; and the V -distance
between P t(x, ·) and π(·) converges to 0 at least as e−k(λ)t. We show a similar result for the
Wasserstein distance.
Theorem 1. Under Assumptions 1, 2, 3, for every p ≥ 1, for C := ep/λ, we have
(a) For all x1, x2 ≥ 0 and t ≥ 0, we have:
Wp(P
t(x1, ·), P
t(x2, ·)) ≤ C · exp
[
p−1λ(x1 ∨ x2)
]
exp
[
−p−1k(λ)pt
]
.
(b) The same estimate holds for path distributions: For x1, x2 ≥ 0 and T > t > 0,
Wp
(
P[t,T ](x1, ·),P
[t,T ](x2, ·)
)
≤ C · exp
[
p−1λ(x1 ∨ x2)
]
exp
[
−p−1k(λ)t
]
.
(c) For probability measures ρ1 and ρ2 on R+ and for t ≥ 0:
Wp(ρ1P
t, ρ2P
t) ≤ C · [(ρ1, V ) + (ρ2, V )]
1/p exp
[
−p−1k(λ)t
]
, V (x) := eλx.
(d) For every x ≥ 0 and t ≥ 0, we get:
Wp(P
t(x, ·), π) ≤ C · [(π, V ) + V (x)]1/p exp
[
−p−1k(λ)t
]
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Assumption 4. The function σ is constant. For every z ∈ R, the function x 7→ νx((x+z,∞))
is nonincreasing. There exists a constant G such that x 7→ g(x)−Gx is nonincreasing.
Theorem 2. Under Assumptions 1, 2, 3, 4, if k(λ) > pG, p ≥ 1, define K := p−1k(λ)−G.
(a) For all x1, x2 ≥ 0, t ≥ 0, we have:
Wp(P
t(x1, ·), P
t(x2, ·)) ≤ exp(p
−1λ(x1 ∨ x2))|x1 − x2| exp(−Kt).
(b) If G ≤ 0, the same estimate holds for path distributions:
Wp
(
P[t,T ](x1, ·),P
[t,T ](x2, ·)
)
≤ exp(p−1λ(x1 ∨ x2))|x1 − x2| exp(−Kt).
(c) For probability measures ρ1, ρ2 on R+, there exists a constant C0 > 0 such that
Wp(ρ1P
t, ρ2P
t) ≤ C0 exp(−Kt), V (x) := e
λx, t ≥ 0.
(d) For every t, x ≥ 0, we get:
Wp(P
t(x, ·), π) ≤ [(π, V ) + V (x)]1/p exp(−Kt).
As follows from [23, Chapter 6], convergence in Wasserstein distance of order p implies
convergence of moments up to pth order: For every continuous function f : R+ → R with
|f(x)| ≤ 1 + xp for x ≥ 0, there exists a constant C(f) > 0 such that
|(ν1, f)− (ν2, f)| ≤ C(f)W
p
p (ν1, ν2).
Therefore, convergence of measures in Wasserstein distance with rate e−kt (obtained in the
main theorems) implies convergence with test function f with rate e−kpt. Convergence in
V -norm for the function V (x) = eλx implies convergence of all moments. Indeed, a simple
calculus exercise shows (annd we will make us of it in the proofs) that for every p ≥ 1 there
exists an a(p) > 0 such that 1 + xp ≤ a(p)V (x), x ≥ 0. Thus for the f as above, we get:
|(ν1, f)− (ν2, f)| ≤ a(p)‖ν1 − ν2‖V .
Therefore, convergence in the norm ‖·‖V with rate e
−κt implies convergence with test function
f with the same rate. To find whether convergence in the ‖·‖V -norm or Wasserstein distance
is faster, we need to compare kp with κ. Convergence rate in Theorem 1 is with the same
rate as in [22] for the norm ‖·‖V . However, in Theorem 2 convergence rate can be faster
than in [22] for the norm ‖·‖V , if only K > k(λ).
Example 3. For G = 0 (including Example 1), Theorem 2 does not improve upon Theo-
rem 1. But if G < 0, then Theorem 2 can give a better rate of convergence than Theorem 1.
For example, for reflected Ornstein-Unlenbeck process (without jumps)
dX(t) = −a(m+X(t)) dt+ σ dW (t) + dℓ(t), t ≥ 0,
with constants a,m, σ > 0. Then G := −a, and we can take
λ =
am
σ2
, k(λ) =
a2m2
2σ2
, K :=
a2m2
2σ2p
+ a.
This convergence rate pK in Wasserstein distance is faster than the rate k(λ) of convergence
in the norm ‖·‖V from [22]:
a2m2
2σ2
+ ap = pK >
a2m2
2σ2
.
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4. Proofs
4.1. Proof of Theorem 1. (a) The idea is the same as in [9, 14, 22]: Couple two copies
X1 and X2 of this processes starting from x1 and x2. Without loss of generality, assume
0 ≤ x1 ≤ x2. It was shown in [22, Lemma 4.2] that this process is stochastically ordered if
the family of measures (νx)x≥0 is stochastically ordered, which is assumed by Assumption 2.
Thus we can assume X1(t) ≤ X2(t) for all t ≥ 0. Take τ := inf{t ≥ 0 | X2(t) = 0}, then
X1(τ) = 0 and we can assume X1(t) = X2(t) for t > τ . Using calculus, we compute
(10) xp ≤ aeλx = aV (x), x ≥ 0, a := (pe/λ)p.
Since X2(t) ≥ |X2(t)−X1(t)| for all t ≥ 0, X1(t) = X2(t) for t ≥ τ , by (10),
E |X1(t)−X2(t)|
p = E
[
1{τ>t} |X1(t)−X2(t)|
p]
≤ E
[
Xp2 (t)1{τ>t}
]
≤ a · E
[
V (X2(t))1{τ>t}
]
, t ≥ 0.
(11)
From [22, Section 5, (5.9)], the following process is an (Ft)t≥0-supermartingale:
(12)
(
ek(λ)(t∧τ)V (X2(t ∧ τ)), t ≥ 0
)
.
Therefore, for all t ≥ 0 we get:
(13) ek(λ)tE
[
V (X2(t))1{τ>t}
]
≤ E
[
ek(λ)(t∧τ)V (X2(t ∧ τ))
]
≤ V (x2).
Combining (11) and (13), we get:
(14) E |X1(t)−X2(t)|
p ≤ ae−k(λ)tV (x2) ≤ ae
−k(λ)tV (x1 ∨ x2).
Raising it to the power 1/p, we get:
Wp(P
t(x1, ·), P
t(x2, ·)) ≤ [E |X1(t)−X2(t)|
p]
1/p
≤ a1/p exp
[
−p−1k(λ)t
]
V 1/p(x2) = λ
−1pe exp
[
p−1λx2 − p
−1k(λ)t
]
≤ λ−1pe exp
[
p−1λ(x1 ∨ x2)− p
−1k(λ)t
]
.
(b) We modify (11) and again use (10):
E sup
t≤s≤T
|X1(s)−X2(s)|
p = E
[
sup
t≤s≤T
|X1(s)−X2(s)|
p · 1{τ>t}
]
≤ E
[
sup
t≤s≤T
Xp2 (s) · 1{τ>t}
]
≤ a · E
[
sup
t≤s≤T
V (X2(t)) · 1{τ>t}
]
.
(15)
We modify (13) by applying Ville’s maximal inequality from [6, Exercise 4.8.2] to (12):
(16) ek(λ)t · E
[
sup
t≤s≤T
V (X2(t)) · 1{τ>t}
]
≤ E
[
ek(λ)(t∧τ)V (X2(t ∧ τ))
]
≤ V (x2).
Apply (5) to combined (15) and (16) and complete the proof.
(c) In (14) from the proof of (a), replace x1∨x2 with x1+x2, and integrate the right-hand
side with respect to x1 ∼ ρ1 and x2 ∼ ρ2. Thus V (x1 ∨ x2) ≤ V (x1) + V (x2). Then we get:∫ ∞
0
∫ ∞
0
[V (x1) + V (x2)] ρ1(dx1) ρ2(dx2) = (ρ1, V ) + (ρ2, V ) .
Then raise this estimate to the power 1/p, and complete the proof.
(d) Apply (c) to ρ1 = π and ρ2 = δx, with δxP
t = P t(x, ·) and πP t = π for t ≥ 0.
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4.2. Proof of Theorem 2. Without loss of generality, we can assume x1 ≤ x2. The
following lemma is proved at the end of this subsection.
Lemma 1. We can couple X1 and X2 starting from X1(0) = x1 and X2(0) = x2 so that
0 ≤ X2(t)−X1(t) ≤ (x2 − x1)e
Gt, t < τ := inf{t ≥ 0 | X2(t) = 0}.
(a) Adapt the proof of Theorem 1. Use (11) and Lemma 1:
Wpp (P
t(x1, ·), P
t(x2, ·)) ≤ E
[
(X2(t)−X1(t))
p 1{τ>t}
]
≤ E
[
(x2 − x1)
peGpt1{τ>t}
]
.
Since V (x) ≥ 1 for x ≥ 0, we get:
eGpt · E
[
1{τ>t}
]
≤ eGpt · E
[
1{τ>t}V (X2(t))
]
≤ e(Gp−k(λ))t · E
[
ek(λ)(t∧τ)V (X2(t ∧ τ))
]
.
By the supermartingale property of (ek(λ)(t∧τ)V (t ∧ τ), t ≥ 0), we get:
E
[
ek(λ)(t∧τ)V (X2(t ∧ τ))
]
≤ V (x2).
Recall the definition of K. Raising this inequality to the power 1/p, we complete the proof.
(b) The proof is similar to the one from (a). Using (5), we get:
Wpp (P
[t,T ](x1, ·),P
[t,T ](x2, ·)) ≤ E sup
t≤s≤T
|X1(t)−X2(t)|
p.
Since G ≤ 0, we get from Lemma 1:
(17) sup
t≤s≤T
|X1(t)−X2(t)|
p ≤ sup
t≤s≤T
eGps|x1 − x2|
p = eGpt|x1 − x2|
p.
Taking expectation in (17), applying (5), raising to the power 1/p, we complete the proof.
(c, d) The proofs are similar to that of (c, d) from Theorem 1.
Proof of Lemma 1. We use piecing out, a classic method for adding jumps to continuous
processes, described in [10, 22]. Since the intensity Λ := νx(R+) is constant, we can couple
the processes with simultaneous jumps 0 = τ0 < τ1 < τ2 < . . . as Poisson process with rate
Λ. Let us couple them so that the following is true:
(18) X1(t) ≤ X2(t), t ≥ 0,
and for k = 0, 1, . . ., if τ > τk+1, then
d(X2(t)−X1(t)) ≤ G(X2(t)−X1(t)) dt, τk ≤ t < τk+1;
X2(τk+1)−X2(τk+1−) ≤ X1(τk+1)−X1(τk+1−).
(19)
Assume we proved (18) and (19). Use induction over k to show the statement of the lemma
for τk < t ≤ τk+1, assuming this for t = τk. By Gronwall’s lemma, sinceX2−X1 is continuous,
X2(t)−X1(t) ≤ e
G(t−τk)(X2(τk)−X1(τk)), τk ≤ t < τk+1.
Combining this observation with the second result in (19), we complete the proof of induction
step and with it the proof of Lemma 1. To prove (18) and the first line in (19), for t ∈
(τk, τk+1], use induction over k = 0, 1, . . . During (τk, τk+1), X1 and X2 behave as copies of a
reflected diffusion with drift g and diffusion σ2. Thus
dXi(t) = g(Xi(t)) dt+ σ dW (t) + dℓi(t), i = 1, 2,
where ℓi is a continuous nondecreasing process which can increase only when Xi(t) = 0, and
ℓi(0) = 0. We coupled them with the same driving Brownian motion W . Since X1(τk) ≤
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X2(τk) by the induction hypothesis, we get (18) for t ∈ (τk, τk+1). For t < τ , ℓ2(t) = 0,
and ℓ1 is nondecreasing, thus dℓ1(t) ≥ 0. Assumption 4 about the function g, together with
X1(t) ≤ X2(t), implies g(X2(t))− g(X1(t)) ≤ G(X2(t)−X1(t)). Therefore,
d(X2(t)−X1(t)) = [g(X2(t))− g(X1(t))] dt− dℓ1(t)
≤ [g(X2(t))− g(X1(t))] dt ≤ G [X2(t)−X1(t)] dt.
This proves the first line in (19). Letting t ↑ τk+1 in X1(t) ≤ X2(t), we get: y1 :=
X1(τk+1−) ≤ y2 := X2(τk+1−), By Assumption 2 and Assumption 4 for jump measures,
there is a coupling (z1, z2) of normalized jump measures:
z1 ∼ Λ
−1νy1 , z2 ∼ Λ
−1νy2 , z2 ≤ z1, z1 + y1 ≤ z2 + y2.
Let Xi(τk+1) := yi + zi, i = 1, 2 to prove (18) and the second line in (19) for t = τk+1.
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