Abstract-Vehicular ad hoc network (VANET) is able to facilitate data exchange among vehicles and provides diverse data services. Intuitively, end-to-end backlog and delay bounds are considered significant metrics to evaluate the quality of service in VANETs. In order to analyze how the multi-hop transmission impacts the delay performance, we model the multi-hop service process into a virtualized single service in a min-plus convolution form. To obtain multi-hop end-to-end backlog and delay bound, we consider the stochastic network traffic characteristics and the highly dynamic channel environment under the static priority, first in first out, and earliest deadline first scheduling policies by applying the martingale theory. The IEEE 802.11p enhanced distributed channel access mechanism is also adopted to analyze the access performance in the MAC sub-layer. With three kinds of real wireless data traces, i.e., VoIP, gaming, and UDP, we verify our algorithm by considering the double Nakagami-m fading channel model among vehicles. From the simulation results, we can see that the supermartingale end-to-end backlog and delay bound are remarkably tight to the real simulation results when compared with the existing standard bounds. The effect of the number of vehicles on the highway on the end-to-end backlog and delay performance is also investigated.
in urban areas. Reference [7] proposes a multi-hop broadcast protocol by delivering decentralized environmental notification messages. In [8] , a precoded multi-hop data transmission pattern over a series of V2V links is investigated in highway scenarios. But the authors just consider the upper bound of the end-to-end error in evaluating the network performance. In [9] , data traffic can only be generated from the RSU and then delivered to the vehicles without considering data transmission among vehicles. In [10] , a beacon is broadcasted through one-hop communication by exchanging the safety information between adjacent vehicles at suburban intersections. The existing researches on the multi-hop communication in VANETs mostly focus on the emergency information dissemination in urban areas. However, when the bursty data services are requested from a remote vehicle in rural areas, broadcast protocols may lead to intolerable end-to-end delay and inevitable resource waste.
As one of the critical QoS factors of VANETs, the packet delivery delay [11] has attracted more and more attentions in recent years. In [12] , the maximum number of hops in a path is derived in the infrastructure-based vehicular networks. In order to minimize the multi-hop transmission delay, [13] restricts the number of the low priority vehicles and makes the best effort to deliver the high priority data services. Reference [14] introduces a broadcast protocol of multi-hop communication to minimize the data transmission delay of the safety-related messages in urban areas. In [15] , a data distribution method and a relay selection strategy are proposed to analyze the data dissemination delay from the scheduling perspective. By considering the cooperation of the relay nodes, [16] proposes to select an vehicle as the relay to retransmit the data packets to reduce the unsuccessful retransmission delay. A virtualized radio resource scheduling scheme is proposed in [17] to minimize the transmission delay by modeling a Markov decision process. However, these works only consider the transmission delay increase because of the multi-hop communication. They neglect the main part of the end-to-end delay, i.e., queueing delay plus access delay, in the vehicular networks. The multi-hop delay [18] of the safety-related messages is derived by multiplying the one-hop delay and the average hop count, which leads to inaccurate results because it neglects the complex interaction crossing different hops. In [19] , a probabilistic and a greedy bundle release scheme are investigated to minimize the expected end-to-end delivery delay in roadside communication networks. Reference [20] focuses on the minimum delay of the bundle delivery from one RSU to another through one relay vehicle. The total endto-end bundle delay is reduced by selecting a faster incoming vehicles to deliver the retransmissions of the bundle copies. In [19] and [20] , the data traffic can only be generated from one RSU and immediately sent to another RSU with one relay vehicle. Reference [21] investigates the impact of the RSUs on the rehealing time in sparse vehicular networks. It considers bidirectional traffic, which is not suitable for transmitting multimedia services on the highway since the contact time is so short that the bursty data traffic may not be fully delivered. Moreover, most of the results for infrastructure-based networks cannot be directly applied to VANETs.
Given the importance of the end-to-end backlog and delay of different data services, the probability distribution of the end-to-end queueing performance plays an important role to evaluate the QoS performance for multi-hop VANETs. Reference [22] obtains the cumulative distribution probability of the end-to-end propagation delay for the VANET. The considered end-to-end delay just contains the catch-up time between the vehicles out of the transmission range, which is not general for the practical vehicular scenario. Reference [23] derives the probability distribution of the packet delivery delay without considering the queueing delay for wireless communications. Network calculus theory [24] is a rising technology by using bounds to take place of the exact representations of the arrivals and services for queueing analysis. Deterministic network calculus is firstly formulated with strict bounds on the arrival process and the service process of the deterministic queueing system and derives the worst-case delay bounds. Reference [25] employs the effective bandwidth theory to obtain the worst case packet delivery delay of multi-hop vehicle wireless communication in rural areas. However, the service time is deterministic and the authors neglect the impact of the medium access control (MAC) protocol. Reference [26] utilizes stochastic network calculus (SNC) to obtain the probability distribution of the end-to-end delay. To overcome the potential looseness and weakness of the previous methods, the martingale theory gives an in-depth insight on the end-toend queueing performance under different scheduling methods in probability theory. Reference [27] bounds a queueing system in an exponential transform by constructing a martingale process which models the queueing system with Markovian and autoregressive arrivals. In [28] , per-flow performance is derived by giving a general and accurate sample-path bound where the aggregated sub-flows are modeled by different Markov-Modulated On-Off (MMOO) processes, respectively. However, the stochastic characteristics of the service process are not considered in [27] and [28] , which may lead to loose bounds.
B. Contribution of This Paper
Inspired and motivated by the previous analysis in [27] and [28] , we extend the network scenario from a single-hop network to a multi-hop network. By fully describing the stochastic characteristics of the data arrivals and services, we investigate the end-to-end backlog and delay bounds of multi-hop VANETs. Because of the MAC sublayer effect on delay analysis, the access delay represents the time that a source has to wait before it can successfully access a channel shared by other nodes. Due to the limited bandwidth and constraint on buffer size, the queueing delay means the time a requested data packet waits in the queueing system before it can be served. Since the data transmission rate can reach up to 27 Mbps in 802.11p, the transmission delay is too small to be ignored. Therefore, in this work, the end-to-end delay consists of the access delay and the queueing delay. The end-to-end backlog is denoted as the amount of data in the system, which comprises the stored data in the buffer and data in transmission. Comparing with the previous works, the main contribution of this paper is fourfold:
• In VANETs, since a RSU cannot provide V2I access to all the vehicles on the road due to the high deployment cost and limited transmission power, a multi-hop network architecture is considered to provide various data services via a series of V2V wireless links along the highway.
• In the system model, the delay sensitive application and the delay tolerant application are modeled as MMOO processes. In physical layer, we model the channel between the moving vehicles as double Nakagami-m fading. The IEEE 8021.11p enhanced distributed channel access (EDCA) mechanism is used to evaluate the MAC sublayer effect on the service process.
• To analyze the multi-hop transmission influence on the queueing performance, we model the multi-hop service process into a virtualized single node in the min-plus convolution form. By utilizing the martingale theory, we can obtain the supermartingale multi-hop end-to-end backlog and delay bound under the static priority (SP), first in first out (FIFO) and earliest deadline first (EDF) scheduling policies under the framework of SNC.
• Some real wireless data traces (VoIP, gaming and UDP [29] - [31] ) are adopted in the simulations, which verify the obtained multi-hop end-to-end queueing bounds are reasonably tight to the real data trace results compared with the standard bounds. Our study also investigates the effect of the multi-hop count on the endto-end backlog and delay bounds. The rest of this paper is organized as follows. We introduce the system model of this paper in Section II. The multi-hop end-to-end backlog and delay bounds are obtained in Section III. Performance evaluations are presented in Section IV. Finally, we conclude this paper in Section V.
II. SYSTEM MODEL

A. Multi-Hop VANETs Architecture
The system model is depicted in Fig. 1 . We consider onedimensional direction 1 relaying among a series of vehicles with a constant speed moving along the highway. The opposite direction data transmission on two lanes is not studied here because of two reasons: (1) the physical channel condition due to Doppler effects becomes severe when the relative speed is very high on the opposite direction; (2) the meeting time is too short to guarantee the bursty data arrivals can be fully delivered to the oncoming vehicle. The data packets are assumed to be fully delivered to the next encountered vehicle within the meeting time. To make the analysis simple, the vehicle density is assumed to remain constant on the highway, 2 which means the average number of leaving vehicles is regarded as the same as the average number of entering vehicles. The random events of departure or arrivals of vehicles on the highway have important impacts on the queueing performance. However, it means the vehicle density changes with time, which leads to difficult theoretical analysis and high computation complexity. This case is out of the scope of this research. The RSUs are directly connected to the routers of the backbone Internet via wireline links. The bandwidth of the wireline link is large enough so that the data packets can be transmitted from the backbone Internet to RSUs without delay. Fig. 2 shows a discrete time network topology, where the shadow part represents various tasks in the application. We consider two types of data applications with different delay requirements. The delay sensitive application has strict delay requirement and the delay tolerant application has loose delay requirement. We assume that the data applications satisfy discrete time Markov arrival processes A s (n) and A t (n), where n represents the time unit and n = 1, 2, . . .. A s (n) represents the delay sensitive application and A t (n) represents the delay tolerant application [32] , which can also be denoted by bivariate arrival processes A s (0, n) and A t (0, n). Therefore, we denote A s (n) := A s (0, n) := n k=0 a s k and A t (n) := A t (0, n) := n k=0 a t k as the system's cumulative arrivals from the start to time n, where a s k and a t k are the instantaneous arrival processes. (a n ) n is a Markov chain for the arrival process with state space S a = {0, 1}. State 0 represents a data packet is not transmitted while state 1 represents that a data packet is transmitted. At each time slot, a packet is transmitted or not on the basis of random probabilities. If the packet is not transmitted in the previous time slot, it will be transmitted with probability p a in the current time slot. If the packet is transmitted in the previous time slot, it will not be transmitted with probability q a in the current time slot. The transition matrix of the arrival Markov chain can be represented as
B. Data Arrival Model
T A = 1 − p a p a q a 1 − q a .(1)
C. Service Model
The channel between the moving vehicles is modeled to follow the double Nakagami-m fading in physical layer. A and B are denoted as any two vehicles in the system. We assume that
AB , where E [·] denotes the expectation operator, h AB and d AB denote the channel coefficient and the distance between A and B, α ∈ [2, 4] indicates the path loss exponent. The probability density function (PDF) of |h AB | 2 [33] can be described as
where (·) is the gamma function [34] ,
is the Meijer's G-function [34] , m A1 and m A2 are the Nakagami fading parameters. Then, the channel capacity can be given by (3), where W AB denotes the bandwidth of link AB, P AB is the transmission power at A, N 0 means the variance of the additive white Gaussian noise (AWGN) at B,
The IEEE 802.11p is approved for DSRC to realize the wireless access between the moving vehicles. It adopts an EDCA mechanism by supporting four levels of QoS at the MAC sublayer. The EDCA mechanism designs four access categories (ACs) to contend for the transmission opportunities on the same channel with different values of the minimum contention window CW min , the maximum content window CW max , arbitration inter-frame space number (AIFSN) and retransmission limit M + f . The value of AIFS is the product of AIFSN and the duration of a slot time plus the duration of the short inter-frame space (SIFS). Since a station has four AC queues, if more than one AC queue initiate packet transmissions at the same time, a collision may occur inside the station. The priority an AC queue is higher, the shorter the value of AIFS is. Therefore, the scheduler can allocate appropriate AIFS values to AC queues to avoid the internal collision and decides the data transmission sequence. By referring the most related work [35] , we use a two-dimensional Markov chain as shown in Fig. 3 to model the back-off procedure for each AC queue in a saturation condition. The Markov chain is denoted by a tuple (i, j ), where i indicates the back-off stage number and j means the value of the back-off counter. M denotes the maximum stage of an AC queue when the contention window will not be increased. P c represents the collision probability. W i − 1 is the back-off window size at stage i . If i = 0,
Different AC has different values of CW min and CW max . The transition probability P (i, j |i, j + 1 ) = 1 means that the back-off counter is surely decreased by 1 at the beginning of each time slot. When a packet has been transmitted successfully at the previous time slot, P (0, j |i, 0 ) means the probability that a new packet is going to be transmitted at the current time slot. P (0, j |M + f, 0 ) means the probability that once the back-off stage reaches the retransmission limit M + f , the packet will be discarded if it cannot be transmitted successfully. If a packet is transmitted unsuccessfully at the stage i − 1, the transition probability P (i, j |i − 1, 0 ) means the probability that the process has to enter into the next back-off stage. By considering the multi-hop interference, the successful or unsuccessful transmission probabilities are random and different over each hop.
The multi-hop systems are characterized by L service processes as S i (n) where i = 1, 2, . . . , L. We denote each of the service process S i (n) := S i (0, n) := n i=0 s i as the cumulative service capability from the start to time n, where s i represents the instantaneous service process. In general, S (m, n) = C (n − m) can be applied to any service process. For each service process, (s n ) n represents a Markov chain of the service process. By adopting the EDCA mechanism, we can obtain a corresponding transition matrix of the service process according to the transition diagram in Fig. 3 . To keep the queue in a stable state, the arrival data rate must be less than the service rate. We also assume that the service curves are independent with each other to simplify the mathematical analysis of the queueing performance of the multi-hop system.
III. END-TO-END BACKLOG AND DELAY ANALYSIS FOR MULTI-HOP VANET
In this section, we consider the network topology in Fig. 2 . The end-to-end backlog and delay bound are two important QoS factors to evaluate the queueing performance in multi-hop VANETs because multi-hop relaying data packets may lead to unsatisfied user experience especially for the harsh channel environment and bursty data requirement. By considering the Internet services demand of the passengers and the limitations of the RSUs, multi-hop relaying data transmission facilitates the wireless communication among vehicles on the highway in rural areas. In this section, we discuss how the multi-hop relaying through a series of vehicles affects the service process of the network. By utilizing the martingale theory, we analyze the end-to-end backlog and delay performances under SP, FIFO and EDF scheduling policies. Before providing some detailed analysis, the fundamentals of the SNC is presented below which is important to study the end to end delay performance.
A. Basic Queueing Model
SNC takes advantage of the statistical nature of the data traffic and the service curve. In multi-hop VANET scenario, we assume that time is discrete and the data applications can be represented as two Markov-Modulated On-Off processes A s (n) and A t (n) to characterize the bursty property. We denote A s (n) as the delay sensitive application and A t (n) as the delay tolerant application. We denote the wireless link between two adjacent vehicles by the service process S i (n), which are used to describe versatile network functions such as schedulers, links and propagation delay of the system. The corresponding departure processes are denoted as D s (n) and D t (n), respectively. For brevity, we omit the superscript of the process here before analyzing the performance of the queueing performance. SNC uses non-negative, non-decreasing bivariate functions to model the arrivals, services and departures. The departure process is related to the arrival process and the service process closely in the min-plus convolution form ⊗ with a probabilistic lower bound
A system offers a service curve S (n) if it holds for (4), which relates the departure process D (n) to the arrival process A (n). In this paper, both the arrivals and the service curves are stochastic to efficiently model the variability of the data applications and the effects of MAC protocol. We assume that the random processes of the arrivals and services are independent of each other. The backlog process B (n) is denoted as the amount of data in the system at time n comprising the stored data in the buffer and data in transmission. Thus, B (n) can also represent the queue length of the system at time n. The backlog process B (n) is bounded by
The delay process is denoted as W (n) which represents the total delay that a data unit would have stayed in the system if it had departed at time unit n, which intuitively is the horizontal distance between the curves A (n) and D (n). By inserting the definition of the departure process (4), the delay is bounded by According to the above discussions, it is obvious that we can obtain the complementary distribution of B (n) and W (n) in the case that there exist feasible sample paths of the arrival process and service process. By fully utilizing the associative property of min-plus algebra in SNC, it is easy to extend single queueing model to a multi-hop queueing system. Whereafter, we analyze how to abstract a relaying system with multiple hops into a single node equivalent system in the min-plus convolution form.
B. Min-Plus Convolution Network
We consider two Markov-Modulated On-Off arrival flows A s (n) and A t (n) in the multi-hop relay network with L service curves labeled S i (n) where i = 1, . . . , L. Firstly, we take L = 2 as shown in Fig. 4 by considering two hops system S 1 (n) and S 2 (n) in series to get a direct insight of the whole network performance. A i (n) and D i (n) are denoted as the arrival process and departure process corresponding to the service process S i (n). Intuitively, we can get
Based on the definition of the departure process (4), for the service curve S 2 (n),
For the service curve S 1 (n),
By summing (7) and (8), we can obtain that ∃0 ≤ l ≤ k ≤ n,
From (9) we can see that the multi-hop relay system with two service curves can be modeled by a single equivalent system S net (n) = S 1 ⊗ S 2 (n) in the min-plus convolution form. When we increase the number of random servers, it can be easily extended to describe a multi-hop relaying system with L servers as shown in Fig. 5 by an equivalent single server in the min-plus convolution form:
In this way, it is easy for us to extend a multi-hop relaying system into an elegant single queueing model. Two kinds of data applications traversing a virtual server for the whole network is shown in Fig. 5 .
C. Per-Flow Queueing Analysis by Using Martingale for a Multi-Hop Relaying System
Recent literatures focus on analyzing the backlog and delay performance by constructing effective envelopes from deriving moment generation functions (MGFs), the Chernoff bound for the arrival and service processes. In this work, we improve these pessimistic constraints for the arrival process and the service process by applying martingale theory in SNC. Martingale queueing methodology is able to obtain accurate queueing performance especially for Markov-modulated arrivals and services. First, we need to introduce the definition of supermartingale as follows:
Definition 1 [39] (Supermartingale): A basic definition of a discrete-time supermartingale is a discrete-time stochastic process (i.e. a sequence of random variables) X 1 , X 2 , X 3 …that satisfies for any time n ≥ 1:
where E [·] denotes the expectation operator. According to the definition of the supermartingale, we construct two kinds of supermartingale-envelopes, where the arrival process A (n) is bounded by a supermartingale envelope M A (n) and the service process is bounded by a supermartingale envelope M S (n).
Definition 2 (Supermartingale Envelope for Arrivals):
For monotonically increasing function h A and for every exponential decay factor θ > 0, it is said that the arrival flows A (n) admits a ((h A (a n ) , θ, K A ) )-arrival-supermartingale-envelope such that the process
is bounded by the arrival supermartingale M A (n).
Definition 3 (Supermartingale Envelope for Services):
For monotonically increasing function h S and for every exponential decay factor θ > 0, it is said that the service process S (n) admits a ((h S (s n ) , θ, K S ))-service-supermartingale-envelope such that the process
is bounded by the service supermartingale M S (n). We assume that the arrivals processes A s (n), A t (n) as well as the service processes S i (n) admit the arrivalsupermartingale-envelopes M A s (n), M A t (n) as well as the service-supermartingale-envelope M S i (n), respectively. The parameters h A , K A and h S , K S are dependent on the decay rate θ of the queueing metrics. Based on the Perron-Frobenius Theorem, it has been proved that if there exists an exponential transition matrix of the Markov-Modulated process X (n) as T θ i, j := P (x n+1 = j |x n = i ) e θ X (n) and the maximum eigenvalue of the corresponding exponential transition matrix is denoted as sp T θ , then the parameter h X (x n ) must be the corresponding right eigenvector and K X ≥ log sp T X θ θ . In the following, we adopt the SP, FIFO and EDF scheduling policies to get the end-to-end backlog and delay complementary cumulative distribution function (CCDF).
Theorem 1 (Supermartingale Multi-Hop End-to-End Backlog and Delay Bounds for SP Policy):
The SP server gives fixed priority to the data application. The leftover service provided for the arrival process has a higher priority. The extended bivariate stochastic service processes for the delay sensitive application and the delay tolerant application by SP can be presented as [36] 
where the operation [·] + is denoted as the maximum value between · and 0. (16) and (17) , respectively.
We assume that the arrival processes A t (n), A s (n) and the service process S i (n) admit M A t (n), M A s (n) and M S i (n), respectively. In the multi-hop system, the supermartingale endto-end backlog bounds hold the same mathematical expression for the two kinds of data applications in (15). The supermartingale multi-hop end-to-end delay bounds of the SP scheduling policy for the delay sensitive application and the delay tolerant application are given in
where
From the results, we can see that the end-to-end delay bound of the multi-hop system under the SP scheduling method is affected by the service capacity and the other data traffic at each of the L servers. The proof of Theorem 1 is given in Appendix A. Next, we derive the supermartingale multi-hop end-to-end backlog and delay bounds for the FIFO scheduling policy.
Theorem 2 (Supermartingale Multi-Hop End-to-End Backlog and Delay Bounds for FIFO Policy): The FIFO server schedules the arrival data applications A s (n) and A t (n)
based on their arrival times. The extended bivariate stochastic service process for the FIFO scheduling algorithm for the delay sensitive application and the delay tolerant application can be presented as [37] 
where x is a freely chosen parameter but fixed, The indicator function 1 E is denoted as whether to take the value of 1 or 0 on the condition that E is true or not. We assume that the arrival processes A t (n), A s (n) and the service process S i (n) admit M A t (n), M A s (n) and M S i (n), respectively. The delay sensitive application and the delay tolerant application hold the same the supermartingale end-toend backlog and delay bounds of the FIFO scheduling policy in the multi-hop system, which can be given as:
Since the service process executes the arrivals only based on their coming times, the end-to-end backlog bound and delay bound is invariant with K A s or K A t but only related to the service capability of the server, which is a novel property to the virtual backlog process and delay process for the FIFO scheduling algorithm. The proof of Theorem 2 is given in Appendix B. Next, we derive the supermartingale multi-hop end-to-end backlog and delay bounds for the EDF scheduling policy. [38] (22) and (23), respectively:
For the delay sensitive arrival process, the supermartingale multi-hop end-to-end backlog bound and delay bound of the multi-hop system by EDF scheduling policy can be given in (24) and (25) , respectively:
where From (21), we know that the deadline of the delay tolerant application is larger than that of the delay sensitive application, which corresponds to y > 0. And the deadline of the delay sensitive application is less than that of the delay tolerant application, which corresponds to y < 0. The proof of Theorem 3 is given in Appendix C. Till now, the multi-hop end-to-end backlog and delay bounds under SP, FIFO and EDF scheduling policies are presented in Theorem 1, Theorem 2, and Theorem 3, respectively. By adopting the models of the arrival process and the service process associated with the VANET environment, the theoretical analysis on the per-flow end-to-end queueing bounds are closely related with the characteristics of VANETs.
IV. PERFORMANCE EVALUATIONS AND DISCUSSIONS
In this section, we present the simulation setup and the detailed results in terms of the end-to-end delay and backlog bounds under the SP, FIFO and EDF scheduling policies. We adopt the VoIP, gaming and UDP data traces [29] - [31] in multi-hop VANET wireless communication, where VoIP represents the delay sensitive application and the others represent the delay tolerant applications. The simulated data from the data set are extracted within an interval 6000 s. The size of each arrived data at each time unit is set to be 31.92 Kbits. To validate the accuracy of the proposed analytical model, we simulate a real VANET scenario by adopting the IEEE 802.11p EDCA mechanism. TABLE I gives the system parameter values used in the simulations unless otherwise specified. In the figures, the blue continuous lines show the supermartingale bounds. The boxplots 3 show the real simulation results. The red dotted lines show the standard bounds [28] .
The supermartingale end-to-end backlog and delay bounds of the SP, FIFO and EDF scheduling policies can be scaled in Theorem 1, Theorem 2 and Theorem 3, respectively. Fig. 6(a) , Fig. 6(b) and Fig. 6(c) illustrate the end-to-end delay bounds of VoIP under the SP, FIFO and EDF scheduling policies for the martingale and standard method when the data packets are transmitted through one hop or five hops. For the SP scheduling, we assume that the multimedia service has a higher priority for transmission compared with VoIP. The FIFO scheduler decides the sequence of data packets based on their coming times. In the EDF scheduling, the deadline of the multimedia service is set as 500 ms and the other arrival process VoIP is set as 50 ms. All three figures indicate the standard delay bounds are much looser than the supermartingale delay bounds and for whatever scheduling policy, the CCDF is decreased with the end-to-end delay and the real data simulation results are tight to the analytical results. With the increasing number of hops, the end-to-end delay bound is remarkable increasing. Since the end-to-end delay is one of the most important QoS factors in queueing system, it is necessary to select an appropriate scheduling method and the number of hops in order to satisfy the passenger's requirement. Fig. 7(a), Fig. 7(b) and Fig. 7(c) show the end-to-end backlog bounds of VoIP in the multi-hop VANET scenario under the scheduling policies SP, FIFO and EDF, respectively. We adopt the same simulation environment as the above endto-end delay performance evaluation. The same observations as the multi-hop end-to-end delay performance also hold for the multi-hop backlog performance in the system. We can see that the supermartingale bounds are remarkably tight to the real simulation results while the standard bounds are much looser. The number of hops greatly affects the backlog performance. When the number of hops increases from one to five, the end-to-end supermartingale backlog performance is decreased rapidly. Fig. 8(a) shows the CCDF of the end-to-end delay with the number of vehicles under the FIFO scheduling policy when the delay are fixed as 150 ms, 200 ms, and 250 ms, respectively. Fig. 8(b) presents the CCDF of the end-to-end backlog with the number of vehicles under the FIFO scheduling policy when the violation value of the backlog varies from 5 to 15. The endto-end queueing performance are sharply increasing with number of hops in the V2V wireless communication. If the data packets are delivered through multiple hops, the total end-toend delay or the queueing length will inevitably grow because the more servers exist in our system, the more transmission time and processed time will be induced. Due to the RSU's limitations, the analysis of the end-to-end delay and backlog bounds are significantly useful in the multi-hop data application scenario. It is meaningful to select an appropriate distance between two RSUs to satisfy the queueing performance in the VANET based on the obtained supermartingale results.
V. CONCLUSION
In this paper, we focus on analyzing the end-to-end backlog and delay performance for multi-hop VANETs. In particular, two kinds of data applications, i.e., the delay sensitive application and the delay tolerant application, are considered. By combining the martingale theory and SNC, we obtain the supermartingale multi-hop end-to-end backlog and delay bounds of the delay sensitive applications and delay tolerant applications under the SP, FIFO and EDF scheduling policies, respectively. The simulation results reveal that the number of hops can significantly affect the queueing performance in the VANET scenario. By comparing with the some exiting analysis on bounds, the supermartingale bounds are incredibly tight to the simulation results. It is intuitive to select an appropriate number of relays to satisfy the queueing performance requirement, which provides direct guideline to the system design.
APPENDIX A PROOF OF THEOREM 1
Proof: According to (6), the delay distribution holds for k ≤ n if (6) fails:
By applying (14) into (26) as an example, we can get the end-to-end delay distribution as
we can obtain (28) by applying (10) into (27) :
For simplicity, we assume that the service curves for L servers are homogeneous and independent with each other. (28) turns out to be (29) , as shown at the top of the next page.
From the definition of supermartingale envelopes (12) and (13), we consider two arrival supermartingales
According to the independence assumption, a new supermartingale process (31) 
The backlog process in this scenario can be represented as
Let us define a stopping time N for the supermartingale process M k (n):
According to the definition of the backlog process, we have P (B (t) ≥ σ ) = P (N < ∞). In case that N is unbounded, we need to propose a new bounded stopping time as N ∧ T := min {N, T }. Applying optional stopping theorem [39] to M k (n) when n = k:
where we apply the definition of H and the property of N.
The indicator function 1 E takes the value of 1 or 0 on the condition that E is true or not. By applying (31) and using the property that the expectation of a supermartingale is non-increasing and the independent assumption, we can get (35) Then, based on (34) and (35), we can get the backlog distribution
From (27), (28) and (29), we can have the delay bound for the SP scheduling policy as
Here, we get the end-to-end backlog bound and delay bound by utilizing SP scheduling policy for the delay sensitive application. If we exchange the parameters, the performance bounds for the delay tolerant application is easy to obtain.
APPENDIX B PROOF OF THEOREM 2
Proof: We prove the end-to-end delay bound for the FIFO scheduling policy as a similar way in APPENDIX A for Theorem 1. We set x = k for brevity. By applying (18) into (26) and assuming the L systems are homogeneous, we get the end-to-end delay distribution as 
The end-to-end backlog distribution can be obtained as
For the end-to-end supermartingale delay bound, we can obtain that
Here, we get the end-to-end backlog bound and delay bound under the FIFO scheduling policy for the delay sensitive application. We can find that the performance bounds for the two kinds of data applications hold the same result.
APPENDIX C PROOF OF THEOREM 3
Proof: We set x = k for brevity in (21) to analyze the supermartingale queueing bounds under the EDF scheduling policy.
• For the delay tolerant application case: Since y denotes the difference between the deadlines of the competitive two applications, we can have y ≥ 0.
By applying (21) into (26), we can get the end-to-end delay distribution as (42), as shown at the top of the next page.
The key observation is that the process M k (n) is a supermartingale if it is the product of the arrival supermartingales and the service supermartingales:
Let us define a stopping time N for this supermartingale process
From the definition of the backlog process, we can obtain the end-to-end backlog distribution:
For the end-to-end supermartingale delay bound of the delay tolerant application, we can obtain that
• For the delay sensitive application case: Since y denotes the difference between the deadlines of the competitive two applications, we can have y ≤ 0. Thus, min {k, y} = y.
According to (26) , we can get the delay bound as
Let us define a set B as B := {n ≥ k |n < k − y } so that (48) can be transformed as
For {n ≥ k : n ∈ B}, we get the partial delay bound for EDF in the case of y < 0:
The key observation is that the process M k (n) is a supermartingale as
We can get the backlog distribution in (52) where σ = k K S :
Then, the corresponding supermartingale end-to-end partial delay bound
For {n ≥ k : n / ∈ B}, we get the partial delay bound for EDF in the case of y < 0:
In a similar way, the process M k (n) is a supermartingale which can be given as follows: 
The backlog process B(t) and a stopping time N in this scenario can be represented as
In this case, we can get the end-to-end backlog and the corresponding delay bounds as
By combining (53) and (58), we can get the delay bound for the EDF scheduling policy
Here, we complete the proof of Theorem 3.
