Formation of cell aggregates is modelled with an agent-based model. Model includes cell proliferation and cell to cell attraction mechanisms. Pair-correlation function can identify the mechanisms that produce cell aggregation. Analysis of experimental images validates theoretical methods developed.
Introduction
The formation of clusters or aggregates is a ubiquitous phenomenon in cell biology; examples include cultures of myxobacteria, the slime mould dictyostelium, and many other cell types grown in vitro for cancer research, studies in developmental biology, fundamental understanding of the underlying processes, and can also be of practical importance in, for example, optimising culture conditions to promote cell viability and functionality. In some cases, it may be possible to identify the mechanism of aggregate formation simply by observing the cells in culturee.g. one can observe the physical contact between co-cultured hepatocytes and stellate cells using time-lapse video (Thomas et al., 2006) . Unfortunately, this is not always possible since some observations are made at one point in time only. A complicating factor is that nearly all cell types undergo some degree of unbiased random motion. If a proliferation or attraction mechanism is absent, this type of unbiased motion leads to a uniform cell distribution and no spatial patterning will be observed (as in the case of the mouse cells shown in Fig. 1(c) ). However, even when aggregating mechanisms are present, unbiased cell motion can obscure the details meaning that it is not obvious how to assess and measure the aggregation mechanism. Thus a means of analysing spatial patterns that is highly sensitive to the presence of non-random arrangements of cells, and able to provide information regarding the mechanism that drives aggregate formation, would be of considerable practical use.
In this study, we develop agent based models Binder and Landman, 2009; Codling et al., 2008; Simpson et al., 2007) to analyse two common mechanisms of aggregate formation, each of which includes a component of random motion. We consider both a cell proliferation mechanism and a biased cell motion mechanism, in which cells detect the presence of others within a certain spatial range and attempt to move towards them. The latter mechanism is a generic representation of a variety of attractive interactions between cells, including direct physical contact and chemotaxis. We show that when the agents experience a sufficiently large amount of random motion it is difficult to distinguish the spatial patterns produced by either mechanism from cells distributed uniformly at random by visual inspection alone. This motivates us to introduce a modified pair-correlation function (Binder and Simpson, 2013; Cardarelli and Gratton, 2010; Dieckmann et al., 2000; Law et al., 2003; Young et al., 2001) to provide a more precise means of characterising these spatial patterns.
The pair-correlation function is a summary statistic that provides a quantitative measure of spatial patterning. The function is derived by normalising the counts of the pair-distances between pairs of agents in the domain. The normalisation term ensures that the expected value of the pair-correlation function is unity at all pair-distances for domains that are populated uniformly at randomtermed the exclusion complete spatial randomness (ECSR) state Binder and Simpson, 2013; Dieckmann et al., 2000; Diggle, 1983; Hackett-Jones et al., 2012) . We show that the pair correlation function is sufficiently sensitive to distinguish the ECSR state from the patterns resulting from either of our cluster-forming mechanisms, even when no difference is detectable by eye. The pair-correlation function is also shown to provide important quantitative information on the spatial patterning, such as the multiple length scales of aggregation and segregation (Binder and Simpson, 2013; Dieckmann et al., 2000) , and the size of aggregates.
In cases where there is little random motion, we can clearly observe from visual inspection of our simulations using the biased motion rule the emergence of a characteristic separation distance between aggregates, which is not observed when aggregates are formed by rapid cell proliferation. This difference is easily distinguished when comparing the pair correlation functions for the two types of simulation results. Significantly, we find that this difference in the pair correlation functions is still clearly evident even when the degree of unbiased motion is increased to a level such that it is impossible to distinguish any difference in the simulation results by eye. This demonstrates the potential utility of the pair-correlation function to identify and quantify mechanisms of aggregation in cell-based experiments.
Given the promising results from our simulation data, as a proof of concept, we apply our technique to experimental images of the cancer cells in Fig. 1(a) . This cell type is known to form aggregates as a result of rapid cell proliferation (Simpson et al., 2013a) . We process the experimental images, rescaling the cell location and cell area data so that it can be approximately represented on a non-dimensional integer lattice in a similar manner to the simulation results. Evaluating the paircorrelation function for this dimensionless data set we obtain a signal that is qualitatively similar to that produced by the proliferation mechanism in the agent-based simulations. This suggests, as expected, that these aggregates are formed predominately by cell proliferation.
Agent-based model
We consider the situation, relevant to many types of in vitro cell culture, in which cells are seeded onto a two-dimensional surface. It is assumed that initially the cells are distributed uniformly at random within this domain. We develop an agent-based model, discrete in time and space (Binder and Landman, 2009; Simpson et al., 2007) , to simulate two mechanisms of aggregate formation: biased cell motion and cell proliferation, as outlined above. In both cases, cells are assumed to undergo a variable degree of unbiased random motion.
We define a two-dimensional domain, consisting of an integer lattice with unit spacing. We assume that this domain represents part of a larger region containing cellsfor example, the region of a culture well within the field of view of microscope; we thus impose periodic boundary conditions in both the x-and y-directions. At any discrete time t the lattice sites (x, y), with x A 1; 2; …; X and y A 1; 2; …; Y, are either occupied or unoccupied by single agent which is denoted with a matrix:
The number of agents within the domain at any given time is
with corresponding lattice density
In all the simulations, the domain is initially populated uniformly at random with agents to some prescribed density. The simulation is updated at discrete time intervals, using the motility and proliferation rules described in detail below, until the desired end time is reached. During each time step, each agent is selected in random order without replacement, and attempts to move with probability P m A ½0; 1. This is followed by a proliferation event, which occurs with probability P p A ½0; 1. If at any point during a simulation, an agent attempts to move into an occupied lattice position, the move is aborted; hence the simulation is a volume exclusion process Landman, 2009, 2011; Chowdhury et al., 2005; Simpson et al., 2007) .
Motility rules
When an agent is selected, we first draw a random number r 0 A ½0; 1 to determine if it will attempt to move. If r 0 o P m , an attempt is made; otherwise, the agent remains at its current location. We incorporate both biased motion and unbiased random motion into our model by introducing a bias probability, 0 r P b r 1. For agents which attempt to move, we draw another random number, r 1 A ½0; 1, and compare this to P b . If r 1 o P b , the agent attempts to move according to the biased motion rule; otherwise the unbiased motility rule is followed. (Hence the probability a move is attempted using the biased motility rule is P m P b ; an unbiased move is attempted with probability P m ð1 À P b Þ.) If the unbiased motility rule is selected, an agent positioned at (x ,y) attempts to move with equal probability to one of the four neighbouring sites ðx 7 1; yÞ or ðx; y 71Þ. If the biased motility rule is chosen, the agent similarly attempts to move to one of the same four sites, but with a probability weighted in favour of the direction that would move it towards the area most densely populated with other agents. The directional bias is quantified by counting the surrounding agents within some integer search radius, L, of the selected agent. The counts are performed in the positive and negative x-and y-directions, and are defined by
as illustrated in Fig. 2 for the case L ¼2. The total count is
Drawing a random number, r 2 , from the interval ½0; 1 and comparing it to the concatenation of the weights, 0 r c 1 r c 1 þ c 2 r c 1 þ c 2 þc 3 rc 1 þc 2 þc 3 þc 4 ¼ 1, determines the direction the agent moves (e.g. if 0 o r 2 o c 1 , the agent moves in the positive y-direction).
Proliferation rule
Following the motility event, we again use the random number drawing method described earlier to determine if the selected agent attempts to proliferate, which occurs with probability P p (Binder and Landman, 2009; Simpson et al., 2007) . When an agent positioned at (x, y) attempts to proliferate, it deposits an additional daughter agent with equal probability on one of the four neighbouring sites ðx 7 1; yÞ or ðx; y 7 1Þ. If the site selected for the daughter agent is occupied, the proliferation event is aborted.
Simulation duration
Before we can perform any analysis we must determine when to terminate the simulations. For simulations involving the proliferation mechanism, with 0 o P p r 1, we choose simply to terminate the simulation when the density of agents in the domain has reached some pre-determined value. However, in the case P p ¼ 0, the density in the simulations remains constant for all time, due to the periodic boundary conditions and the absence of cell proliferation. We then choose to analyse the spatial patterning when the simulation has evolved to a quasi-steady state, and consider two measures to asses this. The first is to count the number of aborted moves in the simulations, which evolves to an approximately constant number with time, indicating that the macroscopic features of the spatial distribution of agents are unchanging (see Fig. 3(b) ). While computationally convenient, this approach cannot be applied to experimental images. A second measure, where we examine the time evolution of the average aggregate size, can be used with simulation or experimental data (see Fig. 3(c) ). The average aggregate size was computed using Matlab's image processing functions #bwlabel.m and #regionprops.m.
Typical aggregation patterns associated with the biased motion mechanism and rapid proliferation mechanism are given in Figs. 3-5.
Pair-correlation function
We now introduce the average periodic pair correlation function, which we use to characterise the spatial patterning observed in the simulation images obtained from the agent based models described in Section 2. Essentially, this function displays the counts of the pair distances between the agents, normalised such that the value of the function is unity for a distribution of agents at the ECSR state Binder and Simpson, 2013; Dieckmann et al., 2000; Diggle, 1983) , and averaged over a number of realisations of the agent-based model. The formulation closely follows that of Binder and Simpson (2013) , with minor modifications to account for periodic boundary conditions. We begin by considering the set of agent pairs
and define the periodic pair distances in the x-and y-directions by
respectively. The subsets of agent paired distances are given by
and 
where the subscripts denote the x-and y-directions. The modified densitŷ
in Eq. (14) represents the conditional probability of selecting the second agent in the agent pair given that the probability of selecting the first agent is the usual density ρ, as is the case in a volume exclusion process Binder and Simpson, 2013) . Finally, for a square domain with i ¼j and X¼ Y, we define the average periodic pair-correlation function
where p x s and p y s are pair correlation functions in the x-and ydirections, respectively, from the sth realisation in a total of N identically prepared realisations of the same stochastic process. The ability of the function to accurately identify the ECSR state was verified by evaluating it for spatial domains that were populated uniformly at random with agents (i.e. for the initial condition used in the simulations). We found that the signal fluctuated around unity at all pair distances, and these fluctuations decreased as the sample number N was increased (not shown).
We note that the sample size of the periodic counts of Eq. (13) is on average the same at any pair distance. This is shown by the constant normalisation factor in Eq. (14), for spatial distributions at the ECSR state. In contrast, the sample size of the non-periodic counts of Binder and Simpson's (2013) pair-correlation function decays linearly with increased pair-distance. One advantage of the periodic pair-correlation, Eq. (16), over the non-periodic paircorrelation function of Binder and Simpson (2013) is that fewer samples are required to characterise the spatial distribution generated by the aggregation mechanisms being studied.
Results
We evaluate the average pair correlation function to quantify the spatial patterning in the agent based simulations. We begin with considering the two aggregation mechanisms in isolation from each other; biased motion only, with P m ¼ P b ¼ 1 and P p ¼0, and proliferation only, with P m ¼0. The simulations with no unbiased motility [ Fig. 4(a) and (c)] produce visibly distinct aggregates. Common to both mechanisms are short length scales of aggregation where the signal of the pair-correlation function is greater than unity [ Fig. 4(b) and (d) ]. At these short length scales the pairs of agents are typically associated with the same distinct aggregate.
Physical intuition leads us to expect that, for the biased motion mechanism, the length scale of aggregates will be approximately L, so that attraction between cells keeps them together within the aggregate. Similarly, we expect that the inter-aggregate distance will tend to be in the range L-2L. This is because, if two aggregates were separated by a distance less than L, attraction between the cells on their outer edges would tend to cause them to coalesce. Conversely, between two aggregates spaced more than 2L apart, there would be a region outside the range of attraction of the cells of either, in which an intermediate aggregate could form. The pair correlation signal for the biased motion mechanism in Fig. 4  (b) contains a maximum at the pair-distance i % 15 ¼ 3L. This corresponds to pairs of agents typically belonging to distinct, adjacent, neighbouring aggregates, and corresponds to the average separation distance between these neighbouring aggregates. This is consistent with the search radius of L¼ 5 and the minimum of the signal at the pair distance i % 7:5 ¼ 3L=2 where maximum segregation occurs. In contrast, the pair correlation signal for the rapid proliferation mechanism simulations confirms that there is no spatial structure at intermediate length scales, as the pair correlation function decays monotonically to a constant value [ Fig. 4(d) ]. For both the biased motion and rapid proliferation mechanisms we observe no spatial structure at large length scales [ Fig. 4(b) and (d) ].
Comparing the pair correlation signals, Fig. 4(b) and (d) provides a quantitative framework for distinguishing between the two spatial patterns associated with these two aggregation mechanisms. The sensitivity of the pair-correlation function to detect the aggregation mechanism is further demonstrated in Fig. 5 , where the spatial distribution of agents are visually indistinguishable owing to the increase in unbiased motility. We note that a larger number of realisations is required to determine a reliable average signal when the amount of random motion is increased in the simulations. A practical implication of this is that it maybe infeasible to use the pair-correlation function to analyse images of cell-based experiments which are dominated by unbiased or random cell motion.
When both aggregation mechanisms operate together the characteristic shape of the pair-correlation function [solid curves, Fig. 6 ] can provide an indication of which mechanism is dominating the aggregation in the simulations. This is further illustrated on comparison with signals [dotted and broken curves, Fig. 6 ] for the two isolated aggregation mechanisms, with the three signals being distinguishable in Fig. 6(a) and (b). However, some care needs to be taken when interpreting signals, as the pair-correlation function may not always be able to detect the individual mechanisms of aggregation when multiple mechanisms are acting and no one particular mechanism dominates [solid and broken curves, Fig. 6(c) ]. Given that we have been able to make a distinction between two very different mechanisms which can lead to aggregates which appear to be very similar, we repeat the analysis for N¼17 experimental images of highly proliferative breast cancer cells [ Fig. 1(a) ]. The experiments were performed by placing the cells uniformly, at random, on a two-dimensional substrate and then imaging the cell population with time (Simpson et al., 2013a) . The location [ Fig. 7(a) ] and area [ Fig. 7(b) ] of the cells in the images were estimated using Matlab's imaging processing toolbox (Binder and Simpson, 2013; Simpson et al., 2013a Simpson et al., , 2013b . With this data we calculated the average area per cell μ and the average length scale ffiffiffi μ p . The average length scale was used to nondimensionalise the experimental images so that the population of cells could be represented using an integer lattice [ Fig. 7(c) ]. As expected, the average pair-correlation function [ Fig. 7(d) ] for these experimental images [ Fig. 7(c) ] reflects the same characteristic shape that we observed for the rapid cell proliferation mechanism [Figs. 4(d) and 5(d)].
Discussion
In this paper, we have implemented new agent-based models to simulate the formation of cell aggregates by two different mechanisms. The aim of our study was to determine if these different mechanisms produced different spatial patterns of aggregates, and thus if it was possible to infer the mechanism of aggregation by analysing the spatial distribution. To investigate this possibility, we introduced a pair correlation function, and showed it is a potentially powerful tool for characterising and quantifying such spatial patterns. In particular, the pair correlation function is sufficiently sensitive enough to identify cell distributions that are not at the ECSR state, even when this is not obvious through visual inspection. Furthermore, we found that the pair correlation function could reliably distinguish between the aggregation patterns produced by different mechanisms even when the spatial pattern appeared to be very similar. This suggests that the pair-correlation function could be a useful tool which can be used to identify and distinguish between different aggregation mechanisms, providing insight into biological processes that may otherwise be unclear. We have taken the first steps towards demonstrating the practicality of such an approach by analysing experimental images, such as those shown in Fig. 7 ; our results were consistent with aggregates forming as a result of cell proliferation, which is the accepted mechanism in this case.
Ideally, to confirm the utility of the pair correlation function for determining the precise details of the aggregation mechanisms, it should be used to analyse images where the underlying aggregation mechanism is unknown a priori, in order to remove any form of potential experimenter bias. The theoretical prediction should then be separately verified by experimental methods, e.g. inhibition of cell proliferation, or use of Boyden chamber assays where chemotaxis is implicated. For each type of mechanism, such verification experiments ought to be repeated under various conditions, such as varying the cell line or varying the initial density of cells in the experiment. Clearly, an extensive verification process is a considerable undertaking and has not been attempted here.
There are several options for extending this work with an obvious extension being the consideration of other mechanisms, such as incorporating cell adhesion, cell death and cell processes within a developing tissue (Baker and Simpson, 2010; Binder et al., 2008; Simpson et al., 2010) . Similarly, this work has only considered cell populations composed of a single cell type; however, the formation of aggregates consisting of two or more cell types is also of interest (Armstrong et al., 2006; Green et al., 2010; Painter and Sherratt, 2003; Thomas et al., 2006) . A notable feature of these multispecies systems is that, depending upon the strengths of cell-to-cell attraction, different distributions of the various subpopulations are possible within the aggregates, e.g. intermixing or segregation. In the future, we aim to extend our pair correlation function analysis to deal with discrete simulations and experimental images of such multispecies processes with the aim of investigating the degree to which the underlying mechanism can be inferred from the observed spatial pattern. This could be achieved by implementing inferencing algorithms, for example approximate Bayesian computation (Rubin, 1984) , that use the pair-correlation function as a summary statistic, to estimate the rates involved in the biological system.
