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1. I~VTR~DUCTI~N 
In a recent paper [l], Ali Khan and I have discussed the probability of first 
emptiness of a dam with inputs forming a Markov chain. Consider a dam 
of infinite capacity, whose initial content when the process starts at time 
t = 0 is 2, = 24 > 0. Inputs Xt = 0, l,..., r < co arriving in consecutive 
time intervals (t, t + 1) (t = 0, 1,2,...) follow the Markov transition proba- 
bilities 
pij = Pr[X,+1 =j ) x, = i} > 0 (i,j = 0, l)..., r), 
and form a positive irreducible chain. At the end t - 0 of the time interval, 
there is a release of magnitude 
1 \ if the dam content is (-z-I + X,-I > 1 
z,-, + X,-I) ~2,-, + x,-, < 1) 
where Z,-, is the content at time t - 1 following the previous release. 
Let g(T 1 u, 0) denote the probability of first emptiness of the dam at time 
T > u, given that 2, = u, and the input in the interval (- 1,O) before the 
process starts is X-i = 0. It is proved in [l] that the probability generating 
function (p.g.f.) 
G(B / u, 0) = f g(T I u, 0) BT (o<e<l) 
T=U 
satisfies the relation 
G(d I u, 0) = G(0 / 1, 0)“, (1.1) 
where G(B I 1, 0) = G,(B) is the solution of the functional equation 
Go(~) = WGoPh (1.2) 
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subject to the condition G,!,(O) = p,, . In (1.2), the function h(0) denotes the 
maximum latent root of the positive irreducible matrix 
It is known from the theory of positive matrices that for 6’ > 0, 
(a) h(6) is positive, simple, and strictly monotonic increasing in 8 
(h’(B) :> 0), with the remaining roots of P(e) such that / hu,(8) 1 < h(8) 
(j = 1, 2,..., r); 
(b) A(0) lies between the smallest and greatest row sums (which are 
p.g.f.‘s) of the matrix P(e), and is greater than the largest diagonal term 
pip; 
(c) A(eU) is a convex function of u (cf. Miller [2]). 
However, h(0) is not in general a p.g.f., and its expansion A(0) = Cz, A,& 
in powers of 0 may have coefficients hi which are negative for i 3 2. 
Equation (1.2) for G,(B) is analogous to that for the p.g.f. of first emptiness 
probabilities g(T 1 1) when dam inputs X, are independent and the initial 
content is u = 1; this is known to satisfy the functional equation 
G(6) = f g(T 1 1) BT = W(G(B)), (1.4) 
T=l 
subject to G(0) = 0. HereF(B) = 2:s p,P d enotes the input p.g.f. in the unit 
time interval. In this case, Kendall [3] h as shown that the first emptiness 
probability for any initial dam content u > 0 is given by 
g(T 124) = “p’? 
T T u V>u >o>, (1.5) 
where p&?i is the probability that there is a total input T - u > 0 in the 
time interval T, or 
(1.6) 
It will be shown that an analogous result holds for g(T / u, 0), in the case 
of inputs forming a Markov chain, even when the latent root A(0) of (1.2) 
is known not to be a p.g.f. 
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2. A SIMPLE ILLUSTRATION: INPUTS FORMING A TWO-STATE MARKOV CHAIN 
To illustrate the fact that A(e) is not in general a p.g.f., we consider inputs 
X, = 0, 1, following a two-state Markov chain with transition probabilities 
[ 1cyB 
1 --- iy 
I /3 ’ 
where 0 < LY, !I < 1. Then h(0) is the larger of the two latent roots of 
J-Ye) = [I ” 6 
(1 -lx)8 
pe ] (0 < 0 < l), 




A(e) = 3 {a + pe + [(a - pey + 4(1 - CY) (1 - p) epj. (2.4) 
We note that h(B) is always positive, and strictly monotonic increasing for 
0 > 0; further, X(0) = LX and h(l) = 1. When expanded in a power series 
about 8 = 0, h(B) may be expressed in the form 
x(e) = OL + (1 - IX) (1 -B) $ + (1 - c6) (1 - /3) (CI + p - 1) $ 
+ (1 - a) (1 - /3) (CX $ /I - 1) (2[a: + /3 - l] - c&s + ***. 
(2.5) 
From this, it becomes clear that, for example, the coefficients h, , ha of 0s and 
e3 respectively may be negative. 
The p.g.f. of first emptiness probabilities for the initial dam content u = 1 
is given from (1.2) and (2.4) by 
G&V = 3 @{a + Pc, + [(a - P%J2 + 4(1 - 4 (1 - 8) G,11’2) (2.6) 
subject to GA(O) = 01. This reduces, after some elementary algebra, to 
(2.7) 
from which we obtain the honest first emptiness distribution 
g(l I 1,O) = % g(2 I 1, 0) = (1 - 4 (1 - /% 
g(T/ 1,O) =/3T-2(1 - CX)(l - /3) U’ 3 3). (2.8) 
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For u > 1, we have that 
G(t? 1 u, 0) = G,(8)” = 8” 1” + ‘: 1 ie- p) “1’, (2.9) 
from which the relevant probabilities of first emptiness may be obtained 
as 
rnin(u.T+A 
g(T I % 0) = so (7) c+(l - a - B>j p-u-i (; y y-- 1.) . 
u / 
(2.10) 
We shall now show quite generally that for this, as for other positive irre- 
ducible Markov chains, it is possible to express these probabilities in the form 
where A;:‘, denotes the coefficient of eTeU in AT(B). The similarity of (2.11) 
with the form (1.5) for independent inputs will now be apparent. 
3. PROOF OF THE FORMULA FOR g(T[u,O) 
Suppose that for a process with inputs X, forming a positive irreducible 
Markov chain, we write z = G,(B); then for 0 < 0 < 1, z will also take values 
in 0 < z < 1. The functional equation satisfied by G,,(8) may now be written 
as 
z = ex(.+ (3.1) 
From Lagrange’s theorem for the reversion of series [4, p. 123-51 
we have that since x/h(x) is regular in the neighborhood of z = 0, and 
(d/da) (z/h(z)) # 0, the above equation has a unique solution, regular in the 
neighborhood of 0 = 0, of the form 
(3.4 
Hence, we see that for an initial content u = I, the first emptiness proba- 
bilities are 
where h&?‘r is the coefficient of P1 in AT(e). 
(3.3) 
274 GANI 
For the case of an initial content u >- 1, where now G(B 1 U, 0) = G,)u(B), 
we may set zU = GOU(0); this satisfies the equation 
xu = {e/l(x)>“. (3.4) 
Again using Lagrange’s theorem for the reversion of series, we obtain 
(3.5) 
Hence we see that fo this case, the first emptiness probabilities are 
where /\$yL is the coefficient of PU in A’(O). Thus, a form analogous to (1.5) 
for independent {X,} also holds in the case of {X,} a positive irreducible 
Markov chain. 
I have not been able to clarify which characteristic of the structure of 
positive irreducible matrices P(0) ensures that while some coefficients 
Ai (; > 2) of x(O) may be negative, all coefficients hi:‘, (U = 1, 2,..., 7’) of 
hr(t?) must be positive. 
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