334 Stability of periodic solutions from the ones used in this paper because in that situation, due to the lack of uniqueness of solutions of the initial problem, the discrete operator considered here cannot be defined.
The paper is organized as follows. In Section 2, we present some fundamental properties of the set of solutions of initial and periodic problems. In Section 3, we prove the existence of at least one N-periodic stable solution. Finally, Section 4 is devoted to give some examples that point out the, in some sense, optimality of the obtained results.
Preliminaries
This paper is devoted to study the stability, by using the method of lower and upper solutions, of the N-periodic solutions of the following first-order difference equation:
(P)
where, for every n ∈ N, ∆u(n) = u(n + 1) − u(n), f : N × R → R is a continuous function, N-periodic in its first variable for some N ∈ N * = N \ {0} given. Throughout the paper, having x = (x(0),...,x(N)) and y = (y(0),..., y(N)), we will say that x ≤ y in J N ≡ {0, ...,N} if x( j) ≤ y( j) for all j ∈ J N , we will say that x < y in J N when x ≤ y in J N and there is at least one j 0 ∈ J N such that x( j 0 ) < y( j 0 ), moreover x y in J N when x( j) < y( j) for all j ∈ J N . We will denote We say that u : N → R is an N-periodic solution of problem (P) if it satisfies equation (P) in N and u(n) = u(N + n) for all n ∈ N. From the periodicity of f in its first variable, it is obvious that to look for an N-periodic solution of (P) is equivalent to solve equation (P N )
Below, we will denote u : J N → R andū : N → R as a solution of (P N ) and its N-periodic extension to N, respectively.
We define the concept of lower and upper solutions for problem (P N ) as follows.
The concept of upper solution is given by reversing the previous inequalities.
It is important to note, see [1, 2] , that the existence of α and β, a pair of lower and upper solutions of problem (P N ), such that α ≤ β in J N , does not imply the existence of a solution of this problem. Now, by defining for each n ∈ N, h n : R → R as h n (x) := x + f (n,x) for all x ∈ R, and g : R → R as g := h N−1 • ··· • h 1 • h 0 , we have that problem (P N ) has a solution if and only if g has a fixed point.
If for every n ∈ I N , h n is a strictly increasing function on [α(n),β(n)], with α ≤ β a pair of lower and upper solutions of problem (P N ), then it turns out that for every n ∈ I N ,
. Now, we assume the following properties.
(H) There exist α and β a pair of lower and upper solutions that are no solutions of
is N-periodic in its first variable and for all n ∈ I N , the function f (n,·) is continuous on [α(n),β(n)], with α and β given in (H). Moreover, h n (x) := x + f (n,x) is strictly increasing on [α(n),β(n)]. As a consequence of the ideas exposed above, we deduce the following existence result for problem (P). [1] that the previous property is optimal in the sense that if h n is not monotone increasing on [α(n),β(n)] for some n ∈ I N , then the existence result is not guaranteed.
On the other hand, plainly for every ξ ∈ R, the initial problem (P ξ )
has a unique solution which will be denoted throughout the paper as u ξ . If we denote its restriction to the interval 
is not sufficient to ensure that the unique solution of problem (P N ξ ) lies in [α,β] . However, with an analogous argument to the periodic case, whenever h n is a strictly increasing function for all n ∈ I N , we derive that this solution belongs to the sector formed by α and β. Moreover, the strict monotony of h n allows to ensure that the solutions starting at different initial conditions are not equal at any point. 
Below, we give a more precise description of the set of solutions of problem (P N ).
Lemma 2.5. Assume conditions (H) and (H f ). Let u, v ∈ [α,β] be two solutions of problem (P N ). Then, one of the following statements is true:
Proof. First we show that α u in J N . Suppose that there exists n 0 ∈ J N such that α(n 0 ) = u(n 0 ), by using inequalities (2.5), we obtain that α(n) = u(n) for all n ∈ {0, ...,n 0 }. Therefore, α(N) = u(N), and so α(n) = u(n) for all n ∈ J N , which implies that α is a solution of (P N ) and it contradicts hypothesis (H).
Hence, α u in J N . Inequality v β in J N can be proven in a similar way. Now, if u(0) = v(0), then, from the uniqueness of solutions of the initial problem, we conclude that u ≡ v in J N , and so assertion (i) holds.
However, if u(0) < v(0), then, from Lemma 2.4 we may assert that u(n) < v(n) for all n ∈ J N , so that claim (ii) is proved.
Claim (iii) is fulfilled whenever u(0) > v(0).
Previous result establishes that the set of solutions in [α,β] of problem (P N ) (and their N-periodic extensions of problem (P)) is totally ordered and bounded. From the continuity of function f , we know that it is closed. Thus, we conclude that there exist ψ and φ the minimum and the maximum of the aforementioned set and, clearly, they match up the minimal and the maximal solutions, respectively, in [α,β] of problem (P N ).
Stability
In this section, we prove the stability of at least one N-periodic solutionū of problem (P) such that u belongs to the sector [α,β].
Here, we say that uξ : N → R, the unique solution of the initial problem (Pξ), is stable if and only if for all ε > 0, there exists
It is asymptotically stable if and only if it is stable and there exists
We will say that it is stable from above if the interval (ξ − δ,ξ + δ) is replaced by (ξ,ξ + δ). Similar comment is valid for stable from below and from asymptotically stable from above and from below.
We will call attractivity set of uξ to the biggest interval Vξ such thatξ ∈ Vξ and lim n→∞ (u ξ − uξ)(n) = 0 for all ξ ∈ Vξ. Moreover
The monotonicity of operator T is a direct consequence of condition (H f ). Last part can be easily obtained from Lemma 2.4. This property guarantees that the results given in [5] for strictly increasing operators, defined on Banach spaces, cannot be applied to the operator T defined above. 
Condition (H f ) ensures that α ≤ Tα in J N . If the equality holds, then we have that α is a solution of the periodic problem (P N ) which contradicts hypothesis (H). Hence, α < Tα in J N and the proof of the first inequality is complete.
One can prove in a similar way the fact that Tβ < β in J N . As we have proved Lemma 2.5, α β in J N , so that the second inequality follows from Proposition 3.3. Proof. We only prove the first assertion; the second one holds similarly. If α 1 (0) = α 1 (N), then α 1 is a solution of problem (P N ). Thus, equality α 1 (0) = α(N) establishes that this case is not possible because it contradicts Lemma 2.5.
Moreover, inequality α 1 (0) > α 1 (N) does not hold, so that α 1 (0) < α 1 (N). Inequality This property allows us to deduce the one-sided asymptotic stability of the N-periodic extensions of the extremal solutions of the periodic problem (P N ). The obtained result is the following theorem. Plainly from this result, we may establish the asymptotic stability by assuming uniqueness of solutions in [α,β] of problem (P N ). Whenever f is a strictly decreasing function in its second variable, we achieve the following result. 
Remark 3.10. One could intend to prove the previous result by replacing decreasing with increasing. However, under this assumption, we have that
which contradicts hypothesis (H).
Below, for every ξ ∈ (ψ(0),φ(0)), we analyse the behavior of the solution of the initial problem (P ξ ). In order to do this, we study the orbits of the operator T in [ψ,φ]. We achieve similar properties to the ones proved by Dancer and Hess in [5] for strictly increasing operators defined on an arbitrary Banach space. However, as we have noted in the previous section, we cannot deduce the stability results as a consequence of the proved results in that reference, because we are not in the presence of a strictly increasing operator.
Moreover, Theorem 3.7 allows us to prove the following property of one-sided asymptotic stability. Statement (2) is true provided that there exists ξ ∈ (u(0),v(0)) such that u ξ (0) >u ξ (N).
As a consequence of this result, we can ensure asymptotic stability by assuming a finite number of solutions of problem (P N ) in [α,β].
Theorem 3.12. If assumptions (H) and (H f ) are fulfilled and problem (P N ) has a finite number of solutions in [α,β] , then at least one N-periodic solution of (P) is asymptotically stable.
Proof. Define C := u ∈ [α,β] :ū is an N-periodic solution of (P) and a.s.b. , (3.5) where a.s.b. means asymptotically stable from below. From Theorem 3.7, we know that this set is not empty (ψ ∈ C), moreover it is bounded from above by φ finite, and by Lemma 2.5 well ordered. Proposition 3.11 establishes that function max C is asymptotically stable.
Lastly, we consider the opposite case to the previous one, that is, there are not finite number of solutions of problem (P N ) in [α,β] . In this situation, we only guarantee stability, not asymptotic stability. Proof. Consider set C defined in (3.5); given that it is not empty, bounded from above, there exists function u S := supC. Due to the fact that the set of solutions of (P N ) is closed and well ordered, we conclude that u S is a solution of problem (P N ).
If u S is isolated from below, it is clear that u S ∈ C, and so it is asymptotically stable from below.
Suppose that u S is not isolated from below, by supremum's definition and Lemma 2.5, there exists a strictly increasing monotone sequence {u m } m∈N ⊂ C which converges uniformly in J N to u S . Therefore, given > 0, we know that there exists m 0 ∈ N such that 0 < u S (n) − u m (n) < for all n ∈ J N and m ≥ m 0 . Hence, sinceū m is asymptotically stable from below for every m ∈ N, Proposition 3.1 together with the nondecreasing properties of operator T guarantees thatū S is stable from below.
If u S is the limit of a decreasing sequence of solutions of (P N ), then it is stable from above. Otherwise, if it is isolated from above, then it is asymptotic stable from above and we conclude the proof.
Examples and counterexamples
In this section, we present two examples which illustrate the results obtained in the previous section. In the first one, we consider a problem with a unique N-periodic solution in the whole space; we show that this solution is asymptotically stable.
In the second example, we show that Theorem 3.13 cannot be improved, in the sense that it is possible to find a nontrivial function f such that the set of N-periodic solutions of problem (P) is not finite and none of these solutions is asymptotically stable.
If we look for the constant solutions of problem ∆u(n) = f u(n) , n ∈ N, (4. 4) we know that they are the zeros of f , that is, the ternary Cantor set. On the other hand, since x + f (x) ≤ x on [0,1], we have that all the constant solutions are stables from above and solution 0 is asymptotically stable from below. Given that 0 is not isolated in the set of constant solutions of this problem, it is not asymptotically stable from above.
Note that α ≡ −1 and β ≡ 2 is a pair of lower and upper solutions that are no solutions of this problem and conditions (H) and (H f ) hold in [α,β] for N = 1.
Remark 4.4.
It is important to note that in spite of the fact that in the previous example there is not any asymptotic stable solutions of that problem, if we consider solution 0 as a fixed point of operator T, then it is the limit of a strictly increasing sequence of strict lower solutions (y n < T y n in J N ) and a strictly decreasing sequence of strict upper solutions (Tz n < z n in J N ); that is, it is a strongly order-stable fixed point of T (see [5] ).
Thus we may assert that the concepts of asymptotic stable solution and strongly orderstable fixed point are not equivalent.
