ABSTRACT Summary: Dragon Promoter Mapper (DPM) is a tool to model promoter structure of co-regulated genes using methodology of Bayesian networks. DPM exploits an exhaustive set of motif features (such as motif, its strand, the order of motif occurrence and mutual distance between the adjacent motifs) and generates models from the target promoter sequences, which may be used to (1) detect regions in a genomic sequence which are similar to the target promoters or (2) to classify other promoters as similar or not to the target promoter group. DPM can also be used for modelling of enhancers and silencers. Availability: http://defiant.i2r.a-star.edu.sg/projects/BayesPromoter/ Contact: vlad@sanbi.ac.za Supplementary information: Manual for using DPM web server is provided at
Critical components in gene regulation are transcription factor binding sites (TFBSs) that are usually present in a gene's promoter region. TFBSs operate together in a constitutive manner and provide a unique framework and functionality to the promoter structure. A promoter structure is characterized by the TFBS organization within the promoter, which is specific to gene groups (Werner, 1999) . Elucidation of promoter structure may further enhance our understanding of gene regulation.
Different techniques are used to model promoter structure, ranging from simple binary scoring schemes (Halfon et al., 2002; Berman et al., 2002; Markstein et al., 2002; Frech, 1997; Sosinsky et al., 2003) to more sophisticated hidden Markov models (HMMs) (Grundy et al., 1997; Frith et al., 2001 Frith et al., , 2002 Frith et al., and 2003 Bailey and Noble, 2003; Sinha et al., 2003) . Though most of these programs are statistical in nature, their design objectives and strategies vary. For example, for motif discovery, which forms part of promoter structure modelling, some researchers have followed IUPAC consensus (Markstein et al., 2002) to represent TFBSs, while some others have used position weight matrices (PWMs) (Berman et al., 2002; Markstein et al., 2002; Frech, 1997; Sosinsky et al., 2003; Grundy et al., 1997; Frith et al., 2002; Bailey and Noble, 2003; Frith et al., 2001; Sinha et al., 2003) . Owing to their design requirements, these programs generally tend to have various built-in restrictions. For example, FastM, along with ModelInspector (Frech, 1997) , allows generation of promoter structure models using just two TFBSs; in Cis-analyst (Berman et al., 2002) , the number of TFBS clusters to be identified within the promoter is restricted; Target Explorer (Sosinsky et al., 2003) looks only for TFBS clusters with a fixed number of motifs specified by the user; rVISTA (Loots et al., 2002) , TraFaC (Jegga et al., 2002) and CisMols (Jegga et al., 2005) are based on comparative sequence analysis and thus are restricted to work only on single higher eukaryotic sequences (from one species), tending to miss species-specific TFBSs. Most of these programs consider different motif features for modelling promoter structure. For example, Target Explorer (Sosinsky et al., 2003) and Cis-analyst (Berman et al., 2002) consider mere presence of motifs, while Cister (Frith et al., 2001) , COMET (Frith et al., 2002) , Cluster-Buster (Frith et al., 2003) and MCAST (Bailey and Noble, 2003) , take into account also the spacing between motifs; Meta-Meme (Grundy et al., 1997) and the method proposed by Sinha et al. (2003) additionally consider the order of motif occurrence. Overall, these programs have their own pros and cons when it comes to performance issues. Each one has its own limitations. Each one has its own set of parameters suitable for specific situations.
We present here Dragon Promoter Mapper (DPM), which implements a novel methodology to model promoter structure of co-regulated genes. DPM uses an exhaustive set of biologically meaningful features and is based on a robust mathematical/probabilistic formulation of Bayesian networks. DPM can analyse any type and any number of sequences and can consider a variable number of motifs in a target TFBS cluster. Thus, it can equally be used for modelling of enhancers and silencers, although we focus our presentation on promoters only. To the best of our knowledge, aside DPM no other system currently allows the user to model the Ã To whom correspondence should be addressed. dependencies of arbitrary order between the motifs in a sequence that itself improves prediction quality by such models. DPM builds a Bayesian model of promoter structure that is associated with the training data. Training data may contain promoter sequences of different classes; background sequences could also be used. For modelling, DPM exploits higher order features of motifs present within the sequence. These features include motifs, the strand where they are found, their order of occurrence and mutual spacer length between adjacent motifs. DPM builds the model by discovering the motifs in the training data using a set of predefined PWMs (Fig. 1 of DPM manual, http://defiant.i2r.a-star.edu.sg/projects/ BayesPromoter/html/manual/fig_1.htm).
Motif organization obtained for each sequence after PWM scanning is transformed to a higher order motif-feature definition used by DPM to train the Bayesian model. DPM uses Expectation Maximization algorithm (Dempster et al., 1977) based on uniform (Dirichlet) priors to train the model. DPM uses Netica functions (http://www.norsys. com/) for Bayesian networks. A Bayesian model has two main components: (1) a directed acyclic graph (DAG) structure where each node represents a random variable and directed arcs indicate dependencies between these variables and (2) model parameters, defined by a set of conditional probability distributions for each node in the network. The model nodes may encode motif features and class of sequences used, while the graphical structure of the model may encode the dependencies between these nodes (Fig. 2 of DPM manual, http://defiant.i2r.a-star.edu.sg/projects/ BayesPromoter/html/manual/fig_2.htm). A trained DPM Bayesian model may be used for inference based on the junction-tree algorithm (Huang and Darwiche, 1994) . For a query sequence, DPM returns probability distribution over all the target sequence classes. DPM associates the query sequence to that sequence class which has the highest probability among target classes. Higher classification probability indicates higher similarity in sequence structures between the query sequence and the target class and increases the likelihood of the query sequence to belong to the target class. DPM inference, thus, essentially deals with classifying a query sequence to one of the target classes based on the structure similarity. DPM, the following are steps a user may follow:
Step 1 (Training data). Collect promoter sequences of transcripts assumed to be co-regulated in order to model them. Background sequences (e.g. random DNA sequences) may also be used.
Step 2 (Query data). Collect your query data sequences that you want to analyze for the presence of promoter model associated with the training data.
Step 3 (PWM file). Find out which motifs are specific to your target sequence classes in the training data. Compile a list of PWMs associated with these motifs.
Submit the training data, query data and PWM file, along with other user options to DPM. DPM builds the promoter model from the training data, the PWM file and an automatically generated model definition file. Model definition file contains the information for the Bayesian promoter model.
Step 4 (Model tuning and testing). This intermediate step allows you to modify the default model definition file generated by DPM. DPM also provides a utility where you can test the performance of the model using leave-one-out cross-validation. Depending on the test results obtained, you may wish to either proceed ahead with the processing of query data, or tune the model further (by modifying any or all of these files, training data, PWM file and model definition file) and perform test again.
Step 5 (Mapping model to query data). DPM maps the model to the query sequences. The output file contains the probability distribution for each of the query sequences over the target classes. For long query sequences, the output shows the regions of the same length as the training data sequences, which have similar structures as the target class.
More details on the above steps can be found in the manual provided at the manual page of the DPM website.
DPM is simple to use and has the advantage of being highly flexible, allowing users to design their model to suit their needs by manipulating the nodes and the DAG structure of the model. The model can be used for the following:
(1) Search for regions in a genomic sequence, which have similar structures as the target promoters. These regions may represent potential promoters.
(2) Find characterized promoters that have similar structures as the target promoters. Such promoters may potentially be co-regulated with the target group.
(3) Approximately predict the transcription start sites of promoters similar to promoters of the target class.
The web server manual (http://defiant.i2r.a-star.edu.sg/projects/ BayesPromoter/html/manual/manual.htm) contains a detailed example that explains the necessary steps to use the DPM system. We have also provided an example of a comparison analysis of DPM with several similar systems (COMET, Cluster-Buster, Meta-MEME, and MCAST), which shows distinct and specific advantages of DPM, as discussed on the Comparative analysis page of the DPM server (http://defiant.i2r.a-star.edu.sg/projects/BayesPromoter/ html/manual/Comparison_analysis.doc). We believe that users will find DPM a useful complement of the existing set of promoter analysis tools.
