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Resumen
En este trabajo se describe el desarrollo de un sistema inteligente que ayuda a un usuario
a encontrar los recursos educativos electro´nicos que le sean ma´s apropiados, de acuerdo
con su perfil. Como hipo´tesis de trabajo se considera que se tienen diferentes repositorios
de objetos de aprendizaje, donde cada objeto tiene metadatos descriptivos. Se propone
utilizar estos metadatos para recuperar aquellos objetos que satisfagan no so´lo el tema
de la consulta, sino tambie´n el perfil de usuario, teniendo en cuenta sus caracter´ısticas
y preferencias. El sistema de recomendacio´n se disen˜a con una arquitectura multiagen-
te para la recuperacio´n de los recursos educativos en la Web. Esta plataforma incluye
varios tipos de agentes con diferentes funcionalidades. En particular, en este trabajo se
modela el Agente Recomendador (Agente-R), como un agente BDI graduado. Este agente
se encarga de realizar una recuperacio´n flexible y presentar una lista ordenada con los
mejores recursos, de acuerdo con el perfil de usuario. Se especifica este modelo de agente
mediante un sistema multi-contexto y se disen˜a el Agente-R siguiendo una metodolog´ıa
adecuada. Se implementa un prototipo de este agente utilizando el lenguaje SWI-Prolog
y finalmente, se presenta un caso de estudio que permite obtener algunas conclusiones.
Palabras claves: sistemas multiagente, sistemas recomendadores, objetos de apren-
dizaje, metadatos, perfil de usuario.
Abstract
This paper describes the development of an intelligent system that assists a user to find
electronic educational resources that are more qualified according to his/her needs and
preferences. Different learning objects repositories, where each object has a descriptive
metadata, compose our work scenario. Using this metadata, we propose to assist the
retrieval of objects that satisfy not only the subject of the query, but also the user profi-
le, considering his/her characteristics and preferences. We design a recommender system
with a multiagent architecture for Web educational resources retrieval. This multiagent
platform includes several kinds of agents with different functionalities. We particularly
model the Recommender Agent (Agente-R) as a graded BDI agent, which is in charge
of performing a flexible retrieval and ranking in an ordered list the best resources accor-
ding to the user profile. The specification of this model of agent is by using multi-context
systems and we design the Agente-R following a suitable methodology. We implement a
prototype for this agent using SWI-prolog, and finally through a case of study we obtain
some conclusions.
Keywords: multiagent systems, recommender systems, learning objects, metadata,
user profile.
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Cap´ıtulo 1
Introduccio´n
En el dominio de la educacio´n existe gran cantidad y diversidad de material que
puede contribuir al proceso ensen˜anza-aprendizaje. En particular, con el desarrollo de
la Web y su utilizacio´n masiva, se tiene una amplia gama de posibilidades de acceso a
material u´til e interesante para ser empleado tanto por un alumno que desea aprender
un tema, como por un docente que quiere preparar material dida´ctico. La Web se ha
convertido en una herramienta fundamental para la recuperacio´n de este tipo de material,
por lo general a trave´s de buscadores. Pero no siempre el resultado es el esperado por el
usuario si la bu´squeda se realiza so´lo considerando palabras claves, porque un material
recuperado puede no ser el adecuado para todos. Esto se debe a que los usuarios poseen
distintas caracter´ısticas y preferencias personales, que deber´ıan tambie´n ser consideradas
en el momento de la bu´squeda. Como ejemplo de buscador Web tenemos el reconocido
buscador Google, donde la bu´squeda no se basa en datos referentes al entorno educativo
del objeto, y esto puede llevar al usuario a probar varios objetos antes de encontrar el que
satisface su deseo. En los u´ltimos an˜os, los sistemas recomendadores surgen para ayudar a
resolver este tipo de problema, puesto que son capaces de seleccionar, de forma automa´tica
y personalizada, el material que mejor se adapte a las preferencias o necesidades de un
usuario.
El enfoque en este trabajo es lograr la personalizacio´n de los resultados en la recupe-
racio´n, utilizando datos del usuario modelados en perfiles personales, y metadatos con las
descripciones sema´nticas de cada recurso. El perfil del usuario se utiliza en la recomen-
dacio´n a partir de sus preferencias y la importancia relativa de cada una al momento de
elegir un material dado. Esto, en conjunto con los metadatos de cada recurso educativo,
constituye la base para el razonamiento del sistema recomendador.
En este trabajo se presenta una arquitectura de un sistema recomendador cuyo objetivo
es apoyar a los usuarios a encontrar recursos educativos de acuerdo con sus caracter´ısticas
y preferencias, y les brinda los resultados ordenados de acuerdo con su perfil. Tambie´n se
analizan diferentes repositorios de objetos de aprendizaje, asi como tambie´n los diferentes
modelos de datos que especifican los metadatos. Por u´ltimo, se implementa un prototipo
del Agente Recomendador, uno de los agentes de la arquitectura del sistema, el cual se
disen˜a como un agente BDI graduado para poder razonar sobre preferencias graduadas
de los usuarios.
El resto del trabajo se organiza de la forma siguiente: en el Cap´ıtulo 2 se describen
conceptos preliminares como objetos de aprendizaje, sistemas recomendadores y sistemas
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multiagentes. En el Cap´ıtulo 3 se presenta un breve ana´lisis de algunos repositorios Web.
En el Cap´ıtulo 4 se describe la arquitectura del sistema multiagente propuesto, en el cual
se modela como un agente BDI graduado a uno de los agentes principales del sistema.
En el Cap´ıtulo 5 se presenta la implementacio´n del prototipo del agente recomendador
propuesto. En el Cap´ıtulo 6 se describe un caso de estudio. Y finalmente, se plantean
algunas discusiones.
2
Cap´ıtulo 2
Conceptos Preliminares
2.1. Objetos de Aprendizaje
Segu´n Wiley [23] un Objeto de Aprendizaje (OA) es todo recurso digital que apo-
ya a la educacio´n y que puede ser reutilizado. Por otro lado el Instituto de Ingenieros
Ele´ctricos y Electro´nicos (IEEE Institute of Electrical and Electronics Engineers) define
un Objeto de Aprendizaje como una entidad, digital o no digital, que puede ser usada
para aprendizaje, educacio´n o entrenamiento [12]. El concepto de Objeto de Aprendizaje
(Learning Object) abarca principalmente a un conjunto de materiales digitales los que co-
mo unidad o agrupacio´n permiten o facilitan alcanzar un objetivo educacional. Ejemplos
de los recursos digitales ma´s pequen˜os incluyen a ima´genes o fotos, cortos de video o audio,
pequen˜as porciones de texto, ecuaciones, definiciones, animaciones, pequen˜as aplicaciones
web, entre otros. Recursos digitales de mayor taman˜o son pa´ginas web completas que
combinen texto, ima´genes y otros medios de comunicacio´n. Es decir, los objetos pueden
adquirir formas muy diversas y presentarse en diferentes formatos y soportes.
Dado que estos objetos han de contar con la posibilidad de ser reutilizados, actualiza-
dos, combinados, separados, referenciados y sistematizados, se necesitan potentes reposi-
torios que los contengan.
2.2. Repositorio de Objetos de Aprendizaje
Un Repositorio de Objetos de Aprendizaje es una gran coleccio´n de OA, estruc-
turada como una base de datos con metadatos asociados y que generalmente se puede
encontrar en la Web. Los objetos y el repositorio son complementarios. Un objeto que no
guarde las caracter´ısticas necesarias para poder integrarse en un repositorio pierde todas
sus virtudes y, a su vez, un repositorio que no cuente con una buena base de objetos deja
de ser operativo.
Algunos ejemplos de repositorios son: MERLOT (Multimedia Educational Resource
for Learning and Online Teaching)1, CAREO (Campus Alberta Repository of Educational
Objects)2, FLOR (Federacio´n Latinoamericana de Repositorios)3, OER Commons (Open
1http://www.merlot.org/
2http://www.careo.org/
3http://ariadne.cti.espol.edu.ec/FederatedClient
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Educational Resources)4, SMETE (Science, Mathematics, Engineering and Technology
Education)5, CeLeBraTe (Context eLearning with Broadband Technologies)6, ARIAD-
NE7, entre otros.
Para este trabajo, se han analizado en particular los repositorios FLOR, OER Com-
mons y ARIADNE. FLOR es una federacio´n de repositorios de objetos de aprendizaje
de diferentes instituciones educativas de latinoame´rica. Para poder comunicarse con este
repositorio se utiliza el protocolo SQI (Simple Query Interface), que es una interfaz de
programacio´n de aplicaciones. OER Commons es la primera red abierta de aprendizaje
donde los docentes pueden acceder a los materiales de sus colegas, compartir los propios
y colaborar en la puesta en pra´ctica en el aula. Utiliza para la transmisio´n de metadatos
el protocolo OAI-PMH (Open Archives Initiative - Protocol for Metadata Harvesting).
Por u´ltimo, ARIADNE es una asociacio´n Europea que permite compartir conocimiento y
fomenta la cooperacio´n internacional en ensen˜anza. Al igual que FLOR, utiliza como pro-
tocolo de comunicacio´n el protocolo SQI. En el Cap´ıtulo 3 se analizan ma´s ampliamente
estos tres repositorios.
2.3. Metadatos
Los metadatos son un conjunto de atributos necesarios para describir las principales
caracter´ısticas de un recurso. A trave´s de los metadatos se tiene un primer acercamiento
con el objeto, conociendo ra´pidamente sus principales caracter´ısticas. Se utilizan con el
propo´sito de poder encontrar, gestionar, reusar y almacenar objetos de aprendizaje de
manera efectiva. Son especialmente u´tiles en los recursos que no son textuales, por ejemplo
los multimedia, y en los que su contenido no puede ser indexado por sistemas automa´ticos.
Los metadatos pueden clasificarse en descriptivos, administrativos y de estructura [3].
Los metadatos descriptivos sirven para encontrar, identificar y seleccionar un recurso,
formar colecciones de recursos similares, as´ı como relacionarlo con otros recursos. Los me-
tadatos administrativos incluyen informacio´n sobre cua´ndo y co´mo fue creado el recurso,
quie´n es el responsable del acceso o de la actualizacio´n del contenido, y otra informacio´n
te´cnica, como la versio´n de software o el hardware necesario para ejecutarlo. Los meta-
datos estructurales permiten identificar cada una de las partes que componen al recurso
y definir la estructura que le da forma. Por ejemplo, un libro, que contiene cap´ıtulos y
pa´ginas, se puede etiquetar con metadatos que identifican cada parte y la relacio´n que
guardan entre ellas.
2.3.1. Esta´ndar LOM
Para lograr una buena interconexio´n entre repositorios y facilitar el desarrollo de sis-
temas de bu´squeda como es el caso del sistema recomendador, es importante que los me-
tadatos este´n escritos y organizados segu´n un esta´ndar. Algunos de ellos son el esta´ndar
Dublin Core, que es un esta´ndar de propo´sito general; el esta´ndar LOM, el cual veremos
4http://www.oercommons.org/
5http://www.smete.org/smete/
6http://celebrate.eun.org/eun.org2/eun/en/index celebrate.cfm/
7http://www.ariadne-eu.org/
4
ma´s en detalle a continuacio´n, y especializaciones de este, lo que se conoce como perfil de
aplicacio´n LOM. Algunos de estos perfiles son, el perfil de aplicacio´n CanCore, el perfil
de aplicacio´n LOM-ES, entre otros esquemas de metadatos.
El esta´ndar IEEE 1484.12.1-2002 8 acredita al modelo de datos LOM (Learning Object
Metadata) como el esta´ndar de metadatos para los objetos de aprendizaje. LOM especifica
la sintaxis y la sema´ntica de un conjunto mı´nimo de metadatos necesario para identificar,
administrar, localizar y evaluar un objeto de aprendizaje en forma completa y adecuada.
Este esta´ndar contempla la diversidad cultural e idioma´tica de los contextos en los que
se puedan utilizar los objetos y sus metadatos. En LOM, los metadatos se organizan en
forma jera´rquica, agrupa´ndolos en categor´ıas. En particular, el esquema base LOMv1.0
consiste de nueve categor´ıas:
General: agrupa informacio´n general que describe el objeto de aprendizaje como un
todo.
Ciclo de vida: agrupa las caracter´ısticas relacionadas con la historia y el estado
presente del objeto.
Metametadatos: agrupa informacio´n sobre los mismos metadatos, no sobre el objeto
de aprendizaje que se esta´ describiendo.
Te´cnica: contiene requisitos y caracter´ısticas te´cnicas del objeto.
Educacional: agrupa las caracter´ısticas pedago´gicas y educacionales del objeto.
Derechos: agrupa las condiciones de uso para la explotacio´n del recurso.
Relacio´n: agrupa caracter´ısticas que definen la vinculacio´n del recurso descrito con
otros objetos de aprendizaje.
Anotacio´n: provee comentarios sobre el uso educativo del objeto de aprendizaje.
Clasificacio´n: describe este objeto de aprendizaje en relacio´n a un sistema de clasi-
ficacio´n particular.
La personalizacio´n de los resultados propuesta en este trabajo se sustenta en los me-
tadatos de los documentos y en el perfil del usuario. Los metadatos siguen el esta´ndar
LOM. Esto se debe a que este esta´ndar en la actualidad es el u´nico para el marcado de
metadatos educativos y adema´s, la mayor´ıa de los repositorios trabajan con este esquema.
2.4. Agentes Recomendadores
En los u´ltimos an˜os la comunidad de Inteligencia Artificial ha desarrollado un inten-
so trabajo alrededor de los sistemas recomendadores [15]. Estos sistemas ayudan a las
personas a encontrar lo que necesitan especialmente de la Web y han tenido una amplia
aceptacio´n entre los usuarios. El objetivo de estos agentes es explorar y filtrar las mejores
opciones a partir de un perfil de usuario (preferencias, caracter´ısticas, etc.) considerando
8IEEE LOM specification. http://ltsc.ieee.org/wg12, 2002.
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un importante nu´mero de posibilidades diferentes, muchas de ellas provenientes de la Web.
Esto involucra la construccio´n de un modelo o perfil de usuario el cual puede ser obteni-
do de forma impl´ıcita o expl´ıcita. Una taxonomı´a detallada de sistemas recomendadores
puede apreciarse en [13] y las principales te´cnicas para su desarrollo pueden agruparse
segu´n [22] en:
Sistemas basados en contenidos: utilizan solamente las preferencias del usuario; in-
tentan recomendar elementos que son similares a aquellos que al usuario le gustaron
en el pasado. Se enfocan en algoritmos de aprendizaje de preferencias de usuarios y
filtran nuevos elementos, teniendo en cuenta los que ma´s satisfacen las preferencias
de estos.
Sistemas de filtrado colaborativo: requieren que diversos usuarios evalu´en elementos
segu´n sus preferencias (ratings). Luego unen los roles de estos usuarios con el perfil
del usuario que busca la recomendacio´n. Es decir, estos sistemas buscan personas que
poseen perfiles similiares para otorgarle una recomendacio´n al usuario interesado.
Este sistema se diferencia del anterior en que su recomendacio´n se basa en las
preferencias de otros usuarios, y el basado en contenido, en la similitud con el perfil
del usuario.
Sistemas de data mining social: extraen impl´ıcitamente preferencias de bases de
datos correspondientes a comportamientos sociales, tal como los mensajes Usenet,
sistema del historial de uso, citaciones, hyperlinks. Estos sistemas se basan en carac-
ter´ısticas de la interaccio´n entre la computadora y el usuario, sobre la presentacio´n
de los resultados. Estas visualizaciones son siempre presentadas de manera de ayudar
a la navegacio´n de espacios de informacio´n como la Web.
Sistemas h´ıbridos: combinan caracter´ısticas del sistema basado en contenido y del
sistema de filtrado colaborativo. De esta manera su complementacio´n aumenta la
efectividad del otro, evitando las desventajas particulares de cada uno y permitiendo
un sistema integrado para alcanzar confiabilidad.
En los u´ltimos an˜os, se ha incrementado el disen˜o e implementacio´n de sistemas mul-
tiagentes para abordar el desarrollo de sistemas distribuidos complejos. Y en particular se
ha utilizado para el desarrollo de sistemas recomendadores. Esta tecnolog´ıa de agentes es
importante a la hora de modelar diferentes caracter´ısticas que se esperan de estos sistemas
como por ejemplo: generar y considerar el perfil del usuario, inferir y agregar informacio´n
proveniente de fuentes heteroge´neas y distribuidas, obtener sistemas escalables, abiertos
y seguros, y realizar la tarea requiriendo la menor intervencio´n de las personas.
Entre las aplicaciones potenciales de los sistemas recomendadores, el dominio de la
educacio´n parece ser un buen candidato ya que las ofertas de recursos educativos esta´n en
constante crecimiento. Segu´n Zaiane [24], los sistemas recomendadores han surgido con el
comercio electro´nico pero no se hab´ıan aplicado en el dominio de la educacio´n y propo-
ne usarlos en este campo del conocimiento. Siguiendo esta propuesta, Romero et al. [19]
plantea el uso de te´cnicas de miner´ıa de datos para recomendar la navegacio´n entre links y
Soonthornphisaj et al. [21] propone un sistema que integra el material recomendado antes
de da´rselo al usuario. Zhu et al. [25] propone una arquitectura de un sistema de recomen-
dacio´n personalizado de educacio´n escolar, la cual adopta una tecnolog´ıa multiagente y
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consiste de seis agentes de software, los cuales coordinan el trabajo de forma jera´rquica
entre ellos para ofrecer una gama de funciones primarias.
El sistema recomendador propuesto en este trabajo esta´ basado en contenidos y uti-
liza el perfil del usuario, metadatos de OA y conocimiento del dominio para realizar la
recomendacio´n.
2.5. Agentes BDI
Una de las arquitecturas de agentes ma´s notorias es el agente BDI (Belief-Desire-
Intention) propuesto por Rao y Georgeff [17]. Este modelo esta´ basado en la representacio´n
expl´ıcita de las creencias (B) del agente, que representan el estado del entorno, sus deseos
(D), representando sus motivaciones, y las intenciones (I) del agente, que modelizan sus
metas u objetivos. Esta arquitectura ha evolucionado en el tiempo y ha sido utilizada en
importantes aplicaciones de sistemas multiagentes. Las distintas arquitecturas de agentes
desarrolladas hasta el momento, han sido planteadas para manejar informacio´n ba´sica-
mente bivaluada. Con el propo´sito de hacer que la arquitectura BDI sea ma´s flexible,
Casali et al. [5] han propuesto un modelo general para disen˜ar agentes BDI graduados
(g-BDI). Este modelo permite especificar arquitecturas capaces de tratar con la incerti-
dumbre del entorno y con actitudes mentales graduadas, con el fin de desarrollar agentes
que puedan tener una mejor performance en entornos dina´micos e inciertos. En este mo-
delo, los grados en las creencias van a representar en que´ medida el agente cree que una
fo´rmula es cierta. Los grados en los deseos, positivos o negativos, permiten al agente es-
tablecer respectivamente, diferentes niveles de preferencia o de rechazo. Las graduaciones
en las intenciones tambie´n estara´n dando una medida de preferencia, pero en este caso,
modelara´n la relacio´n costo-beneficio que le significa al agente alcanzar esa meta. A partir
de la representacio´n de estas tres actitudes y segu´n como interactu´en unas con otras, se
pueden modelar distintos tipos de agentes que tendra´n diferentes comportamientos.
Esta arquitectura ha sido utilizada previamente para modelar agentes en el dominio
tur´ıstico [7].
2.5.1. Agentes g-BDI
Para especificar la arquitectura de un agente BDI graduado, se utiliza la nocio´n de
sistema multi-contexto. Este sistema ha sido planteado por Giunchiglia [10] y utilizado
por Sabater et al. [20] para especificar distintas arquitecturas de agentes y en particular
para la especificacio´n de agentes BDI [16].
Una especificacio´n multi-contexto consta ba´sicamente de unidades o contextos, cada
uno con su lo´gica y reglas puente (bridge rules). De esta forma, un sistema es definido como
un grupo de contextos interconectados:
〈{Ci}i∈I ,∆br〉, donde cada contexto Ci ∈ {Ci}i∈I
queda definido por Ci = 〈Li, Ai,∆i〉 donde Li es un lenguaje, Ai axiomas y ∆i reglas de
inferencia, los cuales definen la lo´gica que utiliza el contexto. Tambie´n se puede dar una
teor´ıa Ti ⊂ Li asociada a cada unidad. ∆br son reglas de inferencia donde las premisas y
conclusiones pertenecen a distintos contextos, por ejemplo la regla:
C1 : ψ,C2 : ϕ
C3 : θ
7
significa que podemos deducir θ en el contexto C3 si las fo´rmulas ψ y ϕ son deducidas en
C1 y C2, respectivamente.
En estos sistemas, la deduccio´n esta´ a cargo de dos tipos de reglas de inferencia, las
reglas internas ∆i de cada contexto y las reglas puente ∆br. Las reglas internas permi-
ten obtener consecuencias dentro de una teor´ıa, mientras que las reglas puente permiten
exportar los resultados de una teor´ıa a otra [9].
En el modelo de agente g-BDI se tienen contextos para representar sus creencias (BC),
deseos (DC) e intenciones (IC). Tambie´n se pueden considerar otras unidades funcionales
como por ejemplo una unidad dedicada a la comunicacio´n (CC), la cual establece una
interfaz u´nica y bien definida con el entorno, representando los sensores y actuadores
del agente. Adema´s se incluye una unidad de planificacio´n (PC) que es la encargada de
encontrar un plan para cambiar de un estado del mundo a otro nuevo. Luego el modelo
de agente es: Ag = 〈{BC,DC, IC,CC, PC},∆br〉.
Cada contexto tiene su lo´gica asociada, lo que significa que se define un lenguaje, con
su sema´ntica y su sistema deductivo.
Para representar y razonar con grados en las creencias, deseos e intenciones, se elige
utilizar lo´gicas modales multivaluadas. En particular se seguira´ la propuesta de Godo et
al. [11], donde el razonamiento bajo incertidumbre se trata definiendo teor´ıas modales
adecuadas sobre lo´gicas multivaluadas.
Presentamos la idea ba´sica considerando el contexto BC donde los grados de creencia
son modelados por ejemplo, como probabilidades. Luego, para cada fo´rmula cla´sica (bi-
valuada), podemos considerar la fo´rmula modal Bϕ denotando “ϕ es probable”. Esta
fo´rmula Bϕ es entonces una fo´rmula fuzzy (multivaluada), la cua´l puede ser verdadera
en cierto grado, dependiendo de la probabilidad de ϕ. En particular, se puede considerar
como grado de verdad de Bϕ a la probabilidad de ϕ.
A continuacio´n se presentan algunas caracter´ısticas generales de los distintos compo-
nentes (BC, DC, IC, ∆br) de un agente BDI graduado, para ma´s detalles de los mismos
ver [6] y [8].
Distintos Contextos
Contexto Belief
Este contexto estara´ dedicado a modelizar las creencias del agente acerca del entorno.
Para representar la incertidumbre de las mismas, se utilizan fo´rmulas multivaluadas, si-
guiendo el marco lo´gico mencionado en la seccio´n anterior y considerando en este caso
particular, una medida de probabilidad para modelar la incertidumbre.
Para definir el lenguaje base (crisp) se parte de un lenguaje proposicional L al que
hay que incluir los elementos que representan a las acciones, siguiendo la formalizacio´n
planteada en las lo´gicas dina´micas. Las acciones, las transformaciones que e´stas causan
en el entorno, y sus costos asociados sera´n parte de las creencias del agente. El lenguaje
proposicional L es extendido a LD incluyendo un conjunto de acciones de la forma [α] y
una modalidad para indicar las fo´rmulas que e´stas hara´n cierta, donde α es una accio´n.
Luego, la interpretacio´n de [α]ϕ es “siempre despue´s de α, ϕ es cierta”.
Sobre este lenguaje base LD se introduce un operador modal fuzzy B, de modo que si
ϕ ∈ LD la interpretacio´n de Bϕ sera´ “ϕ es probable”. Entonces las fo´rmulas B-modal son
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constru´ıdas a partir de fo´rmulas Bϕ, donde ϕ es una fo´rmula (crisp) de LD y de constantes
racionales en el [0, 1], usando los conectivos de lo´gica multivaluada de ÃLukasiewicz(→L,
&). En esta lo´gica, una fo´rmula modal del tipo r →L Bϕ expresa que la probabilidad de
ϕ es al menos r y se nota (Bϕ, r).
La axioma´tica y reglas de inferencia para completar la parte deductiva del BC pueden
verse en [6]. Las creencias de un agente particular se representara´n mediante una teor´ıa
TB de fo´rmulas del lenguaje.
Contexto Desire
En este contexto se representan y se razona sobre los deseos de un agente. Estos
manifestara´n sus preferencias ideales, independientemente de cua´l sea la ubicacio´n del
agente y del costo que involucre alcanzarlos. En las preferencias, es interesante poder
distinguir entre lo que es positivamente deseado y aquello que es rechazado. Segu´n los
trabajos sobre bipolaridad de Benferhat et al. [2], estos tipos de informacio´n positiva
y negativa pueden modelizarse gradualmente mediante la lo´gica posibil´ıstica, por medio
de un esquema bipolar utilizando restricciones expresadas en te´rminos de medidas de
la teor´ıa de la posibilidad. Con inspiracio´n en estos trabajos, en este contexto se pueden
representar los deseos positivos y negativos de un agente. Los deseos positivos modelizara´n
lo que el agente desea que ocurra en algu´n grado, y los deseos negativos correspondera´n
a lo que rechaza o desea que no ocurra, con cierto peso. As´ı como para el lenguaje de
BC, el lenguaje de DC es definido sobre el lenguaje proposicional L introduciendo dos
operadores (fuzzy) modales D+ y D−. Donde D+ϕ se lee “ϕ es positivamente deseado”
y su grado de verdad representa el nivel de satisfaccio´n del agente cuando ϕ es cierta.
D−ϕ se lee “ϕ es negativamente deseada” y su grado de verdad representa una medida
de disgusto del agente cuando ϕ es cierta.
Los deseos de un agente concreto se representara´n mediante una teor´ıa TD. En par-
ticular si (D+φi, 1) ∈ TD representa el caso en que el agente tiene preferencia ma´xima
por φi y estara´ totalmente satisfecho ante su cumplimiento. Si TD `DL (D+φj, 0) significa
que el agente es indiferente a φj y que su cumplimiento no le trae ningu´n beneficio. Por
otro lado, si (D−ψi, 1) ∈ TD representa que el agente tiene total rechazo por ψi y que
los estados donde ψi sea cierta sera´n totalmente inaceptables para el agente. Si se tiene
(D−ψj, 0), significa que ψj no es rechazada, al igual que las fo´rmulas que no este´n expli-
citadas en la teor´ıa. En el caso en que (D+φ, α), (D+ψ, β), con α > β, entonces φ es ma´s
preferido que ψ.
Contexto Intention
En este contexto se representan las intenciones del agente, las cuales son proactivas y
representan los objetivos que el agente intentara´ alcanzar en pro de satisfacer sus deseos.
Generalmente la intencio´n deriva en un plan de una o varias acciones, que el agente
desarrollara´ para lograr el objetivo. En este contexto, las intenciones dependera´n no so´lo
del beneficio que le traera´ alcanzar al agente el objetivo ϕ (representado en D+ϕ), sino
del estado w en que se encuentre el agente y del costo que le signifique transicionar a un
estado w′ donde se satisfaga la fo´rmula ϕ. Al permitir graduaciones en las intenciones
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se puede representar una medida que refleje la relacio´n costo/beneficio que le traera´ al
agente alcanzar el objetivo.
Reglas Puente
Como dijimos en la Seccio´n 2.5.1 las reglas puente son una parte fundamental en
el modelo g-BDI, las cuales nos permiten realizar deducciones donde premisas y con-
clusiones pertenecen a distintos contextos. A continuacio´n se presenta un ejemplo de
regla puente en donde a partir de deseos positivos (D+ϕ, d) y negativos (D−ψ, u) como
as´ı tambie´n la existencia del plan α: plan(ϕ, α, P,A, c), y conocimiento acerca de co´mo la
ejecucio´n de dicho plan satisface los deseos (B[α]ϕ, r), y que las postcondiciones del mis-
mo no implican un deseo negativo (B(A→ ¬ψ)), se encuentra que α es un plan posible:
planPosible(ϕ, α, P,A, c).
DC : (D+ϕ, d), DC : (D−ψ, u), PC : plan(ϕ, α, P,A, c),
BC : (B[α]ϕ, r), BC : B(A→ ¬ψ)
PC : planPosible(ϕ, α, P,A, c)
(2.1)
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Cap´ıtulo 3
Ana´lisis de Repositorios de Objetos
de Aprendizaje
Como se menciono´ en la Seccio´n 2.2, se han analizado los repositorios FLOR, OER
Commons y ARIADNE y se investigo´ sobre los protocolos de comunicacio´n para acceder
a estos, sobre los metadatos de los objetos y sobre los modelos de datos utilizados para
especificarlos. A continuacio´n se describen estos repositorios.
3.1. Repositorio FLOR
La Comunidad Latinoamericana de Objetos de Aprendizaje (LACLO)1, es una co-
munidad abierta, integrada por personas e instituciones interesadas en la investigacio´n,
desarrollo y aplicacio´n de las tecnolog´ıas relacionadas con objetos de aprendizaje en el
sector educativo Latinoamericano. Su principal misio´n es ayudar a la articulacio´n de los
diferentes esfuerzos en la Regio´n para diseminar los avances y beneficios de esta tecnolog´ıa,
a fin de que Latinoame´rica pueda hacer frente al gran reto educativo de este siglo: poder
ofrecer recursos educativos personalizados y de calidad a cualquier persona, en cualquier
momento y en cualquier lugar. Una de las principales herramientas que utiliza LACLO
para alcanzar sus objetivos es FLOR, una federacio´n de repositorios de objetos de aprendi-
zaje de diferentes instituciones educativas de Latinoame´rica. Cada institucio´n interesada
puede compartir sus objetos de aprendizaje en FLOR. Los metadatos de los objetos son
especificados utilizando el esta´ndar LOM, y para acceder a recuperar estos recursos se
utiliza el esta´ndar SQI (Simple Query Interface), que es una interfaz de programacio´n de
aplicaciones (en ingle´s API, acro´nimo de Application Programming Interface), y permite
la comunicacio´n sincro´nica y asincro´nica de bu´squedas y resultados entre repositorios.
En su interfaz de bu´squeda (Figura 3.1) podemos observar que la bu´squeda se realiza
especificando so´lo palabras claves, es decir, no permite ingresar otras preferencias, como
el idioma, o el contexto etc.
1http://www.laclo.espol.edu.ec/
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Figura 3.1: Interfaz de bu´squeda FLOR
3.2. Repositorio OER Commons
OER Commons es la primera red abierta de aprendizaje donde los docentes pueden
acceder a los materiales de sus colegas, compartir los propios y colaborar en la puesta en
pra´ctica en el aula. Utiliza para la transmisio´n de metadatos el protocolo OAI-PMH (Open
Archives Initiative - Protocol for Metadata Harvesting). OAI-PMH utiliza transacciones
HTTP para emitir preguntas y obtener respuestas entre un servidor o archivo y un cliente o
servicio recolector de metadatos. El segundo puede pedir al primero que le env´ıe metadatos
segu´n determinados criterios como, por ejemplo, la fecha de creacio´n de los datos. En
respuesta, el primero devuelve un conjunto de registros en formato XML, incluyendo
identificadores (URLs por ejemplo) de los objetos descritos en cada registro.
Las peticiones se emiten utilizando los me´todos GET o POST del protocolo HTTP y
constan de una lista de opciones con la forma de pares del tipo: clave=valor [1].
Se pueden recuperar registros utilizando distintos formatos de metadatos que este´n
disponibles en el servidor donde se realiza la bu´squeda. El repositorio OER Commons
cuenta entre otros con el esta´ndar LOM para describir sus objetos. OAI-PMH, a diferencia
de SQI, no es un protocolo de bu´squeda.
En la Figura 3.2 podemos observar que a diferencia de FLOR cuenta con una bu´squeda
avanzada, donde adema´s de ingresar palabras claves, se puede especificar criterios adicio-
nales, como idioma, tema al cual pertenecen los objetos que se desean encontrar, tipo de
material, formato del recurso, bibliotecas y colecciones, condiciones de uso, etc.
3.3. Repositorio ARIADNE
ARIADNE (nombrada as´ı por la figura de la mitolog´ıa Griega) es una asociacio´n
Europea que permite compartir conocimiento y fomenta la cooperacio´n internacional en
ensen˜anza, abierta a todo el mundo. Una infraestructura ha sido desarrollada en Be´lgica
y Suiza para la produccio´n de contenido de aprendizaje reutilizable. El nu´cleo de esta
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Figura 3.2: Interfaz de bu´squeda OER Commons
infraestructura es una biblioteca digital distribuida, que contiene componentes educacio-
nales reusables, es decir es un repositorio de objetos de aprendizaje distribuido, llamado
Knowledge Pool System (KPS) que actualmente es usado de manera comu´n en contextos
acade´micos y empresariales. Los usuarios finales interactu´an con e´ste a trave´s de clientes.
Java y aplicaciones web permiten a los usuarios insertar documentos y sus metadatos
asociados en el KPS, buscar documentos relevantes, y descargar estos del KPS. Las apli-
caciones Java interactu´an con e´ste a trave´s de los servicios web de ARIADNE.
Desde el punto de vista te´cnico el KPS consiste de una base de datos relacional que
contiene los metadatos, y de un repositorio de documentos que contiene los objetos de
aprendizaje. ARIADNE no se enfoca en objetos de aprendizaje de ningu´n campo parti-
cular.
En ARIADNE el repositorio de objetos de aprendizaje consiste en una arquitectura
de 3 capas:
En la capa inferior, el repositorio permite buscar, publicar y recuperar objetos de
aprendizaje.
Una API, que esta´ conectada a servicios web, permite la manipulacio´n de esta capa
inferior.
Aplicaciones tales como Moodle plugin o ALOCom Office plugin, hacen accesible
de manera transparente a la informacio´n a trave´s de aplicaciones externas.
Un cliente puede navegar ARIADNE a trave´s de SQI.
Por otro lado ARIADNE al igual que FLOR permite bu´squedas federadas; algunos de
los repositorios de esta federacio´n con los que trabaja son: CGIAR, EducaNext, LACLO-
FLOR, Merlot y OER Commons.
ARIADNE entre sus esta´ndares de modelos de datos, utiliza el esta´ndar LOM.
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En la Figura 3.3 podemos ver una de las interfaces de bu´squeda de ARIADNE. Esta
interfaz es un buscador que permite encontrar objetos de aprendizaje en el repositorio
local o federado y navegar los resultados por categor´ıas. En la imagen podemos observar
que a la izquierda presenta criterios de bu´squeda que permiten filtrar por tipo de recurso,
formato, contexto, idioma y autor del recurso. El resultado es una lista de objetos, donde
para cada uno se puede ver la descripcio´n de estos, es decir sus metadatos. Adema´s si se
cuenta con los permisos suficientes se puede descargar el objeto.
Figura 3.3: Interfaz de bu´squeda ARIADNE
3.4. Conclusiones
Al analizar los repositorios, una de las observaciones que resaltamos es la falta de in-
formacio´n sobre metadatos educativos. Por ejemplo OER Commons en su mayor´ıa cuenta
u´nicamente con los metadatos que especifican la edad y el idioma del destinatario t´ıpico,
sin contar con el tiempo aproximado que puede tomar trabajar con el objeto, o el grado de
interaccio´n requerido por el mismo, etc. Sin embargo, los registros cuentan con etiquetas
(las cuales no son parte del esta´ndar LOM) que permiten especificar los datos educativos
como: el tipo de material buscado, y el contexto acade´mico. Por otro lado, FLOR cuenta
con algunos metadatos educativos como Learning Resource Type (Tipo de Recurso Edu-
cativo), Intended End User Role (Rol del usuario final) y Context (Contexto). Faltando
la descripcio´n de los metadatos Interactivity Type, Difficulty, los cuales son necesarios
para efectuar una recomendacio´n ma´s personalizada. ARIADNE en cambio, cuenta con
la mayor´ıa de los metadatos educativos.
14
Cap´ıtulo 4
Arquitectura del Sistema
Recomendador
En este Cap´ıtulo se propone una arquitectura multiagente para el Sistema Recomen-
dador y en particular se disen˜a al Agente Recomendador. Esto se detalla en las secciones
siguientes.
4.1. Arquitectura del Sistema Recomendador
La arquitectura multiagente propuesta consta de los siguientes agentes: el Agente Inter-
faz (Agente-I), que se encarga de capturar los datos ingresados por el usuario; el Agente
Refinador Sema´ntico (Agente-RS) cuyo objetivo es producir la estrategia de bu´squeda
asociada al intere´s del usuario; el Agente Perfil de Usuario (Agente-PU) cuya tarea es
construir el perfil de usuario; los Agentes Buscadores (Agente-Bi) que se encargan de en-
contrar los objetos educativos (OA) que satisfacen la tema´tica y las restricciones de intere´s
del usuario en los distintos repositorios; el Agente Mediador (Agente-M) que integra lo
encontrado por cada Agente-Bi y soluciona conflictos, y por u´ltimo el Agente Recomen-
dador (Agente-R) cuyo objetivo es seleccionar los mejores objetos de acuerdo al perfil del
usuario.
Esta arquitectura se muestra en la Figura 4.1 y en las secciones siguientes se detallan
los agentes que la componen.
4.1.1. El Agente Interfaz (Agente-I)
Interactu´a con el usuario a trave´s de una interfaz gra´fica. Captura los datos ingresa-
dos por el usuario, y le despliega el resultado de su bu´squeda. Este agente le provee al
Agente-PU las preferencias y restricciones del usuario y al Agente-RS la tema´tica sobre la
bu´squeda. Luego recibe del Agente-R la recomendacio´n (ranking de objetos de aprendizaje
(OA)) que dara´ al usuario.
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Figura 4.1: Arquitectura del Sistema Multiagente
4.1.2. El Agente Refinador Sema´ntico (Agente-RS)
Produce la estrategia de bu´squeda tema´tica. Cuando el usuario hace una consulta a
trave´s del Agente Interfaz, ingresa un conjunto de te´rminos que describen el tema de su
intere´s. El Agente-RS desambigua estos te´rminos y los expande sema´nticamente incorpo-
rando sino´nimos y conceptos relacionados. La salida de este agente es una estrategia de
bu´squeda que consiste en la disyuncio´n de las expansiones de cada concepto y luego la
conjuncio´n de esas mismas. Esta estrategia es enviada a cada agente buscador.
4.1.3. El Agente Perfil de Usuario (Agente-PU)
En una primera versio´n, recibe del Agente Interfaz los datos del usuario as´ı como
sus preferencias y restricciones, con el objetivo de construir su perfil. Este agente provee
a los agentes buscadores (Agente-Bi) algunas restricciones (denominadas primarias) que
puedan colaborar en el filtrado de los OA que conformara´n el repositorio local. Adema´s,
este agente le provee al Agente Recomendador las preferencias y restricciones restantes
del usuario, para que los objetos del repositorio local sean adecuadamente ordenados. En
versiones ma´s avanzadas se puede extender este agente para que aprenda de la conducta
del usuario.
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4.1.4. El Agente Buscador (Agente-B)
Busca en un repositorio de objetos de aprendizaje los que satisfagan la estrategia
de bu´squeda del usuario y, eventualmente, alguna de las restricciones (primarias). Para
poder realizar la bu´squeda, primero adapta la estrategia de bu´squeda a la sintaxis del
repositorio al que accede, luego se comunica con el repositorio a trave´s de un protocolo de
comunicacio´n (por ejemplo, para comunicarse con el repositorio FLOR utiliza el protocolo
SQI) para realizar la consulta correspondiente y de esta manera obtener una respuesta.
Cuando recibe esta respuesta, actu´a como un wrapper, dado que parseara´ el resultado
de la bu´squeda, lo transformara´ a un formato comu´n (por ejemplo, al lenguaje XML), y
se lo proveera´ al Agente Mediador el cual lo depositara´ en el repositorio local. En esta
arquitectura se van a tener tantos agentes buscadores como repositorios haya, dado que
la manera de consultar var´ıa de acuerdo al protocolo necesario para comunicarse con el
repositorio correspondiente.
4.1.5. El Agente Mediador (Agente-M)
Integra la informacio´n encontrada por cada uno de los agentes buscadores, y soluciona
conflictos de manera que los datos sean consistentes. Por ejemplo, si este agente recibe
de dos agentes buscadores informacio´n que describen un mismo objeto, complementa los
metadatos que lo describen en el repositorio, para obtener una descripcio´n ma´s completa
del objeto. Por u´ltimo, este agente deposita la informacio´n que genero´ en el repositorio
local, para que el Agente-R pueda trabajar con estos datos.
4.1.6. El Agente Recomendador (Agente-R)
Este agente es el que finalmente recomienda al usuario los objetos de aprendizaje que
satisfacen adecuadamente el perfil del mismo. La salida es una lista ordenada de recursos
educacionales, donde el primero es el que ma´s se adecua al deseo del usuario. Este agente
busca en el repositorio local y teniendo en cuenta las preferencias y restricciones que fueron
provistas por el Agente-PU, utiliza un conjunto de reglas y funciones para determinar
cua´les de los OA son los que debe recomendar y en que´ orden. Se ha disen˜ado el Agente-R
utilizando el modelo de agente BDI graduado y en la pro´xima seccio´n se lo describe.
4.2. Disen˜o del Agente Recomendador
Dado que la arquitectura planteada para este agente ha sido inspirada en el modelo g-
BDI (Seccio´n 2.5.1), para su especificacio´n es necesario definir el contenido de los distintos
contextos y las reglas puente que los vinculan. Las caracter´ısticas particulares de los
diferentes contextos en la especificacio´n del Agente Recomendador (Agente-R) son:
Contexto Belief (BC): Este contexto modela la informacio´n del Agente-R sobre el
entorno educativo: las caracter´ısticas que presentan los OA, descriptas a trave´s de
los metadatos (por ejemplo, el idioma, grado de interaccio´n, contexto acade´mico,
etc) y co´mo estas caracter´ısticas pueden ser usadas mediante un conjunto de reglas
para estimar la satisfaccio´n de las diferentes preferencias del usuario, es decir el
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Agente-R inferira´, utilizando un conjunto de reglas, su grado de creencia bij en que
un objeto Oi satisfaga las distintas preferencias pj del usuario, representado por la
fo´rmula B(Oi, pj, bij).
Contexto Desire (DC): El deseo global del Agente-R, es encontrar el objeto de
aprendizaje que satisfaga ma´s al usuario, teniendo en cuenta la tema´tica, las res-
tricciones y las preferencias. En este contexto DC se representan las preferencias que
el usuario tiene respecto a los OA (por ejemplo, el idioma o el contexto acade´mi-
co) y las restricciones (por ejemplo, su duracio´n ma´xima). Tanto las preferencias
como las restricciones pueden ser graduadas (tomando valores en el intervalo [0, 1])
expresando lo que el usuario desea o rechaza en diferentes grados, de un recurso
educativo.
Contexto Intention (IC): Para esta aplicacio´n, las intenciones sera´n los objetivos
educativos que se intentara´n alcanzar a trave´s del mejor objeto (u objetos) seleccio-
nado. En este contexto, las intenciones dependera´n de las restricciones del usuario
respecto a los OA, sus preferencias (que se espera que se traduzcan en beneficio para
el usuario al aprender a trave´s de un determinado OA) y tambie´n de la satisfaccio´n
esperada de las preferencias a trave´s de un recurso educativo que cuenta con cier-
tas caracter´ısticas representadas en sus metadatos. Por ejemplo, en que´ medida un
OA cuyo tipo de recurso esta´ catalogado en su metadato como [ejercicio, lectura]
satisface a la preferencia de que el recurso sea “pra´ctico”. Tambie´n se contempla la
posibilidad de considerar la confianza en la fuente de la informacio´n otorga´ndole una
medida de confianza. Estas variables son combinadas a trave´s de una regla puente
adecuada que determina el grado de intencio´n de cada OA (extra´ıdo del repositorio
local) para satisfacer el conjunto de preferencias del usuario. Este grado de inten-
cio´n sera´ utilizado para ordenar los OA en la recomendacio´n. Distintas funciones
para computar este grado de intencio´n asociado a cada OA se pueden utilizar mo-
delando distintos comportamientos del Agente-R. En este trabajo, se plantea este
ca´lculo como el promedio de las satisfacciones esperadas de las distintas preferen-
cias, P = p1∧ ...∧ pn, a trave´s de un recurso Oi, considerando distintos factores que
provienen de diferentes contextos. Uno de ellos es la prioridad dada por el usuario a
cada preferencia (pj, dj). Otro factor es el grado de satisfaccio´n de cada preferencia
pj por las caracter´ısticas de un recurso, representado por la fo´rmula B(Oi, pj, bij).
Por lo tanto, el grado de intencio´n I(Oi, P ) del objeto Oi se calcula de la siguiente
manera:
I(Oi, P ) =
∑n
j=1 dj × bij
n
(4.1)
En el Cap´ıtulo 5 se describe la implementacio´n de este agente, as´ı como del Agente
Interfaz, y en el Cap´ıtulo 6 se presenta un caso de estudio.
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Cap´ıtulo 5
Implementacio´n del Prototipo del
Agente Recomendador
En este Cap´ıtulo se describe la implementacio´n de un primer prototipo del Sistema
Recomendador. En particular, en esta primera versio´n, se implementan el Agente Reco-
mendador y el Agente Interfaz.
5.1. Lenguaje de Programacio´n
El prototipo se implemento´ en el lenguaje SWI-Prolog,1 dado que es un lenguaje de
programacio´n lo´gico e interpretado, bastante conocido en el medio de investigacio´n en In-
teligencia Artificial. Adema´s, se cuenta con un desarrollo previo de agente recomendador
de turismo, modelado tambie´n como agente g-BDI, en este mismo lenguaje de programa-
cio´n [4, 7] . SWI-Prolog es una implementacio´n open source del lenguaje Prolog. Cuenta
con un conjunto rico de caracter´ısticas, algunas de estas son:
ofrece soporte multihilo (multithread),
cuenta con XPCE que es una plataforma independiente, es una GUI toolkit,
es portable para muchas plataformas, incluyendo entre ellas Unix/Linux, Windows
(NT/2000/XP/Vista), MacOS X, y otras,
contiene abundante documentacio´n.
5.2. Agente Interfaz
El Agente Interfaz (Agente-I) se encarga de capturar los datos ingresados por el usua-
rio, como algunos datos personales, sus preferencias y restricciones sobre los objetos que
desea buscar. Este agente en la arquitectura presentada en la Seccio´n 4.1, le env´ıa las
restricciones y preferencias al Agente Perfil de Usuario y la estrategia de bu´squeda a los
Agentes Buscadores, pero en la implementacio´n del prototipo en cuestio´n, se considera que
1http://www.swi-prolog.org/
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la bu´squeda ya fue realizada. De esta manera los OA que se encuentran en el repositorio
local cumplen con la tema´tica y alguna restriccio´n. Por esta razo´n, en la implementacio´n
la comunicacio´n se lleva a cabo directamente entre el Agente Interfaz y el Agente Re-
comendador, por lo tanto el Agente-I se comunica con este u´ltimo envia´ndole los datos
ingresados por el usuario.
La interfaz gra´fica de la Figura 5.1 se desarrollo´ utilizando la herramienta XPCE que
contiene SWI-Prolog.
Figura 5.1: Interfaz
Los datos que se le preguntan al usuario se pueden ver ma´s en detalle en la Tabla
5.1. En esta tabla se muestran para cada dato, los valores posibles y una descripcio´n del
mismo.
Todas las preferencias, exceptuando la Tema´tica, tienen un valor de prioridad, que el
usuario puede especificar para darle un valor de importancia con respecto a las dema´s que
fueron elegidas. A la restriccio´n Duracio´n ma´xima tambie´n se considera darle un valor de
prioridad.
Cuando el Agente-R determina la lista de OA a recomendar, se la env´ıa a este agente,
junto con las descripciones, t´ıtulos, y enlace de localizacio´n, correspondientes a cada uno
de los objetos de la lista, siempre y cuando posean esas caracter´ısticas. Por lo tanto, a
trave´s de la interfaz, el usuario puede ver la lista recomendada resultante y elegir ver para
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Datos del Usuario Valores Descripcio´n
Nombre Cualquier cadena de ca-
racteres
Identificacio´n del usuario
Lengua materna espan˜ol, ingle´s, france´s
Preferencias Valores Descripcio´n
Tema´tica Java Tema´tica que desea que trate el ob-
jeto
Idioma espan˜ol, ingle´s, france´s Idiomas que el usuario desea que
presenten los documentos.
Rol estudiante, docente Si el que realiza la bu´squeda lo hace
como estudiante o docente.
Interaccio´n alta, baja, media Grado de interaccio´n que el usuario
desea tener con el objeto
Estilo de aprendizaje pra´ctico, teo´rico, mixto Si prefiere que el objeto satisfaga
ma´s algunas de esas caracter´ısticas
de aprendizaje
Audiencia
Contexto acade´mico primario, secundario,
terciario/universitario
Nivel educativo en que el usuario
desea el material.
Nivel de conocimiento inicial, medio, avanzado Nivel de dificultad que el usuario
desea sobre el tema.
Restriccio´n Valores Descripcio´n
Duracio´n ma´xima Nu´mero entero Tiempo ma´ximo que el usuario es-
pera que le tome trabajar con el ob-
jeto.
Costo si, no Si restringe la bu´squeda a los recur-
sos que no sean pagos o permite los
que tienen costo.
Tabla 5.1: Datos que puede ingresar el usuario.
cada uno de ellos el detalle, pulsando el boto´n Detalles. En la Figura 5.2, se puede ver,
el t´ıtulo, la descripcio´n y el enlace de localizacio´n del objeto elegido. El usuario puede
entonces dar su opinio´n de acuerdo a lo que se detalla en la pro´xima seccio´n, la cual
servira´ para evaluar la respuesta del sistema.
5.2.1. Feedback del usuario
Como se dijo anteriormente una vez que el sistema le recomienda al usuario una lista
de objetos (un ranking), e´ste puede expresar su opinio´n a trave´s de la interfaz, eligiendo
alguna de las siguientes opciones:
Correcto. Cuando el usuario es satisfecho con la lista de objetos recomendada.
Orden diferente. Cuando el usuario esta´ conforme con los objetos pero el orden
no coincide con su preferencia. El usuario puede indicar cua´les son los tres primeros
mejores.
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Figura 5.2: Resultado
Incorrecto. Cuando el usuario no esta´ satisfecho con la lista de objetos recomen-
dada. En este caso el usuario puede escribir su opinio´n, es decir un comentario, a
trave´s de la interfaz.
5.3. Agente Recomendador
Este agente en base a las restricciones y preferencias (deseos del Contexto Desire)
enviadas por el Agente-I, y considerando las reglas pertenecientes al Contexto Belief,
calcula a trave´s de una regla puente el grado de intencio´n para cada objeto depositado en
el repositorio local, y de esta manera lo ordena decrecientemente segu´n este grado, luego
recomienda esta lista de objetos al usuario, envia´ndola al Agente-I.
5.3.1. Contexto Desire
En este contexto se representan las preferencias y restricciones del usuario. Estos da-
tos, descriptos en la Tabla 5.1, como se explico´ en la Seccio´n 5.2 se ingresan a trave´s de la
interfaz. Las preferencias y restricciones son los deseos positivos y negativos, respectiva-
mente, del agente. Como mencionamos en la Seccio´n 4.2, el usuario puede expresar estas
preferencias en diferentes grados, a trave´s de las prioridades. Estos valores pertenecen
al conjunto {1, . . . , 10}, luego se normalizan obteniendo el rango (0,1]. Como ejemplo se
puede observar en la Figura 5.1 que el usuario, Juan, tiene como preferencia que el idioma
del objeto sea espan˜ol con prioridad 10, ingle´s con prioridad 8 y con un menor grado de
preferencia en idioma france´s. Por otro lado ingresa que desea que la interaccio´n con el
objeto sea baja, con grado 8. En cuanto a restricciones, Juan indica con prioridad 8, que
no desea aquellos objetos cuyo tiempo para trabajar con e´stos sea mayor a 60 minutos.
Formalmente se representa esto de la siguiente forma: D+(idioma, espan˜ol, 1), D+(idioma,
ingle´s, 0.8), D+(idioma, france´s, 0.6), D+(interaccio´n, baja, 0.8), D−(duracio´n ma´xima,
60, 0.8).
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5.3.2. Contexto Belief
El Contexto Belief modela la informacio´n del Agente-R sobre el entorno educativo.
Las caracter´ısticas de los OA que son parte de las creencias del agente, son descriptas
por los metadatos que consideramos siguen el esta´ndar LOM y esta´n escritos en lenguaje
XML, un ejemplo de descripcio´n de un OA en XML ser´ıa:
<?xml version="1.0" encoding="UTF-8" ?>
- <lom xmlns="http://ltsc.ieee.org/xsd/LOM" xmlns:xsi=....>
- <general>
- <identifier>
<catalog>ARIADNE</catalog>
<entry>LEAO251</entry>
</identifier>
<language>en</language>
- <aggregationLevel>
<source>LOMv1.0</source>
<value>2</value>
</aggregationLevel>
- <title>
<string>JAVA AS A SOLUTION TO IT PLANNING AND CONTROLLING</string>
</title>
</general>
...
...
...
- <educational>
- <interactivityType>
<source>LOMv1.0</source>
<value>expositive</value>
</interactivityType>
- <learningResourceType>
<source>LOMv1.0</source>
<value>slide</value>
</learningResourceType>
- <interactivityLevel>
<source>LOMv1.0</source>
<value>medium</value>
</interactivityLevel>
- <semanticDensity>
<source>LOMv1.0</source>
<value>medium</value>
</semanticDensity>
- <typicalLearningTime>
<duration>PT1H</duration>
</typicalLearningTime>
23
- <intendedEndUserRole>
<source>LOMv1.0</source>
<value>learner</value>
</intendedEndUserRole>
- <difficulty>
<source>LOMv1.0</source>
<value>medium</value>
</difficulty>
...
...
Estos metadatos se dividen en nueve categor´ıas, como se explico´ en la Seccio´n 2.3.1. Dentro
de estos metadatos especificamos en la Tabla 5.2 aquellos que describen las caracter´ısticas
de los OA que consideramos ma´s relevantes para el recomendador, para ma´s detalle ver
[12].
Estos metadatos son parseados con el fin de convertirlos en te´rminos del lenguaje
Prolog. Parte del co´digo de esta funcio´n la podemos ver a continuacio´n
parsearC(R,L,C):-
chequeaCam(L,C),
parsear(R,L,C),!.
parsearC(R,_,_):-
R=[unknown].
parseo(Term,ListIdV,ListIdN):-
%metadatos necesarios
parsearC(IdC,Term,[lom,general,identifier,catalog]),
parsearC(IdE,Term,[lom,general,identifier,entry]),
parsearC(LanO,Term,[lom,general,language]),
parsearC(Desc,Term,[lom,general,description,string]),
parsearC(Title,Term,[lom,general,title,string]),
parsearC(Loc,Term,[lom,technical,location]),
parsearC(TypeO,Term,[lom,educational,learningResourceType,value]),
parsearC(LevelIn,Term,[lom,educational,interactivityLevel,value]),
parsearC(Role,Term,[lom,educational,intendedEndUserRole,value]),
parsearC(Con,Term,[lom,educational,context,value]),
parsearC(Dif,Term,[lom,educational,difficulty,value]),
parsearC(TimeL,Term,[lom,educational,typicalLearningTime,duration]),
nth0(0,TimeL,Time),
append(IdC,IdE,IdL),
concat_atom(IdL,Id),
assert(metadato_lan(id(Id),languageO(LanO))),
assert(metadato_desc(id(Id),des(Desc))),
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assert(metadato_title(id(Id),title(Title))),
assert(metadato_loc(id(Id),loc(Loc))),
assert(metadato_resource(id(Id),resourceType(TypeO))),
assert(metadato_inter(id(Id),interLevel(LevelIn))),
assert(metadato_time(id(Id),time(Time))),
assert(metadato_role(id(Id),role(Role))),
assert(metadato_con_dif(id(Id),context(Con),difficulty(Dif))),
...
...
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No Nombre Explicacio´n Espacio de valores
1.1.1 General.Identifier.Catalog El nombre de la identi-
ficacio´n o esquema del
cata´logo para este OA.
Repertorio de ISO/IEC
10646-1:2000
1.1.2 General.Identifier.Entry El identificador del
OA.
Repertorio de ISO/IEC
10646-1:2000
1.2 General.Title Nombre dado al OA. -
1.3 General.Language Lenguajes usados den-
tro del OA para comu-
nicarse con el usuario.
LanguageID=Langcode
(“-”Subcode)* tambie´n
puede tener el valor
“none”
1.4 General.Description Descripcio´n textual del
contenido del OA.
-
1.5 General.Keyword Palabra clave o frase
que describa el to´pico
del OA.
-
4.3 Technical.Location Un string que es usado
para acceder al OA.
Repertorio de ISO/IEC
10646-1:2000
5.2 Educational.Learning Resource Type Especifica el tipo de
OA. En caso de tener
ma´s de uno, el ma´s do-
minante sera´ el prime-
ro.
exercise, simulation, ques-
tionnaire, diagram, figure,
graph, index, slide, table,
narrative text, exam, ex-
periment, problem state-
ment, self assessment, lec-
ture
5.3 Educational.Interactivity Level El grado de interactivi-
dad que caracteriza a
este OA. En este con-
texto se refiere al grado
en el que el estudiante
puede influir en el as-
pecto o comportamien-
to del OA.
very low, low, medium,
high, very high
5.5 Educational.Intended End User Role Usuario principal para
el cual esta´ destinado
el OA.
teacher, author, learner,
manager
5.6 Educational.Context El principal entorno
donde se desea que el
aprendizaje y uso de
este OA tome lugar.
school, higher education,
training, other
5.8 Educational.Difficulty Cua´n dificultoso es tra-
bajar con y a trave´s de
este OA, para la au-
diencia target.
very easy, easy, medium,
difficult, very difficult
5.9 Educational.Typical Learning Time Tiempo t´ıpico o esti-
mado que toma traba-
jar con y a trave´s de es-
te OA, para la audien-
cia target.
-
6.1 Rights.Cost Si el uso de este OA re-
quiere pago.
-
Tabla 5.2: Metadatos Seleccionados.
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Con estos datos del objeto, el agente aplicara´ las reglas para inferir su grado de creencia
bij en que un objeto Oi satisfaga las distintas preferencias pj del usuario, representado
por la fo´rmula B(Oi, pj, bij). En la siguiente seccio´n detallaremos las reglas, utilizadas en
esta implementacio´n.
5.3.3. Reglas
Las reglas utilizadas para hallar los grados de creencia del agente para cada objeto, las
determinamos considerando aspectos pedago´gicos y en base a esto, utilizamos funciones
para determinar estos grados. Para poder estimar en que´ medida las caracter´ısticas de
un OA satisface las preferencias, hemos seleccionado que´ metadatos se relacionan con las
preferencias, basa´ndonos en el significado de e´stos. Segu´n la naturaleza de las distintas
preferencias y sus valores posibles se han considerado distintos conjuntos de reglas. Estas
podra´n ajustarse con la experimentacio´n del sistema.
Preferencia Interaccio´n
Para la preferencia Interaccio´n, el metadato asociado es InteractivityLevel. Los
valores de la preferencia son baja, media, alta. Se contempla el caso en que el usuario
no haya ingresado ningu´n valor (ignorar). Los valores del metadato son very low, low,
medium, high, very high. Se contempla el caso en que no exista el valor (unknown). En
caso de que el usuario elija una preferencia particular y que el metadato correspondiente
contenga un valor determinado, se han determinado los valores de creencia considerando
lo siguiente:
En caso de que el valor de la preferencia sea baja y la interaccio´n del objeto es very
low o low, el valor de creencia es el valor ma´ximo (1) y a medida que la interaccio´n
del objeto es mayor los valores decrecen, hasta el valor mı´nimo, 0.1.
En caso de que el valor de la preferencia sea media y la interaccio´n del objeto es
medium, el valor de creencia es el valor ma´ximo (1) y a medida que la interaccio´n del
objeto es mayor los valores decrecen y de igual manera si la interaccio´n es menor,
decrecen hasta el valor mı´nimo, 0.1.
En caso de que el valor de la preferencia sea alta y la interaccio´n del objeto es very
high o high, el valor de creencia es el valor ma´ximo (1) y a medida que la interaccio´n
del objeto es menor los valores decrecen, hasta el valor mı´nimo, 0.1.
En caso de que el valor del metadato no este´ cargado (unknown), el valor de creencia
es 0.5 si el usuario elige como preferencia interaccio´n baja o alta, y 0.7 si elige
interaccio´n media. Son valores cercanos a suponer que el valor del metadato es
medium.
Estos valores se pueden ver en la Tabla 5.3.
A continuacio´n se muestran algunas reglas donde se representan estas relaciones:
(R1) SI InteractivityLevel(Oi)=‘very low’ Entonces B(Oi,interaccio´n=baja, 1)
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```````````````Preferencia
Metadato
very low low medium high very high unknown
baja 1 1 0.6 0.2 0.1 0.5
media 0.4 0.6 1 0.6 0.4 0.7
alta 0.1 0.2 0.6 1 1 0.5
Tabla 5.3: Valores de creencia para Interaccio´n.
(R2) SI InteractivityLevel(Oi)=‘high’ Entonces B(Oi,interaccio´n=baja, 0.2)
(R3) SI InteractivityLevel(Oi)=‘very low’ Entonces B(Oi,interaccio´n=alta, 0.1)
Por ejemplo, la regla R3 representa: “si el grado de interactividad (representado por
el metadato InteractivityLevel) del Oi es muy bajo (‘very low’), entonces la creencia del
agente respecto a que ese objeto va a satisfacer la preferencia del usuario interaccio´n=alta
es muy baja (0.1)”.
Estas reglas esta´n codificadas, respectivamente, en el siguiente fragmento de co´digo:
bel_inter(id(Id),interaccion(baja,_),B):-
metadato_inter(id(Id),interLevel(LevelIn)),
member(’very low’,LevelIn), B=1.
bel_inter(id(Id),interaccion(baja,_),B):-
metadato_inter(id(Id),interLevel(LevelIn)),
member(high,LevelIn), B=0.2.
bel_inter(id(Id),interaccion(alta,_),B):-
metadato_inter(id(Id),interLevel(LevelIn)),
member(’very low’,LevelIn), B=0.1.
Preferencia Rol
Para la preferencia Rol, el metadato correspondiente es el IntendedEndUserRole.
Los valores de la preferencia son estudiante, docente. Se contempla el caso en que el usuario
no haya ingresado ningu´n valor (ignorar). Los valores del metadato son teacher, author,
learner, manager. Se contempla el caso en que no exista el valor (unknown). Puede tener
ma´s de un valor el metadato, es decir una lista con ma´s de un elemento, y ordenada. Para
especificar los valores de creencia, se han tomado en cuenta las posiciones de los valores
del metadato en la lista (L) y las siguientes consideraciones:
Para el valor de la preferencia, estudiante, el rol del objeto coincidente es learner,
luego el ma´s semejante es teacher, y luego en menor medida author y manager de
la misma manera.
Para el valor de la preferencia, docente, el rol del objeto coincidente es teacher, luego
el ma´s semejante es learner al igual que author, y luego manager en menor medida.
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Si el metadato no esta´ cargado y el usuario eligio´ learner como rol, el valor de
creencia es 0.8, en cambio si eligio´ teacher, el valor de creencia es 0.2. Estos valores se
estimaron teniendo en cuenta la tendencia de los valores del metadato IntendedEnd-
UserRole tomados de los distintos repositorios de OA analizados.
La Tabla 5.4 detalla las relaciones establecidas.
estudiante
[learner,. . . ] 1
[a,learner,. . . ] and a ∈ {teacher, author, manager} 0.8
[a,b,learner,. . . ] and a,b ∈ {teacher, author, manager} 0.6
[a,b,c,learner,. . . ] and a,b,c ∈ {teacher, author, manager} 0.4
[teacher,. . . ] and learner /∈ L 0.3
([author,. . . ] or [manager,. . . ]) and learner /∈ L 0.1
[unknown] 0.8
docente
[teacher,. . . ] 1
[a,teacher,. . . ] and a ∈ {learner, author, manager} 0.8
[a,b,teacher,. . . ] and a,b ∈ {learner, author, manager} 0.6
[a,b,c,teacher,. . . ] and a,b,c ∈ {learner, author, manager} 0.4
([learner,. . . ] or [author,. . . ]) and teacher /∈ L 0.3
[manager,. . . ] and teacher /∈ L 0.1
[unknown] 0.2
Tabla 5.4: Valores de creencia para Rol.
Ejemplos de algunas reglas son:
SI IntendedEndUserRole(Oi)=[learner,. . . ] Entonces B(Oi,rol=estudiante, 1)
SI IntendedEndUserRole(Oi)=[a,b,learner,. . . ]
and a,b ∈ {teacher, author, manager} Entonces B(Oi,rol=estudiante, 0.6)
SI IntendedEndUserRole(Oi)=[a,b,c,teacher,. . . ]
and a,b,c ∈ {learner, author, manager} Entonces B(Oi,rol=docente, 0.4)
SI IntendedEndUserRole(Oi)=[author,. . . ] and teacher /∈ L
Entonces B(Oi,rol=docente, 0.3)
El co´digo de estas reglas, es el siguiente:
bel_rol(id(Id),rol(estudiante,_),B):-
metadato_role(id(Id),role(Role)),
member(learner,Role), nth0(0,Role,learner), B=1.
bel_rol(id(Id),rol(estudiante,_),B):-
metadato_role(id(Id),role(Role)),
member(learner,Role), nth0(2,Role,learner), B=0.6.
bel_rol(id(Id),rol(docente,_),B):-
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metadato_role(id(Id),role(Role)),
member(teacher,Role), nth0(3,Role,teacher), B=0.4.
bel_rol(id(Id),rol(docente,_),B):-
metadato_role(id(Id),role(Role)),
not(member(teacher,Role)),
(nth0(0,Role,learner) ; nth0(0,Role,author)), B=0.3.
Preferencias Contexto acade´mico y Nivel de conocimiento
Consideramos que las preferencias Contexto acade´mico yNivel de conocimiento,
especifican el tipo de audiencia para la que se busca el objeto. Cada una es descripta
por un metadato, Context y Difficulty, respectivamente. Los valores de la preferencia
Contexto acade´mico son primario, secundario, terciario/universitario. Los valores de
la preferencia Nivel de conocimiento son inicial, medio, avanzado. Los valores del
metadato Context son school, higher education, training, other. Los valores del metadato
Difficulty son very easy, easy, medium, difficult, very difficult.
Para determinar el grado de creencia con que un objeto satisface ambas preferencias
teniendo en cuenta las caracter´ısticas Context y Difficulty, hemos considerado la distancia
entre dos funciones, f y g, que especifican respectivamente, el par de preferencias y el par
de metadatos. Siendo
f : Contexto×Nivel −→ N y g : Context×Difficulty −→ N
En la Tabla 5.5 podemos ver la definicio´n de las funciones f y g.
f g
f(primario, inicial) = 1 g(school, very easy) = 3
f(primario,medio) = 2 g(school, easy) = 4
f(primario, avanzado) = 3 g(school,medium) = 5
f(secundario, inicial) = 4 g(school, difficult) = 6
f(secundario,medio) = 5 g(x) = 7 ,
(x = (school, very difficult) or
x = (higher education, very easy) or
x = (higher education, easy))
f(secundario, avanzado) = 6 g(higher education,medium) = 8
f(terciario/universitario, inicial) = 7 g(x) = 9 ,
(x = (higher education, difficult) or
x = (higher education, very difficult) or
x = (training, very easy))
f(terciario/universitario,medio) = 8 g(training, easy) = 10
f(terciario/universitario, avanzado) = 9 g(training,medium) = 11
g(training, difficult) = 12
g(training, very difficult) = 13
Tabla 5.5: Definicio´n de las funciones f y g
Luego se define la distancia h entre los pares como
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h((c1, n1), (c2, d2)) = |g(c2, d2)− f(c1, n1)|
Teniendo esta funcio´n h podemos determinar el valor de creencia para las preferencias
que haya elegido el usuario, cuyo par valor pertenece al Dominio de f . Considerando que
la similitud es inversamente proporcional a la distancia. A continuacio´n podemos ver el
grado de creencia (B), dependiendo el valor de h aplicado a un par (c1, n1) de preferencias,
y al par de metadatos (c2, d2).
h((c1, n1), (c2, d2)) =

0 entonces B = 1
1 entonces B = 0.8
2 entonces B = 0.6
3 entonces B = 0.4
4 entonces B = 0.2
> 4 entoncesB = 0.1
Si el metadato Context no esta´ cargado, el valor de creencia es 0.5 (el promedio de los
valores anteriores). Este mismo valor es considerado si el metadato Context tiene como
valor other. Por otro lado, si el usuario ingresa un contexto, el valor por defecto del nivel
es medio, en caso contrario elige otro. Si el usuario no ingresa un contexto, no se considera
el valor de nivel que haya elegido.
Con todo lo anteriormente dicho podemos formular las siguientes reglas:
SI Context(Oi)=‘higher education’ and Difficulty(Oi)=‘difficult’ Entonces
B(Oi,(contexto=terciario/universitario) and (nivel=inicial), 0.6)
SI Context(Oi)=‘higher education’ and Difficulty(Oi)=‘easy’ Entonces
B(Oi,(contexto=terciario/universitario) and (nivel=inicial), 1)
SI Context(Oi)=‘school’ and Difficulty(Oi)=‘difficult’ Entonces
B(Oi,(contexto=terciario/universitario) and (nivel=inicial), 0.8)
SI Context(Oi)=‘school’ and Difficulty(Oi)=‘medium’ Entonces
B(Oi,(contexto=secundario) and (nivel=avanzado), 0.8)
Parte del co´digo que calcula estas reglas podemos verlo debajo:
f(X,Y):- ((X=primarioinicial, Y=1);
(X=primariomedio, Y=2);
(X=primarioavanzado, Y=3);
(X=secundarioinicial, Y=4);
(X=secundariomedio, Y=5);
(X=secundarioavanzado, Y=6);
(X=’terciario Universitarioinicial’, Y=7);
(X=’terciario Universitariomedio’, Y=8);
(X=’terciario Universitarioavanzado’, Y=9)).
g(X,Y):- ((X=’schoolvery easy’,Y=3);
(X=schooleasy, Y=4);
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(X=schoolmedium, Y=5);
(X=schooldifficult, Y=6);
((X=’schoolvery difficult’;
X=’higher educationvery easy’;
X=’higher educationeasy’) , Y=7);
(X=’higher educationmedium’, Y=8);
((X=’higher educationdifficult’;
X=’higher educationvery difficult’;
X=’trainingvery easy’), Y=9);
(X=trainingeasy, Y=10);
(X=trainingmedium, Y=11);
(X=trainingdifficult, Y=12);
(X=’trainingvery difficult’, Y=13)).
h(X1,X2,Y):- f(X1,Y1),g(X2,Y2), Y is abs(Y2-Y1).
simil(X,GS):-((X=0, GS=1);
(X=1, GS=0.8);
(X=2, GS=0.6);
(X=3, GS=0.4);
(X=4, GS=0.2);
(X>4, GS=0.1)).
calcular_similar(C,N,MC,MN,GS):- atom_concat(C,N,CN),
atom_concat(MC,MN,MCMN),
h(CN,MCMN,Y), simil(Y,GS),!.
bel_con_niv(id(Id),contexto(C),nivel(N),B):-
C\=ignorar,
metadato_con_dif(id(Id),context(Con),difficulty(Dif)),
not(member(unknown,Con)),not(member(unknown,Dif)),
nth0(0,Con,MC), nth0(0,Dif,MD),
calcular_similar(C,N,MC,MD,B).
Cuando el metadato Context esta´ cargado pero no el metadato Difficulty, en tal caso
para determinar un valor de creencia se tiene en cuenta el valor del metadato Context y
el valor que el usuario ingresa como contexto acade´mico. Es decir:
Si el contexto acade´mico es primario entonces, si el valor de Context es school, el
grado de creencia sera´ el promedio de los valores 1, 0.8, 0.6, 0.4, 0.2 y 0.1, es decir,
0.5. Estos 6 valores son los grados de creencia posibles en caso de que se conociera
el valor de Difficulty. En cambio si el valor de Context es higher education, el grado
de creencia sera´ 0.2, el promedio de los valores 0.2, y 0.1. Por u´ltimo, si el valor de
Context es training, el grado de creencia sera´ 0.1.
En los casos en que el contexto acade´mico es secundario o terciario/universitario se
realiza un procedimiento similar al anterior descripto.
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Preferencia Idioma
Para la Preferencia Idioma, el metadato analizado es Language (General). Los va-
lores de la preferencia son espan˜ol, ingle´s, france´s. Los valores del metadato se pueden
referir a cualquier lenguaje en un formato espec´ıfico; si el objeto no tiene ningu´n lenguaje
el valor del metadato es none, y si no esta´ cargado es unknown. Contamos con el valor de
lengua materna (espan˜ol, ingle´s o france´s). Por otro lado, un objeto puede tener ma´s de
un lenguaje.
Para obtener el grado de creencia (B) de que un objeto satisface el o los idiomas
elegidos por el usuario se utilizara´n las siguientes reglas:
Si el usuario elige uno o ma´s idiomas y al menos uno de ellos pertenece a Language
entonces B tendra´ valor 1 y el valor de prioridad utilizado para calcular el grado de
intencio´n sera´ igual al ma´ximo de prioridades de cada uno de los idiomas que fue
elegido y pertence a Language.
Si el usuario elige uno o ma´s idiomas y ninguno pertenece a Language y none
tampoco pertenece, entonces
• Si la lengua materna pertenece a Language entonces B tomara´ el valor 1 y el
valor de prioridad utilizado para calcular el grado de intencio´n sera´ el valor
0.6.
• Si la lengua materna no pertenece a Language entonces ese OA se descarta, no
se tiene en cuenta para la recomendacio´n final.
Si none pertenece a Language, entonces B tendra´ el valor 1 y el valor de prioridad
utilizado para calcular el grado de intencio´n sera´ igual al ma´ximo de prioridades
correspondientes a los idiomas que haya elegido el usuario.
El co´digo de estas reglas es el siguiente:
bel_materna(LanO,R):-
lengua(Lengua), member(X,LanO) ,
((Lengua=espa~nol , atom_prefix(X,es));
(Lengua=ingle´s , atom_prefix(X,en)) ;
(Lengua=france´s , atom_prefix(X,fr))),
R is 0.6*1.
bel_materna(LanO,R):-
lengua(Lengua), member(X,LanO) ,
not((Lengua=espa~nol , atom_prefix(X,es));
(Lengua=ingle´s , atom_prefix(X,en)) ;
(Lengua=france´s , atom_prefix(X,fr))),
R=0.
bel_ides(LanO,Ye,Re):-
member(X,LanO), atom_prefix(X,es), Re=Ye.
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bel_ides(LanO,_,Re):-
member(X,LanO),not(atom_prefix(X,es)),
Re=0.
bel_iden(LanO,Yi,Ri):-
member(X,LanO), atom_prefix(X,en), Ri=Yi.
bel_iden(LanO,_,Ri):-
member(X,LanO),not(atom_prefix(X,en)),
Ri=0.
bel_idfr(LanO,Yf,Rf):-
member(X,LanO), atom_prefix(X,fr), Rf=Yf.
bel_idfr(LanO,_,Rf):-
member(X,LanO),not(atom_prefix(X,fr)),
Rf=0.
maximo(X,Y,Z,Max):-
M1 is max(X,Y),
Max is max(M1,Z).
bel_idioma(id(Id),idioma(ingle´s,Yi),idioma(espa~nol,Ye),
idioma(france´s,Yf),BD):-
metadato_lan(id(Id),languageO(LanO)),
(not(member(none,LanO))->
bel_ides(LanO,Ye,Re),
bel_iden(LanO,Yi,Ri),
bel_idfr(LanO,Yf,Rf),
maximo(Re,Ri,Rf,Max),
(Max\=0 ->
BD = Max
;
bel_materna(LanO,Rm),
BD=Rm)
;
maximo(Ye,Yi,Yf,MY),
BD=MY).
Preferencias Estilo de aprendizaje
Para la preferencia Estilo de aprendizaje, el metadato asociado es LearningRe-
sourceType. Los valores de la preferencia son teo´rico, pra´ctico, mixto.
Los valores del metadato son exercise, simulation, questionnaire, diagram, figure, graph,
index, slide, table, narrative text, exam, experiment, problem statement, self assessment,
lecture.
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Dentro del conjunto de valores de metadatos, se consideran dos subconjuntos, uno
con valores que se pueden clasificar “pra´cticos”, denominado P , y otro con valores que se
pueden clasificar “teo´ricos”, llamado T .
P = {exercise, simulation, questionnaire, exam, experiment, problem satement, self assessment}
T = {diagram, figure, graph, index, table, slide, narrative text, lecture}
Si el usuario elige “pra´ctico” realizamos los siguientes ca´lculos, depende del caso,
para determinar el grado de creencia (B).
Dada la lista de metadatos [a, b, . . . , c] y N el taman˜o de la misma,
si N = 1 ([a]) and a 6= unknown entonces B = i/N
si N = 1 ([a]) and a = unknown entonces B = #P/(#P +#T )
si N = 2 ([a, b]) entonces B = (3i+ 2j)/(N + 3)
si N > 2 ([a, b, . . . , c]) entonces B = (3i+ 2j +
∑N
k=3 z)/(N + 3)
donde i = 1 si a ∈ P sino i = 0, j = 1 si b ∈ P sino j = 0 y z = 1 si el elemento
k-e´simo ∈ P sino z = 0.
Para el estilo “teo´rico” se realiza el mismo procedimiento pero se chequea si los
valores del metadato pertenecen al conjunto T en vez de P , y cuando se tiene el
caso
N = 1 ([a]) and a = unknown entonces B = #T/(#P +#T )
En el caso que el usuario elija “mixto” realizamos el siguiente ca´lculo:
B = (Bp ×Bt)× 4
donde Bp y Bt son las creencias respectivamente de pensar cua´n pra´ctico es ese
objeto y cua´n teo´rio es ese objeto.
Se utilizan las constantes 3 y 2 como peso para los primeros valores por sus posiciones
dentro de la lista de metadatos, dado que tiene importancia el orden. Ya el resto de
los valores no tienen peso (ser´ıa la constante 1).
Ejemplos de algunas reglas son:
SI LearningResourseType(Oi)=[exercise,lecture] Entonces B(Oi,estilo=pra´ctico, 0.6)
SI LearningResourseType(Oi)=[exercise, narrative text, slide]
Entonces B(Oi,estilo=pra´ctico, 0.5)
SI LearningResourseType(Oi)=[exercise, narrative text, slide]
Entonces B(Oi,estilo=mixto, 1)
SI LearningResourseType(Oi)=[slide] Entonces B(Oi,estilo=teo´rico, 1)
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Parte del co´digo que calcula estas reglas podemos verlo a continuacio´n:
pertenece(pra´ctico, Valor, Res):-
Cat_Pract = [exercise,simulation,questionnaire,exam,experiment,
’problem satement’,’self assessment’],
member(Valor,Cat_Pract), Res=1.
pertenece(teo´rico, Valor, Res):-
Cat_Teor = [diagram,figure,graph,index,table,slide,
’narrative text’,lecture],
member(Valor,Cat_Teor), Res=1.
calcular(E,L,B,2,Con,Con2):-
nth0(0,L,V1), pertenece(E,V1,R1),
nth0(1,L,V2), pertenece(E,V2,R2),
B is ((Con*R1 + Con2*R2)/(2+Con)).
bel_estilo(id(Id),estilo(E,_),B):-
E\=mixto,
metadato_resource(id(Id),resourceType(TypeO)),
length(TypeO,T),not(member(unknown,TypeO)),
calcular(E,TypeO,B,T,3,2).
Restriccio´n Duracio´n ma´xima
El Agente-R determina que´ objetos satisfacen la restriccio´n Duracio´n ma´xima, es decir
si el usuario ingresa una duracio´n como l´ımite ma´ximo, es porque desea trabajar con
objetos que le lleven un tiempo menor o igual a este l´ımite. Para aquellos objetos que
no satisfacen esta restriccio´n, el agente calcula un valor (un peso negativo) que depende
de la prioridad de aquella y de la diferencia entre el tiempo del objeto con el l´ımite
ingresado por el usuario. Para la restriccio´n Duracio´n ma´xima el metadato analizado
es TypicalLearningTime. El valor que ingresa el usuario como restriccio´n es un nu´mero
entero, que representa el tiempo en minutos. El valor del metadato es del tipo de dato
Duration, ver en detalle en [12], este valor se decodifica a un nu´mero entero, que representa
el mismo tiempo pero en minutos. De esta manera, por cada objeto, se compara el tiempo
ingresado por el usuario MU , y el tiempo del objeto MO, de la siguiente manera:
Si MO ≤MU + P la restriccio´n se cumple
Si MO > MU + P la restriccio´n no se cumple
Donde P es un porcentaje deMU . Se considero´ el 20% deMU para realizar la prueba
de validacio´n.
Sea MUP = MU + P , se define la recta (h) que pasa por los puntos (MUP ,0) y
(3MUP ,1)
h(x) =
1
2MUP
× x− 0.5
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Por lo tanto, el peso negativo, pn, de un objeto O, con tiempo MO el cual no cumple
con la restriccio´n, se determina de la siguiente manera:
pn = h(MO)× Pr
Donde Pr es la prioridad que el usuario le asigna a la restriccio´n. Finalmente, al grado
de intencio´n correspondiente al objeto O se le restara´ este peso, es decir se “multa” al
objeto.
Y por otro lado, el agente directamente no recomienda aquellos objetos con un tiempo
mayor a la cota 3MUP .
5.3.4. Contexto Intention
El Agente-R luego de calcular los grados de creencia para cada una de las preferencias
elegidas por el usuario, calcula el grado de intencio´n para aquellos objetos que forman parte
de la lista a recomendar; la regla puente implementada es la que se definio´ en la ecuacio´n
4.1 (Seccio´n 4.2). Finalmente, el Agente-R ordena los objetos segu´n el valor decreciente
del grado obtenido, obteniendo as´ı la lista de objetos de aprendizaje que recomendara´ al
usuario, a trave´s del Agente Interfaz.
5.4. Ejemplo
A continuacio´n se presenta un ejemplo simple para poder ilustrar las diferentes fun-
cionalidades y las interacciones de los agentes en el sistema multiagente.
Supongamos que Jose´ es un estudiante de Ingenier´ıa que esta´ buscando documentos
con informacio´n sobre Matrices dado que esta´ cursando un primer curso de A´lgebra. Por
otra parte, tiene mucho conocimiento sobre el idioma ingle´s, y tambie´n entiende un poco
el idioma france´s. Jose´ prefiere que el estilo de aprendizaje sea pra´ctico. Adema´s, desear´ıa
que el tiempo que le lleve el desarrollo del material no sea superior a 60 minutos, y que
el documento a buscar sea gratuito.
Cuando realiza la bu´squeda, Jose´ proporciona como te´rmino de entrada la palabra
“matrices”. El Refinador Sema´ntico interactu´a con el usuario y construye la estrategia de
bu´squeda asociada. Luego el Agente Perfil de Usuario construye el perfil de Jose´ mediante
un conjunto de preguntas. A partir de esta interaccio´n, su perfil contiene entre otros datos,
la informacio´n que se muestra en la Tabla 5.6.
Supongamos que los agentes buscadores en base a la estrategia de bu´squeda tema´tica
resultante y a las restricciones primarias (Costo=“no”), recuperan de los repositorios
un conjunto de cuatro objetos de aprendizaje (O1, O2, O3, O4) con sus metadatos, y
son volcados al repositorio local luego de que el Agente Mediador resuelva los posibles
conflictos e integre los datos. En la Tabla 5.7 se considera para cada Oi, i ∈ {1 . . . 4}, un
conjunto reducido de sus metadatos obtenidos por el Agente-M (en el esta´ndar LOM).
Todos estos objetos al estar en el repositorio local ya satisfacen las necesidades tema´ti-
cas del usuario y la restriccio´n de no tener costo. Ahora el Agente-R a partir de las res-
tantes restricciones y preferencias va a seleccionar los que sean ma´s adecuados para e´l,
aplicando las reglas que definimos en la Seccio´n 5.3.3. En primer lugar aplica la regla sobre
la restriccio´n Duracio´n ma´xima. Como cada Oi, i ∈ {1 . . . 4} satisface esta condicio´n, y a
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Preferencia Prioridad
Lengua Materna=“espan˜ol”
Idioma=“espan˜ol” 1.0
Idioma=“ingle´s” 1.0
Idioma= “france´s” 0.6
Rol=“estudiante” 1.0
Interaccio´n=“baja” 0.7
Estilo de Aprendizaje=“pra´ctico” 1.0
Audiencia
Contexto Acade´mico=“terciario/universitario” 1.0
Nivel de Conocimiento=“inicial”
Restriccio´n
Duracio´n Ma´xima=“60” 0.7
Costo=“no” 1.0
Tabla 5.6: Extracto del perfil del usuario correspondiente a Jose´.
Metadatos O1 O2 O3 O4
Language en (ingle´s) es (espan˜ol) fr (france´s) en
Learning Resource Type lecture [exercise, lecture] slide exercise
Interactivity Level low low very low high
Intended End User Role learner learner learner teacher
Context higher education higher education school higher education
Difficulty medium easy medium difficult
Typical Learning Time 40 50 20 50
Cost no no no no
Tabla 5.7: Metadatos relevantes de los Objetos de Aprendizaje recuperados.
su vez el idioma de cada uno de ellos es elegido por el usuario, entonces los cuatro OA
son considerados para el ranking.
A partir de las reglas en el Contexto Belief del Agente-R, este agente calcula el grado
de satisfaccio´n esperado de cada una de las preferencias del usuario (por ejemplo, interac-
cio´n=baja, idioma=espan˜ol) a trave´s de las distintas caracter´ısticas de cada Oi. Ejemplos
de algunas reglas que aplica el agente son:
(R1) SI InteractivityLevel(Oi)=‘low’ Entonces B(Oi,interaccio´n=baja, 1)
(R2) SI InteractivityLevel(Oi)=‘high’ Entonces B(Oi,interaccio´n=baja, 0.2)
(R3) SI Context(Oi)=‘higher education’ and Difficulty(Oi)=‘medium’
Entonces B(Oi,(contexto=terciario/universitario) and (nivel=inicial), 0.8)
(R4) SI Context(Oi)=‘school’ and Difficulty(Oi)=‘medium’
Entonces B(Oi,(contexto=terciario/universitario) and (nivel=inicial), 0.6)
(R5) SI LearningResourseType(Oi)=[exercise] Entonces B(Oi,estilo=pra´ctico, 1)
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(R6) SI LearningResourseType(Oi)=[exercise,lecture] Entonces B(Oi,estilo=pra´ctico, 0.6)
A partir de estas reglas, el Agente-R infiere su grado de creencia bij en que un objeto
Oi puede satisfacer las distintas preferencias pj del usuario: B(Oi, pj, bij). Por ejemplo,
B(O2,estilo=pra´ctico, 0.6) representa que el Agente-R cree en grado 0.6 que el objeto O2
satisface la preferencia de que sea un recurso de estilo pra´ctico.
Luego el Agente-R calcula las intenciones de alcanzar sus objetivos (satisfacer sus
preferencias de aprendizaje P = p1 ∧ ...∧ pn) a trave´s de un recurso Oi aplicando la regla
puente:
I(Oi, P ) =
∑n
j=1 dj × bij
n
Computando estos valores para los cuatro objetos se tienen los siguientes grado de inten-
cio´n:
I(O1, P ) = 0.72 I(O2, P ) = 0.86 I(O3, P ) = 0.6 I(O4, P ) = 0.608
Finalmente, el Agente-R ordena los objetos segu´n el valor decreciente del grado ob-
tenido: O2, O1, O4, O3. Luego el sistema recomienda a Jose´ el curso O2 como el ma´s
adecuado y adema´s, le da una lista ordenada de las restantes alternativas.
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Cap´ıtulo 6
Caso de estudio
Se presenta un caso de estudio utilizando el prototipo del Agente Recomendador,
considerando un subconjunto de objetos de aprendizaje del repositorio ARIADNE.
6.1. Repositorio Local
Para probar el recomendador se necesita contar con un repositorio que contenga ob-
jetos cuya descripcio´n especifique caracter´ısticas educacionales, lo cual permite al reco-
mendador basarse en las preferencias del usuario. ARIADNE es un repositorio donde
los metadatos que describen a los objetos esta´n cargados en su mayor´ıa, y cuenta con
metadatos de la categor´ıa Educational. De este repositorio se selecciono´ un conjunto de
objetos referentes a un tema particular; para esta prueba seleccionamos objetos que tra-
ten sobre el lenguaje Java. ¿Por que´ elegimos este tema?. Una de las razones es porque
es un tema conocido para los alumnos y docentes de la carrera Licenciatura en Ciencias
de la Computacio´n, los cuales podr´ıan contribuir a este proceso de prueba del prototipo;
otra de las razones, es porque se necesitaba contar con objetos de posible acceso y que el
idioma de estos sea un idioma de un gran alcance para los usuarios. Teniendo en cuenta
estas condiciones, se realizo´ la bu´squeda manual de estos objetos a trave´s del buscador de
ARIADNE, teniendo la posibilidad de ver sus metadatos, de descargar el archivo XML
con estos metadatos y de acceder a los objetos siempre y cuando la descarga no estu-
viera restringida. Es decir, se realizo´ la bu´squeda a trave´s del buscador de ARIADNE,
se ingreso´ la palabra “Java” y se encontraron 263 objetos (pertenecientes al repositorio
local). Aplicando un refinamiento del tema, buscando aquellos objetos cuyo idioma sea
ingle´s, france´s o espan˜ol y que por supuesto se tenga acceso a estos, y luego de actuar co-
mo mediador, seleccionamos 27 objetos, los adecuados para el repositorio local. De estos,
segu´n el metadato General.Language, 12 objetos esta´n en el idioma ingle´s, y 15 objetos
en france´s, pero ninguno en idioma espan˜ol. En realidad son muy pocos los objetos en
este idioma y pertenecen a temas diferentes. La mayor´ıa de los objetos se encuentran en
idioma Holande´s.
Los t´ıtulos de algunos objetos son los siguientes:
Traveling salesman (Id1).
CLASSE JAVA Transaction bancaire (Id2).
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INFORMATIQUE I-II : SERIE 5 (Id3).
INFORMATIQUE I-II : Corrigeserie 5 (Id4).
IIS : CORRIGE SERIE 5 (HTML) (Id5).
IIS : Chap 01 - Programmer : un exemple (Id6).
IIS : Chap 02 - ”Parlons”Java (Id7).
IIS : Chap 03 - Expressions booleennes (Id8).
CLOO : TP2 (Id9).
CLOO : CORRIGE TP2 (Id10).
JAVA AS A SOLUTION TO IT PLANNING AND CONTROLLING (Id11).
JAVA ARCHITECTURE AND SECURITY (Id12).
En la lista anterior, se indica entre pare´ntesis la identificacio´n dada a cada objeto para
su tratamiento por el agente recomendador.
6.2. Ana´lisis de resultados
Para probar el recomendador se conto´ con la ayuda de usuarios con diferentes perfiles
y se considero´ el feedback otorgado por cada uno para establecer si el Agente-R satisface,
en algu´n grado, los diferentes perfiles. En la Tabla 6.1 podemos ver los objetivos que los
distintos usuarios desean alcanzar. El contexto acade´mico deseado para todos los usuarios
es el universitario.
Usuario Idiomas Rol Objetivo
Usuario1 Ingle´s Estudiante Aprender las herramientas fundamentales
con las que cuenta Java
Usuario2 Ingle´s, France´s Estudiante Aprender las herramientas fundamentales
con las que cuenta Java
Usuario3 Ingle´s, France´s Estudiante Practicar ejercicios de Java de un nivel
medio
Usuario4 Ingle´s, France´s Docente Preparar las primeras clases sobre Java,
para un nivel inicial.
Usuario5 Ingle´s, France´s Docente Preparar unas clases teo´ricas pero para un
nivel avanzado.
Usuario6 Ingle´s, France´s Docente Preparar ejercitacio´n Java para alumnos
de un nivel inicial-medio. Tiempo aproxi-
mado de trabajo, 90 minutos.
Tabla 6.1: Objetivos de los usuarios.
Para cada uno de los usuarios se detalla, en la Tabla 6.2, el perfil de acuerdo al ingreso
por Interfaz. En la Tabla 6.3 se muestra el resultado otorgado por el recomendador,
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es decir la lista de identificadores de objetos de aprendizaje, y por u´ltimo en la Tabla
6.4 se muestra el feedback de cada uno de ellos. Para reducir espacios, la notacio´n que
utilizaremos es la siguiente: Prioridad (Pr), terciario/universitario (U), inicial (i), medio
(m), avanzado (a), estudiante (est), docente (doc).
Perfil Usuario1 Usuario2 Usuario3 Usuario4 Usuario5 Usuario6
Lengua materna espan˜ol espan˜ol espan˜ol espan˜ol espan˜ol espan˜ol
Tema´tica java java java java java java
Pr del Idioma espan˜ol 10 10 10 10 10 10
Pr del Idioma ingle´s 9 10 10 10 10 10
Pr del Idioma france´s 0 9 9 9 9 9
(Rol,Pr) (est,10) (est,10) (est,10) (doc,8) (doc,8) (doc,7)
(Interaccio´n,Pr) (media,5) (ignorar,-) (ignorar,-) (ignorar,-) (alta,7) (ignorar,-)
(Estilo,Pr) (teo´rico,9) (teo´rico,9) (pra´ctico,9) (teo´rico,10) (teo´rico,10) (pra´ctico,10)
(Contexto,Nivel,Pr) (U,i,9) (U,i,10) (U,m,10) (U,i,9) (U,a,9) (U,i,7)
(Duracio´n ma´xima,Pr) (0,-) (0,-) (0,-) (0,-) (0,-) (90,9)
Costo no no no no no no
Tabla 6.2: Perfiles de los usuarios.
Dentro del repositorio local contamos con objetos que cumplen la condicio´n de no
tener costo, es decir es una restriccio´n que no tiene en cuenta el recomendador. En la
Tabla 6.5 podemos ver algunos de los metadatos de los 27 objetos que se encuentran en
el repositorio local; son los ma´s relevantes junto con Title, Description y Location.
Para evaluar la cercan´ıa entre el ranking recomendado por el Agente-R del ranking
propio del usuario, utilizamos la distancia de Manhattan, la cual es adecuada para captu-
rar distancias entre posiciones. La distancia la calculamos entre las posiciones de los tres
primeros objetos ordenados por el usuario con las posiciones correspondientes en la lista
recomendada, teniendo en cuenta el grado de intencio´n de cada uno de los objetos en la
lista.
Sea LOR = [OR1, OR2, OR3, . . . , ORn] la lista recomendada al usuario (ranking),
GI = [G1, G2, G3, . . . , Gn] la lista que contiene los grados de intencio´n de los OA re-
comendados, es decir Gi es el grado de intencio´n del objeto ORi y por u´ltimo se tiene
LOU = [OU1, OU2, OU3] los objetos ordenados por el usuario. Si OU1 = ORi, OU2 =
ORj, OU3 = ORk entonces la distancia entre el ranking otorgado por el recomendador y
el del usuario es:
Dist(LOR,LOU) = |1− x1|+ |2− x2|+ |3− x3|
Donde xr = #Ar + 1, r ∈ {1, 2, 3}, A1 = {Oz|Oz ∈ LOR,Gz > Gi},
A2 = {Oz|Oz ∈ LOR,Gz > Gj}, A3 = {Oz|Oz ∈ LOR,Gz > Gk}.
Se considera peor caso para cada usuario cuando se tiene el siguiente caso:
OU1 = ORn, OU2 = ORn−1, OU3 = ORn−2.
En la Tabla 6.6, se pueden ver las distancias calculadas sobre los casos satisfactorios.
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Usuario1 Usuario2 Usuario3 Usuario4 Usuario5 Usuario6
Id11 Id12 Id14 Id1 Id1 Id21
Id13 Id11 Id17 Id12 Id22 Id5
Id12 Id13 Id18 Id11 Id24 Id14
Id19 Id7 Id19 Id13 Id25 Id17
Id27 Id6 Id20 Id7 Id12 Id18
Id21 Id8 Id27 Id6 Id11 Id19
Id1 Id4 Id3 Id8 Id13 Id20
Id5 Id15 Id5 Id4 Id26 Id27
Id17 Id26 Id21 Id15 Id7 Id9
Id14 Id2 Id9 Id26 Id6 Id10
Id18 Id22 Id10 Id2 Id8 Id16
Id20 Id23 Id16 Id22 Id4 Id3
Id24 Id12 Id23 Id15 Id1
Id25 Id11 Id24 Id2 Id12
Id21 Id26 Id25 Id23 Id11
Id5 Id13 Id21 Id14 Id13
Id14 Id7 Id5 Id18 Id6
Id17 Id2 Id14 Id21 Id8
Id18 Id6 Id17 Id19 Id4
Id19 Id8 Id18 Id27 Id2
Id20 Id4 Id19 Id5 Id22
Id27 Id15 Id20 Id17 Id23
Id1 Id22 Id27 Id3 Id24
Id3 Id23 Id3 Id9 Id25
Id9 Id24 Id9 Id10 Id15
Id10 Id25 Id10 Id16 Id7
Id16 Id1 Id16 Id20 Id26
Tabla 6.3: Lista de Objetos Recomendados.
Usuario1 Usuario2 Usuario3 Usuario4 Usuario5 Usuario6
Incorrecto Id7 Id9 Id7 Id26 Id9
Id6 Id14 Id6 Id21 Id14
Id8 Id3 Id8 Id12 Id10
Tabla 6.4: Feedback del usuario.
Algunas evaluaciones a tener en cuenta para algunos usuarios:
En el caso del Usuario1, el recomendador recupera solamente los que satisfacen el
idioma elegido (ingle´s), por lo tanto devuelve como resultado los 12 objetos cuyo
idioma es el ingle´s, segu´n el metadato Language. El usuario en su comentario ex-
presa que la respuesta no lo satisface porque el contenido de los documentos no
satisface lo que e´l estaba buscando. Y destaca que el objeto recuperado en primer
lugar, no esta´ escrito en idioma ingle´s, sino en france´s, lo cual dificulta su enten-
dimiento. Esto sucede porque el metadato Language del objeto Id11 contiene el
valor en, pero en verdad esta´ escrito en france´s. Luego el problema ha sido la mala
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Objetos Language Learning
Resource
Type
Interactivity
Level
Intended
End User
Role
Context Difficulty Typical
Learning
Time
(min)
Id1 en narrative
text
medium teacher higher education difficult 30
Id2 fr narrative
text
very low learner higher education difficult 10
Id3 fr exercise unknown learner higher education medium 120
Id4 fr narrative
text
unknown learner higher education unknown 15
Id5 en exercise unknown learner higher education unknown 15
Id6 fr slide unknown learner higher education unknown 90
Id7 fr slide unknown learner higher education unknown 135
Id8 fr slide unknown learner higher education unknown 90
Id9 fr exercise unknown learner higher education unknown 45
Id10 fr problem
state-
ment
unknown learner higher education unknown 30
Id11 en slide medium learner higher education medium 60
Id12 en slide high learner higher education medium 90
Id13 en narrative
text
unknown learner higher education unknown 3
Id14 en simulation high learner higher education medium 5
Id15 fr narrative
text
unknown learner higher education unknown 120
Id16 fr problem
state-
ment
unknown learner higher education unknown 30
Id17 en simulation unknown learner higher education medium 20
Id18 en simulation high learner higher education medium 10
Id19 en simulation medium learner higher education medium 45
Id20 en simulation low learner higher education medium 30
Id21 en simulation high learner higher education easy 10
Id22 fr narrative
text
high learner higher education difficult 90
Id23 fr narrative
text
very low learner higher education difficult 10
Id24 fr narrative
text
high learner higher education difficult 90
Id25 fr narrative
text
high learner higher education difficult 90
Id26 fr narrative
text
medium learner higher education medium 200
Id27 en simulation medium learner higher education medium 30
Tabla 6.5: Metadatos relevantes de los Objetos de Aprendizaje del repositorio local.
clasificacio´n del metadato.
En el caso del Usuario2, analizamos por que´ recupera en de´cima posicio´n al objeto
Id2, el cual es un objeto que consiste en un programa java, pero esto no satisface
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Usuario Distancia Peor Caso
Usuario2 6 66
Usuario3 14 55
Usuario4 9 66
Usuario5 25 67
Usuario6 14 72
Promedio de distancia 13.6 65.2
Tabla 6.6: Distancias del Agente-R sobre los casos satisfactorios.
lo que el usuario estaba buscando. Observando sus metadatos, en la Tabla 6.5, se
puede ver que el metadato Learning Resource Type contiene el valor narrative
text, lo cual influye en un alto grado de creencia de que ese objeto satisface el estilo
de aprendizaje elegido (teo´rico en este caso).
En el caso del Usuario4, si bien los metadatos que describen el objeto Id1 son los
que mejor satisfacen las preferencias del usuario, el metadato Learning Resource
Type contiene el valor narrative text, y al aplicar las reglas tiene el ma´ximo grado de
creencia de que el objeto satisface el estilo teo´rico. Sin embargo, el usuario que realiza
la prueba difiere en esto, considerando que el estilo de este documento es pra´ctico,
dado que es una implementacio´n del problema “vendedor ambulante” escrito en
Java. Lo mismo sucede con el objeto Id2, este objeto consiste en una implementacio´n
pero el metadato Learning Resource Type contiene el valor narrative text.
En el caso del Usuario5, podemos observar lo mismo que en el caso anterior con
respecto al primer objeto recomendado Id1, los metadatos que lo describen son los
que mejor satisfacen las preferencias del usuario, donde el metadato Learning Re-
source Type contiene el valor narrative text, y al aplicar las reglas tiene el ma´ximo
grado de creencia de que el objeto satisface el estilo teo´rico. Sin embargo, el usuario
que realiza la prueba difiere en esto, considerando que el estilo de este documento
es pra´ctico, dado que es una implementacio´n del problema “vendedor ambulante”
escrito en Java . Por otro lado, el usuario ordena posicionando en segundo lugar al
objeto Id21 el cual es recomendado por el sistema en la posicio´n 18, esto se debe a
que el metadato Learning Resource Type contiene el valor simulation, es decir el
grado de creencia de que el objeto satisface el estilo teo´rico (elegido por el usuario)
es muy bajo y adema´s el metadato Difficulty contiene el valor easy.
De lo anterior podemos concluir que los resultados pueden no satisfacer al usuario
dado que un documento aunque cumpla con las preferencias establecidas en la interfaz
puede no transmitir lo que el usuario deseaba para aprender, en el caso de un estudiante,
o dictar una clase, en el caso de un docente. En la seleccio´n de OA como en otro tipo de
elementos pueden intervenir factores subjetivos d´ıf´ıciles de captar y modelizar.
Por otro lado, los valores de los metadatos cargados pueden resultar subjetivos a la
persona que los carga, como tambie´n un error en la carga puede producir que el resultado
no sea el adecuado. Au´n se puede tener errores de la extraccio´n automa´tica de metadatos.
El desempen˜o del Agente-R depende de todos estos factores externos. Teniendo en
cuenta esto y el promedio de distancias, 13.6, con un promedio 65.2 de peores casos,
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podemos afirmar que observamos un buen desempen˜o del Agente-R, y en la mayor´ıa de
los casos, la lista de objetos recomendada no es tan distante a la elegida por el usuario.
Tambie´n podemos destacar, que una bu´squeda recomendada basa´ndose en el perfil del
usuario puede resultar ventajosa con respecto a una bu´squeda simple, como por ejemplo
si se utiliza la interfaz de ARIADNE mencionada en la Seccio´n 3.3. Dado que con esta
bu´squeda se puede filtrar segu´n valores de algunos metadatos, se obtiene simplemente
una lista de objetos, los cuales cumplen con la conjuncio´n de los filtros aplicados. Pero
su orden, por lo general, no condice con el perfil del usuario. A su vez, pueden excluirse
objetos adecuados al perfil, por no cumplir con algunos de los filtros.
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Cap´ıtulo 7
Discusiones
En este trabajo se ha presentado la arquitectura de un sistema recomendador de ob-
jetos de aprendizaje. Esta arquitectura se basa en un sistema multiagente lo cual permite
trabajar de una forma flexible y escalable, con la informacio´n heteroge´nea y distribuida
proveniente de los distintos repositorios de objetos de aprendizaje. Se disen˜o´ uno de los
agentes de esta arquitectura, el Agente Recomendador, Agente-R, como un agente BDI
graduado y se desarrollo´ la implementacio´n de un prototipo de este agente. En particular,
la implementacio´n se desarrollo´ en el lenguaje SWI Prolog, dado que se cuenta con un
desarrollo previo de agente recomendador de turismo, modelado tambie´n como agente g-
BDI, en este lenguaje de programacio´n. En las siguientes secciones se discutira´n algunos
puntos.
7.1. Repositorios
Un inconveniente que se presento´ para realizar la prueba del prototipo es la falta de
informacio´n en muchos de los metadatos educacionales de los objetos de aprendizaje en
los repositorios evaluados. Por ejemplo en FLOR los metadatos en su mayor´ıa fueron
cargados automa´ticamente y so´lo se cargaron algunos de los metadatos pertenecientes a
la categor´ıa Educacional, lo que consideramos que dificultaba obtener una recomendacio´n
personalizada. Otra dificultad presentada es el acceso limitado a la descripcio´n de los obje-
tos o a ellos mismos. Por otro lado, ARIADNE, el cual presenta metadatos educacionales,
no cuenta con un repositorio local de objetos en idioma espan˜ol.
7.2. Prueba del Prototipo
Tambie´n fue dif´ıcil la evaluacio´n de la recomendacio´n brindada, ya que a trave´s de la
seleccio´n de los recursos ma´s adecuados, se busca alcanzar mejores resultados del proceso
de ensen˜anza-aprendizaje, lo cual es complejo de evaluar. En una primera etapa se realiza
una evaluacio´n por parte del usuario (estudiante o docente) del sistema, respecto a su vi-
sio´n del material recomendado, considerando si los objetos de aprendizaje recomendados
le resultan u´tiles y si el orden es el correcto. El Agente-R determina la lista a recomendar
teniendo en cuenta distintos factores pertenecientes a los diferentes contextos mentales,
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pero un factor muy importante es el repositorio de objetos, la rica y variada descripcio´n
de estos, la subjetividad en la clasificacio´n etc. Sin embargo, a partir del caso de estu-
dio se observa que la propuesta del Agente Recomendador, y de las reglas definidas, es
promisoria.
7.3. Proyectos y Publicaciones
El trabajo de esta tesina ha sido desarrollado en el marco de los siguientes Proyectos:
JARDIN “JUST AN ASSISTANT FOR INSTRUCTIONAL DESIGN”, Proyecto
LACCIR (Latin American and Caribbean Collaborative ICT Research), Federacio´n
Latinoamericana y del Caribe para la Investigacio´n Colaborativa en Tecnolog´ıas de
Informacio´n y Comunicacio´n. Directora Regina Motz (UdeLAR, Uruguay). Per´ıodo
2008-2009.
SISTEMA DE APOYO AL DOCENTE EN LA BU´SQUEDA Y PREPARACIO´N
DE MATERIAL DIDA´CTICO PARA LA ENSEN˜ANZA EN LAS ESCUELAS
SANTAFESINAS. Proyecto 219308 de la Secretar´ıa de Estado de Ciencia, Tec-
nolog´ıa e Innovacio´n, Provincia de Santa Fe. Directora Ana Casali, an˜o 2009.
Durante el transcurso de la tesina se ha realizado la siguiente Publicacio´n:
Casali A., Gerling V., Deco C. y Bender C. Un Sistema Inteligente para Asistir
la Bu´squeda Personalizada de Objetos de Aprendizaje. En Actas del Congreso de
Inteligencia Computacional Aplicada (CICA) Esteban Di Tada et al.(eds) 1a ed.
(ISBN 978-987-24967-3-9), 8 pag. Universidad de Palermo, Buenos Aires, 2009.
7.4. Trabajos Futuros
Difundir la creacio´n de objetos de aprendizaje en repositorios latinoamericanos. En
este aspecto, FLOR es un repositorio latinoamericano de objetos de aprendizaje,
donde se espera que haya una mayor descripcio´n de los objetos.
Otra l´ınea a futuro de trabajo ser´ıa realizar un sistema de extraccio´n automa´tica/semi-
automa´tica de metadatos, y que contemple los metadatos educacionales. Esto ya
esta´ en desarrollo, utilizando herramientas del a´rea Inteligencia Artificial y Machine
Learning (Aprendizaje Automatizado). De esta manera, se espera obtener la infor-
macio´n de una gran cantidad de objetos en cortos plazos.
A su vez, se necesitar´ıa contar con un control de calidad de metadatos, para asegurar
que los valores sean correctos.
Completar el desarrollo de agentes del sistema multiagente recomendador planteado
en este trabajo. En esta l´ınea se llevara´ a cabo un proyecto que consiste en el
desarrollo de cada uno de los restantes agentes del sistema recomendador, es decir,
el Agente Perfil de Usuario, los Agentes Buscadores, y el Agente Mediador. En
cuanto al Agente Refinador Sema´ntico, se cuenta con una implementacio´n la cual
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se adaptara´ al enfoque de sistema multiagente. Por u´ltimo, se desea desarrollar una
Interfaz Web (PHP) para lograr un alcance masivo del sistema para lograr una
efectiva experimentacio´n.
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