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Abstract
We theoretically analyze the eigenfunction fluctuation measures for a Hermitian ensemble which
appears as an intermediate state of the perturbation of a stationary ensemble by another station-
ary ensemble of Wishart (Laguerre) type. Similar to the perturbation by a Gaussian stationary
ensemble, the measures undergo a diffusive dynamics in terms of the perturbation parameter but
the energy-dependence of the fluctuations is different in the two cases. This may have important
consequences for the eigenfunction dynamics as well as phase transition studies in many areas of
complexity where Brownian ensembles appear.
PACS numbers: PACS numbers: 05.45.-a, 05.40.-a, 02.50.Sk, 05.90.+m
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I. INTRODUCTION
Eigenfunction correlations of linear operators play an important role in many physical
phenomenon e.g phase transitions, transport, superconductivity, quantum entanglement,
quantum chaos, atomic and nuclear reactions, communication and networking etc (see e.g.
[1–5]). The complexity in a system leads to fluctuations of these correlations e.g. from one
sample to another and it is necessary to consider their statistical behaviour. The present
study theoretically analyses the correlations of an important class of Hermitian operators i.e
of type A†A, with operator A representing a complex system subjected to a single parametric
random perturbation. The ensemble of these operators, known as Wishart ensembles [6] (also
known as Laguerre ensembles), have turned out to be successful models for a wide range
of areas e.g. multivariate statistical analysis [7], quantum chromodynamics [8], mesoscopic
systems [2, 9, 10], spin glasses [11], financial systems [12, 13], information theoretic studies
[14] and communications [2, 15–17], time-series analysis [18–20], biological networks [21],
geophysics [22] etc. Based on the nature of constraints on the matrix A (originating from
the exact symmetries and conservation laws in the complex system it represents), Wishart
ensembles (WE) can be of various types e.g stationary WE [23], correlated WE [18, 24, 25],
beta-WE [26], non-white WE [27], Brownian WE [28]; the present study concerns with last
of these type i.e Brownian WE only.
Originally introduced by Dyson to model the systems with partially broken symmetries
and/or approximate conservation laws [29], a Brownian ensemble (BE) is one of the most
simple basis-dependent ensembles which appear as an intermediate state of crossover between
two stationary ensembles i.e basis-invariant random matrix ensembles [5, 29, 30]. Although
Dyson’s model was based on the assumption of Brownian dynamics of matrix elements due
to thermal noise [5, 29], currently a Brownian ensemble is also described as a non-stationary
state of the matrix elements due to a random perturbation of a stationary ensemble by
another one. The type of a BE, appearing during the cross-over, depends on the nature of
the stationary ensembles and their different pairs may give rise to different BEs [18, 28, 30–
34]. (The present knowledge of ten types of universality classes [10] of Hermitian matrix
ensembles leads to possibility of many such cross-overs and, consequently, many types of
BEs). Similar non-stationary states may also arise in other matrix spaces e.g. unitary
matrix space e.g. due to a perturbation of a stationary circular ensemble by another one
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[18, 34].
Brownian ensembles appear in many branches of physics [1–5, 18, 28, 30, 33, 35–37] (see
also references in [18, 28]). In past there have been many studies of the Brownian ensembles
(see for example [5, 18, 28, 31, 33, 34, 38–49], the list is by no means complete) but most of
them are focused on the perturbation taken from a Gaussian stationary ensemble. (For the
cross-overs, beginning from various stationary states e.g. GOE, 2GOE, Poisson, uniform
etc and approaching GUE in infinite perturbation strength limit λ → ∞, the 2nd order
correlation functions for all λ have been explicitly evaluated [31]; for the other transitions
the correlations are given implicitly by a hierarchic set of relations [31]). A detailed study
of the eigenvalue fluctuations for the Brownian ensembles in unitary matrix space, with
stationary circular ensembles as the perturbation, was carried out in [18, 34]. A similar
analysis in Hermitian matrix space was discussed in [28], extending the analysis of Gaussian
type [31] to Laguerre and Jacobi type. The study [28] did not consider the eigenfunction
fluctuations which however were analyzed in [50, 51] in case of the Gaussian ensembles;
(note the study [50] is concerned with a multi-parametric Gaussian ensemble with BEs as
a special case). The related information for other Hermitian types i.e Wishart and Jacobi
is still missing. This motivates us to pursue the present study which is confined to Wishart
ensembles only due to technical reasons.
For last few decades, WEs have been subjected to extensive research investigations. Pre-
vious studies have primarily focused on their spectral statistical measures and many results
for them are now known [17, 18, 23–25, 27, 52–58]. But, notwithstanding a wide-ranging
applicability, the eigenfunction statistical measures of WE are theoretically known only in
a limited number of cases e.g. basis-invariant cases in which statistics of the eigenvalues is
uncorrelated with that of the eigenvectors. The reason for this information gap lies in the
technical handicap: to derive the information about eigenvector statistics, it is necessary
to integrate over eigenvalue-space. The correlations between eigenvalues and eigenvectors,
usually present in the basis-dependent cases, make the integration mathematically compli-
cated. This handicap, in context of the basis-dependent Gaussian ensembles, was dealt with
by some approximations which were later found to be in good agreement with numerical
results [50]. This encourages us not only to apply the similar consideration in present con-
text but also attempt to extend their range of applicability. Our approach is based on a
diffusion equation for the ensemble density i.e the distribution of Wishart-matrix elements
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in Hermitian matrix space. An essentially similar approach for BE analysis was used by
Kumar and Pandey in [28] however their interest being in eigenvalue statistics only, they
directly derived the diffusion equation for the eigenvalues, using 2nd order perturbation
theory. As expected, an essentially same equation for the eigenvalues results from an exact
diagonalization of the ensemble density diffusion equation. But the advantage of the latter
is that it leads to the diffusion equation for the eigenfunctions too.
The paper is organized as follows. Section II presents a derivation of the diffusion equa-
tion for the elements of Wishart matrix, say L, in Hermitian matrix space subjected to
a random perturbation. The equation gives the moments of the matrix elements which is
used in section III to derive the diffusion equations for the joint density of eigenfunctions
and eigenvalues of L. An integration of these equations over undesired variables then leads
to evolution equations for various fluctuation measures of the eigenvalues and the eigen-
functions. The diffusion of eigenvalues is discussed in detail in [28]; a brief review of main
results for them in included in the appendix. Section IV describes the derivation of the
diffusion equations for the eigenfunction components which are used in section V to analyze
the behaviour of their fluctuation measures. Section V presents a summary of our main
results.
II. BROWNIAN DYNAMICS OF MATRIX ELEMENTS
Consider an arbitraryNa×N (withNa ≥ N) rectangular matrixA0 subjected to a random
perturbation, of strength t, by another Na×N rectangular matrix V . The perturbed matrix
A(t) is described as A(t) =
√
f(A0+ t V ) with f = (1+γt
2)−1, A(0) = A0 as a fixed random
matrix and γ as an arbitrary positive constant ([5, 31]). Assuming the matrix elements of A0
and V distributed with the probability densities ρ0(A0) and ρv(V ), the probability density
ρa(A) = 〈δ
(
A−√f(A0 + t V )
)〉 of the A-ensemble is given by (with 〈〉 as the ensemble
average)
ρa(A) =
∫
ρ(A, t|A0, 0) ρ0(A0) DA0 (1)
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with
ρ(A, t|A0, 0) =
∫
δ
(
A−
√
f(A0 + t V )
)
ρv(V ) DV
=
(
1
t
√
f
)NaN
ρv
(
A−√fA0
t
√
f
)
; (2)
here A = A0 for t→ 0, A→ V for t→∞.
As discussed in [28], the ensemble of matrices A can lead to three important classes of
Hermitian matrix ensembles: (i) Gaussian Brownian ensembles (GBE) of matrices H =
A + A† with N = Na, (ii) Wishart (Laguerre) Brownian ensembles (WBE) with matrices
L = A†A, and, (iii) Jacobi Brownian ensembles (JBE) of matrices S which approach a form
S = (A†A + B†B)−1/2 (B†B − A†A) (A†A + B†B)−1/2. Here A and A0 are real or complex
for L,H, S real-symmetric or complex Hermitian matrices, respectively.
A wide-ranging applications of these ensembles make it desirable to study the statistical
behavior of their eigenvalues and eigenfunctions. A recent study [28] describes the spectral
fluctuations for all three cases by a common mathematical formulation which is useful for
a comparative analysis of their statistics, e.g the energy-dependence. A similar approach
for the eigenfunction measures is however not available so far. Although the eigenfunction
statistics for case (i) was analyzed in [50], an extension of those results to cases (ii) and
(iii) is not directly obvious. The present work analyses the eigenfunction fluctuations of
the Wishart case and describes the results in a common mathematical form applicable to
Gaussian cases too.
A variation of strength t of the random perturbation V leads to an evolution of the matrix
elements Akl(t) =
√
f(A0;kl + t Vkl(t)) which, by a suitable choice of ρv(V ), can be confined
to a finite space. Here we consider ρv(V ) described by a Gaussian density:
ρv(V ) =
(
1
2piv2
)βNaN/2
e−
1
2 v2
Tr(V V †) (3)
where V is real or complex for L real-symmetric or complex Hermitian, respectively. The
first two moments of the matrix elements can then be written as
〈Vkl;s(t)〉 = 0, 〈Vkl;s(t) Vmn;s′(t′)〉 = β v2 δkm δln δss′ δ(t− t′) (4)
with 〈x〉 implying an ensemble average of an arbitrary variable x. The subscript ”s” here
refers to the number of components in a typical matrix element: s = 1 → β with β = 1, 2
for Vkl real or complex. For V -ensemble given by eq.(3), the ensemble of matrices V
†V
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corresponds to the stationary Wishart ensembles i.e Wishart orthogonal ensemble (WOE)
for β = 1 and Wishart unitary ensemble (WUE) for β = 2.
Our next step is to consider a diffusive dynamics of the matrix elements of A. The
markovian character of the dynamics can be preserved if considered in terms of a rescaled
parameter Y = − 1
2γ
ln f = 1
2γ
ln(1 + γ t2) [28]:
A(Y ) ≡ A(0) e−γY + V (Y )
(
1− e−γY
γ
)1/2
(5)
Using the above, a substitution of eq.(3) in eq.(2) leads to ρ(A, Y |A0, 0) as a Gaussian.
Alternatively, using the property that a convolution of two Gaussians is another Gaussian,
one can write, for a small increment of perturbation strength at Y with ρv(V ) given by
eq.(3),
A(Y + δY ) ≡ A(Y ) +
√
2 δY V (Y )√
1 + 2 γ δY
(6)
≈ A(Y ) (1− γ δY ) +
√
2 ∂Y V (Y ) +O((δY )3/2). (7)
Here the symbol ′′ ≡′′ implies the equivalence of the ensembles of matrices on two sides. The
ensemble approaches to equilibrium as Y →∞. The equivalence of eq.(5) and eq.(6) along
with the derivation of the diffusion equation for A(Y ) is discussed in [28].
As expected, the diffusive dynamics of the matrix elements Akl manifests itself in the
L-matrix space and the moments for the matrix elements Lmn =
∑Na
k=1A
∗
kmAkn can be
calculated from those of A. The above equations along with relation between the elements
of L and A gives the moments of the matrix elements of L. As discussed in appendix B, the
1st moment is same for both β = 1 or 2:
〈δLmn〉 = 2 (β v2 Na δmn − γ Lmn) δY (8)
but the 2nd moment depends on β as follows
Case β = 1
〈δLmn δL∗kl〉 = 〈δLmn δLkl〉
= 2 v2 [Lmk δnl + Lml δnk + Lnk δml + Lnl δmk] δY (9)
Case β = 2
〈δLmn δL∗kl〉 = 4 v2 [Lmk δnl + L∗nl δmk] δY
〈δLmn δLkl〉 = 4 v2 [Lml δnk + L∗nk δml] δY (10)
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with β = 1, 2 for L real-symmetric or complex Hermitian, respectively.
Relevant information from the moments of L can now be derived by using standard
Fokker-Planck approach. In general, assuming Markovian process, the parametric diffusion
of the joint probability distribution Px(x1, . . . , xN ; Y ) of N variables xn, n = 1, . . . , N from
an arbitrary initial condition, with Y as the parameter, is given by
∂Px
∂Y
δY =
1
2
N∑
k,l=1
∂2
∂xk∂xl
(〈δxkδxl〉 Px)−
N∑
k=1
∂
∂xk
(〈δxk〉 Px) (11)
Using the above approach, the diffusion of ensemble density ρL(L) of the L matrices from
an arbitrary initial condition, say ρL0(L0) with L0 = A
†
0.A0 can be described as
∂ρL
∂Y
= Lρ+ L∗ρ (12)
where
Lρ = β
2
8
N∑
k,l=1
k≤l
N∑
m,n=1
m≤n
∂2(B2 ρ)
∂L∗kl ∂Lmn
+
β2
8
N∑
k,l=1
k≤l
N∑
m,n=1
m≤n
∂2(B1 ρ)
∂Lkl ∂Lmn
+
β
2
N∑
m,n=1
m≤n
∂(B0 ρ)
∂Lmn
(13)
where B0 = −2 (β v2 Na δmn − γ Lmn). But B1 and B2 depend on β: B1 = B2 =
2 v2 [Lmkδnl + Lmlδnk + Lnkδnl + Lnlδmk] for β = 1 and B1 = 4 v
2 [Lml δnk + L
∗
nk δml],
B2 = 4 v
2 [Lmk δnl + L
∗
nk δml], for β = 2. The stationary limit
∂ρL
∂Y
→ 0 here corresponds
to Y → ∞ ((equivalent to t → ∞ and f → 0) and L approaching V †V . As the latter
corresponds to WOE or WUE for β = 1, 2 respectively, this is also the large Y -limit of
ρL(L).
The diffusion of the matrix elements of Lmanifests itself in the dynamics of its eigenvalues
and eigenfunctions. The evolution equation for the joint probability density function (JPDF)
of all eigenvalues and eigenvectors can now be derived following the same steps as discussed in
[50] for a multi-parametric Gaussian ensembles. Although exact, this derivation is technically
complicated which motivates us to present here an alternative route, physically motivating
and technically easier: this is based on eqs.(8-10) to derive the moments for the eigenvalues
and eigenfunctions which subsequently lead to their diffusion equations. Under Markovian
dynamics assumption, only the moments up to first order in δY are needed. The necessary
steps are discussed in next section.
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III. FIRST AND SECOND MOMENTS OF EIGENVALUES AND EIGENFUNC-
TIONS
Let U be the N × N eigenvector matrix of L(Y ) , unitary in nature i.e U †.U = 1 (L
being Hermitian) and λ be the N ×N diagonal matrix of its eigenvalues, λmn = λn δmn. A
small change δY in parameter Y changes L and its eigenvalues and eigenfunctions. Using
standard perturbation theory for Hermitian operators and by considering matrix L+ δL in
the eigenfunction representation of matrix L, a small change δλn in the eigenvalue λn can
be given as
δλn = δLnn +
∑
m6=n
|δLmn|2
λn − λm + o((δXmn)
3) (14)
where Lmn = λn δmn at value Y of complexity parameter (due to L+ δL being considered in
the diagonal representation of L). Eq.(14) gives, up to first order of δY (see Appendix B),
〈δλn〉 = 2 β v2
[
Na − γ
β v2
λn +
N∑
m=1,m6=n
(λn + λm)
ν
λn − λm
]
δY
〈δλnδλm〉 = 8 v2 λn δnm δY (15)
where ν = 1; (the corresponding result for the Gaussian case is given by ν = 0 and is
analogous to eq.(B4) and eq.(B5) of the appendix B of [28] with Y = 2τ). Note the moments
given by eq.(15) are same as given by eq.(B.11) and eq.(B.12) in [28] with γ = 1.
Our next step is to derive the moments of the perturbed eigenfunction components. The
second order change in the jth component Ujn of an eigenfunction Un , in an arbitrary basis
|j〉, j = 1, . . . , N , due to a small change δY can be described as
δUjn =
∑
m6=n
δLmn
λn − λmUjm +
N∑
m,m′ 6=n
δLmn δLm′n
(λn − λm)(λn − λm′)Ujm
−
N∑
m6=n
δLmn δLnn
(λn − λm)2 Ujm −
1
2
Ujn
N∑
m6=n
δLmn δLnm
(λn − λm)2 (16)
To proceed further, we need to consider an ensemble average of eq.(16) which contains
terms of type 〈δLmnUjm〉 and 〈δLmnδLknUjn〉. The calculation of these averages is easier
if each Un is represented in a basis |j〉 in which V (Y ) is random, with A(Y ) and V (Y )
uncorrelated. The reason can be explained as follows: as Un is an eigenvector of L(Y ) =
8
A†(Y ).A(Y ) at Y and δL depends on the random perturbation V (Y ), latter assumed to be
independent of A(Y ), the elements of δL matrix are then statistically independent of the
components Ujn. (Also note the ensemble averaging is over the ensemble of δL matrices for
a fixed L at Y ). An appropriate choice for |j〉 for this purpose is the eigenfunction basis of
L0 ≡ A†0A0 at Y = Y0. Now using eqs.(8-10), it is easy to see that the ensemble averaged
Ujn has a non zero contribution only from the last term of eq.(16):
〈δUjn〉 = −β v2
N∑
m=1,m6=n
(λn + λm)
ν
(λn − λm)2 Ujn δY (17)
with angular brackets implying conditional ensemble averages with fixed ej, Uj , j = 1, . . . , N .
But the 2nd moment of the eigenvector components has a contribution only from the first
term in eq.(16) (up to first order in δY ) and depends on β:
Case β = 1
〈δUjn δUkl〉 = 2 v2
(
N∑
m=1,m6=n
(λn + λm)
ν
(λn − λm)2 Ujm Ukm δnl δY −
(λn + λl)
ν
(λn − λl)2 Ujl Ukn (1− δnl)
)
δY
(18)
Case β = 2
〈δUjn δU∗kl〉 = 4 v2
N∑
m=1,m6=n
(λn + λm)
ν
(λn − λm)2 Ujm U
∗
km δnl δY
〈δUjn δUkl〉 = −4 v2 (λn + λl)
ν
(λn − λl)2 Ujl Ukn (1− δnl) δY (19)
Further, to first order in δY , the ensemble averaged correlation between δλk and δUjn is
zero (for both β = 1 or 2):
〈δλk δUjn〉 = −2 β v2
N∑
m=1,m6=n
Lmn
(λn − λm) Ujn δY = 0 (20)
As mentioned above, the moments relations (17, 19, 20) can also be derived by an exact
diagonalizaton of eq.(12).
Relevant information from the moments of eigenvalues and eigenfunction components of
L can now be derived by using standard Fokker-Planck approach (eq.(11). As, for finite
Y , the moments for the eigenfunction components depend on the eigenvalues too, we first
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write the diffusion equation for the joint probability density Pef,ev({Un}, {λn}; Y ) at pertur-
bation strength Y where {Un} and {λn} refer to the sets of all eigenvectors U1, . . . , UN and
eigenvalues λ1, λ2, .., λN :
∂Pef,ev
∂Y
= (LU + L
∗
U + LE)Pef,ev (21)
where LU and LE refer to two parts of the Fokker-Planck operator corresponding to eigen-
values and eigenfunction components, respectively. Here LU is given as
LU =
β
2
N∑
j,n=1
∂
∂Ujn
[
β
4
N∑
k,l=1
(
∂
∂Ukl
〈δUjnδUkl〉+ ∂
∂U∗kl
〈δUjnδU∗kl〉
)
− 〈δUjn〉
]
(22)
and LE
LE =
∑
n
∂
∂λn
[
1
2
∂
∂λn
〈(δλn)2〉 − 〈δλn〉
]
(23)
Note here Pef,ev is subjected to following boundary condition for ν = 1: Pef,ev → 0 for
Ujn → ±∞, λn → [0,∞) for j, n = 1 → N ; this follows because the higher order moments
of the ensemble density are assumed to be negligible.
As mentioned in section II, limY→∞ ρL(L, Y ) corresponds to stationary Wishart en-
sembles. In the stationary limit
∂Pef,ev
∂Y
→ 0 of eq.(21), Pef,ev is therefore expected to
approach corresponding JPDF of eigenvalues and eigenfunctions. As, in this limit, the
eigenvalue statistics is independent of that of eigenfunctions [5], one can write Pef,ev =
Pef(U1, . . . , UN ) Pev(λ1, . . . , λN) with Pef and Pev as the joint densities of the eigenfunctions
and eigenvalues respectively. This in turn gives LEPev = 0 and LUPef = 0. It is easy to ver-
ify now that Pev ∝
∏N
n=1 λ
(Na−N−1)/2
n
∏N
j>k |λj−λk| e−
Na
2v2
∑N
j=1 λj . Further as the eigenvectors
are independent in this limit, subjected only to unitary constraint (L being Hermitian), one
has Pef = δ(U
†U − 1).
A substitution of the moments (eqs.(15, 17, 18, 19, 20)) in eq.(21) followed by latter’s
integration over all undesired variables will then lead to an evolution equation for the joint
probability density of the desired combination of eigenfunctions and eigenvalues. In next
two section, we discuss the JPDF related to various combinations of the eigenfunction com-
ponents along with their eigenvalues. Note the JPDF of the eigenvalues only is discussed
in detail in [28]; for completeness sake, the main results for them are summarized in the
appendix.
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IV. JOINT DISTRIBUTION OF EIGENFUNCTION COMPONENTS
An integration of eq.(21) over eigenvalues leads to the diffusion equations for the joint
probability distribution of the components of different eigenfunctions. The corresponding
equations for the Gaussian case are derived and discussed in detail in [50]. Here we follow
the same steps of the derivation as for the Gaussian case and, for ease of comparison, try
to keep the same symbols as far as possible. But the approximations used here are now
applicable under more generic conditions and the results are presented in a form applicable
to both Laguerre as well as Gaussian ensembles. To avoid repetition, here we give only the
steps which are different from those given in [50].
A. Joint distribution of a given components of all eigenfunctions and all eigen-
values
We first consider the joint distribution of a given component of all eigenvectors along
with their eigenvalues. Let P1N (Z,E, Y ) be the probability, at a given Y , of finding the j
th
component Ujn of the eigenfunctions Un of L between zjn and zjn+dzjn and the eigenvalues
λn between en and en + den for n = 1→ N (with Z ≡ {zj1, zj2, .., zjN}, E ≡ {e1, e2, .., eN}).
It can be expressed as
P1N(Z,E, Y ) =
∫
fj(Z,E, U, λ) Pef,ev
(
N∏
j=1
dλn D
βUn
)
(24)
with
fj(Z,E, U, λ) =
N∏
n=1
δ(zjn − ujn)δβ−1(z∗jn − u∗jn)δ(en − λn) (25)
and DβUn ≡ DUn for β = 1 and DβUn ≡ DUnDU∗n for β = 2 where DUn ≡
∏N
k=1 Ukn.
As the Y -dependence in eq.(24) appears only through Pef,ev, a differential of P1N with
respect to Y leads to an integral containing the term
∂Pef,ev
∂Y
. Substitution of eq.(21), fol-
lowed by repeated partially integration then leads to the diffusion equation for P1N . The
intermediate steps are same as in the Gaussian case discussed in detail in [50]. Proceeding
along the same lines and using the limit Pef,ev → 0 at the end-points of the integration leads
to the Y -governed diffusion equation of the joint probability density of the jth component
of all eigenvectors and their eigenvalues,
11
∂P1N
∂Y
= (LZ + L
∗
Z)P1N + LEP1N (26)
where L∗Z implies the complex conjugate of LZ , with LZ = L
∗
Z for β = 1 case, and
LZ =
β
2
N∑
n=1
∂
∂zjn
[
β
4
N∑
m=1
(
∂
∂zjm
〈δzjnδzjm〉+ ∂
∂z∗jm
〈δzjnδz∗jm〉
)
− 〈δzjn〉
]
(27)
and LE given by eq.(23). Substitution of correlations (17, 19) in eq.(27) (with zjn replacing
Ujn) and correlations (15) in eq.(23) (with ej replacing λj) further leads to
LZ =
β2
2ν+2
N∑
n,m=1;n 6=m
(en + em)
ν
(en − em)2
∂
∂zjn
[
∂
∂z∗jn
|zjm|2 − ∂
∂zjm
zjnzjm + zjn
]
,
LE =
∑
n
∂
∂en
[
β a(en) + β
∑
m;m6=n
eνn
em − en +
∂
∂en
eνn
]
. (28)
where
a(e) =
(
2
β
)ν
e + ν (N − 1−Na)/2. (29)
Note, for Gaussian case ν = 0, the above equation reduces to (eq.(15) of [50])).
B. Joint distribution of all components of an eigenfunction
The probability distribution of the components Unk, of an eigenstate, say Uk of L lying
between znk and znk + dznk, with corresponding eigenvalue λk between ek and ek + dek,
n = 1→ N , can be given as
PN1(z1k, ..., zNk; ek; Y ) =
∫
δk Pef,ev
N∏
j=1
Dλj D
βUj , (30)
where
δk = δ(Zk − Uk)δβ−1(Z∗k − U∗k )δ(ek − λk). (31)
Partial differentiation of eq.(30) with respect to Y , subsequent substitution of eq.(21) and
repeated partially integration leads to the diffusion equation for PN1:
12
∂PN1
∂Y
= Fk + F
∗
k + LekPN1 (32)
with
Fk =
β
2
N∑
m=1
∂
∂zmk
[
β
4
N∑
n=1
(
∂
∂znk
〈δzmkδznk〉+ ∂
∂z∗nk
〈δzmk δz∗nk〉
)
− 〈δzmk〉
]
(33)
and
Lek =
∂
∂ek
[
1
2
∂
∂ek
〈(δek)2〉 − 〈δek〉
]
(34)
Again substitution of eq.(17, 19) in eq.(33) and eq.(15) in eq.(34) (with znk, zmk, ek replacing
Unk, Umk, λk respectively) further leads to
Fk =
β2
4
[
N∑
m=1
∂
∂zmk
[
zmk Q
02
mm;k
]
+
N∑
m,n=1
∂2
∂zmk∂z∗nk
Q12mn;k
]
, (35)
LekPN1 =
∂
∂ek
[
β a(ek)PN1 +
∂(eνk PN1)
∂ek
+ β T1(ek)
]
(36)
with
Qrsmn;k =
(
1
2
)ν ∑
j;j 6=k
∫
(ek + ej)
ν
(ek − ej)s (zmjz
∗
nj)
r PN2 dejD
βZj, (37)
and
T1(ek) = e
ν
k
∑
j;j 6=k
∫
PN2
(ej − ek) dej D
βZj, (38)
For later reference, note that T1(ek) = e
ν
k Q
01
mn;k(ν = 0). Also note that the expression for
Q0smn;k is independent of the subscripts m,n but latter are still retained in the notation so
as to use a common mathematical expression for both Q0smn;k as well as Q
1s
mn;k. Here PN2 =
PN2(Zk, Zj, ek, ej) is the joint probability density of all the components of two eigenvectors
Zj ≡ {znj} and Zk ≡ {znk} (n = 1→ N) along with their eigenvalues ej and ek, respectively:
PN2 =
∫
δk δj Pef,ev(λ1, ..λN , U1, .., UN )
N∏
l=1
dλl D
βUl (39)
where δk is defined in eq.(31). Note
PN1(Zk, ek) =
∫
PN2 dej D
βZj (40)
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Eq.(32) is derived from eq.(21) without any approximation. A similar equation for PN1
but with ν = 0 was derived in [50] for the Gaussian Brownian ensembles (see eq.(18) of [50]);
note, for ν = 0, eq.(36) is analogous to eq.(19) of [50] with symbol Q01mn;k now replaced by
T1(ek).
As clear from eqs.(35, 36, 37, 38), the right side of eq.(32) contains functions which
are not explicitly written in terms of PN1. In case of Gaussian ensembles in [50], eq.(37)
was approximated as Qrsab;k ≈ (N−1)
1−r
∆s
k
(δab − z∗akzbk)r PN1 with ∆k as the local mean level
spacing at energy ek (see eq.(22) of [50]). The approximation was however based on an
assumed weak statistical correlation between the eigenvalues and the eigenfunctions. Here
we consider its improvement to include more generic regimes, based on the following ideas:
(i) the eigenvalues at a distance more than few mean level spacing are uncorrelated, (ii)
the average correlation between components of an eigenfunction is almost same as another
eigenfunction if their eigenvalues are approximately equal. Using these ideas, it can be
shown that (see Appendix D for details)
Qrsmn;k ≈ Ks
(
〈znkz∗mk〉
)r
PN1(Zk, ek) (41)
where
Ks(ek) =
(
2
Ec
)s
N eνk, (42)
where Ec is an important system-specific spectral-range defined as follows: the eigenvalues at
distances more than Ec around e, are uncorrelated. (Note, in context of disordered systems,
Ec is also referred as the Thouless energy and is of the order of local mean level spacing ∆e).
Further, as mentioned below eq.(38), the expression for T1(ek) is related to Q
01
mn;k(ν = 0),
latter given by eq.(37). Thus T1(ek) can be approximated as
T1(ek) ≈ K1 PN1(Zk, ek) (43)
Substitution of the approximations (41) in eqs.(35, 36) helps to express Fk in terms of
PN1:
Fk =
β2 K2
4
N∑
n=1
∂
∂znk
[∑
m
〈znkz∗mk〉
∂PN1
∂z∗mk
+ znk PN1
]
(44)
With help of eq.(44), eq.(32) reduces now to a differential equation for PN1 only. Here it
must be noted that, for ν = 0, eq.(44) gives Fk for the Gaussian case. (The latter case
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was discussed in [50] and eq.(35) approximately reduce to eq.(23) of [50] if one substitutes
〈znkz∗mk〉 ≈ 1N δmn in eq.(44). The latter approximation is valid for almost extended eigen-
functions which was the basis of derivation in [50] ).
Stationarity limit: as mentioned in section II, the matrix L in this limit approaches V †V
with its statistics given by a stationary Wishart ensemble WOE or WUE. The distribution
for the components of a typical eigenfunction for these cases is known to be Gaussian. It
is easy to verify that the solution of eq.(32) (along with eqs.(35,36) in Y → ∞ limit or,
equivalently ∂PN1
∂Y
= 0, is indeed a Gaussian. The steps are as follows: in this limit, the
distribution of eigenvalues and eigenfunctions are independent of each other and one can
write Qr2mn;k = (
1
2
)ν
∑
j; 6=k〈(z∗mjznj)r〉 〈 (λj+λk)(λj−λk)2 δ(ek − λk)〉. Further
∑
j; 6=k〈(λj − λk)−2 =
c0 (N−1) for a classical ensemble (with c0 a constant, see eq.(9.3.9) of [5]) and the correlation
〈z∗mjznj〉 is independent of j as well as the eigenvalue statistics: 〈z∗mjznj〉 = 1N δmn. Using
these relations in eq.(37), one can write Qr2mn;k ≈ c0 eνk PN1. An ek-integration of eq.(32)
then leads to an equation with its solution
∫
PN1 dek as a product of independent Gaussian
distribution of the components znk, n = 1→ N .
C. Joint distribution of the components of many eigenfunctions
The joint probability density PNq of the components Unk (n = 1→ N) of q eigenvectors
Uk (k = 1→ q) can be defined as
PNq(Z1, Z2, ..Zq, e1, .., eq; Y ) =
∫ q∏
k=1
δk Pef,ev(λ1, ..λN , U1, .., UN)
N∏
j=1
Dτj, (45)
with symbol δk defined in eq.(31) and Dτj ≡ dλj DβUj . Proceeding exactly as above for
PN1, the Y -governed diffusion of PNq can be shown to be described as
∂PNq
∂Y
=
q∑
k=1
[
F˜k + F˜
∗
k + LekPNq
]
(46)
with
F˜k = Fk − β
2
2ν+2
q∑
l=1; 6=k
(ek + el)
ν
(ek − el)2
N∑
m=1
∂2(znkzmlPNq)
∂zmk∂znl
(47)
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Here Fk is same as Fk in eq.(35) but with following replacements: PN1 → PNq, Qrsmn;k →
Qrsmn;k. For clarity purposes, we rewrite it here:
Fk = β
2
4
[
N∑
m=1
∂
∂zmk
[
zmkQ02mm;k
]
+
N∑
m,n=1
∂2
∂zmk∂z
∗
nk
Q12mn;k
]
, (48)
Here
Qrsmn;k = 2−ν
∑
j 6=k
∫ ( q∏
n=1
δn
)
(ek + ej)
ν
(ek − ej)s (znjz
∗
mj)
r Pef,ev(λ1, ..λN , U1, .., UN)
N∏
l=1
Dτl
=
1
2ν
q∑
l=1;l 6=k
(ek + el)
ν
(ek − el)s (znlz
∗
ml)
r PNq +
1
2ν
∑
j;j>q
∫
(ek + ej)
ν
(ek − ej)s (znjz
∗
mj)
r PN(q+1) Dτj.
(49)
with PN(q+1) ≡ PN(q+1)(Z1, Z2, .., Zq, Zj) is the joint probability density of q + 1 eigenfunc-
tions, namely, Z1, Z2, .., Zq along with Zj (with j > q). Considering a similar approximation
as in the case of Qrsmn;k, one can write
Qr2mn;k ≈
1
2ν
q∑
l=1;l 6=k
(ek + el)
ν
(ek − el)2 (znlz
∗
ml)
r PNq +K2
(
〈znkz∗mk〉
)r
PNq. (50)
Similarly Lek is again given by eq.(36) but with PN1 replacing PNq and Tq replacing T1
where
Tq(ek) = e
ν
k
∑
j; 6=k
∫ ( q∏
n=1
δn
)
Pef,ev
(ek − ej)
N∏
l=1
Dτl
≈ K1 PNq +
q∑
n=1;n 6=k
eνk PNq
en − ek . (51)
The above along with eqs.(47,48,50) reduces eq.(46) in a closed form differential equation for
PNq. Note for the Gaussian case (ν = 0), eq.(46) is same as eq.(25) of [50] (with misprints
in eq.(26) of [50] corrected here).
V. FLUCTUATION MEASURES OF EIGENFUNCTIONS
Eqs.(26, 32, 46) describe the evolutions of the joint probability densities of various com-
binations of the eigenfunction components and corresponding eigenvalues. Following similar
steps as used in [50], one can again derive the diffusion equations for various fluctuation
measures but presence of new terms of type (ek + el)
ν for Wishart case is expected to in-
crease the technical complexity of the partial integrations applied at various stages. Here
we consider some relevant examples.
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1. Local eigenfunction intensity
The local eigenfunction intensity u is an important measure of the influence of a specific
basis state on the wavefunction dynamics [3]. Its distribution can be defined as
Pu(u; e) = 〈 1
N
N∑
k=1
δ(u−N |znk|2)δ(e− ek)〉. (52)
To derive the Y -dependence of Pu(u), we first consider the distribution P11(x, e) of an
eigenfunction component x = N1/2znk = (u
1/2) at an energy e, defined as
P11(x, x
∗, e; Y ) =
1
N
N∑
k=1
〈 δβx δe〉 =
∫
δβx δe P1N (Z,E, Y ) Dτ (53)
where δβx = δ(x −
√
Nznk)δ
β−1(x∗ −√Nz∗nk) and δe = δ(e − ek) and Dτ ≡
∏N
j=1 dej d
βZj.
Using eq.(26) and following the same steps as used in section IV. A of [50]), the diffusion
equation for P11(x, e) can be expressed in the same form as in the Gaussian case (see eq.(29)
of [50])
∂P11
∂Y
=
β2
4
[
2
∂2G1
∂x∂x∗ +
∂(xG0)
∂x
+
∂(x∗G0)
∂x∗
]
+ LeP11 (54)
but now
Gr(x, e) ≡ N
r
2ν
∑
j;j 6=k
∫
δβx δe
(ek + ej)
ν
(ek − ej)2 |znj |
2rP1N Dτ, (55)
with r = 0, 1 and
LeP11 =
∫
δβx δe [LEP1N ] Dτ, (56)
=
∂
∂e
[
β a(e) P11 +
∂
∂e
(eν P11) + β T0(e)
]
(57)
where a(e) is given by eq.(29) and
T0(e) = e
ν
∑
j 6=k
∫
δβx δe
P1N
(ej − ek) Dτ ≈ K1 P11; (58)
with K1 given by eq.(42). Here the 2nd equality follows under similar approximation as in
eq.(43).
Eq.(54) describes the sensitivity of the local intensity distribution to the energy scale e
as well as perturbation parameter Y . Using the same approximation as in the case of Qrsmn;k
(see appendix C), G0 can be approximated as
G0 ≈ K2
∫
δβx δe P1N dτ = K2 P11(x, e), (59)
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with K2 given by eq.(42). Similarly G1 can be reduced as
G1 ≈ K2 〈|x|2〉 P11(x; e). (60)
with 〈|x|2〉 implying a local spectral as well as ensemble average defined as 〈|x|2〉 =
1
Ec
∫
Ec
〈|x|2〉 de.
With help of eq.(54), eq.(59) and eq.(60), the evolution equation for Pu(u; e) can now be
derived as follows. Using the definition Pu(u; e) =
∫
δ(u− |x|2) P11(x, x∗, e) dx dβ−1x∗, ∂Pu∂Y
can be expressed in terms of an integral over ∂P11
∂Y
. Subsequent substitution of eq.(54) and
partial integrations then lead to Y -governed evolution equation for Pu(u, e; Y )
∂Pu
∂Y
= 2 K2
[
〈u〉 ∂
2(uPu)
∂u2
+
β
2
∂
∂u
(
u− 〈u〉
)
Pu
]
+ LePu (61)
with 〈x2〉 now written as 〈u〉 and
Le =
∂
∂e
[
β a(e) + β K1 + ∂
∂e
eν
]
(62)
The energy-dependence of eq.(61) indicates a non-stationary behavior of the local inten-
sity distribution. Again in the stationary limit ∂Pu
∂Y
→ 0 or Y →∞, it is easy to check that∫
Pu de satisfies the Porter-Thomas distribution for the local intensity Pu(u) ∝ uβ/2−1 e−βu/2
which describes the stationary Wishart cases in infinite size limit [5]; (This is as expected
because the ensemble density ρ(L) approaches WOE or WUE in Y →∞ limit).
Eq.(61) can further be used to calculate ensemble averaged local intensity at an energy e,
defined as 〈u(e)〉 = 1
R1(e)
∫
u Pu(u; e) du with R1(e) as the ensemble averaged level density
(see Sec.IV). Multiplying eq.(61) by u and integrating gives
∂(R1〈u〉)
∂Y
= − β R1 K2
(
〈u〉 − 〈u〉
)
+ Le(R1 〈u〉). (63)
where R1(e, Y ) is given by the equation
∂R1
∂Y
= LeR1. (It is easy to check that eq.(63) gives
correct result in stationary limit ∂(R1〈u〉)
∂Y
→ 0 or Y →∞: as eigenvalues and eigenfunctions
are independent in this limit, we have Le(R1〈u〉) = 〈u〉 LeR1(e) = 0. Further the stationarity
implies 〈u〉 = 〈u〉. This gives right side of eq.(63) zero as expected).
As clear from the above, 〈u(e)〉 undergoes a Y -governed dynamics in the e-space. For
regions with a slow variation of R1 with respect to e, eq.(63) can further be simplified by
considering a local spectral averaging of 〈u〉 defined as
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〈u〉 =
∫ e+De
e−De
de
∫
du u Pu(u; e)∫ e+De
e−De
de
∫
du Pu(u; e)
=
R1(e)
Ne
∫ e+De/2
e−De/2
de 〈u(e)〉 (64)
with Ne as the number of levels used for local averaging: Ne =
∫ e+De
e−De
R1(e)de. This permit
one to replace 〈u〉 by 〈u〉 and leads to
∂〈u〉
∂Y
= β
∂
∂e
(a(e) +K1) 〈u〉+ ∂
2
∂e2
eν 〈u〉, (65)
where a(e) and K1 are given by eq.(29) and eq.(42). A solution of the above equation for
Wishart BE (ν = 1) has an exponential decay with e:
〈u(Y )〉 = u0(Y ) exp
[
− β2 e
(1− q)
]
(66)
where β2 = β
((
2
β
)ν
+ 2νN
Ec
)
and u0(Y ) =
1
q
(
q
1−q
)(βa0+2)
with q = v0 e
−β2(Y−Y0) with v0
given by initial conditions. Note the solution of eq.(65) for Gaussian case (ν = 0) has a
Gaussian decay with e:
〈u〉 = 〈u0〉√
1− q2 exp
[
−(e˜− q e˜0)
2
(1− q2)
]
(67)
with e˜ = e+ 2N
Ec
, e˜0 = e0 +
2N
Ec
and 〈u0〉 as the initial intensity at e = e0 and Y = Y0.
2. Inverse participation ratio
The moments of the eigenfunction intensity, also known as inverse participation ratios
are standard tools to measure the spread of an eigenfunction in the basis-space. For an
eigenfunction Zk in a discrete basis, it can be defined as Iq(k) =
∑N
j=1 |zjk|2q and its ensemble
average can be written as
〈Iq(e)〉 = N1−q
∫ ∞
0
uq Pu(u, e) du (68)
.
The Y -governed evolution equation for 〈Iq〉 for an arbitrary eigenfunction Zk can be
derived from eq.(61) as follows. By differentiating eq.(68) with respect to Y and using
eq.(61), we obtain
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∂〈Iq〉
∂Y
≈ β K2 q (t1 〈Iq−1〉 − 〈Iq〉) + Le 〈Iq〉, (69)
where Le given by eq.(62) and t1(q) =
(
1 + 2(q−1)
β
)
〈u〉
N
.
Eq.(69) describes the variation of 〈Iq〉 with respect to energy e and parameter Y . As
in the case of 〈u〉, it can further be simplified by a local spectral averaging. For e-regions
with almost constant level density R1(e), the evolution of 〈Iq〉 = 1Ne
∫ e+De
e−De
〈Iq〉 R1(e) de ≈
R1(e)
Ne
∫ e+De
e−De
〈Iq〉 de can be described as
∂〈Iq〉
∂ΛI
=
(
t1 〈Iq−1〉 − t2〈Iq〉
)
+
1
qβK2 Γe 〈Iq〉 (70)
where Γe =
((
2
β
)ν
e+ 2N
Ec
eν + b0
)
∂
∂e
+ eν ∂
2
∂e2
with b0 =
ν
2
(N −Na + 3) and K2 given by
eq.(42), ΛI = q β K2 (Y − Y0), t2(q) = 1 + 1q K2
[(
2
β
)ν
+ 2νN
Ec
]
.
The average local intensity 〈u〉 and therefore t1(q) is a function of both e as well as Y −Y0.
Although the last term in eq.(70) can be neglected due to K2 ∼ O(N s) with s > 1 , it still
retains an e-dependence through ΛI as well as t1. For cases in which variation of t1 with
respect to Y is negligible, a solution of eq.(70) can be written in form of a recurrence relation
〈Iq(ΛI)〉 ≈ e−t2 ΛI
[
〈Iq(0)〉+ t1
∫ ΛI
0
〈Iq−1(r)〉 et2 r dr
]
. (71)
For a finite but large ΛI , Iq for first few q values can be given as
〈I0(ΛI)〉 = t2(1)
t1(1)
, 〈I1(ΛI)〉 = 1, (72)
〈I2(ΛI)〉 = t1(2)
t2(2)
+
(
I
(0)
2 −
t1(2)
t2(2)
)
e−t2ΛI (73)
〈I3(ΛI)〉 = t1(3)
t2(3)
t1(2)
t2(2)
+
(
I
(0)
2 −
t1(2)
t2(2)
)
t1(3)e
−t2(2)ΛI
t2(3)− t2(2) +(
I
(0)
3 −
t1(3)
t2(3)
t1(2)
t2(2)
−
(
I
(0)
2 −
t1(2)
t2(2)
)
t1(3)
t2(3)− t2(2)
)
e−t2(3)ΛI (74)
where I
(0)
q ≡ 〈Iq(0)〉. As q increases, the number of terms in the expression for Iq increase
rapidly. For large q or large ΛI , it can however be approximated as
20
〈Iq(ΛI)〉 ≈
q∏
k=2
t1(k)
t2(k)
+O(e−t2ΛI ) (75)
In the limit ΛI → ∞ (which corresponds to a stationary Gaussian or Wishart ensemble
e.g GOE, GUE, WOE, WUE), 〈u〉 ∼ 1 which implies t1 → 2(q−1)+βN and t2 → 1 (latter
following as K2 = 2NE2c e
ν with Ec ∼ ∆e. The large ΛI-limit of 〈Iq(ΛI)〉 is then in agreement
with expected stationary limit: 〈Iq(ΛI)〉 ≈ (2q−1)!!Nq−1 for β = 1 and 〈Iq(ΛI)〉 ≈ q!Nq−1 for β = 2
[3].
Many localization to delocalization studies indicate the probability density PI(Iq) of Iq as
an important measure for the wavefunction fluctuations. The diffusion equation for PI(Iq)
for the Gaussian case was derived in [50]. Following similar steps, It can be derived for the
Wishart case too.
3. Correlation between two wavefunctions at different energies
An important measure to describe the eigenfunction localization, the two-point correla-
tion C(e′, e”) between two eigenstates, say Za and Zb with eigenvalues e, e
′ respectively, can
be defined as
C(e′, e′′) =
∑
a,b
a 6=b
N∑
m=1
|zma|2 |zmb|2 δ(e′ − ea)δ(e′′ − eb) (76)
(with zma as the m
th component of the eigenfunction Za). Its ensemble average can be
expressed in terms of the joint probability density PN2(Za, Zb, ea, eb) of Za and Zb and
corresponding eigenvalues:
〈C(e′, e′′)〉 =
∑
a,b;a6=b
〈 Cab(Za, Zb, e′, e′′) 〉 (77)
where Cab =
∑N
k=1 |zka|2 |zkb|2 δ(e′− ea) δ(e′′− eb) and 〈Cab〉 =
∫
Cab PN2 DZa DZb dea deb.
As intuitively expected, an ensemble averaged C(e′, e′′) is related to the 2-point spec-
tral correlation R2(e
′, e”); this in turn connects the criticality criteria in the eigenfunction
statistics to that of eigenvalues [36, 50]. For example, 〈C〉 = C0 R2(e′, e′′) for completely
delocalized eigenfunctions with |zka|2, |zkb|2 = 1/N and C0 = 1; the fluctuations in the
eigenfunction components however result in a change of C0.
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In general, a parametric diffusion of eigenfunctions leads to diffusion of 〈Cab(e′, e′′)〉
∂〈Cab〉
∂Y
=
∫
Cab
∂PN2
∂Y
Dτa Dτb (78)
where Dτa Dτb ≡ DZa DZb dea deb. Substitution of eq.(46), with q = 2 while using
Za, Zb, ea, eb instead of Z1, Z2, e1, e2, in the above equation leads to
∂〈Cab〉
∂Y
= (J1 + J
∗
1 + J2 + J
∗
2 + J3) (79)
where
J1 =
∫
Cab [Fa + Fb] Dτa Dτb (80)
J2 = −β
2
2
∫
Cab
(ea + eb)
ν
(ea − eb)2
N∑
m,n=1
∂2(zmaznbPN2)
∂zna∂zmb
Dτa Dτb (81)
J3 =
∫
Cab
∑
k=a,b
∂
∂ek
[
β a(ek) + β e
ν
k T2(ek) +
∂
∂ek
eνk
]
PN2 Dτa Dτb (82)
where Fa is same as F1 given by eq.(48) with q = 2 and Za, Zb, ea, eb replacing Z1, Z2, e1, e2:
Fa = β
2
4
N∑
m,n=1
∂2
∂zna∂z∗ma
Q12mn;a +
β2
4
N∑
n=1
∂
∂zna
(
znaQ02nn;a
)
(83)
and
Qr2mn;a ≈
1
2ν
(ea + eb)
ν
(ea − eb)2 (znbz
∗
mb)
r PN2 +K2
(
〈zna z∗ma〉
)r
PN2. (84)
Similarly Fb and Qrsmn;b can also be given by the above equations by replacing a→ b every-
where.
Applying partial integration repeatedly, J1 can be rewritten as
J1 = −β
2
N∑
k=1
∫
|zka|2 |zkb|2
(Q02kk;a +Q02kk;b) δa δb Dτa Dτb
+
β
2
N∑
k=1
∫ (|zkb|2Q12kk;a + |zka|2Q12kk;b) δa δb Dτa Dτb (85)
Using the approximations (84), eq.(85) can further be reduced as
J1 = − β
2ν+1
(e′ + e′′)ν
(e′ − e′′)2 [2 〈Cab〉 − Be′ − Be′′] (86)
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where
Be′ =
∫
I2a δ(e
′ − ea) δ(e′′ − eb) PN2 Dτa Dτb. (87)
and I2a =
∑N
k=1 |zkb|4 is the inverse participation ratio for the eigenfunction Za at energy ea.
Similarly, by replacing I2a → I2b, the above equation gives Be′′ . Note, Bx ≈ 〈I2x〉 R2(e′, e′′)
with x = e′, e′′ which follows by replacing I2a, I2b by their ensemble average values 〈I2e′〉 and
〈I2e′′〉 at the energies e′, e′′, respectively.
To calculate J2, J3, we again partial integrate eq.(81) and eq.(82) which gives
J2 = −21−ν (e
′ + e′′)ν
(e′ − e′′)2 〈Cab〉 (88)
and
J3 =
∑
k=a,b
∫ [
∂2Cab
∂e2k
eνk PN2 −
∂Cab
∂ek
(β a(ek) PN2 + β T2(ek))
]
Dτa Dτb (89)
=
∑
x=e′,e′′
[
∂2
∂x2
xν + β
∂
∂x
(
a(x) +
N
Ec
xν
)]
〈Cab〉+ β
(
∂
∂e′
e′ − ∂
∂e′′
e′′
) 〈Cab〉
(e′′ − e′)
(90)
Substitution of eqs.(86, 88, 90) in eq.(79) now leads to the Y -governed evolution of
〈Cab(e, ω)〉, with e′ = e+ ω, e′′ = e− ω, which on summing over a, b leads to
∂〈C〉
∂Y
≈
[
1
2
(
∂2
∂e2
+
∂2
∂ω2
)
eν + ν
∂2 ω
∂e ∂ω
+ β
∂
∂e
((
2
β
)ν
e+
N
Ec
eν + a0 − ν
2
)]
〈C〉+
+ β
∂
∂ω
((
2
β
)ν
ω +
ν N
Ec
ω − e
ν
2ω
)
〈C〉 − (β + 2) e
ν
4ω2
〈C〉+
+
β eν
8ω2
(〈I2(e+ω)〉+ 〈I2(e−ω)〉) R2(e, ω), (91)
with a0 = ν(N −1−Na)/2. As clear from the above, the correlation between two eigenfunc-
tions at different energies varies along the energy axis. Furthermore the energy-dependence
of the correlation is different for Gaussian (ν = 0) and Laguerre Brownian ensemble (ν = 1).
For locally stationary correlation in energy i.e those for which a variation with respect to e
can be ignored, a substitution of ∂〈C〉
∂e
≈ 0 reduces eq.(91) to
2
∂〈C〉
∂Λe
≈
[
∂2
∂r2
+ β
∂
∂r
(
2ηr +
1
r
)
− (β + 2)
2 r2
+ 2βη
]
〈C〉+ β
4 r2
〈I2(r0+r) + I2(r0−r)〉 R2(r0, r)
(92)
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where r0, r are the rescaled energies e = r0 ∆e, ω = r ∆e with ∆e as the local mean level
spacing, Λe is defined in eq.(C2) and 〈C〉 and R2 are redefined as 〈C〉∆2e → 〈C〉,
R2(e,ω)
∆2(e)
→
R2(r0, r) and η = e
−ν ∆2e β2 with β2 =
((
2
β
)ν
+ νN
Ec
)
. (Here the terms containing ∆e are
neglected due to being o(1/N) smaller as compared to other terms).
As a check, let us first consider the stationarity limit ∂〈C〉
∂Λe
= 0 or, alternatively, the limit
Λe → ∞ which corresponds to stationary ensembles with delocalized eigenfunctions: using
〈C〉 = C0 R2(r0, r) and eq.(C3) for R2 (with ∂R2∂Λe = 0 and neglecting the integral term for
small r), it is easy to check that C0 ≈ β(β+2) 〈I2r0〉; (here the eigenfunctions statistics being
energy independent, 〈I2(r0+r)〉 = 〈I2(r0−r)〉 = 〈I2r0〉).
The next desirable step would be to solve eq.(92). Noting its singularity at r = 0, a
solution for small-r can be obtained by a Taylor’s series expansion of 〈I2(r0±r)〉 and 〈C〉
in the neighbourhood of r = 0: 〈C〉 = rs ∑∞n=0 dn(Λe) rn. Clearly s, d0, d1 depend on
the small-r behavior of R2(r; Λe). Expanding R2(r,Λe) in Taylor’s series around r = 0 as
R2 = r
p
∑∞
m=0 vm(Λe) r
m and approximating 〈I2,r0+r〉 + 〈I2,r0−r〉) ≈ 2〈I2,r0〉, one has two
possible solution for s: (i) s = p, d0 =
−4β〈I2r0 〉
(p−1)(p−β)−(β+2) ., d1 = 0 and (ii) s = p−1, d0 = 0, d1 =
−4β〈I2r0 〉
(p−1)(p−β)−(β+2) . This reveals the connection between 2-point wavefunction correlation with
2-point spectral-density correlation: 〈C〉 ≈ R2(r) for small-r. Higher dn (n > 1) are given
by the hierarchic relation: 2 ddn−2
dΛe
= [(n + s− β)(n+ s− 1)− 2ν−1 (β + 2)] dn.
VI. CONCLUSION
We conclude with a summary of our main results: based on a combination of 2nd order
perturbation theory for Hermitian matrices and a Markovian dynamics of matrix elements,
we have analytically derived the moments for the eigenfunction components for a Wishart
Brownian ensemble. This in turn leads to a diffusion equation for the probability densities
of various eigenfunction fluctuation measures; here we have explicitly derived the equations
for the distribution of the components of a single eigenfunction, of a given component of all
eigenfunctions and that of all components of many eigenfunctions along with their eigenval-
ues. The equations are later on applied to derive the parametric dependence of the standard
fluctuation measures i.e local eigenfunction intensity, inverse participation ratio as well as
eigenfunction correlations at two different energies. The well-known applications of these
measures to the studies based on eigenfunctions dynamics [3] and their accessibility for
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the experimental/numerical analysis makes our results relevant for a wide-range of complex
systems which can be modeled by the non-equilibrium Wishart ensembles.
In this paper, our main focus has been on the derivation of the evolution equations for
various eigenfunction measures begining from arbitrary initial conditions. The complexity
of the equations makes their solution technically complicated. But, based on the initial
conditions, approximate solutions can be obtained which provide relevant insights in their
physical implications. For example, an important finding of our analysis is to reveal the
sensitivity of the eigenfunction fluctuations to the spectral scale as well as strength of the
perturbation parameter; their spectral-dependence for the Wishart ensembles turns out
to be different from the Gaussian ensembles. This may lead to crucial differences in the
physical properties of the systems modeled by the two ensembles e.g in search for their
critical point, validity of ergodicity assumption, equivalence of the ensemble averaging with
their spectral averaging. An application of our results for a specific initial condition namely
Poisson statistics is discussed in [60]. A detailed investigation of the results for other initial
conditions will be discussed elsewhere.
Although different in detail, the approach used here is essentially same as the one applied
in the case of a Gaussian Brownian ensemble in [50]; the latter was based on a direct
integration of the diffusion equation for the matrix elements of the ensemble over eigenvalues.
Due to basis-dependence of the Brownian ensemble, their eigenvalues and eigenfunctions
are statistically correlated and some approximations are necessary to simplify the diffusion
equations for the eigenfunction measures. In case of a Gaussian Brownian ensembles, the
approximations used in [50] were based on the assumption of a weak correlation between
eigenvalues and eigenfunctions but those considered here are applicable for more generic
conditions. Although our focus in this work is Wishart Brownian ensembles, the results
are presented in a form applicable also to Gaussian ensembles. This helps not only in in a
comparative study of the two ensembles but is also helpful in extending already available
information for the Gaussian case [28, 31, 33] to Wishart case.
Some of the results obtained here are used in [60] for the critical point analysis of the
Brownian ensembles. But their applicability goes beyond Brownian ensembles. Following
complexity parametric formulation of the statistical fluctuations, the results can be extended
to the system-dependent, multi-parametric random matrix ensembles [30, 36, 61] and can
help in critical point analysis of the statistics of the complex systems represented by these
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ensembles. The connection of Brownian ensembles with column constrained ensembles dis-
cussed in [37] also indicates the usefulness of our analysis for all those systems where the
latter ensembles appear e.g disordered systems with Goldstone symmetries, random lasers,
collective spontaneous emission, Google matrix analysis etc.
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Appendix A: Proof of equations (8-10)
The change in matrix L = A†.A for a small increment in Y can be written as
δL = L(Y + δY )− L(Y ) = A†(Y + δY ).A(Y + δY )− A†(Y ).A(Y ) (A1)
Substitution of A(Y + δY ) ≈ A(Y ) (1− γδY ) +√2 ∂Y V (Y ) (see eq.(7)) in the above and
keeping only terms upto first order of δY gives
δL ≈ −2 γ L(Y ) δY + 2 V †(Y ).V (Y ) δY + (A†V + V †A)
√
2δY (A2)
From eq.(4), the ensemble average of a matrix element, say 〈Vmn〉 = 0. Further the
matrices A and V are assumed to be independent which implies 〈A†.V 〉 = 〈A†〉.〈V 〉 = 0.
Taking the ensemble average of eq.(A2) for a fixed L(Y ), the first moment of its matrix
elements Lmn(Y ) =
∑Na
k=1A
∗
km(Y ) Akn(Y ) can be given as
〈δLmn〉 ≈ −2 γ Lmn(Y ) δY + 2
Na∑
k=1
〈V ∗km(Y ).Vkn(Y )〉 δY (A3)
Using eq.(4), now we get
〈δLmn〉 ≈ −2 γ Lmn(Y ) δY + 2 β v2 Na δY (A4)
which is same as the first moment given in eq.(8).
The 2nd moment can similarly be calculated. Using eq.(A2) for a matrix element δLmn
and keeping terms only upto first order of δY , we have
δLmn δL
∗
kl ≈
Na∑
i,j
(A∗imVin + V
∗
im Ain) (AjkV
∗
jl + Vjk A
∗
jl) δY (A5)
As the correlations between V -matrix elements depends on β (eq.(4) gives 〈Vkl Vmn〉 =
v2 δkm δln δβ1 and 〈Vkl V ∗mn〉 = β v2 δkm δln ), it is clearer to consider the cases β = 1 and 2
separately. Taking the ensemble average after expanding the right side of eq.(A5) and using
relations (4), we get
Case β = 1
〈δLmn δL∗kl〉 = 〈δLmn δLkl〉
= 2 v2 δY
N∑
i,j
δij [δnlAim Ajk + δnkAim Ajl + δmlAin Ajk + δmkAin Ajl]
= 2 v2 [Lmkδnl + Lmlδnk + Lnkδml + Lnlδmk] δY (A6)
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Case β = 2
〈δLmn δL∗kl〉 = 4 v2 δY
N∑
i,j
δij
[
δnlA
∗
im Ajk + δmkAin A
∗
jl
]
= 4 v2 [Lmkδnl + L
∗
nlδmk] δY (A7)
and
〈δLmn δLkl〉 = 4 v2 δY
N∑
i,j
δij
[
δnkA
∗
im Ajl + δmlAin A
∗
jk
]
= 4 v2 [Lmlδnk + L
∗
nkδml] δY (A8)
Appendix B: Proof of equation (15)
The matrix L is Hermitian in nature. A small change δY in parameter Y changes L and
its eigenvalues en. By considering matrix L + δL in the diagonal representation of matrix
L, a small change δen in the eigenvalue en can be given as
δen = δLnn +
∑
m6=n
|δLmn|2
en − em + o((δLmn)
3) (B1)
where Lmn = enδmn at value Y of complexity parameter. An ensemble averaging of the
above equation gives 〈δen〉 = 〈δLnn〉+
∑N
m=1,m6=n
〈|δLmn|2〉
en−em
. Now using eqs.(A6, A7, A8), this
leads to
〈δen〉 =
[
2 β v2 Na − 2 γ Lnn + 2 β v2
2N∑
m=1,m6=n
Lnn + Lmm
en − em
]
δY (B2)
= 2 β v2
[
Na − γ
β v2
en +
N∑
m=1,m6=n
en + em
en − em
]
δY (B3)
with Na defined above eq.(1). Similarly eq.(B1) can again be used to obtain, , upto first
order of δY ,
〈δen δem〉 = 〈δLnn δLmm〉 = 8 Lnn δnm δY = 8 en δnm δY (B4)
Appendix C: Joint distribution of eigenvalues
The JPDF of the eigenvalues of a Hermitian BE is discussed in detail in [28]; here we
summarize only main results relevant for our analysis later on.
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A substitution of eq.(15) in eq.(21) followed by an integration over all eigenvector compo-
nents leads to the diffusion equation for the joint probability distribution of the eigenvalues.
Let Pe({en}, Y ) be the joint probability of finding eigenvalues λi of X between ei and ei+dei
(i = 1, 2, .., N) at Y , it can then be expressed as Pe({en}, Y ) =
∫ ∏N
i=1 δ(ei−λi)ρ(X, Y )dX .
Using the above definition in eq.(1), the diffusion equation for the eigenvalues turns out to
be
∂Pe
∂Y
=
∑
n
∂
∂en
[
∂(eνn Pe)
∂en
+ β
∑
m6=n
eνn
em − en Pe + β a(en) Pe
]
(C1)
with a(e) =
(
2
β
)ν
e + a0, a0 = ν (N − 1 − Na)/2 and ν = 1. Here for simplification, we
have taken γ = 1 and v2 = 1/4. For comparison, it must be noted that ν = 0 for a Gaussian
ensembles.
All spectral fluctuation measures can be derived from the set of n-level correlations
Rn(e1, ..., en; Y ) i.e. the probability densities for n levels to be at e1, . . . , en irrespective of
the position of other N − n levels: Rn(e1, ..., en; Y ) = N !(N−n)!
∫
den+1...deN P (e1, .., eN ; Y ).
In principle, the Y dependence of Rn can be derived by a direct integration of eq.(C1). But
as discussed in detail in [28, 31, 33], the evolution of Rn i occurs on the scales determined
by Y − Y0 ∼ ∆e(e)2 with ∆e(e) as the local mean level spacing at energy e; it is therefore
preferable to consider rescaled correlations Rn(r1, .., rn; Λ) = limN→∞ ∆
n
e Rn(e1, .., en; Y )
with rn =
(en−e)
∆e(e)
as the rescaled spectrum. The transition in Rn and therefore other spectral
fluctuation measures are governed by the rescaled parameter
Λe(Y, e) =
eν (Y − Y0)
∆2e
. (C2)
(Appearance of Λe as the transition parameter for spectral correlations can also be seen
on the basis of 2nd order perturbation theory of Hermitian matrices). The Λe-governed
evolution of unfolded correlations, from arbitrary initial condition, for both Gaussian and
Wishart ensembles can be given as [28, 31, 33]
∂Rn
∂Λe
=
∑
j
∂2Rn
∂r2j
− β
∑
j 6=k
∂
∂rj
(
Rn
rj − rk
)
− β
∑
j
∂
∂rj
∫
Rn+1
rj − r dr. (C3)
It is worth emphasizing here that eq.(C3) is based on the assumption that the correlations are
localized around spectral scale e (i.e the local stationarity condition
∑
∂Rn
∂rj
= 0 alongwith the
assumption R1(ek) ≈ R1(e) for all k = 1, . . . , n) and are separable: Rn+1(r1, . . . , rn, rn+1)→
Rn(r1, . . . , rn) as rn+1 → ∞ [33]. Here the limits Λe = 0,∞ correspond to the initial and
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the stationary state for the BE, respectively. The stationary solution can be obtained by
substituting ∂Rn
∂Λe
= 0 in eq.(C3) which leads to ∂Rn
∂rj
− β∑k;k 6=j ( Rnrj−rk
)
− β ∫ Rn+1
rj−r
dr = 0.
For later reference, it is worth noting that, for small rj values, the integral term in eq.(C3)
can be neglected but it is crucial to obtain the expected limiting behaviour R2(r1, r2) → 1
for |r1 − r2| → ∞ [33].
The solution of eq.(C3) for any non-zero, finite Λe corresponds to an intermediate, non-
equilibrium statistics. As the energy-dependence of Λe originates from the level-density R1,
it is necessary to consider the parametric-variation of R1 too. Ignoring the 2nd derivative
(being of O(1/N) with respect to other terms), the Y -dependent evolution of R1 reduces to
Dyson-Pastur equation [28, 31, 33, 34]
∂R1
∂Y
=
(
β
2
)1−ν
∂
∂e
(eν R1(e, Y ))− β
2
∂
∂e
∫
spr
eν R1(e)R1(e
′)
e− e′ de
′ (C4)
with subscript spr implying the spectral region, extending from −∞ →∞ in the Gaussian
case and 0 → ∞ for Laguerre case. An important point clearly indicated by the above
equation is that R1(e) is non-stationary as well as non-ergodic; as discussed in [60], this
plays a crucial role in defining the criteria for criticality of the spectral statistics.
As discussed in [28], eq.(C4) can be solved by defining the resolvant G(z; τ) =
∫
R
R1(x;τ)
z−x dx
which satisfies G(x + i0; τ) =
∫
R
R1(y;τ)
x−y dy − ipiR1(x; τ). For Gaussian case, the solution of
eq.(C4) for many initial conditions is already known [28, 43]. For Wishart case, the solution
can be obtained by noting the following relation: the diffusion equation for the resolvent
G for Gaussian and Wishart cases are given by eq.(38) and eq.(39) of [28], respectively;
the latter can be reduced to the former by replacing z → β2
2
z2 and τ → 2τ . By applying
the same transformation, therefore, R1(z) for Wishart BE can be obtained from the known
R1(z) results for Gaussian BE.
Appendix D: Derivation of eq.(41)
Consider the integral
Qrsmn;k =
(
1
2
)ν N∑
j=1;j 6=k
∫
(ek + ej)
ν
(ek − ej)s (zmjz
∗
nj)
r PN2 dejD
βZj, (D1)
The correlation between eigenvalues in random matrix ensembles are known to decay
rapidly with their separation, with those beyond a few mean level spacings are uncor-
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related. For distances |ek − ej | > Nk∆e, with Nk ∼ O(1), one can then approximate
PN2(Zk, Zj, ek, ej) ≈ PN1(Zk, ek) PN1(Zj, ej). The above integral can now be rewritten as
Qrsmn;k =
(
1
2
)ν N∑
j=1;j 6=k
(E1 + E2 + E3) (D2)
E1 =
∫ ek−Ωk/2
−∞
(ek + ej)
ν
(ek − ej)s (zmjz
∗
nj)
r PN1(Zk, ek) PN1(Zj, ej) dejD
βZj, (D3)
E2 =
∫ ek+Ωk/2
ek−Ωk/2
(ek + ej)
ν
(ek − ej)s (zmjz
∗
nj)
r PN2(Zk, Zj, ek, ej) dejD
βZj, (D4)
E3 =
∫ ∞
ek+Ωk/2
(ek + ej)
ν
(ek − ej)s (zmjz
∗
nj)
r PN1(Zk, ek) PN1(Zj, ej) dejD
βZj, (D5)
where Ωk is a spectral range of the order of few mean level-spacings: Ωk = Nk ∆k with
∆k(ek) as the local mean level spacing and Nk as the number of eigenvalues in this range.
Using the definition 〈(zmjz∗nj)r 〉 = NR1(ej)
∫
(zmjz
∗
nj)
r PN1(Zj, ej) D
βZj with R1(e) as the
ensemble averaged level density i.e R1(e) = N
∫
PN1(Z, e) D
βZ with
∫∞
−∞
R1(e) de = N , the
integrals E1, E3 can further be written as
E1 =
(−1)s
N
〈(zmjz∗nj)r 〉 PN1(Zk, ek)
∫ −Ωk/2
−∞
(2ek + y)
ν
ys
R1(ek + y) dy, (D6)
E3 =
1
N
〈(zmjz∗nj)r〉 PN1(Zk, ek)
∫ ∞
Ωk/2
(2ek + y)
ν
ys
R1(ek + y) dy, (D7)
Due to confinement of the eigenvalues, R1 decays for large spectral-ranges and main
contribution to the integral in E1 comes from the neighborhood of y ∼ −Ωk/2. One can
then approximate E1 as
E1 =
1
N
〈(zmjz∗nj)r 〉 PN1(Zk, ek)
2s (2ek − Ωk/2)ν
Ωsk
∫ −Ωk/2
−∞
R1(ek + y) dy, (D8)
Similarly E3 becomes
E3 =
1
N
〈(zmjz∗nj)r 〉 PN1(Zk, ek)
2s (2ek + Ωk/2)
ν
Ωsk
∫ ∞
Ωk/2
R1(ek + y) dy, (D9)
Now as
∫ −Ωk/2
−∞ R1(ek+y) dy+
∫∞
Ωk/2
R1(ek+y) dy =
∫∞
−∞R1(ek+y) dy−
∫ Ω/2
−Ω/2R1(ek+y) dy ≈
N −Nk, we have
E1 + E3 ≈ 2
s (2ek)
ν
Ω2k
〈(zmjz∗nj)r 〉 PN1(Zk, ek) (D10)
(Here the term (2ek + Ωk/2)
ν is approximated as (2ek)
ν which is valid only spectral ranges
ek ≫ Ωk and therefore for the bulk spectrum of Wishart ensemble or away from the hard
spectrum edge e = 0. For Gaussian case with ν = 0, this approximation is not needed).
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To calculate E2, we note that the integral over y in eq.(D11) is confined over a very
small spectral range Ωk around ek. As the average correlation between components of an
eigenfunction is expected to be almost same as another eigenfunction if their eigenvalues are
approximately equal. Thus for ej ∈ Ωk, one can approximate 〈(znjz∗mj〉ek ≈ 〈znkz
∗
mk〉 where
〈znjz∗mj〉ek is the ensemble as well as spectral averaged local correlation of an eigenstate with
its energy close to ek: 〈znjz∗mj〉ek =
1
Ωk
∫
Ωk
〈znjz∗mj〉 de. This leads to
E2 ≈ (−1)s 〈(znkz∗mk)r〉
∫ Ωk/2
−Ωk/2
(2ek + y)
ν
ys
PN2(Zk, ek, y) dy (D11)
where PN2(Zk, ek, y) =
∫
PN2(Zk, Zj, ek, y) D
βZj. Now expanding PN2(Zk, ek, ek + y) in
Taylor’s series around y = 0, eq.(D11) can be approximated as
E2 ≈ (−1)s 〈(znkz∗mk)r〉
∞∑
n=0
αn
n!
dnPN2
dyn
|y=0 (D12)
where αn =
∫ Ωk/2
−Ωk/2
(2ek+ y)
ν yn−s dy. Neglecting terms with higher powers of Ωk, the above
leads to, for s = 2, E2 ≈ α0 PN2(Zk, ek, 0) = −4 (2ek)
ν
Ωk
PN2(Zk, ek, 0). Similarly, for s = 1,
E2 ≈
(
2νek +
dPN2
dy
|y=0
)
Ωk PN2(Zk, ek, 0).
Following the definition PN1(Zk, ek) =
∫∞
−∞
PN2(Zk, ek, ek+y) dy, one can write PN2(Zk, ek, 0) ∝
PN1(Zk, ek). As Ωk ∼ Ec ≪ 1, the contribution from E2 is negligible as compared to E1, E3.
Substitution of eq.(D10) in eq.(D2) now leads to
Qrsmn;k ≈ Ks
(
〈znkz∗mkr〉
)r
PN1(Zk, ek) (D13)
where
Ks(ek) =
(
2
Ωk
)s
N eνk, (D14)
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