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The interaction pressure acting on the surface of an inhomogeneous dielectric sphere is considered.
This object is enclosed within a magnetodielectric cavity filled with an isotropic and homogeneous
medium. We find that the sign of this force extends the Dzyaloshinskii-Lifshitz-Pitaevskii result for
planar geometries. As in previous theorems regarding Casimir-Lifshitz forces, the proof is based
on the scattering formalism. Specifically, the variable phase approach of classical electromagnetism
enables us to obtain the sign of the pressure regardless of the geometry of the cavity for systems at
zero and finite temperature.
Introduction.—The Casimir effect, as one of the major
macroscopic manifestations of quantum field theory,
plays a fundamental role in micrometer and nanometer
scale physics. The experimental accessibility, together
with the possibility of technological applications, requires
a comprehensive knowledge of this phenomena. Although
this is the case for simple configurations [1, 2], we lack
general theorems regarding the strong dependence of the
force on geometry and boundaries. For instance, whether
the force is attractive or repulsive is in general not known
until the explicit calculation is performed. Only for a
mirror symmetric arrangement of objects it has been
proved to be attractive [3, 4]. Indeed, this may lead
to a common cause of malfunction of nanoscale and
microscale machines: the permanent adhesion of their
moving parts, known as stiction [5, 6]. In this sense,
different methods for obtaining repulsive forces have been
proposed. Back in 1974, dielectric-magnetic systems
were introduced by Boyer [7], the use of metamaterials
[8, 9] or topological insulators [10, 11] has been discussed
lately, as well as configurations with nontrivial geometry
[12] and nontrivial topology [13]. Other proposals
are not based on particular parameters or shapes of
materials, which might make experimental realization
challenging, but on the introduction of an intermediary
medium. This was the first prediction of repulsive
interactions between material objects, developed by
Dzyaloshinskii-Lifshitz-Pitaevskii in 1961 [14]. They
considered two parallel homogeneous slabs separated by
another material with nontrivial electromagnetic (EM)
response. The force across the media was found to be
proportional to
− (ε1 − εM )(ε2 − εM ), (1)
leading to repulsion if the permittivities of the objects
εi and the medium εM satisfy εi < εM < εj. This
also resulted in the first experimental confirmation of
a repulsive interaction between material bodies: a
gold-covered sphere and a large silica plate immersed in
bromobenzene [15].
In addition to the sign of the force, its magnitude [16]
and the stability should be considered for the design of
mechanical and levitating devices, in particular when
looking for ultra-low stiction [15, 17]. In this context,
an extension of Earnshaws theorem sets restrictive
constraints on the stability of neutral objects held in
equilibrium by Casimir-Lifshitz forces [18]. The result
is based on a scattering approach similar to the one
performed in Ref. [3]. For instance, for two nonmagnetic
bodies these conditions are completely determined by the
sign of expression (1), excluding stable equilibria when
the objects are immersed in vacuum. Nevertheless, it is
worth noting that the introduction of a chiral medium
could avoid the assumptions of the aforementioned two
no-go theorems [3, 18], leading to measurable forces
varying in response to an external magnetic field [19].
Previous work has focused primarily on configurations
in which the two objects lie outside each other, even
though closed cavities are experimentally realizable [20–
29]. In this Letter, we study these kind of configurations
within the above-mentioned scattering framework [30,
31]. The main result of the text states that the sign of
the pressure acting on the surface of an inhomogeneous
dielectric sphere due to the interaction with an arbitrarily
shaped cavity is completely determined by the sign of
(1). This pressure might be measured in a liquid-based
configuration using a spherical moving shell and a
mechanism to add and remove dielectric [21]. The
derivation is based on a simple result of EM scattering
and is easily extended to magnetodielectric cavities and
systems at thermal equilibrium. Throughout the paper
we use a system of units in which ~ = c = ε0 = µ0 = 1.
Framework.—For a cavity configuration which is
invariant under mirror symmetry with respect to the
three spatial planes, a two-dimensional example is shown
in Fig. 1(b), the net Casimir force on the two objects
equals zero. However, the pressure acting on their
surfaces does not vanish. As already noted, we will focus
on this quantity for a sphere inside a cavity [Fig. 1(a)].
The TGTG representation of the interaction energy will
enable us to determine the sign of this pressure as a
function of the permittivities and permeabilities of the
bodies and the medium. Indeed, we will see that the
results derived remain valid when the sphere is outside
2(a) (b)
FIG. 1. Sketch of the system under study. In the
configuration on the right the sum of the forces on each object
equals zero. In both cases, we consider the Casimir-Lifshitz
force acting on the surface of the inhomogeneous sphere
due to the interaction with the magnetodielectric cavity.
Between both objects there is another frequency-dependent,
but homogeneous, dielectric.
matter can be described by continuous permittivity and
permeability functions. For a homogeneous medium
characterized by and Maxwell curl equations,
after Fourier transform in time, can be rearranged to
give a stationary vector Schro¨dinger-like equation [30
ω, )] ω, ) = ω, ) (2)
where the potential operator ω, ) is
ω, )] +
ω,
Since the magnetic response of ordinary materials is
typically close to one, we will focus primarily on
nonmagnetic bodies. However, we shall see that in some
cases the introduction of a nontrivial permeability pose
no additional difficulties, especially when it refers to the
cavity. In any case, it is clear that we are dealing with
two nonoverlapping bodies. Specifically, for ω, ) =
) = 1 we have ω, ) = ω, ), where
ω, ) = ω, )), i = 1 (3)
and supp supp . Here supp stands for
the spatial support of the function. Consequently, the
Casimir energy between the two objects is encapsulated
in the so-called TGTG formula [28 29
int dκTr log( 12 21 (4)
As usual, we will carry out the integration over imaginary
frequencies iκ. In this sense, we denote with
iκ) the analytic continuation of the permittivity to the
imaginary frequency axis, which from Kramers-Kronig
causality conditions satisfies iκ 1 [ ]. The properties
of each body are encoded in the Lippmann-Schwinger
(LS) T operator of classical EM scattering
, being (supp 31]. Furthermore, the
relative position between both objects enters through
ij → H , being the propagator
across the medium and the projector on the Hilbert
space . Specifically, the Green’s dyadics fulfill
∇×∇× iκ iκ, ) =
which are related to the vacuum functions by
κ, ) = iκ, ). Writing in
terms of the Green’s function associated to the scalar
Helmholtz equation for the potentials, it can be proved
that ( 〉 ≥ 0 for all in the
Hilbert space [16 31]. Namely, is a nonnegative
operator 0, which means that all its eigenvalues
are nonnegative. From the first relation also follows
ij ji . In addition, these functions are related to
the operators by where the LS
equation for classical EM scattering is formally written
as We will not analyze convergence
issues or the conditions on the domains guaranteeing
the self-adjointness of the presented operators (for those
see [31]) assuming that these necessary conditions are
fulfilled in realistic systems [16].
Since the two bodies are separated from one another,
we can expand the Green’s functions in terms of free
solutions of Eq. ( ). In spherical coordinates there is a
regular solution at the origin ω, ), whose radial part
is determined by the spherical Bessel function ωr),
and an outgoing (incoming) solution ω, ) [ ω, )],
whose radial part is determined by the spherical Hankel
function of the first (second) kind
(1)
ωr) [
(2)
ωr)]
30 32]. The subscript of these transverse solutions
stands for the angular momentum values ℓ,m and
polarization. Based on the appropriate representation of
ij , when the two bodies lie entirely outside each other
we expand the operator 12 21 in Eq. ( ) as
a,b,c
〉〈 12 〉〈 〉〈 21 (5)
In this case encodes the usual scattering
amplitude related to a scattering process in which a
regular wave interacts with an object and scatters
outward, i.e., the source and the detector are outside the
object [30]. The expansion changes to
a,b,c
〉〈 12 〉〈 〉〈 21 (6)
for interior configurations, where one body is inside the
other. In this less common implementation of the TGTG
representation, the usual scattering amplitude arises for
the first body and the scattering amplitude
for the cavity. The latter corresponds to a scattering
experiment in which the source and the detector are
FIG. 1. (color online). Sketch of the system under study.
In the configuration on the right the sum of the forces on
each object equals zero. In both cases, we consider the
Casimir-Lifshitz force acting on the surface of the sphere
due to the interaction with the magnetodielectric cavity.
Between both objects there is another frequency-dependent,
but homogeneous, dielectric.
the cavity. Fluctuations due to nonEM oscillations when
the medium is different from vacuum, usually small [14],
will not be considered.
We assume that the coupling of the EM field to
matter can be described by continuous permittivity ε and
permeability µ functions. For a homogeneous medium
characterized by εM and µM , Maxwell curl equations,
after Fourier transform in time, can be rearranged to
give a stationary vector Schro¨dinger-like equation [32]
[∇ ×∇+ V(ω,x)]E(ω,x) = εM (ω)ω2E(ω,x) (2)
where the potential operator V(ω,x) is
Iω2 [εM (ω)− ε(ω,x)] +∇×
[
1
µ(ω,x)
− 1
µM (ω)
]
∇× .
Since the magnetic r pons of ordinary materials is
typically close to one, we will focus primarily on
nonmagnetic bodies. However, we shall see that in
some cases th introduction of a nontrivial permeability
poses no additional difficulties, especially when it refers
to the cavity. In any case, we are dealing with
two nonoverlapping bodies. Specifically, if µ(ω,x) =
µM (ω) = 1 we have Vi(ω,x) = IVi(ω,x), where
Vi(ω,x) = ω
2 [εM (ω)− εi(ω,x)] , i = 1, 2, (3)
and suppV1 ∩ suppV2 = ∅. Here supp stands for
the spatial support of the function. Consequently, the
Casimir energy between the two objects is encapsulated
in the so-called TGTG formula [30, 31]
Eint =
1
2π
∫ ∞
0
dκTr log(I− T1GM12T2GM21). (4)
As usual, we will carry out the integration over imaginary
frequencies ω = iκ. In this sense, we denote with
ε(iκ) the analytic continuation of the permittivity to the
imaginary frequency axis, which from Kramers-Kronig
causality conditions satisfies ε(iκ) ≥ 1 [1]. The properties
of each body are encoded in the Lippmann-Schwinger
(LS) T operator of EM scattering Ti : Hi → Hi,
being Hi ≡ L2(suppVi)3 [33]. Furthermore, the relative
position between both objects enters through GMij ≡
PiG
MPj : Hj → Hi, being GM the propagator across
t e medium and Pi the projection operator onto the
Hilbert space Hi. Specifically, the Green’s dyadics fulfill[
∇×∇×+εM (iκ)κ2
]
GM (iκ,x,x′) = Iδ(x − x′),
whic ar related to the vacuum functions by
G0(i
√
εMκ,x,x
′) = GM (iκ,x,x′). Writing GM in
terms of the Green’s function associated with the scalar
H lmholtz equation for the potentials, it can be proved
that 〈E,GME〉 ≥ 0 for the vectors E in the space
[18, 33]. Namely, GM s a nonnegative operator GM ≥ 0,
which m ans that all its eigenvalues are nonnegative. In
addition, these functions are r lated to the Ti operators
by Ti = Vi/(I+G
MVi), where the LS equation for each
body is formally wr tten as E = E0 −GMTiE0. We will
not analyze convergenc issu s or the conditions on the
s lf-adjointness of e presented operators (for those see
Ref. [33]), assuming that the appropriate conditions are
fulfilled in realistic systems [18].
Since the two bodies are separated from each other,
we ca expand the Green’s functions in terms of free
solutions of Eq. (2). In spherical coordinates there is a
regular solution at the origin Erga (ω,x), whose radial part
is determined by the spherical Bessel function jℓ(ωr), and
an outgoing (incoming) solution Eouta (ω,x) [E
in
a (ω,x)],
whose radial part is determined by the spherical Hankel
function of the first (second) kind h
(1)
ℓ (ωr) [h
(2)
ℓ (ωr)] [32,
34]. The subscript of these transverse solutions stands for
the angular momentum values {ℓ,m} and polarization.
Based on the appropriate representation of GMij when the
two bodies lie entirely outside each other, the operator
T1G
M
12T2G
M
21 in Eq. (4) can be expanded as
〈Ergj ,T1Erga 〉〈Erga ,GM12Ergb 〉〈Ergb ,T2Ergc 〉〈Ergc ,GM21Ergk 〉, (5)
where a sum over a, b, c is assumed. In this case
〈Ergj ,TiErgk 〉 encodes the usual scattering amplitude
related to a process in which a regular wave interacts with
an object and scatters outward [32]. The sum changes to
〈Ergj ,T1Erga 〉〈Erga ,GM12Einb 〉〈Einb ,T2Eoutc 〉〈Eoutc ,GM21Ergk 〉 (6)
for interior configurations, where one body is inside the
other. In this less common implementation of the TGTG
representation, the usual scattering amplitude arises for
the first body and 〈Einb ,T2Eoutc 〉 for the cavity. The latter
is associated with a scattering experiment in which the
source and the detector are inside the cavity [31]. In this
regard, expansion (6) offers a schematic description of
the travel of the wave between both bodies: a regular
wave reaches the first body, part of the wave is reflected
3as an outgoing wave heading towards the cavity, where
is partially scattered as an incoming wave, contributing
to form the regular wave which reaches the first body
and the process is repeated. This iteration clearly
reveals the nonadditive character of fluctuation-induced
forces. In line with this, an alternative proof of the
TGTG formula for symmetric bodies based on the mode
summation approach is given in Ref. [35]. We want
to emphasize that although the expressions in terms of
operators are formally the same, the suitable Green’s
function expansions depend on the configuration.
We assume that the sign si of the potential Vi in Eq. (3)
is constant over the whole body:
si = ±1 if εi(iκ,x) ≷ εM (iκ), ∀x ∈ suppVi. (7)
In this case the Ti(iκ) operator is real and symmetric
and can be written in the form Ti = si
√
siTi
√
siTi, being√
siTi the square root of the positive operator siTi [18,
30]. We shall see that our analysis applies to each fixed
frequency so Eq. (7) should hold for all of them. However,
for practical purposes, we can assume constant sign over
the frequencies contributing most to the energy [14, 15].
Accordingly, the interaction energy can be rewritten as
Eint =
1
2π
∫ ∞
0
dκTr log(I− sM), (8)
where we have defined M ≡ √s2T2GM21s1T1GM12
√
s2T2
and s ≡ s1s2. Representations (4) and (8) are equivalent
since Tr log(I − sM) = Tr log(I − T1GM12T2GM21). This
follows from Tr log(I − sM) = log det(I − sM) and the
determinant identity det(I − AB) = det(I − BA), where
AB = sM and BA = T1G
M
12T2G
M
21 [36]. From (G
M
ij )
† =
GMji , we note that the new operator is nonnegative:
M = (
√
s1T1G
M
12
√
s2T2)
†
√
s1T1G
M
12
√
s2T2. (9)
We will frequently make use of this standard reasoning,
which follows from the definition of the adjoint of a given
operator: 〈E,C†CE〉 = 〈CE,CE〉 = ‖CE‖2 ≥ 0. Hence,
the eigenvalues of M are nonnegative. Furthermore,
they belong to [0, 1). This feature has been proved
for T1G
0
12T2G
0
21 when the media is vacuum, positive
Ti operators, thus obtaining Eint ≤ 0 [30]. In our
case, the same derivation holds replacing Ti and G
0
by siTi > 0 and G
M ≥ 0, noting that the nonzero
eigenvalues of sAB =M and sBA are the same. It is then
clear that we can also obtain positive energies: the trace
in Eq. (8) can be expressed using Lidskii’s theorem as
Tr log(I− sM) =∑α log(1− sλα), being MEα = λαEα.
Then, for positive eigenvalues, s = −sgn log(1 − sλα).
Consequently, sgnEint = −s, which is written in terms
of the permittivities with Eq. (7) as
sgnEint = −sgn [(ε1 − εM ) (ε2 − εM )]. (10)
Note that for magnetodielectric objects characterized
by εi and µi, the equation sgnEint = −s remains
valid. The sign of the differential operator Vi(iκ,x)
in Eq. (2) is determined by Eq. (7) if we include an
additional condition: si = ±1 if εi(iκ,x) ≷ εM (iκ) and
µi(iκ,x) ⋚ µM (iκ) for the whole body [31]. It is also
worth noting that the previous result is also valid when
the bodies lie outside each other, even when the former
is not a sphere.
Pressure.—We can obtain the Casimir-Lifshitz force
acting on the sphere from the representation of the
interaction energy (8). Namely, the mean value of the
pressure acting on the surface of the sphere due to an
infinitesimal virtual variation of its radius r1 satisfies
[37, 38]
〈pint〉 ≡ 1
4π
∫
S2
dΩ pint(r1,Ω) = − 1
4πr21
∂Eint
∂r1
. (11)
In particular, for a spherically symmetric system 〈pint〉 =
pint(r1). Note that we are considering the pressure due
to the interaction term of the energy, which may be
the relevant one for practical purposes [21, 23]. The
derivative ∂r1Eint can be evaluated with the variable
phase approach of EM scattering [39]. This method
is progressively reaching some importance in Casimir
physics since it enables to compute efficiently Ti for
arbitrarily shaped objects [40]. With this, we can
prove that the radial derivative of s1T1 is a positive
operator. Specifically, the generalization of the quantum
mechanical Calogero equation [41] to EM scattering by
nonspherically symmetric objects is written as [34, 39]
∂T1
∂r1
= −iω(J1 +H1T1)TU1(J1 +H1T1). (12)
In this case, T1 is the T1 operator in the spherical wave
basis, i.e., (T1)ab stands for 〈Erga ,T1Ergb 〉 of expansion
(5) in terms of the complete set of regular solutions.
Furthermore, the potential V1(ω,x) defined in Eq. (3)
enters through U1:
〈Ergℓm, U1Ergℓ′m′〉 = r2
∫
S2
dΩY †ℓmV1(ω,x)D(ω,x)Yℓ′m′ ,
being the matrix Yℓm composed of vector spherical
harmonics and D(ω,x) = diag(εM (ω)/ε1(ω,x), 1, 1) [34].
For imaginary frequencies we define J1 in terms of the
modified Bessel functions iℓ(z) ≡
√
π/2z Iℓ+1/2(z):
〈Ergℓm, J1(iκ)Ergℓ′m′〉=
1
r1


iℓ(κr1) 0
0 ∂r1 iℓ(κr1)
0
iℓ(κr1)
r1

δℓℓ′δmm′ .
The same holds for the real matrix H1(iκ) with the
modified Bessel functions of the second kind kℓ(z) ≡√
2/πzKℓ+1/2(z). For our purposes, the relevant fact
here is the structure of the right-hand side of Eq. (12),
which naturally leads to the positivity of s1∂r1T1. The
4matrix T1 is real and symmetric, consequently, repeating
the reasoning for M in Eq. (9), s1∂r1T1 is positive if
s1U1 is, and, for the same reason, the latter is positive if
s1V1(iκ,x) > 0, which holds trivially.
As a consistency test, we see by explicit calculation
that ∂r1(s1T1) is positive for a spherically symmetric
object [Fig. 1(b)]. In this case we can make use
of the well-known Lorenz-Mie scattering theory [42].
The problem is completely decoupled for the angular
momentum and polarization. Indeed, EM scattering
reduces to two independent scalar problems, one for each
polarization [42]. The radial potentials for the transverse
electric (TE) and transverse magnetic (TM) modes
coincide with V1(ω,x) for a homogeneous sphere, being
this valid for the TE mode in general [43]. Consequently,
we can write
〈Ergℓm,TErgℓ′m′〉 =
(
TTEℓ 0
0 TTMℓ
)
δℓℓ′δmm′ , (13)
where the subscript in T1 and the iκ dependence have
been omitted for simplicity. Rotating to imaginary
frequencies the derivatives of the Lorenz-Mie coefficients
[31, 42], we obtain the following first-order nonlinear
differential equations:
s1∂r1T
TE
ℓ = s1 (ε1(r1)− εM )
a21κr1
2πεM
,
s1∂r1T
TM
ℓ = s1 (ε1(r1)− εM )
a22ℓ(ℓ+ 1) + a
2
3ε1(r1)/εM
2πκr1 ε1(r1)
,
where the three parameters ai are given by
a1 = −2TTEℓm κKℓ+1/2(κr1) + πIℓ+1/2(κr1),
a2 = πIℓ+1/2(κr1) + 2T
TM
ℓm κKℓ+1/2(κr1),
a3 = 2κT
TM
ℓm
[
(ℓ+ 1)Kℓ+1/2(κr1)− κr1Kℓ+3/2(κr1)
]
+ πκr1Iℓ+3/2(κr1) + π(ℓ+ 1)Iℓ+1/2(κr1),
so both derivatives are positive. The previous result
on s1T1 allows us to straightforwardly find the sign of
the pressure, noting that in Eq. (8) only T1 depends
on r1. Namely, from ∂r1(s1T1) > 0 we can write
∂r1M =
(
GM12
√
s2T2
)†
∂r1(s1T1)
(
GM12
√
s2T2
)
> 0. As
before, the positivity is proved with the reasoning used
after Eq. (9). Applying the Hellmann-Feynman theorem
to the eigenvalues of M, we obtain ∂r1λα > 0 [44]. With
this, sgn ∂r1 log(1−sλα) = −s. Finally, from Eq. (8) and
Lidskii’s theorem, sgn ∂r1Eint = −s so
sgn〈pint〉 = s = sgn [(ε1 − εM ) (ε2 − εM )]. (14)
We can compare this result with particular cavity
configurations previously studied in the literature. First,
for two concentric spherical shells satisfying perfectly
conducting boundary conditions a positive pressure is
obtained using the zeta function regularization method
[27]. This is consistent with Eq. (14) since these idealized
conditions arise in the limit of large permittivities.
This positive pressure is also found in the experimental
setup suggested in Ref. [23], where the same boundary
conditions are considered using Green’s functions.
Secondly, based on a quantum statistical approach, the
pressure acting on the surface of a homogeneous spherical
cavity sharing center with a sphere of the same material is
computed in Ref. [21]. The medium between both bodies
is vacuum, but as the authors mention, their results
can be easily generalized considering the same geometry
with three different permittivities {ε1, ε2, εM}. In this
case, the coefficient Aℓ defined in Ref. [21], fulfilling
sgnAℓ = sgn pint, changes to
Aℓ =
[ε1(iκ)− εM (iκ)] [ε2(iκ)− εM (iκ)] ℓ(ℓ+ 1)
[ℓε1(iκ) + εM (iκ)(ℓ+ 1)] [ℓεM (iκ) + ε2(iκ)(ℓ+ 1)]
,
so the sign of force acting on the surface of the sphere
satisfies Eq. (14).
Concluding remarks.—We complete this work with
some comments on the result encoded in Eq. (14).
(1) Magnetodielectric cavity. The EM Calogero equation
(12) requires the homogeneous background and the
scattering object to be nonmagnetic. However, we have
only assumed a well-defined sign for T2(iκ). Therefore,
we can consider a cavity described by functions ε2 and
µ2, such that s2 = ±1 if ε2(iκ,x) ≷ εM (iκ) and
µ2(iκ,x) ⋚ µM (iκ) for the whole cavity, as we have
noted after Eq. (10).
(2) Finite T . The extension of results (10) and (14)
to a quantum system at thermal equilibrium follows
from the Matsubara formulation. The free energy Fint
satisfies 〈pint〉 = −1/(4πr21) ∂r1Fint, and we can compute
it replacing the integral in Eint by a sum over the
Matsubara frequencies κn = 2πkBnT , where the zero
mode is weighted by 1/2 and the temperature enters as a
multiplicative factor [1]. With this, the previous results
can be reproduced with minor changes. We simply notice
that we have treated each frequency separately and that
∂r1(s1T1) > 0, which refers only to EM scattering, also
applies.
(3) Sign of the force and stable levitation. For certain
systems the force switches from attractive to repulsive
when the sign of the energy changes. For instance, this
have been proved in planar geometries for a scalar field
satisfying a four parameter family of boundary conditions
at the plates [45] and for homogeneous dielectrics slabs,
being the force proportional to expression (1) and the
sign of the energy given by Eq. (10). This is extended to
mirror symmetric objects, where the force between them
is attractive and the interaction energy negative [3]. In
addition, the condition determining unstable levitation
based on Casimir forces is also specified by the sign of
the energy [18]. In particular, s > 0 implies unstable
levitation, being s = −sgnEint as we have proved.
Accordingly, in the present case, sgnEint = −sgn pint.
Indeed, stable levitation is possible if, and only if, the
5pressure is negative. However, it is worth noting that
there may be situations where attractive and repulsive
forces are found for constant values of sgnEint [12].
(4) Exterior configuration. For both expansions of
the T1G
M
12T2G
M
21 operator in an exterior or a cavity
configuration, (5) and (6), the usual scattering amplitude
〈Ergi ,T1Erga 〉 appears for the first body. As we have
already discussed, the scattering amplitudes only differ
for the second body. Then, the result on the sign of the
pressure holds for a exterior configuration, although the
net force acting on the sphere will in general be nonzero.
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