energy consumed-has a maximum value of only about 5% in a mouse running at high speed; for comparison, this maximum is about 50% in a small pony running at high speed (3) . The greater efficiency of locomotion in larger animals appears to be due to storage of energy in elastic structures during one phase of the stride cycle, and recovery of that energy at a greatly reduced metabolic cost during a subsequent phase (4) . But a peak efficiency of only 5% in small animals is more difficult to rationalize, particularly in light of subsequent isolated-muscle experiments showing that small animal muscle is no less efficient than large animal muscle (5) .
Finding this speed and size dependence of whole animal efficiency very unsatisfying, Taylor (6) , more than a decade ago, "switched street lamps" and started searching for what he hoped would be a unifying hypothesis to explain simply the energetic cost of locomotion. He came up with what is known as the "force hypothesis." Basically, the force hypothesis states that the metabolic cost of walking or running is determined by the tension-time integral multiplied by a factor proportional to the rate of myosin cross-bridge cycling in muscle, independent of whether any work is done. Myosin crossbridges, the structure that produce force and work in a muscle, undergo cyclic changes in conformation during a contraction, with each bridge consuming one unit of energy per cycle. Muscles with higher cross-bridge cycling rates are recruited as speed increases; homologous muscles in smaller animals have higher cycling rates than in larger animals. Unfortunately, in the original formulations of the hypothesis, Taylor and collaborators had to assume that the cost of swinging the limbs back and forth was negligible (7) . It is this assumption that the Marsh et al. study demonstrates is incorrect, at least in guinea fowl.
The Marsh et al. work is not the first set of experiments to test the force hypothesis. Previous results either did not support the hypothesis or supported it only under such limiting conditions that the original goal of a simple unifying hypothesis was certainly lost. That does not mean that the general idea is totally wrong, but that the original formulation had such fundamental problems that it was undoubtedly incorrect.
The most fundamental problem with the force hypothesis is that energy transduction (for example, metabolic cost) cannot be explained by force-force is not work, force is not even energy. Although force is necessary to realize work, it is not sufficient. A positive force can result in negative work, no work, or positive work, which explains why tests of the force hypothesis that found a correlation between force and cost applied only when conditions were carefully restricted. Why not just ignore work, as stated in the force hypothesis? We cannot do this because the First Law of Thermodynamics requires us to take work into account. If metabolic energy is consumed, that energy has to go somewhere. If the energy of a body segment increases, that energy comes from somewhere. If the energy of a body segment decreases, that energy has gone somewhere.
The explanation for the size and speed dependence of the cost of locomotion is still out there in the darkness. We know what we need to do-we need to follow the energy. But for the moment, the light is not shining on the keys. In the meantime, the running guinea fowl of Marsh et al. and the Laws of Thermodynamics are the best we can do.
T iming seems to be everything in the life of a progenitor cell. There is a striking correlation between the time during development when a cell is born (that is, when it exits the cell cycle) and the type of mature cell that it will become. This poses a special problem for the developing nervous system, which is composed of diverse types of neurons and glial cells. On page 56 of this issue, Hanashima et al.
(1) determine how one particular transcription factor, Foxg1, actively controls the orderly production of different types of neurons in the mouse cerebral cortex.
The mammalian cerebral cortex comprises six distinct layers; the neurons of each layer are born at different times, exhibit unique traits, and contribute to neuronal circuits that carry out distinct functions. How is it, then, that early progenitor cells produce neurons of a particular type, whereas later progenitors generate other kinds of neurons that will end up in different layers of the cortex? The molecular regulator of this process has proved elusive, despite intensive investigation prompted by the seminal transplant studies of McConnell and colleagues (2, 3) . These investigators showed that late progenitors lose their potential to produce early types of neurons, even when placed in a temporally appropriate environment. The new study by Hanashima and colleagues suggests that the apparent temporal restriction of progenitor cell potential is an active process that involves molecular suppression of an early intrinsic cell program by Foxg1. If left unchecked, the progenitor cell conceivably could produce the same type of neuron ad infinitum, an interesting implication for the field of stem cell biology.
Using cell type-specific and layerspecific markers, Hanashima and co-workers analyzed the cerebral cortex of mice lacking the Foxg1 gene. Their first observation was that the earliest born neurons, called Cajal-Retzius (CR) neurons, of layer I were grossly overrepresented. These CR neurons seem to have thrived at the expense of ER81 + neurons of layers VI and V, which are generated later. Under normal circumstances, Foxg1 is expressed by progenitor cells and postmitotic neurons in the cortical plate, but is completely down-regulated by CR neurons. Thus, the progenitor cell pool seems to be committed to producing the entire population of CR neurons before Foxg1 is expressed. Lineage analysis using reporter mice crossed with a Foxg1 Cre line demonstrated, however, that all CR neurons express Foxg1 at some point in their developmental history. The Hanashima et al. work raises an intriguing scenario by suggesting that continued expression of Foxg1 by later progenitor cells actively suppresses production of the earlier born CR neurons (see the figure) .
What if one could eliminate Foxg1 expression in later progenitor cells, after CR neurons are produced and at a time when layer VI and V neurons are supposed to be generated? To accomplish this, Hanashima et al. used a clever tetracycline transactivator (tTA) system that provided dynamic manipulation of Foxg1 expression by progenitors. First, as one would predict, rescue of Foxg1 in Foxg1-deficient mice resulted in restoration of the normal laminar organization of the cerebral cortex-that is, CR
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The author is at the Vanderbilt Kennedy Center for Research on Human Development and Department of Pharmacology, Vanderbilt University, Nashville, TN 37203, USA. E-mail: pat.levitt@vanderbilt.edu neurons and deep-layer neurons were produced at appropriate times and migrated to their correct layers. Active removal of Foxg1 in the rescued mice by administering doxycycline to inhibit the tTA system-after CR neurogenesis and concomitant with the normal timing of production of layer V (ER81 + ) neurons-caused the resumption of CR cell production from the progenitor pool (see the figure) . In fact, cell-labeling experiments with bromodeoxyuridine confirmed that, indeed, progenitors in the process of producing ER81 + -layer V neurons switched fates, continuing neurogenesis unabated but producing CR neurons instead.
The progressive restriction of cell fate in progenitor cells embodies the most widely accepted mechanism for generating neuronal diversity elucidated in studies of the invertebrate nervous system (4), retina (5), and spinal cord (6, 7) . According to cell culture and transplant experiments (2, (8) (9) (10) , it seems that the cerebral cortex also uses progressive restriction of cell fate to generate neuronal diversity. Implicit in the new work on Foxg1 is the possibility that neuronal progenitors do not lose their capacity to generate multiple cell types. Rather, there is suppression of what is otherwise a program of transcriptional regulation that remains poised to guide different cell fate choices. The influence on this active molecular suppression of either an intrinsic timer or key environmental signals extrinsic to progenitor cells remains to be determined.
Of course, timing is everything. As such, one also can expect that future studies will determine the possible limits on retention of early cell fate potential by later progenitor cells. Is it possible that any progenitor cell, even when isolated from the last stages of tissue formation, can produce earlier born neurons in the absence of a suppressor? If so, this may necessitate a modified definition of the multipotent progenitor cell. And if one throws self-renewal into the mix, neuroscientists may turn their attention toward identifying the active molecular components of cell fate regulation and stem cell differentiation that fall on both sides of the activation-suppression dipole.
O rganisms exhibiting sexual reproduction carry two copies (homologs) of each chromosome. Meiosis is the specialized type of cell division that halves the number of chromosomes before sexual reproduction, thereby ensuring that chromosome number does not double with each generation. Before meiosis, each homolog is replicated, forming two sister chromatids that remain linked together (see the figure) . During meiosis, the homologs are correctly segregated so that each gamete (that is, sperm and egg) carries only a single copy of each chromosome. The chromosome complement is restored in the zygote (fertilized egg) after the fusion of the two gametes. How is the complicated chromosome dance during meiosis achieved? A report on page 89 of this issue by Pawlowski et al. (1) goes some way toward answering this question.
At the start of meiosis, each chromosome must recognize its homolog from among all the chromosomes present in the nucleus. The homologs must then become intimately aligned along their entire lengths and a proteinaceous structure known as the synaptonemal complex (SC) must be assembled between them, a process called synapsis. In this way, meiotic recombination (the exchange of DNA strands between the homologs) is completed, resulting in the formation of chiasmata, physical links that hold the homologs together after disassembly of the SC (see the figure) . After the resolution of these physical links, the homologs separate during the first meiotic division. The two sister chromatids forming each homolog are then separated during the second meiotic division. Many components of the meiotic recombination machinery are known, especially in yeast, as well as some structural components of the SC. However, very little is understood about how homologs find each other in the first place and how this initial recognition is coordinated with synapsis and recombination. Enter Pawlowski and colleagues with their identification of a new key player, the phs1 P L A N T S C I E N C E S
Promiscuous Maize Chromosomes
Enrique Martinez-Perez and Graham Moore The Foxg1 suppressor and cortical cell fate. During normal mammalian development, neuronal progenitor cells first produce the earliest neurons, Cajal-Retzius (CR) neurons, which constitute layer I of the cerebral cortex (top). The progenitors then begin to express the transcription factor, Foxg1, resulting in production switching from CR neurons to ER81 + neurons of layers VI and V of the cerebral cortex (middle). If Foxg1 expression is then silenced, production of neurons continues unabated but the neurons produced are CR neurons, not ER81 + neurons (bottom).
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