We consider the problem of non-blind deconvolution of images corrupted by a blur that is not accurately known. We propose a method that exploits dictionary-based image priors and non Gaussian noise models to improve deblurring accuracy in the presence of an inexact blur. The proposed image priors express each image patch as a linear combination of atoms from a dictionary learned from patches extracted from the same image or from an image database. When applied to blurred images, this model imposes that patches that are similar in the blurred image retain the same similarity when deblurred. We perform image deblurring by imposing this prior model in an energy minimization scheme that also deals with outliers. Experimental results on publicly available databases show that our approach is able to remove artifacts such as oscillations, which are often introduced during the deblurring process when the correct blur is not known.
Introduction
Image deblurring is the problem of recovering a sharp image from a blurred one. This problem recurs often in photography due to camera shake or long exposures with moving objects. When only the blurry image is given, one needs to solve a blind-deconvolution problem and recover not only a sharp image, but also a characterisation of the blur. A common scheme for most blind-deconvolution algorithms [2, 7, 18, 24] is to alternate between estimating the blur given the sharp image and estimating the sharp image given the blur. In particular, the latter step is called non-blind deconvolution. A common choice for non-blind deconvolution algorithms is to use methods that rely on an error-free blur estimate. However, small errors in the blur estimate result in visible artifacts in the restored image, which may not be removed by future iterations (see Fig. 1 ).
A few methods have considered uncertainty in the blur estimate. These methods typically rely on the use of robust norms in the data term [23, 24] , or detect outliers by using an iterative approach [3] . However, their main limitation is that they use an image prior that c 2012. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms. does not discourage the presence of artifacts in the restored images (see Fig. 1 ). For example, priors learned from dictionary-based methods [5] by alternating between the dictionary learning step and the deblurring step, may build dictionaries that incorporate artifacts with high gradients (e.g., piecewise constant oscillations).
In this work we propose a novel image prior to remove artifacts introduced by blur errors. To achieve this goal we also use a dictionary-based prior learned only from the input blurred image and a database of images. However, we propose a method to prune ambiguities in the prior due to blur (see Section 4.1). We will show experimentally how our method effectively improves the accuracy of the restored image and visibly reduces artifacts due to blur errors.
Prior Work
Blind and non-blind deconvolution are highly ill-conditioned problems: Small errors in the blur estimate often produce noticeable artifacts in the reconstructed image. To overcome this issue, the typical approach is to restrict the class of possible solutions by using regularization [20] . The most prominent regularization methods capture and exploit prior knowledge about the reconstructed image. Total Variation (TV) has been among the most successful image priors and it has been used with good results in many deblurring and denoising algorithms [7, 10, 17, 18, 24] . TV is based on the idea that natural images are usually piecewise constant, an assumption that follows from recent work on image statistics [19] . However, since TV is a global prior, it does not account for the fact that sub-regions in an image can have different statistics [4] , e.g., the texture of a tree is different from that of a house.
To overcome the limitations of TV, some methods relax the global prior assumption and impose that texture statistics should change smoothly across an image [18, 21] . Some methods use wavelet bases that are specifically chosen to represent a natural image [13, 16] . However, such methods strongly rely on the chosen wavelet basis for successfully restoring the images. Other methods instead use dictionaries to represent local statistics. Dictionarybased methods have become popular for denoising [5, 14, 15] , and deblurring [5, 12] . These methods avoid choosing a predefined basis set, but instead learn a dictionary (usually overcomplete) from a dataset of images. Then, each image patch is denoised or deblurred by expressing it as a linear combination of patches from the dictionary. Methods differ in the choices for learning the dictionary and determining the linear combination coefficients. In general, local priors considerably enhance the accuracy of the reconstructed images. How-ever, the prior imposed by such methods is limited to the statistics found in a small neighborhood of a pixel. To deal with the limitations of local priors, non-local approaches can be used [1, 5, 15] . These methods determine correspondences between pixels with a similar local appearance in large areas, and not just in a neighborhood of a pixel. While these methods can greatly improve the quality of the restored images, when they are applied to noisy and blurry patches they produce artifacts or are less effective due to ambiguities in the correspondences.
Our method combines dictionary-based and non-local approaches. We address image deblurring with an uncertain blur by building a dictionary of patches and by finding the nonlocal correspondences directly on the blurry image. To deal with the errors in the non-local correspondences, we exploit the partial knowledge of the blur. We propose a consensus strategy to separate correspondences due to genuine correspondences in the sharp image from correspondences due to replicas of the same patch generated by blur (see Sections 3 and 4).
Image Deblurring
Let g be an observed degraded image
where * is the convolution operator, k is a blur kernel, or point spread function (PSF), f is the noiseless and sharp image, and n is additive noise generated during the acquisition process. The aim of image deblurring is to estimate the noiseless image f given the noisy image g and the kernel k. What makes this problem challenging is the fact that even with no noise, eq. (1) is typically not invertible and is satisfied by infinitely many solutions. Furthermore, in most practical cases the blur k is known only up to some error. To address these challenges, we introduce priors on the image f . We begin by writing the imaging model (1) as a matrix-vector operation. To do so, we rearrange the pixels in the sharp image f as a column vector f . Similarly, we rearrange the pixels of the blurred image g and the noise image n as vectors g and n, respectively. Then, we can write eq. (1) as
where K is a matrix operator performing the same discrete convolution as the blur kernel k. Eq. (2) is a linear system where we need to recover f given g and K. Because of the noise n the system cannot be solved by a simple matrix inversion. One approach is to ignore noise in correspondence of large singular values of K, and to discard equations otherwise. This is equivalent to a rank deficient linear system inK with no noise, which is known to have infinitely many solutions. One way to obtain a unique solution is to introduce additional linear equations, which we call image priors, via a matrix A and a vector b
such that the stacked matrix [K T A T ] T has rank equal to the length of f . The matrix A encodes our prior knowledge of what sharp textures look like. For instance, images typically enjoy some spatial regularity due to the finite extension of smooth objects, which can be imposed by approximating the gradient operator with A as the finite difference operator.
To enforce this regularity, we consider applying the same linear constraints to all pixels in patches of L × L pixels. For this purpose, we extract patches of L × L pixels centered at each pixel of the image f , rearrange the pixel intensities of each patch as a column vector and collect all such vectors into a matrix F ∈ R L 2 ×N , where N is the number of pixels in f . We can then write our prior as
where the columns of D ∈ R L 2 ×M represent patches (dictionary) and the columns of C ∈ R M×N , which we call the correspondence matrix, specify the weights used to express a patch in F as a linear combination of the patches in D. In our formulation the design of the image prior is done by choosing D first and then learning C.
Denoising methods such as [14] use a dictionary learnt from sharp patches of natural images (D = D 0 ). One then represents each patch in the given image using this dictionary with the constraint that the coefficients of the linear combination must be sparse. One drawback of this approach is that the dictionary is typically optimized to perform well on average and not on the specific input image, therefore we do not use this case in our approach. Other methods such as non-local means [1] use the model with D = F, and define the entries of C via a kernel between the patches of the image itself. The method we use to learn the matrix C is inspired by this approach. However, we extend it to the case where the dictionary is a mix of both an external dictionary D 0 and the image itself, i.e., D = [D 0 F].
Learning the Correspondence Matrix C
One of the most important components of the proposed model is the correspondence matrix C, which needs to be learned from data according to the model chosen in Section 3. In all the cases, learning C can be achieved by solving the equation F = DC with respect to C for some given F and D. To learn C, we face two important challenges: The first challenge is that F is typically not available and the second is that we do not have enough equations to obtain a unique matrix C.
To deal with the first challenge, we extract noisy and blurred patches G i from the image g = k * f + n. Let B be the matrix of patches extracted from the blurred noiseless image b = k * f . Since B = KF = KDC, we can express the blurred patches in B in terms of the blurred dictionary E KD using the same correspondence matrix C. When we use the image itself as a dictionary, the blurred dictionary is given by the blurred image patches, i.e., E = KF = B. Since B is unknown (unless the image is noiseless), we approximate the blurred patches in B by the blurred and noisy patches in G, i.e., we choose E = G. When we use a dictionary composed of both blurry image patches and a blurred dictionary, we will have E = [G E 0 ], where E 0 KD 0 . The basic idea here is that the linear combination of an over-complete basis that yields a sharp image is the same as the one that yields a blurred version of the image with respect to the blurred basis. Lou et al. [12] have introduced this model, but only with E = E 0 .
The second challenge, i.e., the non uniqueness of the matrix C is due to the overcompleteness of the dictionary D. We introduce additional constraints on C by exploiting image self-similarities. As in [1] , we consider a patch at pixel i, B i , found as a weighted average of similar patches D j extracted from either the same image or from a dictionary of patches. 
where φ is a positive semi-definite kernel that measures the similarity between two patches. In our work we use the following kernel,
where ε is proportional to the standard deviation of noise. It is easy to see that (5) can be written in matrix form as
where D is a matrix of patches
is the correspondence matrix obtained from the procedure in eq. (5).
Given a noisy patch G, where the noise is i.i.d. Gaussian, we know that the denoised patch will lie at the center of a hypersphere and that the noisy patch will lie on its hypersurface. Hence, we can take the previous estimate B nlm = DC nlm and project it on the center of the hypersphere as
where B anlm is the final adjusted estimate, and σ is the standard deviation of noise. This operation can also be written directly in terms of the images as
where b nlm is the filtered image, g is the input noisy and blurry image, and w is a unitnormalized kernel that defines a window of the size of an L × L patch. As it is easy to see, the adjustment method adds very little to the computational load of non-local means.
Self-Similarity in Blurred Images
The non-local means procedure allows us to build a matrix C by finding patches that are self-similar via eq. (6). However, when we apply this procedure to a blurred image, incorrect correspondences may be generated. We distinguish two types: false negatives, i.e., correspondences found in the sharp image, but not in the blurred one, and false positives, i.e., correspondences present in the burred image, but not in the sharp one. In the first row of Table 1 we show the percentages of false positives and false negatives found while learning the matrix C from blurred images via non-local means. As one can see there is a relatively low number of correspondences that have been missed (false negatives), but a very high number of additional incorrect correspondences (false positives). While false negatives have the effect of reducing the amount of regularization that could be imposed during the reconstruction to counterbalance the artifacts due to the blur uncertainty, false positives directly introduce artifacts in the reconstruction. Hence, in this section we describe a consensus technique to drastically reduce the number of false positives while keeping the false negatives small. Notice that this aspect has not been addressed by prior patch-based approaches. In Fig. 2 we provide a synthetic example to illustrate why blur generates false positives. On the top-left (a) we show a sharp image of text and on the top-right (b) we show the same image after some motion blur with two dominant peaks. If we run non-local means in the sharp image at the patch containing the 'w' letter, we find only 2 correspondences (a). However, when the same algorithm is run on the blurry image, 4 correspondences (red boxes) are found (b). We can interpret blurring as a process that generates "copies" of a patch with relative displacements due to the nonzero components of blur and contrast proportional to their intensity. Such copies could mislead non-local means into finding additional correspondences. Notice that these copies are overlaid and averaged onto other texture in the image and thus it could happen that some of the true correspondences are instead lost.
To reduce the false positives we suggest using our (partial) knowledge of the blur. Based on our interpretation of blur as a copy operator, the majority of these errors depends on the largest nonzero components of the blur, so that a small uncertainty will not hinder our strategy. Formally, let C p = { j ∈ Z : ||B p − B p+ j || 2 ≤ ε 2 } be the set of correspondences for the pixel p learned from the blurred image, and K = {i ∈ Z : | max(k) − k i | ≤ τ} be the set of non-zero entries of the PSF k, where τ is a threshold based on blur noise. For the sake of simplicity, consider the example in Fig. 2 , where a PSF consisting of only two strong peaks is used. Such PSF generates a blurred image (b) that is made of two shifted and overlapping versions of the same sharp image. For each patch centered at p, we enforce that its improved set of correspondencesĈ p be the intersection of all the correspondence sets of patches at pixels with relative displacement given by the main PSF peaks, i.e., where the consensus is unanimous:Ĉ p = i∈K C i . In Fig. 2 (c) the PSF peaks determine only two candidate patches for copies: one denoted by a red square and one denoted by a blur circle. When we overlap the correspondences due to both patches by centering them on the same patch (d), we obtain the correct set (a). We can see in Table 1 how this method reduces false positives when run on a database of images. In Section 6 we will also show experimentally how the prior learned with this consensus strategy is effective in reducing artifacts due to blur uncertainties.
Image Deconvolution and Outlier Rejection
Once C has been learned, it provides a constraint for one of the image models in Section 3. We then pose the problem of recovering the sharp image f via the following convex optimization problem min f ,n,e
Here the constants β , λ , γ > 0 determine the smoothness of the solution, the Gaussian and uniform noise levels. We consider four regularization terms: the image prior (learned from the blurry input and a dictionary), total variation, small Gaussian noise energy and sparsity of errors in the model. The image prior is enforced via the matrix A and the vector b, which are obtained from the model F = DC. When the dictionary D is built from the image itself
where the matrix C T = [C T 1 C T 2 ], C 1 applies to the dictionary D 0 and C 2 to the matrix F. Notice that the constraint provided by C (or, equivalently, by A) may not be sufficient to regularize the optimization problem. For example, if there are no similar patches in the model F = FC, then C = I d and since A = I d −C T = 0 and b = 0, the first term in eq. (10) will be always 0. To avoid this issue, we use the total variation term ∇ f 2 where the symbol ∇ denotes the gradient operator. Finally, we impose sparsity in e by penalizing its 1 norm.
To solve the problem in eq. (10), we write n in terms of the image model and substitute its expression in the energy. Then, we minimize the energy by using the following gradient iteration
where f t and e t are the t-th iteration estimates of f and e respectively, and T α (x) i . = (|x| − α) + sign(x i ) is the shrinkage operator. The first minimization problem can be solved by computing the Euler-Lagrange equations and then by linearizing them around the current solution. We obtain the following linear system in f
which can be solved efficiently via conjugate gradient descent. Finally, to deal with saturated pixels, we simply set n to zero and e = g − h * f at the pixels in the image model where the blurred image g is equal to either the minimum or the maximum value in the range.
Experiments
In this section we compare our approach with the state-of-the-art deblurring algorithms. We will show that our approach is effective when the blur kernel is not known with high accuracy.
In all experiments we use patches of size 5 × 5 and build the dictionary using patches from the Caltech 101 dataset [6] .
We first present quantitative results using the blur database introduced in [11] . This database consists of 32 images (4 images with 8 different blurs) of size 255 × 255 pixels. We add different levels of Gaussian noise to the ground-truth PSF (from 0% to 5%) and then evaluate the reconstructions obtained by the different algorithms. Although in general real PSFs are affected by non Gaussian noise, the artifacts produced by PSFs corrupted by Gaussian or non Gaussian noise are similar.
We report the performance using two metrics, namely, structured similarity index (SSIM) and peak signal-to-noise ratio (PSNR). The PSNR is a classic metric used to measure image quality, but it does not match well human-perceived image quality [8] . To overcome this limitation we use also the SSIM metric recently proposed by Wang et al. [22] .
As all the methods depend on tuning parameters, we thoroughly examined two ways of setting the parameters. In the first setting we tested the performance of each individual algorithm for a given PSF noise level on several tunings and picked the best parameter based on the average of all the metrics (normalized between 0 and 1). This test shows how well an algorithm can work when the PSF noise is known. In general, however, one does not know the noise level on the PSF. Hence, in the second setting we repeat the same tuning optimization, but look for the best tuning across all the PSF noise levels. We tuned the parameters on a separate blur database of 12 images with 7 different blurs (84 samples). Table 2 shows the quantitative performance of our method using the imaging models D = [D 0 F] and D = F compared with other deconvolution algorithms using different metrics. In this table the best performing method is highlighted in bold. While for low noise levels our algorithm is close to the best performing method, as the noise level increases we see that our method outperforms the other methods across all metrics. Also, shown in this table is the case when we set the parameters using the second tuning method. For this case we see that our method outperforms or matches the best method. We repeated the same experiment after adding 2.5% noise to our images. The results in this case are shown in Table 3 with the same arrangement as in the previous table. Notice that, as in Table 2 , our algorithm yields the best performance when the PSF is noisy.
We also performed experiments on real images. In this case we used the following parameters; β = 0.5, λ = 1000, γ = 0.001 and ε = [0.0118, 0.0196]. Fig. 4 and Fig. 3 compare qualitatively results obtained on blurry images taken at night. In night images blurring is a common problem due to the longer exposures necessary for low-light conditions. Since this image was not synthetically blurred or calibrated, we do not have access to the original sharp image or the PSF. Hence, quantitative results are not shown on these images. Furthermore, the original implementation of Welk et al. [23] is not available and the results shown in Fig. 4 were kindly provided to us by the authors. Consequently, we do not include this method in our previous quantitative comparisons. In Fig. 1, Fig. 4 and Fig. 3 we show details of reconstructed images from real images and blur. In such images, our method effectively removes artifacts and performs better than algorithms that use classical sparse image priors or non Gaussian noise models. 
Conclusions
In this paper we have proposed a novel method using dictionary-based and self-expressing priors that is used for image deblurring when the blur is uncertain. We have introduced a prior that is learned from the blurred image and a dictionary of patches in order to avoid ringing artifacts. Our experimental results show that our performance is overall better than the state-of-the-art methods when the blur kernel is noisy. As future work we will investigate different ways to learn image priors from the blurred image.
