A Wavelet Collocation Method for the Numerical Solution of Partial Differential Equations  by Bertoluzza, S. & Naldi, G.
APPLIED AND COMPUTATIONAL HARMONIC ANALYSIS 3, 1 9 (1996)
ARTICLE NO. 0001
A Wavelet Collocation Method for the Numerical
Solution of Partial Dierential Equations
S. Bertoluzza
Instituto di Analisi Numerica del CNR, Pavia, Italy
AND
G. Naldi
Dipartimento di Matematica, Universita di Pavia, Pavia, Italy
Communicated by Gregory Beylkin
Received September 27, 1993; revised October 26, 1994
We describe a wavelet collocation method for the numerical
solution of partial dierential equations which is based on the use
of the autocorrelation functions of Daubechie’s compactly sup-
ported wavelets. For such a method we discuss the application
of wavelet based preconditioning techniques along with the treat-
ment of boundary conditions, and we show the results of some
numerical tests for several 1- and 2-dimensional model problems.
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INTRODUCTION
The application of methods based on wavelets to the
numerical solution of partial dierential equations has re-
cently been studied both from the theoretical and the com-
putational point of view in many papers in which several
good features of such methods have been described [11, 12,
15, 16, 17]. In particular they have been used in order to
get a class of self adaptive methods which have been suc-
cessfully applied to the numerical solution of equations of
nonlinear type. A crucial role in the design of such methods
is played by the good localization properties that wavelets
display both in space and frequency, that allow to preview
the behavior of the solution at a certain time, from the lo-
calization properties of the solution at the previous timestep
in a simple way [3].
Among the good features of such methods we have a
class of fast algorithms, all based on the fast wavelet trans-
form, such as the fast matrix-vector multiplication, the fast
reconstruction etc., which may be used to speed up the nu-
merical schemes [9].
Moreover wavelets automatically give us an hierarchical
organization of bases of which one can take advantage by
using multigrid-like method, in which the prolongation and
the restriction operators may be computed eciently via
the fast wavelet transform.
Some authors [8, 12, 15] did also point out the existence
of a good preconditioning technique. In fact the condition
number of the matrices involved in the solution of PDEs
after a diagonal preconditioning appears to be bounded.
However, some diculties arise when applying such
methods. First of all the treatment of boundary conditions.
Wavelets furnish us bases on the line and they give some
instability problem when one wants to use them without a
suitable adaptation in solving a Dirichlet boundary value
problem on an interval.
A second diculty which arises, is the fact that until now,
the nonlinear terms were treated by computing them in the
physical space and then projecting them back to the wavelet
coecients space by means of some quadrature formula.
This is not quite satisfactory, since one would like to have
a fast algorithm that computes the coecients of the results
of a nonlinear operator directly from the coecients of the
operand without passing through its values in the physical
space (a procedure that slows the computation).
A third major diculty is the treatment of problems on
nonrectangular bidimensional domains, since bidimensional
wavelets are usually obtained from one-dimensional ones
by tensor product and so their application is restricted to
rectangular domains.
By means of a so-called collocation method we manage
to overcome in a satisfactory way, at least the rst two
diculties. In such a method we use as trial functions a
class of interpolating functions generated by autocorrela-
tion of the usual compactly supported Daubechies scaling
functions. Such autocorrelation function θ veries trivially
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the equality θ(n) = δ0n, and they generate a multiresolution
analysis. The approximate solution of our problem will be
a function uj which will be written in terms of its values in
the dyadic points
uj =
X
n
uj(n2
−j)θ(2jx− n),
and we will ask that such a function veries the equation
exactly at the dyadic points.
The boundary conditions will then be imposed by simply
setting uj(0) = a and uj(1) = b.
Regarding the nonlinear operators we remark that we are
already in the physical space and so no extra computation
is required for the passage between wavelet coecients and
physical space.
In the following we will describe the collocation method
for which we will discuss stability and convergence. We
will consider the problem of preconditioning and the treat-
ment of boundary conditions both in 1-D and in 2-D. In the
last section we present the results of some numerical tests
on several model problems both in 1-D and in 2-D.
1. PRESENTATION OF THE METHOD
Notation. With k  ks, resp k  ks,I we will indicate the
Hs(R), resp. Hs(I) norms. k  k = k  k0 and k  k]a,b[k =
k k0,]a,b[ will indicate respectively the L2(R) and the L2(a, b)
norm.
We begin by recalling the following denition [13, 18]:
A compactly supported multiresolution analysis, (MRA)
is a sequence (Vj)j2Z of closed subspaces of L2(R) verifying
the following properties:
Vj  Vj+1 8j 2 Z (1.1)
FIG. 1. (a) Daubechies scaling function for N = 7, (b) its autocorre-
lation function θ , (c) rst derivative θ0, (d) second derivative θ00.
[
j2Z
Vj = L
2(R) and
\
j2Z
Vj = f0g (1.2)
f(x) 2 Vj () f(2x) 2 Vj+1 8j 2 Z (1.3)
f(x) 2 Vj () f(x− 2−jk) 2 Vj 8k 2 Z. (1.4)
Moreover there exists a compactly supported function φ(x),
which will be called scaling function such that, dening
φjk = 2
j/2φ(2jx− k) (1.5)
the set fφjk, k 2 Zg is an orthonormal basis for Vj.
The multiresolution analysis is said to be r-regular, r 2
N if the function φ veries:
j∂sφ(x)j à Cm(1 + jxj)−m 8s à r,8 2 N. (1.6)
One can then decompose L2(R) as
L2(R) = V0
+1M
j=0
Wj =
+1M
j=−1
Wj,
where Wj is the orthogonal complement of Vj in Vj+1. It
is possible to prove that there exists a compactly supported
function ψ, such that the set of functions
fψjk = 2j/2ψ(2jx− k), k 2 Zg
is an orthonormal basis for Wj.
The method we will present in this paper will be based on
the use of a function θ obtained as autocorrelation function
of a compactly supported scaling function of the type we
just described. Such a function θ is widely described in [4,
10, 14]. Let us recall the fundamental properties of such a
function. We start with a compactly supported multiresolu-
tion analysis f~Vjg. We will then have a compactly supported
function φ such that the set fφ(x − k)g is an orthonormal
system and a compactly supported function ψ (the wavelet
function) such that the set f2j/2ψ(2jx − k), j, k 2 Zg is
an orthonormal basis for L2(R). We will indicate by M
the number of zero moments of the function ψ, (that isR
ψ(x)xndx = 0, n = 0, . . . ,M − 1) and by L the measure
of the support of both φ and ψ : supp φ = [0, L] and supp
ψ = [0, L].
We now introduce the function
θ(x) := (φ φ(−))(x), (1.7)
where  denotes the convolution product. We will indicate
by Vj the linear span of the set fθ(2jx − k), k 2 Zg. It is
possible to prove that fVjg forms a multiresolution analysis
where θ plays the role of (nonorthonormal) scaling function.
In particular the set f2j/2θ(2jx − k), k 2 Zg is a Riesz’s
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basis for Vj. We recall that this implies that there exist two
positive constants A and B such that
A
 X
k
c2k
!1/2
à
∥∥∥∥∥X
k
ck2
j/2θ(2jx− k)
∥∥∥∥∥
0
à B
 X
k
c2k
!1/2
,
8fckg 2 l2(Z).
Remark 1.1. We will then have two dierent MRAs,
Vj and ~Vj generated respectively by θ and φ and related
through (1.7) and through other properties which will be
studied in the following. We will solve the problem in Vj
while ~Vj will prove essential in preconditioning the schema
and in reducing the computational complexity of the prob-
lem by means of the application of matrix compression
techniques [8, 12].
The function θ is called autocorrelation function of φ
and it veries some properties which will be useful in the
following.
Due to the orthonormality property of the set fφ(x− k)g
the function θ veries what we call interpolation property:
θ(0) =
Z
φ(x)φ(x)dx = 1
θ(n) =
Z
φ(x)φ(x− n)dx = 0, n ≠ 0.
The derivatives of the function θ may be computed by
dierentiating the convolution product. In particular for
l, s intergers, 0 à l à s, we have
θ(s)(x) = (−1)s−l(φ(l)  φ(s−l)(−))(x).
For integer values of x this becomes
θ(s)(k) = (−1)s−l
Z
φ(l)(x)φ(s−l)(x− k)dx. (1.8)
An algorithm to compute the values in (1.8) is proposed
by Beylkin [8] which implicitely uses identity (1.8) in order
to compute the scalar products on the righthandside.
The accuracy of approximation by the MRA Vj is stated
in Proposition (1.1), which is proven in [4]. Dene an in-
terpolation operator Ij : H1(R) ! Vj by means of
Ij(f) =
X
k
f(2−jk)θ(2jx− k). (1.9)
Then we have the following estimate on the interpolation
error.
Proposition 1.1. Let 0 à r à s à 2M − 1, s á 1, and
f 2 Hs(R), then
kf − Ijfkr à C2−j(s−r)kfks. (1.10)
We will use the function θ in the framework of a colloca-
tion method. We consider for instance the following model
problem:
−c1(x)u00 + c2(x)u0 + c3(x)u = f, 8x 2 R, (1.11)
where c1, c2, and c3 are, for simplicity, uniformly bounded
C1 functions verifying c1(x) á a > 0, c3(x) á b > 0.
We look for an approximate solution uj 2 Vj which ver-
ies the following collocation scheme:
−c1(xk)u00j (xk) + c2(xk)u0j(xk) + c3(xk)uj(xk) = f(xk),
8xk = k2−j, k 2 Z. (1.12)
More precisely we will have
uj =
X
n
uj(xn)θ(2
jx− n).
The unknowns of our problem are the values of the ap-
proximate solution uj at the dyadic points xn = n2−j. The
unknowns uj(xn) are computed by solving the innite linear
systemX
n
uj(xn)

−c122jθ00

2j
k
2j
− n

+ c22
jθ0

2j
k
2j
− n

+ c3θ

2j
k
2j
− n

= f(xk).
Such a schema is stable and convergent. More precisely
the schema nds place in the general framework studied
by Dahmen et al. [12], following whose notation it is easy
to check that the sucient hypothesis for (t, 2)-stability are
satised for all t > 5
2
and then the following theorem holds:
Theorem 1.1. The method (1.12) is (t, 2)-stable 8t >
5
2
. Moreover the following error estimate holds: Suppose
τ à 2M− 1 and f 2 Hτ−2 then
kuj − uk2 à 2−(τ−2)jujτ.
2. PRECONDITIONING TECHNIQUES
For simplicity we will consider throughout this section a
constant coecient operator. The innite matrix appearing
in the linear system arising from the collocation scheme
takes the form
M = (mkn)
mkn = −c122jθ00(k− n) + c22jθ0(k− n) + c3θ(k− n). (2.1)
If now we use (1.8) in (2.1) we get by a simple change of
variable
mkn = c1
Z
φ0jnφ0jk + c2
Z
φ0jnφjk + c3
Z
φjnφjk. (2.2)
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Thus the linear system that we are solving has the same
matrix that we would get in solving the same problem by
means of a Galerkin method using the functions φjk as test
and trial functions. We can then take advantage of this
observation and apply the preconditioning and the matrix
compression techniques which have been developed for the
Galerkin Method.
In order to perform numerical experiments, we will con-
sider the discretization of the periodic Laplace operator
Lu = − ∂
2
∂x2
u
on ]0, 1[. The matrix L obtained by discretizing such an
operator on an uniform grid with stepsize 2−j has a null
space of dimension one, so in the following we will refer
to its range. It is known that such a matrix has in general
a condition number that grows like 22j.
We will restrict ourselves to values of j such that meas
(supp(θjk)) < 1, so that the above observation on the form
of matrix L arising from the discretization of constant co-
ecient operators holds also for the periodic case. In fact
it is easy to check that such a matrix is equal to the matrix
obtained by discretizing the same operator by means of a
Galerkin method using the periodized versions of the func-
tions φjk as test and trial functions. The preconditioning of
such a matrix has already been studied. Following [8] we
can compute the standard form Lw of the matrix L by ap-
plying the fast wavelet transform relative to the MRA ~Vj to
the matrix, rst rowwise and then columnwise. The matrix
Lw is then rescaled by a diagonal matrix P whose form is
given in [8].
Such a preconditioning technique, which has been widely
studied by several authors [8, 12, 15], is extremely eective.
In fact the condition number of the preconditioned matrix
LP := PLwP
is uniformly bounded by a constant which does not depend
on j, as one can check by looking at Table 1.
Alternatively, one could think of using other precondi-
tioning techniques based not on the MRA ~Vj but on the
interpolating MRA Vj itself. In fact, following D. Donoho
[14], one may introduce the space Wj  Vj dened by
Wj = span hθj+1,2k+1, k 2 Zi,
TABLE 1
Preconditioning by Means of the FWT
Level J Condition number of PLwP Condition number of L
5 6.0724 289.5261
6 6.2545 1.1553  103
7 6.4306 4.5760  103
8 6.6121 1.7615  104
TABLE 2
Preconditioning by Means of the FIWT
Level J Condition number of PLθP Condition number of L
6 2.7173  103 6.8575  104
7 4.1210  103 2.7467  105
8 7.3887  103 1.0991  106
9 1.7227  104 4.3972  106
and we can use the set
fθj0k, θj+1,2k+1, j = j0, . . . , j − 1, k 2 Zg (2.3)
as a basis for Vj. As proved by Donoho [14], such a basis
is well suited in terms of stability and accuracy to describe
the space H1 even if it does not satisfy the usual L2 stability
criteria. The change of basis from the uniform basis fθjkg
of section 1. and the basis of (2.3) is performed by means of
the fast interpolating wavelet transform, which has the same
algorithmical structure of the usual fast wavelet transform.
A standard form Lθ of the matrix L may then be obtained
by the application rowwise and columnwise of the fast in-
terpolating wavelet transform. However, rescaling such a
matrix by the diagonal matrix P one obtains a matrix whose
condition number satises only
cond(PLθP) à C2j.
Though much less eective, such a technique may still
be of interest, in view of an application of the collocation
scheme in the framework of adaptive schemes, where the
number of unknowns is reduced by considering only those
degrees of freedom which are relevant to the problem. In
such a way the matrix of the linear system to resolve is
much smaller than the matrix relative to the discretization
on the uniform grid, hence one can aord more matrix-
vector multiplications. In Table 2. we show the results of
such a preconditioning technique applied to the discretiza-
tion of the Laplace operator on ]0, 1[ with Dirichlet bound-
ary conditions. The boundary conditions are treated by
means of method 1, as described in the following section.
3. TREATMENT OF THE BOUNDARY CONDITIONS
3.1. One Dimensional Case
Let us now consider the application of such a method to
a boundary value problem: we will then consider an elliptic
operator dened by
A = −c1(x) d
2
dx2
+ c2(x)
d
dx
+ c3(x)Id
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and we will consider the Dirichlet boundary value problem:
Au = f in(0, 1)
u(0) = a
u(1) = b.
In order to deal with such a problem we need to adapt the
basis functions θjk in order to make them suitable for the
treatment of the boundary conditions. Such a task can be
performed in several dierent ways: the easiest way would
be the following.
Method 1. We introduce the following functions:
~θj0 =
0X
k=−1
θjk, ~θj,2j =
+1X
k=2j
θjk.
Look for uj of the form
uj = uj(0)~θj0 +
2j−1X
k=1
uj(xk)θ(2
jx− k) + u(1)~θj,2j ,
which veries
uj(0) = a, uj(1) = b (3.1)
Auj(xn) = f(xn), n = 1, . . . , 2
j − 1. (3.2)
It is possible to show that such a method is stable and con-
vergent [7]. However, as one can easily check, this proce-
dure gives an error of order 2−j/2 and consequently such a
method has a poor accuracy with respect to the method on
the line.
We may then modify the method in order to retrieve the
good accuracy of the method on the line. Two possible
ways may be followed in order to accomplish such a task.
Either use more basis functions and more points or change
the shape of some of the basis functions in order to get a
better accuracy.
The rst possibility is to consider in the development of
uj all the k’s such that supp θjk
T
]0, 1[≠ ∅. We will then
have
Method 2. We look for a function of the form
uj =
2j+L−1X
k=−L+1
αkθjk.
verifying (3.13.2) for a bigger set of nodes. The unknowns
are 2j + 2L − 1 so we need 2j + 2L − 1 collocation points.
We have the natural 2j + 1 dyadic points xk = k2−j, k =
0, . . . , 2j and we add some points near the boundaries. More
precisely we add the points (2k+1)2−(j+1) with k = 0, . . . , L−
2 near the left boundary and 1 − (2k + 1)2−(j+1) with k =
0, . . . , L − 2 near the right boundary.
Method 3. The third method is based on the use of some
modied interpolating functions which are constructed in
order to achieve an interpolating operator on the interval of
the same accuracy as the one on the line. Such functions
were constructed in [14]. Let us now briefly review how
such functions are constructed.
We consider a function f dened on R and we are inter-
ested in nding (at least approximately) Ijfj[0,1]. In order to
do that we need the values of f in all those dyadic points
xk such that supp θjk
T
]0, 1[≠ ∅, that is we need to know
f(xk) for k = −L + 1, . . . 2j + L − 1. Let us now suppose
that we know f only in [0, 1]. Instead of the values of f at
xk, k = −L+1, . . . ,−1 and k = 2j+1, . . . , 2j+L−1, we may
use some values which are extrapolated from the values in
those dyadic points internal to the interval [0, 1]. More pre-
cisely we dene P1 and P2 to be the polynomials of degree
2M−2 that interpolate f respectively at x0, x1, . . . , x2M−2 and
at x2j−2M+2, x2j−2M+3, . . . , x2j .
P1(xk) = f(xk), k = 0, . . . , 2M− 2
P2(xk) = f(xk), k = 2
j − 2M+ 2, . . . , 2j.
We have
P1(xn) =
X
k
ankf(xk), n = −L,−1, k = 0, 2M− 2 (3.3)
P2(xn) =
X
k
bnkf(xk),
n = 2j + 1, 2j + L, k = 2j − 2M+ 2, 2j (3.4)
with
ank = l
1
k(xn), bnk = l
2
k(xn),
where l1k and l
2
k are the Lagrange polynomials relative to the
two (2M − 1)-tuples of interpolation points fx0, . . . , x2M−2g
and fx2j−2M+2, . . . , x2jg.
l1k =
2M−2Y
i=0
i≠k
x− xi
xk − xi , l
2
k =
2jY
i=2j−2M+2
i≠k
x− xi
xk − xi .
We can now dene
Ijf =
−1X
n=−L
P1(xn)θjn +
2jX
k=0
f(xk)θjk +
2j+LX
n=2j+1
P2(xn)θjn. (3.5)
Combining (3.3), (3.4), and (3.5) we have
Ijf =
LX
k=0
f(xk)
 
θjk +
−1X
n=−L
ankθjn
!
+
2j−L−1X
k=L+1
f(xk)θjk +
2jX
k=2j−L
f(xk)
0@θjk + 2j+LX
n=2j+1
bnkθjn
1A .
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Thus we may dene some modied interpolating functions
by means of
θljk =
 
θjk +
−1X
n=−L
ankθjn
!
θrjk =
0@θjk + 2j+LX
n=2j+1
bnkθjn
1A
so that we have
Ijf =
LX
k=0
f(xk)θ
l
jk +
2j−L−1X
k=L+1
f(xk)θjk +
2jX
k=2j−L
f(xk)θ
r
jk. (3.6)
Remark that the functions θljk and θ
r
jk still verify the in-
terpolation property θljk(xn) = δnk and θ
r
jk(xn) = δnk for
n, k = 0, . . . , 2j.
Moreover the operator Ij is well dened for functions in
Hs(]0, 1[) s > 1
2
and it veries the following error estimatf:
if f 2 H2M−1(]0, 1[) then
kf − Ijfks,]0,1[ à  2−j(2M−1−s)jfj2M−1,]0,1[.
The approximate solution uj may now be developed using
the 2j+1 basis functions of the development (3.6). We will
then look for a function
uj =
LX
k=0
uj(xk)θ
l
jk +
2j−L−1X
k=L+1
uj(xk)θjk +
2jX
k=2j−L
uj(xk)θ
r
jk (3.7)
verifying (3.13.2).
The L2- and L1-errors for the three methods are summa-
rized in Table 4, respectively.
3.2. Two-Dimensional Boundary Value Problems
We may also apply our method to a 2-D boundary value
problem. Given A dened by
A = a20(x, y) ∂
2
∂x2
+ a11(x, y)
∂2
∂x∂y
+ a02(x, y)
∂2
∂y2
+ a10(x, y)
∂
∂x
+ a01(x, y)
∂
∂y
+ a00Id,
where the coecients a20, a11, a02, a10, a01, and a00 are chosen
in such a way that the operator A is elliptic, we consider
the problem
Au = f in ]0, 1[2
TABLE 3
L3-Errors for the Three Methods
Method 1 Method 2 Method 3
4 0.0515 1.0678  10−3 2.7  10−3
5 2.6578  10−2 1.5529  10−5 1.1255  10−5
6 1.3366  10−2 5.7322  10−8 3.2365  10−7
7 6.6915  10−3 5.5889  10−9 4.8444  10−9
TABLE 4
L1-Errors for the Three Methods
Method 1 Method 2 Method 3
4 0.0819 1.2472  10−2 3.6  10−3
5 4.1839  10−2 1.2550  10−4 2.2123  10−5
6 2.0993  10−2 6.3678  10−8 5.5894  10−7
7 1.0503  10−2 7.2994  10−9 8.3275  10−9
u = g on ∂]0, 1[2.
In order to build a schema for such a problem we consider
the tensor product basis
j,k,k0(x, y) = θjk(x)θjk0(y),
where the 1-D functions θjk may be modied close to the
boundaries of ]0, 1[, according to method 1 or method 3.
To each function j,k,k0 we associate the node
xj,k,k0 = (xjk, xjk0),
where it assumes the value 2j. We dene our discrete prob-
lem as:
Find u 2 Vj
N
Vj verifying
Au(xj,k,k0) = f(xj,k,k0) for xj,k,k0 2]0, 1[2 (4.1)
u(xj,k,k0) = g(xj,k,k0) for xj,k,k0 2 ∂]0, 1[2, (4.2)
where by abuse of notation we indicate by Vj the space of
trial functions used in the previous section for the 1-D BVP
for either method 1 or 3. We remark that the trace of the
space Vj
N
Vj on each of the edges of the square ]0, 1[ is
the space Vj itself, so Eq. 4.2 ensures that the solution u
gives a good approximation of g on the boundary.
FIG. 2. High order method for test problem 2, with  =
1
10 ,
1
100 ,
1
1000 . We adopted dierent levels j depending on the values of
the parameter ( = 0.1 − j = 4;  = 0.01 − j = 5;  = 0.001 − j = 8).
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FIG. 3. The coecients of the fast interpolating wavelet transform
for the true solution of the second problem test with 128 points. On the
left smaller levels j, on the right bigger levels j.
4. NUMERICAL EXPERIMENTS
The aim of this section is to show the performances of
the method proposed. We will consider some simple test
problem in both one and two dimensions. For the one di-
mensional case we will concentrate on three dierent test
problems, displaying dierent behaviors.
Test Problem 1.
−u00 = f in (0, 1)
u(0) = 0
u(1) = 0
where f is chosen such that the true solution of the problem
is u = x(x− 1) sin2(6x).
Test Problem 2.
−u00 + u0 = 1 in (0, 1)
u(0) = 0
u(1) = 0
Test Problem 3.
−u00 + 2u0 + exp(u) = 0 in (0, 1)
u(0) = u(1) = 0
The rst problem is only considered in order to check the
accuracy of the three methods proposed for the treatment of
boundary conditions. To investigate the order of the meth-
ods, approximate solutions are computed on a sequence of
several increasingly ner grids. The corresponding approx-
imation error is displayed in Tables 3 and 4, respectively in
L2 and L1 norm.
For small values of the parameter  the solution of the
second test problem displays a layer near the boundary x =
1. That is, there is a narrow region where the solution of
FIG. 4. Discrete solutions for non linear boundary problem (test 3),
(a) j = 5, (b) j = 6.
the dierential equation changes rapidly. In this case it is
interesting to observe the behaviour of the coecients of
the fast interpolating wavelet transform of the approximate
solution, that may give informations which may be used in
order to design mesh renement techniques [6]. In Fig. 3
we show the coecients of the fast interpolating wavelet
transform of the true solution for  = 1
100
. The rst 2j0
coecients correspond to the lowest level j0. It is clear
that at higher levels, only the coecients corresponding to
the boundaries are really necessary in order to compute the
approximate solution.
In Fig. 2 we show the shape of the discrete solutions,
which are computed using method 1, for three dierent
values of the parameter  (respectively  = .1, .01, .001) each
one computed with a dierent value of j (respectively j =
4, 5, 8).
The third test problem also displays a boundary layer
near x = 0. Moreover the problem is nonlinear. It was
FIG. 5. Surface plot of the discrete solution of test 4.
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FIG. 6. Surface plot of the discrete solution of test 6.
solved by means of method 1. with j = 5 and j = 6. The
nonlinear systems obtained after collocation were resolved
by Newton’s method. In Fig. 4 we show numerical results
with  = .1. A comparison with the behavior of the true
solution (see [1]) is very satisfactory.
The test problems for the two-dimensional case are the
following. The rst two examples are two constant coe-
cients problems with Dirichlet boundaries. The rst one is
a pure isotropic diusion problem while the second one is
a boundary layer problem (similar to the one dimensional
test 2).
Test Problem 4.
−u = f on Ω = (0, 1)  (0, 1)
u = 0 on ∂Ω
u(x, y) = sin(2pix) sin(2piy)
Test Problem 5.
−u+ β  ru = 1 on Ω
u = 0 on ∂Ω
FIG. 7. Surface plot of the discrete solution of test 5,  = 0.01.
In both problems ∂Ω is the boundary of the unitary square
Ω = (0, 1)  (0, 1).
The next two examples are nonconstant coecients prob-
lems with Dirichlet boundary conditions. The rst one is
a canonical example from the catalogue of elliptic prob-
lems in [19]. The last example is an anisotropic diusion
problem with nonconstant coecients.
Test Problem 6.
∂
∂x

exy
∂
∂x
u

+
∂
∂y
 
e−xy
∂
∂y
u
!
− 1
1 + x+ y
u = f on Ω
u = 0 on ∂Ω
where f is chosen such that the true solution is u(x, y) =
exy sin(pix) sin(piy).
Test Problem 7.
4
∂2
∂x2
u+
∂2
∂y2
u+ (1 + x)
∂
∂x
u = f on Ω
u = x3y2 on ∂Ω,
where f is chosen such that the true solution is u = x3y2.
The numerical results obtained for the two-dimensional
test problems are depicted in Figs. 38. For problem 5. we
have chosen  = 0.01.
5. CONCLUSIONS
We have stated here a wavelet collocation method based
on the use of the autocorrelation function of Daube-
chies compactly supported scaling functions.
For such a method we discussed stability and conver-
gence along with the existence of preconditioning tech-
niques and the treatment of boundary conditions both in
one and two dimensions.
In particular we observed that the matrices arising from
such a discretization are (at least in the constant case) equal
FIG. 8. Surface plot of the discrete solution of test 7.
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to the matrices arising from the application of a Galerkin
method using the Daubechies scaling functions as test func-
tions. This implies that we can apply to such a method all
the techniques developed in order to reduce the computa-
tional complexity of such Galerkin methods.
We tested the method proposed on several one and two
dimensional problems with very promising results.
The collocation method we just described may be de-
veloped in several directions. First of all such a scheme
may be generalized by introducing some kind of adaptive
procedure, using the function θ at dierent scales at the
same time [6]. Such a procedure should allow an optimiza-
tion of the number of basis functions used for the solu-
tion of the problem. Moreover the collocation scheme may
be implemented using some other wavelet basis (likewise
Daubechies wavelets or B-spline prewavelet) [5].
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