Weak convergence methods are used to analyse generalized learning automata algorithms. The REINFORCE algorithm has been analysed.
INTRODUCTION
Learning automata have originally been proposed to model the behaviour of biological systems [4] . They have also found applications in diverse areas such as pattern recognition and queueing systems [ 3 ] .
A learning automaton interacts with an environment to choose the optimum action out of a finite set of actions.
The response from the environment is used to update the selection probabilities. In this basic model, there is no scope for more than one optimal action. This is required when the environment can be in different states, each state having its own optimal action. This can occur in pattern recognition, where the environment state is characterized by the pattern vector to be classified. The state o f the environment can be thought of as being represented by a vector known as the context vector.
The learning automaton also cannot be used as a unit in a network structure. This is again due to its inability to have any input other than the response from the environment.
There are two ways of overcoming this problem. One method is to use the learning automaton in a game [31. Another method would be to generalize the concept of a learning automaton to include context vectors. This is known as the Generalized Learn'ing Automaton (GLA) I 3 . 5 1 . A GLA system consists of an environment and a learning system. The GLA system functions as follows .
At each instant, the environment presents a context vector to the learning system.
Based on this vector and its internal state w , the learning system chooses an action. The environment the emits a Scalar Reinforcement Signal (SRS) based on the context vector-action pair. (The SRS is assumed to be stochastic). Using thks information, the learning system updates its internal state w. w is assumed to be a real vector. A higher value of the SRS indicates better performance.
The ideal goal of a GLA system is to learn the function which maps each context vector into its optimal action. This may not always be possible, since the structure chosen may not allow the function to be learnt.
If the SRS is denoted by r , a natural criterion to maximize would be E[r/wl . If there exists a w* which implements the optimal action mapping, that w* also maqimizes E[r/wl .
GLA units can be connected together to model 'connectionist systems' or 'artificial neural networks'.
To model a connectionist system as a GLA system, a basic unit for the GLA system is required. A method to connect these units has also to be specified.
Several algorithms have been proposed for GLA tasks. One is the AR-p algorithm [l] . Under strong conditions it is shown that this algorithm learns the optimal action mapping. This result holds for a single unit and has not yet been generalized to a network of units. Another algorithm is REINFORCE algorithm
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This algorithm is a single step stochastic gradient algorithm, following the gradient of E[r/wI. This result holds for a network of units. Unfortunately, it can be shown that the algorfthm can exhibit unbounded behaviour.
A modification based o n constrained optimization techniques is suggested to overcome this problem.
Section 2 develops the formal notation required for analysis. The REINFORCE algorithm is analysed and an example is presented to show the unbounded behaviour of the algorithm in Section 3 .
A modification is suggested and analysed in Section 4 .
Section 5 contains the simulation results and the conclusions from Section 6 .
NOTATION
In this section, the formal notation for a GLA system is developed. The environment of a GLA system is defined by the tuple (C, A, R, D, Pc) where C is the set of context vectors, A is the set of actions and R the set of values the SRS can take.
Pc is a probability distribution over C and the arrival of context vectors is governed by Pc.
D is the set of reinforcement expectations,
A single GLA unit is defined by the tuple (X, Y, R,w, g, TI where X is the the set of outputs, R the set of SRS values and w the internal state of the unit.
g is a function which generates the action probabilities given the context input and internal state. Thus, for any y in Y,
In a network of GLA ynits, the ith unit is defined by the tuple (Xi, Y., R, wi, gi, T.) which corresponds to the tuple descriked for a single unit. The context vector to any unit can be composed of outputs of other units and components of the context vector from the environment.
Only feedforward networks are considered here.
Thus, there does not exist a set of indices ljl, ..., jkl such that the context vector of j has the output of j.-l as a component ?for 2 i -< k) and the context vector of jl has the output of jk as a component.
ANALYSIS OF THE REINFORCE ALGORITHM
In this section, the REINFORCE algorithm is described and analysed. An example showing that unboundedness problems can exist is also presented.
At instant k, the updating as given by the REINFORCE algorithm is [ 5 1 ,
where the partial derivative is avaluated at (xi(k), yi(k), wi(k) 1 ,b > 0 is the learning parameter and wij is the jth component of wi.
w is the vector composed of the internal states of all units. It has been shown that REINFORCE algorithm has the following property [ 5 1
where vw denotes gradient with respect to w. the behaviour of the algorithm by studying the associated ODE. Define
Theorem I can be used to study
It is seen that the ODE performs a gradient ascent of the function f(. Thus, (6f / 6 ~1 )
(df/dw2) = .4 (exp(-w2)/(~+exp(-w2))2
According to theorem I, the ODE is G1 = -0 . 4 e x p ( -w~) / ( l + e x p ( -w~) )~
G2 = 0 . 4 e x p ( -w~) / ( l + e x p ( -w~) )~
This is a pair of decoupled ODES and it is easily seen that w1 decreases without bound and w increases without bound.
Thus wl(.) Siverges toand w2(.) diverges to + . The algorithm can be seen to exhibit unbounded behaviour, which is undesirable.
One way to overcome this difficulty is to show that in the particular problem to which the algorithm is applied, the weights are bounded. As this would require a proof for every new problem, another method would be to repose the problem as a constrained optimization problem with the constraint region being a compact set. This is done in the next section.
MODIFICATION
In this section, a modification of the REINFORCE algorithm is proposed and analysed.
Instead When the state is wi, the value used for generating' the action probabilities is hi(wi) where Again, considering continuous time interpolations wb(.) as before, the following theorem can be proved.
Theorem. I1
The sequence Iwb(. ) I converges weakly, as b -> 0, to z(.) where z ( . ) satisfies the ODE z(0) = w (0) under the conditions that g. is bounded away-from zero on [-Mij,kij] and has t continuous first partial derivatives.
The asymptotic behaviour of the algorithm is approximated by the ODE. The behaviour of the ODE can be related to the solutions of the constrained o r t i 1v.i z a t i '3 r. pr ob1 err! by the f o 11 owing resclt S .
Result 1:
If v satisfies t h r first order necessary Y.,hr-Tucker conditions for a l c c a l r~x i !~~u r ! 
Proof :
Let w satisfy the first order necessary Kuhn-Tucker conditions. Then 161,
Thus, U is a zero of the ODE. To prove uniqueness, let v be a zero of the ODE and h(v! = w. Then,
Since v is a zero of the ODE,
= ( 6 f / 6 wij) (w) + ~~~( w~~-w~~-m wij) = ( 5f/5wij) (w) -K~~ mij wij = 0 This is true iff mi v = U and thus the der0 $2 u&ue.
If U is a zero of the ODE, h(u) satisfies the first order necessary Kuhn-Tucker conditions.
As U is a zero of the ODE, Let wij = h. (uij). Then, w = h(u) and
The other Kuhn-Tucker conditions are also satisfied at h(u).
Thus, h(u) satisfies the first order necessary Kuhn-Tucker conditions.
*
The above two results show the equivalence between the zeros of the ODE and the first order necessary RuhnTucker conditions of the optimization problem.
I n an unconstrained optimization problem, the zeros art the points where the gradient of the function being maximized is zero. Here, the gradient is replaced by the first order necessary Kuhn-Tucker conditions. The first order conditions are necessary conditions, not sufficient. A zero might satisfy the first order conditions, but still not be a maximum.
For further analysis, the second order conditions are used.
Using linearisation of the ODE around a zero, the following results can be proved.
Result 3
If w is a strict local maximum of the optimization problem, then its related zero U is locally stable under the condition that all active constraints at w are strictly active. si (w) > 0 is a constraint of the opf?imizaGon problem. It is said to be active at w if si.(w) = 0. It is said to be strictly acgive at w if lij > 0.
As lij sij(w) = 0 is part of the first order necessary conditions, this implies that sij(w) = 0 .
It can be easily shown that the solutions of the ODE are bounded and that the constrained optimization problem has atleast one solution.
.

SIMULATIONS
The problem described in Section 3 was simulated for the REINFORCE algorithm and the modified algorithm. For the original algorithm the values kept on increasing in magnitude, albeit slowly. This is clear even from the analysis of the ODE, as it can be shown that after a finite time T. w2(t) L21n t even though w2(t) -> + . For the modified algorithm, the bounds were chosen to be 5 (i.e., Mij = 5 for all i,j) and K -. s were identically set to 1. For both ti$ algorithms, b was chosen to be 0 . 5 .
I n 10 r u n s , the modified algorithm always converged to values around - 5 and + 5 for w1 and w 2 respectively.
This is also what is expected, since the point ( -5 , + 5 ) j s the maximum of E(r/w) in the feasible region.
The values kept incre sing in the REINFORCE algorithm. In 1 0 ' steps, the values had reached 12.2 in magnitude.For all runs, the initial conditions were ~1 ( 3 ) = w~( Q ) = 0.
. CONCLUSIONS
The REINFORCE algorithm has been analysed using weak convergence techniques. An example is presented to show that the algorithm can exhibit unbounded behaviour. This is also indicated by the simulation results. A modification has been proposed based on constrainee optimization principles. Analysis shows that the zeros of the related ODE have an one-one onto relationship with the Kuhn Tucker points of the constrained optimization problem. 
