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ABSTRACT
We present an empirical study about the usage of RNN generative models for
stochastic optimization in the context of de novo drug design. We study differ-
ent kinds of architectures and we find models that can generate molecules with
higher values than ones seen in the training set. Our results suggest that we can
improve traditional stochastic optimizers, that rely on random perturbations or
random sampling by using generative models trained on unlabeled data, to per-
form knowledge-driven optimization.
1 INTRODUCTION
The goal of computer-based de novo drug design is to build new molecules from scratch that can be
used as drugs. The molecules are designed in a way that it will bind to a target (for instance to a
human protein or to a virus) to change its behavior. When a molecule binds to the desired target, it
is called a ligand.
Most available molecule generation techniques rely on combination of a library of ’fragments’. A
fragment is subgraph of a molecule structure, it can be an atom or a group of atoms (e.g., a ring).
The fragments are combined in a chemically meaningful way to obtain new molecules (Schneider
& Schneider, 2016). One advantage of using fragments is to reduce the search space, which would
be huge if molecule structure generation was done one atom at a time, like it was done in atom-
based structure generation techniques which are now less popular(Hartenfeller & Schneider, 2011;
Schneider, 2013). Another advantage is that the fragments are extracted manually from known drug
molecules and from chemistry knowledge. On the other hand as the library of fragments is fixed, it
can constrain the search space too much and thus it might be possible to overlook some interesting
molecules.
There are two main techniques for molecule generation depending on how much information we
have about the target: receptor-based and ligand-based techniques. Receptor-based techniques are
used when the 3D structure of the target is available, while ligand-based techniques are used when a
a set of molecules that bind to a given target are already known and the goal is to find new molecules
that can bind to the target even better or that can satisfy other constraints like ease of synthesis.The
ligand-based algorithms take as input a set of ligands that are known to bind to a target, and return a
new set of ligands that bind to the target.
Most approaches in the literature involve discrete optimization techniques like genetic algorithms
operating on the graph representation of the molecules.We point to the reader some works about
techniques used traditionally to design new molecules : (Gillet et al., 1993; Wang et al., 2000; Pierce
et al., 2004; Douguet et al., 2005; Fechner & Schneider, 2006; Dey & Caflisch, 2008; Kutchukian &
Shakhnovich, 2010; White & Wilson, 2010; Li et al., 2011; Hartenfeller et al., 2012; Li et al., 2016;
Masek et al., 2016).
As pointed out by Go´mez-Bombarelli et al. (2016b), current approaches rely on handcrafted rules
for perturbing or hybridizing molecules or inserting fragments to obtain new molecules. While these
rules rely on chemistry knowledge, they may bias the search space towards a specific portion of the
space and some interesting molecules might be overlooked. One attempt to solve this issue would
be to replace the handcrafted rules by rules learned from data, using generative models.
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2 EXPERIMENTS
2.1 METHODOLOGY AND OBJECTIVE
As in (Go´mez-Bombarelli et al., 2016a; Segler et al., 2017), we used the SMILES (Weininger, 1988)
representation of molecules, which is a textual representation of the molecular graph using a formal
language. Like in (Go´mez-Bombarelli et al., 2016a; Segler et al., 2017), we used recurrent neural
networks (RNNs) to learn a generative model of sequences for SMILES strings from a dataset of
known molecules.
We used the same dataset than (Go´mez-Bombarelli et al., 2016a), which is a subset of the ZINC
dataset (Irwin et al., 2012; Sterling & Irwin, 2015).We split the dataset used in (Go´mez-Bombarelli
et al., 2016a) into a training and a validation set. The size of the training set was 200000, while the
size of the validation set was about 50000. We sampled the hyperparameters of the models randomly
from a prior (see the appendix for more details) then we trained the models on the training set and
used the validation set for early stopping. Finally, for each molecule we sampled from the model we
computed the score used in (Go´mez-Bombarelli et al., 2016a):
J(m) = LogP (m)− SA(m)− ring-penalty(m) (1)
A high J(m) selects drug-like molecules, as measured by LogP (the partition coeficient, Wildman
& Crippen (1999)) and penalizes molecules which are difficult to synthesize, measured by SA (syn-
thetic accessibility) and ring-penalty. See the appendix for more details.
This score assesses each molecule, rather than a set of molecules generated by a model. To evaluate
the models, we use the expected improvement criterion (EI; Mocˇkus (1975)), used routinely in
Bayesian optimization (Jones et al., 1998), to assess how much the score J(m) improved over the
training set. Given a set of M generated molecules M = {m1,m2, ...,mM} and the maximum
score J(m) on the training set D = {x1, x2, ..., xN}, J∗(D) = maxi=1...NJ(xi), the expected
improvement(EI) is defined as:
EI(M) =
1
M
M∑
i=1
I {J(mi) > J∗(D)}(J(mi)− J∗(D)),mi ∈M 1 (2)
2.2 MODELS AND RESULTS
We used two kinds of RNN architectures. The first corresponds to char-RNNs (Karpathy et al.,
2015) where the RNN is trained to predict the next character based on the full history of previous
characters. The second type is a sequence-to-sequence autoencoder, analog to (Sutskever et al.,
2014), but where the input and the output are the same and we do not use teacher forcing (Williams
& Zipser, 1989).
We trained a total of 480 models. Among the top 8 of our models according to EI(eq. 2), 4 were au-
toencoders with a convolutional encoder and an RNN decoder, the remaining 4 models were autoen-
coders with an RNN encoder and decoder. Noise turned out to be helpful: all of these models were
using a denoising criterion (Bengio et al., 2013) (during training and generation) which we adapted
for sequential data (see the noise procedure we use in the appendix). None of the autoencoders were
using LSTMs, they were either using GRUs (Cho et al., 2014) or vanilla RNNs (Karpathy et al.,
2015).
To compare the models, we generated 100K molecules from each model (among the top 8 models),
including the baseline variational autoencoder of Go´mez-Bombarelli et al. (2016a)2. We discarded
illegal and duplicate molecules. The distribution of the score J (eq.3) is visualized by violin plots in
Figure 2. Interestingly, our models do not necessarily generate better molecules on average, but the
thicker upper tail of the distributions ensures that there is significant mass above the best molecules
1I {x > y} is the indicator function, 1 if x > y, 0 if not.
2We sampled from their variational autoencoder by first sampling from the gaussian prior on the latent space
then decoded back to the string space stochastically using the decoder.We used the code provided here.
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(a) LogP = 10.05
J = 6.74
(b) LogP = 9.72
J = 6.39
(c) LogP = 9.69
J = 6.05
(d) LogP = 9.03
J = 5.99
(e) LogP = 9.34
J = 5.86
(f) LogP = 9.17
J = 5.79
(g) LogP = 9.17
J = 5.79
(h) LogP = 9.98
J = 4.91
(i) LogP = 9.46
J = 6.05
Figure 1: Generated molecules which have LogP and J(eq.3) better than training data D, for which
LogP ∗(D) = 8.25 and J∗(D) = 4.52. We note that except for 1h, all the other molecules have
a better LogP and J than the ones in (Go´mez-Bombarelli et al., 2016a), for which the best reported
molecule had LogP = 8.51 and J = 5.02.
Figure 2: Violin plots showing the distributions of J(eq.3) of the molecules generated by the top 8
of our models and the ones generated by the model proposed in (Go´mez-Bombarelli et al., 2016a).
The blue horizontal line corresponds to the highest value of J in the training data, J∗(D) = 4.52.
We report the expected improvement EI ∗ 103(eq.2) of each model. We can see that our models
exhibit more diversity than the baseline(Go´mez-Bombarelli et al., 2016a), this allows them to find
molecules with better scores.
in the training set. In a stochastic optimization loop generating a lot of suboptimal candidates is not
necessarily a problem since the selection operator can get rid of them. On the other hand, generating
a significant number of high-value candidates (above the current best) accelerates the optimization.
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A DETAILS ABOUT THE EXPERIMENTS
A.1 PREPROCESSING
We preprocessed the SMILES strings as the following. A special begin character and end character
are added respectively in the beginning and the end of the strings. As in (Go´mez-Bombarelli et al.,
2016b), the maximum length of the strings were 120, we thus padded all the strings after the end
character with a special zero character so that each string had a length of 120. We converted the
strings into onehot representation which was the input to the models.
A.2 OBJECTIVE FUNCTION
The objective function we optimize is :
J(m) = LogP (m)− SA(m)− ring-penalty(m) (3)
where LogP is the partition coefficient(Wildman & Crippen, 1999)3, SA is the synthetic ac-
cessibility(Ertl & Schuffenhauer, 2009)4 and ring-penalty is defined as : ring-penalty(m) =
max-ring-length(m) if max-ring-length(m) > 6 else 0 5, where max-ring-length(m) of a
molecule is the maximum ring length among the rings contained in the molecule. We standard-
ize each term (LogP , SA and ring-penalty) by substracting the mean and dividing by the standard
deviation (both computed on the training set).
A.3 MODELS
We used two kinds of architectures, Char-RNNs and sequential autoencoders. We provide below
details about the architectures, the prior of the hyperparameters and how the generation is done.
To train a new model, we sample from the prior of the hyperparameters and we train the model.
After the model is trained, we generate samples from it, filter the duplicates and the non valid
strings(using RDKIT (Landrum, 2006)), then compute the scores provided in eq.3 (using RDKIT
(Landrum, 2006)) and eq.2. We used keras (Chollet, 2015) in our experiments.
A.3.1 CHAR-RNNS
As in (Karpathy et al., 2015), we used a stack of RNN layers that predict the character at time step
t then feed back in the next time step. The number of layers were between 1 and 5. We used a
dropout rate in each layer, where the dropout rate could be either 0 (disabled) or 0.1 or 0.3 or 0.5.
The size of the hidden state in each layer was selected from {100, 200, 300, ..., 1000}. The type of
the parametrization of the RNN could either be a Vanilla RNN (Karpathy et al., 2015), a GRU (Cho
et al., 2014) or an LSTM (Hochreiter & Schmidhuber, 1997).
For generation, we initialize the string by the begin character, predict the next character probabilities,
sample then feed back the sampled character as an input to the next timestep. We repeat the process
until the end character is generated.
A.3.2 SEQUENTIAL AUTOENCODERS
We used sequential autoencoders as in (Bowman et al., 2015; Go´mez-Bombarelli et al., 2016a) but
without the variational objective and without teacher forcing (Williams & Zipser, 1989; Lamb et al.,
2016). The advantage of teacher forcing is that it makes training much easier, on the other hand, it
makes the model rely less on the fixed-length representation computed from the input sequence and
more on the input tokens fed to the decoder at each time step. The encoder was either a stack of 1d
convolutions like (Go´mez-Bombarelli et al., 2016a) or a stack of RNNs.
For convolutional encoders, the number of filters and the size of the filters were respectively selected
from {8, 16, 32, 64, 128} and {3, 5, 7, 9, 11}. The number of encoder layers was between 1 and 5.
3We used RDKIT(Landrum, 2006) to compute the partition coefficient.
4We used the code here from RDKIT(Landrum, 2006) to calculate synthetic accessibility.
5Personal communication with Rafael Go´mez-Bombarelli and Jose´ Miguel Herna´ndez-Lobato.
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We used a fully connected layer with a linear activation after the last convolution. The number of
hidden units in that layer was selected from {100, 200, 300, ..., 1000}. The fully connected layer
was used to condition the decoder, which was a stack of RNN layers where the number of hidden
layers was between 1 and 5. The size of the hidden state of the decoder layers was selected from
{100, 200, 300, ..., 1000}. We used the ’relu’ activation in all convolutional layers.
For RNN encoders, the number of encoder layers were between 1 and 5. The size of the hidden
state in each layer was selected from {100, 200, 300, ..., 1000}. We use the hidden state in the last
time step of the last RNN of the encoder to condition the decoder. The decoder part was identical to
sequential autoencoders with a convolutional encoder, defined above.
Sequential autoencoders were trained to reconstruct the input sequence from a noisified version of
the input, this makes them a kind of denoising autoencoders (Vincent et al., 2008).
Noise was applied for each input character independently : with a probability p the i-th character
was replaced with a random character uniformly from the vocabulary. Noise probability was selected
from {0, 0.1, 0.2, 0.3, 0.5}.
For generation, inspired by (Bengio et al., 2013), we use an iterative generation procedure. We start
by a completely random string. In each iteration, we apply the same noise procedure we used during
training (with the same noise probability), then we reconstruct and feed the reconstructed input again
to the autoencoder. We repeat this process for 100 iterations and save all the generated sequences
along the chain. The advantage we see with this kind of generation is that contrary to Char-RNNs or
variational autoencoders where the generation is one-shot, this generation procedure allows a form of
iterative refinement of the string because the repeated application of the autoencoder reconstruction
function goes towards regions with high probability density (Bengio et al., 2013; Alain & Bengio,
2014).
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