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Abstract
Access to drinking water is a growing issue and one of the key challenging of the twenty first century.
The rapid depletion of current supply sources (aquifers, rivers, lake...) urges to find solutions, especially
cost and energy efficient processes to desalinate seawater.
Reverse osmosis is a membrane process for purification of seawater, invented in 1940's, which has
evolved ever since, to become nowadays the most efficient process for desalination. We discuss the
shortcomings of this technology, and identify bio-fouling to be the main cause of irreversibility (thus
costs) in this process. After observation of solutions developed by Nature to deter bio-fouling (especially
for marine species), surface micro-topography and chemistry have been identified as the two effective
anti-fouling strategies.
We introduce a brand new technology to create micro- and nano-patterned surfaces that is compatible
with a wide variety of chemical compounds. A proof of concept is introduced with the first prototypes of
wrinkled surfaces created with Initiated Chemical Vapor Deposition; Stiff polymeric coatings form
wrinkles when deposited on pre-stretched soft elastomeric substrates. We are showing, both
theoretically and experimentally, that the characteristics of these wrinkles can be tuned very easily.
Mimicking Nature requires creating more complicated micro-topographies than the sinusoid-like pattern
obtained with uniform coatings and substrates. We are showing with a numerical model that local
stiffening of the substrate can be used to direct and control the buckling of the coating. In order to gain
the full control of this design strategy, an inverse method is needed to establish how to treat the
substrate in order to obtain a desired micro-topography. We set up the foundations of this inverse
mechanical model, and develop an algorithm for a simple case.
Thesis Supervisor: Mary C. Boyce
Title: Gail E. Kendall Professor of Mechanical Engineering
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INTRODUCTION
More than 1 billion people lack access to a drinking water supply. Between 1.3 and 1.8 million people
died due to water related diseases in 2001(1). The list of the impact of water scarcity and lack of drinking
water on health, established by the UNESCO is daunting. But most importantly water scarcity has been a
growing problem. Based on the latest available population and freshwater data, somewhere between
2.4 billion and 3.2 billion people may be living in either water-scarce or water-stressed conditions by
2025, depending on future rates of growth, compared to 505 million people in the year 2000 (2).
In this context, and with the always improving technologies to treat water, desalination plants have
gained a huge interest in the past few decades. From 225 in 1953, the number of installed desalination
plants has reached 15000 in 2002, for a total desalination capacity of 32 million m 3/day (3) in 125
countries. Seawater desalination accounts for some 59% of those plants, and the Middle East region or
49% of the worldwide capacity. Achieving low costs with small energy footprint, membrane desalination
and more specifically reverse osmosis is growing at a fast pace and accounts for most of the new
installed capacities. Benefiting from the very active domain of nano-materials and membrane science,
reverse osmosis is definitely a very promising technology.
This work is the result of a two-year study of this technology. We have carried out meticulous research
on reverse osmosis to understand the full environment of the reverse osmosis membrane. While some
major drawbacks seemed out of our reach for the moment (e.g. capital costs, possibility to scale down
plants), we have identified bio-fouling on the membrane as a major transverse problem, which not only
affects the membrane but the whole plant design (pretreatment, membrane operations, disposal of the
rejection stream) and the overall desalination costs. To overcome bio-fouling, Nature has provided every
seawater macro-organisms with different anti-fouling strategies. While some of them are active
mechanisms (e.g. secretion of an antimicrobial epidermal substance by Dolphins, grooming of epibiosis
by other macro-species) and seem difficult to adapt to the current technology, we are showing that the
control of surface topography is an efficient passive anti-fouling strategy (e.g. used in mussel shells or
shark skin) that might be applied to reverse osmosis with only slight modifications to the current
manufacturing of membranes. Chapter II offers an introduction to the wrinkling of stiff coating on
compliant substrate, with first experimental and numerical results. Chapter III goes one step further and
proposed a new paradigm for designing any desired micro-patterned membranes.
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B. Introduction
Two types of processes are competing for high salinity water treatment: thermal distillation and
membrane treatment. More energy intensive, thermal processes encompass MSF (Multi stage Flash)
and MED (Multi Effect Distillation). Despite its poor energy efficiency, MSF still accounts for most of the
thermal capacity in the Middle East region, due to the advantageous cost of energy compared to the
cost of electricity in this area. Going through a set of pressure vessels at lower and lower pressure, a
preheated stream of feed water is flashed and the vapor is condensed into a clean distillate water
stream. On the other side, in a MED (Multi-Effect Distillation), water is evaporated through tanks at
higher and higher temperature as the brine stream gets more and more concentrated. The distillate of
each effect is condensed into a clean water stream. These two technologies have similar advantages: a
tolerance to high salinity and can operate with a source of energy other than electricity (e.g.,
cogeneration, oil). Capital investment is pretty high especially to provide non-corrosive material working
at high temperature and high salinity, and both energy requirements and final desalination cost (MED:
1.15 $/m 3 MSF: 1.10 $/m 3) tend to be higher than the cost of RO (.82 $/m 3). This is why we have
chosen to work on reverse osmosis.
The first chapter is organized as a review aiming at understanding the full environment of reverse
osmosis technology, from the full operation of an RO plant to membrane permeation modeling and
membrane manufacturing. This rather short summary of RO systems operation allows us to identify the
main "failure mode" of these systems, bio-fouling, as well as the "relevant parameters" for innovation.
We then introduce an innovative solution for membrane manufacturing in the subsequent chapters of
this thesis.
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C. Engineering consideration in Reverse osmosis
A reverse osmosis (RO) plant divides a feed water stream into two streams, one with a lower
concentration in salt and impurities, the permeate, and another with higher concentration, the
concentrate or concentrated brine stream.
The function of salt removal is performed by a polymeric membrane. This thesis aims at improving
current design and manufacturing of this membrane itself. Before focusing on the membrane itself, the
first section of this work describes all the stages of a reverse osmosis plant, in order to study the
environment, and define the major failure modes of these polymeric membranes.
1. From the intake to the outtake
a) Sources of water and Bio-fouling
Reverse osmosis plants are used to decrease the salinity of the water, from mainly three sources:
" seawater.
Seawater is difficult to treat. The salt concentrations are high and the biological life is important,
resulting in bio-fouling. To measure the salt concentration, we often use the Total Dissolve Salt
(TDS) measure. It is the sum of the concentration of organic and inorganic material in the water.
For coastal regions, seawater, TDS are usually above 38,000 ppm. ((4),(5))
* brackish surface water
Brackish surface water is less concentrated in salt than seawater; TDS is usually in the range
1,000 to 10,000ppm. However, it is often contaminated with sulfates. As a result, the major
problem with surface water is scaling, or fouling with inorganic materials. Calcium carbonates,
calcium sulfates and barium sulfates are the most problematic scalants. Surface water is also
affected by marine life, and bio-fouling might be a risk.
* brackish groundwater
Groundwater has only medium level of TDS (1,000 to 10,000 ppm) but with very high level of
scalants and very low level of bio-life (the water has been filtered by the geological sand layers
to penetrate in the aquifer). Scaling is the major problem.
Sources of brackish water are often far from large human communities, already depleted (over-
exploited aquifers in India (6)), or highly polluted. As a result, many projects are targeting the
desalination of seawater. This is why our primary goal is to design a membrane robust to bio-fouling.
b) pre-treatments
Before going into the RO stage itself, the feed water is pretreated. Different pre-treatment methods are
used in series in the feed water stream.
Insufficiently pre-treated water is responsible for three failure modes of RO membranes: Bio-fouling,
scaling and hydrocarbon clogging.
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(1) Bio-fouling
A rapidly growing bio-film may grow and clog on the membrane. This is the main failure mode
mechanism for the membrane. To lower the probability of bio-fouling on an RO membrane, chemical,
physical and membrane pre-treatments are used:
Chlorine is the most used chemical. The active species, hypochlorous acid HOCI, has a high germinicid
efficiency. For instance, the World Health Organization identifies that at pH7, a concentration of
chlorine of .08mg/L is enough to remove all bacteria in one minute (1). Ozone (more efficient than
chlorine but much less stable), or DBNPA ,(i.e. 2,2, dibromo-3-nitrilo-proprionamide, an effective and
membrane compatible biocide) might be substituted for chlorine to disinfect the feed water. However,
these chemical treatments have strong oxidizing properties, and a step to lower this potential
(dechlorination) has to be performed before the RO module.
Ultraviolet (UV) irradiation is also known to have a germinicide effect, and is used for clean water
(colloids in water limit the penetration of UV in water and limit the efficiency of UV treatment).
Media-filtration is also used to lower the bio-fouling potential. The water is poured onto a granular
material (sand and other mineral granular materials), and filtrates through these medium. For slow
enough filtration (2 m/h) and an appropriate choice and thickness of the filtering material (2-3m high),
the filtrate is almost free of bacteria. This filtration step is used in most plants, but is associated with
high capital and operating costs (requires a lot of space and needs to be carefully maintained and
cleaned very often). This is why active research is trying to develop micro- and ultra-filtrations that are
robust to fouling. This ultra-filtration step is often used in combination with media filtration to achieve a
high quality of feed water for RO modules, but may forecast to replace media-filtration.
Multi media-
filtration
2 ndRO plant
Pumps /RO
stacks/ ERD
Chemical
treatment
Electricity
supply
Figure 1: Ashkelon SWRO plant. The multi-media filtration (on the left of the picture) requires a lot of space, are labour
intensive and are associated with high capital costs. Chemical treatment can be more automized but operation costs are still
high, and anti-fouling membranes might lower the need of those costly pre-treatment (photo credit to Sauvet-Goichon (7))
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Figure 2: Close-up on the Multi-media filtration in Ashkelon SWRO plant. (photo credit to Sauvet-Goichon (7))
Water
Anthracite
medium
sand
Figure 3: Schematic of multi-layer filtration: water is poured
on top of granular media, and slowly permeate through this
filter. Depending on the exact composition of the granular
media and the filtration rate, most of the bio-life can be
retained on the top layer and is removed by backwash.
Figure 4: Cartridge micronic filters in Ashkelon SWRO plant.
Micro-filtration is the last step to remove any particules (bio-
foulants, agregates and colloids) above 1-5pm. (photo credit
to Sauvet-Goichon (7))
Bio-fouling is the most important failure mode of RO membranes. Bio-films develop on these
membranes and eventually decrease their performance. The pre-treatment methods to lower bio-
fouling potential are associated with high costs (capital and operating costs) and require a lot of
manpower. Furthermore, the cost of water pre-treatment is so high that most plants operate at high
recovery ratio (i.e. ratio of permeate flux to feed flux), which is detrimental to their performance.
This is why developing a non/low fouling membrane is very topical and would be very beneficial for the
cost of water.
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(2) Scaling
Scaling is the second most common failure mode for RO membranes. Inorganic salts precipitate on the
membranes and lower the performance of RO membranes. It is often a problem associated with high
recovery ratio, where the final concentrate has a very high concentration in calcium sulfate (CaSO4),
calcium carbonate (CaCO3) or other silica. Lime softening, pH adjustment, use of anti-scalant or acid-
cation exchange resin are the main common techniques used to treat the water.
The reaction of calcium carbonate scale formation Caaq) + CO (aq) * a
limit: K, = 4.8 * 10-' (at 25C) (8). At the same time, carbonate (like all the alkaline scalant) is conjugate
with acid bicarbonate with this equilibrium:
CO2-(aq) + H30(q) <-> HCOi(aq) + H2 0 pKai = 10.25 (@25C)
HCO3 (aq) + H30(+aq) <++ H2 CO3 (aq) + H2 0 pKa 2 = 3.60 (@25C)
Maintaining pH lower than 9-10 will reduce the concentration of carbonate, reducing the rate of scaling
formation. This is the mode of operating of lime treatment or pH adjustment for scaling. However, the
addition of lime or other acid in the feed water increases the TDS (Total Dissolved Salts) in the feed
water, and if overdosed, might damage the membrane.
Acid exchange resins are used to substitute scale forming cations (Ca2+, Ba2+ ...) by H+. It is mainly use
for small brackish water plants.
The mode of operation of anti-scalants is more intricate. Polymeric anti-scalants may form a complex
with the salts and increase the constant of solubility. It can also coat the surface of micro-crystal and
prevent further growth of the crystal. Anti-scalants are generally specific to one type of scaling and
might be detrimental to RO operation (increasing the fouling rate, ...). (9) (10).
Due to relatively low recovery rate, scaling is less important for seawater treatment than bio-fouling. It
also requires less capital costs and only precise chemical dosing is needed.
(3) coagulant and particulate fouling.
Particulate fouling is the third type of fouling. This problem is more acute in waste water reclamation
than seawater. The major particulates are removed through flocculation -coagulation or filtration.
In coagulation-flocculation, chemicals are added for particulates (clays, colloids silica, organics material
or oils) to aggregate. The sludge is removed in a flocculation stage, while the rest of colloidal material is
trapped during media- or ultra-filtration process.
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Coagulation/ Dual media Chlorination
flocculation filtration I
pretreatment
Figure 5: multiple pretreatment steps are needed before the RO step. From coagulation-flocculation to granular media
filtration, and ultra or/and cartridge filtration, the water is purified and finer and finer particules are removed. The addition
of chemicals (either biocids, flocculants and anti-scalants) is used in parallel to those filtration process. For low output plants,
other physical treatment (UV) can also be used.
Pretreatment CaCO CaSO4  BaSO4 SrSO4 CaF2 SiO2 SDI Fe Al Bacteria Oxid. agents Org. matter
Acid addition 0
Scale inhibitor antifoiuant Q e e e e o3
Sotening with IX e e
Dealkalization with IX 0 o
Lime sofening 0 0 o Q o o
Preventive cleaning 0 0 o o 0 o
rt of opemaon 0
parameter
Media ltration 0 o Q o
Oxidation filtration o 0
Inline coagulation o o o
Coagulation-flocculation 0 0 0 0 e
MicrliltratiUltraftrabon 0 0 0 0 0 e
Cartridge tllration 0 0 0 0 0
Chlorination
Dechlorination
Shock treatment 0
Preventive buocidal
treatment
GAC ftration 0
oPossible eVery effective
Table 1: Summary of pre-treatment options for bio-fouling, scaling and organic fouling (from (11))
All in all, costly pre-treatments are used to treat water. For seawater, the major costs are associated
with bio-fouling, which is also the main failure mode of RO membranes.
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c) post-treatment
Post-treatment consists most of the time of the addition of chlorine to prevent bio-contamination
during stocking and distribution, as well as hardness addition to prevent corrosion from pipes
downstream. Cheap hypochlorous acid or sodium hypochlorite (12) are usually used to dose free
chlorine above 0.2ppm, the level recommended in the distribution network by the WHO (1).
Brine disposal is sometimes disregarded in scientific studies. Growing environmental concerns helped by
new regulations is resulting in more and more expensive disposal options. Surface water disposal is the
least environment-friendly but also the preferred option, especially due to low cost (.03 to .2 $/m 3 )
(13). Often time, recovery rate is limited in order not to exceed 70,000ppm of TDS in the concentrate
and to keep low concentration of chemical used for pretreatment.
If water retreatment installations can support the extra-load, sewer disposal is also often chosen for its
low cost (.30 to .66 $/m 3 ). Then comes the solution of deep well injection (.33 to 2.64 $/m 3). Space
permitting, evaporation ponds (1.18 to 10.04 $/m 3) and brine concentrators (.66 to 26.41 $/m 3) are
expensive but very clean alternatives. When compared to the cost of membrane replacement (.008 to
.05 $/m 3) or chemicals (.008 to .05 $/m 3), it can be understood why disposal is such an issue in
practical cases.
d) energy recovering
SWRO is a very energy intensive process. In the first plants, designed without energy recovery devices,
throttling accounted for the major parts of this energy (up to 57% of the total energy destruction (14)),
much more than the permeation through the membrane itself. As a result, the second law efficiency
(ratio of the theoretical power needed to separate salt water in two streams over the consumed power)
was as low as 4.1%.
Nowadays, the processes are much more efficient (second law efficient can be as high as 50%),
especially due to the use of energy recovery devices. The first devices used were Pelton wheel and
Francis turbine. In the first case, a wheel is propelled by the pressurized brine rejection water. The
power is mechanically transmitted to the high pressure pumps through a drive shaft. Those systems can
operate at 80% (the pelton wheel itself operates at 88% and pump efficiency is no more than 90%, while
turbines usually operate at 72%). With those systems, energy can account for more than 40% of the
overall costs of a SWRO (15), 85% of which is used by the high pressure pumps. A disruptive technology
came to market in 1997: isobaric pressure exchangers. Those exchangers avoid the double conversion
from pressure to torque and torque to pressure. Energy Recovery Inc. manufactured a piston-free
pressure exchanger. Feed water enters these pressure exchanger systems in low pressure inlet, and
pulls brine water out of the chamber of a rotor. Once the chamber is full, the other end is connected to
the high pressure brine water which pressurizes the feed water. The process is continuous, and due to
high rotation speed, the mixing between feed water and brine is moderated. A 2.5% salinity increase is
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usually observed (16). Though, in terms of pressure power, the system has an outstanding 92%
efficiency.
Improvement in energy recovery devices drove the cost reduction in RO technology during the last ten
years, as emphasized by Gluekstern ( for a red sea project, Gluekstern (17) shows that the improvement
in Pelton technology from 1995 to 2008 are lowering the energy consumption from .86 to .57 kWh/m 3,
while going for Isobaric pressure exchangers would lower this consumption to a mere .53 kWh/m 3). As
the processes upstream and downstream become more and more efficient, the second law
irreversibility due to the membrane has a larger and larger relative impact.
Figure 6: Pelton wheels are widely used. The wheel itself is
powered by the high-pressure brine rejection water stream,
and is connected via a mechanical shaft to a compressor,
which pressurizes the feed line (photo credit Voith Siemens
Hydro Power)
Figure 7: Isobaric piston-free pressure exchangers use a
rotary ceramic part (transparent). The high-pressure
concentrate (red) is pushed through one end, and pressurize
the feed (blue) on the other end. The rotation velocity is
enough so that the two flows do not mix (green part), and
this is associated with only a slight increase in salinity (photo
credit Energy Recovery Inc.).
We have seen that the upstream treatments (pre-treatments) would be eased with the invention of
better membrane, especially with improved anti-fouling properties. On the other hand, downstream
processes are more and more efficient (energy recovery), and any improvement in membrane efficiency
is leveraged by this high efficiency.
To understand better the context of the membrane, the next section reviews the elements, which
contain the RO membrane, and their assembly in the pressure vessel.
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2. RO elements
a) Description of the assembly
Focusing on the membrane itself, many designs have been created to increase the efficiency of those
systems. Out of those many systems, only two are commercialized: hollow fiber and spiral wounded
membranes. The first ones have a better packing density (active membrane area per unit volume). But
due to lower fouling rates (18), and a better control of pressure gradient, spiral-wound membranes are
the preferred type of unit in commercial desalination and reverse osmosis water treatment.
Spiral wound elements are composed of 3 layers wrapped around a permeate collector: RO membranes
(in green in Figure 8), a permeate carrier (grey mesh in Figure 8) and a feed spacer (transparent in Figure
8). During the wrapping process, the feed spacer is introduced to allow the creation of a feed channel of
finite thickness between two consecutive membrane leaves, and a membrane carrier allows the
permeate water to flow down to the permeate collector.
The water is going in the element by one of the sides. Glue lines are sealing the sides of the permeate
channel, and avoid water to pass directly from the feed to the permeate side, without going through the
membrane. More precisely, pressurized feed water enters the element from the side of the element
(directly in the feed spacer, as shown in Figure 8). It is running in the feed spacer along the z axis (red
arrow in Figure 8). Some water permeates through the membrane into the permeate channel. It then
spirals down to the permeate collector (blue arrow) in the middle of the element. The brine
concentrated stream exits the element on the right side of the element.
Figure 8: RO element, section view. The feed (transparent) and
permeate (grey) channels are separated by the membrane (green).
The feed water enters the element axially into the feed channel
(the permeate being sealed in each side of the element). Part of it
flows only in the axial direction and becomes the concentrated
brine stream. Part of the water permeate through the membrane,
goes into the permeate channel, spirals around the element to go
into the permeate collector in the center. This is the permeate
stream (shematics made with Solidworks)
Figure 9: Picture of the cross section of a Filmtech Sinch
element. Several sheets are wrapped uround the
permeate collector. The element is inserted into a
fiberglass case (green), which is itself inserted into a
pressure vessel.
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This whole module is inserted inside in membrane housings, usually made of fiber glass. Depending on
the size and configuration of the module, from 5 to 8 elements are used in series in a pressure vessel.
In order to increase the recovery rate, brine of those modules is often collected to enter a second
pressure vessel. Since the salinity of the brine is increased at the end of the first pressure vessel, a
boosting stage can be inserted before the second pressure vessel, to keep the same permeation
performance despite the higher osmostic pressure. Also as pressure vessels often work in parallel,
several designs are used: a one to one pressure vessel is called series array while a N for N is called a
parallel. Considering that the flux of brine of the firsts pressure vessel is less than their feed, a N to M
(N>M) design can also be adopted. This is the tapered array design. A lot of consideration enters in this
configuration choice during the design of a plant. As the pressure is decreasing over the elements and
the position in the array, and the salinity is increased, the rejection is smaller and smaller, while the
scaling potential is increased.
Retentate
(a) ermeate
Retentate
Feed
Permeate
Retentate
Fee p
Permeate
Figure 10: Elements and pressure vessel are combined to form a plant. Usually, a pressure vessel contains between 8 and 10
elements in series. Those pressure vessels are organized in arrays, either in series (a), in parallel (b) or in a tappered
configuration (c).
On the contrary, high salinity or complex (high boron concentration...) feed water may require a second
pass. Instead of filtering the brine, pressure vessels of a second pass are filtering permeate from the
firsts ones to come down to very low permeate concentration. The biggest and most recent SWRO plant
in Ashkelon (Israel) is the epitome of this multi-pass process. It uses four passes. The first one uses more
than 25000 RO modules for a 45% recovery pass. Part of this permeate is further treated with some
15000 brackish water modules organized in 3 passes at high recovery (85 to 90%) at high and then low
pH to decrease boron level.
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b) Optimal design of the feed spacer
Feed spacers have been improved over the last 20 years. But the most recent studies show that there is
still room for improvement (19)
In fact, spacers mainly act as a stirring agent to increase the convection parameter (this parameter is
measuring the stirring of the layers close to the membrane), and as a result reduce the polarization
effect (this is the increase of salt concentration in the feed channel due to the differential permeation
fluxes of salts and water). Flux enhancement up to five times has been reported (20). On the other hand,
spacers are detrimental to the pressure losses in feed channel (20) (21) (22), and a trade-off between
both phenomena has to be found. Even more so as bio-films can develop directly on the spacer itself
(23), (24).
Most autopsies to determine flux and hydraulic performance declines of modules are performed on the
membrane itself. Though, it has been shown (23) that the hydrodynamic resistance of the feed channel
(the Feed Channel Pressure drop) can be triple in full size plant due to fouling on the spacer, over very
short period of time. Since Energy Recovery Devices operate at high efficiencies (above 92%), energy
losses in the feed channel (FCP increases) are paramount to booster sizing, and more generally, to the
energy efficiency of the RO plant.
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D. Manufacturing an RO membrane
While the idea of osmotic pressure has been formulated in the beginning of the 19th century, it is only
in 1877 that Wilhelm Pfeffer actually measured the relation between the pressure differential across a
semi-permeable membrane separating two sugar solutions, and their concentration. In 1901 (25) Van't
Hoff set up the theory of osmotic pressure in dilute solutions as reported in his Nobel lecture. The
osmotic pressure r of a dilute solution can be expressed as 7r = -c. R. T, where c is total concentration
of solute in the solution, T is the absolute temperature and R is the gas constant.
If two solutions of different concentration are separated by a semi-permeable membrane (permeable to
the solvent, but impermeable to the solute), this imbalance will induce a flux of the solvent through the
membrane from the dilute solution to the concentrated one. This flow can be reversed if a physical
pressure greater than the osmotic is applied: in this case, the less concentrated water becomes even
less concentrated and the more concentrated one becomes more so. This is the principle of reverse
osmosis. Manufacturing the membrane with the right chemistry, permeation properties and mechanical
strength is so involved that it took over a century to see the first successful membrane, with Loeb and
Sourirajan in 1964.
While the performances of the reverse osmosis (RO) membrane have dramatically improved since the
first RO membranes by Loeb and Sourirajan, the processing of those membranes is still the same.
Cadotte (26) listed nine criteria that need to be achieved simultaneously to characterize a good RO
membrane. Apart from the obvious water flux and salt rejection, compaction resistance, resistance to
free chlorine and to other oxidizing agents, stability over a wide pH range, wet/dry reversibility and
stability at high temperature are to be taken into account during the design of new membranes. Almost
30 years later, those criteria have only slightly changed. New regulations have imposed new type of
rejection (boron (1), Trihalomethane (27)...) while less and less clean feed water has increased the need
for anti-fouling properties (13) of new membranes.
1. What does an RO membranes look like?
The active part of a reverse osmosis membrane is a very thin dense layer. But since this layer has to be
both ultra thin (to have good permeation properties the layer should be less than a micron thick) and be
strong enough (to sustain quite a lot of force due to high pressure), this layer is cast on top of porous
support layers. Whether of the same material (Loeb and Sourirajan asymmetric cellulose acetate type of
membrane) or made of different materials (Cadotte composite membrane), the membrane is
structurally heterogeneous: the active layer is dense while the support layer has to be as porous as
possible to have the least hydraulic resistance possible. In Figure 11, the 3 different layers (PET non
woven support layer, PSf support layer and the active layer) are clearly shown in the THC-HR membrane
by KMS (Koch Membrane System).
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Figure 11: Micrograph of the cross section of a Cadotte composite RO membrane (Koch membrane, TFC-HR). This
micrograph, taken by Dr Gozde Ince-Ozaydin, collaborator in Chemical Engineering at MIT, clearly represents the active layer
(highlighted in red), the porous polysulfone (in blue) and the fibous mast of Polyethylene (in green). Colors have been added
to vizualize the cross section. The membrane was cut at very low temperature in Liquid nitrogen, to avoid the partial
crushing of the top layer on the Polysulfone layer.
The role of each layer is more apparent on Figure 12: the PET non woven mat is composed of large fibers
randomly distributed that provide the required mechanical stiffness to the membrane, while the porous
polysulfone layer is engineered to be very smooth to support the active layer without inducing too much
stress concentration due to "topographical defects".
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Figure 12: a/Micrograph of the cross section of a composite RO membrane (GE osmonics, SW-AD) - b/zoom in the PSf region
- c/zoom on the active layer at higher magnification d/ surface topology by AFM imaging of the top layer
2. What makes a good membrane?
While defining the performance criteria of RO membranes is quite easy, it is very difficult to conclude on
the physical and chemical composition of a "best membrane". Indeed, improving the performance of a
membrane toward one criterion often degrades its performance toward the others: in membrane
manufacturing, it is all about trade-off.
The influence of a few physical parameters of a membrane on its performance will be discussed. As far
as chemistry is concerned, some of the "good practices" or choices that have been made over the years
will be reviewed. This review provides a better understanding of the dos and don'ts in reverse osmosis
membranes and guides the innovative ideas that we are developing in chapter 2 and 3.
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a) Physical parameters
(1) Membrane thickness and its role on permeability
The thickness of the active layer is the most obvious physical parameter which will affect the
performance of the membrane. Theoretically, the classical solution-diffusion theory predicts that water
flux in operation varies as the inverse of the thickness of the active layer. The same conclusion holds for
the limiting flux of the water in both the pervaporation mode or the limit of infinite pressure (28). This
conclusion led to the successful manufacturing of higher flux, lower pressure polyamide membrane (29)
in the early 80's, by manufacturing thinner defect-free active layers.
On the other hand, reducing the thickness will also degrade both the durability of the membrane and its
mechanical strength. It is also thought (30) that thinner membranes are more prone to pinholes or local
defects, which affect the salt rejection.
Overall, the thickness of the active layer will be determined by the conditions of interfacial
polymerization (31) (including chemical composition of the support layer, the chemistry of the two
reacting solutions, temperature and relative humidity during polymerization...). For instance, Hoek et al.
(31) have shown that the hydrophilicity of the support layer plays a significant role during the interfacial
polymerization of the active layer. While the ideal membrane is composed of hydrophilic active and
support layers, the conditions for interfacial polymerization require a hydrophobic support layer. As a
result, a trade-off specific to each chemistry and polymerization condition has to be found to meet
those two objectives.
(2) Hydrophilicity and surface charges, key parameters to fouling potential
Another important set of physical parameters are surface hydrophilicity and surface charge of a reverse
osmosis membrane. Those quantities are usually mentioned together, as they both involve a particular
configuration of the electrical state of the membrane. Hydrophylicity is commonly measured by the
contact angle between a dry membrane and the surface of a drop of purified water sitting on this
membrane. The surface charge (or surface zeta potential) is measured using an electro kinetic analyzer
to get the streaming potential in an electrolyte solution.
The surface zeta potential has been shown to have an important role in the fouling mechanisms. While
negatively charged membranes do not exhibit a decrease in flux in presence of anionic surfactants, the
cationic surfactant will be attracted by the membrane resulting in a rapid fouling (32) of the membrane.
The opposite phenomenon is observed for positively charged membranes. This is why membrane
surface charge should be maintained as neutral as possible (at all pH). In practice, most of the reverse
osmosis membranes are negatively charged, likely due to the deprotonation of the carboxylic groups
present in the polyamide of the active layer. In order to reduce this surface charge, many commercially
available RO membranes which are to be used in fouling environment are coated with a neutral
polyvinyl alcohol (PVA). This coating reduces surface zeta potential from -25mV;-37mV (for uncoated
membranes) down to -2mV;-15mV (for coated ones). This range of surface potential from -10 to -5mV
has been shown to exhibit the lowest fouling rate.
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Hydrophilicity also plays an important role in the permeation and fouling properties. Bacteria adhesion
is often stronger on hydrophobic substrates.
(3) Roughness, an ill-understood parameter
Roughness is the third important physiochemical property of a reverse osmosis membrane. However, its
influence is not always well understood (33).
For example, Hirose et al. (34) concluded that, in non fouling conditions, a linear relation existed
between the membrane flux and the roughness (roughness root mean square). It is thought that this
surface unevenness can be regarded as an enlargement of the effective RO area. The membranes tested
in this study were prepared by varying the concentration of isopropyl alcohol in the amine solution use
during the interfacial polymerization. Gerard (32) got similar conclusions with a corrugated skin layer
obtained by modifying the conditions during this interfacial polymerization. It was further observed that
fouling behavior was similar for those membranes compared to conventional ones.
On the other hand, surface roughness is often seen as a fouling promoter or smoothness as a passive
anti-fouling characteristic. Elimelech (35) compared cellulose acetate and polyamide modified
membranes, which have been pretreated with anionic surfactants to have the same electro kinetic
(zeta) potential. The higher fouling rate on the composite polyamide layer has been attributed to its
rougher surface.
Chapter 2 of this thesis describes in greater details very recent studies in which several surfaces with
"controlled roughness" (or micro and nano-patterning) were shown to have lower fouling properties.
This short review of physical parameters shows that thickness, roughness, hydrophilicity and surface
charges are important. While the role of thickness is well understood and affects mostly the water flux
and rejection (through pinholes and defects), the other three properties are more complex. They affect
mostly fouling and scaling properties.
An exhaustive review of the chemistry is far beyond the scope of this review. Though, few "good
practices" will be mentioned as to which material is or has been used for membrane manufacturing, and
why so.
b) Chemistry
RO membranes are either composite or asymmetric. Asymmetric membranes are made of a single
material with a gradient in porosity perpendicular to the in-plane directions, composite membranes are
composed of several layers of different chemistry and porosity.
(1) Cellulose acetate: a good tradeoff between permeability and chlorine resistance
Cellulose acetate asymmetric membranes were first introduced in the early 1970's by Loeb and
Sourirajan. Since then, Cellulose triacetate has progressively replaced the cellulose acetate. But those
membranes are still produced (36) either in the flat type sheet (Toray, Dow, Hydranautics, ...) or in the
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hollow fiber arrangement (Dow, Toyobo,...), especially for their good chlorine tolerance capacities. They
can operate in environment with free chlorine up to 1mg/L (15).
While their permeation properties can almost compare with the composite membranes, they suffer
from a lack of stability toward pH of the feed water. The hydrolysis reaction involved in the damaging
mechanism is removing the acetate group of the cellulose acetate (37) (38):
R - COOK + Rz -OH -+ R1 CO - OR 2 + H20 . Fritzmann (15) showed that CA membrane life
time can be shortened from the usual 4 years at pH 4-5 to 2.5 years if operated at pH 6, and down to a
couple of days if the pH goes down to 1 or up to 9. This lifetime is even further shortened with an
increase of temperature (increasing Temperature from 230C to 510C increases the hydrolysis rate by a
factor of 8) (39). Cellulose acetate asymmetric membranes also compact and their flux gradually
declines over their lifetimes (15).
A comparative study of their permeation properties shows that salt passage in those membranes is
slightly less than for composite membranes, but that water passage is almost as high as the most recent
composite membranes (cf Figure 13). The performance of cellulose acetate membrane can be further
improved by increasing the level of acetylation and heat treating (annealing) after formation. Both
improve significantly the salt rejection without degrading too much the water passage as shown in
Figure 14 and Figure 15. Figure 14 represents the salt rejection versus the water flux for membranes
after heat treatment at different temperatures. Figure 15 represents the water permeability versus the
salt permeability for cellulose acetate of different degree of acetylation.
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Figure 13: Flux rejection versus NaCI rejection for commonly used materials. (from Baker (40))
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Figure 14: Influence of the heat treatment on permeation
properties of a cellulose acetate membrane. (from Baker (40))
(2) Composite polyamide: the choice for high permeation performances on pretreated water
with low level of free chlorine.
The other type of successful membranes is composite polyamide membranes formed by interfacial
polymerization. Cadotte described in his patent (29) one of the most successful active layers used in RO,
the FT30, along with the conclusions that lead to the chemistry of the active layer.
This active layer is made by interfacial polymerization, achieved by contacting a polyamine and an acyl
halide. More precisely, the porous support layer usually made of polysulfone, is immersed in a solution
of m-phenylenediamine (MPD). After removal of the excess, it is immersed in tremesoyl chloride (TMC).
A very thin layer (200nm (11)) will be formed at the interface between MPD and TMC.
Those membranes have great permeation properties: salt rejection up to 99.6% with flux of 33gfd
(gallon per square foot per day). The "Achilles' heel" of those membranes is the poor resistance to
chlorine. While Cadotte (26) showed some chlorine resistance of his membrane to level of chlorine of
100ppm during 72h, polyamide membranes often require a continuous chlorine concentration lower
than .1ppm in the feed water (41), and a membrane should not be exposed more than 200-1000h to
level of free chlorine higher than 1ppm. The mechanism of degradation can be attributed to a reversible
N-chlorination (the hydrogen atom link to the nitrogen of the amide is replaced by a chloride atom) and
an irreversible ring-chlorination (due to an interaction between the ring of the aromatic group and a
chloride).
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Used as a disinfectant, chlorine is the most common preventive and curative method to combat fouling
on membranes and pipes. This is why the lack of chlorine resistance of the active layer is of huge
practical importance. We are seeing here again the cause of the main failure mode of RO plants: lack of
chlorine resistance leading to lower level of chlorine in the feed and eventually higher fouling rates.
3. Processing of a membrane.
a) Forming a porous layer by phase inversion method
Over the years, phase inversion method has proven to be a great technology to form membranes with
asymmetric porous structure. It is of common use in ultra- and micro-filtration, but all types of RO
membranes also benefit from this technique, either to form the whole membrane in the case of
cellulose acetate asymmetric membrane, or to process the porous layer supporting the active layer in
the case of composite membranes. The main advantage of this method is the small size of the pores that
is possible to achieve. This method is using the thermodynamics of demixing, and pore sizes are
generally quite well controlled, down to 20nm.
The basic principle (42) of this method is to bring a ternary system, composed of a Solvent, a Non-
Solvent and a Polymer in a meta-stable state. This meta-stable state will form two stable phases: one
rich in polymer (blue on the simulation- Figure 16) is fixed by gelation, vitrification or crystallization and
another poor in polymer (red on the simulation Figure 16) evaporates and corresponds to the pores of
the porous membranes obtained. This process is called demixing.
( 0 (b) i 8.01 -10' (c) 0.001301 (d) i = 0.0004776
Figure 16: 2D morphology evolution (change of polymer fraction) during the demixing of a PVDF membrane formed by
immersion precipitation (adapted from (42))
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Mainly two techniques are used to bring the Solvent-Polymer mixture into the meta-stable
configuration.
The other process for membrane manufacturing is called immersion precipitation. The mixture solvent-
polymer is dipped into a coagulation bath composed of a Non-solvent reactant. Two phenomena are
coupled during this process: the diffusion of the non-solvent and solvent into the mixture and
coagulation bath and the demixing/solidification of the polymer rich phase. This method is widely used
in the case of composite membrane
Either the mixture will be thermally precipitated: the solvent quality usually decreases when the
temperature is decreased, resulting in a meta-stable state. The solvent then evaporates.
Inversion methods are widely used because they are versatile and tunable. Provided that the polymer is
soluble in the solvent, almost any polymer can be used. Moreover, by changing the reaction conditions
(temperature, time of residency in the liquid ...), the reactants (solvent, non solvent), using a vapor
phase instead of a coagulation bath or using additives, this membrane formation can be accurately
controlled.
b) Forming a thin active layer.
Once this porous support layer is formed, the very thin active layer is created. This layer is meant to be
the thinnest possible, with a smooth and flawless surface and a favorable chemistry with good
permeation properties.
(1) Low rate demixing
Asymmetric membranes (also known as Loeb-Sourirajan membranes) are composed of mainly one
material, oftentimes cellulose acetate. Instead of dipping the multi-phase mixture in the coagulation
bath right after casting, it is first draught. A thin dense layer is thus formed on the surface. The
characteristics of the active layer will depend on the time, temperature and gelation properties.
(2) Interfacial polymerization for active layer manufacturing
Interfacial polymerization is by far the most used technique to form the active layer for composite
membranes. Two reactive monomers are contacted, and react to form a dense layer at their interface.
More specifically, the porous support layer is first dipped into an amine pre-polymer and the whole
system is then dipped into an acid chloride solution, resulting in a thin coating on top of the support
layer. The huge advantage of this method is that the film growth is "self-inhibiting": as the film grows in
thickness, the diffusion of one substance in the other is reduced. It results in very thin films (down to
50nm). The drawback is the high and uncontrolled surface roughness of the membranes prepared with
this technique.
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4. Conclusions
The membrane is a complex system composed mainly of two types of layers: a support to resist the
macroscopic stresses imposed by the high pressure and the active layer to provide the membrane with
its permeation performance. The current processing methods are quite versatile in terms of the usable
chemicals, and haven't changed much since the beginning of membrane filtration. A lot of effort in
chemical engineering goes into designing new molecules to achieve high permeation performances
while improving strategies against fouling (either by tolerating higher level of free chlorine, by
decreasing surface roughness or improving electro-kinetics properties of the surface of the active layer).
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E. Permeation through a membrane
Understanding the precise transport phenomenon, to come up with a relation between water, salt
passage and pressure has been a key to engineer better membrane desalination systems. This analysis
shows that polarization gradient, due to differential flow of solute and solvent, is the key element in
both permeation and fouling/scaling problems.
1. Water and salt passage in a membrane
a) Attempt to physically describe the transport phenomenon on the active membrane
Transport phenomenon in the system membrane/solvent/solute includes diffusion of salt and solvent in
the non-porous active layer, as well as adsorption/desorption at the two interfaces membrane/solution.
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Figure 17: Nomenclature for the reverse osmosis permeation (from (28))
A good description of the system (28) {membrane/water/salt} is achieved by the ternary Maxwell-
Stephan equation, which couples the "diffusive"force di on the component i, the velocity viof i, the
mole fraction xi and the multicomponent diffusion coefficients Dij:
di= J(vi -v;)
DIj~i
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Adding to this relation the definition of the chemical potential: VIm = RT Vln(ar) + IVPm, a general
expression for di: c R T di = ciV "! and the assumption relatively well accepted that the pressure is
uniform inside the membrane, and we link the activity of the components to their velocity in the
membrane:
xi
xiVIn (am) D - - (vi - V;)
j*i D
After some algebra, the expressions for a binary mixture {salt/water} become:
W21w - W1J s 1 1lm
JW + (1Wt) = - WM V In(am)
\W Wm
and Js _ W2 Jw-w1s _S _ -PO>2D2mV na)
where e1and e2are coupling coefficients, which couple the diffusion of the water to the diffusion of the
salts. Also, before any simplifications, the pressure does intervene in the diffusion of the salt, contrary to
the solution-diffusion model.
It should be noted that outside the active layer, the salt is diffusing in the water, while in the
active layer, the polymer is the medium in which both water and salts are diffusing. This nuance
is tremendously important when using less general expressions to describe the diffusion, like
Fick's law in the solution-diffusion model. This raises complexity for the continuity of the
simplified equations.
The second hypothesis that has been discussed and seems now to be well accepted is the
absence of a pressure gradient in the membrane. The pressure only intervenes in the adsorption
equation on the sides of the active layer.
The last remark addressed by Paul et al. (28) is the inability for those models to describe very
accurately composite membranes. They are only accurately applicable to asymmetric Cellulose-
acetate membranes.
The strength of this model is to capture two limiting phenomena observed experimentally:
The ultimate flow. Simplified models used in industry use a linear relation between the water
flux and the trans-membrane pressure applied. Experimentally, as shown on Figure 18, the
concentration gradient induced by the pressure difference is bounded hence the flux. More
precisely, this limiting flux is: cm (cf schematics for definition of those quantities).I<wm>
In this model, the rejection admits an upper bound. This is an important parameter of the
membrane.
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Figure 18: Experimental measurements on the water flux as a function of the trans-membrane pressure. These
measurements were taken on a lab-scale RO system that we built around a SEPA CF42 crossflow cell by Sterlitech. Omega
sensors (pressure transducers, flowmeters) were installed in the permeate and concentrate streams.
More fundamentally, it introduces a coupling between the salt and the water. Also, a dependence of
diffusion coefficient with concentration can be introduced.
Few important subtleties:
We can't define a mole fraction of the system, since it may be infinite for very crosslinked
polymers. So mass fraction or volume fraction are the preferred quantities.
Up to now, no unified multiscale model has successfully described this permeation through the
active layer. As a result, the coefficients are found experimentally.
b) Simplified model
In a first approximation, it is often very convenient to assess flux and salt rejection of a membrane from
a simple permeation experiment at a certain pressure and feed concentration. To do so, Fick's law is
used in lieu of Maxwell-Stephan equation:
J~Ddcrf
dzm
Assuming that
* the diffusion coefficients are concentration independent
* derivative are equal to variation across thin layers
* the membrane-solvent mixture is thermodynamically ideal (ie i' = P0 + RT In (cm))
e difference in chemical potential across the membrane is the same taken in the membrane or in
the solution
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Concentration gradient of the solvent in the membrane can be estimated with c1% - cl" = C- =
CfV1 (Ap-AR). On the other hand, pressure effect is neglected on the diffusion of solute in the
RT
membrane. As a result, water and solute fluxes through the membrane are estimated by:
DimCmV1(Ap-Ar)
IW IRT
D2mK 2 (c2O-C S
Furthermore, permeability is often seen as a product of solubility and diffusion: P2 = K2D2m and
m cm
P1 = KiDim. Together with the approximation of dilute solutions (K1 = ), it forms theCS Pi
simplified expression for water and salts fluxes, as well as rejection:
P1p 1 1 AP S1sP2)Jw ~ * =jJs C20
1 RT lc20
R = 1 - = + i.e., witha'= RTP 2C 0C21  a+AP Pip1 V1
This model is very broadly used, and the water passage through cellulose acetate membranes is quite
accurately predicted (43). Though, recent experimental data indicate that salt permeation is not well
described by this purely linear model, and propose phenomenological corrections. Mainly having Ar be
the average of the osmotic pressure between both side of the active layer, and salt flux beingJs = B *
(co - cy)a, and a has been reported to be in the range 1.02-1.51 for several commercial membranes
(44).
c) Conclusion from the models for permeation properties
From those expressions, we can see that flux of salt and water are both inversely proportional to the
thickness of the active layer, while rejection doesn't depend on it. Similarly, Lonsdale et al. (43) reported
that water flux is inversely proportional to the temperature, but they did not observe a significant
change in salt rejection (which is a second order effect in this model for relatively high rejection).
We should also note that the membrane performances are to be distinguished from the module
performance, which can be significantly different, as reported by Tay et al. (45). Due to concentration
effect along the module, as well as hydrodynamic resistance, we observe an increase in trans-membrane
pressure resulting in a decrease of salt rejection.
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d) Other layers
We understand fairly well the mass transfer theory in the active layer. Similarly, mass transfer for
ultrafiltration membranes are very well described, either with Poiseuille type of flow (flux is proportional
to the applied pressure, for large enough pores) or Knudsen flow (for small pores, based on collision of
solvent with the membrane) (46).
Whether a RO membrane can just be considered as 2 membranes in series, with hydraulic resistance
calculated independently is still unclear. Only little literature has been found on this subject, precisely
because it is hardly possible to test only active layers. Though, this question does play a huge role in
forward osmosis type of treatment, where polarization gradient are created inside the pores. Loeb (47)
himself raised the question in 1997 by demonstrating that the support fabric itself does play a role in
permeation properties.
2. Limiting factors
As water permeates through the membrane, the salt and other particulate concentration increases in
the vicinity of the surface of the active layer. This is the polarization concentration, and constitutes one
of the most detrimental effects of membrane filtration.
We review here the salt polarization and its effect on permeation performance. This polarization
gradient also results in scaling and fouling, two phenomena, which will be described.
a) Polarization gradient decreases permeation performances
While a complete model of this complex convection-diffusion problem seems to be out of reach, three
simple analytical models are predicting relatively well polarization effect (48) (49), two of which are
commonly used in reverse osmosis.
The first one is very basic and just accounts for a classic Fick diffusion and the salt flux across the
membrane (50): in steady operation, we assume that the transverse flux of salt in a boundary layer of
thickness 8 is everywhere equal to the flux of salt through the membrane:
Js(x) = CW(x) *J.(x)
,where C, is the concentration of salt in the permeate and J, the water flux. And flux of salt along y axis
is J,(x) * c(x,y) + D,* d(x,y). Introducing the two boundary conditions: c(x,S) = Cb(x) anddy
c(x, 0) = cw(x), where c, is the wall concentration, and cbthe bulk concentration in the feed channel.
It comes: " = exp (-). And introducing the intrinsic retention of the membrane, Riet = 1 -
CbCp D CM
we obtain the polarization concentration:
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x cb
delta .t
c-p
The last step in this analysis is to relate the thickness of this boundary layer to parameters of the
problem. While there is no ultimate answer for this problem, a dimensionless Sherwood coefficient is
often introduced Sh = = a * Reb * ScC * (d!) , where Re is the Reynolds number, Sc is the
Schmidt number (measureing viscosity and mass diffusion ratio) and dh is the hydraulic diameter.
Usually, experimental studies/ theoretical calculations in laminar flow for different geometry of the
channel help find the right parameters a,b,c,d. Two interesting configurations are the laminar flow in
rectangular channel, for which Sh = 1.85 * (Re .Sc.dh) 1/3 and the turbulent flow with
Sh = 0.04. Re 0 .75Sc.3 3 . Those are the configurations without a feed spacer. Feed spacers are used as
mass transfer enhancers, and will reduce the polarization concentration. As an example, Schock and Da
Costa obtained Sherwood numbers for some spacers: Sh = k.dh = 0.0096.Re- 5.Sc.6 . For reverseD
osmosis, assuming Re=200 and Sc=600, we get a reduction from 1200 to 6 of the Sherwood number in
turbular condition, by adding a permeate spacer.
This model has the huge advantage to be analytical, and is used by many process engineers. It over-
predicts water passage and salt rejection due to an under-prediction of the polarization. Though, in this
model, the boundary layer thickness does not depend on the water passage across the membrane, and
it seems to be an important drawback. Other semi-numerical solutions (51) have been developed for
more accuracy.
The model presented fails to capture the notion of maximum flux. As the flux of water increases, the
polarization gradient becomes more and more important. The osmotic pressure seen by the membrane
also increases. The membrane reaches a point where an increase in pressure does not significantly
increase the water flux. This is the limiting flux, one other membrane characteristic.
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The increase in the osmotic pressure due to the polarization gradient is thus very important. But by
increasing the concentration of salts and organic materials just at the surface of RO membranes,
polarization is also the triggering effect for scaling, organic fouling and bio-fouling.
b) Scaling or Inorganic salt precipitation
(1) Preferred element for scaling.
Scaling is often detected when the last module of a pressure vessel has a flux decline (24). The salt
concentration in the feed of the last RO element is always significantly higher than the concentration in
the first (especially if the recovery ratio is high). As a result, scaling will mostly affect these elements.
(2) Importance of scaling in Reverse Osmosis.
Scaling is detrimental to RO membrane for several reasons. The first and most obvious reason is that the
scaled area of a membrane will not show the same permeation properties. The "cake" is blocking the
passage of the water (see Figure 19). This cake also increases the drag for the axial flow, and thus
increases the hydrodynamic loss in the element. Then, inorganic crystal growth is easier than the
nucleation of those crystals. As a result, formation of scale is self-triggering and exponential. Last, scale
might damage the membrane, resulting in pinholes and contamination of the permeate water by feed
water.
Figure 19: Severe scaling of an element. The cake formed in this
element blocking both the flow through the membrane as well as
the feed channel. As a result, this element is (from (52)).
Figure 20: Silica deposition on a RO membrane (From (52)).
(3) Treatments.
The chemical preventive treatments (anti-scalant, alkalinity treatment) have been mentioned in the pre-
treatments for RO plant in the first section of this chapter. Another preventive solution for the scaling is
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the feed spacer. This mesh, inserted in the feed channel, serves both as a spacer, and a method to stir
the feed stream, and decrease the polarization gradient. This reduces the risk of scaling, at least when
the design of the feed spacer does not create eddies and recirculation regions ( (53), (19)).
Curative treatments exist. But they are scale specific (carbonate requires hypochloric acid, while sulfate
scale requires soda, ...). Furthermore, the chance of success of these treatments might be very low, and
the active layer may be damaged in the process of cleaning.
c) Bio-fouling
(1) Bio-fouling: a sequential process
Biofouling is the third important reason for flux decline after scaling and polarization concentration,
letting aside membrane degradation (chlorine attack, compaction ...). It has been reported that less than
3 days were required for a biofilm to cover completely a reverse osmosis membrane. (24)
As shown by Goosen (54) and Wahl (55), fouling is a sequential process.
* Transport of the fouling agent up to the surface: the fouling macro-molecule are conveyed by
the water and have a tendency to be directed onto the membrane. Both the polarization
gradient, Brownian motion and the electrostatic forces between the molecules and the surface
have their importance at this stage.
* Attachment to the substratum and growth at the surface: A macromolecular film composed of
proteins, lipids, DNA and polysaccharides first colonize the surface during a phase of
biochemical conditioning: the physical and chemical properties of the surface are altered. This
film is well known under the name of EPS (extracellular Polymeric Substance).
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(a) PAO1 dead cell layer
Figure 21: SEM observation of deposition on RO membrane in presence of: (a) dead cells (no EPS secreted) and (b) living cells
covered by the EPS they produced. We can observe that the living cells are secreting this substance which will make them
adhere even more strongly to the membrane. (23)
.........
(b) PA01 biofilm layer
* This film allows a bacterial colonization of the surface first with a reversible adsorption and then
with the irreversible adhesion of bacteria to the film.
* The surface is then colonized by unicellular eukaryonts (diatoms, protozoa and yeasts), first
form of biological activity to settle. The cells can secrete substance to form the EPS film around
them, and be even more robustly anchored on the membrane.
(2) Role of membrane properties on fouling sequence
A number of membrane properties play an important role in the microbial adhesion (roughness,
hydrophilicity, surface charge, affinity with bacteria,...). Most of these are bacteria specific. For example,
if the size of the features on the surface of the membrane is smaller than the macromolecule, it might
prevent a strong attachment to the membrane. On the other hand, larger features might provide
settlement area. Charge configuration is also very macromolecular specific.
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Fig 3 Examples of antifouling defense adaptations with theu respective target zones during the fouhng sequence. For example
white physical defense activity is lmited to the processes of intial adsorption onto a young surface, sloughing may act at all levels
Figure 22: Examples of antifouling defenses and target zones during the fouling sequence in seawater environment (from
(55))
(3) Importance of bio-fouling on permeation properties.
Once again, bio-fouling has several impacts on the permeation properties of RO membranes:
* As observed by Elimelech et al. (35), the cell layer is thought to enhance polarization by
decreasing the mixing parameter of the boundary layer. It results in a change in permeation
properties: salt concentration is increased on the outer surface of the active layer, decreasing
both salt rejection and water flux (increased osmotic pressure).
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* The formation of the dense EPS film (see Figure 21) explains the irreversible decrease in flux of
the membrane. The cells attached to the membrane produce this matrix, which forms a 10-20
microns (54) thick film, which degrades both the adsorption and permeability parameters.
* The hydraulic resistance of the film (i.e. in the feed channel between the inlet and concentrate
outlet) is also degraded with the formation of the bio-fouling layer. It is due both to the fouling
on the spacer and on the membrane itself.
Figure 23: bio-film can develop in 3 to 5 days on a membrane (24) Figure 24: picture of a feed spacer with bio-fouling (24)
(4) treatment for bio-fouling RO on membranes
We have already described the chemical preventive methods for bio-fouling, mainly with the addition in
the feed water of biocids (chlorine, ozone ...).
A very frequent physical preventive/ curative (for early treatment) method is the backwash of
membranes. the flow is reverse, and clean water goes from the permeate channel to the feed channel.
In the event of reversible fouling, this allows to remove most of the bio-fouling and recover the initial
permeation properties.
Chemical curative treatments depend on the stage of the bio-fouling. Soda can be used when the
element is still in-line (i.e. producing clean water). Peroxide hydrogen, hot water or even a shock
injection of free chlorine can be used for off-line elements that are more severely fouled.
d) Boron removal
(1) Relevance of Boron
Among all salts, one has gained a tremendous interest for reverse osmosis in the last few decades:
Boron. Boron is used in large quantities for making detergents, and reclamation and surface water can
have relatively large concentration of Boron. WHO set up a guideline value for Boron concentration of
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.5mg/L in drinking water (1) , and some trees requires an irrigation water with as low as .2mg/L (56),
while Boron concentration in seawater is usually in the range 5-6ppm.
(2) Low rejection of boron due to its apolar complex at normal pH.
The reason why Boron gains such an interest is due to the low rejection rates of the membranes. At
neutral pH, Boron is present in water as boric acid, which dissociates only at high concentration and high
pH, according to:
H3B0 3 <-> H30+ + H2BO3, with pKai = 9.14
H2BOi *-* H30+ + H BO-, with pKa 3 = 12.74
BO- <-+ H30+ + BO-, with pKa 3 = 13.8
As a result, most of the Boron is in a non ionic and apolar form and weakly hydrated. This is very
detrimental to the rejection performance of membranes (see Figure 25). Rejection of H3BO3 can be as
low as 60 to 90% for membranes whose TDS or H2BO3 rejection are from 99 to 99.8%.
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6 1 8 9 10 11 12
pH value
Figure 25: Boron rejection of 3 different Filmtec RO membranes (from (57))
(3) Design of RO plants around Boron rejection
This alone brought the development of multi-passes desalination plants. The epitome of multi-passes
reverse osmosis is Ashkelon plant, where the water is treated through a 4 pass process (7) to achieve
desalination and Boron reduction to values lower than .4mg/L. The first pass is operated at low recovery
(45%) and decreases drastically the TDS. A second pass at high pH and high recovery (85%) was added to
remove Boron. The brine of this pass was treated at low pH (to avoid scaling) and high recovery (85%).
To reduce the Boron concentration even more, the permeate of the third pass goes through a Boron
specific RO pass: high pH-high recovery (90%).
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F. Conclusion
In normal operation, seawater reverse osmosis is a very efficient technology. However, the chore of the
technology (the polymeric reverse osmotic membranes) is very sensitive to fouling and treatment that
are usually used to deter bio-life. This results in high capital costs to install adapted pre-treatments,
requires a relatively high manpower for maintenance and translates into degraded permeation
performance (due to the formation of a bio-film). In the end, non fouling (or low fouling) reverse
osmosis membranes are one of the most needed technologies to lower the cost of water production in
many aspects.
Fixed Charges - 37%
Membrane Replacement- 5%
Labor - 4%
Maintenance & Parts - 7%
Consumables - 3%
Electric Power - 44%
Figure 26: Cost breakdown for seawater RO systems. Non fouling membranes would allow to lower the cost of most of the
important budgets of RO plants (from (58))
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B. Introduction
The analysis of the failure modes for current membranes used for water treatment shows a pressing
need for membranes with anti-fouling properties. To design an anti-fouling strategy, we have been
looking into solutions observed in fouling environments both in the living world and engineered
solutions outside the membrane field.
In this chapter, we review two solutions that have recently been found to mitigate fouling. One is based
on periodic features that mimic shark-skin. The second is based on a sinusoid-like texture of the
membrane. We then use iCVD (initiated Chemical Vapor Deposition) coating to combine the benefits of
the chemistry developed by a coworker, Dr Goze Ince Ozaydin, in the lab of Professor Karen Gleason in
chemical engineering at MIT and the sinusoidal like texture. After characterization of these samples, we
develop a dimensionless analysis along with a numerical model for the formation of those wrinkles
(buckling and post-buckling analysis). This direct approach provides a robust method to predict the final
coating surface micro-topography for a wide range of stretch conditions, material properties.
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C. State of the art of surface topography modification for mitigation of
fouling
1. Sequential process of fouling and consequences on anti-fouling coating design
strategy
As shown by Wahl (59), fouling is a sequential process, and those antifouling strategies often target
different steps of this fouling sequence.
* A macromolecular film (the so called EPS film described in I.B.c) ) composed of glycoproteins,
proteoglucans and polysaccharides first colonizes the surface during a phase of biochemical
conditioning: the physical and chemical properties of the surface are altered.
* This allows a bacterial colonization of the surface first with a reversible adsorption and then
with the irreversible adhesion of bacteria to the film.
e The surface is then colonized by unicellular eukaryonts (diatoms, protozoa and yeasts), the first
form of biological activity to settle.
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Figure 27: Examples of antifouling defenses and target zones during the fouling sequence in seawater environment (from
Mar. Ecol. Prog. Ser. 58: 175-189, 1989)
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There are mainly three types of antifouling-strategies (60), depending on which step of the fouling
sequence it is focusing on:
1. mechanical detachment of biofoulers;
2. killing or inactivation of biofouling organisms
3. surface modification turning the substrate material into a low-fouling or non-sticking (non-
adhesive) one.
However, as pointed out by T. Vladkova, the mechanisms of bio-adhesion are still poorly understood. If
surface free energy, mechanical properties, and wettability are often recalled as the main parameters
for fouling on homogeneous substrates, some other parameters such as heterogeneous chemistry (61),
3D surface patterning (62) or most probably a combination of all those properties (63) are suspected to
be keys to the design of anti-fouling substrates (64).
As soon as the EPS film starts to form, the performance of the filtration membrane starts to degrade
(65): membrane water flux gradually decreases, trans-membrane pressure increases and salt rejection
decreases. Furthermore, it has been shown that it is more difficult to remove attached cells than to
inhibit their adhesion in the first place. As a result, we are aiming for a solution to limit the formation of
the film in the very early steps, essentially by altering the physical forces (electrostatic interaction, Van-
der-Waal forces,...) between the membrane and the polysaccharides.
2. Bio-inspired surface morphology
a) four anti-fouling strategies employed by marine species.
An increasing interest is shown for surface morphology modification, as a way to deter fouling in its
early stages. It is thought that certain types of features on the surface of membranes act as unfavorable
sites for bacterial adhesion. The efficiency of the micro-topography of the membrane largely depends on
the relative length scales of the fouling agents and the features, the height of those features and their
exact pattern.
We expect that modern photolithographic techniques will soon enable a better understanding of the
relations between surface topology and fouling of bio-organisms and pave the way for patterned
membranes with improved anti-fouling properties.
Under pressure of the ship industry (to invent non-harmful antifouling coatings for seawater), bio-
medical industry (to provide designers with bio-compatible materials that do not clog and whose
properties are not hidden by a bio-film) and membrane industry (especially to advance fouling on
membrane for water treatment), intense research is focusing on bio-mimicking, and replicating the
strategies applied by marine species to limit fouling (66).
57 1 P a g e
e Among those strategies, secretion of protective substances has been known for a long time (67)
to serve as a non-specific defense against bacteria and fungi.
* Behavioral strategies have also been observed in marine species (change in salinity, bury into
the ground or emerge into air).
* Chemistry of the surface of those organisms is also very important (surface energy, chemical
components...). We are working on this project with collaborators in the Chemical Engineering
Department at MIT who are working on this aspect.
* Physical considerations are also part of marine species anti-fouling strategy, most importantly
with surface topography. Ultra-smooth surfaces are often seen as beneficial as they do not offer
refuge from shear stresses. However, a few topographies have been shown to exhibit good anti-
fouling performance. We are reviewing in the next section the transient anti-fouling property of
several shellfish, before presenting a new artificial patterning method based on Shark skins and
wrinkled membranes.
b) Transitory anti-fouling property of sheilfishes
Bers et al. (68) used high resolution resins to replicate surface mircotopographies of four marine
organisms, known to have low fouling properties: Cancer pagurus, Mytilus edulis, Ophiura texturata and
the eggcase of Scyliorhinus canicula. As shown in Figure 28, those species exhibit rough surfaces over
different length scales. Depending on the species, the features range from several hundreds of microns
to one micron. They replicate those topographies to decouple chemistry and physical effects from the
surface topology of those organisms.
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Figure 28: SEM images of surface micro-structure of 4 differents marine organisms (a-c/ carapace of C. pagurus, d/surface
structure of high resolution resin replicate of C. paragurus micro-topography; e/periostracum of M. edulis; f/ structure of
high resolution replica of egg case of S. canicula; g/ surface structure of 0 texturata) from (68). These micro-structures were
studied for their low fouling performance especially with macrofoulers (e.g. fungi, diatoms, protozoans)
After exposition to natural fouling in field experiments, the performance of the topography was
determined by computing the surface relative recruitment. This surface recruitment is defined by the
relative number of fouling particles on the textured surface and on the smooth one, after a given period
of time. Their conclusions are very positive. Although the anti-fouling characteristic is mostly transitory
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and foulant specific, a clear drop (up to 60%) in the surface recruitment is observed in the first few days
as represented on Figure 29.
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Figure 29: recruitment ratio of macro-foulers in field tests between micro-structured and smoothen substrate. From (68).
c) Shark skin AF: a bio-inspired material
In 2008, Shumacher et al. (62) focused on replicating shark skin. They fabricate a PDMS substrate with
patterned surfaces composed of small micrometer-size features. Similarly to shark scales (Figure 30),
their features are organized within diamond shape repeating unit (Figure 31). Each unit is composed of
seven posts of same height (3pm) and width (2pm) but different length (from 4 to 16 pm). They expect
to reproduce the low fouling properties (up to 67% of reduction of fouling by barnacle settlement as
shown in (69)) of these shark skins.
Those patterned surfaces are astonishingly efficient as anti-fouling surfaces, and as shown by Figure 35,
the Ulva spore settlement is reduced by a factor 3 compared to the smooth surface.
The proposed explanation for the anti-fouling property is a disturbance in the 1St step of the fouling
sequence. By varying the size of neighbor features, they create what they described as nano-force
gradient surfaces. Based on an equal deflection at the top of two neighbor features of different sizes
(and bending stiffness), the author predicted that a force would be applied on any particle bridging any
two features.
The spore is surrounded by a lipoprotein plasma membrane, which searches the surface of the
substrate, looking for a favorable spot. The inhomogeneities of the patterned surface would result in
sliding of this medium, allowing only a reduced number of spores to permanently attach to the
substrate. More specifically, they assume that the difference in stiffness of the features is responsible
for a nano-force gradient (shown in Figure 32) which disrupts the normal process of cementing of the
protein membranes.
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[This reasoning for nano-force gradient is based on the method developed by Tan et al.(70) to
study an array of PDMS posts. In this article, Tan et al. had described the behavior of the slender
posts by a classic Euler beam theory in bending. Modeling the force F exerting by a post as a
function of the deflection w at the top of the post of Young's modulus E, height L and moment
of inertia I by F = (EI) w. Though, Shumacher et al. further suppose that two neighbor
features should deflect of the same amount, without justifying this hypothesis. They also
suppose that their features (which are no longer slender structures) will not deform in torsion
but still in a global bending].
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Figure 30: Riblets on a Shark skin provides superior aerodynamics
properties (from (71)). No lengthscale bar was displayed in the source,
but Shark scale are 100pm to 1mm long. One scale is composed of
several riblets (here seven per scale)
4 pm 8 12
Figure 32: Nano-force gradient are supposed to explain the antifouling
properties of the Shark skin AF. Supposing an equal deflection of two
neighbor features, the difference of bending rigidity of those features
results in a force named the nano-force. By repeating periodically
those pattern with features of different size, we obtain a surface of
"nano-force gradient". From (62)
Figure 31: Shark skin AF is a PDMS substrate reproducing the pattern
of the real shark skin. The PDMS casted onto a mold and peeled off.
The features are 3pm high. (from (62))
Figure 33: Light micrograph of spores bridging the gap between two
neighboring features. Most spores are sitting on so called preferred
settlement regions, and the deflection of the PDMS features is
noticeable. From (62)
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Figure 34: Light micrographs of spores (ulva) colonizing gradient surfaces (GRO -> GRS are surface with respective nano-force
gradient OnN;125nN;249nN;374nN;125nN;OnN ; SK is the Shark-Skin; SM is the smooth surface) from (62)
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Figure 35: Spore density settlement on pattern surface. The mean spore density is represented on this histogram as a
function of the type of patterning (see Figure 34). The "nano-force" is highlighted in red. From (62)
3. Wrinkles and low fouling properties.
Extending on the idea of patterning membranes to improve their anti-fouling properties, Efimenko et al.
(72) formed wrinkles on a PDMS membrane. Those wrinkles naturally appear upon buckling of a stiff
skin on a soft substrate. More precisely, a flat PDMS substrate is cast, before being stretched. Once
stretched, a UV treatment will form a stiff skin layer on this membrane. Upon release of the stretch, the
skin layer is put in compression and will buckle in a sinusoid-like shape.
After making this membrane, Efimenko et al. exposed a PDMS flat sample and a wrinkled sample in
seawater for 4 weeks. The two samples are collected (Figure 36 left column) and rinsed with a water
stream (Figure 36 right column). This seawater field study shows the effectiveness of the wrinkles in
limiting the adhesion of macro-fouling organisms, as well as improving their removal.
However, their laboratory fouling tests show that spores settle in valleys of wrinkles or cracks in the
coating (see Figure 37). As a result, improving the quality of the coating (reducing crack size and
frequency, obtaining a more conformal coating to not lose the smallest features and defining better
patterning) is crucial to the success of this method.
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as collected after 4 weeks in
seawater
Flat substrate
micro-wrinkled
substrate
after water stream cleaning
Figure 36: Comparison of flat PDMS (top figures) and unidirectional wrinkled PDMS (bottom figures) after 4 weeks exposure
in a marine environment. Anti-adhesion performances are assesed by the differencial color of the two samples as remove
from the seawater. Removal properties are assessed by the differential color before and after rinsing the sample with a
water stream (from (72) )
Figure 37: Optical micrograph of a wrinkled sample exposed to a micro-fouling test. The Ulva spores settle in the valleys of
the wrinkles or in the cracks of the coating. (from (72))
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Those are the reasons why we have developed a method to efficiently combine chemistry and surface
topography. Instead of using a pre-patterned surface that we coat, we think that taking benefit from the
mechanics of the thin coating to form the wrinkles is a new and a very promising method for high-rate
production of low-fouling surfaces applied to many different type substrates.
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D. Buckling instability of a hard coating on a soft elastic foundation
1. Scaling analysis: energy in the coating and in the substrate
This example of wrinkles, along with the following experimental and numerical sections, is based on the
buckling instability of a stiff coating in compression on a soft elastic foundation. This instability is due to
the fact the situation with the energy of the coating in compression is larger than the sum of the
bending energy and the energy due to the substrate deformation. An example of a first buckling mode is
shown in 2D for a plane strain configuration in Figure 38.
Y 1
Step: Step-2
X Mode 1: EigenValue =1.4441
Primary Var-: E, E22
Deformed Var U Deformation Scale Factor: +3.000e+00
Figure 38: First buckling mode for a hard coating in compression on top of an elastic substrate in the 2D case. The strain in
the direction normal to the coating is shown here. This simulation was performed on the Finite Element Code Abaqus, for a
relative thickness coating-substrate of 1/200 and a relative stiffness of 500, using plane strain elements.
Wang et al. recently developed a scaling analysis based on the energy of the coating and the substrate.
It is assumed that the deflection is given by
uy (x) = Asin
The bending energy carried by the buckled coating depends on the amplitude A of the wrinkles and their
wavelength A. Writing p the curvature, A the wave length and t the thickness of the coating, the bending
energy Ebend for a section of sine wavelength and unit width of the coating becomes:
E_ (1)2
Ebend = fcaig2-c. dxdy
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For the substrate, we estimate the stored energy Esubst, to be:
Esubst ~ f EsE2 dxdydz
A 1
where the substrate strain is e- and affects a height A of the substrate
The total energy of the system then scales by:
U~Ebend + Esubst
Ect 3 A 2
23  + EsA 2
At equilibrium,
au
-= 0
A2
Given the wavelength scaling:
EcA3~t3 _
Es
This scaling analysis provides a scaling law for the wavelength of the oscillations. We should extend this
analysis to determine a critical stretch co for which structure will buckle.
The sum of the bending energy of the coating and the substrate energy should be compared to the in-
plane energy of the coating in compression:
Ememb = coating E Cda
~E. t. eo
We should relate the amplitude of the oscillation to the strain, in the limit of small oscillations:
1 27rA . 27tx\ 2
1+ ( LZ.sin ()
dx-1 *1o = 1eo 
- 10
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This relation allows a comparison of the energies in the fundamental and first buckling mode. The
critical stretch is the value of the stretch for which the two situations have equal energy.
Hence,
Ememb~Ebend + Esubst
Ect c~22 + Es. A
EsA
Ec.t
Es t3 7
s Es
Ect
tz2
Ec-_ 2
t3 E
Es-
EC
Ec-
(Es)
This critical strain is the maximum strain that can be applied to the coating without buckling. This scaling
law is very different from the linear buckling of plates or wide beams without the elastic substrate.
In this case of plates, calling D the bending stiffness, w the width, I the length of the plate and
kc;m(I, w) = + the critical form parameter of mode m, we classically determine that(73):
kcw 2D kct 2
Ec c.wz.t w 2
In the case of wide beams with a second moment of rotation I, we have similarly:
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EC= ~-c t.w.12  12
For those two cases, the buckling is a global phenomenon, which depends on the aspect ratio, but not
on the material properties. On the other end, the wrinkling of a hard coating on a soft elastic foundation
depends only on material properties, and not on aspect ratio (provided the wavelength is smaller than
the width and length of the sample).
We should also note that the summation of the equivalents is rigorous here since we are
considering only positive quantities (energies). This would not be the case otherwise ( ~ - +
x x
4 but -0 does not hold).
2. Analytical solutions
a) Results for buckling wavelength and one case of post-buckling analysis.
Precising this scaling analysis, Chen et Hutchinson (74) have computed the energy of the modes,
solutions of the linear buckling problem about the pre-buckling state: D. V4w + a OtV2W _p
These modes are defined by their deflection:
(21(x) /(2ny\
w=W.co-S Ij) 
. Cos A2
The minimum of energy is found for
1
2 r E3 
The buckling load is then:
2
ac = - 3. --
4 1 -2- Ec
They also carried out a non-linear analysis of the post buckling solution in the one dimensional mode
(i.e. uni-axial stretching), based on the von-Karman plate theory. They showed that the optimal
wavelength for the buckling problem (i.e. the wavelength assocated with the lower critical stress) is also
the state of minimal potential energy in the post-buckling mode (at least among the sinusoidal
solutions). This is shown in Figure 39: as the load is increased above the critical load oc, the mode
associated with the lowest buckling load has a lower energy than any other mode.
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Figure 39: Ratio of the average elastic energy per unit area in the film/substrate system in the buckled state to that in the
unbuckled state, , as a function of the in plane stress, normalized by the buckling load L, for one dimensional modes. The
L
mode associated with the lowest critical load (- = 1) remains the mode with the lowest energy even when the load is
increased above the critical value. From (75)
Their non-linear analysis also reveals a very interesting phenomenon associated with the post-buckling
problem. In the case of an equal loading in both directions, they computed the energy for 3 specified
solutions: one-dimensional buckling, checker-board buckling and herringbone mode. They found out
that buckling load associated with the Herringbone pattern is higher than the one associated with either
the one-directional of the checker-board pattern. It means that the pre-buckling solution will most likely
bifurcates in the direction of one of these two modes. However, when the load is further increase above
the critical load of the Herringbone pattern, the energy of this mode becomes smaller than the energy
of any of the two previous buckling modes (see Figure 40). As a result, the structure will bifurcate again
in the Herringbone pattern.
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Figure 40: The Energy of three different equilibrium solutions for the bi-axial stretching is represented. The One-dimensional
(or sinusoidal like) solution has the highest energy, but also the lowest buckling mode. We think that the plot for the
cherker-board should be extended to lower relative loads, since it bifurcation load should be lower than the one of the
Herringbone pattern. The Herringbone pattern should have the highest buckling load. But when it exists, the Herringbone
mode is the mode of lowest energy (among those three). From (75)
We mention this phenomenon for two reasons.
* The first reason is that this phenomenon provides a really interesting test for our numerical
modeling.
* The second reason is that it shows an example of a system, which buckles in a given "direction",
but stabilize in another "direction". By direction, we mean a certain field of displacement. For
linear problems, a proportional loading k. og results in a proportional displacement field k. uo. In
this case, a proportional loading might result in proportional displacement k. uo until k reaches a
second bifurcation point k', above which the solution might be (k - k').ui.
We might acknowledge that this phenomenon is the major limitation of the design method we
propose in the last chapter of this thesis. We want to stay away from those "double
bifurcations" as much as possible.
b) Results for the finite thickness of the substrate layer.
Huang et al. (75) further developed a scaling analysis to account for the finite thickness of the substrate.
They showed that the limit of infinitely thick substrates is really good for most variables of the problems,
provided = > 103 and t < 50. The ratio of the thicknesses used in our numerical modeling was chosenEs ts
to be tC = 200, to model the limit of thick substrates.ts
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Figure 41: wrinkle of a stiff coating on a compliant support. The nomenclature for Figure 42 is defined as followed: t is the
thickness of the coating, H the thickness of the substrate, A the wave length of the wrinkles and A the deflection of the
membrane (from (75))
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Figure 42: Critical force, wavelength and normalized amplitude are represented as a function of the ratio film thickness to
substrate thickness. These plots are computed by scaling law analysis in the context shown in Figure 41 (soft substrate
attached to a rigid support). The substrate is taken to be incompressible. (from (75))
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They also developed a spectral method to solve the problem of the plate on an elastic substrate.
Transforming the equations governing the equilibrium of the plate in the Fourier domain, they solve this
dual problem with a fixed-point method. This allows them to efficiently compute the buckled shapes for
more multi-axial loadings. We should note that this multi-axial loading is an interesting strategy to
obtain more complicated buckling patterns (see the different patterns obtained for multi-axial strains in
Figure 43).
Figure 43: Wrinkle patterns in films subject to anisotropic membrane strains. ell = -0. 01 in all cases. The directional
preference increases as the strains become more anisotropic, from the labyrinths to the herringbones and to the stripes. The
insets plot the wrinkle amplitude in the Fourier space. From (74)
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E. iCVD coating and wrinkle formation
To explore the potential of forming wrinkled anti-fouling coating in membranes, we decided to rely on
iCVD deposition of a hard coating on a PDMS membrane, with the collaboration of Dr. Gozde Ince
Ozaydin, post-doc in prof. Gleason group in Chemical Engineering.
1. Preparation of the samples
a) General idea
The scenario for wrinkle formation is very simple. A soft elastomer substrate is cast, prepared for iCVD
coating, and stretched in a sample holder. The stretched sample and sample holder are inserted in the
iCVD reactor and a layer of hard coating is deposited on the surface of the substrate. Upon release of
the strain of the substrate, the hard coating will be put in compression. Depending on the relative
characteristic of the substrate and coating (stiffness, thickness, ...), the coating may buckle to release the
mechanical energy from the in-plane stresses into bending of the coating and shearing of the substrate.
Casting of a 1mm Stretching of the iCVD depostion of Release of the
thick PDMS substrate with a layer of EGDA of strain -> formation
substrate the clamping thickness 0-1 um of the wrinkles
device (0 to 20%)
wt L-w illili-wllppp
A
Figure 44: Formation of a wrinkle substrate in 4 steps: a/casting of elastomeric material b/stretching of this substrate
c/deposition of a coating d/release of the stretch and wrinkles formation. Note that a biased of stretch could also be
imposed to produce a different wrinkle pattern.
b) PDMSsubstrate
(1) Preparation of PDMS substrate
PDMS is used for the soft elastomeric substrate. It is prepared from a 15mL of a 10:1 mix of a
Poly(dimethylsiloxane) solution and a curing agent from Sigma-Aldrich. The PDMS solution is a mix by
Dow Corning, prepared from the SYLGARD* 184 silicone elastomer kit, and contains 3 main
components: (Dimethyl, methylhydrogen siloxane), (Dimethyl siloxane- dimethylvinyl-terminated) and
(Dimethylvinylated and trimethylated silica).
After stirring, the solution is inserted in a low pressure environment for 10 to 20 min to remove the air
bubbles. The solution is then poured onto a 150 mm diameter Petri dish. After an hour of curing time at
60C, the solidified substrate is peeled off the dish, and cut into four 14mm*38mm samples. The
thickness is 1mm and, provided the sample are cut from the central region, the thickness is quite
homogeneous (+-10%).
75 1 P a g e
.......... .
imp
(2) Characterization of the PDMS
We have chosen to work with PDMS for its mechanical characteristics: low Young's modulus, high strain
at break and low surface roughness achievable without any special attention. Hence PDMS will serve as
an initial substrate for prototyping our proposed method, but it is important to note the applicability of
the approach to any other materials.
To determine mechanical properties, we performed tests on a Dynamic mechanical analyzer, the 0800
from TA Instrument.
The first test imposed ramp in strain of 5%/min (the Q800 only controls the engineering strain rate), at a
temperature of 28C and measured the force as a function of displacement. The Matlab software is used
to process the data. Figure 45 represents one representative true strain/true stress history. The strain is
increased until the sample breaks.
PDMS, like most elastomeric materials is non-linear elastic; the tangent stiffness increases with applied
strain.
Wrinkle formation can be influenced by the pre-strain of the substrate (before the deposition). The
wrinkles form in the very beginning of the release of the strain, from the deformed configuration. For
simplicity, we characterize the behavior of the substrate with only one parameter (the so-called initial
stiffness or Young's modulus Es). A more accurate analysis would take into account the non-linear
behavior of the PDMS.
The Poisson ratio for this elastomer should be close to .5 (incompressible material). We should note
however that the configuration of the machine (furnace must be closed) does not allow the use of a
video extensometer to measure this ratio. The strain at break is .6 to .7, mostly due to the propagation
of surface edge cracks from one edge of the sample.
The tangent Young's modulus is measured at strains of 0, .25 and .5. Those measurements are
repeatable within 10% and EPDMS(O) = .55MPa, EPDMS(O. 2 5 ) = .75MPa and EPDMS(O.5) = 1.01MPa.
0.7 -
- tensile testing of PDMS - ramp strain 5%/min
0.6-
0.5-
0- 0.4- E pdms(.5)=1.OMPa
0.3 -
2
0.2
E pdms(.25)=.76MPa
0.1
pdms(0)=.56MPa
0
0 0.1 0 2 0.3 0.4 0 .5 0.6 0.7
true strain
Figure 45: true strain-true stress curve for the PDMS prepared as describe above.
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As far as thermal properties are concerned, we perform both a Dynamical Mechanical Analysis (DMA)
and a measurement of the coefficient for thermal extension
The first test is performed from room temperature to 130C, and consists of sinusoidal oscillations of
amplitude AO = 15 pm, and frequency w = 3Hz:
L(t) = LO + AO * (sin(wt) + 1.25)
Assuming a homogeneous strain in the material and small amplitudes of oscillation, we get a linear
strain:
A0
exx(x, y, z, t) = -* (sin(wt) + 1.25)
LO
The stress in the material presents a lag, which is usually characterized by 6, and is associated with
energy dissipation in the material (76):
u = ua * sin (Wt + 6)
Then, we define the storage and loss modulus:
E =acosG5 ) and E" = oasin(G)
Ea Ea
Those two moduli are presented in Figure 46 as a function of the temperature, for the PDMS used in our
membrane. The elastomer stiffens with the temperature, and relatively the energy absorbed by the
material during one cycle is less and less important, showing the entropic nature of the modulus of
rubbery material.
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Figure 46: Storage modulus of the bulk PDMS. (1Hz)
Then, we measured the extension of a strip of PDMS when heated above room temperature. A
pretension (15kPa) is applied to the sample. This pretension is kept constant while the sample is heated.
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The elastic strain is not constant over the range of temperature considered (due to the variation of the
stiffness with temperature), and has to be subtracted from the total strain to give the thermal strain:
Etotal(T) = Eeiastic(T) + Ethermal(T). Hence, and neglecting viscoelastic effects, we can compute the
coefficient of thermal expansion:
d(etotai(T)- r*
k(T ) _ determal(T) _ Z E2+El 2dT dT
This coefficient, corrected by the change in stiffness and the applied tension in the sample over the
range of temperature, is pretty constant up to 80C and is close to 420 * 10-6 K-1 The resulting
thermal strain versus temperature is represented in blue in Figure 47
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Figure 47: Corrected thermal strain
c) Coating with EGDA
(1) Preparation for the iCVD coating
(a) Plasma treatment
The PDMS samples are then plasma treated to obtain a better bonding of the film to the substrate.
Plasma treatment creates radicals at the surface of the membrane, which allows the silane to adhere
covalently to the substrate.
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(b) Silane evaporation
After plasma treatment, the membrane is placed in a low vacuum environment. Silane is then
evaporated in this environment, and reacts with the radicals at the surface of the membrane. This
treatment enhances the adhesion of the EGDA coating.
(c) The stretching device.
In order to deposit the coating on a stretched substrate, we had to design a system for tensioning the
PDMS samples. The final design and a photo is shown in Figure 48. Two PVC jaws are moving along two
long screws, while the clamping mechanism is actuated by 2 small screws on each clamp.
Figure 48: Sample holder designed to stretched PDMS substrate during iCVD coating
This design accommodates several needs:
" The whole sample is maintained in contact with the bottom plate of the reactor, which is cooled
down (see Figure 49: iCVD coating technique. From Figure 49 the "backside cooled stage"). It is
really important to insure a good control of the temperature of the sample for the quality of the
deposition (uniformity of the coating).
* No metal parts touch directly the sample, to avoid conducting the heat of radiation from the
filaments to the sample.
* The linear motion of stretching is precise enough to control elongation to hundreds of microns.
And the maximum distance separating the two clamps is fixed to 50mm.
(2) iCVD coating with EGDA
The iCVD (initiated Chemical Vapor Deposition) coating is a low energy coating technique in
development in Professor Gleason's group of the Chemical Engineering department of MIT, and the
depositions for our samples were carried out by Dr. Gozde Ince-Ozaydin.
During the coating deposition, several chemicals are brought in gaseous phase into a low pressure
reactor. As they flow through heated filaments, the initiated species (12 on Figure 49) are decomposed
into free radicals (1*) with minimal energy input, and will then recombine with the monomer species (M)
on the sample to form the polymer coating (77).
79 1 P a g e
This technique has various advantages over other coating techniques. Mainly a great number of
different chemicals can be used. Furthermore, it requires only a minimal energy input, and the reaction
path is better controlled, resulting in less damage to functional groups during deposition, even at high
deposition rate.
12
M
Figure 49: iCVD coating technique. From (77)
(3) Characterization of mechanical properties of the EGDA hard coating
In addition to the chemistry of the initiated species (2) and monomers (M), the flux of those chemicals,
we are also controlling the growth rate (or thickness increase of the film). This growth rate is measured
in real time by a laser interferometer. This laser is pointed to a control wafer of silicon which is placed
close to the sample. We assume that the growth rate is similar on the sample and on the silicon.
For the case of the wrinkled samples produced in this work, the coating is 1pm thick.
In order to test the material properties, we also produce self-standing films of EGDA. Those films must
be thick enough to be self standing. The thickness is limited by the time of deposition; the maximum
thickness growth rate is on the order 500nm/h. We have chosen to test 3.5 Ipm thick samples. The films
were deposited on a sacrificial layer, which dissolves into water. Since those samples are very thin and
brittle, a cardboard frame is used to handle them: the frame is glued to the sample before dissolving the
sacrificial layer in water (Figure 50). The cardboard frame is cut just before the test, once both ends of
the samples are in the jaws of the Q800 (Figure 51).
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Figure 50: The cardboard frames are glued to the EGDA film. The whole system {silicon wafer, sacrificial layer, EGDA film,
cardboard frame) is immersed into water until dissolution of the sacrificial layer and separation of the {film+frame} from the
wafer.
Figure 51: The frame is installed in the jaws of the DMA and the sides of the frame are cut once everything is clamped. The
sample (highlighted with red lines) is then loaded with a pre-load force of .001N (for strain-stress tests) or .01N (for DMA
tests)
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1 %/min strain ramps are performed on EGDA films at room temperature. The stress-strain history for a
typical result of this test is shown in Figure 52. The stiff and relatively brittle behavior of EGDA is
confirmed; the strain at break is around .03, which corresponds to stresses of 15MPa. The measured
stiffness of the EGDA is 775MPa.
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Figure 52: Strain ramp for a self standing film of EGDA (tested on DMA-Q 800 at room temperature).
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Figure 53: Dynamical Mechanical Analysis of a self-standing film of EGDA (hard coating)
A DMA test was also performed on the EGDA films for low temperature (ambient to 110C). These films
are so thin that performing these tests is challenging, and is on the edge of the capability of the DMA.
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The input signal was a sinusoid at 1Hz, and controlled in force rather than in strain (0.07N or 1OMPa). As
shown in Figure 53, the quantitative values compare well with the monotonic stress-strain curve. There
is no significant variation of the storage modulus over this temperature range (see Figure 53).
d) Comparative material properties of the PDMS and EGDA.
While the properties of each material are important, we will show in a dimensionless analysis that the
relative mechanical properties, especially the relative stiffness, are determinant for the buckling
problem. Assuming similar values of Poisson ratio for the substrate and the coating (i.e. vs = vc), we
determine that: PCM = EC(O) * 1-v2 = Ec(O) is a function of the pre-strain eo of the substrate. It rangesflS(6o) 1 _vt Es(eo) E5(Eo)
from 1300 for an un-stretched membrane to 800 for a membrane with 50% of pre-strain. However, the
wrinkle formation is a result of the buckling and the post buckling problem, and the entire non-linear
response is needed to precisely define the final shape of the wrinkles.
During the deposition of the coating, the substrate is maintained at a constant and low temperature.
However, the monomers which react to form the coating are going through the filaments before
deposition on the sample. Hence, the initial state of stresses in the coating is the result of a complex
problem of cooling and chains migration. As the buckling problem is very sensitive to imperfections, we
think that a good understanding of this initial problem is paramount to a complete description of the
wrinkle formation.
This plot is based on the DMA for each material, and is shown in Figure 54. The relative stiffness of the
material decreases with the temperature: 20% drop for 70C. This is due both to the softening of the
glassy EGDA and to the entropic stiffening of the rubbery PDMS.
Relative material properties of the hard coating and soft substrate
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Figure 54: Relative stiffness of the materials (EGDA coating relative to PDMS substrate) as a function of the temperature
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e) Releasing the strain and formation of the wrinkles.
The last step in the wrinkle formation process is to release the strain from the substrate. This operation
is quite delicate, since the coating should not be overstretched. A 3% overstretch (corresponding to few
hundreds of microns for our samples) results in breaking the EGDA coating. During the release of the
stretch, we may see large defects in the wrinkles; long lines which run through the sample width (i.e.
along the main wrinkles.
We are still unsure whether those lines are cracks in the coating (due to over-stretching), regions where
the coating is thinner and where the deformation localizes (forming a crease in the coating), or a region
where the coating delaminates from the substrate (also resulting in the formation of a crease).
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F. Characterization: Wrinkling of a hard coating on a soft substrate
In this section, we are characterizing the membranes as prepared by the protocol described in ll.E. We
use optical microscope along with an optical profilometer and a Scanning Electron Microscope to
characterize the samples. We characterize the shape of the wrinkled membranes and compare the
measurement of wavelength obtained with each technique. The profilometer is also used to measure to
the amplitude of the wrinkles.
1. Microscopy
Optical micrographs of the membrane are taken with a camera associated with a Nikon microscope. The
horizontal dimensions on the microscope have been calibrated, with TEM grid Veeco 200 (pitch 125pm).
We are showing images both in the transmitted light mode and in the reflected light mode. The
transmitted light mode seems to reduce the field of view and allows to focus on only a part of the
sample (eg. Figure 55 a/ shows the focusing on the valley of the wrinkles while the c/ is the same image
focused on the peak of the wrinkles). It confirms our intuition that we are not just looking at a flat
surface, but at sinusoidal-like features of finite height. Figure 55 shows this phenomena with a single
image focuses on 3 different heights of the wrinkles.
surface of
the sarnple
Neld ofview
bottom of the wrinie sides of the wnnkie top of the wrindes
Figure 55: Representation of the finite depth of view. This picture of a single location on a wrinkled membrane is shown
focused on a/ the bottom of the wrinkles b/ the sides of the wrinkles c/ the top of the wrinkles.
The low magnification images (Figure 56 a-b) clearly show the primary wrinkles of the longest
wavelength, which run perpendicular to the stretch direction. Those wrinkles have a low wavelength
and are not perfectly regular 34pm (+-10pm). In this case, the finite depth of field allowed us to
distinguish peaks and valleys of the sinusoid, which is not obvious in the transmitted light mode.
At higher magnification, wrinkles perpendicular to the long wavelength wrinkles (i.e. aligned with the
stretch direction) become apparent (Figure 56 e-f-g-h). These wrinkles of much shorter wavelength, just
above 2.2pm (+-.2pm), seems to be more regularly spaced than the primary wrinkles.
Reflected light microscope Trasnmitted light microscope.
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Figure 56: Observation of wrinkles with optical microscope at magnification of 5X (a,b) 20X (cd) 40X (e,f) and 10OX (gh) for reflected (a,ce,g) and
transmitted light (b,d,f,h).
2. Optical white light profilometer
In order to measure the amplitude of the wrinkles, we use an optical profilometer, the noncontact
Scanning White Light Interferometer NewView 5032 by Zygo. Based on the peak of maximum intensity
of the fringes of interference, the profilometer outputs a 3D image of the surface of our membrane.
Depending on the lens (20X and 50X) and the magnification (.4X to 2X) chosen, those images cover a
surface from 70 * 50 pm2 up to 800 * 600 pum 2. The horizontal resolution depends on the
magnification and ranges from 30nm to 300nm, while the vertical resolution is under .1nm. The main
limitation of this technique is the difficulty to image tilted surfaces, since the light is not reflected on the
sensor if the surface is not horizontal. As shown in the Figure 57, most peaks and valleys of the wrinkles
can be imaged, but the rest of the pattern is undetected: it is black in the height image (top left image in
Figure 57) and grey in the 3D image (top right image in Figure 57). In the subsequent profilometry
images, the top part of the wrinkles is highlighter in red while the bottom part is in red, in order to
facilitate the interpretation of these images. A profile of the wrinkles is also shown in black at the top of
each image.
a) Measurement of wavelength and amplitude of the wrinkles by profilometry
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Figure 57: the Zygo profilometer outputs a 600*400 pixels images with, for each pixel an information of height and an
information of light intensity. This information is displays with a 2D color plot of the height along with a 3D representation of
this image and a profile of a section (along the path between the triangular waymark). The intensity is displayed on the
bottom right corner.
The measurements via optical profilometry confirm the microscopy qualitative observations for wrinkles
on top of stretched membranes:
* Long wrinkles run perpendicular to the direction of the stretch. Those wrinkles run all across the
sample.
* If we zoom in, we can also image the small perpendicular wrinkles. Their wavelength is much
smaller than the long wrinkles, but also more regular than the wavelength of the large wrinkles
(less statistical dispersion of these wavelengths). Furthermore, we observe that they are not
limited to one peak or one valley but extend on hundreds of microns in length.
magnification (40%) stretched membrane
88 | P a g e
........ . .
I - ILow V
stretch
direction
4!
+4.17274
-4.84271
M id r. ,IinhrnrI1rt%. 4 1 1, tI +3.66236
stretch'
direction
4lii
High o - +4.47709
stretcl
directin
EMU= -4.26659
Figure 58: Profilometry images: 40% strain is applied horizontally in those
images. From top to bottom, the magnification is increased. The color of
each pixel represents the height measured at this location. In the black
areas the measure was not possible. The alternative blue and orange
colors show the peak and valley of the wrinkles
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Figure 59: Profilometry images: 10% stretch is applied
horizontally in those images. From top to bottom, the
magnification is increased. The color of each pixel represents
the height measured at this location. In the black areas the
measure was not possible. The alternative blue and orange
colors show the peak and valley of the wrinkles
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Figure 60: Profilometry images. No stretch is applied before
the formation of the membrane. The two level of wrinkles are
still been seen. We are not expecting any wrinkle formation;
however, thermal expansion mismatch along the effect of
gravity may induce a slight straining of the membrane which
results in those wrinkles.
b)
The
Influence of the strain
influence of the pre-strain has also been studied qualitatively, with 3 different stretches: no strain;
mid strain (15%) and high strain (40%). For each stretch, wrinkles of two different length scales are
forming.
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It should be noted that the higher the stretch, the higher the amplitude of the wrinkles, and the more
tilted the surface of those wrinkles. This is why the unstretched membrane can be imaged very well
(very little black zones corresponding to points where the profilometer cannot read the height), while
the stretched membranes are more difficult to image. Furthermore, we think that the wave observed
for 0% strain are due to a very slight strain due to the configuration of the clamps.
We report the measurements of wavelength and amplitude for the 3 level of stretch in Table 2.
strain wavelength (pm) amplitude (pm) wavelength (pm) amplitude (pm)
0% 39 (±2.0) .8 (±.3) 2.0 (±.1) .1 (*.0)
10% 34 (±1.0) 3.9 (+.2) 2.0 (+.1) .1 (+.05)
40% 37 (±2.6) 5.7 (±1.1) 1.9 (i.1) .07 (±.03)
Table 2: Measurements of the wavelength and amplitude of the larger and smaller wrinkles for three levels of stretch
There is no significant influence of the stretch on the wavelength of the larger wrinkles (see Figure 61),
while the amplitude of the larger wrinkles are very dependent on the stretch (Figure 62).
In order to test the assumption of the buckling in a sinusoidal-like shape, we have represented the
theoretical amplitude of the oscillations. If the critical strain and if the in-plane strain of the post-
buckling solution are small compared to the applied strain, the amplitude A should be related to the
stretch of the membrane:
1 (
stretch = ds
1A dy z
= * 1+7 d
1 f +/21rA /27 \2
= 1( sin x dx
= 1 + (2 7sin(2ni) d2
We have represented the inverse of this function stretch = f (1) in Figure 62, taking A= 35pm. This
expression has no fitting parameters, and considering the scattering of the measurements of amplitude
of the wrinkles and the poor precision in the measure of the pre-strain, it is very reassuring to observe
the match between the basics theory and experiments.
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Figure 61: Variation of the wavelength of the larger wrinkles for different stretches, based on profilometer measurements
Figure 62: Variation of the amplitude of the larger wrinkles for different stretches, based on profilometer measurements
c) Influence of the coating thickness
The influence of coating thickness has also been studied experimentally.
There is no significant difference in the shape for thinner coatings. The uniaxial straining of the
membrane results in the sinusoid-like pattern. However, the wavelength of the sinusoids increases with
the thickness of the coating. As summarize in Table 4, the thinner coating (495nm thick) results in short
wavelengths for both the long and short wrinkles, as compared to the thicker coating. The ratio of the
wavelengths for both coating is close to the ratio of the coating thickness:
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Table 3: Wavelength of the wrinkles for two coating thicknesses, measured by optical profilometry.
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Figure 63: Profilometry image of the wrinkles for a coating
thickness of 495nm. The longest wavelength is measured to
be 20pm while the orthogonal wavelength is 1.2pm.
Figure 64: Profilometry image of the wrinkles for a coating
thickness of 1000nm. The longest wavelength is measured
to be 37pm while the orthogonal and smaller waves are
measured to be 2pm.
3. Scanning Electron Microscope
To complete the observation of this sample, Scanning Electron Microscope is used. SEM provides a good
visualization of any cracks/defects which run through the sample. The top right corner of Figure 65
shows a representative line of defect, slightly tilted compared to the orientation of the main wrinkles.
It should be noted that those lines of defects are crossed by the shorter wrinkles (i.e. the phase of the
wrinkles is the same on both edges, which delimit the defect). It means that the shorter wrinkles were
formed prior to the defects.
To conclude definitely on the mechanism of formation of the defect in the wrinkles, a further
investigation is needed. More specifically, we plan on improving the characterization of this area by AFM
imaging (Atomic Force Microscope).
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Figure 65: Micrograph of the wrinkles of the EGDA hard coating on top a PDMS substrate. Low spacial frequency wrinkles run
in the direction normal to the stretching (vertical white and grey stripes), while higher frequency wrinkles (horizontal white
and grey lines) run in the other direction.
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Figure 66: Close up on a line of defect. The small wrinkles seem to run through this line of defect. It is supposed that this line
was thus formed after the small wavelength wrinkles.
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G. Modeling of the wrinkles
This phenomenon of wrinkling of a hard coating on a soft substrate has been extensively studied (75),
either as a mechanism to explain wrinkled patterns (78), or a new engineering method to increase the
apparent strain at break of brittle films (79) (i.e. stretchable electronics...).
In this section, we form a dimensionless analysis of the problem of wrinkle formation. More than
improving our understanding of the formation of the wrinkle on an homogeneous substrate, we are
aiming at obtaining a robust numerical model for the "direct problem". By direct problem, we mean that
knowing the elastic properties of the substrate, we should be able to compute the shape of the first
buckling mode. Those elastic properties can be homogeneous, as well as in-homogeneous (defined by a
field of elastic properties).
We are detailing the assumptions and reasoning that lead to our choices for the modeling (boundary
conditions on a representative volume element; method for imposing multiaxial stresses; constraint
introduce by the representative volume element...). This model is then tested against existing theories in
the case of uniaxial buckling of a coating of homogeneous thickness and material properties on top of a
homogeneous elastic substrate.
Finally, we are showing that the numerical model and the theory match the experimental data.
1. Finite element modeling
a) Dimensionless problem
(1) Two numerical formulations
A vast literature has introduced theoretical models for unidirectional wrinkles on soft and uniform
substrates. Those theories have since been confirmed by experiments, either for thin metallic coatings
on a soft elastomeric substrates or for hard polymeric shells on a soft polymeric core. Unfortunately, for
more complex loadings (multi-axial loading), geometries (pattern substrate) or non-uniform material
properties (of the substrate or the film) only numerical techniques can predict accurately the buckling
shape of the coating.
Two approaches are possible to model this problem numerically:
* modeling the coating as a plate on an elastic foundation (see Figure 67)
e modeling the full 3D problem, with a compliant substrate layer and a stiff coating.
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Figure 67: Two possible modelings for the problem: a/ plate laid on top of an elastic foundation b/hard coating (shell or 3D
continuum modeling of the coating) on top of a substrate
There is obviously a trade-off between time of computing (in favor of the first option) and versatility and
completeness (second approach). We have chosen the second one for more versatility, especially
toward introduction of defects or patterns onto the substrate.
(2) Imposing the pre-strain
For every numerical problem, a loading path and control parameter has to be chosen. There are again
two equivalent ways to see the problem: either we start with a configuration of a strained substrate and
release the strain (Figure 68), or we might start with a compressive force in the coating and release it
(Figure 69). The latter case happens during a change in temperature, if the coefficients of thermal
expansion between the two materials are not equal.
Indeed, those two ways to see the problems are both used to obtain the wrinkled pattern:
* Either the deposition of the stiff coating is done on a strained substrate. We call this the DOSS
method (Deposition On Stretched Substrate). The stress in compression in the coating (before
EAl1 61bifurcation) is a = - ln (1 + - - -), where L is the length of the sample, Al is the pre-1-v 10 1
stretch and Sl the stretch release at the bifurcation point.
" Or the wrinkles are due to thermal mismatch of the coefficient of thermal expansion. This is the
TSC case (Thermally strained coating). If the deposition of the stiff coating is done at high
temperature, when the temperature goes down to room temperature, the coating is held in
compression with an in-plane stress: a = - y f2as(T) - ac(T))dT.
We mentioned that those two cases are equivalent for the buckling problem. It means that the DOSS
with a pre-strain equal to the critical pre-strain (ie 61 = Al) is similar to applying the "critical change of
temperature" in the TSC problem.
Though, the post-buckling solution may be different. Also, experimentally, the applied pre-strain A is
10
always greater than the critical pre-strain -. Hence, the buckling does not happen around the free
10
equilibrium (i.e. the one predicted with TSC or DOSS with 61 = Al) but around a strained equilibrium
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configuration (the sample is still on the clamp during the wrinkle formation). This is the reason why it is
important in practice, for relatively large applied pre-strains, to have a tangent stiffness modulus around
the pre-strain state: 1 + Al (which is close to the critical equilibrium where the bifurcation happens).
We choose the TSC approach for the numerical simulations.
Situation 1 Situation 2
Figure 68: The substrate (a) is stretched by the exact Figure 69: The substrate (a) is coated and heated so
critical pre-strain (b), before coating (c) and that compressive stresses develop in the coating (b)
releasing of the stretch (d). [(d) is exactly at the until it reaches the bifurcation point (d). This
bifurcation point, and there are wrinkles of bifurcation point is exactly the same as in Figure
infinitely small amplitude around the represented 68.d. With this loading, it is possible to go above the
equilibrium position]. critical point and form wrinkles of finite amplitude
(e)
(3) Dimensionless problem
(a) Variables of the problem and Buckingham Pi-theorem
A dimensionless analysis is carried out to obtain a robust numerical problem. The dimensionless
formulation is formed for isotropic linear material and in the case of uni-directional loading.
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The main parameters of the problems are the stiffness of the materials Ec, Es, the finite thickness of the
coating and substrate tc, ts, along with the parameters to impose the force AT, atherm. As discussed
earlier, the stiffness of the material are parameters which encompass both the Young's modulus and the
EPoisson ratio (mainly the effective Young's modulus 1). The coefficient of thermal expansion is really a
parameter to impose the stresses, via the constraint of an expansion mismatch: atherm = (ac - as).
With this convention, AT > 0, would be the difference between the temperature of deposition and the
temperature when the wrinkles are forming.
On the other hand, we are looking to determine the wavelength
the buckling load (per unit width) in the in-plane direction N.
of the wrinkles A, the amplitude A and
Length Mass Time Temperature
tc 1 0 0 0
ts 1 0 0 0
Ec -1 1 -2 0
E, -1 1 -2 0
atherm 0 0 0 -1
AT 0 0 0 1
i aDie 4: uimension Of tne variaoies or tne simpimea promiem
The rank of the system of dimensions (Table 4) is 3. As a result, the Buckingham Pi-theorem implies that
3 dimension parameters have to be chosen, and there exist a relation between 6 independent
dimensionless variables.
Let tc, Ec, AT be the dimension parameters.
Then, we form the following dimensionless variables:
o Relative substrate stiffness: R1 = (E)
o Relative wavelength: R2 = A
tc
o Relative amplitude of the oscillations: R3 = A
tc
o Thermal pre-strain: R4 = a.AT
o Relative buckling force per unit width (or critical strain): R5 =N
Ec*tc
o Relative thickness: R6 = ts
tc
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And the Pi theorem proves the existence of a function f such that:
f(R1, R2, R3, R4, R5, R6) = 0
(b) Formulation in Finite Element code.
For the Finite Element Analysis, we have used the commercially available code ABAQUS. We have
imposed a coating thickness of 1, a coating stiffness of 1300 and a variation of temperature of 1. Those
are the reference values. Knowing that the actual coating is 1 ptm and the stiffness of the coating is
775MPa, we can conclude that 1 unit in length represent 1 Ipm and 1 unit in pressure is .6MPa. We do
not actually use the temperature for the buckling problem, but only for the post-buckling solution.
(c) Dimensionless analysis
Furthermore, we know that the wavelength of the oscillations is not independent of the other variables.
As a result, there exists f (different from the previous one, but let's keep the same notation) such that:
R2 = f(R1,R3,R4,R5,R6)
We are interested in the limit of thick substrate, i.e. for R6 -* oo. It rules R6, the relative thickness of
substrate and coating, out of the problem.
Furthermore, we are making the assumption of linear buckling. It means that the state of stress of the
buckle shape is taken to be the state of stress in the pre-buckling solution, for a magnitude of the load
equal to the critical load. Thus, the in plane force is N = Ec. tc. a. AT. It forms the constraint : R5 = R4.
This means that the thermal strain is equal to the critical strain.
We are studying the buckling problem, not the post-buckling at this stage. As a result, we only consider
the limit of infinitesimally small amplitude: R3 -> 0.
Finally, the bifurcation point is detected as the smallest eigenvalue of the second derivative of the
potential energy in the displacement field (cf Ill B). And as a result, this introduces another condition
between the parameter: R5=g(R1,R2).
Under these assumptions, the complex problem of buckling is reduced to finding two scalar functions:
R2 = f(R1) and R5 = f(R1)
Expressing the dimensionless ratio in the initial variable, this analysis shows that:
A = T ) and N = Ec * g
,where f and g are two scalar functions to be defined.
This dimensionless analysis is different from the scaling law analysis. The initial assumption is
that the buckled shape can be represented by two parameters (A and A). However, no
approximations are made on the 3D strain fields.
100 | P a g e
b) Numerical solution
(1) Stresses and strains are uniform in a sample
Before any finite element modeling, we have to consider the questions of symmetry, periodicity and
ratio of different length scales, to know what volume to model and what type of elements are
appropriate.
We first model the tensioning of the membrane in the grips to assess the influence of the gripping
conditions. We assume that this membrane has the geometrical and material parameters of the PDMS
substrate: ts = 1mm, width = 14mm and length = 38mm, and Ec = .75MPa and v = .49. Since the
thickness is less than a tenth of the other dimension, we have chosen to model the membrane by plane
stress elements of thickness 1 (ie the dimensions are scaled by the thickness). More precisely, the 4-
node bilinear CPS4R element type was chosen. We should note that a hyper-elastic model could have
been used here, but the elastic model gives a good first order approximation.
We show the strain and stress contour in the PDMS substrate, at a 20%pre-strain (Figure 70, Figure 71
and Figure 72). As expected, there is a 20mm*14mm region in the middle of the membrane in which the
strain and stress fields are uniform. We have performed all of our measurements in the experimental
section within this area. Furthermode, we should note that in this region and due to the nearly
incompressible model chosen, the strain in the normal direction is roughly half the strain in the loading
direction (and in compression for the tensile loading).
OD:mmrn-DMYrkhdo Ahaqus
i Step: Step-1
Z_ Increment 1: Step Time =1.000
Primair Var: LE, LEI11
Figure 70: logarithmic strain field in the
stretched PDMS substrate, normal to the
loading direction for a pre-stretched of 20%
Y ODH: membirante-PDMS-s trek eid od b A baqus
Step: Step-1
X Icrement 1: Step Tirne= 1.000
Figure 71: Logarithmic strain field in the
stretched PDMS substrate, in loading direction
for a pre-stretched of 20%
Y ODB: miemubranie-PD)MS-stretchied.odb A baqus
Step: Step-1
Increment 1: Step Time = 1000
Primar Var S Mises
Figure 72: Mises equivalent stress field in the
PDMS substrate at 20% of pre-stretched.
This simulation proves that instead of modeling the whole membrane, we can extract a small
representative volume element. We may apply to this representative volume element periodic
boundary conditions and a macroscopic transformation gradient equal to the one obtained in this
analysis.
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(2) Mesh and boundary conditions.
(a) mesh
We have moved from 2D to 3D to model the wrinkles on the surface of the coating samples.
For the 3D model, we have chosen to represent a portion of substrate of 200*200*200 units of
substrate, with a coating layer modeled by shell elements of thickness 1 (because the thickness of the
coating is taken to be 1, a unit is 1im). It means that the substrate is 200 times thicker than the coating,
which should be sufficient to model the thick substrate limit. Also, the elements are 8 node three-
dimensional elements, with reduced integration (C3D8R) for the substrate, and 4 node shell elements
(S4R) for the coating. The shape of the first buckling mode is pretty independent of the type of element
(reduce integration or not, number of integration point in the thickness and type of integration rule), so
we settled for a reduced formulation, with Simpson rule and 5 integration points.
Those rectangular elements proved to give "better results" than tetragonal elements. Though, they are
not easy to coarsen. In fact, as shown in Figure 73, only the direction normal to the coating is "coarsen".
A total of 82160 nodes are used.
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Figure 73: Mesh and geometry used for the modeling of the wrinkles; the mesh is made of 8 nodes elements and is refined
close to the coating. The elements on the surface are 2.5*2.5*2.5 while the ones further away are 2.5*2.5*34.
(b) Boundary conditions
The boundary conditions have been one of the big issues of this modeling. We have studied 4 types of
conditions for the representative volume element (the surfaces normal to ex and ez): pinned, free,
symmetric and periodic.
(i) equationsfor periodic boundary conditions
The periodic boundary conditions were directly written into the *.inp file with a Matlab routine, by
imposing equations between the displacement of matching nodes. More precisely, let A be a point of a
"periodic surface" (Figure 74). We find the node B, such that b = a + 00' . With Figure 74, we
understand that B is both on the right surface of the considered portion and on the left surface of the
next representative volume element. As a result, we find the relation:
Ub - Ua = (ub - uo') + (uot - uO) + (uo - Ua)
= (uo' - uo)
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= F.00'
Where F is the transformation gradient imposed to the macro-structure. To impose this relation for
continuum elements, we introduce a reference node, say 0'. Then,
{ffor all nodes a E Xand b E B, such that b - a = 00'we impose ul = u - uor}
For structural elements, we should additionally impose a condition on the rotation degree of freedom.
For instance, assuming that shell elements are applied on the top surface on Figure 74, we should
impose on edge El and E2 (oriented by t) the additional condition:
{for all nodes c E E1 and d E E2, such that d - c = 0O'we impose 0 = }
Figure 74: Periodic boundary conditions: two representative volume elements
Figure 75 (with free boundary conditions applied on the sides) shows an interesting phenomenon with a solution of bending
of the coating before the buckling. Physically, this phenomenon of bilayer bending is describing very well the membrane as a
whole. Though, the wrinkles have a much smaller length scale than the width or length of the sample. As a result, this
phenomenon does not describe what happens locally.
(ii) choice between the different boundary conditionsfor the representative volume element
The pinned boundary conditions are constraining too much the development of proper
homogeneous patterns.
and
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Figure 75: First buckling mode of a representative volume element with a
hard coating put into compression by thermal expansion mismatch. Free
boundary conditions are applied on the sides of this representative volume
element (RVE).
Figure 77: First buckling mode for the Periodic Boundary conditions applied
on the sides of the RVE
Figure 76: First buckling mode for pinned boundary conditions applied oi
sides of the RVE.
Figure 78: First buckling mode for the Symmetric boundary conditions ar
on the sides of the RVE
(c) Constraint on the wavenumber
It is important to note that both periodic boundary conditions, symmetric boundary conditions and
pinned boundary conditions constrain the wavenumber to be an integer and hence the predicted
wavelength will be limited to be the length of a RVE divided by some integer value. It may affect the
prediction of the actual wavelength.
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Figure 79,Figure 80, Figure 81,Figure 82,Figure 83 are showing the transition between a wave number of
6 and 7, as the ratio R1 increases. When there is no constraint (i.e. the wave number is an integer), the
numerical solution displays a buckling in a mode where all the wrinkles are of similar amplitude Figure
79. If we had an infinitely large representative element, we would see wrinkles of the same wavelength.
As R1 increases, the wave number decreases. Though, our simulations still suppose that the
representative volume element is periodic. Hence, it over-constrains the numerical solution. It results in
a shape that has no physical meaning Figure 80. By further increasing the relative stiffness of the coating
and substrate, R1, we will reach the middle of the transition region where the wave number is 6.5:
Figure 81. The two waves in the center are merging into one. Once again, this has no physical meaning,
and it is very depend from the size of the representative element. Decreasing further the wave number,
we observe the end of this "transition region" Figure 82, until we reach an integer wave number Figure
83, where the numerical solution is the physical solution.
Hence, it should be noted that the precision of the determination of the wavelength of the wrinkles is
affected: the maximum precision should be errora = 200 * - - , where k is the wavenumber.
Furthermore, we can show analytically that the buckling force (or R5) is an increasing function of the
relative stiffness, R1. We should note that it does not hold true for the simulations: Figure 80 and Figure
81 show that a * R 5 R1 =34 0 = 72.913 while a * R5R1=360 = 72.973. This is due to the fact that the
buckling of the numerically constraint coating requires more force than it does in reality (if we were to
consider an infinitely large representative element). However, the buckling force seems to be bounded
by the two situations of integer wave number just below and above:
R 5 floor(wavenumber) < R5wavenumber < R5floor(wavenumber)+1-
This is of importance because for large wave numbers, it is difficult to impose a ratio R1 such that the
wave number is an integer. However, the sequence f(n) = R5n - R5n+1, with n E N is converging to
zero. So even though we are not in situation where the wavenumber is an integer, the estimation error
for the buckling force is minimal for large wave numbers:
_ numerical n theoreticalerrorR5 R 5 wavenumber ~ ^ wavenumber
R 5 numerical R 5theoretical <error < R5numerical R 5 theoreticalfloor(wavenumber) wavenumber floor(wavenumber)+1 wavenumber
R 5toeoreticae R 5theoera r < errorri R 5 theoretical -R 5theoreticalIf loor(wavenumber) wavenumber O floor(wavenumber)+1 wavenumber
R5 theoretical - R stheoretical R 5theoretical 5theoreticalfloor(wavenumber) floor(wavenumber)+1 f< R loor(wavenumber)+1 - R floor(wavenumber)
I errorRs I < f(n)
It means that provided the representative element contains "enough" wrinkles, the estimation of the
force and the estimation of the wavelength is correct, even though the shape is not really "physical" due
to the constraint, unless the exact wavelength is allowed in the chosen RVE.
106 1 P a g e
Ste: bukln
Figure 79: Uniaxial stretch for R1=300. 7 wrinkles of equal amplitude are
forming. The constraint on the wave number is "slight" and the
wavelength computed in larger representative elements should be
Figure 81: Uniaxial stretch for R1=360. 6 wrinkles are forming. The
middle wrinkle is irregular, and seems to accommodate the constraint on
the wavenumber; The eigenvalue is larger than the one obtained for
R1=340.
Figure 80: Uniaxial stretch for R1=340. 7 wrinkles are forming on the
representative volume element. Due to the constraint on the wave
number, wave of smaller amplitudes are forming in the center
Figure 82: Uniaxial stretch for R1=380. 6 wrinkles are forming. The
amplitude of the wrinkles is irregular, due to the constraint on the
wavenumber.
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Figure 83: Uniaxial stretch for R1=400. 6 wrinkles of equal amplitude are
forming. It means that the wavenumber constraint is "slight".
(3) Buckled coating
We now have a problem well defined. We use Abaqus simulations to determine the function f that link
the dimensionless parameters. We will also check the assumption we made. Again, we have shown
under certain assumptions that there must exist a function f such that: f(R1, R2) = 0 with R1 = {,Es'
R2 = .
tc
We should also consider the variation with the Poisson ratio of the coating, since we were not able to
measure this experimentally vc.
(a) Variation of Ec keeping R1 constant
The first series of simulation is more of a sanity check: the relative stiffness, R1 = -C is kept constant
Es'
while Es and Ec are increased. The Poisson coefficients are set up to: vc = 0.45 and v, = 0.49, the
dilatation coefficient is orthotropic: (0.004;-0.002;0). This coefficient corresponds to the uniaxial loading,
as we have seen in 11.G.1.b)(1). For each simulation, we are counting the number of wrinkles to
determine the wavelength. The eigenvalue given by Abaqus is the proportional load (i.e. temperature)
at the bifurcation point. As a result, we compute N = Ec. tc. a. eigenvalue.
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Figure 84: Field of vertical displacement for the simulation 2.
The results of those simulations are shown in Table 5. As expected, the critical strain R5 and the relative
wavelength R2 are constant. We should note
iterations. We don't have any explanation.
that one of the simulations did not converge after 300
Simulation 1 2 3 4
Es 0.036 0.36 / 36
Ec 1.3 13 / 1300
k 12+2 12+2 / 12+2
Lambda 15 15 / 15
N 155.3 155.3 / 155.3
Ec
Ec 0.028 0.028 / 0.028
R1 =-
1 15 15 / 15R2=-
tc
N .62 .62 / .62R5=
tc Ec
Table 5: Simulation results: the relative stiffness R1 and thickness R6 are kept constant but the absolute value of Es and Ec
are changed. As expected, the simulation predicts the same wavelength and critical strain for every case.
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(b) Importance of v,
Poisson ratios do not appear in our dimensionless analysis. We decided to run a series of simulations to
decide of the role of the Poisson ratio of the coating on the buckling load and wavelength.
Unfortunately, the buckling could not be performed
coefficient. The results are shown in the Table below,
that the Poisson
critical load.
ratio of the coating does not seem to
with less than 300 iterations for low Poisson
and plotted in Figure 85. The conclusion here is
have that big of an influence on the shape and
Simulation 5 6 7 8 9
E, .5 .5 .5 .5 .5
E, 150 150 150 150 150
k 7 7 7 7 7
A 28.5 28.5 28.5 28.5 28.5
N 95.3 95.3 95.3 96.2 95.3
Ec 300 300 300 300 300
E
A 28.6 28.6 28.6 28.6 28.6R2=-
tc
N .38 .38 .38 .39 .38R5=
tc Ec
vc 0.3 0.4 0.45 0.47 0.49
Table 6: Influence of the Poisson ratio of the coating on wavelength and buckling load (keeping R1 constant)
Influence of the Poisson ratio of the
coating on the wavelength
30.00
Va 25.00
-@ 20.00
$ 15.00
.2 10.00
-4-poisson ratio-influence
"i 5.00
c 0.00
0 0.2 0.4 0.6
nu c
Figure 85: Influence of the Poisson ratio of the coating on the wavelength of the wrinkles
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f R2 = 5.2 * R 132R5 = 6.1 * R1-.64
We observe that those simulations confirm the results obtain analytically by scaling analysis for the
wavelength. However, the critical force outputs by the numerical simulations are confirmed for stiffness
ratio up to 100. Then, the variation with the the ratio RI diverge from the scaling law analysis.
OU l wrkle a skm1 ortho preperPBic 0Oux tImprOvm:j odb Abaquts/Standard version 0- 1 01imf 
v- oStep. bwikhli nomkln
~~~~~~~~PrimaryV~t 1 12)Ptiniy Var : E, E22Defuo med Var:l Deformat ion Scale Factor:+l 000 Deformti ed Va : Ut D~ormation Scale 1Iacor : 2.00(k+ 01
Figure 86: Buckled shapes for 4 values of the parameter R1 (everything constant otherwise). a/ R1=3.6 ; b/ R1=13 ;c/ R1=130; d/ R1=300;e
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R1=400 f/ R1=1300
Simulation 10 11 12 13 14 15 16 17 18
Es 360.0 325 100.0 36 32.5 10.0 4.3 3.25 1
Ec 1300.0 1300 1300.0 1300.0 1300.0 1300.0 1300.0 1300.0 1300.0
k 26.0 25 18.0 13 13.0 9.0 7 6 4
lambda 7.7 8.0 11.1 15.4 15.4 22.2 28.6 33.3 50.0
N 509.4 482 246.6 141.67 134.5 84.6 73.15 72.56 82.738
R1 3.61 4.00 13.00 36.11 40.00 130.00 302.33 400.00 1300.0
R2 7.69 8.00 11.11 15.38 15.38 22.22 28.57 33.33 50.00
R5 2.04 1.93 0.99 0.57 0.54 0.34 0.29 0.29 0.33
Table 7: An analysis of the influence of R1 is shown here. The coating stiffness is kept constant while the stiffness of the
substrate is increased. The wavenumber, k, is defined as the number of wave in a RVE. The wavelength is the inverse of the
wavenumber and N is the eigenvalue output by Abaqus. R1,R2 and RS are computed from those parameters
Figure 87: The dimensionless wavelength R2 is shown as a function of R1.
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Determination of the buckling load (R5=f(R1))
10.00
c1.o00
0.10
-4-simulations
10000.00
Figure 88: Determination of the critical load (R5=f(R1))
(4) Non-uniaxial stretching
To complete the testing of our numerical modeling, we compute the post-buckling solution of a
membrane with an isotropic straining. We use the same RVE as before with the periodic boundary
conditions. The stiffness ratio RI is taken to be 300, and the relative thickness of the coating is R6=.005.
We should note that the predicted wavelength in this isotropic case is the same as the wavelength in the
orthotropic case (corresponding to the same relative stiffness R1).
As predicted by the theory, the mode associated with the lowest buckling load is the checkerboard.
However, if we run a post-buckling analysis, the system will go from this checkerboard pattern to the
Herringbone pattern when the load is increased above a certain value. This was predicted by Chen et al.
(74): the Checkerboard pattern has a lower buckling load. However, when the load is increased further,
the energy of the Herringbone patterns is lower than the energy of the checkerboard.
The final post-buckling solution also matches the "shape" of the Herringbone pattern observed
experimentally: one leg of the zigzag pattern encompasses four of the initial bumps of the buckling
shape. As a result, the distance between two consecutive zigzag patterns is equal to the wavelength of
the bumps predicted by the buckling solution, but the legs of those zigzag is four times larger.
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Figure 89: The first buckling mode for the bi-axial stretching of the membrane is the checkerboard pattern
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Figure 90: Post buckling analysis of the representative volume element for the bi-axial stretch of the skin layer on top of the
soft substrate. The undeformed configuration (a) first buckles in a checkerboard pattern (b). This checkerboard pattern is a
non-developable surface, and inplane stresses increases with the amplitude of the oscillation (c). Some of the peaks of the
checkerboard start to merge to relax those inplane stresses and the equilibrium is rapidly displaced to a "wavy" form of the
Herringbone pattern (e). The peaks and valleys then flatten out when the load is further increased (fg).
2. Experiments, theory and simulation
a) Theory and simulations
In (74), Chen et Huchinson find out two essential relations in the approximation of thick substrate and
linear buckling:
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2--=4 * (3 * --
A = 2.xt -C(3 * E)
We compare the conclusions of our simulations and the theory (derived from a scaling analysis)
developed by Chen (74) in Table 8 with the following notations (where R1 is the relative stiffness of the
two materials, R5 the critical strain and R2 the relative wavelength):
R5 = aR1
R2 = y.R16
The theory (74) leads to:
1 2 1 2
aanalytical = * * (1 -c (1 -
-2
flanalytical 
= 3
1
Yanalytical = 2. 7r. 2
1
Yanalytical =
constant Theory (Huchinson) Numerical solution
a .66 3.8 (for R1<100)
# -.67 -.55 (for R1<100)
y 4.3 5.1
6 .33 .31
Table 8: Comparison of analytical 2D solution in plane stress and the numerical simulations
It proves that the simulations capture really well the variations between the dimensionless parameters
R1, R2 and R5. However, there is a discrepancy in the prediction of the critical load between the theory
and the simulations. The critical force predicted by the simulation is five times more important than the
one predicted in the Hutshinson's analysis. Furthermore, as the relative stiffness of the coating is
increased, the critical strains predicted by the simulations seem to differ from the prediction given by
the scaling analysis. The difference might be due to the in-plane strain the substrate. As the stiffness
ratio is increase above 1000, the in-plane compressive strain of the compliant substrate (which is "only"
200 thicker than the coating in our simulations) might no longer be negligible.
b) Experiments
If we substitute the material parameters of EGDA and PDMS in the analytical model, we obtain:
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Assuming that the tangent stiffness of the PDMS is 1.0 MPa, we get Aanalytical = 40Pm.
On the other hand, the simulation predicts a wavelength for the larger wavelength Asimulation = 42pm
The observed wavelength for our sample was Aexperimentai = 38Mm. Considering the experimental
imprecision (in the applied pre-strain, the geometrical dimensions or the conditions of deposition),
those results prove that both the scaling analysis and the simulations predict well the wrinkles we see
on the membranes. This quantitative comparison between simulations and experiments also proves that
the "direct method" to compute the shape of the buckled coating is quite robust. We show a more
complex simulation for this direct method in the next chapter: the substrate is no longer kept
homogeneous but exhibits local stiffening (due to an increase in crosslink density). This results in the
possibility to direct the waves. We are showing a comparison between our simulations and the
experiments made by Huck et al. (80).
However, we should note that neither the simulation, nor the theory by Hutchinson predict the smaller
wavelength wrinkles.
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H. Conclusion
This second chapter addresses three important points:
e A short literature review for the role of artificial micro-patterning in anti-fouling and fouling
release properties.
* A proof of concept and characterization of the pattern surface obtained after iCVD deposition of
a "chemically optimize" coating onto a strained substrate.
* Design of a robust numerical simulation to model the wrinkle formation of a stiff coating on a
compliant substrate.
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B. Introduction
We have seen in the previous chapter some of the basic elements of strategies to create an anti-fouling
coating. When using the "stiff coating on a compliant substrate" technique, the literature is essentially
limited to the use of wrinkles in one direction or at most the herringbones or "random and
uncontrolled" type of geometries. Here, we consider the opportunity to optimize the pattern and shape
of wrinkles by tuning the properties of the substrate.
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C. Patterning the wrinkled topology
1. Previous work.
Huck et al. (81) were the firsts to use photochemical reactions to direct the wrinkles obtained during the
buckling step. The basics system consists of a compliant PDMS substrate with a stiff gold coating. Figure
91 shows their direct approach: they generated several photomasks, which provided a difference in
crosslink density and hence PDMS stiffness in the PDMS regions that were unmasked as compared to
masked regions. The UV light primarily affects a photosensibilizer (a solution of benzophenone in
dichloromethane) in which PDMS was soaked, and creates free radicals upon irradiation; these radicals
cross-link PDMS, and hence results in hard domains. However, it was noted by Huck et al. (81) that the
UV treatment is not uniform in thickness.
A thin gold coating was then deposited onto the substrate, at high temperature (100C). Upon cooling,
shrinkage in the elastomer places the fold film under isotropic compressive stress, which finally resulted
in the buckling of the gold film. Figure 91 shows four examples for this method. The photolithographic
masks, hence the local stiffness of the substrate, were taken to be periodic and are shown on the right
of the optical micrograph for each case in Figure 91. The wrinkles are "directed" by the in-
homogeneities in the stiffness of the substrate.
This approach gives a good insight and physical understanding of various wrinkle patterns which can be
created.
buckles in gold film amplitude photomask
200 pm
100 pm
buckles in gold film amplitude photomask
AV 'A V A2 Am
Figure 91: different photolithographic masks (a,b,c right picture) and resulting buckled shape (a,b,c left picture). The wrinkles
tend to concentrate on the compliant area of the substrate. From (81)
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2. Our numerical simulation for this technique.
The simulation approach and methods introduced in Chapter two can be used to predict the pattern and
shape of the wrinkles of the stiff coating. For example purposes, we show here a few simulations
corresponding to the situation a/ of Huck et al. experiments in Figure 91.
We are expecting that a sample prepared from a periodic photomask will results in a periodic pattern for
the buckled shape of the coating. Furthermore, to maximize the resolution of the mesh, we decided to
consider only one periodic unit of photomask per RVE (see Figure 92: the blue line is both a periodic unit
of the photomask and the contour in the horizontal direction of a RVE considered).
RVE
RVE 2
Figure 92: Representation of the stiffened regions (in black) and the unstiffened regions (in white). Two RVE have been
compared: the Red is centered on a stiff region while the blue is centered on a compliant region.
For the cases presented in this chapter, there exist stiff and compliant areas in the substrate, as well as a
hard coating. More precisely, for the modeling of the periodic square pattern, we define 4 different
material properties:
* the coating (transparent red in Figure 93) is modeled by shell elements with stiff material
properties Ecoating-
* the substrate is prepared and soaked in a photosensibilizer solution. This solution only diffuses
in a thin layer (thickness tvaoto as represented in Figure 93), the rest (in orange in Figure 93) has
the material properties of the PDMS: EPDMS-
" The volume of the substrate where the photosensibilizer has diffused by that has been masked
is slightly stiffer than the PDMS: Emasked > EPDMS-
* Finally, the volume with photosensibilizer which has been exposed to UV is the stiffest part of
the substrate: Eunmasked > Emasked.
131 | P a g e
... ...... ... ....... .................... .... ....... .  ...........
tphoto
II
Figure 93: Four different material properties are defined in one Representative Volume Element (RVE): the orange on the
bottom is the region of the substrate where the photosensibilizer did not diffuse (i.e. the depth is greater than the tiickess
of the diffusion layer of the photosensibilizer tphoto). This section of the substrate is compliant (EPDMS). The green part
represents the volume of the substrate in which the photosensibilizer did diffuse but that was masked during the UV
treatment. As a result, it is a bit stiffer than the bulk PDMS (Emasked > EPDus) but less than the volume in blue, which was
treated with the photosensibilizer and has been exposed to UV light (Eunmasked > Emasked).
Experimentally, as well as in our simulations, the patterns were obtained with isotropic straining of the
membrane (due to the mismatch of the coefficient of thermal expansion between the coating and the
substrate).
The number of parameters to tune for the simulations is greater than for uniaxial straining with
homogeneous substrates:
* Emasked, the relative stiffness of the photosensibilized unexposed region
EPDMS
* Eunmasked the relative stiffness of the photosensibilized exposed region
EPDMS
Ecoatng the relative stiffness of the coating
taot"n, the relative thickness of the diffusion layer of the photosensibilizer
tcoatingl
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a) Influence of the Representative Volume Element (RVE) chosen
The first set of simulations have been made with two RVE extracted from the same stiffness pattern.
One RVE is centered on a compliant region (blue in Figure 92) while the other one is centered on a stiff
region (red in Figure 92).
In order to simplify this study, we are imposing, in this section, uniform material properties through the
substrate thickness. In other words, tPhoto = tsubstrate: the UV and the photosensibilizer penetrate
through the whole thickness of the substrate. Furthermore, Ecoating _ 70, Eunmasked = 2 andEmasked Emasked
tcoating _ 1
tsubstrate 200
These two RVEs predict similar wrinkle patterns: unidirectional-like wrinkles (sinusoids) are bridging stiff
areas while the stiff domains are flat and the compliant domain in between four stiff domains is
exhibiting an isotropic-like wrinkling (checkerboard buckling solution), see Figure 94 and Figure 95.
However, the constraint for the RVEs on the wavenumber is slightly different. We think this is the reason
why the compliant-centered RVE is exhibiting less noise in the bridge between two stiff regions. The
difference in the two buckling solutions, induced by chosing two different RVE, results in the two post-
buckling shapes to be slightly different (see Figure 96 and Figure 97). As expected, the isotropic
checkerboard in the compliant domains bifurcates again in a Herringbone like pattern, constraint by the
hard domain.
In Figure 97, the central and compliant region is still a checkerboard like pattern. This happens because
the transition from checkerboard to Herringbone is not achieved at the last step. We are imposing a
given pre-strain of 10%. However, due to the relatively coarse meshes (finer meshes would require more
computational power than available), the simulations always stop before this 10% strain, when an
equilibrium cannot be found with the required precision. Depending on the simulation, this final step
might be after the transition region from the checkerboard to Herringbone-like pattern (see Figure 96)
or before it (Figure 97).
We note that the desired wave pattern is one with waves perpendicular to the edges of the stiff regions
as observed in Figure 95 and Figure 97. The constraint on the wavelength, as well as the potential
imperfections in real case, leads to different patterns, as seen in Figure 94 and Figure 96.
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Figure 94: buckling solution for the RVE centered on the stiff area of
the substrate. On the stiff substrate, the film will not buckle and will
stay flat. The compliant section bridging two stiff sections (the RVE has
periodic boundary conditions and hence we have to imagine that this
RVE is repeated several times) is showing unidirectional-like wrinkles.
The compliant regions on the four corner exhibit a checkerboard
pattern.
Figure 95: Buckling solution for the RVE centered on the soft area of the
substrate On the stiff substrate, the film will not buckle and will stay
flat. The compliant section bridging two stiff sections is showing
unidirectional-like wrinkles. The compliant region in the middle
exhibits a checkerboard pattern.
Figure 96: Post-buckling pattern for a RVE centered on a stiff region. Figure 97: Post-buckling pattern for a RVE centered on a stiff region.
Periodic boundary conditions are defined on the RVEs. As a result, we can assemble several RVEs
together to reconstruct larger portion of the periodic substrate (portion with several periodic units). The
qualitative description of the observed patterns is quite accurate as compared to the patterns observed
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experimentally by Huck et al. (81): see Figure 98, Figure 99 and Figure 100. There are two main issues
differences between the experiments and the pattern predicted by the simulation: the hard domains
also buckle experimentally, and the predicted wavelength of the wrinkles is larger than the observed
one. We are showing in the next two sections that introducing a finite thickness for the diffusion of the
photosensibilizer addresses the first issue, while tuning the-stiffness ratio addresses the later issue.
Figure 98: Wrinkles observed Figure 99: Wrinkles observed by the simulation Figure 100: Wrinkles observed by the
experimentally for a gold coating on a centered on a stiff region (for the same stiffen simulation centered on a compliant region (for
PDMS substrate treated to exhibit periodic pattern as Figure 98) the same stiffen pattern as Figure 98)
square stiffened regions. (from (81))
b) Influence of the thickness of the diffusion layer for the photosensibilizer
The previous simulations were based on material properties uniform in thickness. It means that the
photosensibilizer can penetrate all the way though the PDMS layer and the UV radiation also penetrate
through the sample. Huck et al. showed that this assumption was questionable, and most likely, only a
thin layer was affected by the photosensibilizer. This diffusion layer thickness tphoto is most likely the
limiting phenomenon and we may consider that the UV treatment affect uniformly this layer, as shown
in Figure 93.
We are showing here the changes predicted by the simulations as the diffusion layer thickness traoto is
varied: 200 (throughout the substrate), 20 (1/10 of the thickness of the substrate) and finally 2.5 (this
corresponds to 2.5pm, the assumed thickness in the paper by Huck et al. (81)). Every other parameter is
kept constant. More precisely, Emasked = 1.72, Eunmasked = 3.6, Ecoating = 12. The elements of the
EPDMS EPDMS EPDMS
stiffen part (unmasked) of the substrate are shown for each case in Figure 101, Figure 102 and Figure
103. The thickness of the masked region but with the photosensibilizer is the same as the thickness of
these stiff areas.
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Figure 101: The elements of the stiff unmasked
region are shown in red. For this simulation, it
goes throughout the substrate. This models the
case of a uniform diffusion of the
photosensibilizer in the substrate. The rest of
the substrate is modeled
Figure 102: The elements of the stiff unmasked
region are shown in red. With the masked
elements, these elements form a layer of
thickness tphoto. Under these elements, there
exists a section with even more compliant
material properties EPDMS (of thickness
tsubstrate - tphoto)
Figure 103: The elements of the stiff unmasked
region are shown in red. This region is
composed of only one layer of elements. The
rest of the top elements are assigned the
material properties of the masked region
Emasked. Under this first layer of elements,
there exists a section with even more compliant
material properties EPDMS (of thickness
tsubstrate - tphoto)
We should note that the value of Ecoating used in the simulations was computed from the experimental
EPDMS
values by imposing the same plate bending stiffness in simulations and experiments, where the bending
3stiffness is D -Ecoating. tcoating-
Assuming a stiffness of EPDMS(experimental) = .5MPa for the PDMS, this relation leads to:
Ecoating (simulation) _ Egold (experimental) (tcoating (experimental) 3
EPDMS(simulation) EPMS(experimental)' tcoating (simulation)
Those parameters are summarized in Table 9.
simulation # 3 4 5
tphotr, 200 20 2.5
tcoating 1 1 1
EPDMS / .6 .6
Emasked
Eunmasked 2.1 2.1 2.1
Emasked
Ecoating 70 70 70
Emasked
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Table 9: Parameters used in the simulations for the influence of the diffusion of the photosensibilizer on the wrinkle pattern
As shown in Figure 104, Figure 105 and Figure 106, the buckling analysis for the three cases are very
much similar: flat coating on the stiff regions, wrinkles in between and checkerboard in the center
compliant region.
However, the post-buckling analysis reveals a difference between those three cases: If the
photosensibilizer affects only a surface region, it might be favorable to form wrinkles on top of the stiff
substrate, very soon after the wrinkles on top of the compliant regions. This is what we observe in
Figure 109: the wrinkles developped on the compliant substrate. As the loading increases, the the
wrinkles becomes of finite amplitude. Instead of continuing to grow in amplitude, the predicted shape
involves the buckling of the coating on top of the stiff regions (which was not the case for thick treated
regions Figure 107 and Figure 108).
Figure 107: Post-buckling analysis for a uniform
treatment of the substrate by the
photosensibilizer . The wrinkles only form on
top of compliant regions of the substrate.
Figure 108: Post-buckling analysis for a mild
diffusion of the photosensibilizer in the
substrate (photo = 20pim). The predicted
solution is very close to the one in Figure 107.
This was expected since the buckling only
affects the top part of the substrate, and the
deeper material properties are less important.
Figure 109: Post-buckling analysis for a very
shallow diffusion of the photosensibilizer in the
substrate (tphato = 2. 5pm). Wrinkles are
forming on the stiff regions very soon after the
apparition of the first wrinkles on the compliant
regions. This is expected wince the buckling
problems mostly feels the PDMS which has not
been affected by the photosensibilizer.
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c) Influence of the stiffness of the coating
A last set of simulations was set up to observe the difference of shape with the ratio of stiffness (coating
versus substrate: Ecoat ) or with the thickness of the coating. We have chosen the model with a mild
Emarked
diffusion of the photosensibilizer (i.e. intermediate case in the previous set of simulations, with
thoto = 20).
Once again, the general buckling pattern observed is quite insensitive to the stiffness ratio (flat area on
top of the stiff areas and a combination of unidirectional and isotropic wrinkles on the compliant areas).
However, the size of the waves as well as the precise shape of the wrinkles for the post-buckling
solutions (branching, zigzag and Herringbone patterns...) does vary with this stiffness ratio.
Figure 110:Wrinkles observed experimentally for a gold coating on a PDMS substrate treated to exhibit periodic square
stiffened regions. (from (81))
Figure 111: Post-buckling solution for
Ecoating = 14. Eighteen waves are forming in
Emasked
one RVE.
Figure 112: Wrinkles observed by the
simulation for a stiffness ratio Ecoating 23.
Emasked
Fifteen waves are forming in one RVE.
Figure 113: Wrinkles predicted by the post-
buckling solution by the simulation for a
stiffness ratio Ecoating = 70. Eleven waves are
Emasked
forming in one RVE.
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d) Bifurcation away from checkerboard pattern.
As we have observed, one of the typical numerical issues associated with this post-buckling analysis is
the transition from a Checkerboard pattern to a Herringbone or more random pattern. This transition
involves several bifurcations (one per case of the checkerboard). Furthermore, if the numerical solution
does not bifurcate at the correct step, it might be locked in an unstable solution.
To overcome this issue, we have tried to use a Riks analysis. This type of analysis is usually used in post-
buckling analysis of systems that might exhibit negative stiffness matrices. The result is only slightly
better than the normal analysis. Furthermore, the Riks analysis is not appropriate when too many
bifurcations might exist.
The comparison between a Riks and a normal analysis is shown in Figure 114 and Figure 115.
Figure 114: Regular post-buckling analysis: The analysis is
interrupted before the transition from Checkerboard to
Herringbone, due to numerical convergence problem.
Figure 115: Riks post-buckling analysis: The analysis is
interrupted when the Checkerboard turns into Herringbone,
due to numerical convergence problem. The improvement
over the regular analysis is not that significant.
To conclude this section, we should also note that the stiffening is achieved with UV treatment and a
photosensibilizer, experimentally. As a result, the interfaces between the treated and untreated areas
may not be well defined. Also, the non-uniformity of the stiffening in the depth might affect the
observed wrinkled pattern. This is why it would be beneficial to find more precise control of the
stiffening mechanism used experimentally to obtain even less discrepancies between simulations and
experiments.
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D. Patterning the wrinkle topology: Inverse Design Approach, from a two
parameters system to the theory in 3D elasticity
1. The proposed idea: inverse design.
a) Inverse design: how to create a desired micro-topography on membranes,
We are proposing in the rest of this thesis a new design design paradigm for creating a desired micro-
topography on membrane.
The flow of this proposed design process is shown in Figure 116: A compliant substrate is treated
according to a photomask. The rest of the process is identical to the process describe in Chapter two,
which wsa used to create our samples: the substrate is strained before deposition of a stiff coating.
Upon realese of the strain, the coating will buckle, affecting the micro-topography of the membrane.
The key step is to determine the proper photomask. Instead of using trial and error method to fabricate
the photomask, we investigate a deterministic method or algorithm to do so. More specifically, this
method aims at determine the substrate stiffness pattern, hence the photomask, needed to obtain a
desired wrinkled topography. This is the inverse problem of the problem solved in the first section of
this chapter (knowing a stiffness pattern of the substrate, can we compute the final buckling shape of a
stiff coating that would be deposited on this strained substrate).
We should also note that the stiffness of the substrate is not the only parameters that can be controlled.
More complex pre-stress (unidirectional straining, multiaxial straining, thermal straining or even
straining due to body forces generated with magnet) might further increase the complexity of the
achievable patterns.
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Proposed numerical inverse
design method
UV radiation
photomask
A compliant The substrate is A coatng is then Upon decrease of the
substrate is casted UV-treated. The deposited either temperature or
on a flat surface and photomask used is at high release of the strain),
may be dipped into createdaccording temperature or on the desired pattern is
a photosensibilher to the inverse a strained formed on the surface
design method. substrate of the substrate.
Figure 116: Flow chart for the reversal design: we propose to generate an optimal "stiffness map" for the substrate in order
to obtain patterns as close as possible from the desire shape.
b) From a sequential to continuous roll to toll process.
Compared to conventional processes for patterning substrates (e.g. mold casting), one of the huge
advantages of this method, adding to the ones already explored in chapter two (e.g. versatility,
chemistry independence, tenability, quality of the wrinkles), is that it can be made a truly continuous roll
to roll process. We are providing an example of a continuous line using this method, in Figure 117
where:
" a compliant substrate can be obtained by drawn out of a polymer bath (1 in Figure 117).
* a photomask can be synchronize with the membrane, achieving a local stiffening of the
substrate in a continuous process (2 in Figure 117).
* the straining can be achieved by tensioning the membrane or by raising the temperature (3 in
Figure 117).
* the coating can be obtained by evaporation (iCVD...) in a low pressure section of this process, or
even by dip coating (4 in Figure 117).
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Figure 117: An example of a continuous process for membrane micro-patterning: after drawing of a substrate from a
coagulation bath (1), a continuous UV treatment (2) is used to stiffen the membrane. It is then strained (thermally or
mechanically with the rolls resistance) and coating (3) [a dip coating is represented here]. Finally, upon release of the strain,
the desired pattern is form at the surface of the membrane.
c) Mathematical formulation of the inverse problem.
The key step is the design of the algorithm to determine the substrate stiffness pattern needed to obtain
a desired wrinkled topography. We are formulating this idea more mathematically here.
Let
e u(x, y, z) in fl be the displacement field.
* m(u(x, y, z)) be a measure of the displacement fields,
e Uobj (x, y, z) be the objective displacement field.
* C(x, y, z) be the local material properties (of the substrate and/or the coating)
e and L(C(x,y,z)) be the displacement field associated with the first buckling mode for those
material properties.
Then, the problem is to find the local material properties C(x,y,z) that minimizes m(L(C(x,y,z)) -
Uob (x, y, z) )
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Some important concepts and notations are reviewed in the subsequent sections. A model of
mechanical conservative system with two parameters is introduced. This allows us to-understand which
the appropriate measure m(u(x, y, z)) should be chosen for our problem.
Then, the direct problem of the buckling and post-buckling is presented for 3D elasticity, along with the
inverse formulation for the design of material properties needed to produce a desired shape function.
Finally, we are showing an algorithm that we developed to direct the buckling of an elastic beam on a
compliant elastic foundation.
2. Direct problem of buckling
a) A simplified version of our proposed approach for control of the buckling direction:
buckling of a two parameter conservative system
(1) Description of the problem and potential energy
Before going into any further details, we are showing the details of our design method on a conservative
system with two parameters. This simple example provides an enlightening version of the full problem,
since it allows us to better understand and draw the non-linear potential function as a function of the
parameters.
The system is composed of two bars of length Li and L2 connected by hinges and rotation springs of
stiffness ki and k2 (see Figure 118). The parameters used to describe the system are 61 and 62-
. N
L2
0~
Figure 118: Two bar systems for the study of buckling: bar 1 is connected at one end to the ground by an hinge of stiffness k1
and at the other end to bar 2 with a stiffness k2
143 P a g e
............. -, .......... ......... - -
A force N is applied on the top of bar #2, in the vertical direction. This defines both the path of loading £
(vertical force on top of bar 2), and the control parameter, N, on this path (the magnitude of the force in
compression).
The physical intuition of this problem is that the structure can take 3 positions: either the bars stays
aligned with the force, or an angle is created with the vertical, such that the torque created by the
applied force is in equilibrium with the springs. We understand that if (61, 62) is an equilibrium position,
then the symmetric (-61, -62) is also one. Thus, we label those 3 equilibrium paths:
* po, with 61 = 62 = 0 is the pre-buckling solution.
* pl, with 61 > 0.
* _ with 61 < 0.
N
NN N
0( 
0 2
Figure 119: Representation of the 3 "equilibrium paths" for a given force N. a/ is a stable equilibrium and is along P_1, b/ is
an unstable equilibrium along po and c/ is a stable equilibrium along pi.
The potential energy is the sum of the energy stored in the two springs and the work of the external
force (here the force N times the vertical displacement of the top most point):
1 0+1 0Hf(N,61,62) = 2 ki, + 2K262 - N * [L1 (1 - cos(6 1)) + L2 (1 - cos(6 1 + 62))]
We then compute the first order differential function in the "displacement parameter" 61 and 62. This
differential function is computed at the point (N, 61,62)-
HI,Ul@(N,8,82):(1 2
-> k1 61 1 + K2 02 62 - N * [L1 61cos(6 1) + L2 Wcos(O1 + 62) + L2 62cos(6 1 + 62)]
Then, the second order differential of the potential energy is:
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rI,uul@(N,01,02): WA -2
- k10101 + K2 (262 - N
* [L 16j 5-cos(6 1) + L2 1 1cos(0 1 + 62) + L2156cos(61 + 62)
+ L201 62cos(6 1 + 02) + L2 2 6.cos(61 + 02)]
It can be written under the matrix form:
aei KeAe2 I]~H,uu (N, 01, 02) -[FW
- a all
[W1 92 6186 2 6
.a81 a02  2 .
k, - N. (L1.cos(6 1) + L2 .cos(6 1 + 62)) -N.L 2 .cos(6 1 + 62) 1 61[1,621 L -N. L2.cos(6 1 + 62) k2 - N. (L2 .cos(6 1 + 62))] LF]
To detect the bifurcation point on the path po, the determinant of this matrix on the pre-buckling path
po, (i.e. for 61 = 62 = 0) is computed as a function of N. The first root Nc of this determinant is the
critical load; the point (61(Nc),6 2(Nc),Nc) is called the bifurcation point. For this very simple example,
we can draw the potential energy in the coordinate system (61, 62, rl) along the path of loading L as a
function of the control parameter N.
(2) The direct problem for this two parameter system
For this system, the "direct problem" is very simple and consists of:
Find the direction of buckling [6 1,obj, 6 2,obj] for two given spring stiffness (ki, k2)-
The eigenvector 0, = [8ci, Oc2] associated with the 0 eigenvalue is the "direction" in which the buckling
will occur. In this case, if we denote by K = rl,,y(N, 61, 62) the matrix of the second order differential of
the potential energy, the first line of the eigenvalue problem results in the equation: K11 * 6 c1 + K12 *
6c2 =-
[K] * [6c] = [0]
Hence, the "direction of buckling" is
[Ocl, c2]= 1 [1, KK1((NNc,,)
\K12(Nc0)/ K12(N,0,0)
+(K 12(N COO))
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It provides the relation between 01 = 61 and 02 = 6c2 at the bifurcation. Not surprisingly, this
direction can be tuned by the stiffness of the springs (ki, k2). To simplify the notation, we can normalize
O1and 02. We denote by Oratio =- the ratio of the angles at the bifurcation points. Similarly, we can
normalize the stiffness k, and k2: k = .
For instance, for bars of equal length, we can show that:
( -2*k+-v1+4*k 2
ratio - 1-2*k+V1+4*k 2
This function is shown in Figure 120.
direction of buckling versus relative stiffness
0.5 1 1.5 2 2.5 3 3.5 4
relative stiffness k2 / k1
Figure 120: Direction of buckling for a system of two bars of equal length. The ratio L'is represented versus the ratio of0z
stiffness of the springs k.
This direction of buckling can also be "read" directly on the full potential function at the critical load. We
are representing in Figure 121 the potential energy of the system versus 61 and 62, at the critical load
for different ratio of the spring stiffness at the two hinges.
0 When k2 K< ki (situation a/ in Figure 121), the structure is not stiff in the direction [61, 62] =
[0,1]; the potential energy is does not increase in this direction. In the other hand, the system is
very stiff in the direction [61, 62] = [1,0] (the potential energy is quadratic in 61and increases a
lot as we depart from 61 = 0).
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e When k2 >> k, (situation g/ in Figure 121), it is the opposite. A small increase in 61 does not
result in a significant increase in the energy. However, a small increase in 62 results in a large
increase in energy. As a result, the buckling will occur in the direction [61, 62] = [0,1]
* For the situations in between, there is always a direction [61, 62] = [1, eratio] in which the
stiffness is zero (no increase in the potential energy when the system is displaced in this
direction). This is the buckling direction.
k2/kl =.01
1-0 -- 1.C
k2/kl=.1 k2fkl=.3 k2/kl=2/3
1.0 "U U 1 U
k2/kl=3 k2/kl=10 k2/kl= 100
Figure 121: The potential function at the smallest critical load is represented versus 61 and 02 . The direction of the buckling
is changed by varying the ratio of the spring stiffness k2/kl from .01 to 100 (from the top left to the bottom right). The ratio
of varies from infinity (top left) to 0 (bottom right).
(3) Representation of the energy function as a function of the load parameter: N.
The Maple software is used to compute and plot the potential energy for a two bar system with bars of
length 1, and k2 = 2 * ki = 2.
The three path of equilibrium are represented in Figure 122. The load N is plotted versus the angle of
the first bar 61. po is shown in blue, p, in green and p_1 in red (Figure 122).
In Figure 123, we represent the non-linear potential energy fl(N, 61, 62) for three values of N
(N = 0,N = N and N > Nc) in the (61, 62) coordinates. po is stable from A to B (this path is in a well of
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potential), and unstable later (saddle point in C). go, and P-1 are both stable (at least up to the value of
N chosen). pi is the symmetric of p-1 .
N
Nc
Erlergy fuinction for Nf=O
En
00
0.5
0, 0.0 .
MM2 .6
Figure 122: equilibrium path (PO in blue, P1 in green, P-1 in red) in the (N, 01)
coordinate. This plot is obtained by finding the equilibriums for each value of the
load (in Figure 123, those points are the local minima or maxima) and reporting them
in this schematics.
Figure 123: Potential energy for 3
values of N (N=0; N=N, and N>N,).
The equilibrium points are the local
minima and maxima of the potential
function. For every value of the
force, N, a potential function can be
drawn, a the extrema of this
function is reported onto Figure 122
(4) The inverse problem of spring design.
Similarly, we understand that we can tune the relative stiffness kratio of the two springs to have the
system buckle in a given direction [6 1,obj, 6 2,obj].
The inverse problem is defined as the function kratio(6 ratio). For the same problem (two bars of unit
length), we can show that:
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Energy function for N-0
1 + Oratio
kratio(&ratio) = 6 ratio * (2 + 6ratio)
However, we should keep in mind that the magnitudes of 61 or O2are not part of the buckling problem,
but part of the post-buckling problem (ie N > Nc). To fit in the framework that we develop in the later
paragraph, this magnitude of 61 or 62 is related to the control parameter on the equilibrium path p 1 .
This path p, is a straight line in the (61, 02) coordinates, defined by what the direction of buckling,
while N > Nc is the control parameter on this loading path.
b) Rigorous approach to buckling of conservative systems: a non-linear phenomenon
A rigorous and general formulation of the buckling is more involving than the usual linear elastic
problem of small deformation.
Linear elasticity is widely used for its simplicity and the uniqueness of the solution u for a given situation
(body forces b, displacement i2 and traction f boundary conditions applied on a given shape fl with
defined material properties C). The case of buckling arises when several solutions exist to a given
situation. Hence, we should depart from the case of linear elasticity to capture buckling.
This concept is precised in the following section in the case of a conservative system.
(1) Potential energy, principal of minimal potential energy and stability
For every conservative system, we define the potential energy equal to the free energy minus the work
of the external forces (body forces and boundary tractions). In the following, we assume that the
Potential energy is differentiable.
H(U, u, Q, f, b) = U(o-, u) - We (u, f, b)
The principle of minimal potential energy states that for every kinematically admissible field u,
H(u, t, U-, b, C) ; H(t, t, Q, b, C), with equality when u - ft is a rigid body motion. It results that
an(u+a.v,tj1,b,c) = 0 and a2n(u+a.v,tf,b,C) > 0 for all v kinematically admissible (82).
Lejeune-Dirichlet's theorem (83) states that an equilibrium u is stable if H is locally strictly minimum in
u. Then the equilibrium is stable if the second derivative of the energy in the displacement is positive
definite, i.e. Huu[Su, 8u] > 0, for all 6u. Physically, it means that the eigenvalues of the stiffness matrix
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around the local state have all positive real parts (in fact, the stiffness matrix is symmetric, so the
eigenvalues are real).
(2) Path of loading
To better represent buckling, we often refer to a path of loading. It is a scalar parameterization of a
given loading. We will write this path: L = {idc(s), f(s), b(s), s E(I R} or for proportional loading
L = {s * T, u + s * Uo, b + s * bo, s E R}; s is the control parameter and {ds (s), db(s), 
R} or {TO, UO, bo} is the direction of loading.
For instance, in the case of an Euler Buckling, the magnitude of the force at the top of the beam
is usually used as the control parameter for the path of loading.
N = fsection(l) trac(x,y,z) dy dz is the analytical expression of this control parameter that
describes the curve L. The curve itself is a straight line in the set of admissible traction
conditions, oriented by the vector
{-r traction on St such that fsection(i) trac(x, y, z) dy dz is colinear to ex}.
(3) bifurcation and buckling
For buckling problems, it is assumed that the configuration is loaded along a certain equilibrium path
pi = {s * To, a + s * U0, b + s * bo, s E R}. To simplify the notation, we replace the full situation
(trac + s * To, b + s * bo, U + s * UO, C) by its control parameters.
We have seen with the example of Euler buckling that there might exist several paths of
equilibrium solution gi (which are called the "buckling modes i") corresponding to one path of
loading (the force at the top of the column). Those paths can be stable (mode 1), or partially
stable (mode 0).
Every position of the path gi is a position of equilibrium. As a result, along the paths pi, the properties
on the derivatives of the potential still hold: an(u(s)+a.v,sc) = 0 and 2rn(u(s)+a.v,s,c) > 0, for all
v kinematically admissible and s.
A static bifurcation point is the intersection of at least two of the loading and equilibrium paths (pg (L)).
Physically, it is an equilibrium that can be reached by at least two different directions. So u is a static
bifurcation point if and only if there exist (901,92,L1,L2) such that u = u1 (s) = u2 (s2 ) where
(traci + si * T1, b1 + si * bi, u'+ si * U1, C)= (trac2 + s 2 * T2, b2 + S2 * b2 , U2 + S2 * U2, C) and
U1 E 901 , U2 E k2-
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For instance the bifurcation point of an Euler buckling can be reached by unloading a "mode 1",
by unloading the unstable "mode 0" down the buckling load or by loading the "mode 0" up to
the buckling load.
(4) Detection of bifurcation point
From Lejeune-Dirichlet's theorem, we infer that to the general problem of bifurcation is equivalent to
finding the singularities of Hr,,(u,-, f,b, C). It leads to the generalized eigenvalue problem: Find X
eigenvector solution of H,uu[X, Su] = 0 for all Su, around an equilibrium position.
X defines a direction in the space of displacement fields. Physically, this displacement can be
added to the pre-buckling solution at the bifurcation point, without changing the potential
energy of the system: it is a direction of zero-stiffness.
Usually, the detection of bifurcation are often perform along an equilibrium path [P. The control
parameter s is increased until we find a solution to the eigenvalue problem around the equilibrium
uO (s): {find X ,Hru (uo (s), s)[X, Su] = 0}.
3. Buckling of elastic structures.
a) Detecting the critical load
The previous section provides a rigorous framework for buckling of any conservative system, especially
elastic structures. The formal equations of the buckling problem are derived and the physical meaning of
"linear buckling" is defined in the next section.
The Green strain tensor is defined by:
E (F F - 1), with F =(-).
This strain is composed of a linear and a bilinear function of the displacement field:
1 1
Eij = 2.Ui,j + Uj) + 2Uij,. U1,i
E = e(u) + q(u,u)
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We assume that the material behaves elasticically, i.e. the free energy function is W(E) = 1e: C: e. The
Kirchhoff stress function is then: o = WE = C: e. The potential energy, for a loading path ttrc22(), E
R}, in absence of body forces is:
H (u,A) =f W (e(u))df - f & (A).u dA
We introduce the same control parameter A for the pre-buckling path of equilibrium and the path of
loading for the structure: Hu(u(A),X)[6u] = 0 for all Su
We compute:
r1,u(u(A),A) [Su]
f (e(u(A)) + q(u(A),u(A))): C: (e(6u) + q(u(A),6u))}df2
+ f -trc().Su. dA
Then, the critical point is the smallest value A such that: there exists X(x,y,z) displacement field such that
H,uu(u()), )) [X, 8u] = 0 for all 6u.
By computing this second order differential, we find that:
Ruu (U(A1), ")[16ui, 6U2]
Sf {(e(Sui) + q(Sui,u(A))): C: (e(0u 2 ) + q(u(A)2,6u))ldA
+ f (e(u(A)) + q(u(A),u())): C: (q(Sui,6u2))} df
or, because e(u(tA) + q(u( A),u(A)): C = al()
HRuu(u(X), A)[X, 8u] = f (e(6u) + q(u(A), Su)): C: (e(X) + q(u(A), X)) + a(A): q(Su, X)}dfl
This is the energetic formulation of the critical point. This function is composed of 3 terms:
* K1 [X1,X 2] = f, e(X 1 ): C: e(X 2)dfl. This is the operator "stiffness" for linear elastic systems
*K2(u(A))[X1,X2] = f, o(A): q(X 1 ,X2 )dO. This term is the stiffness associated with the stress
field of the pre-buckling solution, and the non-linear components of the strain. It does not
depend on the displacement field u(L).
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* K3 (u(X))[X1,X 2 ] = f. q(u(A), Su): C: (e (X) + q(u(A), X)) + e (Su): C: q(u(A), X) dO. This
term is the stiffness associated with other part of the non-linear component of the strain.
b) The finite element case.
(1) Tangent stiffness matrix and stress stiffness matrix
Based on this energetic formulation, the finite element formulation can be formed. The elastic stiffness
matrix K is used. We also define a tangent stiffness matrix: K,;u(U(A), A) such that:
K2 (u(A)) + K3 (u(X)) = SUglobal. K;(U(2A), A). Xglobal
This tangent stiffness is composed of a stress stiffness (associated with K2 (-(A))) and a non-linear
displacement stiffness (associated with K3(u(A)))
Let U be the vector of global displacements of the nodes of an equilibrium position. Xglobal and
SUglobal are any two vectors of the global displacements, kinematically admissible, and A is the control
parameter on the loading path. The second order differential of the potential energy is:
H,uu(u(A), X) [X, 8U] SUglobal(K + K,;u (U(A),A)). Xgiobal
SUglobal. (K + Ko;u(U(),A)).Xglobal = 0 for all SUoglbal. The relation holds for each individual
component of the vector. As a result:
(K + Ka;u(U(A),A)). Xglobal = 0
The eigenvector Xglobal can again be interpreted as a direction of zero stiffness.
We should note that:
e The first term is the usual stiffness matrix. In elasticity, the stiffness is positive definite. So in
itself, it is not enough to get the buckling.
* The other terms have a dependency in A.
(2) Linear buckling
In (84), Cook simplifies the problem by supposing that K,;u(u(A), A) does not depend on u(A). This
means that K3(u(X)), the non-linear displacement stiffness, is neglected. The tangent stiffness is then
equal to the stress stiffness:
Ko.;u(u(A),A) = K,(O-(A))
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The linear buckling assumption is used in many finite element codes. It supposes that the stress
field in the buckling mode is the same as the stress field in the pre-buckling solution, for a load
equal to the critical load. [This assumption is made, for instance, in the case of buckling of
columns. The force in the direction of the beam is supposed to be constant and equal to Nc, the
load applied on top.]
He further introduces a linearization of the stresses for proportional loadings. Then
Ka;u (u(A),A) = A. Ka
Finally, the buckling problem is equivalent to finding (Ac,Xc) such that (K + Ac. Ka).Xc = 0
Ac is the critical load, and Xc is the direction of buckling (a direction which yields to zero forces).
c) Output for buckling analysis
For most application, buckling is a failure mode. Hence, the question to be answered is the question of
the critical load, in our notation: Ac-
For some other applications, like energy absorber by buckling (car-crashes ...) the important information
is the rate of dissipation, related to the stiffness of the buckled structure or (K + Ac. K,).
In our case, we want to be able to control the buckled shape. So it is a control of the direction of
buckling, Xc.
4. The proposed methodology to solve the problem: residual forces
The reversal design method is a method to optimize the properties of a material to have a stable
equilibrium path that goes through a given shape.
a) Residual forces to direct the direction of buckling
(1) Body forces- a inspiring element
Body forces are often kept aside of the full 3D case by textbooks, mostly for clarity reasons. However,
body forces do not change the detection of the bifurcation (i.e. second derivative of the energy), but
only the path of equilibrium so u(A)and -(/I)!
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If we suppose that we are in the hypothesis of the linear buckling, we know that:
Hbody-force (U, n) = u(A): K: u(X) dAl + f u(A): K,: u(X) dA + f f. u(A) dn
It leads to:
1body-force,u(u,A)[Su] = f u(A): K: 6u dfl + f u(A): K,: 6u dfl + f f. 6u dM
And the second derivative is:
H body-force,uu(U, A)[8U, X] = fa X: K: 6u dM + f X: K,: 6u dfl, for all [8u, X]
In this formulation, we can see that only the stress field a depends on the body forces, b. The term
fn f.u() dfl does not contribute to the buckling analysis. So if we add body forces to the linear
buckling problem considered by Cook (84), we form the new problem:
Find the smallest eigenvalue Ac and the eigenvector Xc such that (K + Ac- K,, (f)). Xc = 0
Only the stress stiffness matrix depends on the body forces b.
(2) Residual forces- a mathematical concept
(a) Definition for of residualforces infinite element
Instead of adding body forces, we introduce the mathematical concept of residual forces.
Those forces are not taken into account in the stress-stiffness matrix K,, but are used to direct the
buckling in the direction of our desired shape Uebj. In other words, for a desired shape Uobj, we define
the residual forces Fr(uobj) as:
Fr(uobj) = (K + Ac- Ka).ub
For the limit case F,(uofb) = 0, we know that the direction of the buckling will be Uobj.
(b) The residualforces are the dual quantity of the objective function for the potential energy
These residual forces have a physical meaning. They are the dual quantities of the displacements for the
potential energy.
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We have seen that the buckling mode was a direction of zero stiffness, or a displacement which could be
added to the pre-buckling solution without changing the energy. On the other hand, the objective shape
is not, in general, associated with a zero stiffness. More precisely, the increase of energy when Uobj is
added to the pre-buckling solution is SH = Fr(Uobj). Uob1 . Minimizing the residual forces means
minimizing the energy increase when the objective function is added to the pre-buckling solution. In the
limit of zero residual forces, the energy is not increased when the objective displacement is added to the
pre-buckling solution. This objective function is then the buckling mode!
(c) Definition of the residualforce as an operator
These residual forces have been introduced in the finite element case. However, the same concept may
apply in the continuous problem. In this case, we have to define the residual forces as an operator on
the displacement fields. An implicit definition of these residual forces is the following: frobJ[X] =
Huu(u(A))[uobj,X], where X is a displacement field. And as a result, the energy increase when UobI is
added to the pre-buckling solution is: &I = frobh[uobil.
We know by the theorem of representation that this operator of residual forces can be represent by a
function fUob[uobi], such that frobJ[X] = H,uu(u(A))[uobj,X] = fn fobj(x,y,z).X(x,y,z)df1. We call
this function the field of residual forces.
(d) Residualforcesfor a two parameter-systems
On the two parameters system introduced in ll.D.2.a), frUobJ[uobj] is the second derivative of the
potential function in the direction Uobj, at the point (0,0). We represent the potential function for
different stiffness ratio of the two springs in Figure 124.
We also represent the potential function at the critical point in the direction (61, 02) = (1,1) for
different ratio of the spring stiffness Figure 125. This is just a section cut of the previous potential in the
plane normal to (1,1,0). The residual forces are associated with the second order derivative of this curve
at (61, 62) = (0,0). For a ratio of spring stiffness of 2/3, this second derivative is zero. In this situation,
the objective direction (61, 62) = (1,1) is the direction of buckling.
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Figure 124: Potential function for the two parameter system for different ratio of the spring constant
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Figure 125: Potential function for the two parameter system, in the direction (01, 02)=(1,1), for different ratio of spring
constant. This graph is a section of the graph in Figure 124
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b) A good measurefor our problem
The introduction of this chapter mentions the need for a measure for the optimization problem.
(1) Displacement and energy
It would be very convenient to measure how close the solution is from the objective shape, directly on
the shape. Mainly, using the conventional second degree norm on the displacement: mu(u - Uobj) -
(u(x, y,z) - uobi(x, y, z))2 dfl. This norm is very impractical for buckling solutions. As we have
observed, static buckling implies great changes of shape for small variation of the control parameter on
the loading path (ie critical load). It means that at the critical load, f := A- m(u(2.) - Uob) is not a
continuous function. For instance, at the buckling point, mu(u(1),u(A + 6A)) can have a limit non nul
for R; - 0. This is due to the fact that the stiffness is zero in the buckling direction, and depending of
higher order terms in the energy, the stable solution at 2 + 62 can be very different to the stable
solution at A.
A better norm in our set of solutions is the difference of energy between the objective function and the
solution of the buckling. mn(u,uobj) = minx (n7uobj,2) - H(u,A)) . We know that the energy is
continuous in 2. Though, as underlined in the example of buckling with 2 parameters Figure 123, we can
have mn(u 1(N),u_1(N)) = 0 without u1 (N) = u_1 (N). This is the case of the two symmetric path,
leading to the same energy for two symmetric shape. mn is thus only a semi-norm.
(2) Intensity of residual forces
Instead, we decided to use the concept of residual forces. To form a scalar, we take the norm of the field
of residual forces:
2
mfr (u - Uob) (fuob(x,z)) dfl
If we are using finite element, we have an analytical expression:
mFr(U - Uob;) = =1mt ((K + A.KU(U)). Uo;)2
Furthermore, we have shown that if mfr(u - Uob]) = 0 the direction of buckling is Uobj.
It does not mean that the final stable equilibrium is Uob] itself. Furthermore, we believe that for non-
pathologic cases, a bifurcated equilibrium path has rather a constant direction (if the branch does not
bifurcate itself).
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However, as we have seen in ll.D, with the checker-board patterns, which bifurcate into the
Herringbone, this might not always be the case.
c) Decomposition into an orthonormal base.
Can this method be implemented at a reasonable calculation cost?
If we recall the problem is the following:
Find the material properties C(x, y, z) and critical load A that minimizes mfr( u(A) - UO I).
Equivalently, the finite element version is:
Find Ci (the material constant of element i) such that Zjemt ((K + Ac. KG(U)).uobj) 2 is minimum.
Both problems are very complicated. The continuous case is a minimization in a function. The discrete
case is parametric minimization with a number of variables equal to the number of elements of our
mesh.
An easy method to solve this problem is to decouple the problem. This requires to find the proper
spectral decomposition (eigenfunctions for the continuous case or eigenvector for the discrete case) of
the cost function.
If we find such eigenvectors, the cost function is transformed into:
cost(Cj) = cost(C1 , C2, ... , Ce)
= cost 1 (C1 ) + cost 2 (C2) + + COSte (Ce)
Each material parameter is then defined by the one-dimension minimization problem find Cisuch that
cost1 (C1 ) is minimum.
We should be aware that the material properties are usually positive. Lagrangian multipliers
might be required to impose this condition.
Instead of this decomposition, we might also use other advanced technique for minimization
(simulated annealing, gradient method, Monte-Carlo method...)
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E. Toys problems: A formulation adapted to the design of wrinkled
membranes
In order to test this method, we have designed a toy problem. This toy problem is adapted to the
wrinkling problem. Huck et al. (81) have shown that buckling of a hard coating on a soft substrate can be
modeled by a stiff elastic plate on a soft elastic foundation. Instead of 2D, this model can be simplified
in a ID problem of the buckling of a beam maintained by an elastic foundation (Figure 126).
We are introducing two algorithms:
* The first one compute the direct problem in finite differences (given an elastic foundation
distribution, what is the shape of the buckling mode)
e The second one computes the inverse problem, also in finite differences. It relies on the
definition of the cost function and the optimum material properties developed in Il.D.3.b)
We then test those algorithms as follow:
Comparison of the optimal properties given by the algorithm for the inverse problem, and the
initial stiffness map, with an analytical solution for one precise stiffness map (the elastic
foundation is taken to be zero stiffness everywhere apart in the center where it is taken to be 1).
We are showing that the algorithm globally converges toward the given "stiffness map" (except at the
boundaries, for reasons that we are trying to explain in a last section).
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1. Algorithms for the direct and inverse problems of the buckling of a column on an
elastic foundation, using finite differences.
a) Direct problem.
k(x)
Figure 126: Nomenclature of the adapted toy problem: buckling of a column on an elastic foundation. The elastic foundation
is modeled by springs of stiffness k(x). The deflection at x is named w(x) while the angular rotation of the section of the
column is 0(x). A force N is exerted vertically at the top of the column. The section of the column has an area S(x) and the
second moment of inertia is I(x). The column has a length L.
The problem involves a beam in compression with an axial force - F. ex on top. The nomenclature for
this problem is described in Figure 126: the beam is characterized by the displacement field of the
neutral axis (u(x), w(x), 6(x)).
The assumption of small rotations and finite displacements classically results in two kinematics relations:
0 dw6=-dx
dO
K = --
dx
and three equilibrium equations:
du(x) 0
dx
dm
161 1 P a g e
... ........ .......... ........... -
ex
L
and k(x) * w(x) = d.
dx'
Then, the Hooke's law for an elastic material gives:
M(x) = EI(x).K(x)
and N(x) = ES(x). du(x)
dx
Finally, the imposed boundary conditions are:
N(L) =N; u(O) = 0
M(L) = M(0) = 0; w(L) = w(O) = 0.
Under the assumption of linear buckling, the state of stress in the beam is the same as the pre-buckling
solution i.e. the force N(x) is uniform and equal to N, in the buckled state.
As a result, it leads to the fourth order differential equation:
d 4 W N d 2 W k
-+ .- =-.w forx E [0,L]dx 4  El dx2  El ore[,L
We then form the discrete formulation of the problem. The interval [0, L] is divided into n intervals of
equal length.
(n1 (wi-2- 4wi_1 + 6wi - 4wi+1 + wi+2 ) + EI(n+) (wi-1 + 2wi - wi+1) .kiwi, for all
i E {3,n - 2)
As for the first and last two nodes:
wo = wn = 0
Usually, the condition of zero moment in 0 and L are considered by introducing supplementary nodes:
w_1 and wn+1 , such that
-w- 1 + 2wo - w1 = 0
-wn_ 1 + 2wn - wn+1 = 0
Combine with the condition in displacement at node 0 and n, we get:
w- 1 =-w
wn+1 = -wn-1
Those two equations are then included in the general equation to eliminate the displacement of the
introduced nodes w_1 and wn+1:
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N(n+ 1)2 1
(n + 1) 4 (wn-3 - 4wn- 2 + 5wn_1 - 4wn) + El (-wn-2 + 2wn_1 - wn) = .kn_1wn_1
N(n + 1)2 (w w 3  .kw(n + 1) 4 (wo - 4w, + 5w2 - 4w3) + EI (l wi + 2W2 W3) = k2w2
It results in the following system:
-4 5 -4 1 -1 2 -1
1 -4 6 -4 1 ''0
-- -- N *(n + 1)4 k2
(n + 1)2EI 
. .EI kn_1
1 -4 6 -4 1 '- '- -- 0
1-4 5 -4 -1 2 1
10
We introduce the notation Km, K, and Kspring for the three previous matrices. The system can be
rewritten:
((Km - Kspring) + load.K
.  
W = 0
or, provided that Km - Kspring is not singular:
((Km - Kspring) .Ka + load Id .W = 0
This is to say, the direct problem is equivalent to finding the largest eigenvalue A and eigenvector W of
(KM - Kspring) .K,. Then, the critical load is equal to N = * ( , and the shape of the buckling
mode is W.
We are representing the first three buckling modes, without elastic foundation, in Figure 127. The
analytical shape is a sinusoid. The difference between the shape predicted by the numerical algorithm
and a sinusoid (analytical solution for mode 1) is plotted in Figure 128. While the predicted shape is
globally quite accurate (the maximum difference between the analytical and the predicted shape is
10-4 smaller than the amplitude of the deflection), the relative precision is less, near the boundary,
(where the deflection is the smallest and the error the more important). We think that this problem is
due to the "poor condition" of the problem of eigenvalue. As described in (85), the eigenvalue problem
is very sensitive to perturbations. Our problem is very close to the example chosen by the C. Moler (85)
to highlight the sensitivity of the eigenvalue problem (a perturbation of the size of the floating-point
roundoff error on one of the coefficient of the matrix might result in a change of unity in the computed
eigenvalue!). Going from an eigenvalue problem to singular value decomposition might be a solution to
increase the precision of this algorithm, as advised by (85).
However, we should note that this error does not depend on the magnitude of the coefficients Km(l,)
and KM(n,n) which have been chosen arbitrarily.
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shape of the eigenmodes of lower energy
0.15
0.1 - shape of the second mode; second critical load is 39.4778
- shape of the third mode; third critical load is 88.8226
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Figure 127: Shape of the first three buckling modes of a column, without any elastic foundation. The black curve is associated
with the smallest critical load and will then happen first. The blue curve is the second mode while the red is the third. Their
critical load is more important than the one of the first mode. As a result, unless exception, only the first mode will be
observed.
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Figure 128: This plot represents the difference between an arc of sinusoid (expected buckling shape for a column without
elastic foundation) and the mode 1 predicted by the algorithm. The precision in displacement is very good (maximum error is
10~s). However, this proves the existence of "numerical errors" when Matlab performs the eigenvalue problem.
This analysis is the first sanity test of our direct algorithm. We develop another analytical solution with a
spring at the center of the column, in the subsequent sections. But before that, we are showing the
second algorithm, which performs the inverse method (determination of the foundation knowing the
buckling shape).
b) Inverse problem.
For the inverse problem, we are introducing the concept of residual force, in the direction of a desired
buckling shape Uobj-
More especially, the vector of residual forces is:
p = ((KM - Kspring) + load. K) Uobj
Then, the objective function is assumed to be
cost({ki,i E [2..n]}) = PT.p
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The problem of minimization can be found analytically here, since:
acost 2 op
aki aki
Furthermore:
= [i ® i] * Uobj
aki
(no summation on the i)
Hence:
s= 2 o*b(uibjK + N* ubj - Uobj * diag(kj)): ([i & i] * Uobj) (no summation on the i)
acost =2 * (uobj- KM) - (uobj) + 2 * N * (uTbj . K,), (Uogb), - ' * (Uob])2
acost does not depend on kj for j # i. It means that the cost function is already decoupled, or that the
aki
(k1,j = 1.. e) is already the spectral decomposition of the cost function.
The cost function is a second degree polynomial function, positive. So its minimum is achieved when the
derivative is null: acost = 0 for all i E [1, n]. As a result, the optimal material properties of the substrate
aki
are found by the analytical expression:
EI [(u-b0. K) + N * (uobj . K)
(obj g
The algorithm for the inverse method is only the implementation of this result. Given an objective
function Uoab and the matrices KM, K0, we are able to define the function of the elastic foundation.
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c) Improved algorithm for the adapted problem.
step 1: Step 2:
iN
fr(x)
k(x)
amoose a desired buckled shp
Uoi(x)
Prscespngs (bodye frces) to free
a h8mnogeneos beam into the desired
shape
f(x)
fr(x)
k(x)
4N
fr(x)
k(x)
s N
Presce eatuned natErial inOrder to Get the jnelshape withouanySpring!
relax the Springs Ths is yoMr buckle ma lt Ihere,
k(x)
Figure 129: Adapted version of the algorithm for buckling of a beam on an elastic foundation
We should note that an analytical solution may not be found for every problem (especially more
complex 2D or 3D problems). Instead, a simple optimization algorithm might be used to minimize the
residual forces and define an optimal property for the elastic foundation, as shown in Figure 129.
2. Test of the algorithms.
a) Definition of the stiffness map
To test the two algorithms, we introduce a problem with a non-zero elastic foundation that can be
analytically determined.
LWe assign the stiffness of the foundation to be 0 everywhere but in - where it is 1. This problem models2
Lthe case of a beam with one spring of stiffness 1 at x =-. This situation is represented in Figure 130.
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Step 3: Step 4:
........... ......................... . - - - r
I
O O
O O
e(x)
w(x)
Figure 130: Buckling of a column with a spring in the middle. The notations are the same than the one introduced in Figure
126
b) Analytical solution
Building upon the previous section, we know that the equations modeling the buckling of this column
are:
+ =OforxE [0, ]dX4  El dX2 2
d4 W 
= 0 for x L L]+x Eld X2 [:
This results in a solution defined in [o0 and [ , L].
w(x) = A1 sin ( x) + B1 cos ( _ x) + C1x + D1 , forx in (0,
w(x) = A2 sin x + B2cos Ix + C2x + D2, forx in ,L
We should point out that the solution on the two intervals are perfect sinusoids. However, the critical
load will be affected by the spring. Hence, the final buckled shape is going to be a piecewise function
made of two arcs of sinusoids intercepting at L. The stronger the spring, the higher the critical load for
the first mode. On the other hand, the critical point for the second mode (for which the deflection at L is2
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equal to zero) is not affected by the spring constant. As a result, as the spring constant is increased, the
shape of the mode associated with the lowest energy is composed of two arc of sinusoid, and snaps into
the "second mode" if the spring constant is raised over a certain value.
To determine the critical load, we establish the continuity equations at x = L2
w(L +) = w( -)
19 L L _ d+ w L dw (L
( 2+) 2 dx (2 dx2B( ) =6(-- -)+(--) =-(+)
M( +) = M(L-) 4 EI W = EI d2W +)2 2 d22d2(
V( +) =V( -)4-El ( ) +N* 0 -E- = - l+ k
And boundary conditions:
w(L)=O;
M(L)=O 4 d2W(L) = 0;
N(L)=N
w(0)=O;
M(O)=0 _+ d2(L) = 0;
u(0)=0;
Those equations lead to the following system for the unknown parameters.
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0 1
0N0 1-
(FNsin T2
Cos 7
-N * sin ( N
k*sin ( 2
0
0
0 1
0 0
Cos j2
- sin
-N * cos ( )
k*cos 2
0
0
L
2
0 0
0 0
0 0
0 0
-sin 12-Cos 12
FN NL N (fCos 
.Sin
EBI 1 2COSI 2
N*sin 1) N*cos ( )
0 0
sin(fTL) L os( i L)
-N*sin fIL) -N*cos(FN L)
For the system to have a non-zero solution, the determinant of the matrix should be zero. We compute
the first buckling mode (i.e. the first annulation of the determinant of the matrix as a function of N), as
well as the eigenvector associated with the eigenvalue 0.
It leads to a symmetric solution only slightly different from the free Euler buckling of a column. Euler
critical load for this beam maintained by a spring is 11.9 while it was 9.8 with a "natural beam".
Numerically, Maple computes a bifurcation point for N=11.88911149 and the constants for this problem
are:
rA,~BilC11Dii
A21
B2)
C2
0.594338589474801559
2.490282782504852760-16
0.312795610613226027
4.0201155385353644 0-11
0.566645719463812036
-0.179306964571846972
-0.312795610681659953
0.312795610662712276
Where the solution is the piecewise functi
w(x) = Ai sin x)
w(x) = Azsin X)
+ Blcos ( +Cx+D1,forxin [0,
+B2 cos x) +C2x+D 2,forxE [,L]
As observed earlier on the equation themselves, this solution is composed of two arcs of sinusoids that
Lintersect at -. WE are representing one situation in Figure 131.
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Figure 131: Deflection of a beam on an elastic substrate (spike at L/2). This function is defined piecewise [green: solution on
[0,.5]; red: solution on [.5,1]; yellow: position of the neutral axis of the beam on [0,1]
c) Testing of the inverse problem.
To test the algorithm of the inverse problem, we implement the shape found analytically in Matlab. The
nodes are evenly spaced: xi = L * (with n=100) and the objective shape function input in the
n-1
algorithm is a bare discretization of the analytical one:
(UOb). = w(xi) = A1 sin xi + Bicos 7 xi) + C1xi + D1, for i E [0;
(Uobj)i = w(xi) = A 2 sin I x + B2 cos xi) + C2xi + D2, for i e ; n]
The algorithm predicts a reasonable stiffness map for the elastic foundation Figure 132. By reasonable,
we mean that away from the boundaries, the stiffness map shows a spike at L/2, just like the theoretical
solution.
Though, we can observe that the magnitude of this map (i.e. spring constant) is not correct. This
magnitude is not a huge problem. The problem could be scaled by the critical load.
However, some of the spring constants are negative. This is due to the fact that we did not impose the
condition of the material properties to be all positive. The added constraint would have resulted in the
exact stiffness map taken at the beginning.
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Figure 132: Stiffness map of the elastic foundation for the adapted formulation. The shape predicted by the algorithm (blue)
is compared to the theoretical solution (red dashed line).
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F. Conclusion
This third chapter introduces the new design paradigm: directing the buckling of a stiff coating through
local and controlled alteration of the material properties of a soft substrate.
The 3D numerical simulation was tested against experimental observation by Huck et al. This simulation
is solving the "direct problem", meaning predicting the shape of the buckling for material properties.
The later sections of this chapter address the "inverse problem": what should be the material properties
of the substrate to obtain a desired buckling shape. This problem is very fundamental, and to the best of
the author's knowledge, has not been tackled before. Considering the number of unknown parameters,
we can prove that this inverse problem does not always admit a solution. As a result, we introduce a
concept of residual forces along with an adapted cost function, to formulate this inverse problem as a
minimization problem.
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FUTURE WORK
While we are showing a prototype and proof of concept of the patterning in the Chapter two, few steps
need to be taken to make this a successful technology.
At the theoretical level, we have shown that the 3D problem of buckling was almost identical to the 1D
problem. However, we did not derive any analytical expression, or write a minimization algorithm for
this inverse problem in the general case. We think this step is not so far ahead of this work, and should
be completed to give this new design method its full strength. It might be decomposed in two steps:
e Deriving the wrinkling of a plate on an elastic substrate is a first small, yet very important step.
This case would be sufficient for the example of the patterning of membranes. Patterning the
surface of substrates would be applicable not only to reverse osmosis membranes, but could
serve a large variety of applications:
o membranes: micro- and ultra-filtration membranes, used for seawater pre-treatment or
in reclamation plants, might also hugely benefit from this technology since bio-foulants
are of greater size and use searching mechanisms
o coatings: coating of ship hulls with micro-patterned films to mitigate macro-fouling can
also be a huge and beneficial application.
o creating new micro-devices: we have seen how this new design paradigm could be
substituted to the traditional "photolithography-etching-casting" process. From
biological chips to MEMS, number of small devices could be custom-made with this
method.
* Deriving the full 3D algorithm for directing buckling would be even more beneficial, to create full
3D features and control their buckling shape.
Aside from recreating the patterned surfaces that have been shown in Chapter III with the iCVD coating,
three experimental questions should be addressed:
* Process optimization: The sample preparation (precision of the material treatment, uniformity
of the coating thickness, uniformity of material properties, and absence of cracks...) should be
better controlled. A first step could be to try and obtain very steady wrinkles in the
unidirectional case.
The second step is to optimize the control of the material properties of the substrate. The
experiments prove that it was possible to treat the PDMS to have two material properties (stiff
regions and compliant ones). Instead, a continuum of material properties (for instance by
replacing black and white masks by grayscale photo-masks) would expand the range of "possible
topography", i.e. the shape that can be created with this method. This set of "possible
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topography" would also be extended by improving the "contrast" of the material properties (i.e.
the gradient of material properties)
e Permeation properties of substrate: So far, our prototypes involve a dense substrate. In order to
apply this technology to membrane filtration, without degrading too much the permeation
properties of current membranes, we have to substitute a porous material to this dense
substrate. We could potentially benefit from a gradient in porosity of the support layer to
control the material properties of the substrate.
e Fouling test: We are confident that the results obtained on anti-fouling behavior of pattern
membrane will hold for our sample. However, we still need to prove this on our samples. Also,
we mentioned that we were expecting improvement in the prediction and understanding of
fouling behavior, as more and more studies focus on bio-fouling. The design
At the conceptual level, this method of controlling the shape of an object by changing its material
properties looks very promising. For instance, active materials (which can reversibly change their
mechanical properties with temperature, light or magnetic and chemical signals) could be used in
combination with this design method to invent structures that can change shape: from bio-chips to
microfluidic devices and MEMS fabrication, numerous fields could benefit from this technology.
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CONCLUSION
This work emphasizes the need for more efficient membranes for water desalination. A comprehensive
review of RO plants has raised one of the keys factor in reverse osmosis: bio-fouling. Both researches on
marine species and on engineered membranes suggest that chemistry and micro-topography play an
important role in the deterrence of bio-fouling.
For instance, wrinkled membranes have been proven to be less affected by macro-fouling. iCVD
deposition was used to create wrinkled membranes that could benefit both from a tuned topography
and an optimized chemistry. The wrinkle formation was studied by comparing theory, experiments and
results obtained by numerical simulation.
Going further in mimicking biological anti-fouling surfaces, we are showing a process that can be used to
produce different topography, by treated substrate prior to coating. We are comparing the results of
our numerical simulation and the shape obtained experimentally in a paper by Huck et al.. Then, we are
setting the foundation of an inverse method to generate a "stiffness map" needed to obtain a given
micro-topology. This method is based on a concept of residual forces, which we introduce and validate
in a simplified model.
We conclude this work with perspectives and future works that we regard as important to make a
successful technology out of this promising concept.
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operation costs are still high, and anti-fouling membranes might lower the need of those costly pre-treatment
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Figure 2: Close-up on the Multi-media filtration in Ashkelon SWRO plant. (photo credit to Sauvet-Goichon(7)) 16
Figure 3: Schematic of multi-layer filtration: water is poured on top of granular media, and slowly permeate
through this filter. Depending on the exact composition of the granular media and the filtration rate, most of the
bio-life can be retained on the top layer and is removed by backwash. 16
Figure 4: Cartridge micronicfilters in Ashkelon SWRO plant. Micro-filtration is the last step to remove any particules
(bio-foulants, agregates and colloids) above 1-5pm. (photo credit to Sauvet-Goichon(7)) 16
Figure 5: multiple pretreatment steps are needed before the RO step. From coagulation-flocculation to granular
media filtration, and ultra or/and cartridge filtration, the water is purified and finer and finer particules are
removed. The addition of chemicals (either biocids, flocculants and anti-scalants) is used in parallel to those
filtration process. For low output plants, other physical treatment (UV) can also be used. 18
Figure 6: Pelton wheels are widely used. The wheel itself is powered by the high-pressure brine rejection water
stream, and is connected via a mechanical shaft to a compressor, which pressurizes the feed line (photo credit Voith
Siemens Hydro Power) 20
Figure 7: Isobaric piston-free pressure exchangers use a rotary ceramic part (transparent). The high-pressure
concentrate (red) is pushed through one end, and pressurize the feed (blue) on the other end. The rotation velocity
is enough so that the two flows do not mix (green part), and this is associated with only a slight increase in salinity
(photo credit Energy Recovery Inc.). 20
Figure 8: RO element, section view. The feed (transparent) and permeate (grey) channels are separated by the
membrane (green). The feed water enters the element axially into the feed channel (the permeate being sealed in
each side of the element). Part of it flows only in the axial direction and becomes the concentrated brine stream.
Part of the water permeate through the membrane, goes into the permeate channel, spirals around the element to
go into the permeate collector in the center. This is the permeate stream (shematics made with Solidworks) 21
Figure 9: Picture of the cross section of a Filmtech 8inch element. Several sheets are wrapped uround the permeate
collector. The element is inserted into a fiberglass case (green), which is itself inserted into a pressure vessel. 21
Figure 10: Elements and pressure vessel are combined to form a plant. Usually, a pressure vessel contains between
8 and 10 elements in series. Those pressure vessels are organized in arrays, either in series (a), in parallel (b) or in a
tappered configuration (c). 22
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Figure 11: Micrograph of the cross section of a Cadotte composite RO membrane (Koch membrane, TFC-HR). This
micrograph, taken by Dr Gozde Ince-Ozaydin, collaborator in Chemical Engineering at MIT, clearly represents the
active layer (highlighted in red), the porous polysulfone (in blue) and the fibous mast of Polyethylene (in green).
Colors have been added to vizualize the cross section. The membrane was cut at very low temperature in Liquid
nitrogen, to avoid the partial crushing of the top layer on the Polysufone layer. 25
Figure 12: a/Micrograph of the cross section of a composite RO membrane (GE osmonics, SW-AD) - b/zoom in the
PSf region - c/zoom on the active layer at higher magnification d/ surface topology by AFM imaging of the top layer
26
Figure 13: Flux rejection versus NaCl rejection for commonly used materials. (from Baker(40)) 29
Figure 14: Influence of the heat treatment on permeation properties of a cellulose acetate membrane. (from
Baker(40)) 30
Figure 15: Influence of Acetylation on properties of cellulose acetate membrane. (from Baker(40)) 30
Figure 16: 2D morphology evolution (change of polymer fraction) during the demixing of a PVDF membrane formed
by immersion precipitation (adapted from (42)) 31
Figure 17: Nomenclature for the reverse osmosis permeation (from (28)) 34
Figure 18: Experimental measurements on the water flux as a function of the trans-membrane pressure. These
measurements were taken on a lab-scale RO system that we built around a SEPA CF42 crossflow cell by Sterlitech.
Omega sensors (pressure transducers, flowmeters) were installed in the permeate and concentrate streams. 36
Figure 19: Severe scaling of an element. The cake formed in this element blocking both the flow through the
membrane as well as the feed channel. As a result, this element is (from (52)). 40
Figure 20: Silica deposition on a RO membrane (From (52)). 40
Figure 21: SEM observation of deposition on RO membrane in presence of: (a) dead cells (no EPS secreted) and (b)
living cells covered by the EPS they produced. We can observe that the living cells are secreting this substance
which will make them adhere even more strongly to the membrane. (23) 41
Figure 22: Examples of antifouling defenses and target zones during the fouling sequence in seawater environment
(from(55)) 42
Figure 23: bio-flm can develop in 3 to 5 days on a membrane (24) 43
Figure 24: picture of a feed spacer with bio-fouling (24) 43
Figure 25: Boron rejection of 3 different Filmtec RO membranes (from (57)) 44
Figure 26: Cost breakdown for seawater RO systems. Non fouling membranes would allow to lower the cost of most
of the important budgets of RO plants (from (58)) 45
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Figure 27: Examples of antifouling defenses and target zones during the fouling sequence in seawater environment
(from Mar. Ecol. Prog. Ser. 58:175-189, 1989) 56
Figure 28: SEM images of surface micro-structure of 4 differents marine organisms (a-cl carapace of C. pagurus,
d/surface structure of high resolution resin replicate of C. paragurus micro-topography; e/periostracum of M.
edulis; f/ structure of high resolution replica of egg case of S. canicula; g/ surface structure of 0 texturata) from
(68). These micro-structures were studied for their lowfouling performance especially with macrofoulers (e.g. fungi,
diatoms, protozoans) 59
Figure 29: recruitment ratio of macro-foulers in field tests between micro-structured and smoothen substrate. From
(68). 60
Figure 30: Riblets on a Shark skin provides superior aerodynamics properties (from (71)) 62
Figure 31: Shark skin AF is a PDMS substrate reproducing the pattern of the real shark skin. The PDMS casted onto
a mold and peeled off. The features are 3pm high. (from (62)) 62
Figure 32: Nano-force gradient are supposed to explain the antifouling properties of the Shark skin AF. Supposing
an equal deflection of two neighbor features, the difference of bending rigidity of those features results in a force
named the nano-force. By repeating periodically those pattern with features of different size, we obtain a surface of
"nano-force gradient". From (62) 62
Figure 33: Light micrograph of spores bridging the gap between two neighboring features. Most spores are sitting
on so called preferred settlement regions, and the deflection of the PDMS features is noticeable. From (62) 62
Figure 34: Light micrographs of spores (ulva) colonizing gradient surfaces (GRO -> GR5 are surface with respective
nano-force gradient OnN;125nN;249nN;374nN;125nN;0nN ; SK is the Shark-Skin; SM is the smooth surface) from
(62) 63
Figure 35: Spore density settlement on pattern surface. The mean spore density is represented on this histogram as
a function of the type of patterning (see Figure 34). The "nano-force" is highlighted in red. From (62) 64
Figure 36: Comparison offlat PDMS (top figures) and unidirectional wrinkled PDMS (bottom figures) after 4 weeks
exposure in a marine environment. Anti-adhesion performances are assesed by the differencial color of the two
samples as remove from the seawater. Removal properties are assessed by the differential color before and after
rinsing the sample with a water stream (from (72)) 65
Figure 37: Optical micrograph of a wrinkled sample exposed to a micro-fouling test. The Ulva spores settle in the
valleys of the wrinkles or in the cracks of the coating. (from (72)) 65
Figure 38: First buckling mode for a hard coating in compression on top of an elastic substrate in the 2D case. The
strain in the direction normal to the coating is shown here. This simulation was performed on the Finite Element
Code Abaqus, for a relative thickness coating-substrate of 1/200 and a relative stiffness of 500, using plane strain
elements. 67
Figure 39: Ratio of the average elastic energy per unit area in the film/substrate system in the buckled state to that
in the unbuckled state, -, as a function of the in plane stress, normalized by the buckling load -2-, for one
U 0 aoc
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dimensional modes. The mode associated with the lowest critical load (-- = 1) remains the mode with the lowest
energy even when the load is increased above the critical value. From (75) 71
Figure 40: The Energy of three different equilibrium solutions for the bi-axial stretching is represented. The One-
dimensional (or sinusoidal like) solution has the highest energy, but also the lowest buckling mode. We think that
the plot for the cherker-board should be extended to lower relative loads, since it bifurcation load should be lower
than the one of the Herringbone pattern. The Herringbone pattern should have the highest buckling load. But when
it exists, the Herringbone mode is the mode of lowest energy (among those three). From (75) 72
Figure 41: wrinkle of a stiff coating on a compliant support. The nomenclature for Figure 42 is defined as followed: t
is the thickness of the coating, H the thickness of the substrate, A the wave length of the wrinkles and A the
deflection of the membrane (from (75)) 73
Figure 42: Critical force, wavelength and normalized amplitude are represented as a function of the ratio film
thickness to substrate thickness. These plots are computed by scaling law analysis in the context shown in Figure 41
(soft substrate attached to a rigid support). The substrate is taken to be incompressible. (from (75)) 73
Figure 43: Wrinkle patterns in films subject to anisotropic membrane strains. E11 = -0. 01 in all cases. The
directional preference increases as the strains become more anisotropic, from the labyrinths to the herringbones
and to the stripes. The insets plot the wrinkle amplitude in the Fourier space. From (74) 74
Figure 44: Formation of a wrinkle substrate in 4 steps: a/casting of elastomeric material b/stretching of this
substrate c/deposition of a coating d/release of the stretch and wrinkles formation. Note that a biased of stretch
could also be imposed to produce a different wrinkle pattern. 75
Figure 45: true strain-true stress curve for the PDMS prepared as describe above. 76
Figure 46: Storage modulus of the bulk PDMS. (1Hz) 77
Figure 47: Corrected thermal strain 78
Figure 48: Sample holder designed to stretched PDMS substrate during iCVD coating 79
Figure 49: iCVD coating technique. From (77) 80
Figure 50: The cardboard frames are glued to the EGDA film. The whole system [silicon wafer, sacrificial layer,
EGDA film, cardboard frame) is immersed into water until dissolution of the sacrificial layer and separation of the
{film+frame]from the wafer. 81
Figure 51: The frame is installed in the jaws of the DMA and the sides of the frame are cut once everything is
clamped. The sample (highlighted with red lines) is then loaded with a pre-load force of .001N (for strain-stress
tests) or .01N (for DMA tests) 81
Figure 52: Strain ramp for a self standing film of EGDA (tested on DMA-Q 800 at room temperature). 82
Figure 53: Dynamical Mechanical Analysis of a self-standing film of EGDA (hard coating) 82
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Figure 54: Relative stiffness of the materials (EGDA coating relative to PDMS substrate) as a function of the
temperature 83
Figure 55: Representation of the finite depth of view. This picture of a single location on a wrinkled membrane is
shown focused on a/ the bottom of the wrinkles b/ the sides of the wrinkles c/ the top of the wrinkles. 85
Figure 56: Observation of wrinkles with optical microscope at magnification of 5X (ab) 20X (cd) 40X (ef) and 10OX
(g,h)for reflected (a,c,e,g) and transmitted light (b,d,f,h). 87
Figure 57: the Zygo profilometer outputs a 600*400 pixels images with, for each pixel an information of height and
an information of light intensity. This information is displays with a 2D color plot of the height along with a 3D
representation of this image and a profile of a section (along the path between the triangular waymark). The
intensity is displayed on the bottom right corner. 88
Figure 58: Profilometry images: 40% strain is applied horizontally in those images. From top to bottom, the
magnification is increased. The color of each pixel represents the height measured at this location. In the black
areas the measure was not possible. The alternative blue and orange colors show the peak and valley of the
wrinkles 89
Figure 59: Profilometry images: 10% stretch is applied horizontally in those images. From top to bottom, the
magnification is increased. The color of each pixel represents the height measured at this location. In the black
areas the measure was not possible. The alternative blue and orange colors show the peak and valley of the
wrinkles 90
Figure 60: Profilometry images. No stretch is applied before the formation of the membrane. The two level of
wrinkles are still been seen. We are not expecting any wrinkle formation; however, thermal expansion mismatch
along the effect of gravity may induce a slight straining of the membrane which results in those wrinkles. 90
Figure 61: Variation of the wavelength of the larger wrinkles for different stretches, based on profilometer
measurements 92
Figure 62: Variation of the amplitude of the larger wrinkles for different stretches, based on profilometer
measurements 92
Figure 63: Profilometry image of the wrinkles for a coating thickness of 495nm. The longest wavelength is
measured to be 20pm while the orthogonal wavelength is 1.2pm. 93
Figure 64: Profilometry image of the wrinkles for a coating thickness of 1000nm. The longest wavelength is
measured to be 37pm while the orthogonal and smaller waves are measured to be 2pm. 93
Figure 65: Micrograph of the wrinkles of the EGDA hard coating on top a PDMS substrate. Low spacial frequency
wrinkles run in the direction normal to the stretching (vertical white and grey stripes), while higher frequency
wrinkles (horizontal white and grey lines) run in the other direction. 94
Figure 66: Close up on a line of defect. The small wrinkles seem to run through this line of defect. It is supposed that
this line was thus formed after the small wavelength wrinkles. 95
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Figure 67: Two possible modelings for the problem: a/ plate laid on top of an elastic foundation b/hard coating
(shell or 3D continuum modeling of the coating) on top of a substrate 97
Figure 68: The substrate (a) is stretched by the exact critical pre-strain (b), before coating (c) and releasing of the
stretch (d). [(d) is exactly at the bifurcation point, and there are wrinkles of infinitely small amplitude around the
represented equilibrium position]. 98
Figure 69: The substrate (a) is coated and heated so that compressive stresses develop in the coating (b) until it
reaches the bifurcation point (d). This bifurcation point is exactly the same as in Figure 68.d. With this loading, it is
possible to go above the critical point and form wrinkles offinite amplitude (e) 98
Figure 70: logarithmic strain field in the stretched PDMS substrate, normal to the loading direction for a pre-
stretched of 20% 101
Figure 71: Logarithmic strain field in the stretched PDMS substrate, in loading direction for a pre-stretched of 20%
101
Figure 72: Mises equivalent stress field in the PDMS substrate at 20% of pre-stretched. 101
Figure 73: Mesh and geometry used for the modeling of the wrinkles; the mesh is made of 8 nodes elements and is
refined close to the coating. The elements on the surface are 2.5*2.5*2.5 while the ones further away are
2.5*2.5*34. 103
Figure 74: Periodic boundary conditions: two representative volume elements 104
Figure 75: First buckling mode of a representative volume element with a hard coating put into compression by
thermal expansion mismatch. Free boundary conditions are applied on the sides of this representative volume
element (RVE). 105
Figure 76: First buckling mode for pinned boundary conditions applied on the sides of the RVE. 105
Figure 77: First buckling mode for the Periodic Boundary conditions applied on the sides of the RVE 105
Figure 78: First buckling mode for the Symmetric boundary conditions apllied on the sides of the RVE 105
Figure 79: Uniaxial stretch for R1=300. 7 wrinkles of equal amplitude are forming. The constraint on the wave
number is "slight" and the wavelength computed in larger representative elements should be 107
Figure 80: Uniaxial stretch for R1=340. 7 wrinkles are forming on the representative volume element. Due to the
constraint on the wave number, wave of smaller amplitudes are forming in the center 107
Figure 81: Uniaxial stretch for R1=360. 6 wrinkles are forming. The middle wrinkle is irregular, and seems to
accommodate the constraint on the wavenumber; The eigenvalue is larger than the one obtained for R1=340. _107
Figure 82: Uniaxial stretch for R1=380. 6 wrinkles are forming. The amplitude of the wrinkles is irregular, due to the
constraint on the wavenumber. 107
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Figure 83: Uniaxial stretch for R1=400. 6 wrinkles of equal amplitude are forming. It means that the wavenumber
constraint is "slight". 108
Figure 84: Field of vertical displacement for the simulation 2. 109
Figure 85: Influence of the Poisson ratio of the coating on the wavelength of the wrinkles 110
Figure 86: Buckled shapes for 4 values of the parameter R1 (everything constant otherwise). a/ R1=3.6; b/ R1=13 ;
ci R1=130; d/R1=300; e/R1=400f/R1=1300 111
Figure 87: The dimensionless wavelength R2 is shown as afunction of Ri. 112
Figure 88: Determination of the critical load (R5=f(Ri)) 113
Figure 89: The first buckling mode for the bi-axial stretching of the membrane is the checkerboard pattern 114
Figure 90: Post buckling analysis of the representative volume element for the bi-axial stretch of the skin layer on
top of the soft substrate. The undeformed configuration (a) first buckles in a checkerboard pattern (b). This
checkerboard pattern is a non-developable surface, and inplane stresses increases with the amplitude of the
oscillation (c). Some of the peaks of the checkerboard start to merge to relax those inplane stresses and the
equilibrium is rapidly displaced to a "wavy" form of the Herringbone pattern (e). The peaks and valleys then flatten
out when the load is further increased (fg). 115
Figure 91: different photolithographic masks (a,b,c right picture) and resulting buckled shape (a,bc left picture).
The wrinkles tend to concentrate on the compliant area of the substrate. From (81) 130
Figure 92: Representation of the stiffened regions (in black) and the unstiffened regions (in white). Two RVE have
been compared: the Red is centered on a stiff region while the blue is centered on a compliant region. 131
Figure 93: Four different material properties are defined in one Representative Volume Element (RVE): the orange
on the bottom is the region of the substrate where the photosensibilizer did not diffuse (i.e. the depth is greater
than the thickess of the diffusion layer of the photosensibilizer tphoto). This section of the substrate is compliant
(EPDMS). The green part represents the volume of the substrate in which the photosensibilizer did diffuse but that
was masked during the UV treatment. As a result, it is a bit stiffer than the bulk PDMS (Emasked > EPDMS) but
less than the volume in blue, which was treated with the photosensibilizer and has been exposed to UV light
(Eunmasked > Emasked). 132
Figure 94: buckling solution for the RVE centered on the stiff area of the substrate. On the stiff substrate, the film
will not buckle and will stay flat. The compliant section bridging two stiff sections (the RVE has periodic boundary
conditions and hence we have to imagine that this RVE is repeated several times) is showing unidirectional-like
wrinkles. The compliant regions on the four corner exhibit a checkerboard pattern. 134
Figure 95: Buckling solution for the RVE centered on the soft area of the substrate On the stiff substrate, the film
will not buckle and will stay flat. The compliant section bridging two stiff sections is showing unidirectional-like
wrinkles. The compliant region in the middle exhibits a checkerboard pattern. 134
Figure 96: Post-buckling pattern for a RVE centered on a stiff region. 134
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Figure 97: Post-buckling pattern for a RVE centered on a stiff region.
Figure 98: Wrinkles observed experimentally for a gold coating on a PDMS substrate treated to exhibit periodic
square stiffened regions. (from (81)) 135
Figure 99: Wrinkles observed by the simulation centered on a stiff region (for the same stiffen pattern as Figure 98)
135
Figure 100: Wrinkles observed by the simulation centered on a compliant region (for the same stiffen pattern as
Figure 98) 135
Figure 101: The elements of the stiff unmasked region are shown in red. For this simulation, it goes throughout the
substrate. This models the case of a uniform diffusion of the photosensibilizer in the substrate. The rest of the
substrate is modeled 136
Figure 102: The elements of the stiff unmasked region are shown in red. With the masked elements, these elements
form a layer of thickness tphoto. Under these elements, there exists a section with even more compliant material
properties EPDMS (of thickness tsubstrate - tphoto) 136
Figure 103: The elements of the stiff unmasked region are shown in red. This region is composed of only one layer
of elements. The rest of the top elements are assigned the material properties of the masked region Emasked-
Under this first layer of elements, there exists a section with even more compliant material properties EPDMS (of
thickness tsubstrate - tphoto) 136
Figure 104: Buckling analysis for a diffusion of the photosensibilizer throughout the substrate tphoto = 200. 137
Figure 105: Buckling analysisfor a diffusion of the photosensibilizer on a medium thickness (tphoto = 20) 137
Figure 106: Buckling analysis for a diffusion of the photosensibilizer only on surface (tphoto = 2. 5) 137
Figure 107: Post-buckling analysis for a uniform treatment of the substrate by the photosensibilizer . The wrinkles
only form on top of compliant regions of the substrate. 137
Figure 108: Post-buckling analysis for a mild diffusion of the photosensibilizer in the substrate (tphoto = 20pm).
The predicted solution is very close to the one in Figure 107. This was expected since the buckling only affects the
top part of the substrate, and the deeper material properties are less important. 137
Figure 109: Post-buckling analysis for a very shallow diffusion of the photosensibilizer in the substrate (tphoto =
2. 5pm). Wrinkles are forming on the stiff regions very soon after the apparition of the first wrinkles on the
compliant regions. This is expected wince the buckling problems mostly feels the PDMS which has not been affected
by the photosensibilizer. 137
Figure 110:Wrinkles observed experimentally for a gold coating on a PDMS substrate treated to exhibit periodic
square stiffened regions. (from (81)) 138
Figure 111: Post-buckling solution for Ecoating = 14. Eighteen waves areforming in one RVE. 138
Emasked
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134
Figure 112: Wrinkles observed by the simulation for a stiffness ratio Ecoating = 23. Fifteen waves are forming in oneEmasked
RVE. 138
Figure 113: Wrinkles predicted by the post-buckling solution by the simulation for a stiffness ratio Ecoating = 70.Emasked
Eleven waves areforming in one RVE. 138
Figure 114: Regular post-buckling analysis: The analysis is interrupted before the transition from Checkerboard to
Herringbone, due to numerical convergence problem. 139
Figure 115: Riks post-buckling analysis: The analysis is interrupted when the Checkerboard turns into Herringbone,
due to numerical convergence problem. The improvement over the regular analysis is not that significant. 139
Figure 116: Flow chart for the reversal design: we propose to generate an optimal "stiffness map"for the substrate
in order to obtain patterns as close as possible from the desire shape. 141
Figure 117: An example of a continuous process for membrane micro-patterning: after drawing of a substrate from
a coagulation bath (1), a continuous UV treatment (2) is used to stiffen the membrane. It is then strained (thermally
or mechanically with the rolls resistance) and coating (3) [a dip coating is represented here]. Finally, upon release of
the strain, the desired pattern is form at the surface of the membrane. 142
Figure 118: Two bar systems for the study of buckling: bar 1 is connected at one end to the ground by an hinge of
stiffness k1 and at the other end to bar 2 with a stiffness k2 143
Figure 119: Representation of the 3 "equilibrium paths" for a given force N. a/ is a stable equilibrium and is along
p - 1, b/ is an unstable equilibrium along p0 and c/ is a stable equilibrium along g1. 144
Figure 120: Direction of buckling for a system of two bars of equal length. The ratio is represented versus the
02
ratio of stiffness of the springs k. 146
Figure 121: The potentialfunction at the smallest critical load is represented versus 61 and 02 . The direction of the
buckling is changed by varying the ratio of the spring stiffness k2/kl from .01 to 100 (from the top left to the
bottom right). The ratio of varies from infinity (top left) to 0 (bottom right). 147
Figure 122: equilibrium path (PO in blue, P1 in green, P-1 in red) in the (N, 01) coordinate. This plot is obtained by
finding the equilibriums for each value of the load (in Figure 123, those points are the local minima or maxima) and
reporting them in this schematics. 148
Figure 123: Potential energy for 3 values of N (N=0; N=Nc and N>Ne. The equilibrium points are the local minima
and maxima of the potential function. For every value of the force, N, a potential function can be drawn, a the
extrema of this function is reported onto Figure 122 148
Figure 124: Potentialfunction for the two parameter system for different ratio of the spring constant 157
Figure 125: Potential function for the two parameter system, in the direction (61, 62)=(1,1), for different ratio of
spring constant. This graph is a section of the graph in Figure 124 157
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Figure 126: Nomenclature of the adapted toy problem: buckling of a column on an elastic foundation. The elastic
foundation is modeled by springs of stiffness k(x). The deflection at x is named w(x) while the angular rotation of
the section of the column is Ox. A force N is exerted vertically at the top of the column. The section of the column
has an area S(x) and the second moment of inertia is l(x). The column has a length L. 161
Figure 127: Shape of the first three buckling modes of a column, without any elastic foundation. The black curve is
associated with the smallest critical load and will then happen first. The blue curve is the second mode while the red
is the third. Their critical load is more important than the one of the first mode. As a result, unless exception, only
the first mode will be observed. 164
Figure 128: This plot represents the difference between an arc of sinusoid (expected buckling shape for a column
without elastic foundation) and the mode 1 predicted by the algorithm. The precision in displacement is very good
(maximum error is 10-5). However, this proves the existence of "numerical errors" when Matlab performs the
eigenvalue problem. 165
Figure 129: Adapted version of the algorithm for buckling of a beam on an elastic foundation 167
Figure 130: Buckling of a column with a spring in the middle. The notations are the same than the one introduced in
Figure 126 168
Figure 131: Deflection of a beam on an elastic substrate (spike at L/2). This function is defined piecewise [green:
solution on [0,.5]; red: solution on [.5,1]; yellow: position of the neutral axis of the beam on [0,1] 171
Figure 132: Stiffness map of the elastic foundation for the adapted formulation. The shape predicted by the
algorithm (blue) is compared to the theoretical solution (red dashed line). 172
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