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Abstract— Information Systems, and in particular Current Re-
search Information Systems (CRISs), are usually quite difficult to
query when looking for specific information, due to the huge amounts
of data they contain. To solve this problem, we propose to use a per-
sonal search agent that uses fuzzy and rough sets to inform the user
about newly available information. Additionally, in order to auto-
mate the operation of our solution and to provide it with sufficient in-
formation, a document classification module is developed and tested.
This module also generates fuzzy relations between research domains
that are used by the agent during the mapping process.
Keywords—Automatic classification, Current Research Informa-
tion Systems, Fuzzy-rough sets, Personal search agents
1 Introduction
Current Research Information Systems (CRISs) are informa-
tion systems, operating at regional, national, or international
level1, that store and provide access to data on current research
carried out by organizations or researchers. These data typ-
ically include information on people, projects, organizations,
funding possibilities, facilities, etc. CRISs are usually not easy
to query, due to several reasons. On the one hand, the data vol-
ume is huge. This makes them a very interesting source of in-
formation, but can also be overwhelming for the user when he
tries to find some specific information in the system. On the
other hand, this information is frequently updated, so users
are often not aware of new information that could be relevant
to them. As a consequence, they are often unable to express
their information needs by means of a conventional query. In
the last years, personal search agents seem to be the solution to
those problems [1]: they gather potentially useful information
for users to subsequently present it to them in the form of rec-
ommendations. This idea has been received well and can be
found not only in research-related applications like CRISs2 or
article recommenders [2, 3], but also in a significant amount of
systems from different domains that share the aforementioned
problems [4, 5].
However, and despite the fact that these agents can indeed
be helpful for the users, they are subject to limitations. Since
what they generally do is just to look for exact matches be-
tween the user’s interests (given as keywords) and the rest of
the information in the system, the user will often miss out on
1Some examples can be found at http://cris.csrees.usda.gov/
(USA), http://www.ris.is/ (Iceland), or http://sicris.izum.si/ (Slove-
nia). More information can be found at http://www.eurocris.org/, the
professional association of CRIS experts and developer of the stan-
dard for these systems.
2The possibility of using an agent to retrieve funding possibilities
is given at EraCareers: http://ec.europa.eu/euraxess/
useful information as the documents use different terms to re-
fer to the same, or similar, concepts. Furthermore, most CRISs
also face other information defects such as missing, ambigu-
ous, or imprecise information [6].
Concepts from fuzzy [7] and rough [8] set theory, upon
which the present approach is based, appear as a solution to
the problems mentioned above by allowing for a more flexible
matching process. Fuzzy sets allow to express partial rela-
tionships, which describe reality in a more faithful way than
a binary classification, while the rough component provides
mechanisms for query expansion: in this way, a user profile
and a document may still be matched when they refer to dif-
ferent, but related, keywords, resulting in a higher recall (a
higher number of retrieved relevant documents).
To put these ideas into practice, a Personal Alert System
(PAS) is currently under development. This system contains
profiles of researchers and their interests, activities, papers,
etc., as well as documents with information regarding research
projects, conference announcements, or funding possibilities.
Both these information sources are mapped to a common on-
tology, which is currently the three-level IWETO3 taxonomy
of the Flemish government. The main goal of the system is
to alert users whenever a document can be matched to their
research interests by the search agent. A basic prototype
has been implemented, using fuzzy-rough algorithms, and in
which the user can also influence term relations through a sim-
ple feedback process.
While a conceptual version of PAS was described in [9],
this work goes further and describes its concrete implemen-
tation, paying special attention to the development and evalu-
ation of an automatic classification module which allows the
system to classify new documents according to the IWETO
taxonomy, as well as to acquire new information with a view
to the matching process.
The remainder of this paper is organized as follows: in Sec-
tion 2, PAS is presented, giving a brief overview of its archi-
tecture, and focusing on how the information is represented in
the system. In Section 3, the automatic document classifica-
tion mechanism is described in detail, while in Section 4 we
show how the mapper works. Finally, the paper is concluded
in Section 5, where we address some issues for future work as
well.
2 General design of the system
As said in the introduction, PAS contains information about
researchers, projects, funding possibilities, etc., and it will try
3IWETO, Inventaris Wetenschappelijk en Technologisch Onder-
zoek Vlaanderen (now FRIS); http://www.iweto.be
ISBN: 978-989-95079-6-8
IFSA-EUSFLAT 2009
408
to match researchers with research information by using the
“intelligence” that fuzzy and rough set theories provide. This
section first gives a brief, general view on the system, and then
focuses on the representation of the information.
2.1 Architecture of the system
Fig. 1 below shows the different modules of the system and
how they interact with each other. In brief, the system is or-
Figure 1: General architecture of PAS
ganized as follows. Both users (researchers) and documents
(information about projects, etc.) are represented by means
of profiles. Those profiles, described in more detail in the
next subsection, contain several fields, the field storing key-
words being the most important one. These keywords repre-
sent the researchers’ interests (in the cases of the users), or the
fields the documents are related to (in the case of the projects),
and correspond to the IWETO taxonomy, where they are dis-
tributed in three hierarchical levels: a first level with 5 main
nodes, a second level with 29 nodes, and a third level con-
taining 359 nodes (in this last level, a node may contain more
than one research field, when the fields are closely related).
The left-hand side of Fig. 2 shows a sample of the taxonomy.
Once a document comes into the system, it is automatically
classified (this process will be shown in detail in Section 3), to
subsequently be sent to the mapper. The mapper is the central
and, thanks to its fuzzy-rough algorithms, intelligent part of
the system. It decides whether or not a given document could
be interesting for a given user. After this process, and if the
mapper has decided so, a notification (about that given docu-
ment) is sent to the user. Finally, if he desires so, the notified
user can give his feedback about his satisfaction degree with
the received alert: the system will then use this information to
adjust the relations described in Section 2.2.
For additional information about the architecture and a
more detailed description of the different parts of the system,
we refer to [9].
2.2 Representation of the information
A key issue in PAS is the representation of the information:
not only how profiles are represented but also how the IWETO
taxonomy is stored.
Profiles are based on IWETO keywords, and their repre-
sentation is common for both users and documents. Leaving
aside the fields inherent to users or documents (i.e. “name” for
users, “title” or “description” for documents), both user and
document profiles contain a field dedicated to store the key-
words that will represent them in the system. The structure
used for that is a set where the pairs <interest terms, degree
of interest> are stored (degree of relationship, in the case of
the documents). For example, the list {(AI,1), (T,0.7), (P,0.2)}
would correspond to a user very interested in Artificial Intel-
ligence, quite interested in Translation, and slightly interested
in Physics. The degree of interest/relation lies always between
0 (no interest/relation) and 1 (strong interest/relation). Every
profile can therefore be seen as a fuzzy set in the whole collec-
tion of keywords X (since the keywords can come from any
of the levels of the taxonomy, its hierarchical structure does
not play any role at this point).
In the current implementation, the information contained in
the profile keywords has different origins. While documents
are automatically classified by using the techniques explained
in Section 3, users must select their interests from a list of key-
words. Users also select the different interest degrees from a
list where these are linguistically represented (to subsequently
map them onto a numerical value automatically).
Apart from user-keyword and document-keyword relations,
we also consider relationships between keywords. A square
matrix is used to represent the different relations between key-
words, expressed as a degree ranging between 0 (no relation)
and 1 (strong relationship). The right-hand side of Fig. 2 gives
an example of this representation. A way of assigning degrees
to term pairs is based on their co-occurrence during the train-
ing process; the more two terms co-occur in training docu-
ments, the higher their degree of relationship (see (10) in Sec-
tion 4 for more detail).
These degrees make it possible to define a fuzzy relation R
reflecting how closely two keywords k1 and k2 are related. It
is important to remark that R is not a fuzzy tolerance relation,
since it is not symmetric. It is reflexive, because a term is
perfectly related to itself, soR(k1, k1) = 1, but R(k1, k2) and
R(k2, k1) are not always equal. This is necessary to depict
reality in a more faithful way. For instance, and referring to
the example shown in Fig. 2, it is logical to think that there is
a stronger relation from Ophtalmology towardsMedicine than
vice versa: a document related to Ophtalmology will always
be related to Medicine, but a document related to Medicine
will not be necessarily relevant to Ophtalmology.
Figure 2: Example of how the classification is stored
The information about the links between keywords (re-
search fields) contained in the keyword relationship matrix can
be used by the system, along with the interest research fields
in the profiles, to compute a fuzzy-rough upper approximation
for every profile. This process will be explained in more detail
in Section 4.
3 Automatic document classification
Clearly, information is the core of any information system,
CRISs included. Therefore, it is important for the system to
ISBN: 978-989-95079-6-8
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be able to acquire new information easily. Since PAS aims to
be as human-independent as possible, it is equipped with an
automatic document classification module for this purpose. A
representation of the process that documents undergo in this
module is shown in Fig. 3 below. To build the module, some
of the ideas in [10], such as the usage of keyword vectors for
documents and classification, have been used.
Figure 3: Automatic classification process
3.1 Training
First of all, the system needs to be trained, which is done by
means of already classified documents. Currently, these docu-
ments come from the FRIS database4. Basically, each of them
consists of an abstract about a given project, the keywords of
that project, and the research fields under which the project
was classified in the FRIS database. The documents must first
be converted to a format readable by the system, namely txt.
Afterwards, every document d is processed by a stemming al-
gorithm. To this purpose, PAS currently uses a purpose-built
stemmer, although the list of stopwords that this stemmer uses
is an extended version of that which can be found at the site of
the implementation of the Porter stemmer [11] in the Snowball
language for stemming algorithms5. After that, the TF-IDF al-
gorithm [12] is applied to calculate a weight wi for each term
in the document. Those terms with a weight wi greater than a
given threshold γ (γ≥0) are put into a vector d that represents
the document. This vector d is further normalized so that it
has unit length.
An important aspect at this point are the terms for which a
TF-IDF value is computed. The first implementations of the
classifier worked with two-word terms (bigrams), since such
terms offer more information and are less ambiguous; for ex-
ample “information system” is more meaningful than “infor-
mation” and “system”. However, they are also more difficult
to match between documents, and some combinations are not
so fortunate. So since early tests with one-word terms (un-
igrams) showed a sensible improvement, the classifier cur-
rently works with unigrams. Nevertheless, for some terms
composed of more than 1 word, no splitting is applied. This
happens for terms extracted via pattern recognition, for exam-
ple those preceded by the string “Keywords:” in a document.
In this cases, the terms are added, untouched, to the vector d,
with weight 1.0. Additionally, if the term is not a unigram, an-
other copy of it is added to the rest of the text in the document
4FRIS, Flanders Research Information Space; http://www.ewi-
vlaanderen.be/fris/
5M. Porter, Snowball: a language for stemming algorithms;
http://snowball.tartarus.org/index.php
to be split and processed as described above.
When the training documents have been reduced to their
term vector form, the system is ready to start its learning pro-
cess. It is here where the hierarchy of the IWETO thesaurus is
used. First, and based on the information regarding the nodes
(research fields) under which the documents have been clas-
sified, every vector d is assigned to its corresponding node or
nodes n. A vector n for every node n is then computed. These
vectors n are normalized vectors containing the terms that are
most relevant to node n, or in other words, the terms (and re-
spective weights) contained in the term vectors d assigned to
n. More formally, let S(n) be the set of subconcepts under
concept n (children of node n). Also, let {dn1 , d
n
2 , · · · , d
n
kn
}
be the individual training documents classified under concept
n. Docs(n), the set of all the documents classified under con-
cept n augmented with the documents classified under all its
children is defined as:
Docs(n) =
[ ⋃
n′∈S(n)
Docs(n′)
]
∪ {dn1 , d
n
2 , · · · , d
n
kn
} (1)
The term vector n is then computed as:
n =
[ ∑
d∈Docs(n)
d
]
/|Docs(n)| (2)
This term vector n is finally normalized into a unit vector.
3.2 Automatic classification
The classification process starts in a similar way to that of the
training process, including the application of the stemming
and TF-IDF algorithms to create their representative vectors
d. Each test document is then compared to every node in the
hierarchical classification. This is done by comparing their
representative term vectors d and n by means of cosine sim-
ilarity. Those nodes n for which the value of the comparison
sim(d, n) is greater than zero are added to a priority queue
along with their sim values, ordered with respect to these val-
ues. The cosine similarity measure sim for normalized vec-
tors is defined as their inner product, i.e.,
sim(d, n) =
d · n
|d||n|
= d · n (3)
Since the values sim(d, n) reflect how related the document d
is to the class represented by node n, they are normalized so
that d and n1, the class with which d has the strongest rela-
tion, are related in a degree 1. Finally, the nodes in the N first
places of the priority queue (i.e. the nodes with the N greatest
values for sim, N≥0) are retrieved, along with their com-
puted and normalized sim values, as long as they are greater
or equal than a given threshold δ, δ≥0. Thus, δ controls that
only those classes to which d is sufficiently strongly related
are taken into account.
The document is then classified under those research fields.
This means that a profile is created for the document, with
its representative keywords the research fields in which it has
been classified, and with the respective sim values giving an
idea of how related the document is to them.
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3.3 Classification results
The last part of this section is dedicated to show some results
obtained with the proposed classifier. At the same time, some
design decisions are discussed.
First of all, an evaluation measure is needed. Evaluating hi-
erarchical classification is no trivial problem, a problem that
gets yet more complicated by the fact of the classification be-
ing multi-label, i.e., documents can be labelled with different
keywords. In this work we will use an adaptation to fuzzy sets
of the measure hFβ proposed by Kiritchenko et al. in [13].
Specifically:
hFβ =
(β2 + 1) · hP · hR
(β2 · hP + hR)
, β ∈ [0,+∞) (4)
where hP and hR are hierarchical precision and hierarchical
recall, respectively. These measures are a variation of the tra-
ditional precision and recall evaluation measures which also
take into account the hierarchical structure of the classes. In
particular, rather than comparing the classes a document be-
longs to and the ones that were predicted for it, we also con-
sider the ancestors of these classes. Formally:
Cˆi = {∪ck∈CiAnc(ck)} Cˆ ′i = {∪cl∈C′iAnc(cl)} (5)
where Ci and C
′
i are the actual and the predicted class sets,
respectively, and Anc(n) is the set of ancestors of n, n in-
cluded. Therefore, Cˆi and Cˆ ′i are the actual and predicted class
sets extended by adding them the ancestors of the classes they
contain. Note that Cˆ ′i is treated as a fuzzy set, with its mem-
bership values equal to the predicted sim values, and that Cˆi
is actually a crisp set, since a document d is related to all the
classes under which it is actually classified in a degree of 1.
Measures hP and hR are then defined as:
hP =
∑
i |Cˆi ∩ Cˆ
′
i|∑
i |Cˆ
′
i|
hR =
∑
i |Cˆi ∩ Cˆ
′
i|∑
i |Cˆi|
(6)
Since we are dealing with fuzzy sets, corresponding opera-
tions are used, defining the intersection of Cˆi and Cˆ ′i by:
(Cˆi∩Cˆ ′i)(x) = min(Cˆi(x), Cˆ
′
i(x)) (7)
for a keyword x, and defining the cardinality of Cˆ ′i as:
|Cˆ ′i| =
∑
x∈X
Cˆ ′i(x) (8)
By this definition, wrongly predicted classes are penalized less
strongly when they belong to the same branch as one of the
actual classes. The value of β can be chosen; in our case we
will use β = 1, so both hierarchical precision and hierarchical
recall have the same weight in hF .
All the results shown throughout the rest of the section have
been calculated with this evaluation measure. On the other
hand, the tests to obtain those results were carried out with
a dataset formed by 9438 IWETO project descriptions, on
which 10-fold cross validation was performed.
The results are subject to a number of parameter settings.
The parameters with more impact in the results are the ones
related with the term vector d used to represent a given doc-
ument d, and the way the system chooses the classes under
which the document d will be classified. Those problems are
related with the parameter γ mentioned in Section 3.1, and the
parameters N and δ mentioned in Section 3.2, respectively.
All these parameters are discussed here and some results about
their tuning are presented in Table 1.
Parameter γ is necessary to restrict the number of terms in
every term vector d, mainly because of memory usage and
system performance reasons, since terms with very low TF-
IDF weights would be probably irrelevant anyway if they were
included in the term vector. Due to the short length of the
documents we used, parameter γ is not very essential for our
purposes. Therefore, the value used for our tests was γ =
0. Nevertheless, as mentioned above, its use is recommended
when dealing with longer documents (or documents with an
unknown length).
More relevant in our tests was the number of classes in
which the system classifies the document: too many or too
few classes probably signify a big difference with respect to
the actual classification (resulting in too low precision and/or
recall), and will also have an important impact on the user’s
satisfaction (if a document is classified in too many categories,
it will be considered for the matching process even when it is
not strongly related to a given category; if it is classified in just
one category, it probably will not reach its whole target group
of users). Parameters N and δ control this.
As said in Section 3.2, N sets the number of research fields
in which a document will be classified, i.e., the number of
classes that will be retrieved from the first places of the priority
queue. On the other hand, a threshold δ is also necessary, in
order to avoid cases of weak relationships: N is the number
of classes with the highest value for the similarity measure
sim, but that does not necessarily mean that all N values are
high. Threshold δ tries to solve this. Since it is applied to
normalized results, δ must be a value between 0 and 1, and
since strong relationships are desired, the value cannot be too
low. The results of the different tests are shown in Table 1.
Table 1: Results for tests with different values for N and δ.
δ N 6 5 4 3 2 1
0.3
hF1 0.502 0.512 0.523 0.53 0.527 0.478
hP 0.419 0.442 0.472 0.508 0.555 0.623
hR 0.625 0.609 0.587 0.555 0.501 0.388
0.4
hF1 0.505 0.514 0.524 0.53 0.526 0.478
hP 0.426 0.447 0.475 0.509 0.556 0.623
hR 0.62 0.605 0.584 0.553 0.5 0.388
0.5
hF1 0.509 0.517 0.525 0.53 0.526 0.478
hP 0.439 0.457 0.481 0.513 0.557 0.623
hR 0.607 0.595 0.577 0.548 0.497 0.388
0.6
hF1 0.514 0.519 0.525 0.528 0.524 0.478
hP 0.458 0.473 0.493 0.52 0.56 0.623
hR 0.584 0.575 0.562 0.538 0.493 0.388
0.7
hF1 0.516 0.519 0.522 0.524 0.52 0.478
hP 0.487 0.496 0.511 0.531 0.564 0.623
hR 0.549 0.546 0.535 0.518 0.483 0.388
0.8
hF1 0.514 0.514 0.515 0.516 0.514 0.478
hP 0.528 0.531 0.537 0.55 0.574 0.623
hR 0.5 0.499 0.495 0.486 0.465 0.388
0.9
hF1 0.503 0.503 0.503 0.503 0.501 0.478
hP 0.577 0.577 0.578 0.581 0.591 0.623
hR 0.445 0.445 0.444 0.443 0.435 0.388
The average number of classes to which a given document
from the dataset belongs is 3. Due to this fact, N = 3 offers
the best values for the evaluation measure hF1. It can also be
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seen that N = 3 offers the best equilibrium between hP and
hR. Moreover, note that the precision hP is inversely propor-
tional to N : the fewer classes d is classified in, the higher the
precision. This is logical since a low value for N means that
the document is classified in those classes which offered the
highest values for the similarity measure sim, classes that are
then probably among those under which the document was
actually classified. But that small number of classes has a
drawback: the recall is of course lower. In the same way, a
higher value of N results in higher values of hR: the docu-
ment is classified under a lot of concepts and therefore it is
more probable that they cover all the classes actually linked
with the document. Of course, this higher number of classes
makes the classifier less precise.
Also δ is important, mainly for higher values of N : these
high values imply taking more classes into account when clas-
sifying a document, but δ imposes a threshold that leaves out
all those “highest values” that are not actually high enough
to be considered for the classification. In that way, δ allows
higher values ofN to be used in order to avoid leaving out po-
tentially adequate classes, but without the risk of considering
classes that probably are not so related to the document.
Note that the combination of N = 1 and δ is useless, as re-
flected by the results: since the results of sim are normalized,
the highest value in the priority queue (and therefore the only
one that will be retrieved when N = 1) will be equal to 1.
Although a high precision is desirable, it is necessary to
keep in mind that the system aims to alert the researchers
about potentially interesting documents. Therefore, the docu-
ments are preferably classified under more than one research
field (as long as those fields are relatively strongly related to
the document). That means that a balance between precision
and recall (β = 1) is recommended in this case. As the com-
bination δ = 0.5, N = 3 offers the best results (δ = 0.4 and
δ = 0.3 obtain similar values for hF but a lower precision),
they are the values currently used by the system.
There are nonetheless some remarks to be made. In this
case, the hierarchical classification problem gets complicated
by the fact that the documents in the dataset have been man-
ually classified by different people. This means that in some
cases the document has been indexed under all the possible
research fields while in other cases it has been vaguely classi-
fied under a parent concept. As previously explained, this can
cause big differences between the set containing the research
fields under which the documents were actually classified and
that predicted by the system.
4 Mapper
Since the mapper is the most important part of the system,
this section is used to explain in detail how it works. The
mapper determines whether a document is interesting enough
to notify a user about it. In this process, as discussed in the
introduction, the system should be able to identify interesting
documents even when their keywords do not exactly match
those in the user’s profile, but are semantically related to them.
To achieve this added intelligence, some ideas from fuzzy-
rough set theory are used.
Specifically, fuzzy-rough query expansion is applied. In
particular, the system currently uses an adaptation of the ap-
proach described in [14]: to assess how well a document pro-
fileD matches a user profile U (both represented as fuzzy sets
in the setX of keywords) the algorithm first uses a fuzzy rela-
tionR to generate their respective upper approximationsR↑D
and R↑U , where the upper approximation of a fuzzy set A in
X under a fuzzy relation R is defined as:
(R↑A)(y) = sup
x∈X
min(R(x, y), A(x)),∀y∈X (9)
A keyword belongs to this upper approximation to the extent
that it is related, by means of the fuzzy relation R, to at least
one of the keywords in A. In other words, (9) defines the
set of objects possibly belonging to A to a certain degree. In
the current system, the relatedness of two terms is based on
their co-occurrence during the training process, as explained
in Section 2.2. To be precise, the relationR between two terms
x and y can be defined as:
R(x, y) =
|Docs(x)∩Docs(y)|
|Docs(x)|
(10)
The similarity between D and U is then computed, using
α-cuts6, as
Simα(U,D) = 1−
|Buα|
|(R↑D)α|
(11)
where
Bu = R↑D  [R↑U ∩R↑D] (12)
with  the difference of A and B, defined by (AB)(x) =
max(0, A(x)−B(x)).
If |(R↑U)α| = 0, the similarity is defined to be 0. Cur-
rently, the system uses a fixed value α = 0.5, which turned
out to yield the best performance experimentally in prelimi-
nary tests. It is important to point out that Sim is asymmetric
and that therefore the order of U andD is relevant. This keeps
the focus of the comparison on the document (Bu is the set
of terms in the upper approximation of D that are not shared
with the upper approximation of U ) and allows the document
to reach more users, as long as it is of relevance for them.
The obtained similarity between user and document is then
compared to a user-set notification threshold (entered linguis-
tically and then mapped onto a numerical value): if the simi-
larity is greater than or equal to the threshold, user U will be
notified by the system about document D. In this way, the
user can tune the sensitivity of the mapper: if he only wants to
receive alerts about documents that are definitely relevant, he
can impose a higher threshold.
5 Conclusion and future work
We have shown how fuzzy relations are used to represent grad-
ual relationships between research fields, and how these rela-
tions can be generated from a given dataset. It has also been
shown how to construct user and document profiles as fuzzy
sets, and how these sets can be matched by applying ideas
from fuzzy-rough set theory. In addition, we have also pro-
posed and explained a method to automatically classify docu-
ments, in order to keep the system easily updated. However,
and despite the promising performance offered by the current
6The α-cut of A is defined as Aα = {x∈X|A(x) ≥ α}, where
α∈[0, 1]
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implementation of the system, there is still a lot of work to be
done.
Since the main goal of the project is to match researchers
with documents that can be potentially useful for them, the
main effort will be put into the mapping algorithms. New al-
gorithms will be developed and tested to replace the one cur-
rently used. This current algorithm, though very interesting, is
quite basic, so we think that there is a lot of room for improve-
ment. For example, different similarity measures to compare
the upper approximation can be investigated, and we plan to
set up an experiment with a group of real test users.
The performance of the fuzzy-rough algorithms is of course
also linked to the availability of sufficient document profiles
and the quality of the classifier. However, the current ver-
sion of this module of the system is quite simple, and further
improvements could be very interesting and fruitful. For in-
stance, more complex techniques from language technology
could be used to refine the keyword extraction. Also, the fuzzy
weights of the relationships between concepts can play a more
important role, in the classification process as well as in the
evaluation of results. The possibility of semi-automatically
enriching the IWETO thesaurus with a fourth level, for the
sake of precision, will be studied too. Besides, an alternative
representation of the information, with the profiles as copies
of the classification (which would allow the user to assign his
own weights to the relations), will be considered.
Other modules will be added as well. In order to achieve
a greater autonomy of the system, the feedback mechanism
will be automated, and different techniques will be used to
monitor the user’s behavior while using the system, so that it
can automatically update his list of interests and preferences,
adding information that can be useful for the mapper. Also,
the classifier could be used to extract additional information
from the researcher’s publications, when available. All this
information can also be used, along with that provided by the
feedback mechanism, to refine and adjust the relationships be-
tween concepts from the thesaurus. The user will also be free
to explore the system on his own: a browsing utility and a
search engine will be added with that finality. This engine can
also use the same query expansion techniques that are used for
personalized notification.
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