Given a tetrahedral mesh, the algorithm described in this article produces a smooth 3D frame field, i.e. a set of three orthogonal directions associated with each vertex of the input mesh. The field varies smoothly inside the volume, and matches the normals of the volume boundary. Such a 3D frame field is a key component for some hexahedral meshing algorithms, where it is used to steer the placement of the generated elements.
Introduction
Given a volume of interest, a 3D frame field can be defined at each point of the volume as a set of 6 unit vectors, globally invariant by rotations of π/2 around any of its vectors. One of the main motivations for generating such direction fields is to use them to steer the placement of objects within the volume of interest, as in hex-dominant meshing. Thus, hexahedral meshing is decomposed into two steps: (1) smooth frame field design and (2) hexahedral partitioning of the domain aligned with the frame field.
We make the remark that previous frame field generation methods address the 2D and 3D cases with very different strategies:
• In 2D, frame field design can be restated as vector field design (a simpler problem), thanks to the introduction of the "representation vector". It replaces a frame (a set of 4 vectors invariant by rotations of kπ/2) with a 2D vector, and defines the distance between two frames as the distance between the corresponding 2D vectors. It leads to a simple optimization problem that can easily support constraints and data fitting terms.
• In 3D, it is (unfortunately) not trivial to extend the idea of a "representation vector". Instead, Huang et al. [2011] propose to represent frames by functions defined on the unit sphere (refer to Fig. 1 ). They derive a definition of the field smoothness from this representation. The existing approaches optimize it in two steps: (1) initialize the field by optimizing spherical harmonics coefficients (Huang et al.) or propagate the boundary constraints greedily ( [Li et al. 2012] ) (2) further smooth this result by minimizing a non-convex objective function, using L-BFGS [Liu et al. 1989] . In this smoothing step, the frames are represented by Euler angles.
We experimented with Huang's approach in 2D ( §2): each frame is represented by a sine function. The corresponding 2D optimization problem means finding for each frame its coefficients in the Fourier basis ( §2.2), that will minimize the L 2 norm between adjacent frames ( §2.3), subject to unit function norm constraint ( §2.4). We found that the instantiation of Huang al. [2011] in 2D reproduces exactly the same optimization problem as in the current 2D state-of-the-art ( §2.5).
Therefore, using the notations introduced for the 2D case, we can describe the 3D version in §3 and extend the 2D optimization mechanism to 3D in §3.5. In the end, our 3D version is very similar to Huang's initialization, except that it exactly enforces boundary constraints.
• The first difficulty is to find the expression of the boundary conditions. On the boundary the frames are free to rotate around the surface normal ( §3.4) and it is difficult to enforce the alignment constraint while preserving this rotational degree of freedom. Previous work [Huang et al. 2011 ] only partially enforces the alignment condition, resulting in a poor initialization of the optimization procedure as evaluated in §4.2.
• The second difficulty is that a frame is represented in a 9D Fourier basis, but the set of admissible functions (those that correspond to a frame) has dimension 3 (all possible rotations of the reference frame). Thus, in 2D one simply needs to normalize the representation vector, whereas in 3D we need to find the nearest point on the 3D manifold of admissible vectors embedded in 9D space.
In the present paper, we discuss some evaluation criteria related to our main envisioned application (hexahedral dominant meshing), and we show that our algorithm outperforms the state of the art methods [Huang et al. 2011; Li et al. 2012] . Furthermore, we show that minor modifications of existing algorithms make them competitive with ours, and that our initialization alone can be sufficient in many cases.
Previous works Frame field design on surfaces
Optimizing a frame field inside a 2D shape is very similar to optimizing a direction field on a 3D surface. The differences between a 2D shape and a 3D surface come from the curvature of the surface in the 3D case (angle defect, hard constraints, curvature fitting term).
Direction field design on surfaces was introduced by [Hertzmann and Zorin 2000] for orienting strokes in non-photorealistic rendering. In their method, directions are represented by an angle rotation θ per vertex, and the smoothing is performed by a non-linear solver (BFGS). In the reference cited above, the "representation vector"
was not yet introduced, and the optimization mechanism they use is very similar to the smoothing step used in [Huang et al. 2011; Li et al. 2012] for the 3D frame fields. Solving with a representation vector v = (r cos(θ), r sin(θ)) for each θ was suggested in [Ray et al. 2006] for faster results, and improved later for better control over the field topology [Ray et al. 2009 ]. Based on representation vectors, [Palacios and Zhang 2007a] proposed to control the field topology by local operations. For direction fields without constraints, fixing the norm of the entire solution instead of the norm of each representative vector [Knöppel et al. 2013] allows to find optimal direction fields by solving an eigenvector problem.
Directly optimizing for the angle θ makes it possible to perfectly control the field topology, but this is obtained at the expense of solving a mixed-integer system [Ray et al. 2008; Bommes et al. 2009] . In [Palacios and Zhang 2007a] , representation vectors are introduced together with their duality with N th order traceless symmetric tensors. This relation is very useful to unify 2D and 3D frame fields.
Frame field design in volumes
In the computer graphics domain, Huang et al. [2011] bring the functional representation of 3D frames: they represent frames by a function defined on a sphere and they store its decomposition in the spherical harmonics basis. Their initialization step first creates a smooth spherical harmonic field. Then, for each sample, they compute the 3D frame that is best aligned with the spherical harmonic. This initial solution is finally improved by applying an optimized rotation to each frame. These rotations are defined by Euler angles and obtained by minimizing the field smoothness with L-BFGS. Boundary alignment is enforced by a penalty term. Li et al. [2012] propose an alternative initialization method. They design a 2D frame field on the volume boundary, convert it to a 3D frame field by adding the surface normal and its opposite vector, and then propagate it inside the volume. The resulting field is finally smoothed by optimizing a rotation for each frame, similarly to what is done in [Huang et al. 2011 ], but with a better optimization scheme. They also optimize the singularity graph of the field by local combinatorial operations, as done by [Jiang et al. 2014] .
Our method optimizes for the same objective function as the references cited above, but with an initialization step that may be sufficient for remeshing applications. Our smoothing (same as [Li et al. 2012 ] but with a different sampling) is only required for surfaces of revolution. The performance of our method is compared with previous work in §4.
Functional representation in 2D
In this section, we explain how 2D algorithms like [Ray et al. 2006; Kowalski et al. 2012] can be reformulated with a functional representation for each frame (instead of a "representation vector"). The goal of this section is to introduce the concepts and notations in the simple 2D setting in order to facilitate understanding the 3D setting (later in Section 3). Note that in the 3D setting there will be no Gauss curvature. For this reason, we discuss here only the flat 2D setting (field defined on a subset of IR 2 instead of a 3D surface).
Definitions for the 2D setting
Given a 2D triangulated shape, frame field design in 2D consists in finding a smooth frame field aligned with the boundary of the shape. We formulate it as minimizing the field curvature, based on the following definitions:
• A frame is a set of 4 unit vectors f = {f k }, k ∈ [0, 3] that is invariant by a rotation of π/2 (Figure 2 ). It can be represented by the angle θ such that ∀k, f k = (cos(θ + kπ/2), sin(θ + kπ/2));
• a frame field is a frame per vertex of the triangulation;
• the boundary constraint: a normal on the boundary must match one of member vectors of the corresponding boundary frame;
• the rotation angle between two frames is the angle ∆θ of the rotation that transforms one frame into the other. This angle being defined modulo π/2, we choose the ∆θ with minimum absolute value;
• a triangle is said to be singular if the sum of the rotation angles over its three edges is not equal to 0.
Representing a frame field by angles is a natural and simple idea, but it makes it difficult to optimize the field curvature [Bommes et al. 2009; Ray et al. 2008] . More importantly, this representation cannot be trivially generalized to 3D frame fields. For these reasons, we propose to study and fully characterize an alternative representation, where each frame field is represented by the graph of a function with the same symmetries as the frame field.
Figure 2: A 2D frame is a set f of 4 vectors f0, f1, f2, f3 invariant under rotation by π/2. Its angle representation is the rotation θ between the global axis x and f0.
Figure 3: Parametric plot of the reference frame representatioñ F (α) (left) and an arbitrary frame F (α) (right). The plotted function is defined by x(α) = (1 + F (α)) cos(α) and y(α) = (1 + F (α)) sin(α) for α ∈ [0, 2π[. Note that the corresponding frames are aligned with the maxima of the representation functions.
Functional approach: frame representation
In what follows, the trivial framef that is aligned with the coordinate axes is called the reference frame. It is defined byf = {(1, 0), (0, 1), (−1, 0), (0, −1)}. We represent the reference frame by the functionF (α) = cos(4α) with α ∈ [0, 2π . One can notice that the graph of this functionF (α) is similar to the framef it represents 1 . In particular, it exhibits the same symmetries and π/2 rotation invariance asf .
Any frame f can be obtained through a rotation off by a given angle θ. The functional counterpart is to rotate the graph of the functionF , namely any frame f can be represented by a function
Since a rotation of the graph does not change the frequencies of the underlying function, any frame function F (α) can be exactly represented as a weighted sum of Fourier basis functions cos(4α) and sin(4α). Indeed, if F (α) represents a rotation of the reference frame by angle θ, then F (α) = cos(4α−4θ) = cos(4θ) cos(4α)+ sin(4θ) sin(4α).
Let us now introduce some notations: let B = (cos(4α), sin(4α)) denotes the row vector of the orthogonal basis functions and a = (a0, a1) = (cos(4θ), sin(4θ)) denotes the column vector of coordinates of a function F in the basis B. With these notations, any frame function F can be represented by its coordinates a in the basis B, or F = Ba.
A coefficient vector a is feasible if and only if there exists θ such that a = (cos(4θ), sin(4θ)) . Geometrically, a is constrained to lie on a curve parameterized by θ. This curve represents, in coefficient space, all possible rotations of the reference frame. In 2D, this curve is the unit circle, thus the feasibility constraint on a is simply a a = 1.
At this point, we can observe that the coefficient vector a exactly corresponds to the representation vector used in the direction field literature, but it comes with a different viewpoint that will have an importance when moving to the 3D setting in Section 3. Before moving to the 3D setting, we explain how the objective function that expresses the field smoothness can be defined, as well as the constraints it should satisfy.
Functional approach: objective function
The objective function that we minimize is defined as a sum over each edge of the squared differences between the frames at the edges extremities. In our formulation, the difference between two frames (at vertices i and j) is not the rotation angle, but the L
2 dα, which can be simplified as:
In Equation 1 above, the last step is justified because the function basis B is orthogonal (< cos(4α), sin(4α) > = 0). One can also notice that all feasible functions are of norm √ π.
Functional approach: constraints and boundary conditions
As discussed in §2.2, the first constraint is that the variables a i must be feasible (i.e. there should exist a frame represented by a i ).
As for boundary conditions, frames on boundary vertices i must have one member vector equal to the normal direction. If θ i denotes the normal direction, the frame functions on boundary vertices are constrained by two equations:
Implementation
At this point, our optimization problem consists in minimizing the objective function E (eq. (1)) subject to linear equality constraints on boundary vertices (eq. (2)) and quadratic equality constraints a i a i = 1 for each vertex i. We first minimize the quadratic energy without the constraint a i a i = 1, then choose the nearest feasible solution by normalizing a i .
Here, we relax the feasibility constraints, so we need to minimize the quadratic function E subject to linear boundary constraints.
To do that, we simply replace the linear constraints with a strong penalty term in the objective function, leading to a new quadratic function to optimize. This penalty method is very simple and sufficient in practice.
In more details, the new quadratic function is expressed in the form AX − b 2 where A is a matrix, X our variable vector (X2i = a i 0 and X2i+1 = a i 1 ) and b is a vector. The system of equations AX − b = 0 is constructed line-by-line:
• initial objective function E: for each edge ij, we add two equations (eq. (1)):
• boundary constraints: for each boundary vertex i, we add two equations (eq. (2)):
where the constant C is set as C = 100 in all our experimental results reported here.
From A and b, we just need to solve the linear system A AX = A b to obtain a minimizer of AX −b 2 . Then from X we can obtain an initialization of a i by projecting the corresponding vectors onto the set of feasible coefficients:
To solve the linear system, we use the OpenNL library [Lévy 2001 ], which automatically constructs A AX = A b from the set of linear equations and then solves it by the Jacobi-preconditioned conjugate gradient method. We obtain in the end an algorithm that is very similar to the one in [Knöppel et al. 2013] or to the initialization in [Ray et al. 2006; Kowalski et al. 2012] . Smoothness can be further improved by a nonlinear solver initialized with this initial guess, as done in [Ray et al. 2006; Kowalski et al. 2012] 3 Optimization of 3D frame fields
The representation vector used by previous work was the key to efficiently optimize direction fields in 2D, however, generalizing it to the 3D setting is non-trivial. We now explain how the functional representation viewpoint of the 2D problem ( §2) can be naturally generalized to the 3D setting. We present below the functional representation of 3D direction fields, the constraints they need to satisfy and derive an efficient optimization algorithm.
Definitions for the 3D setting
Given a tetrahedral mesh, our goal is now to create a smooth frame field that is aligned with the boundary of the mesh. We first introduce the following notions:
• The reference framef is the set of 6 unit vectors aligned with coordinate axes (Figure 4) ;
• a frame is the reference frame rotated by a 3 × 3 orthonormal matrix R: f = Rf ;
• a frame field associates a frame to each vertex of the tetrahedral mesh;
• the boundary constraint ensures that the frame of a boundary vertex has one of its member vectors equal to the normal at the boundary;
• a tetrahedron is said to be singular if any of its triangles is singular. The triangle ijk is singular if and only if R ij × R jk × R ki = Id, where R ij denotes the rotation matrix that brings the frame f i to the frame f j .
• the stable direction of a singular tetrahedron's facet is the set of 2 unit vectors
Having a stable direction is a necessary condition to produce hexahedral meshes that [Li et al. 2012; Jiang et al. 2014] are enforcing (on the dual mesh). It is also assumed in the definition of singularities [Persson et al. 2014 ] using local projections.
Frame representation
Like Huang et al.[2011] , we represent a frame by a polynomial, whose restriction to the unit sphere exhibits the 24 symmetries of a cube. The lowest degree of such a polynomial is 4, thus our reference frame (up to a scaling factor and a constant summand) is the polynomial x 4 + y 4 + z 4 restricted to the unit sphere, refer to Figure 4 for an illustration.
In the 2D setting, we decomposed the reference frame polynomial onto the Fourier basis, and our variables were the coordinates in this basis (they correspond to the representation vector). We apply the same technique in 3D: we decompose the function
onto the basis of spherical harmonics. Note that it is composed of a single component of frequency 4 (we removed the constant summand and normalized the function). Thus, the reference framẽ f is represented by the functionF defined by:
where Y l,m is the real-valued spherical harmonic of degree l and order m (see the supplemental material for more details). These harmonics are sometimes called tesseral [Ferrers 1877, p. 74] . The list of harmonics of degree 4 can be found in [Görller-Walrand and Binnemans 1996, p. 239] ). The functionF is defined over the entire space R 3 → R, but here we are only interested in its restriction to the unit sphere S 2 → R.
An arbitrary frame f can be obtained as a rotation off by a matrix R. Thus, it is represented by the function F (P ) =F (RP ), where P is a point of the unit sphere (Figure 4 ).
The family of functions Y l,m forms a function basis over the unit sphere. Clearly, applying a rotation to a spherical harmonic of degree l does not change its degree (it produces another spherical harmonic of degree l). This invariance is quite natural: for example, translating a 1D function does not change its frequencies, thus the degree of functions in the Fourier basis is not changed upon a translation. We represent the reference frameF by a sum of two spherical harmonics of degree 4 (Equation (2) , here B is a row vector andã is a column vector, soF is a scalar function defined on the unit sphere. Any other frame f = Rf can be represented as F = Ba, where a = RBã with RB being a 9 × 9 rotation matrix acting on the coefficients space. The formulas and technical details behind these rotation matrices are also provided in the supplemental material.
A feasible coefficient vector a corresponds to the reference vector a transformed by a rotation. In other words, it is a vector that can : An arbitrary frame f corresponds to the reference framẽ f rotated by a 3 × 3 matrix R. The graphs of the corresponding functions F andF are also rotated by R, and their coefficients vectors verify a = RBã where RB is a 9 × 9 rotation matrix (derivation detailed in the supplemental material).
be written as a = RBã where RB is a 9D rotation matrix that can be derived from a 3D rotation (determined by 3 parameters). Thus, a is geometrically constrained to lie on a manifold of dimension 3 embedded in the 9D coefficient space.
At this point, one can consider the coefficient vector a as an extension of the representative vector used in the direction field literature. It also corresponds to the representation introduced in [Huang et al. 2011 ].
Objective function
As in the 2D setting, the objective function is defined as the sum over each edge ij of the squared difference between frames located at the edges extremities. In our formulation, the difference between two frames is the L 2 norm of the difference between the corresponding functions, defined as:
Since the function basis B is orthonormal, E can be simplified as:
Constraints and Boundary Conditions
There are two types of constraints that need to be satisfied by the coefficient vectors: first, each coefficient vector a i needs to be feasible and second, frames on boundary vertices must have one vector aligned with the normal at the volume boundary. We already mentioned the first constraint at the end of §3.2. It is enforced by our optimizer in a dedicated "projection" step (3D counterpart of the normalization of a in 2D case). More details about it are given in the supplemental material.
We now focus on the boundary conditions, which have more particular cases than in 2D, depending whether the considered boundary vertex is smooth, on a crease or on a corner.
Smooth vertex
We assume first that there is only one normal associated with the vertex, it can be computed as the average normal vector of incident boundary triangles.
Case 1: the normal is equal to the z axis.
Let us first consider the case where the fixed vector (the surface normal) corresponds to the z axis. If we rotateF around z by an angle θ, we obtain a = RBã with RB being a rotation around z. .
The variable c defines the rotation of the frame around the surface normal. In other words, it defines a 2D frame field. Optimizing this 2D frame field using c as variables is exactly what we did in 2D by introducing the coefficient vector a. Our 3D solution restricted to the object boundary is therefore almost 2 equivalent to our 2D solution.
Case 2: the normal is not equal to the z axis.
In this (more general) case, we rotate the constraint. If we want the vector n to be preserved, we first compute a rotation that brings the z axis to n. From this rotation, we compute the corresponding 9D rotation matrix RB, and derive the constraints: that is valid only if all a i are feasible, which is not ensured by their method. As a consequence, it cannot be safely used during the initialization step. We discuss the practical consequences later, and show a comparison in Figure 9 .
Non-smooth vertices
Frames of vertices located on non-smooth vertices (creases, hard edges and corners) have to conform to more than one normal. These vertices have multiple normal constraints, we pick two normals that are almost orthogonal, perturb them (by rotations around their cross product vector) to make them orthogonal, and compute the rotation that brings x to the first normal, and y to the second normal. We compute the corresponding coefficient-space rotation RB and fix the frame coefficient vector a i to RBã.
Implementation
We now have to minimize our objective function (eq. (3)) with linear equality constraints on boundary vertices (eq. (5)), quadratic equality constraints c i · c i = 1 on boundary vertices, and feasibility constraints for a i . Algorithm 1 describes our optimization process.
First of all, as in the 2D case (in §2.5), our initialization step is formulated as a least squares problem (minimize AX − b 2 ), constructed without the feasibility constraint on a i (line 1).
Then, the minimizer of the least-squares problem is projected onto the manifold of valid frames (lines 2-4). The projection f i ← closest frame(a i ) onto the set of feasible coefficient vectors is no longer a simple normalization of representation vectors, as it was in 2D. Instead we perform, for each vertex, a gradient descent. In more details, starting with a seed frame, we rotate it gradually in order to minimize the distance between the current frame function and the function to be projected. The gradient is evaluated by calculating the variation of the L 2 norm induced by infinitesimal rotation matrices with Euler's angles. We do not have a formal proof, but we conjecture that there is a single minimum of the L 2 norm.
Finally, starting with the initial field, we smooth it using L-BFGS (lines 5-7). Since at this step we already have valid frames, we use Euler angles (rotation with respect to the reference frame) as variables in the L-BFGS optimization procedure. On the boundary of the volume each frame is represented by one angle representing a rotation around the surface normal. Note that each frame can be represented by 48 triplets of equivalent Euler angles. In our implementation we choose the triplet that maximizes the distance to the nearest gimbal lock. An extensive description of all steps is provided in the supplemental material.
Algorithm 1: Frame field optimization Input: A tetrahedral mesh M with nv vertices including n l vertices with normal constraint Output: A frame f i for each vertex i
← arg min E({a i }) subject to normal (5), but not feasibility constraints ; // solve a linear system 2 foreach i < nv do 3 f i ← closest frame(a i ); // project onto feasible manifold 4 end 5 repeat 6 L-BFGS iteration on E({f i }) subject to feasibility and normal constraints 7 until ∆E/E < 10 −5 or time exceeds;
Results
First, we observe that minor modifications of the methods introduced in previous work can significantly improve the result. We obtained much better results than Huang et al. by sampling the field on vertices instead of tetrahedra facets. It does not avoid degenerate cases, as shown if Figure 9 , but better captures the global shape of the object. The running time also significantly decreases. So, this section does not only compare our algorithm to previous work, but also evaluates benefits of our initialization alone and the impact of sampling on vertices (instead of tetrahedra or tetrahedra facets).
The main challenge here is to find a fair way to evaluate the field quality: a natural idea would be to evaluate and compare the values of the objective function (eq.3). However, we noticed that in Figure 5 : The frame field initialized by Li et al.'s front propagation (left) has a better smoothness energy than ours (right). However it yields a lower proportion of hexahedra. Therefore, the quality of the singularity graph is more important than the smoothness energy.
the global value of the objective function, singular regions of the field have a dominating influence. As a consequence, a lower value does not mean that the corresponding field is better suited to hexdominant meshing. We illustrate this remark in Figure 5 , which shows an example where a field with higher objective function produces a considerably lower proportion of non-hexahedral elements.
A better option would be to compare the quality of the mesh produced from these fields, but the state-of-the art algorithms [Nieser et al. 2011; Li et al. 2012; Jiang et al. 2014] are not robust enough for testing a large collection of objects. Moreover, it is difficult to separate the impact of the meshing scheme from the underlying field quality. We propose an alternative solution that estimates how the field's singularity graph is suitable for hex remeshing, and compare it in Table 1 . The next section describes the protocol that we used. In addition, in the supplemental material, we show the hexahedra produced by CubeCover applied to the original mesh minus the singular tetrahedra. It gives an intuition about what could be expected from a hex-dominant meshing algorithm.
After a brief description of our experimental protocol, we present the results and compare the methods.
Experimental protocol
We cannot predict whether it is possible to produce a nice hex mesh from a given frame field. However, we know a necessary condition: [Nieser et al. 2011, §2.2] have proven that a singularity of a volume parameterization is always similar to a 2D singularity extruded along the third coordinate. In our setting, it means that the singularities must admit a stable direction (refer to § 3.1 for the definitions of singularities and stable directions) and it must be equal to this third coordinate. Note that only the existence of a stable direction was enforced by local operations in [Li et al. 2012 ].
According to this observation, we derive the following measure of field quality: first, we extract the singularity graph i.e. for each singular triangle, we create a segment linking the barycenters of its adjacent tetrahedra, then we smooth the geometry of this graph to remove the high-frequency noise that is due to the discretization. Next, for each segment, we determine the stable direction of its corresponding singular triangle. If it exists and its deviation from the segment direction is smaller than π/4, then we consider that it can be used for hex-meshing. Otherwise this part of the singularity graph is considered to be incompatible with hex meshing (see Figure 6 for an illustration). p1  6  0  2  0  0  0  0  1  0  4  33  1  2  p2  7  1  0  58  1  3  1  0  0  9  22  1  0  p3  11  0  0  3  0  4  0  0  0  10  25  2  0  p4  12  0  0  0  0  1  0  1  0  33  66  2  1  p5  17  2  2  117  2  3  2  1  0  33  174  3  2  p6  17  0  0  0  0  0  0  1  0  20  31  2  2  p7  18  8  16  21  10  12  6  2  0  58  198  4  3  p8  21  0  0  1  0  0  0  1  0  45  34  3  1  p9  22  0  5  11  0  9  0  2  0  21  72  8  3  p10Table 1 : Evaluation of our algorithm (with and without the smoothing step), and Huang et al.'s algorithm (sampled on faces and sampled on vertices) with a high penalty given to the boundary condition, and Li et al.'s algorithm (sampled on tetrahedra and sampled on vertices). Column 1 is the model identifier used in the supplemental material, column 2 gives the model size (in thousands of tetrahedra), columns 3,4,5,6,7,8 report the total length of the singularity graph that is incompatible with hex remeshing (refer to §4.1), columns 9,10,11,12,13,14 report running times in seconds. We stop L-BFGS iterations when ∆E/E < 10 −5 .
evaluate the impact of the sampling, we report the statistics of previous works with the initial sampling (on tetrahedra) and with our sampling (on vertices). Note that for Huang et al.'s algorithm, our sampling also introduces non-smooth vertices ( §3.4), which completely fix the drifting problem encountered on hard edges. The comparison is made on a database of canonical geometrical shapes and industrial models (see supplemental materials for images). It includes a selection of failure cases for each algorithm: objects of revolution(p1, p6, p10, p17, p27), object including long cylindrical shapes (p12, 27), degenerated case for Huang's boundary condition (p4, p5), and "traps" for the front propagation initializer (p16, p17, p20, p21, p23, p26, p27, p29, p34).
Observations
Our initializer is very fast, easy to implement, and produces fields that are often equivalent to other methods. There is one exception: for objects of revolution, our initializer fails to pick a solution in the infinite set of equivalent solutions. Our method fixes these failure cases with the non-linear solver. On other models, the non-linear solver improves the quality a little bit.
Previous works are slower and have failure cases (see below). However, if we improve them by sampling on vertices instead of sampling on tetrahedra, the nonlinear solver is often able to produce fields with a quality that is similar to ours (see Figure 6 ). It just takes more time to converge from a weak initialization (see Figure 7) .
For dense input tet meshes, even when sampled on vertices, L-BFGS is unable to reach a good configuration from a weak initialization. Such cases are illustrated in Figure 8 with failure cases of the initialization for each algorithm.
Huang et al.'s original method suffers from the boundary condition that is only partially enforced during the initialization step. It can lead to dramatic consequences, as illustrated on some simple shapes (Fig. 9) , where a constant field perfectly satisfies their incomplete boundary condition whereas it does not match the bound- ary. One can notice that, in such cases, the harmonic function is also very far from being valid.
For less specific objects, results presented in their article are all "polycube like". We preferred to test their algorithm with a higher penalty term associated to the boundary condition: it produces more interesting fields, but also introduces new failure cases as illustrated in Figure 10 .
The improved version of their method samples the field on vertices and introduces locked frames that avoid drifting on hard edges. It Figure 8 : Importance of the initialization for high-resolution input meshes. Even when sampled on vertices, the nonlinear solver fails to find a good singularity graph from a poor-quality initial field. We used the following initializations: A: improved Huang's method applied to a tetrahedron model (865K tets), B: improved Li's method applied to a higher resolution version of object p26 (2639K tets), C: our initialization on an object of revolution -ellipsoid (2713K tets), D: Li's method on the same ellipsoid. is therefore very similar to our algorithm.
Fields generated by Li et al.'s original algorithm match the boundary, however they are likely to have a singularity graph that is incompatible with hexahedral remeshing. When their initialization is too much distorted across the medial axis of the object, the nonlinear smoother is not always able to find a good quality singularity graph (Fig. 11) . The modified version sampled on vertices is better but the lower quality of the initialization makes the whole algorithm slower than ours (Fig. 7) .
Conclusion
In this paper, we draw a bridge between existing 2D and 3D frame field generation algorithms, and use it to extend some 2D frame field design algorithms to 3D. As a practical consequence, the ob- tained algorithm computes a better initial solution than previous work in 3D, and can be easily extended with additional constraints and/or internal boundary conditions. The initial solution computed by our algorithm (i.e. without the smoothing step) can be sufficient for some applications and has a virtue of being simple to implement: it requires only a sparse linear system solver.
The smoothness of this initial field can be further improved by a modification of [Li et al. 2012 ] that samples the field on vertices. The discretization on vertices that we propose makes L-BFGS much more efficient than in the original version of [Li et al. 2012] where the field was sampled on tetrahedra. With this approach we are able to generate (on a laptop) 3D frame fields on models with up to several millions tetrahedra in a matter of minutes.
To ease the reproducibility of our results, extensive explanations with all the derivations and algorithms are provided in the supplemental material.
