Kayles is the game, where two players alternately choose a vertex that has not been chosen before nor is adjacent to an already chosen vertex from a given graph. The last player that choses a vertex wins the game. We show, with help of Sprague-Grundy theory, that the problem to determine which player has a winning strategy for a given graph, can besolved in For general graphs, the problem is known to bePSPACE-complete, but can be solved in time polynomial in the number of isolatable sets of vertices of the graph.
Introduction
For various reasons, games keep attracting the interest of researchers in mathematics and computer science. Games can provide for models, for instance for human thought processes, economic behavior, fault tolerance in computer systems, and computational complexity of machine models. Also, the analysis of games can provide for entertainment, or beautiful theory that is interesting on its own. It may be interesting to note that one of the rst books written on graph theory 8 already contained a section on the relations between graphs and games.
In this paper we consider a combinatorial game, that is played on graphs, called Kayles. In this game, two players alternately choose a vertex from a given graph. Players may not choose a vertex that has been chosen before, and may also not choose a vertex that is adjacent t o a v ertex that has been chosen before. The last player that is able to choose a vertex wins the game.
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The game can also bedescribed as follows: when a player chooses a vertex, this vertex and all its neighbors are removed from the graph. The rst player that ends his move with the empty graph wins the game.
We consider the problem: given a graph G = V;E, does there exist a winning strategy for the rst player when Kayles is played on G? We denote this problem also by the name Kayles. Kayles has been shown to be PSPACE-complete by Schaefer 9 .
Despite its intractability for general graphs, Kayles has some nice characteristics, which together allow for e cient algorithms that solve some special cases. We remark that the game Kayles is: a t wo player game.
nite. The game always ends after a nite number of moves, and each player can choose each time from a nite numberof possible moves.
full-information. There is no information that is hidden to one or both players, like for instance in bridge, where cards of other players are unknown.
deterministic. Every move gives rise to a unique position; no randomization devices such as dice are used.
impartial. This means that positions have no preference towards players. In other words, for each position, either the player that must move has a winning strategy, or the other player has | this is regardless of whether player 1 or player 2 must move from the position. For example, chess is not impartial, as there are white and black pieces owned by the players.
with`last player that moves wins the game' rule.
These six characteristics of Kayles make it possible to analyse the game with help of Sprague-Grundy theory. Some readers may know this theory as the theory of the game Nim. In this theory, one associates to each position a natural number, here called nimber after 1 . The position has nimberi, when it can be represented by a stack of corresponding height in the game Nim. It is possible to do some calculations with these nimbers, and determine which player has a winning strategy. In many cases, these calculations will be intractable, but | as will beshown in this paper | i n some cases, they are not.
Those basic notions and results of Sprague-Grundy theory that are needed for this paper are reviewed in section 2. For more background, we recommend the reader to consult 1 or 3 . Some graph theoretic de nitions are also given in section 2.
In section 3, we give a data structure, needed for the algorithm, described in section 4. This algorithm solves Kayles on a graph with n vertices, e edges, and di erent isolatable sets of vertices, in time O ne. In sections 5, 6 and 7 we give modi cations of this algorithm, that solve K a yles on interval graphs, circular arc graphs, cographs, permutation graphs and cocomparability graphs in polynomial time. For the result on cographs, we show that the nimberof a cograph with n vertices is of size On 0:631 . Some nal remarks are made in section 8.
De nitions and preliminary results
In this section we give some de nitions, and review some results from SpragueGrundy theory. All graphs in this paper are considered to be nite, undirected and simple. For a graph G = V;E, and a subset of the vertices W V , the subgraph of G, induced by W, is denoted by G W = W; fv;w 2 E j v;w2 Wg. We denote jV j by n, and jEj by e. For v 2 V , denote the set containing v and all neighbors of v by Nv = fvg f w 2 V j v;w 2 Eg. For X V , write NX = v2X Nv.
De nition 2.1 Let G = V;E be a graph. A set of vertices W V is called isolatable, if there exists a set X V , such that 1. X is an independent set of vertices 8v;w2 X : v 6 = w v;w 6 2 E 2. G W is a connected component of the graph G V , NX . In other words, a set W V is isolatable, if it induces a connected subgraph of G, and there exists an independent set of vertices X, such that if we remove X and all neighbors of vertices in X from V , then W is one of the connected components.
In section 4 we will prove that Kayles can be solved in time polynomial in the numberof di erent isolatable subsets of vertices of the input graph G. Thus, we are interested in classes of graphs where the number of di erent isolatable subsets is bounded by a polynomial in the number of vertices of the graph. Examples of such classes are the interval graphs, the circular arc graphs, the cographs, the permutation graphs, and the co-comparability graphs.
De nition 2.2 A graph G = V;E is an interval graph, i one can associate with each vertex v 2 V an interval on the real line b v ; e v R, such that for all v;w2 V , v 6 = w: v;w 2 E , b v ; e v b w ; e w 6 = ;.
Interval graphs can be recognized in On + e time, and in the same order of time, the corresponding interval model can be built 2 . As only the order of the endpoints of the intervals matters, one can assume that all b v ; e v 2 f 1; 2; : : : ; 2ng.
A generalization of the interval graphs are the circular arc graphs. To each cograph G, one can associate a labeled rooted tree T G , called the cotree of G. Each leaf node of T G corresponds to a unique vertex of V . Each internal node is labeled with either a 0 or a 1. Children of nodes labeled with 1 are labeled with 0, and vice versa. Two vertices are connected, if and only of their lowest common ancestor in the cotree is labeled with a 1. It is possible to associate a cotree with each node of the tree. Leaf nodes correspond to the cotree with the one vertex they represent. Internal nodes labeled with 0 1 correspond to the disjoint union product of the cographs, corresponding to the children of the node. G equals the cograph corresponding with the root of T G . Cographs can berecognized in On + e time, and in the same time the corresponding cotree can bebuilt 4 .
De nition 2.6 A graph G = V;E is a permutation graph, i there exist a bijection f : V ! f 1; 2; : : : ; n g, a n d a p ermutation : f1; 2; : : : ; n g ! f 1; 2; : : : ; n g, such that for all v;w2 V : v;w 2 E , fv f w and fv fw or fv f w and fv fw .
Permutation graphs can berecognized in On 3 time, and in the same time, the corresponding numbering of the vertices and permutation can be found 6 .
A graph is a co-comparability graph, if it is the complement of a comparability graph. A graph G = V;E is a comparability graph, if it has a transitive orientation. Co-comparability graphs can be characterized as the intersection graphs of continous functions f : 0; 1 ! R: one can associate to each vertex v 2 V a continuous function f v : 0; 1 ! R, such that for all v;w2 V , v 6 = w: v;w 2 E , 9 x 2 0; 1 : f v x = f w x. See 7 .
Note that some of these classes are properly contained in others: every cograph is a permutation graph, every interval graph is a circular arc graph, and every permutation graph and every interval graph is a co-comparability graph.
Next, we review some notions and results from Sprague-Grundy theory. For agoodintroduction to this theory, the reader is referred to 3 or the less formal and entertaining 1 .
A nimber is an integer in N = f0; 1; 2; : : : g. For a nite set of nimbers S N, de ne the minimum excluded nimberof S as mexS = minfi 2 N j i 6 2 Sg.
We now assume that we consider positions in a two-player game, that is nite, deterministic, full-information, impartial, with`last player wins'-rule. As in Kayles.
To each position in such a game, one can associate a nimberin the following way. If no move is possible in the position and hence the player that must move loses the game, the position gets nimber0. Otherwise the nimberis the minimum excluded nimber of the set of nimbers of positions that can be reached in one move. Denote the nimberof a position p by nbp. We next de ne the sum of two games. For nite, deterministic, impartial, . . . games G 1 , G 2 , the sum of G 1 and G 2 , G 1 + G 2 is the game, where each player when moving rst decides whether he wants to make a move in G 1 or in G 2 , and then selects a move in that game. The player that makes the last move whether it is in G 1 3 A data structure
In this section we describe a data structure X, which is needed for the algorithm in section 4. For a nite, ordered set V , the data structure can store subsets W V with a value valW, and retrieve these values. The following operations are possible on the data structure:
storeW; x , for W V , x 2 N.
presentW . Returns true, if an operation storeW; x has been performed before for any value of x. valW . Returns, if presentW , the value x of the last operation storeW; x . Unde ned, if not presentW holds. We assume an ordering on V , and assume that testing can bedone in constant time. In our application, V is the set of vertices of G. We just number the vertices of G by v 1 ; v 2 ; : : :
We n o w give a simple, recursive description of the data structure X. as a balanced search tree, e.g. an AVL-tree. As both search and insert operations cost Olog n time per access to a data structure of type Y , the total time perstore, present or val operation is OjWj log jV j. The space needed is O P presentW jWj.
as an van Emde Boas data structure 11 . The operations in data structure Y take now Olog log n time and the total time per store present or val operation becomes OjWj log log jV j. The space needed per data structure Y is OjV j, hence in total OjV j , where is the number of sets W that are present in the data structure.
as a dynamic perfect hashing data structure, as described by Dietzfelbinger et al 5 . Search operations cost O1 time worst case, insert operations cost O1 expected time. Memory use is linear in the number of stored keys. This method uses randomization. Using this data structure, present and val operations cost OjWj time worst case, and store operations cost OjWj expected time. The amount of space that is used again is O P presentW jWj.
Kayles and nimbers
As Kayles is an impartial, deterministic, nite, full-information, two-player game with the rule that the last player that moves wins the game, we can apply SpragueGrundy theory to Kayles, and we can associate with each graph G the nimber of the start position of the game Kayles, played on G. We denote this nimber nbG, and call it the nimber of G.
Note that when nbG is known, then one can directly determine, with theorem 2.2 which player has a winning strategy.
An important observation is the following: when G = G 1 G 2 for disjoint graphs G 1 , G 2 , then the game Kayles, played on G, is the sum of the game Kayles, played on G 1 , and the game Kayles, played on G 2 . Hence, by theorem 2.2, we have the following result. These two basic observations make it possible to compute the nimber of graphs with a polynomial numberof isolatable sets of vertices in polynomial time. Proof: We use a data structure X, as described in section 3, in which we store isolatable sets W V with nbG W . Initially, X is empty. . The total over all isolatable sets of vertices gives the bounds stated in the theorem. Clearly, the space needed for the data structure is bounded by O n. 2 
Kayles on interval graphs and circular arc graphs
In this section we consider Kayles when played on interval graphs, or on circular arc graphs. We show that nimbers of these graphs, and hence players with a winning strategy, can bedetermined quickly, as there are only On 2 isolatable sets of vertices, and these have an nice and easy structure.
Assume that G = V;E i s a n i n terval graph, and let with each vertex v 2 V an interval b v ; e v beassociated, such that b v ; e v 2 f1; 2; : : : ; 2ng, b v e v , and for all v;w2 V , v 6 = w: v;w 2 E , b v ; e v b w ; e w 6 = ;. 6 Kayles on cographs Cographs also have the property that the number of isolatable sets is bounded by a polynomial. i cannot have a leaf-descendant x with x 2 X, because then i will be lowest common ancestor o f a v ertex w 2 W and x, hence w;x 2 E, contradiction.
Suppose a leaf-descendant v of i does not belong to W. v must beadjacent to a vertex x 2 X, and the lowest common ancestor j of v and x must bea 1-labeled internal node that is an ancestor of i. But now j is also the lowest common ancestor of an arbitrary vertex w 2 W and x, hence w;x 2 E, contradiction. 2
It follows that there are On isolatable sets in a cograph with n vertices. From theorem 4.2, it follows that Kayles can be solved on cographs in On 2 e expected time, or On 2 e + n 3 log log n worst case time. A better algorithm can beobtained with a more careful analysis. Hereto, we compute for each cograph, associated with a node in the cotree T G , the set of nimbers of the positions, reachable in one move.
De nition 6.1 Let G = V;E be a graph. The nimberset of G is the set of nimbers nbsG = fnbG V , Nv j v 2 V g.
Recall that nbG = mexnbsG. We use the following notation: for a set of nimbers S N, and a nimber , we denote S = f j 2 Sg. Lemma 6.2 Let G 1 = V 1 ; E 1 , G 2 = V 2 ; E 2 be two disjoint graphs. i nbsG 1 ii
The lemma can begeneralized as follows. The idea is to use these lemmas to compute for all internal nodes in T G , the nimberand nimberset of the corresponding cograph. It is helpful for decreasing the running time of this computation, when we know what the maximum nimber is that a cograph with n vertices can attain.
Let sK denote the minimum numberofvertices of a cograph G with nimber at least 2 K . We will show that sK = 3 We now give an algorithm that solves Kayles on cographs. We suppose that cograph G is given together with its cotree T G . For each node i in T G , let G i denote the cograph corresponding with this node, and write nbi = nbG i , and nbsi = nbsG i . Let z = b2n 1= log 3 c. To end; end.
Correctness follows from lemmas 6.2 and 6.3. Taking the union of two sets of nimbers, and taking the -sum of a nimberand a set of nimbers can be done in Oz time. As T G has n leaves, and hence n , 1 edges, a linear numberof these operations is done. Hence, the total time of the algorithm is bounded by Onz = On 7 Kayles on permutation graphs and cocomparability graphs
In this section we show that Kayles can be solved in On 3 time on permutation graphs and co-comparability graphs. The method is more or less similar to the method used for interval graphs.
One can show that the numberof isolatable subsets of a permutation graph is bounded by On 4 . We do not need this fact, and do not prove it here. We suppose that we have a permutation graph G = V;E, with V = f1; 2; : : : ; n g, and a permutation : f1; 2; : : : ; n g ! f1; 2; : : : ; n g, such that E = fv;w j v;w2 V; v w^v w _ v w^v wg.
Further, assume 0 = 0, and n + 1 = n + 1 . , with minimum size of n = jV j. Let Proof: From lemma 6.3 it easily follows that every K-heavy node either is K-precise, or has a K-heavy child. 2
As the root r of T G is K-heavy, it follows that there must be at least one Kprecise node in T G . Note that if a K-precise node i has a descendant j 6 = i that is also a K-precise node, then G is not minimal: use the cograph corresponding to the cotree, obtained by replacing the subtree rooted at i in T G by the subtree rooted at j. So assume no K-precise node has a descendant which is also Kprecise.
Claim A.2 There are at least two K-precise nodes in T G . Proof: Suppose that i is the only K-precise node in T G . Then the only Kheavy nodes in T G are the nodes on the path from T G to root r. With induction, one can prove that for each node j on this path, f0; 1; 2; : : : ; 2 K , 1g nbsG j .
Use lemma 6.3, and note that only one term contains the binary factor 2 K . Hence, if a predecessor j 0 of i is 1-labeled, it follows that for the unique Kheavy child j 1 of j 0 , nbsG j 1 = nbsG j 0 . Hence G was not of minimum size, contradiction.
So we may assume that i has exactly one predecessor, namely r, which is labeled with a 0. Hence we can write G = G i H. H G 00 bethe cograph, that corresponds to the cotree that is obtained by replacing in T G the subtree rooted at i 2 by the cotree T G 0 of G 0 . The nimberset for i 2 does not change under this replacement operation, and hence nbG 00 = nbG. But G 00 has fewer vertices than G, contradiction. This ends the proof of case 2, and of theorem 6.5.
