Queues with a finite population of customers and the server's occasional unavailable periods (called vacations) are studied in detail. We first consider M/G/l//N queueing system where the server takes repeated vacations until it finds a customer in the queue after emptying the queue. For the steady state, we obtain the performance measures such as the system throughput and mean wa.iting time from the known analysis of a regenerative cycle of the busy and vacation periods. We also obtain the LaplaceStieltjes transform of the distribution function for the waiting time of a customer by applying the method of supplementary variables to the joint distribution of the queue size and the elapsed service or vacation times at an arbitrary point in time. These results are then applied to the steady-state analysis of a multiple-queue, cyclic-service (polling) model with a finite population of customers, which can represent a token ring network for several computers each with a finite number of interactive users. Some numerical results for symmetric systems are shown.
Introduction
Recently, queues with server's vacations have been studied extensively from its own theoretical interest as well as its applicability to many engineering systems such as computers, communication networks, and manufacturing systems. According to surveys by Doshi [1, 2] ' all previous studies of vacation models assume an infinite population of customers. However, it is equally or more important to study queueing systems with a finite, fixed population of customers as a moderate number of service requestors are usually involved in the above mentioned engineering systems. t
In the first part of this paper, we consider an M/G/l/ /N queueing system with multiple vacations and exhaustive service, which is described specifically as follows. We assume that N is the total number of customers in the system. Our system consists of a "source" and a "service facility," where the service facility contains the queue and a server. Each customer is either in the source or in the service facility at any time. A customer in source arrives at the service facility at rate A. In other words, the time until the arrival of each customer in the source is exponentially distributed with mean 1/ A. The service time of a customer is assumed to be generally distributed. The server begins a vacation each time when the queue t Doshi [3) studies rather general vacation models for which the waiting time distribution can be decomposed into the waiting time distribution in corresponding queues without vacations and some other distribution. He assumes that the sequences of interarrival times are stochastically equivalent between the queue with vacations and the corresponding queue without vacations. The M/G/I/ /N queue with multiple vacations considered in this paper does not fall into a category of Doshi's general vacation model because the arrival pattern is different from the M/G/l//N queue without vacations. Hence, we need a new analysis for the M/G/l/ /N queue with vacations. becomes empty (exhaustive service). If the server returns from a vacation to find the queue not empty, the vacation period ends; otherwise it begins another vacation, and continues in this manner until it finds at least one customer in the queue upon returning from a vacation (multiple vacations). We assume that the length of each vacation is an independent and identically distributed random variable. Performance measures in this system include the mean customer response time and the throughput of the system.
As an application of the steady-state analysis of an M/G/1/ /N system, we can consider a system of M queues that are attended by a single server in cyclic order. Here we assume that each queue has a separate source of a finite, fixed population of customers. Customers of each queue return to its original source after service completion. A certain time is required for the server to switch from one queue to another. Such cyclic order of service to multiple queues has been called a polling model. See Takagi [13, 15) for surveys of queueing analysis of polling models and its applications to computer and communication systems, including the token-ring local area network. Most previous analysis of polling models assumes an infinite population of customers in the source. As far as the author knows, only Ibe and Trivedi [4) analyze polling systems with a finite population of customers; they use a technique called stochastic Petri nets which must presume exponential distributions for both service times and switchover times.
In the second part of the paper, we provide for the first time a probabilistic analysis of a polling model with a finite population of customers and generally distributed service and switchover times. The performance measures for each queue in a polling model are similar to those for the M/G/1/ /N queue. An overall measure is the mean time it takes the server to complete one cycle of service to all queues, which is called the mean cycle time. A classical application of the M/G/l/ /N queue to a computer system is the interactive processing system, in which each user can place at most one outstanding service request at any time [7 (sec. 4.11») . By combining this model and the polling model for the token-ring network, our result for the finite-population polling model can be used for the performance analysis of a group of computers, each with a finite number of interactive usres, connected by the token ring.
The rest of the paper is organized as follows. In Section 2, we analyze a single M/G/l/ /N queue with multiple vacations and exhaustive service. We obtain the mean response time and the system throughput by capitalizing on the known results for the busy period of an M/G/1/ /N queue and the regenerative consideration of vacation cycles. We then employ the method of supplementary variables to analyze the joint distribution of the queue size and the elapsed service or vacation times at an arbitrary point in time, and obtain the distribution of the customer waiting time. In Section 3, we show that these results can be applied to a polling model with a finite population of customers. Simplified formulation and numerical results are presented for symmetric polling models. We conclude in Section 4 by reviewing the results obtained in this paper and suggesting future research subjects.
PERFORMANCE MEASURES.
In the steady state, one of the performance measures in our system is the mean re3pon3e time E[T] defined as the mean time from the arrival of a customer to its service completion, namely, the mean time a customer spends in the service facility. 
from which we get
From (2.1) and (2.2) we get
which is an instance of Little's theorem applied to those customers that are present in the service facility. We are also interested in the waiting time W of a customer in the queue. 
The mean of ek is t.hen given by
where L:;. n Bt(j)..)
The probability fk that there are k customers in the queue at the end of a vacation is given by
Using (2.11), we have
Let 1*(s) be the LST of the DF for the length of a vacation period. For a multiple vacation model, this is given byt which yields
Substituting (2.~1) and (2.12) into (2.6), we get
Using (2.14) and (2.15) in (2.5), we obtain
The mean response t.ime E[T] can then be calculated from (2.2) as 
DISTRIBUTION OF THE WAITING TIME.
We proceed to the analysis of the system state at an arbitrary time using the method of supplementary variables. Let L(t) be the number of customers in the service facility at time t. Let X*(t) be the amount of service already received by a customer in service (the elapsed service time) at time t in the busy period. Similarly, let U*(t) be the elapsed vacation time at time t in the vacation period. In addition, we define the state ~(t) of the server at time t by 6. {O on vacation at t ~(t)= 1 busy at t
We consider the steady-state joint distributions
Equations for {Qk(X)} and {Pk(X)} can be obtained by extending the arguments for the M/G/1 system by Keilson and Kooharian [6] to our system. They are given by where
The boundary conditions are given by
The notmalization condition is given by (2.23) To solve the above equations, we introduce the transforms by 
The following analysis is an extension of that for the M/G/1/ /N queue without vacations by Sztrik (12) (see also Takagi (14) ; this method is an alternative to Jaiswal's discrete transform technique [5] ) to the present system with multiple vacations. From (2.25a), it is clear that Q(z, x) is a function of only e-·h(z -I). From this and (2.25c), we immediately get
where we determine Qo(O) later. From the same reasoning for P(z, x) which satisfies (2.25b), we assume
for constants {Ck; 0 ::; k ::; N -I}. Substituting (2.26) and (2.27) into (2.25d), and comparing the coefficients of (z -I)k, we get 
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Using the above solution, we obtain the joint distribution of ~(t), L(t), and the remaining service time Y*(t) or the remaining vacation time V*(t) at an arbitrary time t as t -+ 00.
In the form of LST, we have 
The distribution of the number of customers in the service facility is obtained by considering the marginal distribution of (2.34) as
which provides a check on the present derivation. The mean number of customers in the source at an arbitrary time is given by 
The marginal distribution of the number of customers in the service facility at the time of arrival is explicitly given by
(2.39a) (2.39b)
We note that
Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. We refer to Takagi [16] for a further treatment of an M/G/1/ /N system with multiple vacations, including the time-dependent analysis.
Application to a Polling Model
Our poIling model is composed of M queues and a single server. M queues are identified as queue 1 through queue M in the order of server movement. Queue i has Ni( < 00)
customers, and consists of the source and the service facility as an M/G/1//Ni queueing system considered above, where i = 1,2,···, M. In queue i, each customer in the source arrives at its service facility at rate Aj. The service time of a customer in queue i has a general DF Bi(X) and its LST B;(s). The service is given to the M queues in cyclic order of indices. The service at each queue is given exhaustively, namely, once the server visits queue i, the service continues at queue i until the service facility of queue i becomes empty.
[For simplicity, "the service facility of queue i" is often abbreviated as "queue i" hereafter.)
When queue i becomes empty, the server switches to queue i + 1, continues to serve queue i + 1 until it becomes empty, and so on. We denote by Rj(x) and RHs) the DF and its LST, respectively, for the server's switchover time from queue i to queue i + 1. We will show how to apply our steady-state analysis of the M/G/l/ /N queue given in Section 2 to obtain the mean E[Wil and the LST wt(s) of the DF for the waiting time (excluding the service time) of a customer at queue i, i = 1,2,··· ,M, in the polling model. If we focus our attention on a particular queue, say queue i, it is clear that the period during which the server is switching or serving other queues can be viewed as the server's vacation time, that is, the period in which the server becomes unavailable to the queue. The length of this vacation time depends on the length of the preceding service period, which in turn depends on the length of the previous vacation time; therefore, successive vacation times are positively correlated. However, at every point in time when the server begins a vacation for queue i, queue i is always empty. The length of a vacation for queue i stochastically determines the queueing process in queue i during that vacation and the following service period. Hence, we can use our previous results for the M/G/l/ /N queue with vacations by supplying the distribution of each vacation time from the analysis of queue sizes in the polling model.
SOLUTION FOR AN ASYMMETRIC SYSTEM.
Let 7ri(kl, ... ,ki-l, 0, ki+l, ... ,kM) be the probability that the number of customers at queue j is kj(j -# i) when the server leaves queue i. Let !i(k l , ... , kM) be the probability that be the probability that the number of customers in the service facility of queue j increases from q to k (owing to new arrivals) during a time interval x in which queue j is not being served. This is given by Consider the events that occur between the instant when the server visits queue i and the instant when the server leaves queue i. Suppose that there are qi customers in queue j when the server visits queue i, where j = 1,···, M. If qi = 0, the server immediately leaves queue i. Otherwise, the length of a service period at queue i has a pdf Bi(X;qi). If kj -qj customers arrive at queue j during the service period of queue i, there are kj customers at queue j when the server leaves queue i, where j i= i. Of course, queue i is empty at that point. Therefore, we get a relation
The integration part in (3.3) can be expressed in terms of known 0t(s; qi) by substituting
Note that we do not need numerical integration. By similar arguments for the events during the switchover from queue i to queue i + 1, we get Let V;*(s; kl,"" ki-l, 0, ki+l,"" kM) be the LST of the DF for the length of a "vacation" for queue i which is started with the state that there are kj customers in queue j, where j i i. The vacation for queue i, also called the intervisit time for queue i, is the time interval between the instant when the server leaves queue i and the instant when the server next arrives at queue ,:. We will show how to obtain Vi*(s; kI,"" ki-l, 0, ki+l,···, kM) shortly. Once it is obtained, we can calculate the unconditional LST V;*(s) of the DF for the vacation length for queue i by 
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For the sake of convenience, we give an expression for the conditional LST of the DF for the vacation length for queue 1. Considering the events after the server leaves queue 1 and until it next arrives at queue 1, we get (3.9) where ky) represents the number of customers in queue j when the server arrives at queue i + 1, 1 ::; i ::; M-I, and
is the pdf for the convolution of the service period .started with k customers and the following switchover time for queue i. Integration parts in (3.9) can be expressed in terms of LSTs {8i(s; q)} and {Ri(s)} in a way similar to (3.4) and (3.6).
A system-wide performance measure in a polling model is the polling cycle time. 
NUMERICAL RESULTS FOR SYMMETRIC SYSTEMS.
For a symmetric system in which all parameters are statistically identical for all queues, we can focus on queue 1 without loss of generality. In this case, we omit subscripts from all system parameters.
From (3.3), 7r1 (0, k 2 ," . , kM) can be expressed in terms of (3.13) Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
which results from symmetry. Furthermore, from (3.5) , h(qM,qI,···,qM-d can be expressed in terms of 11"1 (0, rI, ... , r M-I). Therefore, we obtain the following set of linear where, from (3.9), we have
. (1) ( is available [9,1l] (also in [13, 15] ):
(3.20)
Our numerical results are given in Table 1 against the offered load p = M NAb. For N = 1, the numerical values based on the above solution and those from (3.20) agree down to digits shown in the table. For comparison, we attach the mean response times in the corresponding polling system with an infinite population (N -4 00 and A -4 0 with p kept fixed), which is given by (see [13, 15] )
For small values of p in systems with N = 3 and 5 (the arrival rate per customer is very small), we have encountered low precision in the numerical calculation. We have confirmed that the numerical values in the table fall within the 90 percent confidence interval of RESQ [10] simulation results in almost all cases. In the in not monotonous. This anomaly seems to result from the trade-off between the effects of decreasing the arrival rate per customer and increasing the total population size. In this paper, we have studied a single M / G /1/ / N queue with the server's vacations. The results have been applied to a polling model with a finite population of customers, which can be used for the performance evaluation of token-ring networks connecting severaJ computers, each of which supports a finite number of interactive users. Problems in the numerical analysis of a polling model include the computational time that grows exponentially with the number of queues, and the low precision resulting from very small values of the arrival rate per customer when the system size is large. Therefore, we have shown numerical results for systems of small size. One way to overcome these difficulties may be the development of approximation techniques, which is a future research subject. Our exact .solution will provide a useful benchmark tool for them.
Although the exhaustive service has been assumed throughout the paper, other policies such as gated and limited are often considered in vacation and polling models with an infinite population of customers [1,2, 13, 15J. In the gated service, only customers that are present in the service facility when the server visits queue i are served continuously; those customers that arrive during this service period are set aside, and served in the next polling cycle. In the limited service, only at most one customer is served from each queue. It will be challenging to extend the approach of this paper to those systems with gated or limited service policies.
