How long does a diffusing molecule spend in a close vicinity of a confining boundary or a catalytic surface? This quantity known as the boundary local time plays the crucial role in the description of various surface-mediated phenomena such as heterogeneous catalysis, permeation through semi-permeable membranes, or surface relaxivity in nuclear magnetic resonance. In this paper, we obtain the probability distribution of the boundary local time in terms of the spectral properties of the Dirichlet-to-Neumann operator. We investigate the short-time and long-time asymptotic behaviors of this random variable for both bounded and unbounded domains. This analysis provides complementary insights onto the dynamics of diffusing molecules near partially reactive boundaries.
I. INTRODUCTION
Diffusion in confined media is common for many physical, chemical and biological systems. The presence of reflecting obstacles or reactive surfaces drastically alters statistical properties of conventional Brownian motion and controls diffusion-influenced phenomena such as chemical reactions, surface relaxation or target search processes [1] [2] [3] [4] [5] [6] [7] . A mathematical construction of such stochastic processes requires a substantial modification of the underlying stochastic equation. In fact, a specific term has to be introduced into the stochastic differential equation in order to ensure reflections and to prohibit crossing a reflecting boundary. In the simplest setting, the reflected Brownian motion X t in a given Euclidean domain Ω ⊂ R d with a smooth enough boundary ∂Ω is constructed as the solution of the stochastic Skorokhod equation [8] [9] [10] [11] [12] [13] [14] [15] : dX t = σ dW t + n(X t )I ∂Ω (X t )dℓ t , X 0 = x 0 ,
where x 0 ∈Ω = Ω ∪ ∂Ω is a fixed starting point, W t is the standard d-dimensional Wiener process, σ > 0 is the volatility, n(x) is the normal unit vector at a boundary point x, which is perpendicular to the boundary at x and oriented outwards the domain Ω, I ∂Ω (x) is the indicator function of the boundary, and ℓ t (with ℓ 0 = 0) is a nondecreasing process, which increases only when X t ∈ ∂Ω, known as the boundary local time. The second term in Eq.
(1), which is nonzero only on the boundary, ensures that Brownian motion is reflected in the perpendicular direction from the boundary. The peculiar feature of this construction is that the single Skorokhod equation determines simultaneously two tightly related stochastic processes: X t and ℓ t . * Electronic address: denis.grebenkov@polytechnique.edu
In physics literature, the reflected Brownian motion is often described without referring to the boundary local time ℓ t by using the heat kernel (also known as the propagator), G 0 (x, t|x 0 ), which is the probability density of finding the process X t at time t in a vicinity of x ∈Ω, given that it was started from x 0 ∈Ω at time 0. This heat kernel satisfies the diffusion equation
where D = σ 2 /2 is the diffusion coefficient of reflected Brownian motion, and ∆ x is the Laplace operator acting on x. This equation is completed by the initial condition G 0 (x, t = 0|x 0 ) = δ(x − x 0 ) and Neumann boundary condition:
where ∂ n = (n(x) · ∇) is the normal derivative and δ(x) is the Dirac distribution. In turn, the boundary local time ℓ t characterizes how long the reflected Brownian motion X t stayed on the boundary ∂Ω up to time t (Fig. 1 ). As first described by P. Lévy, the boundary local time can be understood as the rescaled residence time of X t in a thin layer near the boundary, ∂Ω a = {x ∈ Ω : |x − ∂Ω| < a} [8, 9],
(even though ℓ t is called local time, it has units of length, according to Eq. (1)). The boundary local time ℓ t can also be undertstood as the number of crossings of the boundary layer ∂Ω a by reflected Brownian motion, multiplied by a, in the limit a → 0. As a consequence, the boundary local time characterizes the dynamics of a diffusing particle near the boundary and thus plays a crucial role in the description of various diffusion-mediated phenomena in cellular biology, heterogeneous catalysis, nuclear magnetic resonance, etc. [1] [2] [3] [4] [5] [6] [7] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . In particular, the boundary local time was used to describe surface reactivity or surface relaxation and to construct the associated "partially reflected Brownian motion" [28] [29] [30] (see below). In spite of its importance, the exact distribution of the boundary local time and its statistical properties are not well understood. This is in contrast to point local time processes whose properties were thoroughly investigated, in particular, for Brownian motion and Bessel processes (see [31, 32] and references therein).
In this paper, we provide a general description of the statistical properties of the boundary local time ℓ t . This description relies on the spectral theory of diffusionreaction processes with heterogeneous surface reactivity developed in [33] . In Sec. II, we derive a spectral representation for the probability density of the boundary local time ℓ t in terms of the eigenvalues and eigenfunctions of the Dirichlet-to-Neumann operator. We also establish the asymptotic behavior of the probability density and of the moments of ℓ t . In Sec. III, our general results are illustrated for reflected Brownian motion inside and outside two archetypical confinements: a disk and a ball. Conclusions and perspectives of this work are discussed in Sec. IV.
II. GENERAL THEORY
Our characterization of the boundary local time relies on two key results: the construction of partially reflected Brownian motion (Sec. II A) and the spectral representation of the propagator via the Dirichlet-to-Neumann operator (Sec. II B).
A. Partially reflected Brownian motion
In order to characterize the boundary local time process ℓ t , we consider a more general partially reflected Brownian motion (PRBM)X t , whose heat kernel satisfies the Robin boundary condition with a constant reactivity κ ≥ 0:
(see [34] [35] [36] for mathematical details and references). This condition appears in a large variety of physical, chemical and biological applications [18] [19] [20] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] , as well as the effective boundary condition after homogenization [48] [49] [50] [51] [52] [53] (see an overview in [27] ). The subscript κ allows us to distinguish three types of boundary condition: Neumann (κ = 0), Robin (0 < κ < ∞), and Dirichlet (κ = ∞). We note that this convention is different from that of Refs. [27, 33] , in which Neumann and Dirichlet propagators were denoted as G κ=0 and G 0 , respectively.
The processX t can be understood as reflected Brownian motion X t , which is stopped at a random time T when the boundary local time ℓ t exceeds a random threshold χ (see [28, 29] for details)
where χ is an independent exponentially distributed random variable with mean D/κ: P{χ > x} = e −xκ/D . The exponential distribution of χ follows from the geometric law of the number of excursions in a discretized version of PRBM. In turn, the number of excursions until the stopping time is related to the boundary local time ℓ t .
The cumulative distribution function of the stopping time T , P x0 {T ≤ t}, is related to the survival probability,
which is obtained by integrating the propagator over the arrival point x:
According to its definition (6), the stopping time T is tightly related to the boundary local time ℓ t :
Since ℓ t and χ are independent by construction, the average over random realizations of χ can be written as
where ρ(ℓ, t|x 0 ) is the probability density function (PDF) of ℓ t that we are looking for. Even though Eq. (9) fully determines ρ(ℓ, t|x 0 ) via the inverse Laplace transform with respect to κ/D, the parameter κ/D is involved implicitly as the coefficient in Robin boundary condition (5) . As a consequence, even for simple domains like a disk or a ball, the above relation accesses the PDF of the boundary local time ℓ t only numerically, and its practical implementation is time consuming. In the next section, we use a recently developed representation of the survival probability in the basis of the Dirichlet-to-Neumann operator [33] in order to deduce a more explicit characterization of the boundary local time.
B. Spectral representation via Dirichlet-to-Neumann operator
The Laplace transform of Eq. (9) with respect to time t, denoted by tilde, reads
Writing the survival probability in terms of the PDF of the stopping time T , H(t|x 0 ),
one gets
whereH(p|x 0 ) = E x0 {e −pT } is the Laplace transform of H(t|x 0 ). SinceH(p|x 0 ) is the solution of the following boundary value problem:
it is convenient to express it in terms of the spectral properties of the Dirichlet-to-Neumann operator M p [33] . For a given function f on the boundary ∂Ω, the operator M p associates another function on that boundary, M p : f → g = (∂ n u) |∂Ω , where u is the solution of the modified Helmholtz equation subject to Dirichlet boundary condition:
In physical terms, if f prescribes a concentration of particles maintained on the boundary, then M p f is proportional to the steady-state diffusive flux density of these particles into the bulk (characterized by the bulk reaction rate p). In mathematical terms, for a given solution u of the modified Helmholtz equation (14a), the operator M p maps the Dirichlet boundary condition, u| ∂Ω = f , onto the equivalent Neumann boundary condition, (∂ n u)| ∂Ω = g = M p f . Note that there is a family of operators M p parameterized by p ≥ 0. For a smooth enough boundary ∂Ω (here we skip conventional mathematical restrictions and rigorous formulation of the involved functional spaces, see [54] [55] [56] [57] [58] [59] [60] for details), M p is well-defined pseudo-differential self-adjoint operator.
When the boundary is bounded, the spectrum of M p is discrete, i.e., there are infinitely many eigenpairs {µ
The eigenvalues µ
n are nonnegative and growing to infinity as n → ∞, whereas the eigenfunctions {v (p) n } form an orthonormal complete basis of the space L 2 (∂Ω) of square-integrable functions on ∂Ω. In order to rely on this eigenbasis, we focus on bounded boundaries, whereas the confining domain Ω can be bounded or not. The limiting value of the smallest eigenvalue µ 
On one hand, the action of the Dirichlet-to-Neumann operator can be expressed by solving the boundary value problem (14) in a standard way with the help of the Laplace-transformed propagatorG ∞ (x, p|x 0 ) with Dirichlet boundary condition (κ = ∞):
On the other hand, the inverse of the Dirichlet-toNeumann operator for p > 0 can be expressed in terms of the Laplace-transformed propagatorG 0 (x, p|x 0 ) with Neumann boundary condition (κ = 0) [33] :
(note that M 0 is not invertible for bounded domains). We hasten to outline a light abuse of notation here and throughout the paper: on the left, boundary points s and s 0 are understood as points in R d restricted to ∂Ω; on the right, boundary points s and s 0 are understood as points on a (d − 1)-dimensional manifold ∂Ω, on which the Dirichlet-to-Neumann operator acts. In particular, the Laplace-transformed propagator has units of second · meter −d , whereas the Dirac distribution has units of meter 1−d . Now we come back to the problem of finding the solution of Eqs. (13) . As shown in [33] ,H(p|x 0 ) admits the following spectral representation:
where asterisk denotes complex conjugate, and
x=s being the Laplace transform of the probability flux density onto a perfectly absorbing boundary (with Dirichlet boundary condition, κ = ∞).
If the starting point x 0 lies in the bulk Ω, any trajectory of the PRBMX t can be split into two successive paths: from x 0 to a first hitting point s 0 on the boundary, and from s 0 to a boundary point s, at which the process is stopped. The stopping time T is thus the sum of two random durations of these paths. Along the first path, the boundary local time ℓ t remains zero and thus is not informative. As first-passage times to a boundary were thoroughly investigated in the past, it is convenient to exclude this contribution from our analysis and to focus on the second, much more complicated and less studied random variable. For this reason, we assume in the following that the starting point x 0 lies on the boundary, i.e., x 0 = s 0 ∈ ∂Ω. In this case,j ∞ (s,
wherev
are just the rescaled eigenfunctions v (p) n (s 0 ). Oncẽ H(p|s 0 ) (or related quantity) is known for a starting point s 0 on the boundary, one can easily extend it to any starting point x 0 in the bulk using the following relation:H
which follows from Eqs. (18, 19, 20) . The completeness of eigenfunctions v
Using this representation of 1, one can rewrite Eq. (12) as
from which
The inverse Laplace transform with respect to p yields the PDF ρ(ℓ, t|s 0 ) of the boundary local time ℓ t :
Since
the integral of Eq. (25) from ℓ to infinity gives
and thus
Either of Eqs. (25, 28) fully determines the distribution of the boundary local time ℓ t . These are the main results of the paper. While we treated the boundary as reactive to define the stopping time T and to perform the above derivation, the final results (25, 28) do not depend on the reactivity κ. Indeed, these relations determine the boundary local time and thus characterize the dynamics near reflecting boundary, which is disentangled from eventual surface reactions. The relation (25) also determines the positive moments of the boundary local time in the Laplace domain:
C. Short-time behavior
For k = 1, the sum in the right-hand side of Eq. (30) can be seen as the spectral representation of the inverse of the Dirichlet-to-Neumann operator, M −1 p , which is equal to DG 0 (s, p|s 0 ) according to Eq. (17) . As a consequence, the Laplace transform can be inverted to get
This representation also follows directly from the general formula for the residence time and its limiting form in Eq.
(4). In the short-time limit, the propagator can be locally approximated by that near a reflecting hyperplane,
where the second factor accounts for the orthogonal direction. Integrating this function over s ∈ R d−1 , one gets from Eq. (31):
Here, the short-time behavior does not depend on the starting point s 0 because the boundary locally looks flat as t → 0. This asymptotic behavior agrees with the upper bound provided in [14] .
D. Long-time behavior
To study the long-time behavior, we distinguish three cases.
Diffusion in a bounded domain
Diffusion in a bounded domain is recurrent in any space
(here |A| is the Lebesgue measure of A), while v 
As expected, the mean boundary local time and its higher-order moments grow up to infinity as t → ∞, and the long-time asymptotic behavior does not depend on the starting point s 0 . In [29] , a much stronger property was established: all the cumulant moments of ℓ t grow linearly with time t. In other words, the distribution of the boundary local time is asymptotically close to a Gaussian distribution in the limit t → ∞:
where the constant b 2,1 was formally computed in [29] .
In Appendix B, we express this constant in terms of the second derivative of the smallest eigenvalue µ
0 with respect to p (evaluated at p = 0):
Diffusion in the exterior of a compact planar set
When Ω is the exterior of a compact planar set, diffusion is still recurrent, and µ (p) 0 → 0 as p → 0. However, the approach to zero is much slower than in Eq. (30) . In this setting, the mean boundary local time also grows up to infinity but much slower (see Sec. III B for an example in the exterior of a disk).
Diffusion in the exterior of a compact set in higher dimensions
When Ω is the exterior of a compact set in
0 > 0, diffusion is transient, i.e., the particle will ultimately escape to infinity and never return. As a consequence, Eq. (28) implies
with
In other words, the boundary local time reaches its steady-state limit ℓ ∞ determined by the above distribution and the following moments:
We emphasize that v
n (s) is not in general constant for exterior diffusion so that all eigenmodes can contribute.
E. A probabilistic interpretation
Introducing an independent exponentially distributed random stopping time τ , defined by the rate p as P{τ > t} = e −pt , one can multiply the left-hand side of Eq. (28) by p and interpret it as the average over the exponential stopping time τ :
In other words, we get explicitly the probability law for the boundary local time ℓ τ stopped at an exponentially distributed time τ :
Similarly, Eq. (30) yields the moments of the boundary local time stopped at τ :
The probabilistic interpretation of ℓ τ is rather straightforward in terms of "mortal walkers" [61] [62] [63] . In fact, one can consider a particle that diffuses in a reactive bulk and can spontaneously disappear with the rate p. In this setting, τ is the random lifetime of such a mortal walker.
III. EXAMPLES
In this section, we illustrate the properties of the boundary local time with four examples, for which the eigenbasis of the Dirichlet-to-Neumann operator is known explicitly. The probability density function ρ(ℓ, t|s 0 ) is then obtained by the numerical inversion of the Laplace transform in Eq. (26) using the Talbot algorithm. The accuracy of this numerical computation was validated by Monte Carlo simulations presented in Appendix C.
A. Interior of a disk
For a disk of radius R, Ω = {x ∈ R 2 : |x| < R}, the eigenfunctions of the Dirichlet-to-Neumann operator are defined on the circle ∂Ω = {x ∈ R 2 : |x| = R}
n (s) = e ins/R / √ 2πR (with n ∈ Z); in turn, the eigenvalues are
where I n (z) are the modified Bessel functions of the first kind, and prime denotes the derivative with respect to the argument. The eigenfunctions do not depend on p, whereas the eigenvalues are twice degenerate, except for n = 0. Here, the index n runs over all integer numbers for convenience of enumeration. The orthogonality of the harmonics {e ins/R } to a constant implies that only the term with n = 0 survives in Eqs. (25, 28) , yielding
from which ρ(ℓ, t) is found via Eq. (27) . As expected, this result does not depend on the starting point s 0 on the circle. The mean boundary local time from Eq. (30) reads
From this expression, one easily retrieves the short-time and long-time asymptotic behaviors: E{ℓ t } ≃ 2 √ Dt/ √ π as t → 0 and E{ℓ t } ≃ 2Dt/R as t → ∞, in agreement with Eqs. (33, 35) . Figure 2a shows the probability density function ρ(ℓ, t) for different times t. One can notice that ρ(ℓ, t) exhibits a maximum, which is progressively shifted toward larger ℓ with time. At short times (blue curves), the PDF is flat at small ℓ, and then rapidly drops at large ℓ. As time t increases, the shape of the PDF transforms and becomes more localized near the mean boundary local time. At long times (red curves), the PDF is getting close to a Gaussian distribution (36) , with the linearly growing mean and variance, as discussed in Sec. II D.
B. Exterior of a disk
For the exterior of a disk of radius R, Ω = {x ∈ R 2 : |x| > R}, the eigenfunctions of the Dirichlet-toNeumann operator remain unchanged, whereas the eigenvalues are
where K n (z) are the modified Bessel functions of the second kind. As previously, the orthogonality of eigenfunc-tions reduces Eq. (28) to
whereas the probability density ρ(ℓ, t) follows from Eq. (27) . The mean boundary local time is
The short-time behavior is the same as for the interior problem:
In turn, the long-time behavior is determined by looking at the limit p → 0. The asymptotic properties of the modified Bessel functions imply that the smallest eigenvalue µ (p) 0 approaches 0 logarithmically slowly in the limit p → 0:
where γ ≈ 0.5772 . . . is the Euler constant. As a consequence,
i.e., the boundary local time continues to grow (in agreement with the recurrent character of two-dimensional Brownian motion) but the growth is logarithmically slow. Figure 2b illustrates the behavior of ρ(ℓ, t), which is drastically different from the case of diffusion inside the disk (Fig. 2a) . The PDF does not have a maximum. At any time t, ρ(ℓ, t) exhibits a flat behavior at small ℓ and then drops at large ℓ. Moreover, the curves are getting very close to each other at long times. Even though this observation may suggest an approach to a steady-state limit, this is not the case, given that the mean boundary local time slowly grows, see Eq. (51).
C. Interior of a ball
For the ball of radius R, Ω = {x ∈ R 3 : |x| < R}, the eigenfunctions of the Dirichlet-to-Neumann operator are the (normalized) spherical harmonics, Y mn (θ, φ)/R (with n = 0, 1, 2, . . . and m = −n, . . . , n), whereas the eigenvalues are
where i n (z) are the modified spherical Bessel functions of the first kind. The orthogonality of spherical harmonics to a constant function reduces Eq. (28) to where we used the explicit form i 0 (z) = sinh(z)/z. The probability density ρ(ℓ, t) follows from Eq. (27) . Figure 3a illustrates the behavior of ρ(ℓ, t), which is very similar to the case of diffusion inside a disk (Fig.  2a) .
D. Exterior of a ball
For the exterior of a ball of radius R, Ω = {x ∈ R 3 : |x| > R}, the eigenfunctions of the Dirichlet-toNeumann operator remain unchanged, whereas the eigenvalues are
where k n (z) are the modified spherical Bessel functions of the second kind. Interestingly, the eigenvalues are just polynomials of p/D, e.g., µ
The orthogonality of spherical harmonics implies then
where erfc(z) is the complementary error function. Here, we managed to obtain the fully explicit form of this probability. The probability density ρ(ℓ, t) follows again from Eq. (27):
(56) The mean boundary local time reads
where erfcx(z) = e z 2 erfc(z) is the scaled complementary error function. At short times, one has E{ℓ t } ≃ 2 √ Dt/ √ π, whereas at long times, E{ℓ t } approaches R, as expected. Figure 3b presents the behavior of ρ(ℓ, t). Even though this figure looks very similar to Fig. 2b for diffusion outside a disk, there is a substantial difference: due to the transient character of Brownian motion, the curves of ρ(ℓ, t) approach their steady-state limit ρ(ℓ, ∞) = e −ℓ/R /R. This distribution is considerably different from the Gaussian one for diffusion in bounded domains.
IV. CONCLUSION
In summary, we presented a general description of the boundary local time ℓ t of reflected Brownian motion in Euclidean domains. This description relies on the recent spectral representation of the distribution of stopping times on partially reflecting boundaries in terms of the Dirichlet-to-Neumann operator M p . As stopping occurs when ℓ t exceeds a random threshold, one can access the boundary local time as well. The derived spectral representations (25, 28) involve the eigenvalues and eigenfunctions of M p which depend only on the shape of the confining domain. From these general results, the shorttime and long-time asymptotic behaviors of the boundary local time were investigated. In particular, three geometrical settings could be distinguished as t → ∞: (i) diffusion in any bounded domain, for which the distribution of ℓ t approaches a Gaussian one; (ii) diffusion outside a bounded planar set, for which the mean boundary local time grows logarithmically slowly with t, and (iii) diffusion outside a bounded set in R d with d ≥ 3, for which ℓ t reaches a steady-state distribution. We illustrated the general properties of the boundary local time for four settings, for which the spectral properties of the Dirichlet-to-Neumann operator are known explicitly, namely, diffusion inside and outside a disk and a ball. For all these cases, we derived exact formulas for the probability density function of ℓ t ; moreover, in the case of diffusion outside the ball, the formulas are fully explicit.
As discussed in [33] , the Dirichlet-to-Neumann operator can represent the whole propagator and thus contains equivalent information to describe diffusion-reaction processes. In this light, the eigenfunctions v n are available whenever the boundary is bounded, even for unbounded domains, for which the spectrum of the Laplace operator is continuous and thus conventional spectral expansions over u n cannot be used; and (iii) v (p) n do not depend on the reactivity κ of the boundary, in contrast to u n . In fact, as the reactivity stands as the parameter of Robin boundary condition, it enters implicitly into the propagator, the Laplacian eigenfunctions u n and related quantities and thus remains entangled with the shape of the domain [64] . In turn, the present approach characterizes repeated returns of the particle to the boundary via the boundary local time, which is then coupled to the reactivity via the stopping time T . Here, the shape of the domain is captured via the Dirichlet-to-Neumann operator, while the reactivity κ appears explicitly in spectral expansions and is thus disentangled from the geometry. As a consequence, the current work lays the theoretical ground to better understand the interplay between the geometrical structure of the confining domain and its reactivity, and ultimately to control and optimize various diffusion-reaction processes.
Appendix A: Asymptotic behavior of eigenvalues For a bounded domain, the asymptotic behavior of the eigenvalues of the Dirichlet-to-Neumann operator at small p can be obtained via a standard perturbation theory. For an eigenpair {µ (p) , v (p) }, we expect
Let u (p) denote the solution of the modified Helmholtz equation (14a) with f = v (p) in the Dirichlet boundary condition (14b). Setting
and identifying the terms of the same order in p in Eqs. (14) , one sees that u (0) and u (1) are solutions of the fol-lowing boundary value problems:
At the same time, the definition of the Dirichlet-toNeumann operator implies
from which the identification of the terms with the same p yields
According to Eqs. (A1, A4), µ (0) and v (0) are expectedly an eigenvalue and an eigenfunction of the operator M 0 :
The solution of the boundary value problem (A2) can be searched as a linear combination of two solutions:
As a consequence, one can rewrite Eq. (A5) as
Rewriting the second term on the left-hand side as M 0 v (1) , multiplying this relation by v (0) and integrating over ∂Ω, one gets
where we used the L 2 (∂Ω)-normalization of v (0) as an eigenfunction of M 0 , and (
For the lowest eigenpair, with µ (0) = 0 and v (0) = |∂Ω| −1/2 , one gets
where we used that u (0) is a constant solution of Eq. (A1) subject to the constant boundary condition v (0) = |Ω| −1/2 . We conclude that
Appendix B: Variance of the boundary local time
In [29] , the long-time asymptotic behavior of the cumulant moments of the residence time and other functionals of reflected Brownian motion was investigated. In particular, the variance of ℓ t was shown to be
with two constants b 2,1 and b 2,0 depending on the domain Ω. For a bounded domain, the constant of the leading term reads
where λ m (with m = 0, 1, 2, . . .) are the eigenvalues of the Laplace operator in Ω with Neumann boundary condition on ∂Ω, and
where u m (x) are the corresponding eigenfunctions of the Laplace operator, and B(x) is the considered functional. Note that the ground eigenmode with m = 0 (corresponding to λ 0 = 0 and u 0 = |Ω| −1/2 ) is excluded from this sum.
In the case of the boundary local time, Eq. (4) implies that B(x) is proportional to the indicator function of the vicinity ∂Ω a of the boundary: B(x) = D a I ∂Ωa (x). Taking the limit a → 0, one gets:
As a consequence, the constant b 2,1 can be written as
Writing the Laplace-transformed propagator as
we subtract the ground mode with m = 0 to get
where
is the pseudo-Green function. Using the fact that DG 0 (s, p|s 0 ) is the kernel of M −1 p due to Eq. (17), we get
Finally, expanding the above scalar product on the eigenbasis of M p , one has
where we wrote separately the term with n = 0. In the limit p → 0, the eigenfunctions v
n , which are orthogonal to v (0) 0 = |∂Ω| −1/2 . As a consequence, the last term vanishes in this limit, and we are left with
Expanding the smallest eigenvalue µ
into a series in powers of p, µ
. ., one finally gets
Interestingly, while the first derivative of µ
at p = 0 determines the asymptotic mean value of the boundary local time, the second derivative determines its variance. In order to validate our analytical results and the quality of the numerical Laplace transform inversion, we undertake Monte Carlo simulations of reflected Brownian motion with diffusion coefficient D inside a disk and a ball of radius R. We employ a basic fixed time-step scheme, even though more advanced Monte Carlo techniques are available [36, [65] [66] [67] [68] . We set R = 1 and D = 1 to fix units of length and time. For a fixed time step δ, each jump is generated independently as a Gaussian displacement with mean zero and variance 2Dδ in each spatial direction. Normal reflections are performed when the next generated position appears outside the domain. For each simulated trajectory, we count how long it remained in a boundary layer of width a until time t. If N t is the (random) number of positions of the trajectory inside this layer, then N t δ is a discrete approximation of the residence time in this layer, whereas DN t δ/a is an approximation of the boundary local time ℓ t . Simulating a large number M of such trajectories, we get the statistics of ℓ t at different times t. The normalized histogram of this statistics approximates the probability density function ρ(ℓ, t) of ℓ t . The starting point was fixed on the boundary (its actual location on the boundary does not matter due to the rotation symmetry).
The quality of the approximation depends on the choice of the numerical parameters M , δ, and a. We set M = 10 5 to have a good enough statistics of random realizations of ℓ t . To ensure an accurate simulation of reflected Brownian motion, the typical size of individual jumps, √ 2Dδ, should be the smallest length scale, i.e., √ 2Dδ ≪ a. We fix δ = 10 −5 to get √ 2Dδ ≈ 0.0045. To check the consistence of simulated results, we performed simulations for ten equally spaced values of a, from a = 0.005 to a = 0.05. On one hand, smaller a ensures better approximation of the boundary local time by the residence time in Eq. (4). On the other hand, a should not become smaller than √ 2Dδ. Figure 4 shows the probability density function ρ(ℓ, t) for a disk at three values of time: t = 0.1, t = 1, and t = 10. Solid line presents ρ(ℓ, t) evaluated via the numerical inversion of the Laplace transform (by Talbot algorithm) in Eq. (26) , which can be written more explicitly as
with µ (p) 0
given by Eq. (44) for the disk and by Eq. (52) for the ball. In turn, symbols present ρ(ℓ, t) from Monte Carlo simulations for three values of a. As the value of a decreases, the simulated normalized histograms are getting closer to our theoretical results, as expected. The best agreement is observed for a = 0.005, which is actually comparable to √ 2Dδ. We performed another set of simulations with δ = 10 −6 and thus much smaller √ 2Dδ, and the obtained histograms were very close to those on Fig. 4 (for this reason, these histograms are not shown). The perfect agreement between Monte Carlo simulations and theoretical curves can be seen as a crossvalidation of simulations, theory, and the used numerical inversion of the Laplace transform. Figure 5 presents very similar results for the case of a ball. 
