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Abstract 
A summation formula is given for 3Fz(a,b,c; ½(a + b + i+ 1),2c + j ;  1) with fixed j and arbitrary i (i, jE71). This 
result generalizes the classical Watson's theorem which deals with the case i = j  = 0. 
Extensions to the cases of 3F2(a, 1 + i + j - a, c; e, 1 + i + 2c - e; 1 ), and 3Fz(a, b, c; 1 + i + a - b, 1 + i + j + a - c; 1) 
are given. Notice that the case i = j  = 0 corresponds to the classical theorems due to Whipple and Dixon, respectively. 
Keywords:  Generalized hypergeometric functions; Watson's ummation theorem 
AMS classification: primary 33C20 
1. Introduction 
The classical Watson's ummation theorem may be written as 
1 fa, b,. 2o+~_ ~ r (~. ) r (½b)r (a ) r (~ - a + 1)r(c + ~) 
3F2 \d ,2o  1 = r (½)r (a ) r (b ) r (c -  ~ ~ . !~ + ' ) r (c  - ~b + ½) 
(d= ½(a + b + 1)), (1.1) 
provided ~(2c -a -  b) > -1 (see, e.g., [3, Section 4.4], or [9, Section 5.2.4], where the duplication 
formula for the F function should be used). Wimp [14] has shown that Watson's formula cannot 
be generalized in the sense that 3F2(a, b, c; d, 2¢; 1 ) for unrestricted a,b, c, d cannot be expressed as 
a general ratio of F functions. (Later, Zeilberger [15] gave a short proof of Wimp's theorem.) 
In several recent papers (see [4-6, 12]) functions of the type 
( a,b,c~.2c+jll) (~(2c-a-b)>- i -2 j -1)  f,.j(a,b,c):=3F2 d+ St, (1.2) 
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were studied for various values of the parameters i and j; [6] contains extensive tables of components 
of 25 formulae obtained for i, j E{ -2 , -1 ,O ,  1,2}, by repeated use of relations linking contiguous 
hypergeometric functions (see [1]; or [1 l, pp. 80-85]). 
In this paper we show that an analytical formula can be given for f~.j with fixed j and arbitrary 
iE77 (cf. Theorem 2.4). 
Also, we show that the recently studied problem of evaluation of 
gi'j(a'c'e):=3F2 (a'l+i+j-a'ce,l + i+2c-e  1) (1.3) 
hi, j (a,b,c):=3F2 l+ i+a-b , l+ i+ j÷a-c  
(see [7, 8]) may be reduced to the evaluation of a function of the type (1.2) (see Sections 3 and 
4, respectively). Notice that go0 and h0o may be evaluated by the classical Whipple's and Dixon's 
theorems, respectively. 
2. Main result 
Lemma 2.1. For any i, jET/  we have 
f~j =-- f~,j(a, b, c) = ~ 7i, kfoj(a -4- k, b + lil - k, c), 
k=0 
where the coefficients 7i, k -- 7~,k(a, b) (k = O, 1,.. . ,  lit) are either 9iven by 
~:i,k := (_ 1)k (~) (a)k(b)i_k(b - a + i - - a - k)i+l 
or are defined reeursively by 
with 
(i/> 0), 
7i, k(a,b)=Ci(a,b)~i+l.k_l(a+ 1,b)÷ Ci(b,a)Ti+l,~(a,b+ 1) (i ~< 0; 70,0 -= 1) 
Ci(a, b) :=  
a(a -b÷i÷ l) 
(a - b)(a + b + i + 1)" 
(we  adopt the convention that 7i, q = O for q < 0 or q > lil). Here 
m--I 
(O~)m ",= I~(0~ -4- m)/r (~)  = H(~ -4- k) (m >i 0). 
k=0 
Proof. The first part of the result (for i i> 0) is obtained by iterating the formula 
(a - b) f iu(a,b,c)=af i_ l . j (a  + 1,b,c) - bf i_ i j (a ,b -4- 1,c) (i = 0, 1,...; jEZ),  
which is a disguised form of a contiguity relation for 3F2 given in [11, Section 48, Eq. (14)]. 
(2.1) 
(2.2) 
(2.3) 
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The second part (for i ~< 0) is obtained by iterating the contiguity relation 
f i j (a ,b ,c)  =- Ci(a,b)fi+lj(a + l ,b,c)  + Ci(b,a)fi+l,j(a,b + 1,c) 
( i=0 , -1 , -2 , . . . ;  jE  ?7), 
which follows from another result of  Rainville's monograph (see [11, Section 48, Eq. (15)]). [] 
Lemma 2.2. For any i E ?7 we have 
( a,b,c ) P.,(X(°)t')!°)-X(l)O(t)~ (~(2c -a -b )>- i -1 ) ,  (2.4) f io(a,b,c)=3F2 d + ½i,2c 1 = ,~ ~ ,~, ~ ~i , 
where p := l i] rood 2, and 
' ) / ' ( c  - d - ½ [il + 1) P, =-- Pi(a, b, c) := 2a+b+lil-2( - 1 )Lbil/2J F(d + ½ I i l ) r ( c  + 
r (½)r (a ) r (b )  ' (2 .5)  
' l ) r (½b + ' ½l) r(½a+  
1 l l+½)F(c_  t J I 1 ( l  =0 ,  1), (2 .6 )  F(c -  2a + ~ 5b-  2# + ~l + ~) 
[(I/I-t)/2; (½a - c + m)t ~ o(n (l = 0, 1). (2.7) 
QI ' )  : :  Z (½b _[_ 1 I ~i,2m+ll J i ,  m 
m=0 21il -- 2 -- m)l 
Here 
~i,k 
~ik . -  (a)k(b)li,_k, (2.8) 
r'tm 1 1 1 1 __ C)  m tU ) := (½a + 21)m(2a - 21+ 2 
×(½b + 1 I 1 1 1 1 ~lt -+- ~l)[li[/2J-m(sb -t- 5# -- 5l + ~ - C)Llil/2j-m. (2.9) 
Proof .  Using notations (2.5) and (2.6), we may write Watson's formula (1.1) as 
foo(a, b, c) = Po(a, b, c)X(o°)(a, b, c). 
Now, it can be checked that 
( -  l ) [li[/2j 
Po(a + k,b + Iil - k ,c )=P i (a ,b ,c )  (~-[k(b~N_ , (2 .10)  
1 
X(o°)(a+k, b+ Iil _k,c)=(_l)kH/2J+~ (ga -c  +m) l  t~(I)X(nta b,c), (2.11) 
1 • I ", t '~ i ,m p \ ' (½b + ~ - 2 - m)~ 
where/z := ]i I mod 2, m :-- [k/2J, I := k mod 2. Using the above forms in the r.h.s, of  (2.1) with j -- O, 
we obtain the result. []  
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Lemma 2.3. For any i E 77, we have 
( ) (,)(1) a,b,c 1 =P/(X(v°)S}°)-X~ S~ ) f i l (a ,b ,c )  ~ 3 f2  d + ½i,2c + l 
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(~(2c -  a -  b) > - i -  3) 
(2.12) 
with 
S~ 0 := O}') + RI ' -0 (l = 0, 1), (2.13) 
where we use the notation (2.5)-(2.7) and 
L(lil-l)/mA (la + m)l ~ o0-1) 
R!O'-- ~ (½b+ l i l -  - c  ""  "-- 1 1 __ m)lu;i,2m+llOi, m (l =0, 1). (2.14) 
m=0 ~ 
Proof. A result in [4] may be written as 
fo,(a, b, c) = Po(X{o °) - X~ol)). 
Observe that 
(½a + m) l  [ t ( l -oy (o (~ I. ~., 
X(o'>(a + k, b + Iil - k, c )= (-1)H,I/2J+, ( ½b + ½ li I : - c - m)z __ t r'i,m .. l l  ~6t, u~t.), 
where # := Iil mod 2, m := Lk/2J, / := k mod 2. Using this and (2.10), (2.11) in the r.h.s, of (2.1) 
with j = 1, we obtain the result. [] 
Now, we are able to prove the main result of this paper. We have the following: 
Theorem 2.4. For any i, j EY we have 
( a,b,c l )  ---P/ (x(O)T(°)--.V(I)T (1)] (~R(2c -a -b )>- i -2 j -1 ) ,  
f i ' J (a 'b 'c )  -= 3F2 d + ½i, 2c + j ,--~ "i , j  "-ft *ti,j : 
(2.15) 
where It = lil mod 2, 
T(t.) (l) R R ( l -0  g,j =Ai,jQi +ui, j - i  ( l=0 ,  1) (2.16) 
and where Aij and B~j are particular solutions of the difference quation in j (i bein9 a parameter) 
( j  + 2c - a)(j + 2c - b)(j + c)Ej+l 
= ( j  + 2c)[(j + 2c - d)(2j + 2c - d) + ½i(j + 2c - 1 ) - (a - d)z]Ej 
1. - ( j+2c-  1)2( j+c-d+ 5t)Ej_l (jEZ), (2.17) 
obtained for the initial values Eo = 1, E1 = 1, and Eo = 0, E~ = 1, respectively. 
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Proof. The main tool used in the proof is the recurrence relation in j 
( j  + 2c - a ) ( j  + 2c - b ) ( j  + c)f/d+l 
= ( j  + 2c)[(j + 2c - d)(2j + 2c - d)  + ½i(j + 2c - 1 ) - (a - d)2]j~,j 
- ( j+2c-  1)2(j +c -d  + ½Of, j- ,  ( J~-),  (2.18) 
which follows from a result given by Bailey [1] for contiguous functions of the type 3F2(1). 
Putting (2.15) into the above equation it is easy to observe that T~ ) ( l=0 ,  1) are also solutions of 
Eq. (2.17) with the initial values (cf. Lemmata 2.2 and 2.3) 
i,O i , ,  
Also, it is easy to observe that we can write 
( -  1 ~T (° = A~t)O (1) -4- R!I}R9 - °  (l = 0, 1), (2.19) 
where the rational coefficients *1 {l) and B!I! --i,; -,,s are solutions of the recurrence relation (2.17) with the 
initial conditions 
and 
A(O)_a(o) 1, a(l)_A(1) -1 ,  i ,0 - -~* i , l  ~"  l ' i ,0 - -~x i ,  1 = 
respectively. Now, it is a simple observation that solutions A!°? and B ~°) --,o i,j are linearly independent and 
that 
Ag?=- -A  °? Rg) =- -B  !°) ( jEZ) .  t , j  " - t  ] , - - l , j  - -~ , j  
Thus, the formula (2.19) can be written as (2.16) with Aij =A!°? and n..--n!°? [] , " - t , j  , ~t , j  - -~z , j  • 
Remark 1. A collection of forms for Ai, j and Bi,j with i ET? and -2  ~< j ~< 3 is given in the 
appendix. 
Remark 2. The recurrence relation (2.18) can also be obtained using Zeilberger algorithm (see, e.g., 
[10, Ch. 6]). 
Remark 3. Note that the Eq. (2.18) may be used to compute f~,j recursively. However, in the 
present approach we are using this recursion only to produce rational expressions for Ai,j and Bi j ,  
which results in a remarkable fficiency of the algorithm. 
Using Theorem 2.4 with j = 2, and the formulae (A.6) given in the appendix, we obtain the 
following: 
B(O)=0, n(°) 1, B ° )=0,  no) -1 ,  i,  u i ,  1 = i,O ~ i , l  ~--- 
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Corollary 2.5. For any i E Y_, we have 
( a,b,c 1) 
J~,2(a, b, c) -= 3F2 d + ½i, 2c + 2 =e/~(X(°)~(°). i,2 +X~(I)T/,2(a)) (~(2c -- a - b) > - i  - 5), 
(2.20) 
where/~= li] mod2, and 
T(z) _ 2c + 1 
i,2 c+ l  { [1 -2 (c -d+l )e ]Q lZ)+[ l+ ie ]R l  '-I)} ( l=0,1) .  (2.21) 
Here e := c/ [ (2c-  a + 1)(2c-  b + 1)], and the notation used is that of  (2.5)-(2.7) and (2.14). 
Example 2.6. In particular, 
results: 
( ) ~)ff(c -1  ' 2) a,b,c =2~+b+3F(½a+ ½b+3)F(c+ 3 5 a - 3 b -  
f5,o = 3F2 ! a + i 1 
2 36 + 3 ,2c  (a - b - 4)gr(½)r(a)_r(b) 
where 
Theorem 2.4 and the formulae of the appendix imply the following 
1)r(½b) 1 1 1 } r(½a + 3 , .  , r ( sa) r (sb  + 7) 
× ws"°(a'b)r(c- - f7 ~)--f~= ½a) -ws"°t° 'a) -"  - - c777~T ~- , - 5b + 3 t tc -  3a t g ) t tc -  ½b) 
Ws,o(a,b):= 5 (½b)2 (c -  ½b-  3 )e (a -b -  3) (a -  b + 2)3 + (½a+ ½)2 
1) x (c -  3al . . . .  2)2(a b 4)4 + 5b (½a + ½) (c - ½b ½) (c -sa -  
x (a -  b -  4)2(a-  b+ 1)(a - b +4).  
(2.22) 
½ ) l ' 1) a, b, c f3,l =3F2 , 1 =2 °+b-2c(½a+ ½b+2)C(c+ ½)C(c -  - 3h -  
a + 3b + 2,2c + 1 (a -  b -  2)5 F(½)F(a)F(b) 
)< 
w ra t., _F(½b)F(½a+½) 
3.1~. ,u) r (c -½a+ 1) r (c -½b+ ½) 
, 1 ,  } 
r (3a) r (sb+ 3) (2.23) 
w3,1(b,a) F( c --i--- l ,-7772---,_ -1- - 3a+ g) r (e -  gb+ 1) 
where 
w3,1(a,b):= (a + 1)(2c-  a)(a - b - 2)[(a - b -  1) (2c-  a -  2) + 3b(a - b + 1)] 
+b(a - b + 2) (2c -  b -  1)[(b + 2)(a - b + 1) + 3(a - b - 1)(2c - a)], 
½ ) 1 _ lb) a,b,c 2a+b_3F(½a+ ½b+ 1)F(c + 5 ~a 
f~'3=3F2 a+½b+l ,2c+3 1 = (a -b ) (c+2)F(½)F(a)F (b)  
1 l l } 
F(ga)F(gb+ ~) (2.24) 
wj 3[a,o) -1--2-5~, , - - - -~  3 - Wl,3(b,a) F( c -~5- - -~  , × ~ ' F (c -  ga+2)F(c -  5b+ 5) - 5a+ g)F (c -  gb+2) 
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where 
wt,3(a, b):= 2(2c 2 + ab)(c - a + b + 1 ) - 2a 2 
+2(b-  a)(5c - 2a -  2b + 2) + c(8c + a 2 - 3b 2 + 8). 
a,b ,c  1 -1 )F (c+5 ~a 
f -3'1 = 3F2 a+½b- l ,2c+l  1 =2a+b-4I ' ( la+sb F(½)F(a)F (b)  
{(4at  , 1 1 , 1 , } - c°)r(sa)I'(sb + 5) (4bc - o))F(ga + 7)F (gb)  (2.25) 
' ½)F(c ½b+l) +F(c-Sa+l)F(c-gb+5) x F (c -  ~a + - - - - -  T . . . . . .  72-,_--T , 
where ~o := (a + b - 2)(a + b - 2c). 
(½ a ,b ,c  ) ' -3 )F (c+ 3)F (c -~a-~b+~)  3 1 =2a+b_4F(½a÷ ~b 1 l 3 
f-4,3 =3F2 a+ ½b-  ~,2c + 3 (c+2)V(½)F(a) I ' (b )  
{ , , , 1 , , } 
v(U)v(sb) V(sa + 5)V(Sb + 3) (2.26) , 3 )F (c_1  3 +z-4,3 ' 2 )~- - -}D 2) ' x W_a ,3F(c_~a+ ~b+5)  F (c~2a+ + 
where 
W_4, 3 :=  (C Jr- 2)[(a + b)(a + b - 4) + 3] - 2ab(a + b - 2c - 3), 
z-4,3 := 8c2(a + b - l ) - c[3(a + b)(a + b - 8) + 4ab + 29] 
- (4a  + 4b - 2ab)(a + b - 5) + 4(ab - 6). 
Note that the above results are obtained with the aid of  a program written in Maple [2]. 
2.1. Special  case 
Corol lary 2.7. For n = O, 1, . . .  ; p = O, 1, and i , j  E Z, we have 
3F 2 -2n  - p, c~ + 2n + p, c 1 
½ '" ½,2c+j  o~+~t+ J 
_ 21iL ~ 1 1 -- (~ct),(1-p)(5a + ~p + n)~p 
I 1 1 1 1 1 __ C)  n 
(1~ ÷ ~ ÷ ~)L l i l / z l (~)n+p(~O ~ _~ ~# ÷ 2 T (p) (2.27) 
1 1 1 I 1 __ 1 * i , j  , x (½~ + 5u + 5 _ C)L~,l/2~(c + 5).+AS= + ½P + 5 5Iu - Pl). 
where/~ = Iil mod 2, and T~(, p) is defined as in Theorem 2.4, fo r  a := -2n  - p ,  and b := ct + 2n + p. 
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Proof. First observe that using the duplication formula for the F function we can write (cf. (2.5) 
and (2.6)) 
l 1 1 (~bL,r(~)r( c + 3) 
eix(~ l) = 2]i1( - 1 )[lil/2J F( ½a - 5 l + ~ )F( ib + 5 1 1 1 1_  ½1 ,-Zl) 
r (d  + ½1i l ) r (c  - d - ½1il + 1) 
x ( /=0,  1). l 1 l+ 1)F(c  - 1 1 114  - 1 F(e - ~a + ~ 5 ~b - ~t~ + ~ 3 ) 
Letting a := -2n  - p, and b := c~ 4- 2n + p, where p equals 0 or 1, and n is non-negative integer, 
we observe that PiX(~1-P)= O, and (-1)PP, X~ p) can be written in the form given in the right-hand 
side of (2.27) for the coefficient of T (p) Now, the result follows from Theorem 2.4. [] "i,j • 
3. Generalization of Whipple's theorem 
The classical Whipple's theorem is (see [3, Section 4.4]; or [13, Eq. (2.3.3.14)]) 
( a, 1 -a ,c  1) 
3F2 ~e, 1 +2c-e  
rcF(e)F(1 + 2c - e) 
- 1 ~ 1 ~a) r (c -  I I ½)F(1 5e-  ~a) 22c - JF (½e+sa)F (5+se-  ~e+sa+ +c-  i 1 , (3.1) 
where ~(c) > 0. 
In [7], a collection of 39 analytic expressions i given for 
{a, l+ i+ j -a ,c  1) 
gi,j(a, c, e) : z  3F 2 \e ,  1 + i + 2c - e _ ' (3.2) 
where ~(c) > j, for a selection of i,j such that 1i1, [j[ ~< 3, using a connection between the above 
functions and the functions (4.2). 
The following theorem shows that the problem of computing (3.2) for any integer i and j can be 
reduced to the evaluation of f . j ,  discussed in Section 2. 
Theorem 3.1. For any i, jEZ ,  we have 
F(e)F(I + i + 2c - e)F(c) 
9,4(a,c,e)= F(~-+7-a -~c-~f~-~- - j ) f~ , j (e -a ,  1+i+2c-a -e ,c - j ) ,  (3.3) 
where f i j  is defined by (1.2). 
Proof. The result is a simple consequence of a familiar transformation ([13, Eq. (2.3.3.7)]) 
[ ) F(e)F(f)F(s)  .. (e -a , f -a , s  1) {a,b,c 1 = , (3.4) 3F2 \e , f  F (a )F (s+b)F(s+c)  3F2 \ s+b,s+c  
wheres :=e+f -a -b -c .  [] 
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Example 3.2. In particular, Theorems 2.4 and 3.1 imply the following formula: 
(a,--a-- 2,c ) 
g--4,1 = 3F2 ~e,  2c  - e - 3 1 
= 2_3_2a F(e)F (2c  - e - 3) 
(c - 1)F(e - a)F (2c  - a - e - 3) 
[ r(½e 1 t 1 3 - ~a)F (c -  ~a - ie -  
× ~u-4,1/,(2aq_ 1 1 1 2)! ~e + 1)F(c  + 5a - ~e - ~ ) 
F(½e-½a+½)F(c-½a-½e-1)} 
-v . ,  . 
+ 5e + g)F (c  + ga - ge) 
where 
u-4,1 := a(a + 1)(a + 3) - ac(a + c) + ce(2c - e - 5) + e(e + 3), 
v-4,1 := a( a 2 + 2a - 1) + ac( a - c + 4) - ce( 2c - e - 5) - 2c(c - 2) - (e + 1)(e + 2). 
383 
4. Generalization of Dixon's theorem 
The classical Dixon's theorem is (see [3, Section 4.4]; or [13, Eq. (2.3.3.5)]) 
r(l + ½a)C(l +a-b)r( l  +a-c)F(l +-~a- - (4.1) 
a ,b ,c  1 = 1 -b )F ( l+ l  - c )F ( l+a  b -c ) '  3F2 l +a-b , l  +a-c  F ( l  +a)F ( l  +-~a ga - 
where ~(a - 2b - 2c) > -2 .  
In [8], a collection of 39 analytic expressions i given for 
( a ,b ,c  1) (4.2) 
h i j (a ,b ,c ) :=3F2 l+ i+a-b , l+ i+ j+a-c  ' 
where N(a - 2b - 2c) > -2 i  - j - 2, for a selection of i , j  such that lil, IJL ~< 3. 
The following theorem shows that the problem of computing (4.2) for any integer i and j can be 
reduced to the evaluation of f , j ,  discussed in Section 2. 
Theorem 4.1. For any i , jE  Z, we have 
F( l+ i+ j+a-c )F (a )  ~ , 
hi, j (a ,b ,c )  = F(I + i -~-  c)--F(-a-~-~ Ji ' j(a' 1 + i + a - 2b, 1 + i+  a - b - c), (4.3) 
where a :=2 + 2i + j  + a - 2b - 2c, and f i j  is def ined by (1.2). 
Proof. Consider the following well-known transformation, obtained by reapplying formula (3.4) on 
itself, 
3F2 \e,f{a'b'c ] 1) = F( f )F (s )  a )3F  2 (a ,e -b ,e -c  1) 
+ a 
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where s :=e + f -  a -  b -  c. Hence, with e=l  + i+a-  b, and f= l  + i+ j  +a-  c, 
follows (4.3). [] 
Example 4.2. Theorem 4.1 and (2.23) imply 
a, b, c 1) 
h3,1 =3F2 4 + a - b, 5 + a - c 
= 2~+/3+  F(a - b + 4)F(a - c + 5)F(~ + 9)F(a - b - c + 9) 
(2b - 6)5(c - 4)4F(½)r (a )F ( f l  + 4)t '(a + ~ + 9) 
X 
F(½/  + 2)r(½a + ½) 
y3,, r(½ + 5)r(½7 + 
, , 5}  F(~a)F(~fl + ~) 
9 1 Z3'l r ( l~  ÷ ~)r(~- 7÷ 3) 
where 
Y3,1 :=(a  + 1)(b - 3)(c~ + 8)[(2b - 5)(e + 6) + 3(2b - 3)(fl + 4)] 
+(b - 1)(fl ÷ 4)(7 ÷ 3)[(2b - 3)(fl + 6) + 3(2b - 5)(c~ + 8)], 
z3,1 :=(b  - 1)(fl + 5)( t , + 4 ) [ (2b-  3)( 7 + 2) + 3a(2b-  5)] 
+a(b  - 3)(e + 7)[(a ÷ 2)(2b - 5) + 3(2b - 3)(~, + 4)], 
and where ~ := a - 2b - 2c, fl := a - 2b, 7 := a - 2c. 
5. Concluding remarks 
A general method is proposed for producing the analytical form of the generalized hypergeometric 
series of unit argument (1.2) for any i, j EZ ,  including classical Watson's result. 
In contrast o the earlier approach of Lavoie et al. (see [4-8]), the obtained formula is natural,  
and does not require storing many coefficients. 
The new method can be easily implemented in a computer algebra system programming language, 
like Maple or MATHEMATICA. 
Appendix 
In this section, we give a collection of  forms for Ai,j and Bi j  ( iEZ ,  and -2  ~<j ~< 3) which are 
ingredients of the formula (2.16). 
We have 
T!I) (1) - )-,(~-i) ,,j :A i jQ i  -~lJi, jl~ i ( /=0,1 ;  iET/, -2  ~<j ~3) ,  (A.1) 
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where 
Ai_  2 = 
ai,_ 2 
[G( -2 )  + (c -  1 ) i ] [G( -1 )  + (2c -  1)i] 
1- 1)2 2(2c - 2)2(c - d + 5z - 
G(0) [G( -2 )  + (c - 1)i] 
[ • 
2(2c - 2)2(c - d + 5t - 1 )2 
G( -  1 ) + (2c - 1 )i 
Ai,-i = (2c -- 1)(2c -- 2d + i ) '  Bi,- i  = 
Ai, 0 : l ,  Bi, o : O, 
Ai, I =Bi,  I : 1, 
Ai,2 = H2(2d - 2c - 2), 
Ai,3 = H3(2d - 2c - 2), 
Bi,2 = H2(i), 
Bi,3 = H3(i). 
Here G(m) := (2c - a + m)(2c - b + m), and 
2c+1 
Ha(W) := [1 +cW/G(1)] ,  
c+l  
G( -1 )  
E 
1. 1)' (2c -  1 ) (c -  d + St - 
G(O) 
(2c - 1 )(2c - 2d + i ) '  
(2c + 1)2 
H3(W) := 
(c + 1)2G(2) 
{[1 + cW/G(1)][4(c - ½d + 1)2 - (a - d)2 + i(c + ½)] 
] - 
- ( c  + 1)(c - a + + 2)}. 
(A.2) 
(A.3) 
(A.4) 
(A.5) 
(A.6) 
(A.7) 
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