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a b s t r a c t
The Taylor series approximations neglecting the third and higher order terms in the
expansion of ex are frequently used by many researchers to get closed-form solutions to
simplify the solution procedure to locate the optimal solution. However, they may cause
significant penalty costs sometimes. Under some assumptions, Huang and Liao [K.N. Huang,
J.J. Liao, A simple method to locate the optimal solution for exponentially deteriorating
items under trade credit financing, Computers and Mathematics with Applications 56
(2008) 965–977] show that the total relevant cost per year is convex. With the convexity,
they develop the solution procedures to locate the optimal cycle times to avoid the
shortcoming of the significant penalty cost that the Taylor series approximations may
cause. The main purpose of this paper not only removes those assumptions about the
convexities of the total relevant costs per year described in Huang and Liao (2008) [4] but
also presents some simplified solution procedures free of using the convexity to improve
Huang and Liao (2008) [4].
© 2011 Published by Elsevier Ltd
1. Introduction
Park [1] adopted the Taylor series approximations and neglected the third and higher order terms in the expansion of ex
to get closed-form solutions to simplify the solution procedure to locate the optimal solution. A lot of numerical examples
in [2] reveal that Park’s approximatemethod (1983) causes significant penalty costs sometimes. Recently, Chang andTeng [3]
still use the same approach to locate the optimal solution as that adopted by Park [1]. Huang and Liao [4] explore the
convexity of the total relevant cost per year to develop the solution procedures to locate the optimal solution to overcome the
shortcoming of the significant penalty cost that the Taylor series approximations of Chang and Teng [3]may cause. However,
the validities of convexities of the relevant costs per year in [4] are based on some assumptions. Those assumptionswill limit
the applications of Huang and Liao [4]. The main purpose of this paper is not only to remove those assumptions about the
convexities of the total relevant costs per year described in [4] but also to present the solution procedures free of using the
convexity to improve and simplify Huang and Liao [4].
2. The model
The same notation and assumptions described in [4] are adopted here.
Assumptions:
(1) The demand for the item is constant with time.
(2) Shortages are not allowed.
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Notations
D The demand rate per year,
h The unit holding cost per year excluding interest charges,
p The selling price per unit,
c The unit purchasing cost, with c < p,
Ic The interest charged per $ in stocks per year by the supplier or a bank,
Id The interest earned per $ per year,
r The cash discount rate, 0 < r < 1,
θ The inventory deterioration rate (constant rate of deterioration),
M1 The period of cash discount,
M2 The period of permissible delay in setting account, withM2 > M1,
T The ordering time interval,
Z(T ) The total relevant cost per year,
T ∗ The optimal solution of Z(T ),
I(t) D
θ
[eθ(T−t) − 1] if 0 ≤ t ≤ T .
(3) Replenishment is instantaneous.
(4) The distribution of time to the deterioration of the items follows an exponential distribution with parameter θ .
(5) During the time the account is not settled, generated sales revenue is deposited in an interest bearing account. At the
end of this period (i.e.M1 orM2), the customer pays the supplier the total amount in the interest bearing account, then
starts paying off the amount owed to the supplier whenever the customer has money obtained from sales.
(6) The time horizon is infinite.
Based on the above notation and assumptions, it is shown that the total relevant cost per year is given by
Z(T ) =

Z1(T ) if T > M1 (a)
Z2(T ) if 0 < T ≤ M1 (b) (1)
or
Z(T ) =

Z3(T ) if T > M2 (a)
Z4(T ) if 0 < T ≤ M2 (b) (2)
where
Z1(T ) = ST +
D [h+ cθ (1− r)]
θ2T

eθT − 1− hD
θ
− pIdD
2T
M21
+ Ic
2pDT
[
c (1− r)D
θ

eθT − 1− pDM1 (1+ IdM1/2)]2 (3)
Z2(T ) = ST +
D [h+ cθ (1− r)]
θ2T

eθT − 1− hD
θ
− pIdD

M1 − T2

(4)
Z3(T ) = ST +
D (h+ cθ)
θ2T

eθT − 1− hD
θ
+ Ic
2pDT
[
cD
θ

eθT − 1− pDM2 (1+ IdM2/2)]2 − pIdD2T M22 (5)
and
Z4(T ) = ST +
D (h+ cθ)
θ2T

eθT − 1− hD
θ
− pIdD

M2 − T2

. (6)
For convenience, we treat that all Zi(T ) (i = 1, 2, 3, 4) are defined on T > 0. Eqs. (1)(a, b) and (2)(a, b) imply that
Z1(M1) > Z2(M1) (7)
and
Z3(M2) > Z4(M2). (8)
Consequently, Z(T ) is continuous except T = M1 andM2, respectively. Case 1 in [3,4] assume that
c (1− r) I(0)−

pDM1 + pIdDM
2
1
2

≥ 0,
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where
I(0) = D
θ
(eθT − 1).
So, we have
T ≥
ln

W1
B1

θ
= W¯1 > 0 (9)
where
A1 = pDM1

1+ IdM1
2

,
B1 = c(1− r)D
θ
,
and
W1 = A1 + B1.
Therefore, the optimal value of T for Case 1 (i.e., T ∗1 ) in [3,4] satisfies Eq. (9). Eq. (9) implies
eθT ≥ W1
B1
if T ≥ W¯1 > 0. (10)
On the other hand, Case 3 in [3,4] assume that
cI(0)−

pDM2 + pIdDM
2
2
2

≥ 0.
So, we have
T ≥
ln

W3
B3

θ
= W3 > 0, (11)
where
A3 = pDM2

1+ IdM2
2

B3 = cD
θ
and
W3 = A3 + B3.
Therefore, the optimal value of T for Case 3 (i.e., T ∗3 ) in [3,4] satisfies Eq. (11). Furthermore, Eq. (11) implies
eθT ≥ W3
B3
if T ≥ W¯3 > 0. (12)
3. Theorems for the optimal cycle T ∗ of Z(T )
Eqs. (3)–(6) yield that
Z ′1(T ) =
−S
T 2
+ Dh+ B1θ
2
θ2T 2

θTeθT − eθT + 1+ pIdDM21
2T 2
+ Ic
2pDT 2

2B21θTe
2θT − B21e2θT − 2B1W1θTeθT + 2B1W1eθT −W 21

(13)
Z ′2(T ) =
−S
T 2
+ D [h+ cθ (1− r)]
θ2T 2

θTeθT − eθT + 1+ pIdD
2
(14)
Z ′3(T ) =
−S
T 2
+ Dh+ B3θ
2
θ2T 2

θTeθT − eθT + 1+ pIdDM22
2T 2
+ Ic
2pDT 2

2B23θTe
2θT − B23e2θT − 2B3W3θTeθT + 2B3W3eθT −W 23

(15)
and
Z ′4(T ) =
−S
T 2
+ D [h+ cθ ]
θ2T 2

θTeθT − eθT + 1+ pIdD
2
. (16)
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Let
F1(T ) = −S + Dh+ B1θ
2
θ2

θTeθT − eθT + 1+ pIdDM21
2
+ Ic
2pD

2B21θTe
2θT − B21e2θT − 2B1W1θTeθT + 2B1W1eθT −W 21

(17)
F2(T ) = −S + D[h+ cθ(1− r)]
θ2

θTeθT − eθT + 1+ pIdDT 2
2
(18)
F3(T ) = −S + Dh+ B3θ
2
θ2

θTeθT − eθT + 1+ pIdDM22
2
+ Ic
2pD

2B23θTe
θT − B23e2θT − 2B3W3θTeθT + 2B3W3eθT −W 23

(19)
and
F4(T ) = −S + D [h+ cθ ]
θ2

θTeθT − eθT + 1+ pIdDT 2
2
. (20)
Then, Eqs. (13)–(16) reveal
Z ′i (T ) =
Fi(T )
T 2
(i = 1, 2, 3, 4). (21)
Further, we have
F2(0) = −S < 0 (22)
and
F4(0) = −S < 0. (23)
Eqs. (17)–(20) yield that
F ′1(T ) =

Dh+ B1θ2

TeθT + Icθ
2
pD
B21Te
θT

2eθT − W1
B1

, (24)
F ′2(T ) = D [h+ cθ (1− r)] TeθT + pIdDT > 0, (25)
F ′3(T ) =

Dh+ B3θ2

TeθT + Icθ
2
pD
B23Te
θT

2eθT − W3
B3

, (26)
and
F ′4(T ) = D (h+ cθ) TeθT + pIdDT > 0. (27)
Eqs. (10) and (12) reveal that
F ′1(T ) > 0 if T ≥ W1 > 0, (28)
and
F ′3(T ) > 0 if T ≥ W3 > 0 (29)
respectively. So, Eqs. (24)–(29) demonstrate the following results.
Lemma 1. (A) F1(T ) is increasing on [W1,∞).
(B) F2(T ) is increasing on T > 0.
(C) F3(T ) is increasing on [W3,∞).
(D) F4(T ) is increasing on T > 0.
Let
∆1 = F1 (M1) = Z ′1 (M1)M21
= −S + Dh+ B1θ
2
θ2

θM1eθM1 − eθM1 + 1
+ pIdDM21
2
+ Ic
2pD

2B21θM1e
2θM1 − B21e2θM1 − 2B1W1θM1eθM1 + 2B1W1eθM1 −W 21

(30)
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∆∗1 = F1

W1
 = Z ′1 W1 W12
= −S + Dh+ B1θ
2
θ2

θW1eθW1 − eθW1 + 1

+ pIdDM
2
1
2
+ Ic
2pD

2B21θW1e
2θW1 − B21e2θW1 − 2B1W1θW1eθW1 + 2B1W1eθW1 −W 21

= −S + Dh+ B1θ
2
θ2
(θW¯1eθW¯1 − eθW¯1 + 1)+ pIdDM
2
1
2
(31)
∆2 = F2 (M1) = Z ′2 (M1)M21
= −S + D [h+ cθ (1− r)]
θ2

θM1eθM1 − eθM1 + 1
+ pIdDM21
2
= −S + Dh+ B1θ
2
θ2
(θM1eθM1 − eθM1 + 1)+ pIdDM
2
1
2
(32)
∆3 = F3 (M2) = Z ′3 (M2)M22
= −S + Dh+ B3θ
2
θ2

θM2eθM2 − eθM2 + 1
+ pIdDM22
2
+ Ic
2pD

2B23θM2e
2θM2 − B23e2θM2 − 2B3W3θM2eθM2 + 2B3W3eθM2 −W 23

(33)
∆∗3 = F3

W3
 = Z ′3 W3 W32
= −S + Dh+ B3θ
2
θ2

θW3eθW3 − eθW3 + 1

+ pIdDM
2
2
2
+ Ic
2pD

2B23θW3e
2θW3 − B23e2θW3 − 2B3W3θW3eθW3 + 2B3W3eθW3 −W 23

= −S + Dh+ B3θ
2
θ2
(θW¯3eθW¯3 − eθW¯3 + 1)+ pIdDM
2
2
2
(34)
∆4 = F4 (M2) = Z ′4 (M2)M22
= −S + D [h+ cθ ]
θ2

θM2eθM2 − eθM2 + 1
+ pIdDM22
2
= −S + Dh+ B3θ
2
θ2
(θM2eθM2 − eθM2 + 1)+ pIdDM
2
2
2
. (35)
Then, we have the following results.
Lemma 2.
(A) 2B21θTe
2θT − B21e2θT − 2B1W1θTeθT + 2B1W1eθT −W 21 is increasing if T ≥ W¯1.
(B) 2B21θTe
2θT − B21e2θT − 2B1W1θTeθT + 2B1W1eθT −W 21 > 0 if T > W¯1.
(C) 2B23θTe
2θT − B23e2θT − 2B3W3θTeθT + 2B3W3eθT −W 23 is increasing if T ≥ W¯3.
(D) 2B23θTe
2θT − B23e2θT − 2B3W3θTeθT + 2B3W3eθT −W 23 > 0 if T > W¯3.
(E) θTeθT − eθT + 1 is increasing if T > 0.
(F) ∆1 ≥ ∆2 ≥ ∆∗1 if M1 ≥ W¯1.
(G) ∆3 ≥ ∆4 ≥ ∆∗3 if M2 ≥ W¯2.
(H) ∆∗1 > ∆2 if W¯1 > M1.
(I) ∆∗3 > ∆4 if W¯3 > M2 .
Proof. (A) and (B): Let
g(T ) = 2B21θTe2θT − B21e2θT − 2B1W1θTeθT + 2B1W1eθT −W 21 . (36)
Then, we have
g ′(T ) = 2θ2TB21eθT
[
2eθT − W1
B1
]
. (37)
Eq. (10) implies
g ′(T ) ≥ 2θ2TB1eθTW1 > 0 if T ≥ W¯1. (38)
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So, g(T ) is increasing on T ≥ W¯1. Therefore, we have
g(T ) > g(W¯1) = 0 if T ≥ W¯1. (39)
Eqs. (38)–(39) demonstrate that Lemma 2(A, B) hold.
(C) and (D): The proof of Lemma 2(C, D) follows the same steps as Lemma 2(A, B) by using Eq. (12).
(E) Let
f (T ) = θTeθT − eθT + 1. (40)
Then, Eq. (40) yields
f ′(T ) = θ2TeθT > 0 if T > 0. (41)
Eq. (41) implies that f (T ) is increasing on T > 0. So,
f (T ) > f (0) = 0 if T > 0. (42)
Eq. (42) explains that Lemma 2(E) holds.
(F) According to Eqs. (30)–(32), Lemma 2(B, E) imply that Lemma 2(F) holds.
(G) According to Eqs. (33)–(35), Lemma 2(D, E) imply that Lemma 2(G) holds.
(H) According to Eqs. (31) and (32), Lemma 2(E) implies that Lemma 2(H) holds.
(I) According to Eqs. (34) and (35), Lemma 2(E) implies that Lemma 2(I) holds.
Incorporating the above arguments, we have completed the proof of Lemma 2. 
Let T ∗1 and T
∗
3 denote the optimal solutions of Z1(T ) on [W1,∞) and Z3(T ) on [W3,∞), respectively. Furthermore, let T ∗2
and T ∗4 denote the optimal solutions of both Z2(T ) and Z4(T ) on T > 0, respectively. Based on the above arguments, we have
the following results.
Lemma 3.
(A) (a1) If ∆∗1 ≥ 0, then T ∗1 = W1 and Z1(T ) is increasing on

W1,∞

.
(a2) If ∆∗1 < 0, then
(i) T ∗1 > W1,
(ii) Z1(T ) is decreasing on

W1, T ∗1

and increasing on

T ∗1 ,∞

.
(B) (b1) If ∆2 > 0, then
(i) 0 < T ∗2 < M1,
(ii) Z2(T ) is decreasing on

0, T ∗2

and increasing on

T ∗2 ,∞

.
(b2) If ∆2 ≤ 0, then
(i) T ∗2 ≥ M1,
(ii) Z2(T ) is decreasing on

0, T ∗2

and increasing on

T ∗2 ,∞

.
(C) (c1) If ∆1 ≥ 0 and W1 ≤ M1, then Z1(T ) is increasing on (M1,∞).
(c2) If ∆1 < 0 and W1 ≤ M1, then
(i) T ∗1 > M1 > W1,
(ii) Z1(T ) is decreasing on (M1, T ∗1 ] and increasing on

T ∗1 ,∞

.
(D) (d1) If ∆∗3 ≥ 0, then T ∗3 = W3 and Z3(T ) is increasing on

W3,∞

.
(d2) If ∆∗3 < 0, then
(i) T ∗3 > W1,
(ii) Z3(T ) is decreasing on

W3, T ∗3

and increasing on

T ∗3 ,∞

.
(E) (e1) If ∆4 > 0, then
(i) 0 < T ∗4 < M2,
(ii) Z4(T ) is decreasing on

0, T ∗4

and increasing on

T ∗4 ,∞

.
(e2) If ∆4 ≤ 0, then
(i) T ∗4 ≥ M2,
(ii) Z4(T ) is decreasing on

0, T ∗4

and increasing on

T ∗4 ,∞

.
(F) (f1) If ∆3 ≥ 0 and W3 ≤ M2, then Z3(T ) is increasing on (M2,∞).
(f2) If ∆3 < 0 and W3 ≤ M2, then
(i) T ∗3 > M2 > W3,
(ii) Z3(T ) is decreasing on (M2, T ∗3 ] and increasing on

T ∗3 ,∞

.
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Proof.
(A) (a1): If ∆∗1 ≥ 0, Eq. (31) and Lemma 1(A) imply ∆∗1 = F1

W1
 ≥ 0. Since F1(T ) is increasing on W1,∞, we have
F1(T ) > F1

W
 ≥ 0 if T > W1. Eq. (21) reveals Z ′1(T ) = F1(T )T2 > 0 if T > W1.
So, Z1(T ) is increasing on

W1,∞

. Consequently, T ∗1 = W1.
(a2) If ∆∗1 < 0, Eq. (31) and Lemma 1(A) imply ∆
∗
1 = F1

W1

< 0. Since limT→∞ F1(T ) = ∞, the Intermediate
Value Theorem [5] concludes that there exists a point T1 > W1 such that F1 (T1) = 0. Since F1(T ) is increasing on
W1,∞

, we have
F1(T )
< 0 ifW1 ≤ T < T1, (a)= 0 if T = T1, (b)
> 0 if T > T1. (c)
(43)
Eqs. (21) and (43)(a, b, c) imply that
Z ′1(T )
< 0 ifW1 ≤ T < T1, (a)= 0 if T = T1, (b)
> 0 if T > T1. (c)
(44)
Eqs. (44)(a, b, c) reveal that Z1(T ) is decreasing on

W1, T1

and increasing on [T1,∞). So, T1 = T ∗1 > W1.
(B) (b1): If∆2 > 0, Eq. (38) and Lemma 1(B) imply∆2 = F2 (M1) > 0. From Eq. (22), the Intermediate Value Theorem [5]
concludes that there exists a point 0 < T2 < M1 such that F2 (T2) = 0. Since F2 (T ) is increasing on T > 0, we
have
F2(T )

< 0 if 0 < T < T2, (a)
= 0 if T = T2, (b)
> 0 if T > T2. (c)
(45)
Eqs. (21) and (45)(a, b, c) imply that
Z ′2(T )

< 0 if 0 < T < T2, (a)
= 0 if T = T2, (b)
> 0 if T > T2. (c)
(46)
Eqs. (46)(a, b, c) reveal that Z2(T ) is decreasing on (0, T2] and increasing on [T2,∞). So, T2 = T ∗2 .
(b2) If ∆2 ≤ 0, Eq. (32) and Lemma 1(B) imply ∆2 = F2 (M1) ≤ 0. From limT→∞ F2(T ) = ∞, the Intermediate
Value Theorem [5] concludes that there exists a point M1 ≤ T2 < ∞ such that F2 (T2) = 0. Following the same
arguments as in (b1), we get T2 = T ∗2 andM1 ≤ T ∗2 . Furthermore, it is concluded that Z2(T ) is decreasing on

0, T ∗2

and increasing on

T ∗2 ,∞

.
(C) (c1): If ∆1 ≥ 0, Eq. (30) and Lemma 1(A) imply ∆1 = F1 (M1) ≥ 0. SinceW1 ≤ M1, we get that F1(T ) is increasing on
[M1,∞). So, F1(T ) > F1 (M1) ≥ 0. Following the same arguments as in (a1), we see that Z ′1(T ) > 0 on (M1,∞)
and Z1(T ) is increasing on (M1,∞).
(c2) If ∆1 < 0, Eq. (30) and Lemma 1(A) imply ∆1 = F1 (M1) < 0. Since limT→∞ F1(T ) = ∞, the Intermediate Value
Theorem [5] concludes that there exists a point M1 < T1 such that F1 (T1) = 0. Since W1 ≤ M1 and F1(T ) is
increasing on [M1,∞), Eqs. (43)(a, b, c) and (44)(a, b, c) hold. So, T1 = T ∗1 andW1 ≤ M1 ≤ T ∗1 . Furthermore, Z1(T )
is decreasing on

M1, T ∗1

and increasing on

T ∗1 ,∞

.
(D) (d1): If∆∗3 ≥ 0, following the same arguments as in (a1), we conclude that results of [D(d1)] hold.
(d2): If∆∗3 < 0, following the same arguments as in (a2), we conclude that results of [D(d2)] hold.
(E) (e1): If∆4 > 0, using Eq. (23) and following the same arguments as in (b1), we conclude that results of [E(e1)] hold.
(e2): If∆4 ≤ 0, using Eq. (23) and following the same arguments as in (b2), we conclude that results of [E(e2)] hold.
(F) (f1): If∆3 ≥ 0 andW3 ≤ M2, following the same arguments as in (c1), we conclude that results of [F(f1)] hold.
(f2): If∆3 < 0 andW3 ≤ M2, following the same arguments as in (c2), we conclude that results of [F(f2)] hold.
Incorporating the above discussions, we have completed the proof of Lemma 3. 
Based on Eq. (9), Lemmas 1 and 2(H), we have the following results.
Theorem 1. Suppose that the payment is made at time M1 and W1 > M1. Hence,
(A) if ∆∗1 < 0, then Z (T ∗) = min

Z2 (M1) , Z1

T ∗1

and T ∗ = M1 or T ∗1 is associated with the least cost.
(B) if ∆2 < 0 ≤ ∆∗1 , then Z (T ∗) = min

Z2 (M1) , Z1

W1

and T ∗ = M1 or W1 is associated with the least cost.
(C) if 0 ≤ ∆2, then Z (T ∗) = min

Z2

T ∗2

, Z1

W1

and T ∗ = T ∗2 or W1 is associated with the least cost.
Proof. (A) If∆∗1 < 0, with Lemma 3[A(a2), B(b2)], we have:
(i) Z2(T ) is decreasing on (0,M1].
(ii) Z1(T ) is decreasing on [W¯1, T ∗1 ] and increasing on

T ∗1 ,∞

.
Based on Eqs. (1)(a, b), (9) and (i)–(ii), we conclude Z (T ∗) = min Z2 (M1) , Z1 T ∗1  and T ∗ = M1 or T ∗1 is associated
with the least cost.
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(B) If∆2 < 0 ≤ ∆∗1 , with Lemma 3[A(a1), B(b2)], we have:
(iii) Z2(T ) is decreasing on (0,M1]
(iv) Z1(T ) is increasing on

W1,∞

.
Based on Eqs. (1)(a, b), (9) and (iii)–(iv), we conclude Z (T ∗) = min Z2 (M1) , Z1 W1. So, T ∗ = M1 orW1 is associated
with the least cost.
(C) If 0 ≤ ∆2, with Lemma 3[A(a1), B(b1)], we have:
(v) Z2(T ) is decreasing on

0, T ∗2

and increasing on

T ∗2 ,M1

.
(vi) Z1(T ) is increasing on

W1,∞

.
Based on Eqs. (1)(a, b), (11) and (v)–(vi), we conclude Z (T ∗) = min Z2 T ∗2  , Z1 W1. So, T ∗ = W1 or T ∗2 associated
with the least cost.
Incorporating the above arguments, we have completed the proof of Theorem 1. 
Theorem 2. Suppose that the payment is paid at time M1 and W1 ≤ M1. Hence,
(A) if ∆1 < 0, then Z (T ∗) = min

Z2 (M1) , Z1

T ∗1

and T ∗ = T ∗1 or M1 is associated with the least cost.
(B) if ∆2 < 0 ≤ ∆1, then Z(T ∗) = Z2(M1) and T ∗ = M1.
(C) if 0 ≤ ∆2, then Z (T ∗) = Z2

T ∗2

and T ∗ = T ∗2 .
Proof. (A) If∆1 < 0 andW1 ≤ M1, with Lemma 3[B(b2), C(c2)], we have:
(vii) Z2(T ) is decreasing on (0,M1].
(viii) Z1(T ) is decreasing on

M1, T ∗1

and increasing on

T ∗1 ,∞

.
Based on Eqs. (1)(a, b), (7) and (vii)–(viii), we conclude Z (T ∗) = min Z2 (M1) , Z1 T ∗1 . So, T ∗ = T ∗1 orM1 is associated
with the least cost.
(B) If∆2 < 0 ≤ ∆1 and W¯1 ≤ M1, with Lemma 3[B(b2), C(c1)], we have:
(ix) Z2(T ) is decreasing on (0,M1].
(x) Z1(T ) is increasing on (M1,∞).
Based on Eqs. (1)(a,b), (7) and (ix)–(x), we conclude Z(T ∗) = Z2(M1). So, T ∗ = M1.
(C) If 0 ≤ ∆2 andW1 ≤ M1, with Lemma 3[B(b1), C(c1)], we have:
(xi) Z2(T ) is decreasing on

0, T ∗2

and increasing on

T ∗2 ,M1

.
(xii) Z1(T ) is increasing on (M1,∞).
Based on Eqs. (1)(a, b), (7) and (xi)–(xii), we conclude Z (T ∗) = Z2

T ∗2

. So, T ∗ = T ∗2 .
Incorporating the above arguments, we have completed the proof of Theorem 2. 
Based on Eq. (10), Lemmas 1 and 2(I), we have the following results.
Theorem 3. Suppose that the payment is paid at time M2 and W3 > M2. Hence,
(A) if ∆∗3 < 0, then Z (T ∗) = min

Z4 (M2) , Z3

T ∗3

and T ∗ = M2 or T ∗3 is associated with the least cost.
(B) if ∆4 < 0 ≤ ∆∗3 , then Z (T ∗) = min

Z4 (M2) , Z3

W 3

and T ∗ = M2 or W 3 is associated with the least cost.
(C) if 0 ≤ ∆4, then Z (T ∗) = min

Z4

T ∗4

, Z3

W 3

and T ∗ = T ∗4 or W 3 is associated with the least cost.
Proof. The proof of Theorem 3 follows the same steps as Theorem 1 by using Eq. (8). 
Theorem 4. Suppose that the payment is paid at time M2 and W3 ≤ M2. Hence,
(A) If ∆3 < 0, then Z (T ∗) = min

Z4 (M2) , Z3

T ∗3

and T ∗ = M2 or T ∗3 is associated with the least cost.
(B) If ∆3 ≥ 0 and∆4 < 0 ≤ ∆3, then Z(T ∗) = Z4(M2) and T ∗ = M2.
(C) If 0 ≤ ∆4, then Z (T ∗) = Z4

T ∗4

and T ∗ = T ∗4 .
Proof. The proof of Theorem 4 follows the same steps as Theorem 2 by using Eq. (8). 
4. Numerical examples
Example 1. Given D = 1000 units/year, θ = 0.8, h = $4/unit/year, Id = 0.06/year, Ic = 0.09/year, c = $20/unit,
p = $150/unit, S = $30/order, r = 0.9 andM1 = 20/365 years. Then A1 = 8232.68906, B1 = 2500,W1 = 10732.68906,
W¯1 = 1.821254256,∆∗1 = 47533.012 and ∆2 = −7.832425798. In addition, we have M1 ≤ W¯1 and ∆2 < 0 < ∆∗1 .
Suppose that the payment is made at timeM1. Theorem 1(B) is applied to locate the optimal solution T ∗. We obtain
Z(T ∗) = min Z2(M1), Z1(W¯1)
= min {2456.61592, 10830.24481}
= 2456.61592.
So, T ∗ = M1. Since 3B1 < A1, this example illustrates that Lemma 3 in [4] is invalid.
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Example 2. Given D = 1000 units/year, h = $4/unit/year, Id = 0.06/yearIc = 0.09/year, θ = 0.03, S = 10/order,
c = $20/unit, p = $45/unit/year, and M2 = 30/365 = 0.0822.Then A3 = 3707.750047, B3 = 666666.6667,W3 =
670374.4167, W¯3 = 0.184873875,∆∗3 = 78.02128215 and ∆4 = 14.68255837. In addition, we have M2 ≤ W¯3 and
0 < ∆4 < ∆∗3 . Suppose that the payment is made at timeM2. Theorem 3(C) is applied to locate the optimal solution T ∗. We
obtain
Z(T ∗) = min Z4(T ∗4 ), Z3(W¯3)
= min {Z4(0.052333047), Z3(0.184873875)}
= min {20062.6293, 20430.7576}
= 20062.6293.
So, T ∗ = T ∗4 = 0.052333047 which is consistent with the corresponding optimum solution in Table 8 of Huang and Liao [4].
5. Conclusions
Based on the above arguments, we have the following observations:
(1) Lemma 2(H) reveals that Theorem 1 in this paper simplifies Theorem 1 in [4].
(2) Lemma 2(I) reveals that Theorem 3 in this paper simplifies Theorem 3 in [4].
(3) All optimal solutions of Theorems 1–4 in this paper are consistent with those of Theorems 1(B), 2(B), 3(B) and 4(B) in [4],
respectively.
(4) Validities of all Theorems 1, 2, 3, and 4 in [4] are based on assumptions 3Bi > Ai (i = 1, 3). Huang and Liao [4] use
convexity to develop the solution procedures to locate the optimal solution of the total relevant cost per year. However,
the validity of the convexity of the total relevant cost per year in [4] is based on the assumptions 3Bi > Ai (i = 1, 3).
Those assumptionswill limit the applications of the solution procedures of Huang and Liao [4]. This paper uses Lemmas 1
and 2 to develop different approaches free of using those assumptions 3Bi > Ai (i = 1, 3) to solve the inventory model
discussed in [4] and indicates that Lemma 3 in [4] is invalid.
Combining all observations (1)–(4), we conclude that this paper not only simplifies but also improves Huang and Liao [4].
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