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DECAY ASYMPTOTICS OF THE VISCOUS CAMASSA-HOLM
EQUATIONS IN THE PLANE
CLAYTON BJORLAND
Abstract. We consider the vorticity formulation of the 2-D viscous Camassa-
Holm equations in the whole space. We establish global existence for solutions
corresponding to initial data in L1 and describe the large time behavior of
solutions with sufficiently small and localized initial data. We calculate the rate
at which such solutions approach an “un-filtered” Oseen vortex by computing
the rate at which the solution of a scaled vorticity problem approaches the
solution to a corresponding linearized equation.
1. Introduction
The viscous Camassa-Holm equations (VCHE) equations are commonly written:
vt + u · ∇v + v · (∇u)T +∇p = △v(1.1)
H−1α (u) = u− α2△u = v
∇ · u = 0
v(0) = v0
Here, Hα is the Helmholtz operator with constant α defined by solving the PDE
u − α2△u = v and will be referred to as the “filter” associated with the VCHE.
For a derivation of these equations from variational principles see [11] or [15]; for a
derivation based on modifying the Navier-Stokes system see [7]. The significance of
these equations is in the combination of a close relation to the famous Navier-Stokes
equations and easily computable bounds on solutions. In particular, in dimensions
2-4 the VCHE admit smooth global solutions which satisfy the Kelvin Circulation
Theorem (circulation is conserved around “loops” moving with the filtered flow),
the filter is responsible for the smoothing effect on solutions and the non-linear
term v · (∇u)T brings the solution into compliance with the Kelvin Circulation
Theorem. These solutions are well suited for numerical and analytic calculations
and retain many properties displayed by solutions of the Navier-Stokes equations.
For proofs of global existence and uniqueness in dimensions 2-4 see [2], [7], [8],
[13], and [15]. Decay of energy and higher norms is considered in [2]. Numerical
literature is outside the scope of this paper and the reader is referred to [12] for a
survey of the VCHE role in computational turbulence models and a more complete
bibliography.
The relation between the VCHE and the Navier-Stokes equations is particularly
visible in the vorticity form of the equations found by taking the curl (∇× v = v˜)
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of (1.1). In two dimensions the vorticity form is:
v˜t + u · ∇v˜ = △v˜(1.2)
B(Hα(v˜)) = u
v˜(0) = v˜0
In the above equation, B represents convolution with the well known Biot-Savart
kernel, see 2.1. The aim of this paper is to further explore the relationship between
solutions of the Navier-Stokes equation and the VCHE by describing the way a
solution of (1.2) approaches the fixed point zero, i.e. computing the first and
second order decay asymptotics for solutions with small initial data.
The asymptotic behavior of the 2-D vorticity equation for the Navier-Stokes
equation has been studied in [5], [9] and [10]. In [9] the asymptotics are calculated
by applying invariant manifold techniques to the semiflow governing the vorticity
problem. Their approach was to scale the vorticity problem into coordinates which
are particularly well suited to studying the large time behavior of the Navier-Stokes
equation and then apply the Invariant Manifold Theorem in [6] to construct an
invariant manifold in the phase space of the scaled problem and foliate the phase
space locally, near the fixed point zero. The manifolds constructed give insight
into the behavior of solutions near the fixed point and, among other results, the
authors calculate the asymptotics through the interaction and properties of these
manifolds.
The close relation of the Navier-Stokes equations and the VCHE gives hope that
a similar program may be carried out for the 2-D VCHE, especially when comparing
the vorticity equations. In fact, such attempts are met with resistance from the
filter in the VCHE. In a functional setting the filter eases problems by smoothing
the solution but in a dynamical setting such as this the filter adds complication to
the problem. In particular, the filter does not scale well with the other parts of
the equation and the resulting non-linear term has dependence on the scaled time
variable not present in the case of the Navier-Stokes equations. It is not immediately
clear how to construct invariant manifolds with such a time dependence or even if
such a structure exists.
The Invariant Manifold Theorem in [6] is based on solving Lyapunov-Perron
type equations which are generated through recursive application of the semiflow,
the work that follows is based on parts of this approach that work well in the set-
ting of the VCHE. To construct our decay theorem we linearize the scaled VCHE
around a fixed point sufficiently close to zero and determined by the initial data
considered, then subtract the linearized equation from the scaled one to get a sys-
tem which measures distance from the linear solution. To work around the time
dependence of this system we construct an infinite family of systems by steping
the original system forward in time a fixed length, these can then be composed to
reconstruct the flow of the solution. Following in spirit [6], the semiflow generated
by these systems is decomposed into a linear term, a non-linear term, and in the
second order case a forcing function which decays quickly for which we can find
uniform Lipschitz bounds. Applying this decomposition recursively we find a dis-
crete Lyapunov-Perron type system which is solvable in a rapidly decaying space.
The existence of a solution to this discrete system implies decay properties of the
difference system which in turn allow us to compute the asymptotics we desire.
Although the notion of invariant manifolds is lost we still retain enough structure
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to complete the asymptotic calculations on the solution. This procedure, in the-
ory, can be continued to arbitrary orders of asymptotics by considering sufficiently
localized data. We consider only the cases where the governing ODEs are linear.
The work is based in large part on the work in [6] and [9], this is reflected in the
notation we use and the statements of many theorems. Following this introduction
we introduce the majority of our notation and a few useful lemmas relating to the
VCHE. Section 4 is dedicated to proving existence and uniqueness of solutions to the
vorticity problem in 2-D. This section is somewhat based on the work in [1] where
similar results were proved for the Navier-Stokes equations but for us the work is
simplified thanks to the smoothing properties of the filter in functional settings. In
section 5 we introduce the scaled variables, prove boundedness of solutions with
these variables in weighted spaces L2(m), and discuss other properties of the scaled
system. In this section we also discuss the linearized system and the action of
the linear operator L (the scaled form of △) on the weighted spaces. Sections 6
and 7 hold the theorems and computations involving the first and second order
asymptotic respectively. The theorems in section 7 are very similar to section 6
and many are stated with little or proof when they have nearly identical analogues
in section 6. To end this introduction we state the main conclusions of this paper,
proofs are given in sections 4, 6, and 7 respectively. The spaces L2(m) are weighted
spaces, see (2.2) below.
Theorem 1.1. Given initial conditions v˜0 ∈ L1(R2), there exists a unique global
solution v˜ ∈ L∞([0,∞);L1(R2)) to the PDE (1.2). This solution satisfies the decay
bound
|v˜(t)|q ≤ Ct−(1−
1
q
)|v˜(0)|1
Theorem 1.2. For any µ ∈ (0, 12 ), there exists a r0 > 0 so that for any initial data
v˜0 ∈ L2(2) with ‖v˜0‖2 ≤ r0 the solution of (1.2) satisfies
|v˜(·, t)− a(Ω(·, t)− α2△Ω(·, t))|p ≤ C(1 + t)−1−µ+
1
p
where a =
∫
R2
v˜0 dx and
Ω(x, t) =
1
4π(1 + t)
e
−|x|2
4(1+t)
Theorem 1.3. For any µ ∈ (12 , 1), there exists a r0 > 0 so that for any initial data
v˜0 ∈ L2(3) with ‖v˜0‖3 ≤ r0 the solution of (1.2) satisfies
|v˜(·, t)−a(Ω(·, t)−α2△Ω(·, t))−
∑
i=1,2
bi(∂iΩ(x, t)−α2△∂iΩ(x, t))|p ≤ C(1+t)−1−µ+
1
p
where bi =
∫
ξiw˜ dξ and a, Ω are as in the previous theorem.
2. Notation
Throughout this paper we use N to refer to the natural numbers including 0.
Standard Lebesgue spaces will be denoted Lp(R2) or (Lp for short) with the norm
| · |p =
∫ · dx.
To denote the curl of a vector field, we use the tilde. For example, the curl
of a vector field v is given by ∇ × v = v˜. For a divergence free vector field, the
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curl can be undone through convolution with the well known Biot-Savart kernel
x⊥/(2π|x|2), x⊥ = (−x2, x1)T . We denote this convolution as
(2.1) B(w˜) =
1
2π
∫
R2
(x− y)⊥
|x− y|2 w˜(y) dy
so that B(v˜) = v for divergence free vector fields.
We define b(ξ) = (1 + |ξ|2)1/2 and make frequent use of the weighted Hilbert
spaces L2(m) defined by
L2(m) = {f ∈ L2(R2)| ‖f‖m <∞ & ∇ · f = 0}(2.2)
‖f‖2m =
∫
R2
b2m(ξ)|f(ξ)|2 dξ
3. Preliminaries
This section contains bounds that will be useful later in the paper, particularly
section 3. To begin we recall a lemma from [9] concerning the Biot-Savart operator
B defined by (2.1), and the curl of divergence free vector fields.
Lemma 3.1. Let
v = B(v˜) =
1
2π
∫
R2
(x− y)⊥
|x− y|2 v˜(y) dy
(i) If 1 < p < 2 < q <∞, 1q = 1p − 12 , and v˜ ∈ Lp(R2, then there exists a C > 0
such that |v|q ≤ C|v˜|p.
(ii) If 1 ≤ p < 2 < q ≤ ∞, 12 = αp + (1−α)q where α ∈ (0, 1), and v˜ ∈ Lp ∩Lq(R2,
then there exists a C > 0 such that |v|∞ ≤ C|v˜|αp |v˜|1−αq .
(iii) If 1 < p < ∞ and v˜ ∈ Lp(R2), then there exists a C > 0 such that
|∇v|p ≤ C|v˜|p
Proof. This is Lemma 2.1 in [9]. 
The following bounds for the heat kernel will also be useful in proving existence
of solutions in section 3.
Lemma 3.2. Let Φ be the fundamental solution to the heat equation. Then
|Φ(t)|p ≤ C(n, p)
t(1−
1
p
)n2
|∇Φ(t)|p ≤ C(n, p)
t
1
2+(1− 1p )n2
Proof. By direct calculation
|Φ(t)|pp =
1
(4πt)
pn
2
∫
Rn
e
−p|x|2
4t dx =
1
p
n
2 (4πt)
(p−1)n
2
This proves the first bound. For the second, start by differentiating the heat kernel
then take the Lp norm
|∇Φ(t)|pp ≤
C(n, p)
tp(1+
n
2 )
∫
Rn
|x|pe−p|x|
2
4t dx
Now a change of variables and integration proves the second bound. 
We also recall some facts about the Helmholtz operator H .
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Lemma 3.3. Given, v ∈ C∞0 (Rn) let u be the smooth solution to the Helmholtz
equation
H−1α (u) = u− α2△u = v
Then u satisfies the following bounds
|u|p ≤ |v|p for p ∈ [1,∞]
|u|p ≤ C(n, p, r)
α1+γ
|v|r for γ = n
2
(
1
r
− 1
p
) < 1
|∇u|p ≤ C(n, p, r)
α
3
2+γ
|v|r for γ = n
2
(
1
r
− 1
p
) <
1
2
Proof. See [2]. 
Lemma 3.4. Let v ∈ Lr(R2), r ∈ [1,∞). Then, there exists a solution u ∈ W 1,r
to the Helmholtz equation
H−1α (u) = u− α2△u = v
which satisfies the bounds
|u|p ≤ |v|p for p ∈ [1,∞]
|u|p ≤ C(n, p, r)
α1+γ
|v|r for γ = n
2
(
1
r
− 1
p
) < 1
|∇u|p ≤ C(n, p, r)
α
3
2+γ
|v|r for γ = n
2
(
1
r
− 1
p
) <
1
2
Proof. Let vn ∈ C∞0 be a sequence such that vn → v in Lr(R2) and ‖vn‖r ≤
‖v‖r. By the previous lemma, there exists a sequence of solutions to the Helmholtz
equation un, each term satisfying the desired bounds. Applying the Banach-Alaoglu
theorem to a possible subsequence of the un gives the existence of a function u with
the desired properties. 
The last Lemma in this section concerns the inclusion L2(m) →֒ L1 which will
be useful in proving many estimates later in this paper.
Lemma 3.5. If f ∈ L2(m) for some m > 1 then f ∈ Lq for 1 ≤ q ≤ 2.
Proof. The bound |f |2 ≤ ‖f‖m is immediate from the definition of L2(m). Since
(1 + |ξ|2)m2 is integrable in R2 if m > 1 we have |f |1 ≤ C‖f‖m. Interpolation
finishes the proof. 
4. Vorticity Problem for the VCHE
This section contains proofs for existence and uniqueness of solutions to the
vorticity form of the VCHE (1.2) with data in v˜ ∈ L1(R2). Decay of these solutions
is provided by the optimal smoothing results in [4].
Instead of working directly with (1.2) we prove existence and uniqueness for the
mild form of the PDE (1.2) by solving the integral equation
v˜(t) = e△tv˜0 −
∫ t
0
∇Φ(t− s) ∗ [B(Hα(v˜))⊗ v˜](s) ds(4.1)
v˜(0) = v˜0
The corresponding result for the Navier-Stokes equation was proved in [1] using
a fixed point argument in a space smaller then L1, then extending the solution
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operator to L1, see also [3] and [14]. This approach was necessary because of the
difficulty in writing the Navier-Stokes equations so a fixed point argument can be
applied in L1. In the case of the VCHE, the filter provides enough leverage to apply
a fixed point argument directly. We start by proving a bound on the bilinear term
then follow with existence of a global solution.
Lemma 4.1. The bilinear form
B(v˜, w˜) : L∞([0, T ], L1(R2))× L∞([0, T ], L1(R2))→ L∞([0, T ], L1(R2))
defined by
B(v˜, w˜) =
∫ t
0
∇Φ(t− s) ∗ [B(Hα(v˜))⊗ w˜](s) ds
satisfies the bound
sup
t∈[0,T ]
|B(v˜, w˜)(t)|1 ≤ C(T )
(
sup
t∈[0,T ]
|v(t)|1
)(
sup
t∈[0,T ]
|w(t)|1
)
where C(T )→ 0 as T → 0.
Proof. Apply first Young’s inequality then Ho¨lder’s inequality to the bilinear form
with 1 < p < 2 < q <∞ and 1p + 1q = 1:
|B(v˜, w˜)(t)|1 ≤
∫ t
0
|∇Φ(t− s)|1|B(Hα(v˜))(s)|∞|w˜(s)|1 ds
Lemmas 3.1 and 3.4 give the bound |B(Hα(v˜))(s)|∞ ≤ C|v˜(s)|1 so
|B(v˜, w˜)(t)|1 ≤ C
∫ t
0
|∇Φ(t− s)|1 ds
(
sup
s∈[0,t]
|v˜(t)|1
)(
sup
s∈[0,t]
|w˜(t)|1
)
By Lemma 3.2, |∇Φ(t−s)|1 is integrable over finite intervals. Taking the supremum
over t ∈ [0, T ] yields
sup
t∈[0,T ]
|B(v˜, w˜)(t)|1 ≤ CT 12
(
sup
t∈[0,T ]
|v˜(t)|1
)(
sup
t∈[0,T ]
|w˜(t)|1
)
This estimate concludes the proof. 
Theorem 4.2. Given initial data v˜0 ∈ L1(R2) there exists a unique global solution
v˜ ∈ L∞([0,∞);L1(R2)) to the integral equation (4.1). For any p ∈ [1,∞], this
solution satisfies the decay bound
(4.2) |v˜(t)|p ≤ Ct−(1−1/p)|v˜(0)|1
Proof. Lemma 4.1 with a standard fixed point argument gives the existence of a
mild solution in some possibly small time interval. The length of the time interval
depends on the L1 norm of the initial data. After applying the optimal smoothing
results in [4] (see also [16]) the L1 norm of the solution does not increase beyond
the L1 norm of the data which implies the existence of a global solution. Indeed,
the vorticity equation for the VCHE is a viscously damped conservation law so
after applying Theorem 1 in [4] we establish (4.2). In particular, |v(t)|1 ≤ C|v(0)|1,
which establishes global existence.
THE VISCOUS CAMASSA-HOLM EQUATIONS IN THE PLANE 7
It remains to establish uniqueness. Let v˜ and w˜ be two solutions of (4.1) corre-
sponding to the same initial data v˜0 ∈ L1(R2). After adding and subtracting cross
terms we see
(v˜ − w˜)(t) = −
∫ t
0
∇Φ(t− s) ∗ [B(H(v˜, α))⊗ (v˜ − w˜)](s) ds
+
∫ t
0
∇Φ(t− s) ∗ [B(H((v˜ − w˜), α))⊗ w˜](s) ds
Similar to the proof of Lemma 4.1, apply Lemmas 3.1 and 3.4 with Young’s in-
equality, for 1 < p < 2,
|v˜(t)− w˜(t)|1 ≤ C
∫ t
0
|∇Φ(t− s)|1(|v˜(s)|1 + |w˜(s)|1)|v˜(s)− w˜(s)|1 ds
Apply (4.2) to obtain
|v˜(t)− w˜(t)|1 ≤ C|v˜0|1
∫ t
0
|∇Φ(t− s)|1|v˜(s)− w˜(s)|1 ds
From here, the Gronwall inequality with Lemma 3.2 is used to establish uniqueness
and conclude the proof. 
This establishes Theorem 1.1.
5. The Scaled Equations
In this section we introduce scaled variables and rewrite the vorticity equations
for the VCHE in these variables. An existence theorems for the the scaled VCHE
and related filter equations in the spaces L2(m) is the provided. Finally we discuss
the action of the linear operator L on the weighted spaces L2(m).
The scaled variables are defined
ξ =
x√
1 + t
τ = ln(1 + t)
v(x, t) =
1√
1 + t
w(ξ, τ) u(x, t) =
1√
1 + t
ω(ξ, τ)
v˜(x, t) =
1
1 + t
w˜(ξ, τ) u˜(x, t) =
1
1 + t
ω˜(ξ, τ)
It has been show in [5], [9] and [10] that these variables are very useful when
studying the large time behavior of the Navier-Stokes equation. The VCHE (1.2)
becomes
w˜τ = Lw˜ − ω · ∇ξw˜ w˜(0) = w˜0(5.1)
ω = B(Hα,τ (w˜))(5.2)
where B is again convolution with the Biot-Savart kernel as in (2.1), L is the linear
operator L = △ξ + 12ξ · ∇ξ + I, and Hα,τ is the operator defined by solving the
scaled Helmholtz equations ω˜ − α2e−τ△ξω˜ = w˜.
Our first goal of the section will be to show how the filter Hα,τ acts on the
weighted spaces L2(m), in particular we will show that the Helmholtz equation has
a unique solution on these spaces.
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Lemma 5.1. If w ∈ L2(m) and ω ∈ L2(m) are related by the scaled Helmholtz
equation w = ω − α2e−τ△ξω then ‖ω(τ)‖2m ≤ C‖w(τ)‖2m. In the case 4m2α2 < 1,
C = 1, otherwise C = 2(1 + 2m−1(4m2α2)m). This lemma shows how the operator
Hα,τ : L2(m)→ L2(m) is bounded.
Proof. The case of m = 0 follows from the linear theory, the bound is
‖w‖20 = ‖ω‖20 + α2e−τ‖∇ω‖20 + α4e−2τ‖△ω‖20
If m > 0, square the PDE and multiply by b2m, after integration we have
‖w‖2m = ‖ω‖2m + α4e−2τ‖△ω‖2m − 2α2e−τ
∫
R2
b2mω△ω dξ
Using integration by parts∫
R2
(1 + |ξ|2)mω△ω dξ = −‖∇ω‖2m + 2m
∫
R2
(b2m−2 + (m− 1)b2m−4|ξ|2)ω2 dξ
leaves
‖w‖2m = ‖ω‖2m + α4e−2τ‖△ω‖2m + 2α2e−τ‖∇ω‖2m
− 4mα2e−τ‖ω‖2m−1 − 4m(m− 1)α2e−τ‖|ξ|ω‖2m−2
The bound −e−τb2m−4(b2 + (m− 1)|ξ|2) ≥ −m2b2m shows
‖w‖2m ≥ (1− 4m2α2)‖ω‖2m + α4e−2τ‖△ω‖2m + 2α2e−τ‖∇ω‖2m
and proves the result if 4m2α2 < 1.
If 4m2α2 ≥ 1, set β2 = 8m2α2−1 so that for |ξ| ≥ β we have b2m ≥ 8m2α2b2m−2.
If B(β) is the ball with radius β,
− 4m2α2
∫
R2
b2m−2ω2 dξ ≥ −4m2α2(8m2α2)m−1
∫
B(β)
ω2 dξ − 1
2
∫
BC(β)
b2mω2 dξ
Applying the case m = 0 and the bound ‖w˜‖22 ≤ ‖w˜‖2m allows
−
∫
B(β)
ω2 dξ ≥ −
∫
R2
ω2 dξ ≥ −
∫
R2
w2 dξ ≥ −‖w‖2m
Also,
− 1
2
∫
BC(β)
b2mω2 dξ ≥ −1
2
‖ω‖2m
Considering all of this with leaves, in the case 4m2α2 ≥ 1,
(5.3) C‖w‖2m ≥
1
2
‖ω‖2m + α4e−2τ‖△ω‖2m + 2α2e−τ‖∇ω‖2m
where C = 1 + 2m−1(4m2α2)m. 
The above proof is some indication that the filter is not well suited for the
weighted spaces. There is still a smoothing effect, but as can be seen from (5.3)
this effect decreases as τ becomes large.
Theorem 5.2. Given w ∈ L2(m) there exists a unique solution ω ∈ L2(m) to the
scaled Helmholtz equations w = ω − α2e−τ△ξω. This proves the operator Hα,τ :
L2(m)→ L2(m) is well defined.
Proof. The rough estimate b2m > 1 implies L2(m) ⊂ L2(0), so if w ∈ L2(m) it
is well known that there is a unique ω ∈ L2(0) solving the equation. Lemma 5.1
shows that ω ∈ L2(m). 
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We now turn our attention to the scaled VCHE. Using the strongly continuous
semigroup eτL generated by L in L2(m) we write the mild form of the scaled
vorticity problem as
w˜(τ) = eτLw˜0 −
∫ τ
0
e−
1
2 (τ−s)∇ · e(τ−s)L(ω(s)w˜(s)) ds(5.4)
ω˜ = Hα,τ (w˜) w˜(0) = w˜0
The following lemma provides an estimate on the bilinear form which will be
used to prove existence of a local solution to (5.4).
Lemma 5.3. Given w˜1, w˜2 ∈ C0([0, T ];L2(m)), define
R(w˜1, w˜2)(τ) =
∫ τ
0
e−
1
2 (τ−s)∇ · e(τ−s)L(ω1(s)w˜2(s)) ds
where ω1 = w1 − α2e−τ△w1 and w1 is obtained from w˜1 via the Biot-Savart law.
Then R ∈ C0([0, T ], L2(m)), and there exists C0 = C0(m,T ) > 0 such that
sup
0≤τ≤T
‖R(w˜1, w˜2)(τ)‖m ≤ C0
(
sup
0≤τ≤T
‖w˜1(τ)‖m
)(
sup
0≤τ≤T
‖w˜2(τ)‖m
)
Moreover, the constant C0 becomes arbitrarily small as T tends to zero.
Proof. We rely on an estimate of the semigroup eτL proved in the appendix of [9],
if r ∈ ( 2m+1 , 2) then
|bm∇ · eτLu|2 ≤ C
a(τ)(
1
r
− 12 )+ 12
|bmu|r
where a(τ) = 1− e−τ . This allows
|bmR(w˜1, w˜2)(τ)|2 ≤ C
∫ τ
0
1
a(τ − s) 1r |b
mω1(s)w˜2(s)|r ds
Ho¨lder’s inequality, Lemma 3.1, and the inclusion L2(m) →֒ Lr(R2) provides the
bound |bmω1(s)w˜2(s)|r ≤ C‖w˜2‖m‖ω˜1‖m. Apply Lemma 5.1 and note that a(τ −
s)−1/r is integrable from 0 to τ to finish the proof. 
In addition to providing existence and uniqueness, the following theorem shows
how we can control the L2(m) norm of a solution to the integral equation (5.4) by
controlling the L2(m) norm of the initial data. Just as Lemma 5.3 has an analogue
in [9], our existence proof is modeled after the proof of Theorem 3.2 in [9].
Theorem 5.4. Given w˜0 ∈ L2(m) for some m > 1, there exists a global solution
w˜ ∈ C0([0,∞), L2(m)) to the integral equation (5.4) with w˜(0) = w˜0. Moreover,
there exists a constant C1 = C1(‖w˜0‖m) such that
(5.5) ‖w˜(τ)‖m ≤ C1
and C1 → 0 as ‖w˜0‖m → 0.
Proof. The previous lemma and a fixed point argument gives unique local in time
existence of a unique solution. Moreover, there exists a T > 0 such that
(5.6) sup
0≤τ≤T
‖w˜(τ)‖m ≤ 2‖w˜0‖m
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By scaling (4.2) and using the fact that L2(m) →֒ L1 for m > 1 we see that this
solution satisfies, for all p ∈ [1,∞],
(5.7) |w˜(τ)|p ≤ Cp‖w˜(0)‖m
a(τ)1−
1
p
We will now establish (5.5) which will imply global in time existence. Multiplying
(5.1) by b2mw˜ and integrating we find
1
2
d
dτ
∫
R2
b2mw˜2 dξ =
∫
R2
b2m
(
w˜△w˜ + w˜
2
(ξ · ∇)w˜ + w˜2 − w˜(ω · ∇)w˜
)
dξ
Integration by parts and the bound |ξ| ≤ b(ξ) give the following estimates:∫
R2
b2mw˜△w˜ dξ ≤ −
∫
R2
b2m∇w˜2 dξ + 2m2
∫
R2
b2m−2w˜2 dξ
1
2
∫
R2
b2mw˜(ξ · ∇w˜) = −1
2
∫
R2
b2mw˜2 dξ − 1
2
m
∫
R2
b2m−2|ξ|2w˜2 dξ
−
∫
R2
b2mw˜(ω · ∇)w˜ dξ = m
∫
R2
b2m−2(ξ · ω)w˜2 dξ
Furthermore, given ǫ > 0 there exists a Cǫ > 0 such that b
2m−2 ≤ ǫb2m + Cǫ so we
can bound
2m2
∫
R2
b2m−2w˜2 dξ ≤ ǫ
∫
R2
b2mw˜2 dξ + Cǫ
∫
R2
w˜2 dξ
Similarly,
m
∫
R2
b2m−2(ξ · ω)w˜2 dξ ≤ ǫ
∫
R2
b2mw˜2 dξ + Cǫ|ω|2m∞
∫
R2
w˜2 dξ
Putting these bounds together yields
1
2
d
dτ
∫
R2
b2mw˜2 dξ ≤ −(1
2
− 2ǫ)
∫
R2
b2mw˜2 dξ + Cǫ(1 + |ω|2m∞ )
∫
R2
w˜2 dξ
Write δ = 12 − 4ǫ, then
d
dτ
(
eδτ
∫
R2
b2mw˜2 dξ
)
≤ Cǫeδτ (1 + |ω|2m∞ )
∫
R2
w˜2 dξ
This inequality implies (5.5) provided
(5.8) sup
0≤τ≤∞
(
(1 + |ω|2m∞ )
∫
R2
w˜2 dξ
)
≤ C(‖w˜0‖m)
where C(‖w˜0‖m)→ 0 as ‖w˜m‖m → 0. We now establish this estimate.
When T is such that (5.6) holds, estimate (5.7) with p = ∞ and then p = 2
implies (5.8) when the supremum is taken over τ ∈ [T,∞). When τ ≤ T Lemmas
3.1 and 3.4 provide the bound |ω(τ)|∞ ≤ C(T )|w˜(τ)|2, which with (5.6) implies
(1 + |ω(τ)|∞) ≤ C(T )‖w˜0‖m for all τ ≤ T . In addition, (5.6) implies |w˜(τ)|2 ≤
C(‖w˜0‖m) when τ ≤ T . This concludes the proof. 
Definition 5.5. Denote by Φ(w˜0)(τ) the global solution given by Theorem 5.4
corresponding to initial data w˜0 ∈ L2(m).
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We spend the remaining portion of this section recalling facts about the operator
on the spaces L2(m) useful to our discussion. The operator L is studied closely in
the appendix of [9] and the reader is refered there for proofs of the statements which
are not immediate.
The spectrum of L in the space L2(m) is
σ(L) = {λ ∈ C|Re(λ) ≤ 1−m
2
} ∪ {−k
2
|k ∈ N}
The operator L forms a strongly continuous semigroup eτL on the space L2(m).
Set k = m−2, then the spectrum of eL acting on L2(m) has k+1 isolated eigenvalues
λj = e
−j
2 for 0 ≤ j ≤ k.
Definition 5.6. Let X1 ⊂ L2(m) be the finite subspace spanned by the eigenvec-
tors associated with the eigenvalues λj , 0 ≤ j ≤ k and X2 = L2(m) −X1. Define
P1 as the spectral projection onto X1 and P2 the projection onto X2.
Remark 5.7. Note that P k and P k both commute with eL and are guaranteed to
exist because X1 and X2 are closed subspaces of the Hilbert space L
2(m). This
notation supresses the dependence on m but in all applications we shall fix m
beforehand so this is well defined.
Lemma 5.8. The projections P1 and P2 defined above satisfy the following bounds
for w˜ ∈ L2(m)
‖(Hα,τeLP1)−jw‖m ≤ C1e
jk
2 ‖w‖m
‖(Hα,τeLP2)jw‖m ≤ C2e
−j(k+1)
2 ‖w‖m
Proof. This follows from the definitions of the projections. 
This lemma is stated in general but we will work only in the cases m = 2, 3.
Of particular interest to us are the first two eigenvalues λ0 = 1, λ1 =
−1
2 and
the associated eigenvectors G(ξ) = 14π e
−|ξ|
4 and Fi = ∂iG(ξ) = − ξ2G(ξ). The
eigenvalue G is particularly important in studying the Navier-Stokes system in 2D,
it is a stationary solution of the scaled PDE. This fact is easily checked by finding
the associated velocity field with the Biot-Savart kernel and computing vG ·∇G = 0.
For reference,
vG(ξ) =
1
2π
1− e−|ξ|
2
4
|ξ|2
(−ξ2
ξ1
)
In the scaled VCHE a similar statement is true when we consider G as the filtered
and scaled vorticity, this suggests that in describing the behavior of solutions we
will also need to consider the following “un-filtered” eigenvectors.
Definition 5.9.
Γ(ξ, τ) = G(ξ) − α2e−τ△G(ξ)
Λi(ξ, τ) = Fi(ξ)− α2e−τ△Fi(ξ)
Through straight forward calculations one can check
vG · ∇Γ = 0 ∂tΓ = LΓ = α2e−τ△Γ
It is then clear that Γ is a solution of the VCHE. This solution is stationary from the
perspective of the filtered flow ω and plays a similar role as G in the Navier-Stokes
equations.
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By linearizing the PDE (5.1) about the “fixed” point aΓ (a ∈ R) we obtain
ψ˜τ = Lψ˜ − aη · ∇Γ− avG · ∇ψ˜ ψ˜(0) = ψ˜0(5.9)
η = B(Hα,τ (ψ˜))
This linear PDE has strong global solutions, a fact which can be established fol-
lowing the steps in Theorem 5.4; the proof will be omitted here. Note that aΓ is a
solution to (5.9).
Letting vFi denote the velocity field associated with Fi, two other important
relations are
vFi · ∇Γ + vG · ∇Λi = 0 ∂tΛi − LΛi + 1
2
Λi = 0
The first is quickly checked by differentiating the relation vG · ∇Γ = 0 and the
second can be checked directly. Together, these show aΓ+ b1e
−τ
2 Λ1+ b2e
−τ
2 Λ2 is a
solution to the linearized equation (5.9).
Subtracting (5.9) from (5.1) we find
(w˜ − ψ˜)τ = L(w˜ − ψ˜)− ω · ∇(w˜ − ψ˜)(5.10)
− (ω − avG) · ∇ψ˜ + aη · ∇Γ
This system will be studied in the following chapters as the foundation for our
asymptotic results.
6. First Order Asymptotic Behavior
In this section we work in the space L2(2) where the operator L has a single
isolated eigenvalue 0 and corresponding eigenvector G. This eigenvector spans the
subspace X1 as in Definition 5.6. The projection onto this subspace is defined as
follows: let a =
∫
w˜0 dξ, then P1(w˜0) = aG.
Before we proceed it is important to remark that
∫
w˜ dξ is a conserved quantity
under the flow of (5.9) so P1(w˜(τ)) = aG. Indeed, since Lw˜ = ∇ · (∇w˜ + ξ2 ),
(6.1)
1
2
d
dt
∫
w˜ dξ =
∫
∇ · (∇w˜ + ξ
2
· w˜ − ωw˜) dξ = 0
Fix w˜0 and consider the system (5.10) with initial conditions w˜0 and ψ˜0 = aΓ(·, 0)
where a =
∫
w˜0 dξ, later we will require ‖w˜0‖m to be sufficiently small. With these
initial conditions ψ˜ = aΓ is a “stationary” solution of the linear system (5.9).
Writing f˜ = w˜ − aΓ, φ = BHα,τ (f˜), (5.10) becomes
(6.2) f˜τ = Lf˜ − ω · ∇f˜ − aφ · ∇Γ
The associated integral equation is
f˜ = eτLP2(w˜0)−
∫ τ
0
e
−1
2 (τ−σ)∇ · e(τ−σ)L(ωf˜ + aφΓ)(σ) dσ
Although it is not obvious at a quick glance, the above system changes with τ .
The dependence on τ is burried in the φ term (in the filter relation) and destroys
the communitive property of the generated semiflow. Although communitivity is
a very useful property when dealing with semiflows we are able to proceed in a
fasion consistent with the Lyapunov-Perreon approach to constructing invariant
manifolds, namely to develop a descrete system which represents the solution for
integer times and solve this system in a space with suitable decay. To make this work
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we need a sequence of semiflows with uniform bounds which can be put together to
reconstruct the original flow. The following system takes us in that direction and
we now change our focus to finding properties of f˜n which solves the the following
system, defined for all n ∈ N,
f˜n = e
τLf˜n,0 −
∫ τ
0
e
−1
2 (τ−σ)∇ · e(τ−σ)L(ω(n+ σ)f˜n(σ) + aφm(σ)Γ(n+ σ)) dσ
(6.3)
φn(σ) = BHα,σ+n(f˜n)(σ) f˜(0) = f˜0 ∈ X2
Note that this system has a global solution, again proved analogously to Theorem
5.4 and not included here. It should be noted here that the above system depends on
w˜0 which we consider fixed when we write down the system (a depends on w˜0). Most
solutions of this equation will have no meaning but by choosing f˜0,0 = P2(w˜0), then
f˜n,0 = f˜n−1(1) we are able to recover information about the semiflow corresponding
to w˜0.
Definition 6.1. Let Θn(f˜n,0)(τ) denote the global solution to the system (6.3).
Sometimes we will write Θ for Θ0 when convenient.
The parameter n allows us to keep track of our progress in time. For example,
if 0 < σ ≤ 1 is such that τ = n+ σ then
Θ(f˜0)(τ) = Θn(Θn−1(Θn−2(· · · )(1))(1))(σ)
That finishes the construction of the semiflows, now we will prove uniform (hold
for all n) properties.
Lemma 6.2. The semiflows Θn(f˜0)(τ), n ∈ N are all C1 in L2(2) × R+. There
exists a constant r0 > 0 (possibly small) and D > 0 such that for all ‖w˜0‖2 < r0
and n ∈ N the flow Θn satisfies the following Lipschitz property,
sup
0≤τ<1
Lip(Θn(·)(τ)) = D <∞(6.4)
This bound holds as r0 → 0.
Proof. Since the bound obtained in Lemma 5.1 is independent of τ we can prove
this lemma for all n ∈ N at once. That the semiflow is C1 is a classical result.
Consider the semiflows f˜(τ) = Θn(f˜0)(τ) and g˜(τ) = Θn(g˜0)(τ) corresponding to
initial data f˜0 and g˜0 respectively, and the corresponding filtered flows φ and γ.
Subtracting we have
‖Θn(f˜)(τ) − Θn(g˜)(τ)‖2 ≤ ‖eτL(f˜0 − g˜0)‖m + I(τ) + J(τ)
where
I(τ) = ‖
∫ τ
0
e−
1
2 (τ−σ)∇ · e(τ−σ)L(ω(n+ σ)(f˜(σ) − g˜(σ))) dσ‖m
J(τ) = ‖
∫ τ
0
e−
1
2 (τ−σ)∇ · e(τ−σ)L((φ(σ) − γ(s))aΓ(n+ σ)) ds‖m
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Similar to the steps in Lemma 5.3 we obtain
I(τ) + J(τ) ≤ C(τ)
(
sup
0≤σ<τ
‖f˜(σ) − g˜2(σ)‖m
)
·
·
(
sup
0≤σ<τ
(‖w˜(n+ σ)‖m + a‖Γ(n+ σ)‖m)
)
with C(τ) a continuous function and hence bounded on τ ∈ [0, 1] by a constant C.
The bound (5.5) combined with the definition of a (a ≤ ‖w˜0‖2) allows us to pick
r0 > 0 small enough so that for all σ > 0,
‖w˜(n+ σ)‖m + a‖Γ(n+ σ)‖m < 1
2C
After taking the supremum over τ ∈ [0, 1] we have
sup
0≤τ<1
‖Θn(f˜)(τ) −Θn(g˜)(τ)‖m ≤ sup
0≤τ<1
‖eτL(f˜0 − g˜0)‖m
≤ D‖f˜0 − g˜0‖m
This is the bound (6.4). 
Lemma 6.3. There exists a constant r0 > 0 (possibly small) such that for all
‖w˜0‖2 < r0 and n ∈ N the flow Θn can be decomposed as Θn(f˜0)(1) = eLf˜0+Rn(f˜0)
where Rn(·) is Lipschitz as a function from L2(2) to itself. The Lipschitz constant
Lip(R) := supn∈N Lip(Rn(·)) can be made arbitrarily small by chosing r0 small and
satisfies the following conditions:
(i) For any µ ∈ (0, 1/2), r0 may be chosen so that for all i ∈ N,
C1
1− e−µ +
C2
e−µ − e−1/2 <
1
Lip(R)
(6.5)
(ii) This bounds holds as r0 → 0.
Proof. As in the previous proof, consider the semiflows f˜(τ) = Θn(f˜0)(τ) and
g˜(τ) = Θn(g˜0)(τ). Define
Rn(f˜0) = Θn(f˜0)(1)− eLf˜0
= −
∫ 1
0
e−1/2(1−σ)∇ · e(1−σ)L(ω(n+ σ)f˜(σ) + aφ(σ)Γ(n + σ)) dσ
As in Lemma 5.3 or the Lemma 6.2, after adding and subtracting cross terms,
‖Rn(f˜0)−Rn(g˜0)‖m ≤ C
(
sup
0≤σ<τ
‖f˜(σ)− g˜(σ)‖m
)
·
·
(
sup
0≤σ<τ
(‖w˜(n+ σ)‖m + a‖Γ(n+ σ)‖m)
)
Appealing to (6.4),
‖Rn(f˜0)−Rn(g˜0)‖m ≤ CD
(
sup
0≤σ<τ
‖f˜0 − g˜0‖m
)
·
·
(
sup
0≤σ<τ
(‖w˜(n+ σ)‖m + a‖Γ(n+ σ)‖m)
)
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This shows
Lip(Ri(·)) ≤ CD
(
sup
0≤σ<∞
(‖w˜(σ)‖m + a‖Γ(σ)‖m)
)
and, with the help of (5.5), satisfies the Lipschitz condition. The bound (6.5) is
established by taking r0 sufficiently small. 
From this point on we assume that r0 is small enough so the conclusions of
Lemma 6.2 and 6.3 hold and construct the descrete system.
Definition 6.4. We call a sequence {f˜n}n∈N ⊂ L2(2) a positive semiorbit of Θn if
it satisfies the relation f˜n = e
Lf˜n−1 +Rn(f˜n−1).
For a given initial position x ∈ L2(m), using this definition recursively we find
the positive semiorbit {Θ(x)(n)}n∈N it generates:
(6.6) Θ(x)(n) = enLx+
n−1∑
k=0
e(n−k−1)LRn(Θ(x)(k))
We now prove a lemma based on Lemma 3.3 from [6] which will provide a link
between the semiflow Θ and discrete Lyapunov-Perron equations.
Lemma 6.5. With m = 2, let Xi, Pi, and Li, for i = 1, 2 be as in Definition 5.6,
pick µ ∈ (0, 12 ) and choose r0 > 0 to satisfy the conclusions of Lemmas 6.2 and 6.3.
Let {f˜n}n∈N ⊂ L2(2) satisfy
(6.7) lim sup
n→∞
1
n
ln ‖f˜n‖2 < −µ
Then the sequence {f˜n}n∈N is a positive semiorbit of Θ if and only if it satisfies,
for all n ∈ N,
f˜n = e
nLP2f˜0 −
∑
n≤j
e(n−j−1)LP1Rj(f˜j) +
∑
0≤j<n
e(n−j−1)LP2Rj(f˜j)(6.8)
Proof. Using the iterative relation (6.6) with the projection P2 shows
P2f˜n = e
nLP2f˜0 +
∑
0≤j<n
e(n−j−1)LP2Rj(f˜n)
Likewise,
P1f˜n = e
−mLP1f˜0 −
∑
n≤j<m
e(n−j−1)LP1Rj(f˜n)
We will first show that the right hand side converges as m → ∞, then it remains
only to add these projections together to finish the proof. Lemma 5.8 and the
Lipschitz property of R allow
‖
∑
n≤j<m
e(n−j−1)LP 01Rj(f˜n)‖m ≤ C1Lip(R)
∑
n≤j<m
‖f˜n‖m
The bound (6.7) gives convergence of this sum as m→ ∞ as well as the following
limit
lim
m→∞
‖e−mLP 01 f˜n‖m ≤ C1‖f˜n‖m = 0

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The next step is to show that for any initial data there exists a solution to
the system (6.8) in a weighted space. Systems such as (6.8) are called Lyapunov-
Perron equations and used in the Lyapunov-Perron approach to invariant manifolds.
Theorem 2.1 in [6] is directly applicable to this system after we introduce the correct
weighted space Eµ. We would like to remark here that the system (6.8) does not
“see” the component of the initial data in X1 but instead picks out the correct
component to form a solution with the fast decay rate. Thus, by solving the system
one creates a map h : X2 → X1 defined h(P2f˜0) = P1f˜0. This map is important
when constructing invariant manifolds and foliations through the Lyapunov-Perron
approach (see for example [6]). In our construction this map is the zero map.
Definition 6.6. Given µ ∈ R+ let Eµn be the Banach space equal to L2(2) as a
vector space but equipped with the norm | · |Eµn = eµn‖ · ‖2. Eµ is the sequence
space f˜ = {f˜n}n∈N, f˜n ∈ Eµn equipped with the norm |f˜ |Eµ = supn∈N |f˜n|Eµn .
Theorem 6.7. With m = 2, let Xi, Pi, and Li, for i = 1, 2 be as in Definition 5.6.
Pick µ ∈ (0, 12 ) and choose r0 > 0 and w˜0 to satisfy the conclusions of Lemmas 6.2
and 6.3. Given initial data P2f˜0 ∈ X2 there exists a unique solution to (6.8) in Eµ
with P1f˜n = 0.
Proof. Our proof will consist of checking the hypothesis of Theorem 2.1 in [6] with
the space Eµ. This theorem, which is proved using a fixed point argument, implies
the existence and uniqueness statements in our result.
To check (S.1) we note that {enLP1}n∈Nf˜0 is an element of Eµ. Indeed, from
Lemma 5.8, eµn‖enLP1f˜0‖2 ≤ C2e(µ− 12 )n‖f˜0‖2
To meet hypothesis (R.1) we need to compute the Lipschitz constant associated
with the map Rj in the weighted space. Lemma 6.3 gives the Lipschitz property of
Rj as a mapping from L
2(2) to itself with Lipschitz constant Lip(Rj) < Lip(R), this
implies Rj is Lipschitz as a mapping Rj : E
µ
j → Eµn with constant eµ(j−n)Lip(R).
The convergence of the following sums relies on this Lipschitz constant and Lemma
5.8.
|S1|Eµn =
∑
n≤j
eµn‖e(n−j−1)LP1Rj(f˜j)‖2
≤ C1
∑
n≤j
eµn‖Rj(f˜j)‖2
≤ C1Lip(R)
∑
n≤j
eµn‖f˜j‖2
≤ C1Lip(R)
∑
n≤j
eµ(n−j)|f˜j |Eµj
≤ C1Lip(R)

∑
j∈N
e−µj

(sup
j∈N
|f˜j |Eµj
)
≤ C1Lip(R)
(
1
1− e−µ
)(
sup
j∈N
|f˜j |Eµj
)
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Similarly,
|S2|Eµn =
∑
0≤j<n
‖e(n−j−1)LP2Rn(f˜j)‖2
≤ C2Lip(R)
supj∈N |f˜j|Eµj
e−µ − e−1/2
Together with the bound (6.5) we obtain |S1+S2|Eµn < supj∈N(|f˜j |Eµj ) to meet the
criteria of (R.1) and grant existence and uniqueness.
The statement P1f˜n = 0 can be inferred from the “conservation of mass” prop-
erty of (6.2) and the decay implied by Eµ in the following way. Using (6.2) we see
that
∫
f˜n dξ is a conserved property under the flow Θn:
1
2
d
dt
∫
f˜ dξ =
∫
∇ · (∇f˜ + ξf˜ − ωf˜ − aφΓ) dξ = 0
The orthogonal relation X1 ⊥ X2 allows ‖P1f˜n‖2 ≤ ‖f˜n‖2, and, as ‖P1f˜2‖m is
constant for all n ∈ N, {f˜n} ∈ Eµ implies P1f˜n = 0. 
We are now in a position to prove an existence theorem which will be the basis
for the first order decay estimates.
Theorem 6.8. With m = 2, let Xi, Pi, and Li, for i = 1, 2 be as in Definition
5.6. Pick µ ∈ (0, 12 ) and choose r0 > 0 to satisfy the conclusions of Lemmas 6.2
and 6.3. Given w˜0 such that ‖w˜0‖2 ≤ r0 and initial data f˜0 ∈ X2, there exists a
unique global solution f˜(τ) ∈ C0([0,∞), L2(2)) of (6.3) which satisfies P1f˜(τ) = 0
and
(6.9) lim sup
τ→∞
1
n
ln ‖f˜(τ)‖2 < −µ
Proof. As mentioned earlier, existence of a unique global solution can be argued
as in Theorem 5.4. As in the previous theorem, conservation of mass and this
limit implies P1f˜(τ). Combining uniqueness, Theorem 6.7 and Lemma 6.5 we can
deduce lim supn→∞
1
n ln ‖f˜(n)‖m < −µ. We now apply the Lipschitz property of
the semiflow Θn given by Lemma 6.2. If n ∈ N and 0 < σ ≤ 1 are such that
τ = n+ σ, then
1
τ
ln ‖f˜(τ)‖2 ≤ 1
τ
| ln(D‖f˜(n)‖2) ≤ 1|n| ln ‖f˜(n)‖2 +
1
τ
lnD
Taking the limit superior as τ →∞ in the above expression finishes the proof. 
We now prove the theorem which was the goal of this section.
Theorem 6.9. Pick µ ∈ (0, 12 ) and choose r0 > 0 to satisfy the conclusions of
Lemmas 6.2 and 6.3. Given initial data w˜0 such that ‖w˜0‖2 ≤ r0, the solution
w˜(τ) of the scaled VCHE given by Theorem 5.4 is subject to the following decay
estimate:
‖w˜(τ) − aΓ(τ)‖2 ≤ Ce−µτ
where a =
∫
w˜ dξ.
Proof. In the previous theorem take f˜0 = P2w˜0, then f˜(τ) = w˜(τ) − aΓ(τ). The
decay then follows from (6.9). 
Finally, as a corollary to this theorem we prove Theorem 1.2.
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Corollary 6.10. For any µ ∈ (0, 12 ), there exists a r0 > 0 so that for any initial
data v˜0 ∈ L2(2) such that ‖v˜0‖2 ≤ r0, the solution of (1.2) given by Theorem 4.2
satisfies
|v˜(·, t)− a(Ω(·, t)− α2△Ω(·, t))|p ≤ C(1 + t)−1−µ+
1
p
where a =
∫
R2
v˜0 dx and
Ω(x, t) =
1
4π(1 + t)
e
−|x|2
4(1+t)
Proof. This is the result of the previous theorem in unscaled coordinates. Let
(6.10) Ω(x, t) =
1
(1 + t)
G(
x√
1 + t
) =
1
4π(1 + t)
e
−|x|2
4(1+t)
then,
1
(1 + t)
Γ(
x√
1 + t
, ln(1 + t)) = Ω(x, t) − α2△Ω(x, t)
Thanks to the above theorem and the inclusion L2(2) →֒ Lp for when 1 ≤ p ≤ 2,
|v˜(·, t)− a(Ω(·, t)−α2△Ω(·, t))|p ≤
≤ (1 + t)−1+ 1p |w˜(·, ln(1 + t))− aΓ(·, ln(1 + t))|p
≤ C(1 + t)−1+ 1p ‖w˜(·, ln(1 + t))− aΓ(·, ln(1 + t))‖2
≤ C(1 + t)−1−µ+ 1p

7. Second Order Asymptotic
This section is similar in spirit to the previous section and many of the proofs are
omitted because they are nearly the same as proofs given in the previous section.
We work in the space L2(3) where the operator L has two isolated eigenvalues, 0
and −12 , and three corresponding eigenvectors, G and Fi, i = 1, 2. Together these
eigenvalues span the subspace X1 given by Definition 5.6. Any w˜0 ∈ L2(3) can
be written as w˜0 = aG + b1F1 + b2F2 + g where a =
∫
w˜0 dξ, bi =
∫
ξiw˜0 dξ, and
g ∈ X2.
In addition to the “conservation of mass” property ddt
∫
w˜ dξ = 0 discussed in the
previous section, solutions to the scaled VCHE (5.1) also satisfy the scaled form of
conservation of the first moments, ddt
∫
ξiw˜ dξ = − 12
∫
ξiw˜ dξ. Indeed, let i = 1, 2
and j 6= i, then
ξiLw˜ + 1
2
ξiw˜ = ∂j(ξi∂iw˜ +
1
2
ξ2i w˜ − w˜) + ∂j(ξi∂jw˜ +
1
2
ξiξjw˜)
and it is clear that
∫
R2
ξiLw˜ dξ = − 12
∫
R2
ξiw˜ dξ. For the non-linear term, note that
if ∇ · ω = 0 and ω˜ = ∂1ω2 − ∂2ω1 then
ξiω · ∇ω˜ = ∂i(ξiωiω˜ − ωiωj) + ∂j(ξiωjω˜ + 1
2
(ω2i − ω2j ))
Similarly,
ξiω · ∇∂2i ω˜ = ∂i(ξiω · ∇∂jω˜)− ω · ∇∂iω˜ − ξi∂iω · ∇∂iω˜
= ∂i(ξiω · ∇∂jω˜)−∇(ω∂iω˜)− ∂i(ξi∂iωi∂iω˜ − ∂iωi∂iωj)
−∂j(ξi∂iωj∂iω˜ + 1
2
((∂iωi)
2 − (∂iωj)2))
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and
ξiω · ∇∂2j ω˜ = ∂j(ξiω · ∇∂jω˜)− ∂i(ξi∂jωi∂jω˜ − ∂jωi∂jωj)
−∂j(ξi∂jωj∂jω˜ + 1
2
((∂jωi)
2 − (∂jωj)2))
so that
∫
R2
ξiω · ∇w˜ dξ = 0.
Fix w˜0 ∈ L2(m) and consider the system (5.10) with initial conditions w˜0 and
ψ˜0 = P1w˜0. Let a =
∫
w˜0 dξ, bi =
∫
ξiw˜0 dξ, then ψ˜(τ) = aΓ + e
−1
2 (b1Λ1 + b2Λ2)
is the solution to the linear equation (5.9). Write f˜ = w˜ − aΓ− e−12 (b1Λ1 + b2Λ2),
φ = BHα,τ (f˜), and after simplification,
(7.1) f˜τ = Lf˜ − ω · ∇f˜ − φ · ∇ψ − e−τ (b21vF1 · ∇Λ1 − b22vF2 · ∇Λ2)
So, f˜ satisfies the integral equation
f˜ = eτLf˜0 −
∫ τ
0
e−1/2(τ−σ)∇·
· e(τ−σ)L(ωf˜ + φ · ∇ψ + e−τ (b21vF1 · ∇Λ1 − b22vF2 · ∇Λ2))(σ) dσ
The key difference between this system and the corresponding system in the previ-
ous section is the “forcing term” e−τ (b21v
F1 · ∇Λ1 − b22vF2 · ∇Λ2). In general such
terms may add difficulty but this one decays at a rate fast enough to be little more
then a notational nuisance.
As in the previous section, fix an initial condition w˜0 and for any n ∈ N consider
the system,
f˜ = eτLf˜0 −
∫ τ
0
e−1/2(τ−σ)∇ · e(τ−σ)L(ω(n+ σ)f˜(σ) + aφ(σ)ψ(n + σ)) dσ
(7.2)
−
∫ τ
0
e−1/2(τ−σ)∇·e(τ−σ)L(e−(n+σ)(b21vF1 · ∇Λ1 − b22vF2 · ∇Λ2)(n+ σ)) dσ
φ(σ) = BHα,σ+τ (f˜)(σ) f˜(0) = f˜0 ∈ X2
Definition 7.1. Let Ψn(f˜0)(τ) denote the global solution to the system (7.2).
Lemma 7.2. For each n ∈ N, the semiflows Ψn(f˜0)(τ) is C1 in L2(2)×R+. There
exists a constant r0 > 0 (possibly small) and D > 0 such that for all ‖w˜0‖3 < r0
and n ∈ N the flow Ψn satisfies the following Lipschitz property,
sup
0≤τ<1
Lip(Ψn(·)(τ)) = D <∞(7.3)
This bound holds as r0 → 0.
Proof. The proof is nearly identical to the proof of Lemma 6.2 
Lemma 7.3. There exists a constant r0 > 0 (possibly small) such that for all
‖w˜0‖3 < r0 and n ∈ N the flow Ψn can be decomposed as Ψn(f˜0)(1) = eLf˜0 +
Rn(f˜0) + Sn where Rn(·) is Lipschitz as a function from L2(3) to itself and Sn ∈
L2(3). The Lipschitz constant Lip(R) := supn∈N Lip(Rn(·)) can be made arbitrarily
small and satisfies the following conditions:
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(i) For any µ ∈ (1/2, 1), r0 may be chosen so that for all n ∈ N,
C1
e−1/2 − e−µ +
C2
e−µ − e−1 <
1
Lip(R)
(7.4)
(ii) This bounds all hold as r0 → 0.
Proof. Define
Sn = −
∫ τ
0
e−1/2(τ−σ)∇ · e(τ−σ)L(e−(n+σ)(b21vF1 · ∇Λ1 − b22vF2 · ∇Λ2)(n+ σ)) dσ
and Rn(f˜0) = Ψn(f˜0)(1)−eLf˜0−Sn. To see that Sn ∈ L2(3) is similar to the proof
of Lemma 5.3:
‖Sn‖3 ≤ e−n(b1‖vF1‖3‖Λ1‖3 + b2‖vF2‖3‖Λ2‖3)(7.5)
The remaining statements in this proof follow as in the proof of Lemma 6.3. 
Lemma 7.4. With m = 3, let Xi, Pi, and Li, for i = 1, 2 be as in Definition 5.6.
Pick µ ∈ (12 , 1) and choose r0 > 0 to satisfy the conclusions of Lemmas 7.2 and
7.3. Let {f˜n}n∈N ⊂ L2(3) satisfy
(7.6) lim sup
n→∞
1
n
ln ‖f˜n‖3 < −µ
Then the sequence {f˜n}n∈N is a positive semiorbit of Ψ if and only if it satisfies,
for all n ∈ N,
f˜n = e
nLP2f˜0 −
∑
n≤j
e(n−j−1)LP1(Rj(f˜j) + Sj) +
∑
0≤j<n
e(n−j−1)LP2(Rj(f˜j) + Sj)
(7.7)
Proof. Proof is nearly identical to Lemma 6.5 
For the purpose of this section, we take Eµ as in Definition 6.6 but with the base
space of L2(3) instead of L2(2).
Theorem 7.5. With m = 3, let Xi, Pi, and Li, for i = 1, 2 be as in Definition
5.6. Pick µ ∈ (12 , 1) and choose r0 > 0 to satisfy the conclusions of Lemmas 7.2
and 7.3. Given initial data P2f˜0 ∈ X2 there exists a unique solution to (7.7) in Eµ
with P1f˜n = 0.
Proof. Again, the proof is nearly identical to Theorem 6.7, the main difference is
the “forcing term” Sn which we include with the linear term and results in one
extra check to satisfy hypothesis of Theorem 2.1 in [6]: show that {Sn}n∈N ∈ Eµ.
This follows from the bound (7.5) and µ < 1: eµn‖Sn‖3 ≤ Ce−(1−µ)n ≤ C 
Theorem 7.6. With m = 3, let Xi, Pi, and Li, for i = 1, 2 be as in Definition
5.6. Pick µ ∈ (12 , 1) and choose r0 > 0 to satisfy the conclusions of Lemmas 7.2
and 7.3. Given w˜0 such that ‖w˜0‖3 ≤ r0 and initial data f˜0 ∈ X2, there exists a
unique global solution f˜(τ) ∈ C0([0,∞), L2(2)) of (6.3) which satisfies P1f˜(τ) and
(7.8) lim sup
τ→∞
1
n
ln ‖f˜(τ)‖3 < −µ
Proof. Proof is nearly identical to Theorem 6.8. 
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Theorem 7.7. With m = 3, let Xi, Pi, and Li, for i = 1, 2 be as in Definition
5.6. Pick µ ∈ (12 , 1) and choose r0 > 0 to satisfy the conclusions of Lemmas 6.2
and 6.3. Given initial data w˜0 such that ‖w˜0‖3 ≤ r0, the solution w˜(τ) of the scaled
VCHE given by Theorem 5.4 is subject to the following decay estimate:
‖w˜(τ) − aΓ(τ)− e−τ2 (b1Λ1 + b2Λ2)‖2 ≤ Ce−µτ
where a =
∫
w˜ dξ and bi =
∫
ξiw˜ dξ.
Proof. In the previous theorem take f˜0 = P2w˜0, then f˜(τ) = w˜(τ) − aΓ(τ) −
e
−τ
2 (b1Λ1 + b2Λ2). The decay then follows from (6.9). 
The following corollary proves Theorem 1.3
Corollary 7.8. For any µ ∈ (12 , 1), there exists a r0 > 0 so that for any initial data
v˜0 ∈ L2(3) with ‖v˜0‖3 ≤ r0 the solution of (1.2) given by Theorem 4.2 satisfies
|v˜(·, t)−a(Ω(·, t)−α2△Ω(·, t))−
∑
i=1,2
bi(∂iΩ(x, t)−α2△∂iΩ(x, t))|p ≤ C(1+t)−1−µ+
1
p
where a =
∫
w˜ dξ and bi =
∫
ξiw˜ dξ and Ω is defined by (6.10).
Proof. This is the result of the previous theorem in unscaled coordinates. Let
Ω(x, t) = 1(1+t)G(
x√
1+t
), then,
1
(1 + t)
Γ
(
x√
1 + t
, ln(1 + t)
)
= Ω(x, t) − α2△Ω(x, t)
e−
τ
2
1
(1 + t)
Λi
(
x√
1 + t
, ln(1 + t)
)
= ∂iΩ(x, t)− α2△∂iΩ(x, t)
The rest follows as in Corollary 6.10. 
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