We describe a short exact sequence relating the sandpile group of a tree to those of its principal subtrees. In the case of a regular tree this sequence splits, enabling us to compute the full decomposition of the sandpile group into cyclic subgroups. This resolves in the affirmative a conjecture of E. Toumpakari concerning the ranks of the Sylow p-subgroups.
Introduction
We begin with a simple combinatorial problem. Let T n be the d-regular tree of height n. Collapse all the leaves of T n to a single vertex s, the sink, and add an edge connecting the root to the sink. Lemma 1.1. Let t n be the number of oriented spanning trees of T n rooted at the sink. Then t n = t d−2 n−1 (dt n−1 − (d − 1)t d−1 n−2 ). Proof. If the edge (r, s) from the root to the sink is included in the spanning tree, then each of the principal branches of T n may be assigned an oriented spanning tree independently, so there are t d−1 n−1 such spanning trees. On the other hand, if (r, s) is not included in the spanning tree, there is a directed path r → x 1 → . . . → x n−1 → s in the spanning tree from the root to the sink. In this case, every principal branch except the one rooted at x 1 may be assigned an oriented spanning tree independently; within the branch rooted at x 1 , every subbranch except the one rooted at x 2 may be assigned an oriented spanning tree independently; and so on (see Figure 1 ). Since there are (d − 1) n−1 possible paths x 1 → . . . → x n−1 , we conclude that (1) t n = t d−1 n−1 + (d − 1) n−1
Substituting n − 1 for n we find that
hence from (1) t n = t d−2 n−1 (t n−1 + (d − 1)(t n−1 − t d−1 n−2 )). (1 + a + . . . + a k ) a n−2−k (a−1) .
where a = d − 1. A variant of this formula was found by E. Toumpakari [8] , who gives an algebraic proof. For any graph G there is an abelian group, the sandpile group, whose order is the number of oriented spanning trees of G rooted at a fixed vertex; its definition and properties are reviewed in section 2. A product formula such as the one above immediately raises the question of an analogous factorization of the sandpile group. Our main result establishes such a factorization for the sandpile group of a regular tree. Theorem 1.2. Let T n be the regular tree of degree d = a + 1 and height n, with leaves collapsed to a single sink vertex and an edge joining the root to the sink. Then writing Z q p for the group (Z/pZ)⊕. . .⊕(Z/pZ) with q summands, the sandpile group of T n is given by
In [6] we give some applications of this result to the rotor-router model on regular trees.
Toumpakari [8] studied the sandpile group of the ball B n inside the infinite dregular tree. Her setup differs slightly from ours in that there is no edge connecting the root to the sink. She found the rank, exponent, and order of SP (B n ) and conjectured a formula for the ranks of its Sylow p-subgroups. We use Theorem 1.2 to give a proof of her conjecture.
We remark that Chen and Schedler [2] study the sandpile group of thick trees (i.e. trees with multiple edges) without collapsing the leaves to the sink. They obtain quite a different product formula in this setting.
The remainder of the paper is structured as follows. In section 2 we review the definition and basic properties of the sandpile group, and characterize the recurrent states on a tree explicitly in terms of what we call critical vertices. We prove a general result, Theorem 2.4, relating the sandpile group of an arbitrary tree to the sandpile groups of its principal branches (i.e. the subtrees rooted at the children of the root). This result takes the form of an isomorphism between two quotients. In section 3 we take advantage of the symmetry of regular trees to define a projection map back onto the subgroup being quotiented. This allows us to express SP (T n ) as the direct sum of a cyclic group and a quotient of the direct sum of d − 1 copies of SP (T n−1 ), which enables us to prove Theorem 1.2 by induction. Finally, in section 4, we deduce Toumpakari's conjecture from our main results.
General Trees
Let T be a finite rooted tree. Collapse all the leaves to a single vertex s, the sink, and add an edge connecting the root to the sink. If the vertices of T are x 1 , . . . , x n = s, the sandpile group of T is defined by
Here ∆ xi is the vector in Z n taking value 1 at each neighbor of x i , value −deg(x) at x, and value 0 elsewhere. The sandpile group of a graph was originally defined in [1, 4] A nonnegative vector u ∈ Z n may be thought of as a chip configuration with u i chips at vertex
. An unstable vertex may topple, sending one chip to each neighbor. Note that the operation of toppling the vertex x corresponds to adding the vector ∆ x to u. We say that u is stable if no vertex is unstable. Given chip configurations u and v, we define u + v as the stable configuration resulting from starting with u(x) + v(x) chips at each vertex x and toppling any unstable vertices; the order in which topplings are performed does not affect the final configuration, an observation first made by Diaconis and Fulton [5] .
A chip configuration u is recurrent [3] if u+v = u for a nonnegative configuration v. In [3] it is proved that every equivalence class mod ∆ has a unique recurrent representative. Thus the sandpile group SP (T ) may be thought of as the set of recurrent configurations under the operation of addition followed by toppling. Note that if v is a nonnegative configuration, its recurrent representative is given bŷ
where e is the identity element of SP (T ) (the recurrent representative of 0); indeed, v is recurrent since e is recurrent, andv ≡ v (mod ∆) since e ∈ ∆. Note that if u is a recurrent configuration and v is a nonnegative configuration, then
The following result is a simple variant of the "burning algorithm" ([3], Corollary 2.6); we include a proof for the sake of completeness. Proof. Note that
If every vertex topples exactly once, then
By (3), since {∆ x } x =s are linearly independent, every vertex topples exactly once.
We first characterize the recurrent configurations of a tree explicitly. The characterization uses the following inductive definition. Denote by C(x) the set of children of a vertex x ∈ T .
is recurrent if and only if equality holds in (4) for every critical vertex x.
Proof. If x is critical, then
Thus after chips are added as prescribed by Lemma 2.1, inducting upward in decreasing distance to the root, if x = r is critical, its parent must topple before it does. In particular, if strict inequality holds in (4) , and hence in (5), for some vertex x, that vertex will never topple, so u is not recurrent. Conversely, suppose equality holds in (4), hence in (5), for every critical x. Begin toppling vertices in order of decreasing distance from the root. Note that a noncritical vertex x satisfies
Inducting upward, every non-critical vertex topples once. Hence by equality in (5), once all vertices other than the root are stable, every critical vertex x has either toppled (if its parent toppled) or is left with exactly deg(x) − 1 chips (if its parent did not topple). In particular, the root now topples, as it was given an extra chip in the beginning. Now if x is a critical vertex that has not yet toppled, its parent is also such a vertex. Inducting downward from the root, since all of these vertices are primed with deg(x) − 1 chips, they each topple once, and u is recurrent.
Write T 1 , . . . , T k for the principal branches of T (i.e. the subtrees rooted at the children of the root). If u i is a chip configuration on T i , and a is an integer, we will use the notation a u 1 , . . . , u k for the configuration on T which has a chips at the root and coincides with u i on T i . The following result is an immediate consequence of Proposition 2.2. (i) If u is recurrent, each u i is recurrent.
(ii) If u 1 , . . . , u k are recurrent and a = k, then u is recurrent.
Write δ x for a single chip at a vertex x, and denote byx = e + δ x the recurrent form of δ x . Note that by (2), if u is recurrent then (7) u +x = u + δ x .
Theorem 2.4. Let T 1 , . . . , T k be the principal branches of T . Then
where r, r i are the roots T , T i respectively. . . ,r k )). By adding two configurations without allowing the root to topple, the configurations on each branch add independently, hence by (7) a
for some nonnegative integers c, d. Thusφ is a group homomorphism. Moreover,φ is surjective by Lemma 2.3(ii). Finally, if
then by (7), allowing the root to topple exactly c times, we obtain
for a suitable integer d. Thusφ is injective.
Regular Trees
In this section we show that for regular trees, Theorem 2.4 can be strengthened to express SP (T ) as a direct sum.
Let T n be the regular tree of degree d and height n, with leaves collapsed to the sink vertex and an edge added from the root to the sink as in section 2. The chip configurations which are constant on the levels of T n form a subgroup of SP (T n ). If each vertex at height k has a k chips, we can represent the configuration as a vector (a 1 , . . . , a n−1 ). If such a recurrent configuration is zero on a level, all vertices above that level are critical, so by Proposition 2.2 they must have d − 1 chips each. The recurrent configurations constant on levels are thus in bijection with integer vectors (a 1 , . . . , a n−1 ) with 0 ≤ a i ≤ d − 1 subject to the constraint that if a i = 0 then a 1 = . . . = a i−1 = d − 1.
The following lemma uses the lexicographic order given by a < b if for some k we have a n−1 = b n−1 , . . . , a k+1 = b k+1 and a k < b k . In the cyclic lexicographic order on recurrent vectors we have also (d − 1, . . . , d − 1) < (d − 1, . . . , d − 1, 0) . Proof. By (7) we have (k + 1)r = kr + δ r . Thus if kr = (a 1 , . . . , a n−1 ) with a 1 < d − 1, then (k + 1)r = (a 1 + 1, a 2 , . . . , a n−1 ) as desired. Otherwise, if not all a i equal d − 1, let j > 1 be such that a 1 = . . . = a j−1 = d − 1 and a j < d − 1. Adding a chip at the root initiates the toppling cascade 
as desired. If all a i = d − 1 the cascade will travel all the way down, ending in (d − 1, . . . , d − 1, 0) as desired.
Proposition 3.2. Let T n be the regular tree of degree d and height n, and let R(T n ) be the subgroup of SP (T n ) generated byr. Then R(T n ) consists of all recurrent configurations that are constant on levels, and its order is
Proof. Since the toppling rule is symmetric, all configurations in R(T n ) are constant on levels. The number of such recurrent configurations is the number of vectors of the form (d − 1, . . . , d − 1, 0, a j , . . . , a n−1 ), with a i ∈ [d − 1], which is
Moreover, by Lemma 3.1, any such vector can be expressed as a multiple ofr, so R(T n ) contains all the recurrent configurations that are constant on levels.
Index the vertices of the d-regular tree of height n by words of length ≤ n − 2 in the alphabet {1, . . . , d − 1}. Let σ i be the automorphism of the tree given by
If σ is an automorphism of the form σ α , write σu for the chip configuration σu(x) = u(σx). Writing u ⊕ v for addition in the sandpile group and u + v for the ordinary vector sum, we have Since σ∆ x = ∆ σx we obtain
The configuration on the right side is stable, recurrent, and ≡ σ(u) + σ(v) (mod ∆), so it is equal to σ(u) ⊕ σ(v). Thus σ is an automorphism of the sandpile group. σ α u.
By construction p(u) is constant on levels, so the image of p lies in R(T n ) by Proposition 3.2. Given u ∈ R(T n ), since u is constant on levels we have σ α (u) = u for all α. Since there are (d − 1) n−2 terms in the sum (10), we obtain
where the second inequality follows from (9). Thus R(T n ) is a summand of SP (T n ), and the result follows from Theorem 2.4. Theorem 3.4. Let T n be the regular tree of degree d = a + 1 and height n, with leaves collapsed to the sink vertex and an edge joining the root to the sink. Then
Proof. Induct on n. For the base case n = 2 we have
Write q n = 1 + a + . . . + a n−1 . By Proposition 3.2, the root subgroup R(T n ) is cyclic of order q n . By Proposition 3.3 and the inductive hypothesis, it follows that
Proof of Toumpakari's Conjecture
As before write a = d − 1 and q n = 1 + a + . . . + a n−1 .
If p is a prime not dividing d(d − 1), let t p be the least positive n for which p|q n . Then t p = p if a ≡ 1 (mod p) ord p (a), else.
Here ord p (a) is the least positive k for which p|a k − 1. Note that p|q n if and only if t p |n. The following result was conjectured by E. Toumpakari in [8] (where the factor of d − 2 was left out, presumably an oversight).
Theorem 4.1. Let B n be the ball of radius n in the d-regular tree, with each leaf connected by d − 1 edges to the sink, but with no edge connecting the root to the sink. Let p be a prime not dividing d(d − 1), and let S p (n) be the Sylow-p subgroup of the sandpile group SP (B n ). Then . By Proposition 7.2 of [8] , the root subgroup (r) of SP (B n ) has order d(d − 1) n . Thus for p not dividing d(d − 1) the Sylow p-subgroup of SP (B n ) is the same as that of the quotient SP (B n )/(r). Each summand Z qk in (11) contributes 1 to the rank of S p (n) if t p |k and 0 otherwise. If n ≡ −1 (mod t p ), the total rank is therefore rank(S p (n)) = 2≤k≤n tp|k (a − 1)a n−k (a + 1)
In the case that n ≡ −1 (mod t p ), the first summand Z a qn+1 in (11) contributes an additional rank a = d − 1 to S p (n).
