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The main goal of the LISA Pathfinder (LPF) mission is to fully characterize the acceleration
noise models and to test key technologies for future space-based gravitational-wave observatories
similar to the eLISA concept. The data analysis team has developed complex three-dimensional
models of the LISA Technology Package (LTP) experiment on-board LPF. These models are used
for simulations, but more importantly, they will be used for parameter estimation purposes during
flight operations. One of the tasks of the data analysis team is to identify the physical effects
that contribute significantly to the properties of the instrument noise. A way of approaching this
problem is to recover the essential parameters of a LTP model fitting the data. Thus, we want to
define the simplest model that efficiently explains the observations. To do so, adopting a Bayesian
framework, one has to estimate the so-called Bayes Factor between two competing models. In our
analysis, we use three main different methods to estimate it: the Reversible Jump Markov Chain
Monte Carlo method, the Schwarz criterion, and the Laplace approximation. They are applied to
simulated LPF experiments where the most probable LTP model that explains the observations is
recovered. The same type of analysis presented in this paper is expected to be followed during flight
operations. Moreover, the correlation of the output of the aforementioned methods with the design
of the experiment is explored.
I. INTRODUCTION
LISA Pathfinder (LPF) [1, 2] is an European Space
Agency mission that will serve as a technology demon-
strator for a future space-based gravitational-wave ob-
servatory like eLISA [3]. The LPF mission will prove
geodesic motion by monitoring the relative acceleration
of two test masses in nominally free-fall in the frequency
band of 1 to 30 mHz. The main instrument on-board
LPF is the LISA Technology Package (LTP), which is
a suite of experiments with the aim of measuring and
characterizing the different contributions to the differ-
ential acceleration noise between the two test masses.
This characterization is the main task of the data anal-
ysis team. To that end, dedicated experiments are going
to be performed in order to estimate the unknown pa-
rameters of the system. And for that purpose, a number
of parameter estimation methods and models of the LTP
have been implemented [4–6]. The main question that
arises is about the suitability of the different models im-
plemented, or in simpler terms, which model can describe
∗Electronic address: karnesis@ieec.uab.es
better the observations of the experiment.
The motivation to implement an algorithm that will
help us classify our models is due to the nature of the
LTP system. There has been a lot of work trying to un-
derstand the instrument, and the models implemented
are based on theoretical and experimental measurements
from test campaigns [7, 8]. Selecting the most probable
model is crucial for the analysis for two main reasons:
first, the most suitable LTP model that describes the
observed physical effects is chosen, and secondly, over-
fitting situations are avoided, together with biased esti-
mation of the parameters of the system.
One could use several criteria and algorithms that clas-
sify competing models, but in the end, working in a
Bayesian framework, the main aim is to calculate the
Bayes Factor, which is a comparison between the evi-
dences of the models [9, 10]. The evidence is defined
as the probability of the data ~y given the model, that
is, the probability distribution on ~y that quantifies the
predictive capabilities of the given model.
Most of the approaches are based upon the likelihood
evaluated at the maximum and a penalty for the number
of parameters in the model consisting in multiplying by
the so-called Occam Factor. The Occam’s razor is the
principle that states that the simplest hypothesis that
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2explains the observations is the most favorable. In our
case we assume that we have to compare two different
LTP models; model M1 and a simpler one, M2, over a
data set ~y. If M1 is a more complex model, it presents
more predictive capabilities than M2, which translates to
more disperse evidence over the data set ~y. Thus, in the
case where the data is compatible with both models, M2
will turn out to be more probable than M1, without hav-
ing to express any subjective dislike for complex models
[10]. In other words, it is almost certain that the more
parameters in a model the better the fit to the data. But
taking it to the extreme, we can imagine a model with as
many parameters as the data to fit. In that case we have
over-parameterized the model while the aim is to include
only the parameters which substantially improve it.
In this paper we investigate several methods to com-
pare competing LTP models giving emphasis to Re-
versible Jump Markov Chain Monte Carlo techniques.
The plan of the paper is as follows: In Sec. II, we
make a brief introduction to Bayesian methods and in
Sec. III, the LTP experiments and models are thoroughly
explained and we investigate several applications of our
Bayesian techniques to LTP experiments. In Sec. IV, we
compare the available methods and discuss their output
in connection with the experiment design. We end with
a summary and conclusions in Sec. V. The codes for the
different algorithms are integrated into the LISA Tech-
nology Package Data Analysis (LTPDA) Matlab toolbox
[11, 12], that comes together with proper documentation
and help for the user.
II. BACKGROUND ON BAYESIAN STATISTICS
An algorithm that automatically penalizes higher-
dimensional models is the Reverse Jump Markov Chain
Monte Carlo (RJMCMC) algorithm. The RJMCMC
method [13–17] is widely used when dealing with nested
models, meaning that we need to compare a set of models,
where simpler models are a subset of a more complicated
one. In fact, the RJMCMC algorithm is the generalized
case of Markov Chain Monte Carlo (MCMC) methods
that is capable of sampling the parameter space and at
the same time jumping between models with different
dimensionality.
At this point it would be convenient to describe the
philosophy of the Bayesian framework and the Metropo-
lis algorithm and then move to the general case of the
RJMCMC algorithm. The Bayes rule can be summa-
rized by the following equation:
pi(~θ|~y) = pi(~y|
~θ)p(~θ)
pi(~y)
, (1)
where ~θ is a model parameter vector, pi(~y|~θ) is the likeli-
hood of the parameters ~θ over the data-set ~y, and pi(~θ|~y)
and p(~θ) are the posterior and the prior distributions of
the parameters respectively. Note that the evidence pi(~y),
or marginal likelihood, is often neglected in parameter es-
timation algorithms, as it serves only as a normalisation
constant:
pi(~θ|~y) ∝ pi(~y|~θ)p(~θ). (2)
The Metropolis algorithm is one of the MCMC-type
methods available that is widely used for parameter esti-
mation purposes. It is based on sampling the parameter
space by proposing new samples ~θn and evaluating the
likelihood at each step. By sampling the posterior distri-
bution, probability distributions to the parameters to be
estimated are assigned. It is certain that given a large
amount of steps in the parameter space, the Metropolis
algorithm will converge to the set of parameters ~θMAP
that maximise the likelihood.
A. Calculating the Bayes Factor
The evidence of a hypothesis X given the data-set ~y,
piX(~y), states the support for this hypothesis, or in other
words, how much the data favors a given model. In our
case, the hypothesis is the model implemented to describe
the LTP system. Consequently, given two different mod-
els X and Y, the Bayes Factor BXY is a comparison be-
tween the evidences of model X and model Y given by
their ratio
BXY =
piX(~y)
piY(~y)
, (3)
where
piK(~y) =
∫
pi(~θK, ~y)d~θ, K = X,Y. (4)
This integral is extremely costly to evaluate, specially
when the model becomes complicated with higher dimen-
sionality. In the next sections, a selection of estimators
of the Bayes Factor are described. Most of them evaluate
directly the Bayes factor, while other techniques are used
to estimate the evidence for each model. All of them are
used to investigate our LPF models and mission exper-
iments. In the end, we can draw conclusions about the
competing models given the estimated value of the Bayes
Factor. If BXY < 1, the evidence is negative and the ob-
servations support model Y. If BXY > 1, the evidence is
positive and model X is more favourable than model Y.
B. The Reversible Jump Markov Chain Monte
Carlo Algorithm
The RJMCMC algorithm is a robust and efficient tool
to estimate the Bayes Factor. It can be shown [13, 15]
that after a large number of iterations it will converge to
the true value of the Bayes Factor. The only drawback is
the computational cost of the algorithm. When more
than three models are being compared, meaning that
3many transdimensional moves have to be performed, a
considerable amount of time is required for convergence.
The algorithm implemented in this work is a special case
of the Metropolized Carlin and Chib method [14]. More
specifically, let us suppose that we have a total number
K of models to compare given a data set ~y. Then, the
recipe for our RJMCMC method can be summarised in
the following steps:
1. Initialization: Choose an initial model k and the
corresponding parameters ~θk.
2. Apply the Metropolis algorithm for model k. This
step is also called the “in model step”.
3. Generate new ~θk′ from a multivariate Gaussian
PDF and a random number ρ [0, 1] from a uniform
distribution. This is the step where we propose a
new model k′.
4. Calculate the acceptance ratio α′:
α′ = min
[
pi(~y|~θk′)p(~θk′)g(uk′)
pi(~y|~θk)p(~θk)g(uk)
|J|, 1
]
, (5)
where g(u) is the proposal distribution from where
the “dimension matching” parameters u are drawn
[18], and |J| is the Jacobian:
|J| =
∣∣∣∣∣∂(~θk′ , uk′)∂(~θk, uk)
∣∣∣∣∣ . (6)
5. If ρ < α′ we accept the new model k′ with param-
eters ~θk′ and set ~θk = ~θk′ .
6. Iterate from step 2 until convergence.
The old set of parameters is connected to the new one
by a well defined function ~θk = q( ~θk′ , u) (and of course
~θk′ = q
′( ~θk, u′)). We use independent proposals, so
~θk = q( ~θk′ , u) = u and ~θk′ = q
′( ~θk, u′) = u′, thus, the
Jacobian term in equation (5) is unity. The algorithm
spends most of the time iterating “inside” the model that
best describes the data. The RJMCMC method auto-
penalizes high dimension models, also by taking into ac-
count the priors p(~θk) of each model k. They serve as
an Occam Factor integrated within the algorithm. Con-
vergence is achieved if two main conditions are satisfied.
First, the condition of reversibility, which is stated in a
simple way: The proposal function must be invertible,
meaning that we can jump from the proposed param-
eters back to the current parameters. And second, we
must satisfy the dimension matching condition which in
our case is always true since we use independent propos-
als in the acceptance ratio. After convergence has been
achieved, a good approximation to the Bayes Factor is
given by [15, 19–21]
BXY =
# of iterations in model X
# of iterations in model Y
. (7)
C. Other approximations
While the RJMCMC method directly estimates the
Bayes Factor, the other methods implemented in our
work make an approximation to the evidence of each
model. We implemented them as a cross-check for the
RJMCMC method, but they also provide certain free-
dom of choice, depending on the nature of the problem,
as well as the data available.
The first approximations we consider are the Laplace
approximations. The Laplace approximations perform a
comparison between the volume of the models in the pa-
rameter space and the volume of the uncertainty ellipsoid
of the parameters [9]. This comparison is feasible if we
assume that we work within a high Signal-to-Noise Ratio
(SNR) and therefore the posterior PDF is Gaussian near
the maximum likelihood parameters, ~θMAP. Another re-
quirement is that a sufficient large number of samples
must have been collected. Then, the evidence in Eq. (4)
becomes:
piX(~y) ' (2pi)DX/2 |H|1/2 pi(~θMAP,X, |~y), (8)
where DX is the number of dimensions of model X and
H is the Hessian matrix of the posterior . There are two
main variations of the Laplace approximation. In the
first one we make use of the Fisher Information Matrix F,
calculated at ~θMAP, as an approximation to the expected
covariance matrix [21, 22]. Then, the evidence of the
model becomes:
piX(~y) ' (2pi)DX/2 |F|−1/2 pi(~θMAP,X, |~y) (9)
Of course, the main limitations of this method are asso-
ciated with the confidence we have on the calculation of
the Fisher Matrix. Furthermore, as expected, the results
appear to be poorer in comparison with the other meth-
ods as we move towards lower SNR areas. We can follow
the notation of [21] and call this particular approxima-
tion the Laplace-Fisher (LF) approximation. Another
well-known variation is the Laplace-Metropolis (LM) es-
timator of the marginal likelihood [9]. In this case, we use
all necessary components for the calculation of the evi-
dence from previous MCMC estimates. The parameters
~θMAP are extracted from the chains of a MCMC parame-
ter estimation run for the particular model, while we use
the weighted covariance matrix of the chains Σ, using a
Minimum Volume Ellipsoid (MVE) or a Minimum Co-
variance Determinant estimator (MCD) [23]. The MVE
method has been implemented and integrated in the LT-
PDA toolbox. In this case, the evidence of model X can
be written as
piX(~y) ' (2pi)DX/2 |Σ|1/2 pi(~θMAP,X, |~y). (10)
4The LM method is considered to be a very reliable tool
for the computation of the evidence of a model [9]. The
third method we have used is the Schwarz-Bayes Infor-
mation Criterion (SBIC) and is based on the following:
After the assumption that the priors for each model fol-
low a multivariate Gaussian PDF, the Schwarz criterion
is defined as:
S ' ln(pi(~θMAP,X, |~y))− ln(pi(~θMAP,Y, |~y))
−1/2(DX −DY)ln(n), (11)
where DX and DY are the dimensions of each model and
n is the number of samples in the data. It can be proven
that if n→∞, then S → BXY and the Schwarz criterion
can be a good approximation to the Bayes factor. In fact,
n must be chosen carefully so that n = Neff , where Neff is
the number of effective samples in the data that represent
the growth of the Hessian matrix of the log-likelihood [9].
D. Implementation
If the system’s transfer function is Hs(~θ) and we con-
sider known injection signals, ~x, then the output of the
system, ~y, can be expressed as:
~y = Hs(~θ)~x + ~n, (12)
where ~n is the overall instrument noise and h(~θ) =
Hs(~θ)~x is the response or template of the system. The
noise in the LTP experiment can be approximated with
Gaussian noise since we work in a high SNR regime and
we can safely consider that any dependence on the system
parameters is negligible. Consequently, the likelihood for
a model with parameters ~θ can be written as
pi(~y|~θ) = C exp[− 12 〈~y − h(~θ)|~y − h(~θ)〉 ], (13)
where the angular brackets denote the noise weighted
inner product [24]
< ~a|~b >= 2
∞∫
0
[
a˜∗(f)b˜(f) + a˜(f)b˜∗(f)
]
/Sn(f) , (14)
and where Sn(f) is the power spectral density of the
noise. For the proposal distribution appearing in the
acceptance ratio of the Metropolis-Hastings algorithm a
multivariate Gaussian distribution is used. Although the
choice of the proposal distribution should not affect the
final estimated parameter PDFs, it greatly affects the
convergence speed of the chains to the target posterior
distribution. The covariance of the multivariate Gaus-
sian is calculated beforehand or during the search phase
using the Fisher Information Matrix (FIM) [22]. In the
case of the RJMCMC method, the FIM is calculated once
for each model before the execution of the algorithm. It
is computed numerically or analytically depending on the
model. The LTP models are coded either in State-Space
format [25–27], or in pure analytical format in the accel-
eration domain [28].
The first step in the analysis is to apply a Fourier trans-
formation to the data and estimate the power spectral
density of the noise ~n, i.e. Sn(f). As described in [4],
the nature of the LTP experiment allows us to combine
all the available information from different investigations.
This means that we can combine the posterior distribu-
tion for each data set for each model. Then, we can apply
MCMC analysis strategies to sample the posteriors and
make use of any of the criteria described in section II C
or sample the joint parameter spaces with the RJMCMC
method that was described in section II B. Technically,
since the RJMCMC algorithm can be seen as a gener-
alised MCMC method, it performs a parameter search by
simultaneously sampling the likelihood and consequently
it maps the joint posterior distribution and assigns PDFs
to the parameters. The extra point is that we can esti-
mate directly the ratio of the evidences of the models and
test the hypothesis made for the data.
III. MODELING THE LTP EXPERIMENT
As a technology demonstrator of a space-based
gravitational-wave observatory, the LPF mission will
place two 2 kg Test Masses (TM1 and TM2) in free fall.
The goal is to estimate the residual differential accelera-
tion between TM1 and TM2 [6]. To minimize all external
forces acting on TM1 along the x-axis, a drag-free control
loop [30] has been designed. The coordinates of TM2 are
controlled via electrostatic actuators and the Spacecraft
(SC) is controlled by micro-Newton thrusters. More
specifically, the main components of the LPF mission are:
• The Gravitational Reference Sensor (GRS) [31]. It
consists of the test-masses and the vacuum cham-
ber around them. It is mounted with two identical
electrostatic actuators to control the 6 degrees of
freedom of each test-mass, and also to apply forces
and torques to keep the test-masses in free fall.
• The Optical Metrology System [32] consists of the
optical bench, its subsystems and the processing
computer. It performs the sensitive optical mea-
surements of the positions of the test-masses along
the x-axis. For the simplified one-dimensional
model version, we consider two interferometer in-
puts ~i and two outputs ~o of the system. The mea-
sured displacements are x1 and x12, the distance of
TM1 to the SC and the distance between TM1 and
TM2 respectively.
• The current design of the propulsion system for
LPF is based on Cold Gas [2] thrusters. The main
function of the thrusters is to maintain the refer-
ence test-masses in free fall conditions in the mea-
sured bandwidth.
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FIG. 1: Schematics of a simplified LTP State-Space Model (SSM). It is composed by smaller SSMs of the various subsystems,
each one a standalone SSM, here represented with white boxes. The rhombi represent the main injection inputs to the system.
We use mainly the first injection port, which represents the interferometric inputs to the system, while the second rhombus
stands for the capacitance actuators injection ports. The symbol ~n represents noise contributions from various sources and
finally, the parameters to fit, for the sake of convenience, are located in the gray boxes inside of the respective SSMs. The
interferometer signals~i are injected to the controllers (DFACS), where the commanded forces are generated and applied through
the capacitance actuators and the thrusters of the space-craft. In the last two of experiments of [29] “out of loop” forces ~g are
applied to the three bodies (TMs and SC) of the system. The resulting movement of the bodies is monitored by the Inertial
Sensor, the Star Tracker and the interferometer. Here, the interferometer output is denoted as ~o.
• Finally, the Drag-Free and Attitude Control Sys-
tem (DFACS) calculates all forces and torques act-
ing on the SC and test-masses and computes the
commanded forces/response of the system in order
to maintain the nominal free fall of TM1.
The LTP is a complicated instrument composed by a
plethora of subsystems and coupled control loops. Dur-
ing the mission, there will be dedicated experiments with
the aim of characterizing the different noise contributions
and couplings. In the following section, the LTP mod-
els implemented for system identification experiments are
described. We present simulations of the planned sys-
tem identification experiments and use all techniques de-
scribed to perform model selection.
A. The LTP system dynamics
For the purposes of this work we consider a simplified
version of the LTP operating in the so-called main science
mode and we confine the system dynamics to the one-
dimensional case. There are two approaches in modeling
the dynamics of the three-body system: The first one,
shown in Fig. 1, is to fully describe the dynamics together
with the controllers in a state-space format (SSM). In
this case, it is very convenient to represent the model as
a closed loop system, due to closed-loop dynamics and
controllers of the instrument. The white boxes represent
standalone SSMs, all together assembled to form the final
LTP experiment [25]. Each submodule has injection u(t)
and output y(t) ports and can be represented as:
x˙(t) = A× x(t) +B × u(t),
y(t) = C × x(t) +D × u(t), (15)
where x(t) are the states of the system, A is the state ma-
trix, B is the input matrix, C is the output matrix, and
D is the feed-through matrix [25]. This form of imple-
mentation has numerous advantages, like modularity and
flexibility in modeling the LPF mission. For example, the
user is able to combine any given SSM module and use a
custom noise model for each particular subsystem.
The second approach is to represent the dynamics in
an analytical way in the acceleration domain [28] which is
described in section III C. A more in-depth investigation
on the analysis in acceleration domain and its practical
advantages is to appear soon.
For the purposes of this paper, we simulate the ex-
periments as explained in [4, 5, 25, 29, 33]. Then, the
complete system is controlled by optical readouts that
measure the positions of the Test Masses, x1 and x12,
where the x-axis is defined by the line joining them. In
order to perform parameter estimation we inject sinu-
soidal signals to each interferometric channel alternately,
or direct forces to the three bodies of the system (test-
masses and SC), and measure the response of the system.
For this type of experiments, we can define the following
time-series arranged as vectors:
~o =
(
ox1
ox12
)
, ~i =
(
ix1
ix12
)
, ~n =
(
nx1
nx12
)
, (16)
6~g =
(
g1 − gSC
g2 − g1
)
, (17)
where ~o is the measured signals vector,~i is the interferom-
eter injection signals vector, ~g is the commanded forces
signals vector, and ~n is the overall noise for both chan-
nels. Here g1 and g2 are the commanded forces applied to
TM1 and TM2 respectively while gSC is the force applied
to the SC. The noise contributions of each LTP subsys-
tem are denoted in Fig. 1 as ~n. It can be instrumental or
read-out noise, or it may originate from external sources
(like solar radiation).
For the sake of simplicity, we use the one-dimensional
version of the models. The set of parameters that we re-
cover from the system is {ω1, ω2,∆t1,∆t2, Adf , Asus, δ21}:
ω1 and ω2 stand for the electrostatic stiffness of the test-
masses to the surroundings, ∆t1 and ∆t2 are time delays,
Adf and Asus the capacitance and thruster gains respec-
tively, and δ21 denotes the cross-coupling between the
two interferometric channels.
As described in [29, 33], during the planned mission ex-
periments, sinusoidal signals of different frequencies are
going to be injected to the control loop, simulating dis-
placements of the test masses. Besides the LTP dynamics
system, the data analysis team has modeled noise sources
for the various subsystems of the LPF mission based on
theoretical predictions or characterization of each ele-
ment from on-ground test campaigns. The main noise
contributions come from the thrusters, the interferomet-
ric readouts, and the capacitance actuators [34]. We can
simulate synthetic noise for any particular experiment
and perform parameter estimation exercises in order to
test the system identification algorithm’s readiness. A
MCMC search of the parameter space for such a simu-
lated run returns satisfactory results as shown in Table
I.
TABLE I: MCMC parameter estimation results from simu-
lated experiments. The experiments being analyzed here, are
the two first described in [4] and [29].
Parameter Real value Estimated ±σ
ω1 1.3× 10−6 (−1.2999 ± 0.0002)× 10−6
ω2 1.9× 10−6 (−1.8999 ± 0.0002)× 10−6
Adf 0.82 0.8201 ± 0.00025
Asus 1.08 1.080004 ± 3× 10−6
∆t1 0.2 0.20020 ± 5× 10−5
∆t2 0.2 0.2003 ± 2× 10−4
δ21 0.0004 0.0004001 ± 1× 10−7
By using the LTPDA machinery, synthetic noise can
be generated and the response of a known system can
be simulated. For the following study cases, the LTP
default parameters were always set to the same values
given in Table I. It should be noted that there is no reason
to have any strong prior belief about the true values of
the parameters. Therefore, it is reasonable to assume
uniform priors for all the tests.
B. Application to a simplified LTP model
In order to demonstrate a first application to the LTP,
we can investigate a model selection case that was first
encountered during a data analysis exercise [33]. This
type of exercises are organized by the DA team with the
aim of testing the developed tools in more realistic sce-
narios. In this case, the “true” values of the parameters
of the system to identify, were totally unknown. In that
situation, the data analysis team was able to perform
parameter estimation, but it was noted that the fit was
improved when two extra parameters were introduced.
These parameters are the guidance delays, ∆t1 and ∆t2.
They are simply time delays to the application of the
guidance signals (see Fig. 1), due to operations of the
Data Management Unit (DMU), which is the on-board
computer controlling the LTP experiment. The final ro-
bustness of the fit indicates that the new parameters sub-
stantially improve the model.
This problem can be better studied by reducing it to
a model selection problem and can be tested with syn-
thetic data-sets. The simulated data source is a LTP
system with the default characteristics given in Table I
with the exception of the delays, which were set to:
∆t1 = ∆t2 = 0. With this configuration, we assume
a true system where the application signals are applied
instantaneously. For our first try-out we injected “fake”
interferometric displacements, while for the second inves-
tigation we used the same structure of injections but with
much lower Signal to Noise Ratio (SNR ∼ 5).
In order to determine the importance of the two extra
parameters, we have to verify which model describes bet-
ter the particular data-set: The seven parameter model X
with parameters ~θX = {ω1, ω2,∆t1,∆t2, Adf , Asus, δ21},
or the five parameter model Y with parameters ~θY =
{ω1, ω2, Adf , Asus, δ21}. While both models, X and Y,
are capable of explaining the observations, we expect the
simpler model Y to be more favorable from a RJMCMC
output, since the extra parameters ∆t1 and ∆t2 are not
significant for the data. The evolution of the Bayes factor
for such an investigation for two different levels of SNR
is shown in Fig. 2.
TABLE II: Results for the Guidance delay investigation with
the low SNR experiment. See text for details.
Method BXY
RJMCMC 0.309
LF 0.124
LM 0.078
SBIC 0.768
The results we obtain for all the approximations verify
that the simpler model Y is much more probable than
the more complicated model X. For the particular exper-
iments proposed in [29] where the SNR is high, the Bayes
factor computed tends to zero. In fact, for the case of the
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FIG. 2: (Color online) First 3 × 104 iteration of the RJM-
CMC output when comparing a seven and a five-dimensional
LTP model (models X and Y respectively). Since the models
are not competitive when the SNR = 60, the blue line tends
asymptotically to zero.
RJMCMC method, there is no single iteration “inside”
the more complex model. This changes dramatically de-
pending on the nature of the problem and, of course,
as we show in section IV A, on the SNR. In Table II
we present only the low-SNR experiment, for the sake of
comparison between the methods. Each method seems to
favor the simpler model but they are not in total agree-
ment between them. This is to be expected, as the SNR
of this investigation is very low and the approximations
of the evidence become more sensitive. For this particu-
lar case of the injections, the models are not competitive
and therefore, the resulting estimated Bayes Factor is ex-
tremely small. For a direct comparison, the RJMCMC
algorithm requires more than 108-109 iterations.
C. More realistic applications
During the last years a series of data analysis exer-
cises have been performed. These so called Operational
Exercises are organized by the LPF Data Analysis team
with the aim of training the scientists and engineers for
the upcoming flight operations. Data generated by the
ESA simulator are used and real-life shifts and duties
are rehearsed. The ESA simulator for the LPF is an in-
dustry developed software that is considered the most
accurate simulator to date. The scientific and organiza-
tional results are valuable since they reproduce situations
and data analysis challenges that are expected to occur
during flight operations.
An outcome of these data challenges was the realiza-
tion of the necessity to change or manipulate the model of
the dynamics of the system shortly after receiving teleme-
try from the satellite, thus facing once again model se-
lection problems. Expressing the dynamics in the accel-
eration domain [28], one could write a simplified model
for the differential acceleration, like the one below:
a12 =
[
d2
dt2
+ ω22
]
x12 + (ω
2
2 − ω21)x1
−AF2 +AF1 (18)
where a12 is the differential acceleration and F1 and F2
denote the applied forces on the first and second test-
masses respectively. The real motion ~x of the test-masses
can be approximated by the delayed interferometer read-
outs:
~x =
(
x1
x12
)
=
(
o1(t− τifo)
o12(t− τifo)
)
(19)
The parameters appearing in Eq. (18) and (19) are the
stiffnesses of the two test-masses ω1 and ω2, the inter-
ferometer read-out delay τifo, and the gains of the ca-
pacitance actuators Asus (here represented as A for sim-
plicity). Note that for this first approximation we have
assumed identical actuators A for both test-masses. The
commanded forces g1 and g2 are available as telemetry,
but the real applied forces on the three bodies are to
be determined by the measurements and the analysis it-
self. For example, in the real data-stream there might be
additional delays or even filtering of the applied forces
coming from the controllers, so in reality a gain A might
be proven to be frequency dependent: A(f). This situ-
ation will appear in the received telemetry and we need
the means to disentangle those two physical effects in a
quantitative way.
For the particular simulated data-set, the model was
not able to remove all the injected signals and even for
the simple case of Eq. (18), this led to a biased estimate
for the parameters. Apart from a simple time delay on
the commanded signals, there might be another process
that causes a difference between the commanded g1 and
g2 and the actual applied forces F1 and F2. For a first
approximation of such a process, we assume a single real
pole filter, filtering the time-series of the applied force
on the second test-mass. For this investigation we can
propose two models where AFi(t) = Agi(t − τC) and
AFi = A(
fo
f−jfo )gi respectively. Here τC denotes the ac-
tuators time delay. In the end we can apply the model
selection methods to these two models: the first one, X,
where the applied forces are time delayed, and the second
one, Y, where the forces are frequency dependent (filtered
by a single real pole filter). The calculated Bayes Factor
between those two models is:
BFXY =
piX(~y)
piY(~y)
= 9.9478× 10−11, (20)
clearly indicating that the most probable process on the
forces is the one described by model Y. The real pole was
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FIG. 3: (Color online) Power spectra of simulated differ-
ential acceleration between the two test-masses. The gray
curve represents the reference noise measurement, while
the light blue curve is the differential interferometer read-
out. The value of the computed Bayes Factor can be con-
firmed with the comparison of the equivalent estimated
residual acceleration for each model. The differential in-
terferometer read-out is also plotted for comparison.
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FIG. 4: A RJMCMC run on a set of nested LTP models.
There is a clear preference for the five-dimensional model
for the given data-set. The data were produced with a
“perfect” model where the two respective actuators were
identical.
estimated to be fo = 1.963±0.001 Hz and was confirmed
for the complete set of system identification experiments.
The estimated acceleration residuals for both models can
be seen in Fig. 3.
The same analysis strategy applies of course to more
complicated versions of the analytical models, where the
number of parameter increases with the more terms of the
equation are added, as happens in the following more re-
alistic case. As already described in section III, the two
test masses are controlled with identical actuators. In
reality, a small misbalance between the electrostatic ac-
tuators surrounding each test mass might be present. If
we introduce this “asymmetry” to the system, immedi-
ately for the simple case of Eq. (18), we can increase the
dimensionality of the model by four parameters:
a12 =
[
d2
dt2
+ ω22
]
x12 + (ω
2
2 − ω21)x1
−A2( fo2
f − jfo2 )g2(t− τC2)
+A1(
fo1
f − jfo1 )g1(t− τC1). (21)
These parameters are gains, delays and filters that are
different for the actuator of each test mass. Theoreti-
cally the highest in dimensions model of Eq.(21) can de-
scribe the observations, but the problem to solve appears
to be over-parametrized. A solution is to generate a set
of nested models under the highest in dimensions of Eq.
(21) and apply the RJMCMC algorithm. The result of
such a run is shown in Fig. 4 and it reveals the most
favorable model and consequently the underlying proce-
dure that describe best the physical system. For the par-
ticular simulation we can verify that the five-dimensional
model is the best, concluding that no “asymmetry” in the
hardware of the LTP is present. This changed in the fol-
lowing Data Challenge, where the Bayes factor between
the simple model of Eq. (18) and a six-parameter asym-
metric one, is greater than 106, clearly supporting the
correct higher dimension model where A1 6= A2.
IV. USING THE BAYES FACTOR FOR
EXPERIMENT OPTIMIZATION
In this last section we explore the capability of the im-
plemented model selection framework, not only as a set
of tools for data analysis purposes, but also as a way to
evaluate the efficiency of the experiments we are plan-
ning to run in the satellite. As we are going to show,
by comparing different models under different input sig-
nal conditions, we can safely determine the best range
of parameters that define our experiments, or verify the
injection frequencies that maximize the information ex-
tracted from the system.
A. The Bayes Factor as function of the SNR
It has been shown [21, 35] that there is a dependence
of the Bayes Factor output on the SNR regime of the
investigations. This, of course, holds true in the case of
the LTP as it can be seen in Fig. 5. This figure was
created by simulating LTP experiments for each value of
the SNR, while the injection signals were single frequency
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FIG. 5: (Color online) The Bayes Factor as a function of
SNR computed using different methods.
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FIG. 6: (Color online) The Bayes Factor as a function of
the injection frequencies in the first interferometric chan-
nel. The computed evidence of model X is stronger when
the sinusoidal injection signals have a frequencies around
fix1 ' 0.0006 Hz and fix1 ' 0.05 Hz respectively.
(f = 0.01Hz) sinusoidal inputs into the system. The
LTP models under comparison were quite similar with
the exception of a different realization of the response
model of the thrusters. It is clear that above the critical
value of the SNR = 21 the results obtained with the dif-
ferent techniques are consistent and in good agreement.
Below that value of the SNR we cannot make clear deci-
sions about the competing models, as the wrong model is
showing preference, or we poorly approximate the Bayes
Factor.
Although this SNR limit varies, as expected, depend-
ing on the type of investigation and model, the current
result is already providing an estimation of the required
power of the injection signals that we need to consider in
the LTP experiment. This information and the method
used here will be of particular interest for the design of
in-flight experiments for the LPF mission.
B. The Bayes Factor as function of the injection
frequencies
Furthermore, for system identification experiments, as
in the case of the LTP, the computed evidence of a model
depends on the design of the experiment itself. The infor-
mation obtained from the system differs depending on the
injection frequencies. An interesting study is to explore
in detail this relation. A four- (X) and a five-dimensional
(Y) models are examined, given different injection fre-
quencies. More precisely, since the difference between
the models is the cross-coupling δ21 as shown in Fig.
1, which describes the signal leakage from the first to
the differential interferometric channel, we examine the
Bayes Factor given different injection frequencies to the
first channel, while keeping constant the injection to the
differential channel (fix12 = 0.2 Hz). The SNR of this
experiment is kept at the “low” value of 28.
The data generation model is mounted with a “per-
fect” interferometer (δ21 = 0) and model X is the same
as the one used to produce the data, while model Y is the
one with the extra parameter δ21. The expected outcome
of this exploration is that if the system is more sensitive
to the δ21 parameter at some particular frequencies, we
must detect an increase in the Bayes Factor which un-
derlines a more clear decision towards the correct model.
In Fig. 6 we can see the corresponding Bayes Factor
versus the injected frequencies to the first channel. Given
the low SNR of the investigation, while model X should
be more favorable, a preference for the more complex
model Y is shown for a certain set of frequencies. This re-
sult is a clear indicator of the set of preferred frequencies
that can be injected to the system for its characterization
given the current configuration and SNR. Indeed, injec-
tions around f ' 0.0006 Hz and f ' 0.05 Hz promote
the identification of the correct model, while injections
at both the high and low frequency limit, together with
f ' 0.01 Hz, may induce the analysis into an error. This
frequency dependence must be associated to the sensitiv-
10
ity of the experiment to a given parameter, the parame-
ter δ21 in this particular case. This observed dependency,
when considering a more realistic model, will be of par-
ticular interest in the selection of injection signals for the
experiments to be run in-flight.
V. CONCLUSIONS
We have implemented three different methods to com-
pare competing models of the LTP experiment on-board
the LPF mission: The RJMCMC algorithm, the Laplace
approximations, and the Bayes Information Criterion.
The results from each method seem to be in agreement,
but the output strongly depends on the expected SNR
and of course on the models under investigation. Con-
sidering the LPF mission planned experiments, the SNR
is high enough to safely use any of all the available tech-
niques, but probably the most computationally demand-
ing methods will be used for off-line analysis to confirm
our first computations.
The RJMCMC algorithm (together with the Laplace
methods and the Bayes Information Criterion) employed
in this work has been integrated in the LTPDA toolbox as
part of the LPF data analysis software. The RJMCMC
algorithm is by far the most computationally costly, but
at the same time it is the more suitable one when we
compare more than two nested models or we work with
inputs with low SNR. The Laplace-Metropolis and the
Laplace-Fisher methods are reliable when we work in
the high SNR regime, but they also require significant
computing time, specially when one has to use outlier
detection methods to estimate the weighted covariance
matrix. On the other hand, the Laplace-Fisher approx-
imation is limited by the use of the Fisher Information
Matrix, which for the case of LTP state space models is
computed numerically.
Moreover, an attempt to associate the output of the
aforementioned methods with the actual system identifi-
cation experiment has been made. We have used different
experiment setups to demonstrate that the Bayes Factor
depends not only on the SNR, but also on the injection
frequencies to the system.
The developed algorithms were successfully applied
to model selection problems for the LPF data analysis
for the first time. Two different cases of LTP model
selection problems have been investigated over data-sets
that were produced by both the LTPDA and the ESA
simulator. For the first case, we have considered an easy
case of five- and seven-dimensional state-space models,
where the importance of the extra two parameters
was examined. These two extra parameters are time
delays caused by the LPF hardware and they can be
characterized as essential parameters of the model.
For the second case, we explored the most suitable
dimensionality of analytic models. There, the simplest
model that described efficiently the observations was
recovered, excluding the more complicated ones that
caused over-fitting issues. This type of analysis is
expected to be performed during operations due to the
broad spectrum of possible applications, like identifying
external disturbances that result into forces applied to
the three-body system.
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