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Faculty of Engineering, Kyoto University, Kyoto, Japan 
This paper deals with the state estimation problem for linear discrete time 
systems with the interrupted observation mechanisms which can be character- 
ized by the independent binary sequence taking on the values of 0 or 1. On 
the basis of the Bayesian approach, t e approximate minimum variance 
estimator isderived for the case when at any time the probability of occurrence 
of interruption is known a priori. An adaptive estimator algorithm is also 
established when the probability of interruption is unknown but fixed through- 
out the time interval of interest. Unlike the usual Kalman filter algorithm, 
all the estimators derived here are nonlinear with respect o observations and 
the associated covariance equations are related to he actual observations. 
Digital simulation studies are demonstrated to compare the performance of 
the approximate nonlinear estimator presented here with that of the best linear 
estimator due to Nahi (1969). 
1. INTRODUCTION 
The estimation theory developed to date assumes that at any time the signal 
or state to be estimated is contained in the observations (Kalman, 1963; 
Bucy and Joseph, 1968). In many practical situations, however, there is a 
chance that some observations will consist of noise alone; this may be due 
to a breakdown of the observation mechanisms. As an example, consider the 
tracking of a target trajectory, and let the observations be made at discrete 
time instants. Then there may be a possibility that the observed ata do not 
contain the information concerning the target, because of the misalignment 
of the radar antenna to the object. 
The problem of determining the optimal control policy in a situation where 
at any time there is a nonzero probability that the state can not be observed is 
formulated by Bellman and Kalaba (1961) as the interrupted stochastic 
control process; and some results have been obtained by Zadeh (1961) and 
Eaton (1962). Recently, Nahi (1969) considered the class of linear estimation 
problem with the interrupted observation mechanisms; and Fujita and 
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Fukao (1970) applied the result by Nahi (1969) to a linear stochastic ontrol 
problem. 
In this paper, on the basis of the Bayesian approach (Ho and Lee, 1964), 
we shall consider the problem of estimating the state of linear discrete time 
systems with the interrupted observation mechanisms. The approximate 
minimum variance estimator is derived for the case when at any time the 
probability of occurrence of interruption is known a priori. An adaptive 
estimator algorithm is also presented for the case when the interruption 
probability is unknown but fixed throughout the time interval of operation. 
We observe that unlike the usual Kalman filter, the proposed estimator 
algorithms are nonlinear with respect o observations and the associated 
covariance quations are directly dependent upon the observations. Digital 
simulation studies are carried out for illustrating the approximate and adaptive 
estimator algorithms presented here and comparing the performance of the 
new estimator with that of the best linear estimator due to Nahi (1969). 
2. STATEMENT OF PROBLEM 
Let the system be represented by the linear difference quations 
x(k + 1) = F(k) x(k) + w(k), (2.1) 
y(k) = 7(k) H(k) x(k) + v(k), (2.2) 
where x(k) is the n × 1 state vector at k-th sample time, y(k) is the p × 1 
observation vector, w(k) is the n × 1 Gaussian white noise vector, and v(k) 
is the p × 1 Gaussian white noise vector. The F(k) is the n × n state 
transition matrix, H(k) is the p X n observation matrix, and 7(k), which 
characterizes the interrupted observation mechanisms, is the scalar random 
variable that takes on the values of 0 or 1. The noise vector sequences w(k) 
and v(k) are assumed to have zero means and covariance matrices Q(k) 
and R(k), respectively. The initial state x(0) is Gaussian with mean 
~(0[- -1)  &= E{x(0)} and covariance matrix P(0 i - -1)=& coy{x(0)}. It is 
further assumed that the random variables w(k), v(k), 7(k) and x(0) are 
mutually independent. 
We shall consider the following type of interruption mechanisms, which is 
treated as Case 1 by Nahi (1969); that is, the {7(k), k = 0, 1,..} are mutually 
independent random sequence with 
P(y(k) = 1) = p(k), (2.3) 
P(7(k )  = 0)  = 1 - -  p (k ) .  
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Here, P(.) denotes the probability, and p(k) is the probability hat the k-th 
observation conveys the information concerning the state x(k). Consequently, 
at any time the observation is interrupted with probability 1 -- p(k). 
The objective of the paper is to find the sequential estimator that produces 
the minimum variance estimate ~(k l k) of the state x(k) by observing the 
data {y(0),..., y(k)}. It is well known (Kalman 1963, Bucy and Joseph, 1968) 
that the best estimate which minimizes the Bayes risk 
E([x(k) -- ~(k ] k)]' M[x(k) -- k(k [ k)] [ Y~} (2.4) 
is given by the conditional expectation 
~(k [ k) : E{x(k) l yk). (2.5) 
Here M is the n × n symmetric positive definite matrix, yk is the minimal 
a-field determined by the observations {y(0) ..... y(k)}, E{. l yk) denotes the 
conditional expectation given Y~ (Doob, 1953), and the prime denotes the 
matrix transpose. Hence, if the conditional probability density function 
p(x(k) I yk) of x(k) given yk is obtained, the optimal estimate ~(k [ k) can be 
computed from 
~(k I k) = f x(k) p(x(k) I Y~) dx(k). (2.6) 
3. CONDITIONAL PROBABILITY DENSITY FUNCTION 
By the smoothing property of conditional expectations (Doob, 1953), we 
see that 
p(x(k) l yk) = E{p(x(k) [ 7(k),..., y(0), YT01 yk} 
1 1 
= . . .  p (x (k )  17(k )  = . . . . .  7 (0 )  : i o ,  Y9  
ik=0 i0=0 
× P(7(k) = i~ ,..., 7(0) : io I yk), (3.1) 
where P(' l  yk) is the conditional probability given yk. By using the Bayes 
rule (Ho and Lee, 1964), we can easily show that the conditional probability 
density function p(x(k) ] 7(k) : ik .... ,7(0) : i0, yk) is Gaussian for all k. 
Therefore, the conditional probability density function p(x(k)] yk) which 
we seek is the weighted sum of 2 ~+1 Gaussian density functions. This implies 
that for large values of k, the evaluation of p(x(k) [ Y~) through (3.1) is 
practically impossible due to the requirement of evergrowing amount of 
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memory. From this point of view, we shall derive the approximate minimum 
variance stimator under the following 
ASSUMPTION. The a priori conditional probability density function 
p(x(k) I yk-1) of x(k) given yk-1 is Gaussian for all k with 
E(x(h) l yk-~} = ?c(k i h --  1), 
cov{x(k) ] yk-~} = p(k[  h _ 1). 
(3.2) 
This kind of assumption has already been used in deriving the approximate 
nonlinear filters for the usual nonlinear estimation problems (Jazwinski, 1970). 
However, the justification of the assumption has not yet been made; the only 
related works are the comparative studies on several nonlinear approximate 
filters (Schwartz and Stear, 1968; Wishner et al., 1969). 
4. SEQUENTIAL ESTIMATOR 
4.1. Derivation of Estimator Algorithm 
Rewriting (3.1), we have 
1 
p(x(k)[ yk)  = ~ p(x(k) lT(k ) = i, yk )P(7(k )  = i] Y~). (4.1) 
i=0 
This expression is convenient for deriving the approximate sequential 
estimator algorithm as shown below. Let us first evaluate the conditional 
probability density function p(x(h) [ ?(k) = i, yk). By use of the Bayes rule 
(Ho and Lee, 1964), we can see that 
p(x(k) l T(k ) = i, yk)  = P(Y(k) l T(k) = i, x(k)) p(x(k) [ yk-1) 
p(y(k)  l y(k) = i, yk-1) (4.2) 
From (2.2), p(y(k)  ] 7(k) = i, x(k)) is Gaussian. Therefore, we see under 
Assumption (3.2) that p(x(k) [7(k) = i, yk) is also Gaussian with 
mean = ~(k [ k -- 1) + i . F(k)[y(k) - -  H(k) ~(k ] k - -  1)], 
(4.3) 
coy = P(k ] k -- 1) - -  i . F(k) H(k) P(k I k --  1), 
where i = 0, 1, and 
F(k) -~ P(k [ k --  1) H'(k)[H(k) P(k I k - -  1)H'(k) + R(k)] -1. (4.4) 
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I f  i = 1, (4.3) is the same as the usual Kalman filter algorithm, and /'(k) 
defined by (4.4) is the associated optimal gain matrix. 
Now consider the conditional probability P(~(k) ~ i lYe) .  To simplify 
the notation, we define 
p(i l k) zx P(y(k) = i l yk), i = O, 1. 
Application of the Bayes rule (Ho and Lee, 1964) gives 
p(1 l k) = p(y(k)  IT(k) = 1, yk-1) p(V(k) = 1 ] yk-1) 
1 X,=o p(y(k)  [ v(k) = i, yk-a) p(V(k) = i I yk-1) 
(4.5) 
(4.6) 
where 
Substituting (4.8) into (4.6) yields 
p~(k) p(k) 
p(1 I k) = p~(k)p(k) + po(k)[1 --p(k)] ' 
pi(k) zx p(y(k)  J y(k) = i, yk-1), i = 0, 1. (4.10) 
Now we shall state the main result in this subsection. The approximate 
minimum variance stimate ~(k l k) of the state x(k) is given by (see Appendix) 
N(k l k) = N(k l k --  1) -t- p(1 I k) F(k)[y(k) --  H(k)N(k l k --  1)], (4.11) 
where the initial condition is 
k(0 ] -- 1) = E(x(0)}. (4.12) 
Moreover, we can show the approximate conditional covariance matrix 
P(k  l k) = E{[x(k) --  k(k l k)][x(k) - -  N(k I k)]' 1 yk} (4.13) 
(4.8) 
(4.9) 
where i = 0, 1. S ince ),(k) is independent of yk-1, we see from (2.3) that 
P(y(k) = 11 y~-l) = p(k). 
and p(0 l k) = 1 -- p(1 [ k). From Assumption (3.2), the conditional proba- 
bility density function p(y(k)  I ),(k) = i, yk-1) is Gaussian with 
mean ~ i . H(k )  ~(k  I k - -  1), 
(4.7) 
coy -~ i . H(k) P(k  [ k - -  1) H'(k) + R(k), 
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satisfies the following difference quation (see Appendix): 
P(k t k) = P(k I h -- 1) -- p(1 ] k) F(k) H(k) P(k I k -- 1) 
+ p(1 [ h)[1 -- p(1 I h)] F(h) T(k) F'(k), 
where 
(4.14) 
T(k) = [y(h) -- H(k) k(k [ k -- 1)][y(h) -- H(h) N(k [ k -- 1)]', (4.15) 
and the initial condition is 
P(0 [ -- 1) = coy{x(0)}. (4.16) 
Finally, using (2.1), (4.11) and (4.14), the one step predicted estimate 
~(k @ 1 [ h) and its eovarianee matrix P(h ÷ 1 I k) are respectively given by 
~(k + 1 i k) = F(k) ~(h I h) (4.17) 
and 
P(h @ 1 ] h) = F(k) P(k I k)F'(h) + Q(h). (4.18) 
These quantities are used as the a priori information to the next state x(h + 1). 
Equations (4.11)-(4.18) completely specify the structure of the estimator 
which sequentially produces the approximate minimum variance estimates 
~(h i h) of the states x(h). 
It turns out from (4.9), (4.11) and (4.14) that the estimator dynamics are 
nonlinear with respect o observations and that the corresponding covariance 
equation is directly related to the observations. It may be noted that since 
Nahi (1969) considered only the class of linear estimators, his result is entirely 
different from the above result. It may also be noted that if the conditional 
probability p(1 l h) defined by (4.9) is reduced to 1, then the resultant 
estimator (4.11)-(4.18) becomes the usual Kalman filter (Kalman, 1963; 
Bucy and Joseph, 1968). This shows the plausibility of the proposed estimator 
algorithm. 
4.2. Adaptive Estimator Algorithm 
The previous result is based upon the fact that the probability of occurrence 
of interruption is known a priori. In this subsection, we shall consider the 
case when the value of the probability p(k) is unknown but fixed throughout 
the time interval of interest: 
p(k) ~ P(~,(k) = 1) = q, k = 0, 1,.... (4.19) 
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Here it is assumed that the a priori probability for q is uniformly distributed 
over [0, 1]. 
By the Bayes rule (Ho and Lee, 1964), the conditional probability density 
function p(q [ yl~) becomes 
p(q [ yk) = 
with the initial condition 
p(e [ y-1) = 1, 
We can easily show that 
p(y(k) l q, yk-~) p(q l yk-~) 
f~p(y(k) i q, yk-~)p(q I Y~-I) dq ' 
(4.20) 
0 ~< q ~< 1. (4.21) 
p(y(k)] q, yk-~) = qp(y(k) [ ~,(k) = 1, yk-z) + (1 -- q)p(y(k) [y(k) = O,Y k-~) 
= qpx(k) + (1 -- q)po(k). (4.22) 
Denoting 
1 
~(k -- 1) & E{q] yk-1} = f qp(q] yk-1) dq, (4.23) 
o 
we can see from (4.20) and (4.22) that 
[qpl(k) q- (1 - -  q)p0(k)] P(ql y~-a) (4.24) 
P(q 1 yk) = pa(k) q(k -- 1) + P0(k)[1 -- q(k -- 1)]" 
From (4.21) and (4.24), it may be noted that p(q I yk) is the polynomial in q 
of order at most k in the interval [0, 1]. Referring to (4.9), it follows that 
P0  r k) =~ P(~(k) = 1 [ Y~) 
= E{P(y(k) = 1 [q, yk)[ yk} 
qp~(k) ykl. (4.25) E 
,qpl(k) + (1 --  q) po(k) 
From (4.23), (4.24) and (4.25), we have the desired result: 
1 qpl(k) 
p(1 ] k) = foqpl(k) + (1 -- q)po(k) p(ql Yk)dq 
p~(k) q(k -- 1) (4.26) 
p l (k )  q (k  - -  1) -}- po(k)[1 - -  q(k - -  1)] 
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It should be noted that although the conditional probability density 
functions p~(k)ZXp(y(k ) iv (k )= i ,  y~-l)  appearing in (4.26)are non- 
Gaussian, we use the Gaussian density functions defined by (4.7). The 
adaptive stimator algorithm is obtained by replacing p(1 [k) in (4.11) and 
(4.14) by new expression (4.26). It should be also noted that for the practical 
computation of p(q ] yl~) by use of (4.24), the continuous range [13, t] of q 
is approximated by a finite set of grid points, and that the integration in 
(4.23) is carried out by using some numerical integration technique. 
5. EXAMPLE 
We shall show the example illustrating the application of the present 
estimator algorithms and compare the performance ofthe proposed nonlinear 
estimator with at of the best linear estimator due to Nahi (1969). Consider 
the scalar system 
where 
F(k) = P(k l k - -  1)/[P(k l k --  1)-i- R]. 
By using (4.11) and (4.14), we have 
~(k I k) = ~(k [ h -- 1) q- p(1 I k) F(k)[y(k) --  ~(k I k - -  1)], 
/~(k [ k) = P(k ] k -- 1) -- p(1 I h) Pz(k I k --  1)/X(k) 
where 
x(k-~ 1) = ax(k)-~w(k), (5.1) 
y(k) = 7(k) x(k)+v(k) ,  (5.2) 
a [ < 1, and letQ(k) =Q,R(k )  = R, andp(k) = q. From(4.4), 
(5.3) 
(5.4) 
-t- p(1 I k)[1 - -  p(1 ] k)] P2(k [ k - -  1)[y(k) - -  ~(k I k - -  1)]2/Z2(k), 
(5.5) 
z(k) =~ P(k lk  -- 1) + R. 
Also, from (4.17) and (4.18), 
~(k + 1 I k) = a~(k [ k), 
P(k + 1 I k) = ~P(k [ k) + 9.  
643/2I/I-5 
(5.6) 
(5.7) 
(5.8) 
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Moreover, from (4.7) and (4.9), 
qR1/2 exp{--[y(k) -- ~(k]k  - -  1)]~/2Z(k)} (5.9) 
p(1 r k) ~ qR~/2 exp{--[y(k) - -  ~(k r k - -  1)]~/2X(k)} 
4- (1 - -  q) X1/~(k) exp{- -y~(k) /2R)  
Digital simulation studies are carried out by using the following set of 
numerical values: 
a = 0.95, Q = 0.64, R = 1.69, q ~ 0.8, 
k(0 l - -1 )  = 10, P (0 f - -1 )  =2.  
The initial value of the state x(0) is sampled randomly at each experiment 
from the population with N(30, 2), whereas the initial estimate k(0l --1) is 
fixed in the whole experiment as above. 
Figure 1 displays the running values of the estimate ~(k ] k -- 1), together 
with the estimate x*(k  I k - -  1) due to the linear estimator (Nahi, 1969), and 
the actual state x(k).  The covariances are displayed in Fig. 2. We observe that 
if 7(k) = 0, the covariance P(k I k -- 1) of the next stage takes a large value; 
on the other hand, since P*(k lk  - -  1) due to Nahi (1969) is deterministic, 
it is independent of the actual observations. This is a typical feature of the 
30 ~, ,  X(0)=29.5 q=0.8 
,~(01-1) =10 a=0.95 
~ #(01-1)=2.0 R=1.69 
~> /o, o, b,~,~-,=\, ~ Q=0.6z. 
{ ,o- ~ "~- ,, 
t ~.,~ o-.- .--o X(klk-1) 
, / ^ \ ,  
,o  ~,.h. "~ - -  X(k) 
'I~" 
o . . . .  i , ,  , , I ,  ~ , i , , ,  , I  . . . .  t . . . .  I 
5 t0 15 20 25 30 
DISCRETE TIME 
(t '(k)=l 1010 T 110101001111110111001111 ) 
FIG. 1. Sample paths of~(k lk- -  1),x*(klk--  t) andx(k). 
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3.0 
2.0 
< 
X o 
1.0 
o__.._o ~'(k~k4) 
s--.-.a P(klk-1) 
.,~.z,-~..~.~ 
/# ~.~. 
/" ~ "~"~-%..,~. ~ /~ 
I \  ~ I \  I 
/\/ ~ /\I ~/ ~ i\ I I 
i 
0.01 . . . .  i . . . .  f . . . .  I . . . .  I . . . .  i . . . .  I 
0 5 10 I5 20 25 30 
DISCRETE TIME 
('i'('k)=l 1 0 1 0 1 1 1 0 1 0 1 0 0 1 1 1 1 1 1 0 1 1 1 0 0 1 1 1 1 )  
FIG. 2. Sample covariances/3(k t k -- 1) and P*(k  1 k -- 1). 
nonlinear estimator which involves the estimation algorithm (5.9). The 
performance of the two estimators is compared on the basis of the sample 
root mean squares 
(_~ N .2)1/2 
8(k)  = }2 [x~(k) - #(k lk  - 1)] , (5 .1o)  
#=1 
C*(k) = ~ [x J (k )  - -  x*~(k [ k --  1)] , (5 .11)  
9=1 
where C(k) is the performance index of the nonlinear estimator, and C*(k )  
is that of the best linear estimator (Nahi, 1969), and the superscr ipt j  denotes 
the number of simulation run. Total of 50 runs are made in each experiment 
(N = 50); each run has a different noise sample. The results are shown in 
Figs. 3 and 4. The difference of the two experiments i that in Fig. 4 the 
sequence {y(k), k ~ 0, 1,...} is fixed throughout he experiment. We can 
observe that the nonlinear estimator indicates ignificant improvement over 
the linear estimator, especially in the earlier stages of estimation. This fact 
643/zz/x-5* 
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is explained as follows. Since, in the earlier stages, the S/N ratio x2(k)/R 
is extremely high, then whether 7(k) ---- 0 or 1 can be detected by (5.9) with 
high accuracy. Therefore, the present nonlinear estimator may produce 
nearly optimal estimates. 
We now turn to the adaptive case when the actual value of q is unknown. 
For the computation of p(q] yk) by (4.24), it is approximated by the values 
on 101 grid points uniformly spaced in [0, 1]. Thus from (4.24), 
[q~pl(k) -F (1 --  q~)po(k)] P(q81 Y~-O, (5.]2) 
where qs = silO0, s = 1 .... , 100, and from (4.23), 
100 
~(k --  1) = ~, qsP(q~ t Yk-1)/lO0. (5.13) 
8=1 
20 
E{X(O)}=30 q=0.8 
X(OI-1) :10 a=0.95 
15 . 15(01-1) = 2.0 R= 1.69 
l \  Q:o6 
0 5 10 15 20 25 30 
DI5CRETE TIME 
FIG. 3. Performance indices (5.10) and (5.11) for 50 run average. 
20J 
E[X(O)}=30 q=0.8 
× 15 t ~(01-1) = 10 a:0.95 
_ ~ #(01-1) =2.0 R=1.69 
o = 
e t : - -~  C(k) 
,0 z~-""--'~ d(k) 
\ A 
0 
0 5 10 15 20 25 30 
DISCRETE TIME 
(~'(k)=l O I 1 01  1 1 1 0 1 1 1 1 101  1 1 1 1 10101 1 1 11  ) 
FIG. 4. Performance indices (5.10) and (5.11) for 50 run average, where the 
realization of y(k)'s is fixed. 
0.9 
~0.7 f,,~, ,,~,.. ,a,- 
~< .--- ---,, g(k-1) o 
~-0.e ~V V o o ~(k 1) 
o.s q=0.8 
O,Z, 
. . . .  I , , , , I , , , , I  . . . .  I , , , , I , , , , I  
5 10 15 2O 25 30 
DISCRETE TIME 
( ' ( (k )=10!  1 0 1 111  1 011  1 1 11  1 1 O1 1 11  100  1 1 1 )  
FIG. 5. Sample path ~(k -- 1) corresponding to the realization of 7@)'s indicated, 
and 50 run average ~(k -- 1) of ~(k -- 1) for q = 0.8 (unknown). 
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Then from (4.26), 
~(k --  1) px(k) (5.14) 
p(1 I k) = q(k - 1)pl(k)  + [1 - q(k - 1)] p0(k)" 
Here it may be noted that p(1 t k) defined by (5.14) is also obtained by 
replacing q in (5.9) by q(k -- 1) given by (5.13). As stated in subsection 4.2, 
the adaptive stimator algorithm is formed by using new expression (5.14) 
for p(1 ] k) appearing in (5.4) and (5.5). Digital simulation studies are also 
carried out; the sample behavior for k(k lk  -- 1) and [ ' (k [k  --  1) is almost 
the same as those of Figs. 1 and 2. Figure 5 displays the tracking behavior 
of ~(k -- 1) for the unknown value of q, together with the sample average 
~(k -- 1) of q(k -- 1) for 50 simulation runs. We may observe that although 
the present algorithm is an approximate one, the q(k -- 1) serves as an estimate 
of the value of unknown probability q. 
6. DISCUSSION 
For the interrupted observation process considered here, we could imple- 
ment the likelihood ratio test (Van Trees, 1968) in order to detect whether 
7(k) is 0 or 1. After the decision has been made, we believe that it is absolutely 
correct. If the answer is 7(k) ~ 1, then the observed ata will be used by the 
estimator for the purpose of prediction or filtering. However, associated with 
the decision made, there is a nonzero probability that the observation contains 
no information concerning the state to be estimated, that is, a nonzero 
probability of false alarm. It is clear that this information, which is contained 
in the conditional probabilityp(1 ] k), is useful for improving the performance 
of the estimator. As is seen from (4.9) and (4.26), thep(1 [ k) is nonlinear with 
respect o observations. Therefore, if we restrict ourselves to the class of 
linear estimators, we can not utilize this information. In view of this, the 
linear estimators developed by Nahi (1969) may not be very effective. 
However, it should be noted that since the new approximate stimator 
algorithms are entirely based upon the assumption that the a priori conditional 
probability density function p(x(k) [ y7~-1) is Gaussian, there is a possibility 
of divergence ofestimation error (Jazwinski, 1970), and the quality of estimate 
is not known from the covarianee quations defined by (4.14) and (4.18). 
Therefore, the justification of the assumption must be made in connection 
with the stability of the new estimator algorithms. These are common 
problems associated with the nonlinear approximate fil ring(Jazwinski, 1970). 
But the evaluation of the accuracy of the approximate nonlinear stimators 
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is in general extremely difficult; there are only few papers on this problem so 
far (Schwartz and Stear, 1968; Wishner et al., 1969). Finally, it may be also 
noted that the advantage ofNahi's linear estimators i that it is free from the 
above mentioned ifficult problems associated with approximate nonlinear 
estimators; that is, the quality of estimate isknown a priori from the covariance 
equations. 
7. CONCLUSIONS 
This paper considers the sequential state estimation for discrete time 
systems with interrrupted observation mechanisms. Since the discussion is 
not confined to the class of linear estimators, the Bayesian approach can be 
applied successfully for deriving the sequential estimators. It should be noted 
that the resultant estimator algorithms are nonlinear with respect to 
observations and that the covariance equations are dependent upon the actual 
observations. Furthermore, the present method can easily be extended to the 
adaptive case when the probability of occurrence of interruption is unknown 
but fixed during the entire time interval of interest. Although the justification 
of Assumption (3.2) has not yet been available, digital simulation studies 
demonstrate he feasibility of the proposed estimator algorithms. 
APPENDIX 
Derivation of (4.11) 
Referring to (4.3), we define 
zi(k) ~ E{x(k) [ 7(k) = i, yk} 
= ~(k [ k -- 1) + i .  F(k)[y(k) -- H(k) ~(k ]k -- 1)], (A.1) 
where i = 0, 1. Then use of (2.6), (4.1) and (A.1) yields 
1 
~(k[k) = ~ P(7(k) : i [ Vk) E{x(k) l y(k) -~ i, yk} 
i=0 
= p(O ] k) zo(k ) + p(1 ] k) Zl(k ) 
= ~(k [ k -- 1) + p(1 [ k) F(k)[y(k) -- H(k) ~(k [ k -- 1)], (A.2) 
where p(i i k) are defined by (4.5). 
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Derivation of  (4.14) 
We see from (4.1) and (4.13) that 
1 
P(k I k) = ~ p(i I k) E{[x(k) -- ~(k [ k)][x(k) -- ~(k ] k)]' I 7(k) = i, yk} 
i=0 
p(O l k) So(k ) -k p(1 I k) Sl(k), (A.3) 
where 
Si(k) ~ E{[x(k) -- ~(k [ k)][x(k) -- ~(k ] k)]' [ y(k) = i, yk}, i = 0, 1. (A.4) 
Using (A.1) and (A.4), we can easily show that 
So(k ) = E{[x(k) --  zo(k)][x(k ) -- zo(k)]' ] y(k ) = O, yk} 
+ [z0(k) -- ~(k[k)][zo(k) -- ~(k i k)]'. (A.5) 
From (A.1) and (4.3), 
E{[x(k) -- zo(k)][x(k ) -- zo(k)]' l y(k ) -~ O, Y~} = P(k [ k --  1), (A.6) 
and also from (A.1) and (A.2), 
zo(k ) -- ~(k [ k) = --p(1 ] k) F(k)[y(k) -- H(k) ~(k ] k --  1)]. (A.7) 
Application of (A.6) and (A.7) to (A.5) yields 
So(k ) = P(k [ k -- 1) + p2(1 I k)F(k) T(k) F'(k), (A.8) 
where T(k) is defined by (4.15). Similarly, we can show that 
S~(k) = E{[x(k) -- z~(k)][x(k) -- z~(k)]' [ ~(k) = 1, yk} 
+ [zl(k) -- ~(klk)][z~(k) -- ~(k I k)]' 
= P(k I k -- 1) r(k) H(k) P(k I k -- 1) + p2(O I k) F(k) T(k) F'(k). 
(A.9) 
Substituting (A.8) and (A.9) into (A.3) yields the desired result (4.14). 
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