We study systematically groups whose marked finite quotients form a recursive set. We give several definitions, and prove basic properties of this class of groups. We emphasize the link with the depth function of residually finite groups. Finally, we show that a residually finite group can be even not recursively presented and still have computable finite quotients, and that, on the other hand, it can have solvable word problem while still not having computable finite quotients.
Introduction
The fact that several well known conjectures which have been solved for countable groups remain open for finitely presented groups, such as the Burnside problem, or the existence of group of intermediate growth, shows that little is known about the specificities of finitely presented groups.
One of the most striking results that affect specifically finitely presented groups is McKinsey's theorem : finitely presented residually finite groups must have solvable word problem. (McKinsey's theorem, which appeared in [1] , is in fact set in a more general setting than that of finitely presented residually finite groups, we are only interested in its group theoretical version, which was first made explicit by Dyson in [3] and by Mostoswski in [2] .) The proof of this theorem hinges on the fact that the finite quotients of a finitely presented group can be enumerated. However, it is known that recursively presented residually finite groups can have unsolvable word problem, and thus quotients that cannot be enumerated: two examples of these exist in the literature, one by Meskin [5] , which is in addition center-bymetabelian, and one by Dyson in [4] . This proves in particular that there can be no Higman theorem for general residually finite groups: not all recursively presented residually finite groups embed in finitely presented residually finite groups.
This article builds upon Dyson's groups to obtain the following:
There exists a finitely generated residually finite group with solvable word problem, but that has uncomputable finite quotients.
The first section is dedicated to definitions and to explaining the link between computing finite quotients and solving the isomorphism problem for finite groups given by recursive presentations. The second section quickly enumerates some easy properties: free or direct products of groups with computable finite quotients also have this property, etc. In the third section, interactions with the depth function for residually finite groups are explained. And in the final section, Theorem 1 is proved, along with its companion: there exists a finitely generated residually finite group without solvable word problem, that has nonetheless computable finite quotients.
Following [4] , throughout this article, recursively presented groups will be called re groups (for recursively enumerable), and groups in which there is an algorithm that recognizes non-trivial elements will be called co-re groups. A group has solvable word problem if and only if it is re and co-re.
Before stating a precise definition of "having computable finite quotients", let us recall the proof of McKinsey's theorem.
Consider a finitely presented residually finite group G, with a generating family S of cardinal n, and w, a word whose letters are elements of S ∪ S −1 . We try to determine whether w = e in G.
First, as in any re group, we can apply to w an algorithm that will stop if it is the identity element of the group, and that never stops otherwise. This is done by enumerating relations, and their conjugates, and the products of their conjugates, and checking every time whether the word w has appeared.
Secondly, notice that if F is a finite group, one can determine in a finite number of steps whether F is a quotient of G: this is done by checking, for every generating family of F of cardinal n, whether the (finitely many) defining relations of G hold between those generators. Thus, from an enumeration of all finite groups by their Cayley table, one can obtain an enumeration of all finite quotients of G. In each of those quotients, we can check whether the image of w in F is trivial. If this image is different from the identity, we can conclude that in G as well w must be different from the identity, and stop that procedure. By definition of a residually finite group, any non-trivial element of G will have a non-trivial image in a finite quotient, thus that second part of the algorithm will always stop if w is not the identity element in G.
This proof is the sum of three facts: (1) In a recursively presented group, there is an algorithm that determines when a word corresponds to the identity (and never stops otherwise). (2) In a finitely presented group, there is an algorithm that determines when a finite group is a quotient of it, and produces a morphism. (3) In a residually finite group whose quotients can be enumerated, there is an algorithm that determines when a word corresponds to a non-identity element (and never stops otherwise).
The first point is an equivalence and is well known. The last point is very natural, and the definition of "residually finite group" could have been introduced to answer the question: "if a group G has computable finite quotients, what is a sufficient condition for it to be co-re?". The second point is the one at the origin of this article, which consists in a systematic study of groups whose finite quotients can be computed. A precise definition of this follows in the next paragraph.
CFQ Groups
Definition 2. A finitely generated group G, together with a generating set S, is said to have Computable Finite Quotients (CFQ) if there is an algorithm that, given a pair (F, f ), where F is a finite group and f is a function from S to F , determines whether the function f extends to a group morphism, that is whether there exists a group homomorphismf : G → F such that for any s in S, f (s) =f (s).
If there exists an algorithm that terminates when the function f extends to a group morphism, but does not terminate otherwise, we say that G has Recursivelyenumerable Finite Quotients (ReFQ).
If there exists an algorithm that terminates when the function f does not extend to a group morphism, but does not terminate otherwise, we say that G has co-Recursively-enumerable Finite Quotients (co-ReFQ).
Of course having CFQ is equivalent to having both ReFQ and co-ReFQ. It is easy to see that none of those definitions depends on the chosen generating set. Let S and T be two finite generating sets of G (not necessarily of the same cardinal). Fix for each s in S an expression s = t α1 1 ...t α k k , with α i ∈ {−1, 1} and t i ∈ T , that gives s as a product of elements of T or their inverses, and for each t in T an expression t = s β1 1 s β2 2 ...s β k k that describes t in terms of the generators of S and their inverses. For a finite group F and a function f from S to F , define the function f ′ from T to F by f ′ (t) = f (s 1 ) β1 ...f (s k ) β k . The function f defines a homomorphism if, and only if, f ′ also defines a homomorphism ϕ ′ , that satisfies ϕ ′ (s) = f (s) for s in S. That last condition is an equality in F that can be tested using the expressions s = t α1 1 ...t α k k , even before it is known whether or not f ′ extends. Using this, all three properties, CFQ, ReFQ, co-ReFQ can be seen to be independent of the chosen generating family of G.
The study of property CFQ is of particular interest for residually finite groups, because of the fact, seen when discussing the McKinsey algorithm, that residually finite ReFQ groups are co-re, thus re ReFQ residually finite groups have solvable word problem.
Two other well studied properties interact in a similar way with the property CFQ: conjugacy separability, and subgroup separability. A group G is said to be conjugacy separable if for any two elements g and h of G that are not conjugate in G, there is some finite quotient of G in which the images of g and h are not conjugate elements. This implies residual finiteness applying the definition to the identity element. Then clearly we have: in conjugacy separable ReFQ groups, one can determine when two elements are not conjugate. Since in re groups, one can determine when elements are conjugates, we get: re, conjugacy separable, ReFQ groups have solvable conjugacy problem. Finally, a group G is said "subgroup separable" if, for every finitely generated subgroup H of G, and every element g that does not belong to H, there is morphism of G to a finite group, in which the image of g does not belong to the image of H. Subgroup separability is to the generalized word problem what conjugacy separability is to the conjugacy problem.
We will see later that re groups naturally have co-ReFQ, thus the statements above are just as strong as:
• re, residually finite groups with CFQ have solvable word problem.
• re, conjugacy separable groups with CFQ have solvable conjugacy problem.
• re, subgroup separable groups with CFQ have solvable generalized word problem. These facts follow in a very straightforward way from the definitions of residually finite, of conjugacy separable or of subgroup separable groups, and it is surprising the study of these properties was not followed by a systematic study of the properties CFQ and ReFQ. The author could point the lector to papers where it is implied that re conjugacy separable groups always have solvable conjugacy problem, which led him to believe it has to be ascertained that not all recursively presented groups, or residually finite groups, or even residually finite groups with solvable word problem, have ReFQ.
Equivalent definitions.
Just as a group with solvable word problem is a group in which words in the generators corresponding to the identity can be enumerated by an algorithm with respect to a computable ordering on the set of words in the generators, or a re group is a group in which these words can be enumerated, but without any guarantee on the order of the enumeration, CFQ groups, ReFQ groups and co-ReFQ groups can be equivalently characterized by enumeration of their finite quotients. Let us precise this.
G is still a group generated by S, of cardinal n. S can be seen as {1, ..., n}. Call a n-marked finite group a pair (F, f ), where F is a finite group given by its Cayley table, and f is a function from {1, ..., n} to F whose image generates all of F . Consider an effective enumeration (F 1 , f 1 ), (F 2 , f 2 ), (F 3 , f 3 ),... of all n-marked finite groups, which satisfies card(F n ) ≤ card(F n+1 ). (This can be obtained by listing in order all possible Cayley tables, then listing all n-tuples from those tables and determining when a tuple defines a generating set). Define A G ⊂ N to be the set of indices k for which f k defines a morphism from G to F k . Then G has CFQ, ReFQ or co-ReFQ if A G is, respectively, a recursive set, a recursively enumerable set or a co-recursively enumerable set.
1.3.
Membership problem for finite index normal subgroups. In the article [8] , Bou-Rabee and Seward show that a group with soluble "membership problem for finite index normal subgroups", (or "generalized word problem for finite index normal subgroups") and word problem has CFQ. We will now show that for re groups, having soluble membership problem for finite index normal subgroups is actually equivalent to having CFQ. This will allow us to give another point of view on groups with CFQ, and at the same time making explicit the link to the isomorphism problem for finite groups given by recursive presentations, which we will sum up in the next sub-section.
When formulating the membership problem for finite index normal subgroups, it is implicit that the normal subgroup is given by a finite generating family. Indeed, it is the problem, for a group G, of deciding, when given a tuple (x 1 , ..., x k , g), where x 1 , ..., x k generate a finite index normal subgroup, whether g belongs to that subgroup. As opposed to that, when working with property CFQ, we describe nonambiguously a finite index normal subgroup N of G by a pair (F, f ), where F is a finite group and f a function from the generators of G to F , which extends to a group homomorphism, the kernel of which is precisely N .
Of course, given that second description, the problem "does g belong to N " is solved by computing the image of g in F to see whether it is the identity of F . Thus a group in which one can go from the description of a normal subgroup by generators to a description of this subgroup by a morphism necessarily has solvable membership problem for finite index normal subgroups. We will see that for re groups this is also sufficient.
On the other hand, given a description by morphism of the subgroup N , that is a morphism ϕ : G → F with ker ϕ = N , one can always obtain a description of it by generators, as one can effectively carry out the well known proof of Schreier's lemma, which is often used to prove that a finite index subgroup of a finitely generated group is itself finitely generated. Indeed, if S is a generating family of G, for any x in F and s in S, a preimagex of x can be found in G, by exhaustive search, and a preimage of xϕ(s) can be found as well, call itŷ. Schreier's lemma asserts that the elements of the formxsŷ −1 generate N .
This allows us to prove the following (the backward implication is directly adapted from [8] ): Proposition 3. Property ReFQ is equivalent to having co-re membership problem for finite index normal subgroups, that is to having an algorithm that decides when an element is not in a given finite index normal subgroup, and does not terminate otherwise.
Proof. Suppose first that G has ReFQ, and let N be a finite index normal subgroup of G generated by a family x 1 , ..., x k . Let finally g be an element of G for which we want to decide whether g belongs to N . Enumerate the quotients (F, f ) of G, and look for a finite quotient in which the image of g is non-trivial, while the images of x 1 , ..., x n are all trivial. If g does not belong to N , such a quotient exists (the projection G → G/N ), and this algorithm will terminate. Now suppose G has co-re membership problem for finite index normal subgroups. Write S|R a presentation of G. Let (F, f ) be a finite group together with a function from S to F . As f does not necessarily define a morphism, we cannot yet apply Schreier's method. But if F n is a free group with basis the n generators of G, f does define a morphism ϕ for F n to F , and thus we can find a family x 1 , ..., x k of elements of F n that generate ker(ϕ). F is given by the presentation: S|x 1 , ..., x k .
(But x 1 , ..., x k generate ker ϕ as a group, and not only as a normal subgroup as would be guaranteed by any presentation of F on the generators S).
Now f extends to a morphism if and only if F satisfies all relations of G, that is to say if and only if the relations x 1 , ..., x k imply the relations R of G, that is to say if and only if S|R, x 1 , ..., x k is just another presentation of F . But this is a presentation of G/N , where N is the subgroup of G generated by x 1 , ..., x k . If f does not extend to a morphism, G/N is a strict quotient of F .
Thus we can do the following: enumerate the elements of G, g 1 , g 2 , ... Then use the membership algorithm for N , (which, as we suppose, can only show something does not belong to N ), to find elements that define different classes in G/N , that is: find g i0 that does not belong to N , then g i1 which is such that neither itself nor g i0 g −1 i1 belong to N , and g i2 such that g i2 , g i0 g −1 i2 and g i1 g −1 i2 don't belong to N ... If F is a quotient of G, this method will yield card(F ) elements, at which point the algorithm has proven that F is a quotient of G. Of course, if F is not a quotient of G, it will never stop.
In a re group, determining whether g belongs to the subgroup generated by x 1 , ..., x k can always be done when g belongs to that group, thus having co-re membership problem for finite index normal subgroups is equivalent to having solvable membership problem for finite index normal subgroups. Similarly, we will see that re groups always have co-ReFQ, thus for such a group ReFQ and CFQ are equivalent. This yields:
For a re group G, having CFQ and having solvable membership problem for finite index normal subgroups are equivalent properties.
We can use this to show that in a re group with CFQ, from the description of a finite index normal subgroup N by a generating family x 1 , ..., x k , one can deduce a pair (F, f ), where F is a finite group and f extends to a morphism ϕ of G to F with kernel N .
Launch two procedures, one is the same as that described in the proof above: enumerate elements of G that define different cosets of G/N . We get successively better lower bounds on card(G/N ):
The other procedure gives upper bounds on the size of G/N . Start from the enumeration of all marked finite groups (
is a quotient of the group F i according to one of the finitely many left inverses of f i . This can be done because G/N is given by a recursive presentation (as we add finitely many relations to a presentation of G which we suppose re), thus there is an algorithm that tests whether the finitely many relations of a finite group F are satisfied in G/N , and terminates when indeed they are. This procedure yields upper bounds on the cardinal of G/N . At some point, the lower and upper bounds will agree, and we will know that the pair (F, f ) that has card(F ) = card(G/N ) defines an isomorphism F ≃ G/N , and thus the normal subgroup N is described by the pair (F, f ).
1.4.
Isomorphism problem for finite groups. Note that another condition for CFQ appears clearly in the course of the proof of Proposition 3: at some point, it is known that the presentation S|R, x 1 = e, ..., x k = e is the presentation of a finite group (even, that it is a quotient of the given group F ), and the question "is F a quotient of G" is equivalent to "is this finite group a strict quotient of F ". It follows from this remark:
Proposition 5. A group G, which admits a presentation S|R , has CFQ if the isomorphism problem is solvable for the following family of presentations: all finite presentations of finite groups, and all presentations of the form S|R, R 1 , where R 1 is a finite set of relations such that S|R 1 is finite.
The isomorphism problem for finite groups is solvable, this is well known, but it only means that we can determine when two finite groups given by finite presentations are isomorphic, and the question here is to determine whether these two groups, one given by a finite presentation, and the other one by an infinite presentation, are isomorphic. It can be seen that the finite presentations of finite groups can actually be omitted in Proposition 5. If G is a re group which does not have CFQ (and such groups exist, see Theorem 1), this shows in particular: Corollary 6. There exists a recursive family of recursive presentations of finite groups, for which the isomorphism problem is unsolvable. Moreover any two of those presentations differ only by a finite number of relations.
Since it was remarked that it suffices to be able to obtain lower bounds of the cardinal of the groups given by these presentations to solve their isomorphism problem, the world problem is not uniformly solvable for this family of presentation.
Basic properties
We will now quickly establish some basic results about groups with CFQ.
2.1.
Recursively presented groups. It is easy to see that re groups have co-ReFQ. Let G be a re group generated by S of cardinal n. Let (F, f ) be a n-marked finite group. For any relation r of G, write r = s α1
Since we suppose G re, this can be carried out successively on all relations of G. If f does not extend to a morphism, a relation true in G but not in F will eventually be found. This is remarkable because it is more often the case that algorithmic problems for groups be naturally re for re groups, than co-re (conjugacy problem, generalized word problem, isomorphism problem for finitely presented groups, etc).
Hereditarity.
Proposition 7. If G and H both have one of CFQ, ReFQ, co-ReFQ, then so does their free product G * H.
Proof. Note that we have shown that those properties are independent of the generating family, thus we can show this using as a generating family of G * H the union of a generating family of G and of one of H. The proof is then straightforward, as a function from that generating family to a finite group extends to a morphism of G * H, if and only if both restrictions to G and to H extend as morphisms. Note that any group embeds in a two generators simple group, and that simple groups always have CFQ. This of course shows that CFQ is not inherited by subgroups. Note that the author doesn't know of a CFQ residually finite group, with a subgroup without CFQ.
Problem 9. Find a finitely presented residually finite group with a finitely generated subgroup that does not have CFQ.
Let us now investigate what happens when computing the quotient of a CFQ group.
Let G and H be two groups, with a morphism π from G onto H. Let (F, f ) be a marked finite group. It is obvious that if f extends to a homomorphism ϕ from H, then f • π extends as well to a morphism φ, which, in addition, satisfies ker(π) ⊂ ker(φ). On the other hand, if f •π extends to a morphism φ, and if ker(π) is contained in ker(φ), then φ factors through π and f will extend to a morphism. The diagram is the following: If ker(π) is finitely generated as a normal subgroup, then the question "is ker(π) contained in ker(φ)?" can be solved in finite time, as it is solved by computing φ(r) for each r in a generating family of ker(π). If ker(π) is generated by an identity -that is a set of relations of the form v(x 1 , ..., x k ), where v is a element of the free group on k generators, and x 1 , ..., x k take all possible values of G k -this question can also be answered, because to check whether an identity holds in a finite group, one only needs to check finitely many relations.
If G is a co-ReFQ group, we can determine whether ker(π) is contained in ker(φ) even without knowing if φ defines a morphism from G, and thus if (F, f ) does not define a quotient of H, we will either prove that f • π does not extend to a quotient of G, or that, even if it were to define a quotient, the inclusion of kernels would not hold.
This result shows:
Proposition 10. Let H be a group obtained from a group G by adding to it finitely many relations and identities. If G has any of ReFQ, co-ReFQ or CFQ, then so does H.
Since free groups obviously have CFQ, this proves again that finitely presented groups have CFQ, and the improvement due to Mostowski [2] which asserts that groups defined by finitely many relations and identities have CFQ.
Corollary 11. A free product of two CFQ (or ReFQ or co-ReFQ) groups amalgamated over a finitely generated group again has CFQ (respectively ReFQ or co-ReFQ). A direct product of CFQ groups, ReFQ or co-ReFQ groups again has that property. The same goes for HNN extensions over finitely generated subgroups.
It is known (Hall [6] ) that any finitely generated metabelian group can be presented with the metabelian identity (∀x∀y∀z∀t [[x, y] [z, t]] = e) together with finitely many relations. This implies that finitely generated metabelian groups all have CFQ, despite not all of them being finitely presented.
2.3.
Groups with the same finite quotients. Although having CFQ is defined for any finitely generated group, this property is very much attached to residually finite groups, and not only because of the interaction between having CFQ and having solvable word problem. For a group G, define its finitary image (the name comes from [4] ) to be the quotient of G by the intersection of all its finite index subgroups. Note this group G f . It is the biggest residually finite quotient of G. Note π the morphism G → G f . Fix a finite marked group (F, f ). This is the same situation as described when investigating quotients of CFQ groups, except that we have the property, which follows from the universal property of G f : any morphism φ of G to a finite group F factors through π, that is for any morphism φ to a finite group, ker(π) ⊂ ker(φ). The situation is summed up in the diagram:
It follows that G has any of CFQ, ReFQ, co-ReFQ if and only if G f shares the same property.
We say that a group has trivially computable finite quotients if its finitary image is a finite group. For instance, simple groups, or finite exponent groups (because of the solution to the restricted Burnside problem), all have trivially CFQ. Note again that since a finitely generated simple group can be neither re nor co-re, CFQ groups can have as bad algorithmic properties as desired.
In [4] are constructed two groups with solvable word problem, the finitary image of one is re but not co-re, while the finitary image of the second is co-re but not re. The finitary image of a finitely presented group has to be co-re, because it has CFQ. But we ask: Problem 12. Find a finitely presented group G whose finitary image is not recursively presented.
Relation with the Depth Function for residually finite groups
In [7] , Bou-Rabee introduced the residual finiteness growth function, or depth function, ρ G , of a residually finite group G. To a natural number n, ρ G associates the smallest number k such that, for any non-trivial element of length at most n in G, there exists a finite quotient of G of order at most k, such that the image of this element in that quotient is non-trivial.
The interaction between having recursive depth function and having CFQ makes it worth mentioning here, and in fact, an ancestor of the depth function can be found in McKinsey's original article, [1] , where an upper bound for what would be a "depth function" for lattices (partially ordered sets) is computed. This interaction also appears in [8] .
Consider a residually finite group G that has CFQ. We know that G is then co-re, because the McKinsey algorithm applies: list all quotients of G in order, and check wether an element has non-trivial image in one of those quotients. How long this will take is bounded by the depth function. In particular, if for an element w of length n of G, the algorithm has already tested all quotients of size at most ρ G (n), and not found a quotient in which w is non-trivial, then w = e. This proves: Proposition 13. Let G be a residually finite group with CFQ. If there exists a recursive function h that satisfies ρ G ≤ h, then G has solvable word problem. It follows then that the depth function ρ G itself is recursive.
The last claim of the proposition is an easy remark: in a CFQ group with solvable word problem, the depth function is always recursive.
Corollary 14.
For residually finite groups with CFQ, having solvable word problem is equivalent to having recursive depth function.
From this, it is natural to ask whether there can exist a residually finite group with CFQ, and yet without solvable word problem. We answer in the positive in the last section of this article.
In [9] , it was shown that for any recursive function f , there is a finitely presented residually finite group with depth function greater than f , and yet with word problem solvable in polynomial time. For such a group, McKinsey's algorithm is far from being optimal. The group constructed in order to prove Theorem 1 shows that, for non-finitely presented groups, the situation can be even more extreme: in it, the word problem is solvable, but not by McKinsey's algorithm.
What's more, that group has a depth function that is bounded above by a recursive function f (see the last remark of this article). Thus, considering a finitely presented group G, with depth function g recursive and greater then f , the depth function of the direct product of those two groups will be exactly g (see [7] ), and thus it is a recursive function. This direct product has solvable word problem and recursive depth function, and yet it does not have CFQ.
Groups with solvable word problem and non-recursive depth function can only exist amongst non-CFQ groups. Because of this, Theorem 1 allows one to ask the following questions: can a residually finite group with solvable word problem have a depth function that grows faster than any recursive function? We solve affirmatively this problem in a follow-up article ( [16] ). The obtained residually finite group, although it has solvable word problem, does not embed in a finitely presented residually finite group (because, in [7] again, Bou-Rabee shows that if H is a finitely generated subgroup of a group G, the depth function of H is bounded above by that of G, up to constants).
It was explained in the first section of this paper that conjugacy separability and subgroup separability, when confronted to the property of having computable finite quotients, play a role similar to residual finiteness, but with respect to the conjugacy problem and the generalized word problem. It is then natural to introduce functions similar to the depth function of residually finite groups, but that quantify conjugacy separability and subgroup separability. In a conjugacy separable group G, define γ G (n) to be the smallest integer k such that, for any two elements g and h, of length at most n, that are not conjugate, there is a finite quotient of G of order at most k, in which they are not conjugate. This was first studied in [14] . In a subgroup-separable group H, define ψ G (n) to be the smallest integer k such that, for any finite family of elements (x 1 , ..., x t , g), all of length at most n, and such that g is not in the group generated by x 1 ,..., x t , there is a finite quotient of G of order at most k, in which this holds as well. This was first studied in [15] . What was said in this section of the depth function translates easily to those two functions.
Main unsolvability results
Residually finite, re groups without CFQ were known, because any re residually finite group which is not co-re cannot have CFQ (Meskin [5] , Dyson [4] ). In Dyson's paper, there is also the construction of a group G with solvable word problem, which is such that its finitary image G f is re but not co-re. It follows immediately from this that G f doesn't have ReFQ, and neither does G. However, that example of a group with solvable word problem and without CFQ uses specifically the fact that G is not residually finite. We will detail Dyson's construction in order to show that it can produce residually finite groups with solvable word problem, and yet without CFQ.
4.1.
Dyson's Groups. These groups are amalgamated products of two lamplighter groups.
The lamplighter group L is the wreath product of Z and Z/2Z, noted Z ≀ Z/2Z, which is by definition the semi-direct product Z⋉
by permuting the indices. It admits the following presentation:
The element a i εa −i of L corresponds to the element of Z Z/2Z with only one nonzero coordinate in position i ∈ Z. We call it u i . Consider another copyL of the lamplighter group, together with an isomorphism from L toL we note g →ĝ. For each subset A of Z, define L(A) to be the amalgamated product of L andL, with u i = a i εa −i identified withû i =â iεâ−i for each i in A. It has the following presentation: a,â, ε,ε| ε 2 ,ε 2 , ε, a i εa −i , ε,â iεâ−i , i ∈ Z, a j εa −j =â jεâ−j , j ∈ A For n a non-zero natural number, call L(A) n the group L(A) | a n ,â n . Call A mod n the set {r ∈ {0, ..., n − 1} , ∃a ∈ A, a ≡ r mod n}. Lemma 15. L(A) n is finitely presented and residually finite. It is the amalgamated product of two copies of the finite wreath product Z/nZ ≀ Z/2Z, and it admits the following presentation: a,â, ε,ε| a n ,â n , ε 2 ,ε 2 , ε,
Proof. The given presentation is obtained from the presentation of L(A), adding relations a n andâ n , and simplifying the relations as can be done. It then follows from that presentation that L(A) n is an amalgamated product of two copies of the finite wreath product Z/nZ ≀ Z/2Z. Finally it is well known that an amalgamated product of finite groups is residually finite (see [12] ).
In 1955, in the very short publication [11] , Furstenberg introduced, to give an elegant proof of the existence of infinitely many primes, a topology on Z which plays an important role in the study of Dyson's groups. Say that a set A is open if for every n in A there exists an integer p such that n + pZ ⊂ A. For more details about this topology, see [10] .
We can now state the properties of the group L(A) that are relevant to this work.
Proposition 16. Let A be a subset of Z.
(1) L(A) is re, co-re or has solvable word problem if and only if A is respectively re, co-re or recursive. The first two points of this proposition were proven in [4] . We still include here a proof of both these statements, for completeness' sake, and note that our proof of (2) differs from the original and is maybe more explicit.
Proof. We prove all three points in order.
If L(A) is re or co-re, then clearly so is A, as n belongs to A if and only if u n =û n in L(A), which proves one direction of (1).
It is clear that if A is re, the presentation of L(A) given above is re as well.
Suppose now that A is co-re. We can enumerate the complement of A, and thus enumerate elements of the form: Thus any non-trivial element g of L(A) is equal to exactly one element in this enumeration. Ideally, we would then enumerate words that give the identity in L(A), and listing words that can be obtained concatenating a word in normal form to a word that defines the identity would give the desired enumeration. Since L(A) is not supposed re, we cannot directly enumerate this set of trivial words, but we will over-approximate it by a re set. For w as in ( * ), note B w the set of all indices that appear in elements x i or y i of the base groups (B w can be empty). The over approximation consists of the words corresponding to the identity in L(Z \ B w ).
Note that w is also in normal form in L(Z \ B w ), thus non-trivial there. Of course, B w is finite, thus Z\B w is re, thus as we already remarked, we can enumerate words (in a,â, ε,ε) that correspond to the identity in L(Z \ B w ). Then for any such word w 1 , the product ww 1 corresponds to a non-identity element of L(Z \ B w ), thus to a non-identity element in L(A), since, as A ⊆(Z \ B w ), L(Z \ B w ) satisfies more relations than L(A). Thus enumerating products ww 1 with w 1 = e in L(Z \ B w ) will only yield non-identity elements in L(A). What's more, every element of the form ww 2 , where w 2 is a word that is the identity in L(A), will arise this way, again because L(Z \ B w ) satisfies more relations then L(A).
Because the algorithm that enumerates relations in L(Z\B w ) depends recursively on w, this process can be applied simultaneously to all words w in normal form, giving an enumeration of all words that correspond to non-identity elements of L(A), thus proving that L(A) is co-re.
Finally A is recursive if and only if it is both re and co-re, if and only if L(A) has solvable word problem.
This ends the proof of (1). We will prove slightly more then (2): for a subset A of Z, the finitary image L(A) f of L(A) is L(A), where A denotes the closure of A in Furstenberg's topology. First we show that if n belongs to A, then in any finite quotient (F, f ) of L(A), the images of u n andû n are the same in F . Let (F, f ) be some finite quotient of L(A). Call p and p ′ the orders of f (a) and f (â) in F . Then, because n belongs to A, n + pp ′ Z must meet with A, as it is a neighborhood of n. Thus we have k such that n + pp ′ k ∈ A, that is, such that u n+pp ′ k =û n+pp ′ k in L(A). Then, in F (we omit to write the homomorphism onto F ):
This shows that L(A) f is a quotient of L(A). It is then sufficient to see that L(A) is residually finite to see that L(A) f = L(A).
We suppose that A is closed to omit the closure notation. Let w be a non-identity element of L(A), and write it in normal form w = a α1 x 1â β1 y 1 ...a α k x kâ β k y k z as in the proof of (1).
Suppose first that the normal form is the trivial one: w = z with z in L or in L. Then w is non-trivial in the quotient of L(A) obtained by identifying the two copies L andL of the lamplighter group (i.e. L(A) | a =â, ε =ε ), which is just the lamplighter group itself, which is residually finite.
We can now suppose the normal form has several terms. Each x i is an element of Z\A Z/2Z, that is to say a product u ki,j with k i,j / ∈ A. Because A is closed,
We claim that w is non-trivial in L(A) N . Indeed, N was chosen so that for any (i, j), k i,j (or its remainder modulo N ) does not belong to A mod N . This implies that w is also in normal form in L(A) N (by Lemma 15), and thus non-trivial there.
Again by Lemma 15, L(A) N is residually finite, so we've proven that L(A) is residually residually finite, which of course is the same as residually finite.
Finally we prove (3) . Suppose A mod n depends recursively of n. Let (F, f ) be a finite group together with a function f from {a,â, ε,ε} to F . To determine whether f defines a homomorphism, compute the orders of f (a) and of f (â), and let n be their product. Then if f extends to a morphism, this morphism factors through the projection π : L(A) → L(A) n . By Lemma 15, a finite presentation for L(A) n can be found from the computation of A mod n. It can then be determined in finite time from this presentation whether f defines a homomorphism from L(A) n to F .
Suppose now that L(A) has CFQ. Let n be a natural number. To compute A mod n, consider all possible presentations for L(A) n : for B ⊂ {0, ..., n − 1}, define the presentation B : a,â, ε,ε| a n ,â n , ε 2 ,ε 2 , ε,
All these presentations define residually finite groups, and because they are finitely presented, they have CFQ. L(A) n also has CFQ, because it is obtained from L(A) by adding two relations, thus we can start to enumerate the quotients of L(A) n . Also start enumerating the quotients of all groups given by the presentations B , for B ⊂ {0, ..., n − 1}. Those 2 n lists are all different (because, as the presentations B give residually finite groups, a list contains a finite group in which the images of a j εa −j andâ jεâ−j differ if and only if j does not belong to B), and only one corresponds to the list of quotients of L(A) n . It can then be determined, in a finite number of steps, which of those lists corresponds to L(A) n , and thus which presentation B gives a presentation of L(A) n , then one can conclude that B = A mod n.
From Proposition 16, to prove Theorem 1, it suffices to build A with the following properties: A is closed, A is recursive, there is no algorithm that takes n as input and computes A mod n.
4.2.
Building subsets of Z with prescribed properties. We first prove that, even for residually finite groups, having CFQ does not imply having solvable word problem, then prove Theorem 1.
Lemma 17. There exists a non-recursive subset A of Z, closed in Furstenberg's topology, for which A mod n is computable.
Note that without the closeness assumption, this result would be a lot easier: for a function h that grows faster than any recursive function, consider the enumeration 2h(1), 2h(2)+1, 3h(3), 3h(4)+1, 3h(5)+2, 4h (6),... This defines a set A that is not re nor co-re, but for which A mod n is always {0, ..., n − 1}. However, for a closed set A, the computation of A mod n will yield an enumeration of the complement of A: indeed, if a is not in A, some open set a + bZ must not meet A, and thus a is not in A mod b. This proves that if A is closed, and if A mod n is computable, then A is co-re. This is just the translation for Dyson's groups of: if G is residually finite, and has CFQ, then G is co-re.
Proof. We construct a set B, which will be the complement of the announced A. Thus it has to be open, re but not co-re, and for any a and b, the question "is a + bZ a subset of B" has to be solvable in a finite number of steps. Indeed, a belongs to A mod b if and only if a + bZ meets A, if and only if a + bZ is not a subset of the complement of A.
Call p n the n-th prime number. Define two sequences (x n ) n≥0 and (y n ) n≥1 by the following:
Lemma. These sequences have the following properties:
• for any n, x n |x n+1 and y n |y n+1 .
• for any integer b, there is some (computable) n such that b|x n and b|y n .
• p k divides x n if and only if k ≥ n, and p k divides y n if and only if k > n.
• for integers k, k ′ , n, n ′ , with k ≤ n and k ′ ≤ n ′ , y k + x n Z and y k ′ + x n ′ Z are disjoint if and only if k = k ′ , and otherwise one is a subset of the other. All these are clear, the fourth point follows from the third, by remarking that elements of y k + x n Z are all multiples of p 0 , p 1 ,... p k−1 , but none of them is a multiple of p k .
Consider f a recursive function whose image is re but not co-re. Assume that for any n, f (n) ≤ n (it is easy to see that such a function exists). Then we define B as the union:
Since f is a recursive function, B is re. It is not co-re, however, because y m belongs to B if and only if m belongs to the image of f (this follows directly from the fourth point of the lemma).
B is an open set, because it is defined as an union of open sets. All that is left to see is that we can decide, for a and b integers, whether a + bZ is a subset of B. Suppose that a < b. If a = 0, then 0 ∈ a + bZ, but 0 / ∈ B, thus a + bZ is not a subset of B. If a is non-zero, no element of a + bZ is divisible by b. Thus, because of the second point of the lemma, there exists N such that if N ≤ k ≤ n, then a + bZ ∩ y k + x n Z = ∅. Thus a + bZ is a subset of B if and only if it is a subset of the set B N , defined by:
Define a pseudo-inverse g of f by g(m) = inf {n, f (n) = m}. Because we chose f such that for any n, f (n) ≤ n, for any m, g(m) ≥ m. If m is not in the image of f , put g(m) = ∞. The set B N can then be expressed as the disjoint union:
, B N is contained in the set C N , defined by:
It can be determined whether a + bZ is contained in C N , because the sequences (x n ) n≥1 and (y n ) n≥1 can be computed. If a + bZ is not contained in C N , then it is not contained in B N either.
If it is contained in C N , a + bZ is contained in B N if and only if, for all k, a + bZ ∩ y k + x k Z is contained in B N . But, because B N and C N are disjoint unions, a + bZ ∩ y k + x k Z is contained in B N if and only if it is contained in y k + x g(k) Z. (If k is not in Im(f ), g(k) = ∞, by convention y k + x g(k) Z = {y k }.) Now this question can be effectively answered. If a + bZ ∩ y k + x k Z is empty, there is nothing to do. Otherwise, it is of the form t + lcm(b,
Either k is in that list, in which case g(k) can be computed and the question "is a + bZ ∩ y k + x k Z contained in y k + x g(k) Z" can be settled, or k does not appear in the enumeration, which shows that g(k) is greater than lcm(b, x k ). It this last case, as x g(k) is greater than g(k), y k + x g(k) Z cannot contain any set of the form t + lcm(b, x k )Z.
As a direct consequence of this, we get:
Theorem 18. There exists a residually finite group with CFQ, but that has unsolvable word problem.
This group has a depth function which cannot be smaller than a recursive function. We now prove the last lemma which ends the proof of Theorem 1:
Lemma 19. There exists a recursive subset A of Z, closed in Furstenberg's topology, for which A mod n is not computable.
Proof. Call p n the n-th prime number. Fix some effective enumeration M 1 , M 2 ,... of all Turing machines. Consider the following process: start running simultaneously all those machines, as is done to show that the halting problem is re. While running calculations on the n-th machine, at each new step in the computation, produce a new power of p 2n : p 2n , p 2 2n , p 3 2n ... If the computation on this machine stops after k steps, end the list p 2n , p 2 2n , ..., p k 2n already produced with p k+1 2n+1 . Call A the set of all powers of prime numbers obtained this way. A is obviously re, as it was defined by an effective enumeration process. It is even recursive. Indeed, for a number x, if x is not the power of a prime, then x is not in A. If it is the power of a prime of even index, say x = p k 2n , then x belongs to A if and only if the n-th Turing machine does not stop in less than k calculations steps. This question can be effectively settled. Similarly, if x is the power of a prime of odd index, x = p k 2n+1 , then x belongs to A if and only if the n-th Turing machine stops in exactly k calculations steps, this also can be determined.
Of course, A mod m does not depend recursively of m. Indeed, the question: "does 0 belong to A mod p 2n+1 ?" is, by construction, equivalent to "does the n-th Turing machine halt?".
Finally, we show that A is a closed set, which is equivalent to finding, for any x not in A, a number y such that x + yZ does not meet A. If x has several prime divisors, then x + xZ works, because any element of it has several prime divisors. If x is the power of a prime of even index, x = p k 2n , and x is not in A, it must be that the n-th Turing machine stops in strictly less then k steps. Thus the only elements in A that are multiples of p 2n will have a valuation in p 2n lower than k. Thus x + xZ will also work. The last case is if x is the power of a prime of odd index, x = p k 2n+1 . In this case, we claim that x+ p 2n+1 xZ does not meet A. Indeed, x is the only power of p 2n+1 contained in x + p 2n+1 xZ, all other elements of it have at least two different prime divisors.
This ends the proof of Theorem 1. We finally remark that an upper bound to the depth function of the obtained group L(A) can be effectively computed (this was already used in section 3 of this paper). It appears in this last lemma that the constructed A is effectively closed : if x does not belong to it, then some y such that x+yZ does not meet A can effectively be found. Going back to the proof of the first point of Proposition 16, it appears that the recursiveness of A allows to compute the normal form of an non-identity element w. Then, in the proof of the second point of that same proposition, it appears that, from this normal form and the effective closeness of A, some integer N can be effectively found, such that w is non trivial in L(A) N . A presentation of L(A) N cannot necessarily be found, but there are 2 N possible finite presentations for it, all of them with recursive depth function. Taking the supremum of those depth functions allows to compute a recursive upper bound to the depth function of L(A). It is not clear whether that depth function is recursive or not.
In [16] , we construct, also using Dyson's groups, a residually finite group G with solvable word problem, that not only does not have CFQ, but that also is not effectively residually finite: there can be no algorithm that, given a non-trivial element w, gives a finite quotient (F, f ) in which the image of w is non-trivial. This is done by constructing a closed subset A of Z that is not effectively closed.
