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Induced structures on submanifolds in almost
product Riemannian manifolds
Cristina-Elena Hret¸canu
Abstract
We give some fundamental properties of the induced structures on
submanifolds immersed in almost product or locally product Rieman-
nian manifolds. We study the induced structure by the composition of
two isometric immersions on submanifolds in an almost product Rie-
mannian manifold. We give an effective construction for some induced
structures on submanifolds of codimension 1 or 2 in Euclidean space.
Introduction
The geometry of submanifolds with induced structures in Riemannian man-
ifolds was widely studied by many geometers, such as K. Yano and M. Kon
([36], [37], [38], [38]). An investigation of the properties of the almost prod-
uct or locally product Riemannian manifolds has been made by M. Okumura
([29]), T. Adati and T. Miyazawa ([1], [2]), M. Anastasiei([4]), G. Pitis¸ ([30]),
X. Senlin and N. Yilong ([33]), A. G. Walker ([35]), M. Atc¸eken, S. Keles¸
and B. S¸ahin ([5], [32]), etc. Also, the properties of the almost r-paracontact
structures were studied by A. Bucki and A. Miernovski ([9], [10]), T. Adati
and T. Miyazawa ([3]), S. Ianus¸ and I.Mihai ([20]), J. Nikic ([28]), etc.
The purpose of this paper is to give some properties of the submanifolds
with a (P, g, εξα, uα, (aαβ)r) structure induced by a P˜ structure defined on a
Riemannian manifold (M˜, g˜), with P˜ 2 = εI and the compatibility equality
(1.2) between g˜ and P˜ (where I is the identity on M˜ and ε = ±1). The
(P, g, εξα, uα, (aαβ)r) structure is determined by an (1,1)-tensor field P on
M, tangent vector fields ξα onM , 1-forms uα onM and a r×r matrix (aαβ)r,
where its entries aαβ are real functions onM (α, β ∈ {1, ..., r}). Particularly,
for ε = 1, the P˜ structure on (M˜, g˜) becomes an almost product structure.
This paper is organized as follows: in section 1 we construct the structure
(P, g, εξα, uα, (aαβ)r), induced on a submanifold in the Riemannian manifold
(M˜, g˜, P˜ ) with the conditions (1.1) and (1.2), in the same manner like in [2].
In section 2, we give the fundamental formulae for (P, g, εξα, uα, (aαβ)r)
induced structure on a submanifold in the Riemannian manifold (M˜ , g˜, P˜ ),
with ∇˜P˜ = 0.
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In sections 3 and 4, we shall investigate the necessary and sufficient
conditions for a submanifold with (P, g, ξα, uα, (aαβ)r) induced structure,
immersed in a locally Riemannian product manifold to be normal (relative
to the commutativity of the endomorphism P and the Weingarten operators
Aα on M) and show further properties of this kind of submanifold.
In section 5, we prove that the composition of two isometric immersions
M →֒M →֒ M˜ induces on a submanifold M of codimension 2 in an almost
product Riemannian manifold (M˜, g˜, P˜ ) a (P, g, u1, u2, ξ1, ξ
⊥
2 , (aαβ)) struc-
ture determined by a (P , g, u2, ξ2, a22) structure on M (induced by (P˜ , g˜))
and a (P, g, u1, ξ1, a11) structure on M (induced by (P , g, u2, ξ2, a22)), where
a12 = a21 = g(ξ
⊥
2 , N1) and N1 is a unit normal vector field on M.
In section 6, we show some properties of (P, g, ξα, uα, (aαβ)r) induced
structures on the submanifold of codimension 1 or 2 in an almost product
Riemannian manifold (M˜ , g˜, P˜ ).
In section 7, we give an effective construction for some (P, g, ξα, uα, (aαβ)r)
induced structures on hyperspheres or submanifolds of codimension 2 in Eu-
clidean space.
I would like to express here my sincere gratitude to Professor Dr. Mihai
Anastasiei (from ”Al.I.Cuza” University - Ias¸i, Romania) who gave me many
suggestions to improve the first draft of this paper.
1 (P, g, εξα, uα, (aαβ)r) induced structure on subman-
ifolds in Riemannian manifold
Let (M˜, g˜) be a Riemannian manifold, equipped with a Riemannian metric
tensor g˜ and a (1,1) tensor field P˜ such that
(1.1) P˜ 2 = εI, ε = ±1
where I is the identity on M˜ . We suppose that g˜ and P˜ are compatible in
the sense that for each U, V ∈ χ(M˜) we have that
(1.2) g˜(P˜U, P˜V ) = g˜(U, V ),
which is equivalent with
(1.3) g˜(P˜U, V ) = εg˜(U, P˜V ), (∀)U, V ∈ χ(M˜ )
for each U, V ∈ χ(M˜), where χ(M) is the Lie algebra of the vector fields on
M˜ .
For ε = 1, P˜ is an almost product structure and the Riemannian man-
ifold (M˜, g˜, P˜ ), with the compatibility relation (1.2), becomes an almost
product Riemannian manifold.
Let M be an n-dimensional submanifold of codimension r in a Rieman-
nian manifold (M˜ , g˜, P˜ ) which satisfied the relations (1.1) and (1.2).
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We make the following notations throughout all of this paper: X, Y,
Z, ... are tangential vector fields on M. We denote the tangent space of
M at x ∈ M by Tx(M) and the normal space of M in x by T⊥x (M). Let
(N1, ..., Nr) := (Nα) be an orthonormal basis in T
⊥
x (M), for every x ∈ M .
In the following statements, the indices range is fixed in this way: α, β, γ... ∈
{1, ..., r}. We shall use the Einstein convention for summation.
The decomposition of the vector fields P˜X and P˜Nα respectively, in the
tangential and normal components of M has the form:
(1.4) P˜X = PX +
∑
α
uα(X)Nα,
for any X ∈ χ(M) and
(1.5) P˜Nα = εξα +
∑
β
aαβNβ, (ε = ±1)
where P is a (1,1) tensor field on M, ξα are tangent vector fields on M,
uα are 1-forms on M and (aαβ)r is an r × r-matrix and its entries aαβ
are real functions on M. If ε = 1, the formulae in the next theorem were
demonstrated by T.Adati (in [2]).
Theorem 1.1. Let M be an n-dimensional submanifold of codimension r
in a Riemannian manifold (M˜ , g˜), equipped by an (1,1)-tensor field P˜ , such
that g˜ and P˜ verify the conditions (1.1) and (1.2). The (M˜ , g˜, P˜ ) structure
induces on the submanifold M a (P, g, uα, εξα, (aαβ)r) Riemannian structure
which verifies the following properties:
(1.6)

(i) P 2X = ε(X −∑α uα(X)ξα),
(ii) uα(PX) = −
∑
β aβαuβ(X),
(iii) aαβ = εaβα,
(iv) uα(ξβ) = g(ξα, ξβ) = δαβ − ε
∑
γ aαγaγβ ,
(v) Pξα = −
∑
β aαβξβ
and
(1.7)

(i) uα(X) = g(X, ξα),
(ii) g(PX, Y ) = εg(X,PY ),
(iii) g(PX,PY ) = g(X,Y )−∑α uα(X)uα(Y ),
for any X,Y ∈ χ(M).
Proof: Applying P˜ in the equality (1.4) we obtain that
P˜ 2X = P˜ (PX) +
r∑
α=1
uα(X)P˜ (Nα),
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for every X ∈ χ(M).
From (1.1), (1.4) and (1.5) we have
εX = P 2X + ε
∑
α
uα(X)ξα +
∑
β
(uβ(PX) +
∑
α
uα(X)aαβ)Nβ,
for every X ∈ χ(M), and from this, it results (i) and (ii) from the relations
(1.6). Furthermore, the equality (i) can be written in the following form
(i)′ P 2 = ε(I −
∑
α
uα ⊗ ξα)
Applying the equality (1.3) to the normal vector fields Nα and Nβ , re-
spectively and using the equality (1.5) follows that
g˜(εξα +
∑
γ=1
aαγNγ , Nβ) = εg˜(Nα, εξβ +
∑
γ=1
aβγNγ)
and from this we obtain the equality (iii) from (1.6).
From P˜ 2Nα = εNα, using the relations (1.4) and (1.5) we obtain
εNα = P˜
2Nα = P˜ (εξα +
∑
β
aαβNβ) = εP˜ ξα +
∑
β
aαβP˜Nβ =
= ε(Pξα +
∑
β
aαβξβ) +
∑
β
[εuβ(ξα) +
∑
γ
aαγaγβ ]Nβ
so
εNα = ε(Pξα +
∑
β
aαβξβ) +
∑
β
[εuβ(ξα) +
∑
γ
aαγaγβ ]Nβ
Identifying the tangential components from the last equality we obtain (v)
from (1.6) and identifying the normal components from the last equality we
obtain (iv) from (1.6). Applying the equality (1.3) to the vector fields X
and Nα respectively, we obtain
g˜(P˜X,Nα) = εg˜(X, P˜Nα)
and from this it follows that
g˜(PX +
∑
β
uβ(X)Nβ , Nα) = εg˜(X, εξα +
∑
β
aαβNβ)
for any tangent vector fields X on M, so we obtain the equality (i)(1.7).
Applying the relations (1.3) and (1.4) to the tangential vector fields X
and Y on M we obtain
g(PX, Y ) = g(P˜X, Y ) = g(P˜ 2X, P˜Y ) = εg(X, P˜ Y ) = εg(X,PY )
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and from this we have (ii) from (1.7).
Replacing Y by PY in the equality (ii) from (1.7) and using the equality
(i) from (1.6) we obtain
g(PX,PY ) = εg(X,P 2Y ) = ε2(g(X,Y )−
∑
α=1
uα(Y )g(X, ξα)),
for any X,Y ∈ χ(M). From ε2 = 1 and using (i) from (1.7), we obtain the
equality (iii) from (7). 
Remark 1.1. Particularly, for ε = −1 and a = 0 (if we omit the met-
ric g), we obtain a (P, uα,−ξα) induced structure, which has the following
properties:
(1.8)

(i) P 2X = −X +∑α uα(X)ξα, (∀)X ∈ χ(M)
(ii) uα ◦ P = 0,
(iii) uα(ξβ) = δαβ ,
(iv) Pξα = 0.
Applying P in the equality (i) from (1.8) we obtain
(1.9) P 3 + P = 0
Therefore, P is an f(3, 1)-structure and the manifold M endowed with
a (P, uα,−ξα) structure is a framed manifold. Besides, we can call this
structure an almost r-contact structure. If r=1, then we call this structure
an almost contact structure.
Definition 1.1. For ε = −1 and a = 0, the (P, g, uα,−ξα) induced structure
by P˜ from (M˜, g˜), with the properties (1.7) and (1.8) is called an f(3, 1)
Riemannian structure.
Remark 1.2. Particularly, for ε = 1 and a = 0 the (P, uα, ξα) induced
structure on M has the following properties:
(1.10)

(i) P 2X = X −∑α uα(X)ξα, (∀)X ∈ χ(M)
(ii) uα ◦ P = 0,
(iii) uα(ξβ) = δαβ ,
(iv) Pξα = 0.
Applying P in the equality (i) from (1.10) we obtain
(1.11) P 3 − P = 0
Therefore, P is an f(3,−1) structure on M, and (P, uα, ξα) induced structure
on M, with the properties (1.10) is called an f(3,−1) framed structure.
Besides, this kind of structure is called an almost r-paracontact structure.
For r=1 we obtain an almost paracontact structure.
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Definition 1.2. For ε = 1 and a = 0, the (P, g, uα, ξα) induced structure on
M, with the properties (1.10) and (1.7) is an f(3,−1) Riemannian structure.
Remark 1.3. Therefore, the (P, g, uα, εξα, (aαβ)r) induced structure on M
by the P˜ structure on (M˜ , g˜) (which verifies the relations (1.1) and (1.2)) is
a generalization of an almost r-contact Riemannian structure and an almost
r-paracontact Riemannian structure, respectively.
Thus, we have the following situations:
(I): For ε = −1 and a = 0, we obtain an f(3, 1) structure and the structure
(P, g, uα,−ξα) becomes an almost r-contact Riemannian structure;
(II): For ε = 1 and a = 0, we obtain an f(3,−1) structure and the structure
(P, g, uα, ξα) becomes an almost r-paracontact Riemannian structure.
Definition 1.3. A (P, g, uα, εξα, (aαβ)r) structure on a submanifold M of
codimension r in a (M˜, g˜, P˜ ) Riemannian manifold with the proprieties (1.1)
and (1.2), which verifies the properties (1.6) and (1.7) is called an (a, ε)f
Riemannian structure.
Remark 1.4. The case of the (a,−1)f Riemannian structure was studied
by K. Yano and M. Okumura (in [37] and [38]).
In the following issue, we suppose that ε = 1. Therefore, the P˜ structure
on the Riemannian manifold (M˜, g˜), which satisfies the relations (1.1) and
(1.2), is an almost product structure.
Remark 1.5. If we suppose that ξ1, ..., ξr are linearly independent tangent
vector fields on M, it follows that the 1-forms u1, ..., ur are linearly indepen-
dent, too. The equality
r∑
α=1
λαuα(X) = 0
is equivalent with
0 =
∑
α
λαg(X, ξα) = g(X,
∑
α
λαξα), (∀)X ∈ χ(M)
thus
r∑
α=1
λαξα = 0⇒ λα = 0
and from this we obtain that u1, ..., ur are linearly independent on M.
Remark 1.6. We denote by
(1.12) Dx = {Xx ∈ TxM : uα(Xx) = 0},
for any α ∈ {1, ..., r}. We remark that Dx is an (n−r)-dimensional subspace
in TxM and the function
(1.13) D : x 7→ Dx, (∀)x ∈M
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is a distribution locally defined on M. If X ∈ D, from (1.6)(ii) we have
(1.14) uα(PX) = −
∑
β
aβαuβ(X) = 0,
for any X ∈ D, then PX ∈ D. Therefore D is an invariant distribution
with respect to P.
If D⊥x is an orthogonal supplement of Dx in TxM , then we obtain the
distribution D⊥ : x 7→ D⊥x . Furthermore, we have the decomposition
(1.15) TxM = Dx ⊕D⊥x ,
in any point x ∈ M . From (1.7)(i) it follows that the vector fields ξα 6= 0
are orthogonal on Dx and ξα ∈ D⊥x . Thus, if ξα 6= 0 for any α ∈ {1, ..., r},
then D⊥x is generated by ξ1, ..., ξr and D
⊥
x is r-dimensional in TxM .
From (1.6)(v) we remark that the space Dx is P-invariant and P satisfies
(1.16) P 2X = X,
and
(1.17) g(PX,PY ) = g(X,Y ),
for all X,Y ∈ D. Thus P is an almost product Riemannian structure on D.
Furthermore, rank(P ) = n− r on D and its eigenvalues are 1 and -1.
Remark 1.7. Let {N1, ..., Nr} and {N ′1, ..., N ′r} be two orthonormal basis
on a normal space T⊥x M . The decomposition of N
′
α in the basis {N1, ..., Nr}
is the following
(1.18) N ′α =
r∑
γ=1
kγαNγ ,
for any α ∈ {1, ..., r}, where (kγα) is an r× r orthogonal matrix and we have
(from [2]):
(1.19) u′α =
∑
γ
kγαuγ
(1.20) ξ′α =
∑
γ
kγαξγ
and
(1.21) a′αβ =
∑
γ
kγαaγδk
δ
β
From (1.20) we have that if ξ1, ..., ξr are linearly independent vector fields,
then ξ′1, ..., ξr are also linearly independent.
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2 The fundamental equations of submanifolds with
(P, g, ξα, uα, (aαβ)r) structures
In this section, we suppose that the Riemannian manifolds (M˜, g˜) are en-
dowed with a (1,1) tensor field P˜ on M˜ , which verifies the equalities (1.1),(1.2),
and the structure P˜ is parallel with respect to the Levi-Civita connection ∇˜
of g˜. Let M be an n-dimensional Riemannian submanifold of codimension r,
isometric immersed in M˜ and (P, g, uα, ξα, (aαβ)r) is the induced structure
by the structure P˜ on (M˜, g˜). We denoted by ∇ the induced Levi-Civita
connection on M. We assume that (N1, ..., Nr) := (Nα) is an orthonormal
basis in the normal space TxM
⊥ at M in every point x ∈ M . In the fol-
lowing, we shall identify the vector fields in M and their images under the
differential mapping, that is, if we denote the immersion of M in N by i and
X is a vector field in M, we identify X and i∗X, for all X ∈ χ(M).
The Gauss and Weingarten formulae are:
(2.1) ∇˜XY = ∇XY +
r∑
α=1
hα(X,Y )Nα,
and
(2.2) ∇˜XNα = −AαX +∇⊥XNα,
respectively, where
(2.3) hα(X,Y ) = g(AαX,Y ),
for every X,Y ∈ χ(M).
For the normal connection ∇⊥XNα, we have the decomposition
(2.4) ∇⊥XNα =
r∑
β=1
lαβ(X)Nβ ,
for every X ∈ χ(M). Therefore, we obtain an r × r matrix (lαβ(X))r of
1-forms on M. From g˜(Nα, Nβ) = δαβ we get
g˜(∇⊥XNα, Nβ) + g˜(Nα,∇⊥XNβ) = 0
which is equivalent with
g˜(
∑
γ
lαγ(X)Nγ , Nβ) + g˜(Nα,
∑
γ
lβγ(X)Nγ) = 0,
for any X ∈ χ(M). Thus, we have
(2.5) lαβ = −lβα,
for any α, β ∈ {1, ..., r}.
For ε = 1, the following formulae were demonstrated by T.Adati (in [2]).
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Theorem 2.1. Let M be an n-dimensional submanifold of codimension r in
a Riemannian manifold (M˜ , g˜, P˜ ) (with the properties (1.1) and (1.2)). If
the structure P˜ is parallel with respect to the Levi-Civita connection ∇˜ of g˜,
then the (P, g, uα, ǫξα, (aαβ)r) induced structure on the submanifold M has
the following properties:
(2.6)

(i) (∇XP )(Y ) = ε
∑
α hα(X,Y )ξα +
∑
α uα(Y )AαX,
(ii) (∇Xuα)(Y ) = −hα(X,PY ) +
∑
β uβ(Y )lαβ(X) +
∑
β hβ(X,Y )aβα
(iii)∇Xξα = −εP (AαX) + ε
∑
β aαβAβX +
∑
β lαβ(X)ξβ ,
(iv)X(aαβ) = −εuα(AβX)− uβ(AαX) +
∑
γ [lαγ(X)aγβ + lβγ(X)aαγ ]
Proof: From the assumption that ∇˜P˜ = 0 we have
(2.7) ∇˜U (P˜ V ) = P˜ (∇˜UV ),
for any tangential vector fields U and V on M˜ . Using the Gauss and Wein-
garten formulae, we obtain from (2.4) that
(2.8) ∇˜X(P˜ Y ) = ∇˜XPY +
∑
α
X(uα(Y ))Nα +
∑
α
uα(Y )∇˜XNα =
= ∇XPY−
∑
α
uα(Y )AαX+
∑
α
[hα(X,PY )+X(uα(Y ))+
∑
β
uβ(Y )lβα(X)]Nα
On the other hand, we have
P˜ (∇˜XY ) = P˜ (∇XY ) +
∑
α
hα(X,Y )P˜Nα
and from this we obtain
(2.9) P˜ (∇˜XY ) = P (∇XY ) + ε
∑
α
hα(X,Y )ξα+
+
∑
α
[uα(∇XY ) +
∑
β
hβ(X,Y )aβα]Nα
From [11], we know that:
(2.10) (∇XP )(Y ) = ∇X(PY )− P (∇XY )
and
(2.11) (∇Xuα)(Y ) = X(uα(Y ))− uα(∇XY )
Using the relations (2.8), (2.9) in (2.7), we obtain (i) and (ii) from (2.6),
from the equality of the tangential components of M (and the normal com-
ponents of M, respectively) from the both parts of the equality (2.7).
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In the next, we apply ∇˜X in (1.5) (with X ∈ χ(M)) and using the
equality (2.7), (with Y = Nα), we get
(2.12) ∇˜X(P˜Nα) = P˜ (∇˜XNα)
From (2.12) we obtain
(2.13) ∇˜X(P˜Nα) = ∇˜X(εξα +
∑
β
aαβNβ) =
= ε∇Xξα −
∑
β
aαβAβX +
∑
β
[X(aαβ) + εhβ(X, ξα) +
∑
γ
aαγ · lγβ(X)]Nβ
and
(2.14) P˜ (∇˜XNα) = P˜ (−AαX +
∑
β
lαβNβ) =
= −P (AαX) + ε
∑
β
lαβ(X)ξβ −
∑
β
[uβ(AαX)−
∑
γ
aγβ lαγ(X)]Nβ
Using the relations (2.13) and (2.14) in the equality (2.12) and identifying
the tangential and the normal components at M, respectively, we obtain the
relations (iii) and (iv) from (2.6). 
Remark 2.1. The compatibility condition ∇˜P˜ = 0, where ∇˜ is Levi-Civita
connection with respect of the metric g˜ implies the integrability of the struc-
ture P˜ which is equivalent with the vanishing of the Nijenhuis torsion tensor
field of P˜ :
(2.15) N
P˜
(X,Y ) = [P˜X, P˜ Y ] + P˜ 2[X,Y ]− P˜ [P˜X, Y ]− P˜ [X, P˜Y ].
For this assumption, we have the next general lemma:
Lemma 2.1. We suppose that we have an almost product structure Q on a
manifold M and a linear connection D with the torsion T. If NQ is Nijenhuis
torsion tensor field of Q, then we obtain:
(2.16) NQ(X,Y ) = (DQXQ)(Y ))− (DQYQ)(X) + (DXQ)(QY )−
−(DYQ)(QX) − T (QX,QY )− T (X,Y ) +QT (QX,Y ) +QT (X,QY ),
for any X,Y ∈ χ(M).
Proof: From the definition of the torsion T follows that :
(2.17) [X,Y ] = DXY −DYX − T (X,Y ),
and from this we get
(2.18) [QX,QY ] = DQXQY −DQYQX − T (QX,QY ),
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and
(2.19) [QX,Y ] = DQXY −DYQX − T (QX,Y ),
and
(2.20) [X,QY ] = DXQY −DQYX − T (X,QY ).
Using the relations (DXQ)Y = DXQY − Q(DXY ), Q2 = I and DXY =
DXQ
2Y = DXQ(QY ) and replacing the relations (2.17), (2.18), (2.19) and
(2.20) in the formula of Nijenhuis torsion tensor field of Q, we obtain :
NQ(X,Y ) = (DQXQ)(Y )− (DQYQ)(X) +DXY −DYX +Q(DYQX)−
−Q(DXQY )− T (QX,QY )− T (X,Y ) +QT (QX,Y ) +QT (X,QY ) =
= (DQXQ)(Y )− (DQYQ)(X) + (DXQ(QY )−Q(DXQY ))− (DYQ(QX)−
−Q(DYQX)) − T (QX,QY )− T (X,Y ) +QT (QX,Y ) +QT (X,QY )
so, we obtain the equality (2.16). 
Remark 2.2. From the last mentioned lemma, we remark that if we have
T = 0 and DQ = 0 then the structure Q is integrable. An integrable almost
product structure is also called locally product structure.
Corollary 2.1. If M is a totally geodesic submanifold in a locally product
manifold (M˜ , P˜ , g˜) and the normal connection ∇⊥ vanishes identically (that
is lαβ = 0), then the (P, g, uα, ξα, (aαβ)r) induced structure on M has the
following properties:
∇P = 0, ∇u = 0, ∇ξ = 0, a = constant
In the following issue, we suppose that (M˜, g˜, P˜ ) is an almost product
Riemannian manifold, endowed by a linear connection ∇˜ such that ∇˜P˜ = 0
and with the torsion T˜ 6= 0. Let (M,g) be a submanifold of the (M˜ , g˜, P˜ )
Riemannian manifold, endowed with the linear metric g induced on M by
the metric g˜ and let ∇ be the induced connection on M by the connection
∇˜ of M˜ .
The Gauss formula has the usual form:
∇˜XY = ∇XY + h(X,Y ) (∀)X,Y ∈ χ(M)
where
h(X,Y ) =
∑
α
hα(X,Y )Nα
and ∇ is a metric connection on M (i.e ∇g = 0) but it is not the Levi-Civita
connection of g and his torsion has the form
(2.21) T (X,Y ) = T˜ (X,Y )− h(X,Y ) + h(Y,X),
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for any X,Y ∈ χ(M). We remark that the second fundamental form h is
bilinear in X and Y, but it is not symmetric. If the torsion T˜ = 0, then
T = 0 if and only if the second fundamental form h is symmetric.
Let c : [a, b] −→M , t 7−→ c(t) a smooth curve on M. We denote by
(2.22) c˙ : t 7−→ c˙(t) = dx
i
dt
∂
∂xi /c(t)
the tangent vector field to c.
Definition 2.1. If ∇c˙c˙ = 0 then we say that the curve c is M-autoparallel.
Proposition 2.1. If c is M˜ -autoparallel curve, then c is also, M-autoparallel
curve and h(c˙, c˙) = 0.
Proof: From the Gauss formula for X = Y = c˙ we get
(2.23) ∇˜c˙c˙ = ∇c˙c˙+ h(c˙, c˙)
But c is M˜ -autoparallel, so ∇˜c˙c˙ = 0 and using the equality (2.23) we obtain
∇c˙c˙ = 0 and h(c˙, c˙) = 0. 
Definition 2.2. A submanifold M is said to be autoparallel in M˜ if any
M-autoparallel curve of submanifold M in M˜ is also M˜ -autoparallel.
We denote by
sh(X,Y ) =
1
2
(h(X,Y ) + h(Y,X))
the symmetric part and by
ah(X,Y ) =
1
2
(h(X,Y )− h(Y,X))
the skew-symmetric part, respectively, of the bilinear form h. We remark
that
(2.24) h(X,Y ) = sh(X,Y ) + ah(X,Y ),
for any X,Y ∈ χ(M).
Proposition 2.2. A submanifold M ⊂ M˜ is autoparallel in M˜ if and only
if sh = 0.
Proof: From the Gauss formula for X = Y = c˙ we obtain
(2.25) ∇˜c˙c˙ = ∇c˙c˙+ sh(c˙, c˙)
If sh = 0 follows that ∇˜c˙c˙ = ∇c˙c˙, so any M-autoparallel curve is also M˜ -
autoparallel.
Conversely, if any M-autoparallel curve is also M˜ -autoparallel, then
sh(X,X) = 0 for any X ∈ χ(M). Particularly, we have sh(X+Y,X+Y ) = 0
and from this we obtain sh(X,Y ) = 0 for any X,Y ∈ χ(M), so sh = 0. 
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Remark 2.3. The Weingarten formula is not affected by the non-vanishing
of the torsion T˜ on M˜ and of the torsion T on M, thus
∇˜XN = −ANX +∇⊥Xξ,
for any X ∈ χ(M) and N ∈ Γ(TM⊥). If Y ∈ χ(M) we have g˜(Y,N) = 0 so,
X(g˜(Y,N)) = 0 for any X,Y ∈ χ(M) and this equality is equivalent with
(2.26) g˜(∇˜XY,N) + g˜(Y, ∇˜XN) = 0
Using the Gauss and Weingarten formulae in (2.26), we obtain
(2.27) g(ANX,Y ) = g˜(h(X,Y ), N),
and
(2.27)′ g(ANY,X) = g˜(h(Y,X), N),
for any X,Y ∈ χ(M), N ∈ Γ(TM⊥). Thus, from (2.27) and (2.27)’ we get
(2.28) g(ANY,X) + g(ANX,Y ) = 2g˜(sh(X,Y ), N),
for any X,Y ∈ χ(M), N ∈ Γ(TM⊥).
If sh = 0 then we obtain g(ANY,X) = −g(ANX,Y ).
Proposition 2.3. A submanifold M ⊂ M˜ is autoparallel in M˜ if and only
if
(2.29) g(ANY,X) + g(ANX,Y ) = 0,
for any X,Y ∈ χ(M) and N ∈ Γ(TM⊥).
In the following statements, we suppose that ∇˜X P˜ Y 6= P˜ (∇˜XY ).
We denoted by P the (1,2)-tensor field on M˜ , such that
(2.30) P(X,Y ) = ∇˜X P˜ Y − P˜ (∇˜XY ),
and
(2.31) P(X,N) = ∇˜X P˜N − P˜ (∇˜XN),
for any X ∈ χ(M) and N ∈ Γ(TM⊥).
We denote the tangential and normal components on M of P(X,Y ) by
P(X,Y )⊤ and P(X,Y )⊥ , respectively, and the tangential and normal com-
ponents on M of P(X,Nα) by P(X,Nα)⊤ and P(X,Nα)⊥, respectively.
If we omit to put the condition ∇˜P˜ = 0 in the Theorem 2.1, then we
obtain a generalization of this:
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Theorem 2.2. Let M be an n-dimensional submanifold of codimension r
in a Riemannian manifold (M˜, g˜, P˜ ) (which satisfied the conditions (1.1)
and (1.2)). Then the structure (P, g, uα, εξα, (aαβ)r) induced on M by the
structure P˜ has the following properties:
(2.32)

(i)(∇XP )(Y ) = P(X,Y )⊤ + ε
∑
α hα(X,Y )ξα +
∑
α uα(Y )AαX,
(ii)(∇Xuα)(Y ) = g˜(P(X,Y ), Nα)− hα(X,PY )+
+
∑
β(uβ(Y )lαβ(X) + hβ(X,Y )aβα)
(iii)∇Xξα = P(X,Nα)⊤ − εP (AαX) + ε
∑
β aαβAβX +
∑
β lαβ(X)ξβ ,
(iv)X(aαβ) = g˜(P(X,Nα), Nβ)− εuα(AβX)− uβ(AαX)+
+
∑
γ [lαγ(X)aγβ + lβγ(X)aαγ ]
for any X,Y ∈ χ(M).
Proof: From (2.8) we have
∇˜X(P˜ Y ) = ∇XPY −
∑
α
uα(Y )AαX+
+
∑
α
[hα(X,PY ) +X(uα(Y )) +
∑
β
uβ(Y )lβα(X)]Nα
and from (2.9) we have
P˜ (∇˜XY ) = P (∇XY )+ε
∑
α
hα(X,Y )ξα+
∑
α
[uα(∇XY )+
∑
β
hβ(X,Y )aβα]Nα
From the last two equalities we obtain
(2.33) P(X,Y ) = (∇XP )(Y )−
∑
α
uα(Y )AαX − ε
∑
α
hα(X,Y )ξα+
+
∑
α
[hα(X,PY ) + (∇Xuα)(Y ) +
∑
β
uβ(Y )lβα(X)−
∑
β
hβ(X,Y )aβα]Nα.
Thus, identified the tangent and the normal parts respectively, from (2.33)
we obtain (i) and (ii) from (2.32).
From (2.13) we have
∇˜X(P˜Nα) = ε∇Xξα−
∑
β
aαβAβX+
∑
β
[X(aαβ)+εhβ(X, ξα)+
∑
γ
aαγ ·lγβ(X)]Nβ
and from (2.14) we have
P˜ (∇˜XNα) = −P (AαX)+ε
∑
β
lαβ(X)ξβ−
∑
β
[uβ(AαX)−
∑
γ
aγβlαγ(X)]Nβ
Replacing the last two equalities in (2.31) we obtain
(2.34) P(X,N) = ε∇Xξα + P (AαX)− ε
∑
β
lαβ(X)ξβ −
∑
β
aαβAβX+
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+
∑
β
[X(aαβ) + εhβ(X, ξα) + uβ(AαX)−
∑
γ
(aγβ lαγ(X)− aαγ · lγβ(X))]Nβ
Identifying the tangential and normal components, respectively, of P(X,Nα)
from (2.34), we obtain the relations (iii) and (iv) from (2.32). 
3 The normality conditions of the (P, g, uα, ξα, (aαβ)r)
structure
Let M be an n-dimensional submanifold of codimension r in a Riemannian al-
most product manifold (M˜ , g˜, P˜ ). We suppose that the (P, g, uα, ξα, (aαβ)r)
induced structure on M, is an (a, 1)f Riemannian structure, where the el-
ements P, g, uα, ξα, (aαβ)r were defined in section 1. Let ∇˜ and ∇ be the
Levi-Civita connections defined on M and M˜ respectively, with respect to g˜
and g respectively.
The Nijenhuis torsion tensor field of P has the form
(3.1) NP (X,Y ) = [PX,PY ] + P
2[X,Y ]− P [PX, Y ]− P [X,PY ],
for any X,Y ∈ χ(M).
As in the case of an almost paracontact structure ([25]), one can defined
the normal (P, g, uα, ξα, (aαβ)r) structure on M.
Definition 3.1. If we have the equality
(3.2) NP (X,Y )− 2
∑
α
duα(X,Y )ξα = 0,
for any X,Y ∈ χ(M), then the (P, g, uα, ξα, (aαβ)r) induced structure on
submanifold M in a Riemannian almost product manifold (M˜ , g˜, P˜ ) is said
to be normal.
First of all, we mention a general proposition:
Proposition 3.1. If (M,g, P ) is an almost product manifold, then the Ni-
jenhuis tensor of P verifies that
(3.3) NP (X,Y ) = (∇PXP )(Y )− (∇PY P )(X)−
−P [(∇XP )(Y )− (∇Y P )(X)],
for any X,Y ∈ χ(M), where ∇ is the Levi-Civita connection on M .
Proof: From the equality
(3.4) (∇XP )(Y ) = ∇X(PY )− P (∇XY ),
for any X,Y ∈ χ(M), we obtain
(3.5) ∇X(PY ) = (∇XP )(Y ) + P (∇XY ),
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for any X,Y ∈ χ(M). Inverting X with Y in (3.5) we obtain
(3.5)′ ∇Y (PX) = (∇Y P )(X) + P (∇YX),
for any X,Y ∈ χ(M). So, from the relations (3.5) and (3.5)’, it follows that
(3.6) ∇X(PY )−∇Y (PX) = (∇XP )(Y )− (∇Y P )(X) + P ([X,Y ]),
for any X,Y ∈ χ(M). Then, inverting X with PX in the equality (3.4) we
obtain
(3.7) (∇PXP )(Y ) = ∇PX(PY )− P (∇PXY ),
for any X,Y ∈ χ(M). Inverting X with Y in the last relation, we obtain
(3.7)′ (∇PY P )(X) = ∇PY PX − P∇PYX, (∀)X,Y ∈ χ(M)
Using (3.7) and (3.7)’ in
[PX,PY ] = ∇PXPY −∇PY PX
it follows that
(3.8) [PX,PY ] = (∇PXP )(Y )− (∇PY P )(X) + P (∇PXY −∇PYX),
for any X,Y ∈ χ(M). On the other hand, we have
(3.9) P [PX, Y ] = P∇PXY − P∇Y PX, (∀)X,Y ∈ χ(M)
and
(3.10) P [X,PY ] = P∇XPY − P∇PYX, (∀)X,Y ∈ χ(M)
From (3.8), (3.9), (3.10) we obtain
NP (X,Y ) = (∇PXP )(Y )−(∇PY P )(X)+P∇PXY −P∇PYX+P 2([X,Y ])−
−P∇PXY + P∇PYX − P [∇X(PY )−∇Y (PX)]
and using (3.6) in the last equality we have
NP (X,Y ) = (∇PXP )(Y )− (∇PY P )(X) + P 2([X,Y ])−
−P [(∇XP )(Y )− (∇Y P )(X)] − P 2([X,Y ])
and from this we obtain the equality (3.3). 
From [21] we have:
Definition 3.2. If (M˜, g˜, P˜ ) is an almost product Riemannian manifold
such that ∇˜P˜ = 0, then we say that M˜ is a locally product Riemannian
manifold.
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Corollary 3.1. If M is a totally geodesic submanifold of a locally prod-
uct Riemannian manifold (M˜ , g˜, P˜ ), with the (P, g, uα, ξα, (aαβ)r) induced
structure on M, then we have NP (X,Y ) = 0, for any X,Y ∈ χ(M).
Theorem 3.1. If M is a submanifold of a locally product Riemannian mani-
fold (M˜, g˜, P˜ ), with (P, g, uα, ξα, (aαβ)r) induced structure and ∇ is the Levi-
Civita connection defined on M with respect to g then, the Nijenhuis torsion
tensor field of P has the form:
(3.11) NP (X,Y ) = −
∑
α
g((PAα −AαP )(X), Y )ξα−
−
∑
α
g(Y, ξα)(PAα −AαP )(X) +
∑
α
g(X, ξα)(PAα −AαP )(Y )
for any X,Y ∈ χ(M).
Proof: From (2.6)(i) (Theorem 2.1) for ε = 1, we obtain
(3.12) (∇XP )(Y ) =
∑
α
g(AαX,Y )ξα +
∑
α
g(Y, ξα)AαX
and if we invert X by Y, we obtain
(3.12)′ (∇Y P )(X) =
∑
α
g(AαY,X)ξα +
∑
α
g(X, ξα)AαY
Replacing X with PX in the equality (3.12), we obtain
(3.13) (∇PXP )(Y ) =
∑
α
g(AαPX, Y )ξα +
∑
α
g(Y, ξα)Aα(PX)
If we invert X by Y then we obtain
(3.13)′ (∇PY P )(X) =
∑
α
g(AαPY,X)ξα +
∑
α
g(X, ξα)AαPY
Replacing the relations (3.12), (3.12)’, (3.13), (3.13)’ in the equality (3.3)
it follows that
(3.14) NP (X,Y ) =
∑
α
[g(AαPX, Y )− g(AαPY,X)]ξα+
+
∑
α
[g(Y, ξα)Aα(PX)−g(X, ξα)Aα(PY )−(g(AαX,Y )− g(AαY,X))︸ ︷︷ ︸
=0
Pξα]−
−
∑
α
[g(Y, ξα)P (AαX)− g(X, ξα)P (AαY )]
But we have
(3.15) g(AαPY,X) = g(PY,AαX) = g(Y, PAαX) = g(PAαX,Y )
and using the equality (3.15) in (3.14) we obtain (3.11). 
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Corollary 3.2. Let M be a submanifold of codimension r in a locally product
Riemannian manifold (M˜, g˜, P˜ ), with a (P, g, uα, ξα, (aαβ)r) induced struc-
ture on M and let ∇ be the Levi-Civita connection defined on M with respect
to g. If (1,1) tensor field P on M commutes with the Weingarten opera-
tors Aα (that is PAα = AαP , for any α ∈ {1, ..., r}) then, the Nijenhuis
torsion tensor field of P vanishes on M (that is NP (X,Y ) = 0, for any
X,Y ∈ χ(M)).
Proposition 3.2. Let M be a submanifold of codimension r in a locally
product Riemannian manifold (M˜, g˜, P˜ ). If (P, g, uα, ξα, (aαβ)r) is induced
structure on M and ∇ is the Levi-Civita induced connection on M by ∇˜ from
M˜ then, the 1-forms uα verify the equality :
(3.16) 2duα(X,Y ) = −g((PAα −AαP )(X), Y )+
+
∑
β
[lαβ(X)g(Y, ξβ)− lαβ(Y )g(X, ξβ)]
for any X,Y ∈ χ(M), where lαβ are the coefficients of the normal connection
in the normal bundle T⊥(M).
Proof: We know that
(3.17) 2duα(X,Y ) = X(uα(Y ))− Y (uα(X)) − uα([X,Y ]),
for any X,Y ∈ χ(M) and (∇Xuα)(Y ) = X(uα(Y )) − uα(∇XY ). Thus, we
obtain
(3.18) X(uα(Y )) = (∇Xuα)(Y ) + uα(∇XY ), (∀)X,Y ∈ χ(M)
Inverting X by Y in the last relation, we obtain
(3.18)′ Y (uα(X)) = (∇Y uα)(X) + uα(∇YX), (∀)X,Y ∈ χ(M)
From the relations (3.17), (3.18) and (3.18)’ we have
2duα(X,Y ) = (∇Xuα)(Y )− (∇Y uα)(X) + uα(∇XY −∇YX − [X,Y ]︸ ︷︷ ︸
=0
),
for any X,Y ∈ χ(M) so
(3.19) 2duα(X,Y ) = (∇Xuα)(Y )− (∇Y uα)(X),
for any X,Y ∈ χ(M). From (2.6)(ii) we have
(3.20)
(∇Xuα)(Y ) = −g(AαX,PY ) +
∑
β
g(AβX,Y )aαβ +
∑
β
g(Y, ξβ)lαβ(X)
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and inverting X by Y in (3.20), it follows that
(3.20)′
(∇Y uα)(X) = −g(AαY, PX) +
∑
β
g(AβY,X)aαβ +
∑
β
g(X, ξβ)lαβ(Y )
Replacing (3.20) and (3.21) in the equality (3.19) we have
(3.21) 2duα(X,Y ) = −[g(AαX,PY )− g(AαY, PX)]+
+
∑
β
aαβ [g(AβX,Y )− g(AβY,X)] +
∑
β
[lαβ(X)g(Y, ξβ)− lαβ(Y )g(X, ξβ)].
Furthermore, we have g(AβX,Y ) = g(AβY,X) and
g(AαX,PY )− g(AαY, PX) = g((PAα −AαP )(X), Y )
and replacing the last two relations in (3.21), we obtain (3.16). 
Corollary 3.3. Under the assumptions of the last proposition, if the normal
connection of M vanishes identically (i.e. lαβ = 0) then a necessary and
sufficient condition for duα = 0 is the commutativity between P and Aα
(that is PAα = AαP , for any α ∈ {1, ..., r}).
Proposition 3.3. If M is a submanifold of codimension r in a locally prod-
uct Riemannian manifold (M˜ , g˜, P˜ ), with the (P, g, uα, ξα, (aαβ)r) induced
structure on M and ∇ is the Levi-Civita connection defined on M with re-
spect to g, then we have
(3.22) NP (X,Y )− 2
∑
α
duα(X,Y )ξα =
∑
α
g(X, ξα)(PAα −AαP )(Y )−
−
∑
α
g(Y, ξα)(PAα −AαP )(X) +
∑
α,β
(g(X, ξβ)lαβ(X)− g(Y, ξβ)lαβ(Y ))ξα,
for any X,Y ∈ χ(M).
Proof : The equality (3.22) is obtained from (3.11) and (3.16). 
Corollary 3.4. Let M be a submanifold of codimension r in a Rieman-
nian locally product manifold (M˜ , g˜, P˜ ), with a (P, g, uα, ξα, (aαβ)r) induced
structure on M. If the normal connection of M is vanishes identically (i.e.
lαβ = 0) and the (1,1) tensor field P on M commutes with the Weingarten
operators Aα (that is PAα = AαP , for any α ∈ {1, ..., r}) then, M has a
normal (a, 1)f Riemannian structure.
Corollary 3.5. Let M be a submanifold of codimension r in a Riemannian
locally product manifold (M˜, g˜, P˜ ). If the induced structure (P, g, uα, ξα, (aαβ)r)
on M is normal then we obtain
(3.23)
∑
α
[g(X, ξα)(PAα −AαP )(Y )− g(Y, ξα)(PAα −AαP )(X)]+
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+
∑
α,β
[g(X, ξβ)lαβ(X)− g(Y, ξβ)lαβ(Y )]ξα = 0,
for any X,Y ∈ χ(M).
Corollary 3.6. Let M be a submanifold of codimension r in a Riemannian
locally product manifold (M˜, g˜, P˜ ). If the induced structure (P, g, uα, ξα, (aαβ)r)
on M is normal and the normal connection ∇⊥ of M vanishes identically
(that is lαβ = 0), then we obtain the equality
(3.24)
∑
α
g(X, ξα)(PAα −AαP )(Y ) =
∑
α
g(Y, ξα)(PAα −AαP )(X),
for any X,Y ∈ χ(M).
Proposition 3.4. Under the assumptions of the last corollary, the equality
(3.24) does not depend on the choice of a basis in the normal space T⊥x (M),
for any x ∈M .
Proof: If {N ′α} is another basis in T⊥x (M), then we have
(3.25) N ′α =
∑
β
sαβNβ
where (sαβ)r is an orthogonal matrix.
From the condition ∇˜XN ′α = 0 we obtain
∑
β X(sαβ)Nβ = 0 for any
X ∈M , thus sαβ are a constant functions on M. On the other hand,
(3.26) ∇˜XN ′α = −A′αX
and
(3.27) ∇˜XN ′α =
∑
β
X(sαβ)Nβ − sαβAβX
Thus, from the relations (3.25), (3.26) and (3.27) we obtain
(3.28) A′αX =
∑
β
sαβAβX
Therefore, we have
(3.29) P˜N ′α = εξ
′
α +
∑
β
a′αβNβ = εξ
′
α +
∑
β,γ
a′αβsβγNγ
and
(3.30) P˜N ′α =
∑
β
sαβP˜Nβ = ε
∑
β
sαβξβ +
∑
β,γ
sαβaβγNγ
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So, from (3.29) and (3.30) we obtain
(3.31) ξ′α =
∑
β
sαβξβ
and
(3.32).
∑
β,α
a′αβsβγ =
∑
β,γ
sαβaβγ
O the basis {N ′1, ..., N ′r}, the condition (3.24) becomes
(3.33)
∑
α
g(X, ξ′α) · (PA′α −A′αP )(Y ) =
∑
α
g(Y, ξ′α)(PA
′
α −A′αP )(X)
From (3.28) and (3.31), we obtain
(3.34)
∑
α
g(X, sαβξβ)(PsαγAγ − sαγAγP )(Y )−
−
∑
α
g(Y, sαβξβ)(PsαγAγ − sαγAγP )(X) =
=
∑
α
sαβsαγ [g(X, ξβ) · (PAγ −AγP )(Y )− g(Y, ξβ)(PAγ −AγP )(X)] = 0.
From the orthogonality of the matrix (sαβ)r (that is
∑
β sαβsγβ = δαγ) it
follows that
(3.35)
∑
α
[g(X, ξα) · (PAα −AαP )(Y )− g(Y, ξα)(PAα −AαP )(X)] = 0
Therefore, the condition (3.24) does not depend on the choice of a basis in
the normal space T⊥x (M)) (for any x ∈M). 
In the following we denoted by
(3.36)
{
(i) Bα = PAα −AαP
(ii) Cα(X,Y ) = g(BαX,Y ),
for any X,Y ∈ χ(M)
Lemma 3.1. Let M be a submanifold in a Riemannian manifold (M˜ , g˜, P˜ )
which verifies the conditions (1.1) and (1.2). Let (P, g, uα, εξα, (aαβ)r) be the
induced structure on M. Then, the tensor field Cα on M is skew-symmetric,
thus we have
(3.37) Cα(X,Y ) = −Cα(Y,X), (∀)X,Y ∈ χ(M)
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Proof : From (3.36)(ii) we have:
Cα(X,Y ) = g(BαX,Y ) = g(PAαX −AαPX, Y ) =
= g(PAαX,Y )− g(AαPX, Y ) =
= g(X,AαPY )− g(X,PAαY ) =
= −g(PAαY −AαPY,X) = −Cα(Y,X)
so Cα is skew-symmetric. 
Remark 3.1. Under the assumptions of the theorem 3.1, if we use the
notations (3.36) then the identities (3.11) and (3.16) have the forms:
(3.38) NP (X,Y ) =
∑
α
[g(X, ξα)Bα(Y )− g(Y, ξα)Bα(X)− Cα(X,Y )ξα]
and
(3.39) 2duα(X,Y ) = −Cα(X,Y ) +
∑
β
[lαβ(X)g(Y, ξβ)− lαβ(Y )g(X, ξβ)]
for any X,Y ∈ χ(M).
More of them, if the induced structure on M is normal, the equality
(3.23) becomes
(3.40)
∑
α
[g(Y, ξα)Bα(X) − g(X, ξα)Bα(Y )] =
=
∑
α,β
[g(X, ξβ)lαβ(X)− g(Y, ξβ)lαβ(Y )]ξα
for any X,Y ∈ χ(M).
Remark 3.2. Using the model for an almost paracontact structure ([25]),
we can compute the components N (1), N (2), N (3) and N (4) of the Nijenhuis
torsion tensor filed of P for the (P, g, ξα, uα, (aαβ)r) induced structure on a
submanifold M in an almost product Riemannian manifold (M˜ , g˜, P˜ ):
(3.41)

(i) N (1)(X,Y ) = NP (X,Y )− 2
∑r
α=1 duα(X,Y )ξα,
(ii) N
(2)
α (X,Y ) = (LPXuα)Y − (LPY uα)X,
(iii)N
(3)
α (X) = (LξαP )X,
(iv) N
(4)
αβ (X) = (Lξαuβ)X,
for any X,Y ∈ χ(M) and α, β ∈ {1, ..., r}, where NP is the Nijenhuis torsion
tensor field of P and LX means the Lie derivative with respect to X.
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Remark 3.3. Let M be a submanifold in a Riemannian almost product
manifold (M˜, g˜, P˜ ). From (3.41)(i) we remark that the (P, g, ξα, uα, (aαβ)r)
induced structure on M is normal if and only if N (1) = 0.
Proposition 3.5. Let M be a submanifold in an almost product Rieman-
nian manifold (M˜ , g˜, P˜ ), with (P, g, uα, ξα, (aαβ)r) induced structure on M.
If the normal connection ∇⊥ = 0 on the normal bundle T⊥M vanishes iden-
tically (that is lαβ = 0), then the components N
(1), N (2), N (3) and N (4) of
the Nijenhuis torsion tensor field of P for the structure (P, g, ξα, uα, (aαβ)r)
induced on M have the forms:
(3.42)

(i)N (1)(X,Y ) =
∑
α g(X, ξα)(PAα −AαP )(Y )−
−∑α g(Y, ξα)(PAα −AαP )(X),
(ii)N
(2)
α (X,Y ) = −
∑
β aαβg((PAβ −AβP )(X), Y )+
+
∑
β aαβuβ([X,Y ]) +
∑
β[uβ(X)uα(AβY )− uβ(Y )uα(AβX)],
(iii)N
(3)
α (X) =
∑
β aαβ(PAβ −AβP )(X)−
−P (PAα −AαP )(X) +
∑
β[uα(AβX)ξβ + uβ(X)Aβξα],
(iv)N
(4)
αβ (X) = −uα(AβPX)− uβ(PAαX)+
+
∑
γ [aαγuβ(AγX) + aγβuα(AγX)]
for any X,Y ∈ χ(M).
Proof: From the equality (3.22), with the condition lαβ = 0, we obtain (i).
Using the equality (3.41)(ii) we have
N (2)α (X,Y ) = PX(uα(Y ))− uα([PX, Y ])− PY (uα(X)) + uα([PY,X]) =
= [PX(uα(Y ))− uα(∇PXY )]︸ ︷︷ ︸
(∇PXuα)(Y )
− [PY (uα(X))− uα(∇PYX)]︸ ︷︷ ︸
(∇PY uα)(X)
+
+uα(∇Y PX)− uα(∇XPY ) =
= (∇PXuα)(Y )− (∇PY uα)(X) + [X(uα(PY ))− uα(∇XPY )]︸ ︷︷ ︸
(∇Xuα)(PY )
−
− [Y (uα(PX)) − uα(∇Y PX)]︸ ︷︷ ︸
(∇Y uα)(PX)
−X(uα(PY )) + Y (uα(PX)) =
= [(∇PXuα)(Y )− (∇Y uα)(PX)]︸ ︷︷ ︸
2duα(PX,Y )
− [(∇PY uα)(X) − (∇Xuα)(PY )]︸ ︷︷ ︸
2duα(PY,X)
+
+X(
∑
β
aαβuβ(Y ))− Y (
∑
β
aαβuβ(X)) =
= 2duα(PX, Y ) + 2duα(X,PY ) +
∑
β
X(aαβ)uβ(Y )−
∑
β
Y (aαβ)uβ(X)+
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+
∑
β
aαβ [X(uβ(Y ))− Y (uβ(X))]︸ ︷︷ ︸
2duβ(X,Y )+uβ([X,Y ])
so we obtain
(3.43) N (2)α (X,Y ) = 2duα(PX, Y ) + 2duα(X,PY ) + 2
∑
β
aαβduβ(X,Y )+
+
∑
β
aαβuβ([X,Y ]) +
∑
β
uβ(X) (uα(AβY ) + uβ(AαY ))︸ ︷︷ ︸
−Y (aαβ)
−
−
∑
β
uβ(Y ) (uα(AβX) + uβ(AαX))︸ ︷︷ ︸
−X(aαβ)
]
Using the relations (3.16) (with lαβ = 0), (1.6)(i) and (1.7)(iii) we obtain
2duα(PX, Y ) + 2duα(X,PY ) =
= −g((PAα −AαP )(PX), Y )− g((PAα −AαP )(X), PY ) =
= −g(PAαPX, Y ) + g(AαP 2X,Y )− g(PAαX,PY ) + g(AαPX,PY )
and from this we have
(3.44)2duα(PX, Y ) + 2duα(X,PY ) = −
∑
β uβ(X)uβ(AαY ) +
∑
β uβ(Y )uβ(AαX)
Replacing the equality (3.44) in (3.43) we obtain
N (2)α (X,Y ) = −
∑
β
(uβ(X)uβ(AαY )+uβ(Y )uβ(AαX))−
∑
β
aαβg((PAβ−AβP )(X), Y )+
+
∑
β
(aαβuβ([X,Y ])+uβ(X)uα(AβY )+uβ(X)uβ(AαY )−uβ(Y )uα(AβX)−uβ(Y )uβ(AαX))
and from this we have the equality (3.42)(ii).
Estimating N
(3)
α (X) from the equality (3.41)(iii) we obtain
N (3)α (X) = ∇ξαPX −∇PXξα − P (∇ξαX) + P (∇Xξα) =
= (∇ξαP )(X) −∇PXξα + P (∇Xξα)
and using the relations (2.6) with the conditions ε = 1 and lαβ = 0 we have
N (3)α (X) =
∑
β
(uα(AβX)ξβ+uβ(X)Aβξα+aαβ(PAβ−AβP )(X))−P (PAα−AαP )(X)
and from this we obtain the equality (iii)(3.42).
24
Estimating N
(4)
αβ (X) from the equality (3.41)(iv) we have
N
(4)
αβ (X) = ξα(uβ(X)) − uβ([ξα,X]) =
= ξα(uβ(X)) − uβ(∇ξαX)︸ ︷︷ ︸
(∇ξαuβ)(X)
+uβ(∇Xξα) = (∇ξαuβ)(X) + uβ(∇Xξα)
and using the relations (2.6) with the conditions ε = 1 and lαβ = 0 we obtain
N
(4)
αβ (X) = −hβ(ξα, PX) +
∑
γ
[aγβhγ(ξα,X) + aαγuβ(AγX)]− uβ(PAαX)
so
N
(4)
αβ (X) = −g(AβPX, ξα)−g(PAαX, ξβ)+
∑
γ
[aγβhγ(ξα,X)+aαγuβ(AγX)]
and from this we have (3.42)(iv). 
Corollary 3.7. Under the assumptions of the last proposition, if P and the
Weingarten operators Aα commute (that is PAα = AαP , for every α ∈
{1, ..., r}) then we obtain
(3.45)

(i)N (1)(X,Y ) = 0,
(ii)N
(2)
α (X,Y ) =
∑
β(aαβuβ([X,Y ]) + uβ(X)uα(AβY )− uβ(Y )uα(AβX)),
(iii)N
(3)
α (X) =
∑
β [uα(AβX)ξβ + uβ(X)Aβξα],
(iv)N
(4)
αα (X) = 2
∑
γ aαγuα(AγX)− 2uα(PAαX)
4 The commutativity of P and Aα on submanifolds
with (P, g, ξα, uα, (aαβ)r) normal structure
Let M be an n-dimensional submanifold of codimension r in an almost prod-
uct Riemannian manifold (M˜, g˜, P˜ ). We suppose that M is endowed with
a (P, g, uα, ξα, (aαβ)r) induced structure on M by the P˜ and the normal
connection ∇⊥ on the normal bundle T⊥(M) vanishes identically.
First of all, we search for necessary conditions for the linearly indepen-
dent of the tangent vector fields ξ1, ..., ξr (with r ≥ 2). In this situation,
we will show that the condition of the normality of induced structure on
M is equivalent with the commutativity between the tensor field P and the
Weingarten operators Aα (for α ∈ {1, ..., r}). We denoted by
(4.1) A := (aαβ)r
the matrix from the (P, g, uα, ξα, (aαβ)r) induced structure on M.
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Proposition 4.1. Let M be a submanifold of codimension r (with r ≥ 2) in
a locally product Riemannian manifold (M˜, g˜, P˜ ), with (P, g, uα, ξα, (aαβ)r)
induced structure on M by P˜ . If the normal connection ∇⊥ vanishes iden-
tically on the normal bundle T⊥(M) (i.e.lαβ = 0) then, the tangent vector
fields {ξ1, ..., ξr} are linearly independent if and only if the determinant of
the matrix (Ir −A2) does not vanish in any point x ∈ M , (where Ir is the
r × r identity matrix).
Proof: Let k1, ..., kr the real number with the properties that
(4.2) k1ξ1 + ...+ krξr = 0
in any point x ∈M . From the equality (1.6)(iv), for ε = 1, we obtain
(4.3) g(ξα, ξβ) = δαβ −
∑
γ
aαγaγβ
Multiplying the equality (4.2) by ξα (for any α ∈ {1, ..., r}) and using the
equality (4.3) we obtain :
(4.4)

k1(1 −
∑
γ a1γaγ1) + k2(−
∑
γ a1γaγ2) + ...+ kr(−
∑
γ a1γaγr) = 0
k1(−
∑
γ a1γaγ2) + k2(1−
∑
γ a2γaγ2) + ...+ kr(−
∑
γ a2γaγr) = 0
...............................................................................
k1(−
∑
γ a1γaγr) + k2(−
∑
γ a2γaγr) + ...+ kr(1−
∑
γ arγaγr) = 0
This linear system of equations has the unique solution k1 = ... = kr = 0
if and only if it does not have a vanishing determinant. Furthermore, the
determinant of the linear system of equations (4.4) is the determinant of the
following matrix:
Ir −

a11 a12 a13 ... a1r
a21 a22 a23 ... a2r
... ... ... ... ...
ar1 ar2 ar3 ... arr
 ·

a11 a12 ... a1r
a21 a22 ... a2r
a31 a32 ... a3r
... ... ... ...
ar1 ar2 ... arr

which is the determinant of the matrix Ir −A2. 
Theorem 4.1. Let M be an n-dimensional submanifold of codimension r in
a locally product Riemannian manifold (M˜, g˜, P˜ ), with (P, g, uα, ξα, (aαβ)r)
induced structure normal on M. If the normal connection ∇⊥ vanishes iden-
tically (i.e.lαβ = 0) and the determinant of matrix (Ir−A2) does not vanish
in any point x ∈M , then the (1,1) tensor field P commutes with the Wein-
garten operators Aα, thus
(4.5) PAα = AαP,
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for any X ∈ χ(M) and α ∈ {1, ..., r}
Proof: If the normal connection vanishes identically (thus lαβ = 0), the
equality (3.40) can be written in the form
(4.6)
∑
α
g(X, ξα)Bα(Y ) =
∑
α
g(Y, ξα)Bα(X),
for any X,Y ∈ χ(M) and α ∈ {1, ..., r}.
Multiplying with Z ∈ χ(M) the equality (4.6) and using (3.36)(ii) we
obtain:
(4.7)
∑
α
g(X, ξα)Cα(Y,Z) =
∑
α
g(Y, ξα)Cα(X,Z),
for any X,Y ∈ χ(M). Inverting Y by Z in the equality (4.7), we have
(4.7)′
∑
α
g(X, ξα)Cα(Z, Y ) =
∑
α
g(Z, ξα)Cα(X,Y ),
Summating the relations (4.7) and (4.7)’, we obtain
(4.8)
∑
α
g(Y, ξα)Cα(X,Z) +
∑
α
g(Z, ξα)Cα(X,Y ) = 0,
because Cα is skew symmetric (i.e. Cα(Y,Z)+Cα(Z, Y ) = 0). The equality
(4.8) is equivalent with∑
α
g(g(Y, ξα)Bα(X) + g(Bα(X), Y )ξα, Z) = 0, (∀)X,Y,Z ∈ χ(M)
so
(4.9)
∑
α
g(Y, ξα)Bα(X) +
∑
α
g(Bα(X), Y )ξα = 0, (∀)X,Y ∈ χ(M)
Using (3.36)(ii), the equality (4.9) can be written in the form
(4.10)
∑
α
g(Y, ξα)Bα(X) +
∑
α
Cα(X,Y )ξα = 0, (∀)X,Y ∈ χ(M)
Inverting X by Y in the equality (4.10) we obtain
(4.10)′
∑
α
g(X, ξα)Bα(Y ) +
∑
α
Cα(Y,X)ξα = 0, (∀)X,Y ∈ χ(M)
Summating the equalities (4.10) and (4.10)’ we obtain
(4.11)
∑
α
g(Y, ξα)Bα(X) +
∑
α
g(X, ξα)Bα(Y ) = 0, (∀)X,Y ∈ χ(M)
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because Cα(Y,Z) + Cα(Z, Y ) = 0. Therefore, from the relations (4.6) and
(4.11) it follows that :
(4.12)
∑
α
g(Y, ξα)Bα(X) = 0, (∀)X,Y ∈ χ(M).
From det(A2 − Ir) 6= 0 we obtain that the ξ1, ..., ξr tangential vector fields
are linearly independent in any point x ∈ M , for r ≥ 2. Because we have
r linearly independent tangent vector fields on M, then we have r ≤ n and
from this it follows that there exist a tangent vector field Y ∈ χ(M) which
is orthogonal on the space spanned by {ξ1, ..., ξr} − {ξα} and g(Y, ξα) 6= 0.
Thus, from the equality (4.12) we have Bα(X) = 0, for any X ∈ χ(M) and
α ∈ {1, ..., r} (r > 1) and from this we have (4.5).
For r = 1, from the equality (4.12) we have g(Y, ξ)B(X) = 0 (where
B = PA−AP ). For Y = ξ we obtain g(ξ, ξ)B(X) = 0. But g(ξ, ξ) = 1−a2
and from 1− a2 6= 0 we have B(X) = 0, so PA = AP . 
From the Corollary 3.5 and Theorem 4.1 we obtain:
Theorem 4.2. Let M be an n-dimensional submanifold of codimension r in
a locally product Riemannian manifold (M˜, g˜, P˜ ), with the normal connec-
tion ∇⊥ vanishes identically (i.e.lαβ = 0). If the determinant of the matrix
(Ir−A2) does not vanish in any point x ∈M , then the (P, g, uα, ξα, (aαβ)r)
induced structure on M is normal if and only if the (1,1) tensor field P
commutes with the Weingarten operators Aα (for any α ∈ {1, ..., r}).
Remark 4.1. Under the assumptions of the last theorem, if the submanifold
M in M˜ is totally umbilical (or totally geodesic), then the commutativity
between the (1,1) tensor field P and the Weingarten operators Aα (for any
α ∈ {1, ..., r}) has done.
5 On the composition of the immersions on man-
ifolds with (P, g, ξα, uα, (aαβ)r)-structure
Let (M˜ , g˜, P˜ ) be an almost product Riemannian manifold and let (M,g) be
a submanifold of codimension 1, isometric immersed in M˜ (with the induced
metric g onM by g˜ and N2 an unit vector field, normal onM in M˜). On the
other hand, we suppose that (M,g) is an isometric immersed submanifold
of codimension 1 in M and let N1 be an unit vector field, normal on M in
M . Therefore, (M,g) is an isometric immersed Riemannian submanifold in
(M˜, g˜). We may assume that M is imbedded in M and M is imbedded in
M˜ .
From the decomposed of the vector fields P˜X ( X ∈ χ(M )) and P˜N2
respectively, in tangential and normal components at M in M˜ , we obtain
(5.1) P˜X = P X + u2(X)N2,
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for any X ∈ χ(M ) and
(5.2) P˜N2 = ξ2 + a22N2,
where P is an (1.1) tensor field on M , u2 is an 1-form on M , ξ2 is a tangent
vector field on M and a22 is a real function on M .
For r=1, the relations (1.6) and (1.7) for the submanifold M in M˜ are
written in the next proposition:
Proposition 5.1. The almost product Riemannian structure (P˜ , g˜) on a
manifold M˜ induces, on any submanifold M of codimension 1 in M˜ , a
(P , g, u2, ξ2, a22) Riemannian structure (where P is an (1,1) tensor field on
M , u2 is an 1-form on M , ξ2 is a tangent vector field on M and a22 is a
real function on M) with the following properties:
(5.3)

(i) P
2
X = X − u2(X)ξ2, (∀)X ∈ χ(M ),
(ii) u2(P X) = −a22u2(X), (∀)X ∈ χ(M ),
(iii) u2(ξ2) = 1− a222,
(iv) Pξ2 = −a22ξ2,
and
(5.4)

(i) u2(X) = g(X, ξ2), (∀)X ∈ χ(M),
(ii) g(P X, Y ) = g(X,P Y ), (∀)X,Y ∈ χ(M),
(iii) g(P X,P Y ) = g(X,Y ), (∀)X,Y ∈ χ(M). 
From the decomposed of the vector fields PX (X ∈ χ(M)) and PN1
respectively, in the tangential and normal components onM inM , we obtain
(5.5) PX = PX + u1(X)N1, (∀)X ∈ χ(M)
and
(5.6) PN1 = ξ1 + a11N1,
where P is an (1,1) tensor field onM , u1 is an 1-form onM , ξ1 is a tangential
vector field on M and a11 is a real function on M .
On the other hand, the vector field ξ2 ∈ χ(M) can be decomposed in the
tangential and normal components on M in M :
(5.7) ξ2 = ξ
⊤
2 + ξ
⊥
2 ,
and we remark that ξ⊥2 and N1 are collinear.
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Proposition 5.2. The vector fields P˜X ( X ∈ χ(M)), P˜N1 and P˜N2 have
the next decomposes in the tangential and normal parts on M in M˜ :
(5.8)

(i) P˜X = PX + u1(X)N1 + u2(X)N2, (∀)X ∈ χ(M)
(ii) P˜N1 = ξ1 + a11N1 + a12N2,
(iii) P˜N2 = ξ
⊤
2 + a12N1 + a22N2
where P is an (1,1) tensor field on M , u1 is an 1-form on M , ξ1 is a tangent
vector field on M , (aαβ) (with α, β ∈ {1, 2}) is an r × r matrix where its
entries a11, a22 and a12 = a21 = g˜(ξ
⊥
2 , N1) are real functions on M and
u2, ξ
⊤
2 , a22 were defined in the last proposition.
Proof: From the relations (5.1) and (5.5) we obtain
P˜X = PX + u2(X)N2 = PX + u1(X)N1 + u2(X)N2
so, (i) has done.
From the relations (5.1) and (5.6) we obtain
(5.9) P˜N1 = PN1 + u2(N1)N1 = ξ1 + a11N1 + u2(N1)N2.
We denote by u2(N1) := a12. Thus,
(5.10) a12 = g˜(ξ2, N1) = g˜(ξ
⊥
2 , N1)
and from this it follows that
(5.11) ξ⊥2 = g˜(ξ2, N1)N1 = u2(N1)N1 = a12N1.
So, from the equality (5.9) we have (ii) from (5.8).
From the relations (5.2) and (5.7) we have
P˜N2 = ξ
⊤
2 + ξ
⊥
2 + a22N2
and using (5.11) we obtain (iii) from (5.8) (where a21 = a12). 
Theorem 5.1. The structure (P , g, u2, ξ2, a22) (induced on a submanifold
(M,g) of codimension 1 in an almost product Riemannian manifold (M˜, g˜, P˜ ))
also induces, on a submanifold (M,g) of codimension 1 in M , a Rieman-
nian structure (P, g, u1, u2, ξ1, ξ
⊤
2 , (aαβ)) (where P, u1, u2, ξ1, ξ
⊤
2 , (aαβ) were
defined in the last two propositions) which has the following properties:
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(5.12)

(i) P 2X = X − u1(X)ξ1 − u2(X)ξ⊤2 , (∀)X ∈ χ(M)
(ii) u1(PX) = −a11u1(X) − a12u2(X), (∀)X ∈ χ(M)
(iii) u2(PX) = −a21u1(X)− a22u2(X), (∀)X ∈ χ(M)
(iv) u1(ξ1) = 1− a211 − a212,
(v) u2(ξ1) = −a11a12 − a12a22,
(vi) u1(ξ
⊤
2 ) = −a11a12 − a12a22,
(vii) u2(ξ
⊤
2 ) = 1− a212 − a222,
(viii) P (ξ1) = −a11ξ1 − a12ξ⊤2 ,
(ix) P (ξ⊤2 ) = −a12ξ1 − a22ξ⊤2 ,
and the properties which depends on the metric g are:
(5.13)

(i) u1(X) = g(X, ξ1),
(ii) u2(X) = g(X, ξ
⊤
2 ),
(iii) g(PX, Y ) = g(X,PY ),
(iv) g(PX,PY ) = g(X,Y )− u1(X)u1(Y )− u2(X)u2(Y ),
for any X,Y ∈ χ(M).
Proof: From P˜ (P˜X) = X and (5.8) it follows that
P˜ (PX + u1(X)N1 + u2(X)N2) = X
thus we have
P 2X + u1(PX)N1 + u2(PX)N2 + u1(X)(ξ1 + a11N1 + a12N2)+
+u2(X)(ξ
⊤
2 + a12N1 + a22N2) = X
Identifying the tangential components on M from the last equality, we ob-
tain (i) from (5.12). Then, multiplying the last equality by N1 and N2
respectively, and using the equality (5.11) we obtain the relations (ii) and
(iii) from (5.12).
On the other hand, from P˜ (P˜N1) = N1 we obtain
N1 = P˜ (P˜N1) = P˜ (ξ1 + a11N1 + a12N2)
and using the relations (5.8) it follows that
N1 = Pξ1 + u1(ξ1)N1 + u2(ξ1)N2+
+a11(ξ1 + a11N1 + a12N2) + a12(ξ
⊤
2 + a21N1 + a22N2)
Identifying the tangential components on M from the last equality, and
multiplying this relation by N1 and N2 respectively, we obtain, from the
equality (5.11), the relations (iv), (v) and (viii) respectively, from (5.12).
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From P˜ (P˜N2) = N2 we obtain
N2 = P˜ (P˜N2) = P˜ (ξ
⊤
2 + a12N1 + a22N2)
and using the relations (5.8) it follows that
N2 = P (ξ
⊤
2 ) + u1(ξ
⊤
2 )N1 + u2(ξ
⊤
2 )N2+
+a12(ξ1 + a11N1 + a12N2) + a22(ξ
⊤
2 + a21N1 + a22N2)
Identifying the tangential components on M from the last equality and mul-
tiplying this relation by N1 and N2 respectively, we obtain, from (5.11) the
relations (vi), (vii) and (ix) from (5.12).
From
g(PX, Y ) = g˜(P˜X − u1N1 − u2N2, Y ) = g˜(P˜X, Y ) =
= g˜(X, P˜Y ) = g˜(X,PY + u1(Y ) + u2(Y )N2) = g(X,PY )
we obtain the equality (iii) from (5.13).
From
g˜(P˜X,N1) = g˜(X, P˜N1)
and using the relations (5.8), we have
g˜(PX + u1(X)N1 + u2(X)N2, N1) = g˜(X, ξ1 + a11N1 + a12N2)
Thus, u1(X) = g˜(X, ξ1) = g(X, ξ1) and from this we obtain the equality (i)
from (5.13).
From
g˜(P˜X,N2) = g˜(X, P˜N2)
and using the relations (5.8) we have
g˜(PX + u1(X)N1 + u2(X)N2, N2) = g˜(X, ξ
⊤
2 + a12N1 + a22N2)
Thus, u2(X) = g˜(X, ξ
⊤
2 ) = g(X, ξ
⊤
2 ) and from this we have the equality (ii)
from (5.13).
From g(PX, Y ) = g(X,PY ), replacing Y with PY and using the equality
(i) from (5.12) we obtain
g(PX,PY ) = g(X,P 2Y ) = g(X,Y − u1(Y )ξ1 − u2(Y )ξ⊤2 ).
Thus, from the relations (i) and (ii) from (5.13), it follows that
g(PX,PY ) = g(X,Y )− u1(X)u1(Y )− u2(X)u2(Y )
and from this, we obtain the equality (iv) from (5.13). 
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Definition 5.1. We say that a Riemannian immersion is an isometric im-
mersion between two Riemannian manifolds.
Corollary 5.1. Let M be a submanifold of codimension 1, isometric im-
mersed in M , which is also of codimension 1 and isometric immersed in
an almost product Riemannian manifold (M˜, g˜, P˜ ), such that we have the
Riemannian immersions:
(M,g) →֒ (M,g) →֒ (M˜ , g˜)
Then, the induced structure on M by the structure (P˜ , g˜) from M˜ is a
(P, g, u1, u2, ξ1, ξ
⊤
2 , (aαβ))- Riemannian structure (where P , u1, u2, ξ1, ξ
⊤
2 ,
(aαβ) were defined in the last theorem). This structure is determined by the
structure (P , g, u2, ξ2, a22) (induced on M by the structure from M˜) and by
the structure (P, g, u1, ξ1, a11) (induced on a M by the structure from M).
Corollary 5.2. Let M := M1 be a submanifold of codimension r (with
r ≥ 2) in an almost product Riemannian manifold (M˜ , g˜, P˜ ). We make the
following notations: M˜ := Mr+1, g˜ := g
r+1, P˜ := Pr+1, such that we have
the sequence of Riemannian immersions
(M1, g
1) →֒ (M2, g2) →֒ ... →֒ (Mr, gr) →֒ (M˜ , g˜, P˜ )
where gi is an induced metric on M i by the metric gi+1 from Mi+1, (i ∈
{1, ..., r}) and each one of (Mi, gi) is a submanifold of codimension 1, iso-
metric immersed in the manifold (Mi+1, g
i+1) (i ∈ {1, ..., r}). Then, the
structure (P1, g
1, ξ1α1 , u
1
α1 , (a
1
α1β1
)), which is successive induced by the struc-
tures (Pi, g
i, ξiαi , uαi , (a
i
αiβi
)) on the manifoldsMi (i ∈ {2, ..., r}, αi ∈ {i, ..., r})
is the same as the induced structure on (M1, g
1) by the almost product struc-
ture P˜ on M˜ , where the vectorial fields ξ1αi on M1 are the tangential compo-
nents at M of the tangent vectorial fields ξiαi from Mi, the 1-forms u
1
αi are
the restrictions on M of the 1-forms uiαi from Mi (for any i ∈ {2, ..., r} and
αi ∈ {i, ..., r}), and the entries of the r × r matrix (a1α1β1) are defined by
(5.14)
{
a1α1,α1 = g
1(P1(Nα1), Nα1),
a1α1β1 = a
1
β1α1
= g1(ξ1α1 , Nβ1), α1 > β1
for any α1, β1 ∈ {1, ...r}.
6 (P, g, ξα, uα, (aαβ)r) induced structure on subman-
ifolds of codimension 1 or 2 in almost product
Riemannian manifolds
The hypersurfaces imersed in an almost product Riemannian manifolds were
studied by T. Adati ([1], [2]), T. Miyazawa ([26]) and M. Okumura ([29]).
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In the following, we assume that M is a submanifold of codimension 1 in
an almost product Riemannian manifold (M˜, g˜, P˜ ). We denoted by AN := A
(where N is an unit normal vector field at submanifold M in M˜), u1 := u,
ξ1 := ξ and aαβ := a.
From (1.4), (1.5) we obtain
(6.1) P˜X = PX + u(X)N,
for any X ∈ χ(M), and
(6.2) P˜N = ξ + aN
where P is a tensor field on M, u is an 1-form on M, a is a real function on
M and ξ is a tangent vector field on M. The induced structure on M is a
(P, g, u, ξ, a) Riemannian structure. From (1.6) we have:
(6.3)

(i) P 2X = X − u(X)ξ,
(ii) u(PX) = −au(X),
(iii) u(ξ) = 1− a2,
(iv) P (ξ) = −aξ
for any X ∈ χ(M).
From the relations (1.7) we obtain
(6.4)
{
(i) u(X) = g(X, ξ),
(ii) g(PX,PY ) = g(X,Y )− u(X)u(Y )
for any X,Y ∈ χ(M).
Remark 6.1. For a=0, from the relations (1.3), we remark that (P, u, ξ)
is an almost paracontact structure on M and (P, g, u, ξ) is a Riemannian
almost paracontact structure.
The Gauss and Weingarten formulae on the hypersurface M, isometric
immersed in M˜ , have the forms:
(6.5) ∇˜XY = ∇XY + g(AX,Y )N
and
(6.6) ∇˜XN = −AX
respectiverly, for any X,Y ∈ χ(M).
If M is a locally product Riemannian manifold, the formulae (2.6) be-
come:
(6.7)

(i) (∇XP )(Y ) = u(Y )AX + g(AX,Y )ξ,
(ii) (∇Xu)(Y ) = −g(AX,PY ) + a · g(AX,Y ),
(iii)∇Xξ = −P (AX) + a ·AX,
(iv) X(a) = −2u(AX) = −2g(AX, ξ) = −2g(X,Aξ)
for any X,Y ∈ χ(M).
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Remark 6.2. From the relations (6.3)(iii) and (6.4)(i), we remark that
a ∈ (−1, 1) for ξ 6= 0.
Remark 6.3. If a = 0, then the relations (6.3) have the forms:
(6.8)

(i) P 2X = X − u(X)ξ,
(ii) u(PX) = 0,
(iii) u(ξ) = 1,
(iv) P (ξ) = 0,
for any X ∈ χ(M).
Remark 6.4. Let M be a hypersurface in an almost product Riemannian
manifold (M˜, g˜, P˜ ). From the relations (1.3)(iii) and (1.4)(i) we remark that
u(ξ) = 0 so, g(ξ, ξ) = 0, for a2 = 1 and from this we have ξ = 0. Therefore,
from the equality (1.2) we obtain P˜N = a · N and P 2X = X. Thus, the
induced structure P on M becomes an almost product structure and an
eigenvalue of P˜ is a.
Remark 6.5. Let M be a hypersurface in an almost product Riemannian
manifold (M˜, g˜, P˜ ). From (6.3)(iv) we remark that ξ is an eigenvector of a
tensor field P with the eigenvalue −a.
In the following we denote by ξ⊥ = {X ∈ χ(M)/X⊥ξ}.
Remark 6.6. From u(PX) = g(PX, ξ) and u(PX) = −au(X) = −ag(X, ξ)
we obtain g(PX+aX, ξ) = 0 and (PX+aX)⊥ξ, (∀)X ∈ χ(M). We remark
that there is a vector V ∈ ξ⊥ such that PX = −aX + V .
Proposition 6.1. Let M be a hypersurface in an almost product Riemannian
manifold (M˜, g˜, P˜ ), with the structure (P, g, ξ, u, a) induced on M by the
structure P˜ from M˜ . We suppose that ξ 6= 0. A necessary and sufficient
condition for M to be totally geodesic in M˜ is that ∇XP = 0, for any
X ∈ χ(M).
Proof : If M is totally geodesic, then ∇XP = 0 (∀X ∈ χ(M)) from the
equality (6.7)(i).
Conversely, we suppose that ∇XP = 0 and from the equality (6.7)(i) we
obtain
g(AX,Y )ξ + g(Y, ξ)AX = 0.
We may have one of the following situations:
(i) If AX and ξ are linearly dependent vector fields, then there exist a real
number α such that AX = αξ and from this we obtain g(Y, ξ) = 0 for any
Y ∈ χ(M). Thus, for Y = ξ we obtain g(ξ, ξ) = 0 which is equivalent with
ξ = 0 and this is an impossible case.
(ii) If AX and ξ are linearly independent vector fields, then g(AX,Y ) = 0
(for any X,Y ∈ χ(M)). Thus A = 0 and from this we have that M is a
totally geodesic submanifold in M˜ . 
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Proposition 6.2. If M is a hypersurface in an almost product Riemannian
manifold (M˜ , P˜ , g˜), with structure (P, g, ξ, u, a) induced on M by P˜ , then the
following equalities are equivalent:
∇Xu = 0⇔ ∇Xξ = 0.
Proof: If ∇Xu = 0 then we obtain g(AX,PY ) = ag(AX,Y ), from the
equality (6.7)(ii).
From g(AX,PY ) = g(P (AX), Y ) we have g(P (AX)− aAX, Y ) = 0, for
any X,Y ∈ χ(M), and using the equality (6.7)(iii) we have ∇Xξ = 0.
Conversely, we suppose that ∇Xξ = 0 (for any X ∈ χ(M)) and we have
g(∇Xξ, Y ) = 0 from (6.7)(iii). Thus
g(P (AX) − aAX, Y ) = 0⇐⇒ g(AX,PY )− ag(AX,Y ) = 0
for any X,Y ∈ χ(M). Therefore, we obtain ∇Xu = 0, from (ii)(6.7) . 
From the theorem 4.2 we have the following property:
Proposition 6.3. Let M be a hypersurface of a locally product Riemannian
manifold (M˜, g˜, P˜ ), with (P, g, ξ, u, a) induced structure on M by P˜ . We sup-
pose that a 6= ±1. A necessary and sufficient condition for the normality of
structure (P, g, ξ, u, a) is that the tensor field P commutes by the Weingarten
operator A (that is PA = AP ).
From the proposition (3.2) it follows that :
Proposition 6.4. Let M be a hypersurface in a locally product manifold
(M˜, g˜, P˜ ), with the induced structure (P, g, ξ, u, a). The necessary and suf-
ficient condition for the 1-form u on M to be closed (i.e.du = 0) is that the
tensor field P commutes by the Weingarten operator A.
Proposition 6.5. Let M be a hypersurface in a locally product Riemannian
manifold (M˜, g˜, P˜ ) with (P, g, ξ, u, a) induced structure on M. Then ξ is a
Killing vector field with respect to g on M if and only if we have
(6.9) 2aA = PA+AP
where A is the Weingarten operator on M.
Proof: We have that ξ is a Killing vector field on M if and only if
(Lξg)(Y,Z) = 0, (∀)Y,Z ∈ χ(M)
⇐⇒ ξg(Y,Z)− g([ξ, Y ], Z)− g(Y, [ξ, Z]) = 0
⇐⇒ ξg(Y,Z)− g(∇ξY −∇Y ξ, Z)− g(Y,∇ξZ −∇Zξ) = 0
⇐⇒ ξg(Y,Z) − g(∇ξY,Z)− g(Y,∇ξZ)︸ ︷︷ ︸
=0
+g(∇Y ξ, Z) + g(Y,∇Zξ) = 0
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so
(6.10) g(∇Y ξ, Z) + g(Y,∇Zξ) = 0, (∀)Y,Z ∈ χ(M)
Using the equality (6.7)(iii) we obtain that (6.10) is equivalent with
g(−PANY + aANY,Z) + g(−PANZ + aANZ, Y ) = 0
⇐⇒ g(2aANY − PANY −AN (PY ), Z) = 0, (∀)Y,Z ∈ χ(M)
which is equivalent with the equality (6.9). 
Corollary 6.1. Let M be a hypersurface of a locally product Riemannian
manifold (M˜, g˜, P˜ ), with the normal induced structure (P, g, ξ, u, a). Then ξ
is a Killing vector field with respect to g on M if and only if we have
(6.11) aA = PA = AP
where A is the Weingarten operator on M.
Proposition 6.6. Let M be a hypersurface of a locally product Riemannian
manifold (M˜ , g˜, P˜ ), with a normal induced structure (P, g, ξ, u, a) and ξ is
a Killing vector field. If a2 6= 1, then rank A =1 and ξ is an eigenvector of
the Weingarten operator A, with the eigenvalue ξ(a)
2(a2−1)
.
Proof: From the corollary 6.1 we have PA = aA. Thus, P 2A = aPA = a2A
and we have
P 2(AX) = a2AX, (∀)X ∈ χ(M)
Using the equality (6.3)(i) we obtain AX − u(AX)ξ = a2AX, so
(6.12) (a2 − 1)AX = −u(AX)ξ, (∀)X ∈ χ(M)
From (6.7)(iv) and (6.12) (with a2 6= 1) we have
(6.13) AX =
X(a)
2(a2 − 1)ξ (∀)X ∈ χ(M)
and from this we remark that rank A=1. More of this, if we put X = ξ in
the equality (6.13) we obtain
(6.14) A(ξ) =
ξ(a)
2(a2 − 1)ξ (∀)X ∈ χ(M)
thus ξ is a eigenvector of Weingarten operator A, and its eigenvalue is
ξ(a)
2(a2−1)
.
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Remark 6.7. Under the assumption of the last proposition, if
(6.15) e1 =
ξ√
1− a2 ,
then
A(e1) = A(
ξ√
1− a2 ) =
1√
1− a2A(ξ) =
ξ(a)
2(a2 − 1)
ξ√
1− a2 =
ξ(a)
2(a2 − 1)e1
Therefore, e1 is eigenvector of the Weingarten operator A and its eigenvalue
is ξ(a)
2(a2−1)
.
Let (e1, ..., en) be an orthonormal basis of a tangent space TxM , for any
x ∈ M . From (6.13) we have KerA = n − 1 and we obtain A(ei) = 0 for
any i ∈ {2, ..., n}. Thus, the first eigenvalue of the Weingarten operator is
(6.16) k1 =
ξ(a)
2(a2 − 1)
and the others are
(6.17) k2 = ... = kn = 0
More of them, the mean vector field H of hipersurface M in M˜ is
H =
1
n
traceA ·N = 1
n
k1N
and we have
(6.18) H =
ξ(a)
2n(a2 − 1)N.
Proposition 6.7. Let M be a hypersurface in a locally product Riemannian
manifold (M˜, g˜, P˜ ), with the normal induced structure (P, g, ξ, u, a). If we
have a2 6= 1 and ξ(a) = 0, then M is totally geodesic in M˜ .
Proof: From (6.16) (with ξ(a) = 0) and (6.17) we obtain
k1 = k2 = ... = kn = 0,
so, the Weingarten operator A=0 and we have that M is totally geodesic in
M˜ . 
Proposition 6.8. Let M be a totally umbilical hypersurface (i.e A = λI) in
a locally product manifold (M˜, g˜, P˜ ), with the induced structure (P, g, ξ, u, a).
Then we have:
(6.19)

(i) (∇XP )(Y ) = λg(Y, ξ)X + λg(X,Y )ξ,
(ii) (∇Xu)(Y ) = −λg(X,PY ) + aλg(X,Y ),
(iii)∇X(ξ) = −λPX + aλX, ∇ξξ = 2aλξ,
(iv) X(a) = −2λg(X, ξ)
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for any X,Y ∈ χ(M).
Proof: We have
g(ANX,Y ) = λg(X,Y )
because M is totally umbilical in M˜ and using (6.7) we obtain (6.19). 
Proposition 6.9. If M is a totally umbilical hypersurface in a locally product
Riemannian manifold (M˜ , g˜, P˜ ), with the induced structure (P, g, ξ, u, a),
then the 1-form u is closed.
Proof: Using the equalities (6.19)(ii) and (3.19), we obtain
du(X,Y ) = (∇Xu)(Y )− (∇Y u)(X) = λ(g(PX, Y )− g(X,PY )) = 0
Thus, the 1-form u is closed. 
Corollary 6.2. Let M be a totally umbilical submanifold in a locally product
Riemannian manifold (M˜ , g˜, P˜ ), with the induced structure (P, g, ξ, u, a).
Then, it follows that
(6.20)

(i) (∇XP )(ξ) = λ(1− a2)X,
(ii) (∇ξP )(X) = 2λg(X, ξ)ξ,
(iii) (∇Xu)(ξ) = 2aλg(X, ξ),
for any X ∈ χ(M).
Proof:
For Y = ξ in the relations (6.19)(i),(ii) and using the equality (6.3)(iii), we
obtain (i) and (iii) from (6.20). If X = ξ in the equality (6.19)(i) we obtain
(ii) from (6.20). 
Corollary 6.3. Let M be a totally umbilical submanifold in a locally product
manifold (M˜, g˜, P˜ ), with the induced structure (P, g, ξ, u, a) and X ∈ ξ⊥
(where ξ⊥ = {X ∈ χ(M)/X⊥ξ}). Then we have
(6.21)

(i) (∇ξP )(X) = 0,
(ii) (∇Xu)(ξ) = 0,
(iii)X(a) = 0 =⇒ a = constant
for any X ∈ χ(M).
Remark 6.8. Let M be a hypersurface in a locally product Riemannian
manifold (M˜, g˜, P˜ ), with the induced structure (P, g, ξ, u, a). We suppose
that (e1, ..., en) is an othonormal basis of the tangent space TxM , (for any
x ∈ M). Then divξ = trace(ei → ∇eiξ) and using (6.19)(iii) we obtain
∇eiξ = λ(aI − P )(ei). So,
(6.22) divξ = λ(na− traceP )
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Therefore, if divξ = 0 it follows that traceP = na.
In the following we assume that M is an n-dimensional submanifold of
codimension 2 in an almost product Riemannian manifold (M˜, g˜, P˜ ), with
induced structure (P, g, uα, ξα, (aαβ)2) on M (α, β ∈ {1, 2}). We suppose
that the normal connection vanishes identically (thus lαβ = 0). In these
conditions, the relations (1.6) and (1.7) from Theorem 1.1 have the following
forms:
(6.23)

(i) P 2X = X − u1(X)ξ1 − u2(X)ξ2,
(ii) u1(PX) = −a11u1(X) − a12u2(X),
(iii) u2(PX) = −a21u1(X)− a22u2(X),
(iv) u1(ξ1) = 1− a211 − a212,
(v) u2(ξ2) = 1− a212 − a222,
(vi) u1(ξ2) = u2(ξ1) = −a12(a11 + a22),
(vii) P (ξ1) = −a11ξ1 − a12ξ2,
(viii) P (ξ2) = −a21ξ1 − a22ξ2,
(ix) g(PX,PY ) = g(X,Y )− u1(X)u1(Y )− u2(X)u2(Y )
for any X,Y ∈ χ(M).
We denote by A :=
(
a11 a12
a21 a22
)
.
Remark 6.9. A simplifier assumption for these relations is a11 + a22 = 0
thus, traceA = 0, which is equivalent with ξ1⊥ξ2. Under this assumption,
if we denote a11 = −a22 = a, a12 = a21 = b and 1 − a2 − b2 = σ, from the
relations (ii)-(vii) (2.1), we easily see that
(6.24)

(i) u1(ξ1) = u2(ξ2) = σ ⇐⇒ g(ξ1, ξ1) = g(ξ2, ξ2) = σ,
(ii) u2(ξ1) = u1(ξ2) = 0⇐⇒ g(ξ1, ξ2) = 0,
(iii) u1(PX) = −au1(X)− bu2(X),
(iv) u2(PX) = −bu1(X) + au2(X),
(v) P (ξ1) = −aξ1 − bξ2,
(vi) P (ξ2) = −bξ1 + aξ2.
Furthermore, from (2.6), under the assumption that the normal connec-
tion ∇⊥ vanishes identically (i.e. lαβ = 0), we obtain
(6.25) (∇XP )(Y ) = g(A1X,Y )ξ1 + g(A2X,Y )ξ2+
+g(Y, ξ1)A1X + g(Y, ξ2)A2X,
(6.26)
{
(∇Xu1)(Y ) = −g(A1X,PY ) + ag(A1X,Y ) + bg(A2X,Y ),
(∇Xu2)(Y ) = −g(A2X,PY ) + bg(A1X,Y )− ag(A2X,Y ).
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and
(6.27)
{
∇Xξ1 = −P (A1X) + aA1X + bA2X,
∇Xξ2 = −P (A2X) + bA1X − aA2X.
and
(6.28)
{
(i) X(a) = −2g(A1X, ξ1),
(ii) X(b) = −g(A1X, ξ2)− g(A2X, ξ1)
for any X,Y ∈ χ(M).
Lemma 6.1. Let M be an n-dimensional submanifold of codimension 2 in
an locally product Riemannan manifold (M˜, g˜, P˜ ), with the normal induced
structure (P, g, uα, ξα, (aαβ)r). If the normal connection ∇⊥ vanishes iden-
tically (i.e. lαβ = 0), then the following equation is good
(6.29) g(Y, ξ1)B1(X) + g(Y, ξ2)B2(X) + C1(X,Y )ξ1 +C2(X,Y )ξ2 = 0,
for any X,Y ∈ χ(M).
Proof: By virtue of (3.40) we obtain :
(6.30) g(X, ξ1)B1(Y ) + g(X, ξ2)B2(Y ) = g(Y, ξ1)B1(X) + g(Y, ξ2)B2(X),
for any X,Y ∈ χ(M). Multiplying by Z ∈ χ(M) the equality (6.30) we have
g(X, ξ1)g(B1(Y ), Z) + g(X, ξ2)g(B2(Y ), Z) =
= g(Y, ξ1)g(B1(X), Z) + g(Y, ξ2)g(B2(X), Z),
and using the notation (ii) from (3.36) it follows that
(6.31) g(X, ξ1)C1(Y,Z) + g(X, ξ2)C2(Y,Z) =
= g(Y, ξ1)C1(X,Z) + g(Y, ξ2)C2(X,Z),
for any X,Y,Z ∈ χ(M). Inverting Y by Z in the last equality we obtain
(6.31)′ g(X, ξ1)C1(Z, Y ) + g(X, ξ2)C2(Z, Y ) =
= g(Z, ξ1)C1(X,Y ) + g(Z, ξ2)C2(X,Y ).
Summating the relations (6.30) and (6.31)’, and using the skew-symmetry
of C1 and C2 (from (3.36)(ii)), we obtain
g(Y, ξ1)C1(X,Z)+g(Y, ξ2)C2(X,Z)+g(Z, ξ1)C1(X,Y )+g(Z, ξ2)C2(X,Y ) = 0
which is equivalent with
g(Y, ξ1)g(B1(X), Z) + g(Y, ξ2)g(B2(X), Z)+
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+g(Z, ξ1)g(B1(X), Y ) + g(Z, ξ2)g(B2(X), Y ) = 0
Hence,
g(g(Y, ξ1)B1(X), Z) + g(g(Y, ξ2)B2(X), Z)+
+g(Z, g(B1(X), Y )ξ1) + g(Z, g(B2(X), Y )ξ2) = 0
and it follows that
g([g(Y, ξ1)B1(X)+g(Y, ξ2)B2(X)+g(B1(X), Y )ξ1+g(B2(X), Y )ξ2)], Z) = 0
for any Z ∈ χ(M) and from this we obtain (6.29). 
Lemma 6.2. Let M be an n-dimensional submanifold of codimension 2 in
an locally product Riemannan manifold (M˜, g˜, P˜ ), with the normal induced
structure (P, g, uα, ξα, (aαβ)r). If the normal connection ∇⊥ vanishes iden-
tically (i.e. lαβ = 0) and σ 6= 0 then, the following equalities are good
(6.32)

(i) B1(ξ1) = 0,
(ii) B2(ξ2) = 0,
(iii) B1(ξ2) = 0,
(iv) B2(ξ1) = 0.
Proof: By virtue of (6.29) with X = Y = ξ1, we obtain
(6.33) g(ξ1, ξ1)B1(ξ1) + g(ξ1, ξ2)B2(ξ1)+
+g(B1(ξ1), ξ1)ξ1 + g(B2(ξ1), ξ1)ξ2 = 0.
Using g(ξ1, ξ1) = σ 6= 0, g(ξ1, ξ2) = 0, g(B1(ξ1), ξ1) = C1(ξ1, ξ1) = 0
and g(B2(ξ1), ξ1) = C2(ξ1, ξ1) = 0 we obtain B1(ξ1) = 0, from the skew-
symmetry of C1 and C2.
From the equality (6.29) with X = Y = ξ2, we obtain
(6.34) g(ξ2, ξ1)B1(ξ2) + g(ξ2, ξ2)B2(ξ2)+
+g(B1(ξ2), ξ2)ξ1 + g(B2(ξ2), ξ2)ξ2 = 0,
Using that g(ξ2, ξ2) = σ 6= 0, g(ξ1, ξ2) = 0, g(B1(ξ2), ξ2) = C1(ξ2, ξ2) = 0
and g(B2(ξ2), ξ2) = C2(ξ2, ξ2) = 0 we obtain B2(ξ2) = 0, from the skew-
symmetry of C1 and C2.
If we put X = ξ1 and Y = ξ2 in (6.29), we obtain
(6.35) g(ξ2, ξ1)B1(ξ1) + g(ξ2, ξ2)B2(ξ1)+
+g(B1(ξ1), ξ2)ξ1 + g(B2(ξ1), ξ2)ξ2 = 0,
Using g(ξ2, ξ2) = σ 6= 0, g(ξ1, ξ2) = 0, B1(ξ1) = 0 and
g(B2(ξ1), ξ2) = C2(ξ1, ξ2) = −C2(ξ2, ξ1) = −g(B2(ξ2), ξ1) = 0
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and replacing these in (6.35) we obtain B2(ξ1) = 0.
Using the equality (6.29) with X = ξ2 and Y = ξ1 we obtain
(6.36) g(ξ1, ξ1)B1(ξ2) + g(ξ1, ξ2)B2(ξ2)+
+g(B1(ξ2), ξ1)ξ1 + g(B2(ξ2), ξ1)ξ2 = 0,
and from g(ξ1, ξ1) = σ 6= 0, g(ξ1, ξ2) = 0, B2(ξ2) = 0, B1(ξ1) = 0 and
g(B1(ξ2), ξ1) = C1(ξ2, ξ1) = −C1(ξ1, ξ2) = −g(B1(ξ1), ξ2) = 0
we have B1(ξ2) = 0. 
Under the assumption for the codimension r=2, the following proposition
can be considered as a particular case of the theorem 4.1. Using the last two
lemmas, we could make another proof of this, which will be done below:
Proposition 6.10. We suppose that M is a submanifold of codimension
2 in a locally product Riemannian manifold (M˜ , g˜, P˜ ), with the normal in-
duced structure (P, g, uα, ξα, (aαβ)2). If the normal connection ∇⊥ vanishes
identically (i.e. lαβ = 0), traceA = 0 and σ 6= 0, then P commutes with
the Weingarten operators Aα (α ∈ {1, 2}), thus the following relations take
place:
(6.37)
{
(i) (PA1 −A1P )(X) = 0, (∀)X ∈ χ(M)
(ii) (PA2 −A2P )(X) = 0, (∀)X ∈ χ(M)
Proof: With Y = ξ1 in the equality (6.29) we obtain
(6.38) g(ξ1, ξ1)B1(X) + g(ξ1, ξ2)B2(X)+
+g(B1(X), ξ1)ξ1 + g(B2(X), ξ1)ξ2 = 0,
and from g(ξ1, ξ1) = σ 6= 0, g(ξ1, ξ2) = 0 we have
(6.39) g(Bα(X), ξβ) = Cα(X, ξβ) = −Cα(ξβ,X) = −g(Bα(ξβ),X) = 0
where α, β ∈ {1, 2}. From the last lemma we have Bα(ξβ) = 0, for any
α, β ∈ {1, 2}. Therefore we obtain B1X = 0, for any X ∈ χ(M), so we have
(i) from (6.37).
With Y = ξ2 in (6.29), we obtain
(6.40) g(ξ2, ξ1)B1(X) + g(ξ2, ξ2)B2(X)+
+g(B1(X), ξ2)ξ1 + g(B2(X), ξ2)ξ2 = 0.
From g(ξ2, ξ2) = σ 6= 0, g(ξ1, ξ2) = 0, using the equality (6.40) and the
relations (ii) and (iii) from the last lemma then we obtain B2X = 0, for any
X ∈ χ(M), so we have (ii) from (6.37). 
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Proposition 6.11. Let M be a submanifold of codimension 2 in a locally
product Riemannian manifold (M˜, g˜, P˜ ), with the normal induced structure
(P, g, uα, ξα, (aαβ)2). If the normal connection ∇⊥ vanishes identically (i.e.
lαβ = 0), traceA = 0 and σ 6= 0, then the relations occur:
(6.41)

(i) A1ξ1 =
1
σh1(ξ1, ξ1)ξ1 +
1
σh1(ξ1, ξ2)ξ2,
(ii) A1ξ2 =
1
σh1(ξ1, ξ2)ξ1 +
1
σh1(ξ2, ξ2)ξ2,
(iii) A2ξ1 =
1
σh2(ξ1, ξ1)ξ1 +
1
σh2(ξ1, ξ2)ξ2,
(iv) A2ξ2 =
1
σh2(ξ1, ξ2)ξ1 +
1
σh2(ξ2, ξ2)ξ2.
Proof: Applying P in (6.37)(i) it follows that
(6.42) P 2A1X = PA1PX,
for any X ∈ χ(M). Using the equality (6.23)(i) we obtain
(6.43) A1X − u1(A1X)ξ1 − u2(A1X)ξ2 = PA1PX,
for any X ∈ χ(M).
If we put in (6.43) X = ξ1 and X = ξ2, respectively, we obtain
(6.44) A1ξ1 + aPA1ξ1 + bPA1ξ2 = h1(ξ1, ξ1)ξ1 + h1(ξ1, ξ2)ξ2
and
(6.45) A1ξ2 + bPA1ξ1 − aPA1ξ2 = h1(ξ1, ξ2)ξ1 + h1(ξ2, ξ2)ξ2.
from the equalities (6.24)(v) and (vi).
We replace X → PX in the equality (6.37)(i) so, PA1PX = A1P 2X
and using the equality (6.23)(i), we obtain
(6.46) PA1PX = A1X − u1(X)A1ξ1 − u2(X)A1ξ2,
for any X ∈ χ(M).
If we put X = ξ1 and X = ξ2 respectively in (6.46) we obtain
(6.47) (σ − 1)A1ξ1 − aPA1ξ1 − bPA1ξ2 = 0,
and
(6.48) (σ − 1)A1ξ2 − bPA1ξ1 + aPA1ξ2 = 0.
from the equalities (6.24)(v) and (vi).
Summating the relations (6.44) and (6.47), for σ 6= 0, we obtain (i) from
(6.41). Summating the relations (6.45) and (6.48) we obtain, for σ 6= 0, the
equality (ii) from (6.41).
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Applying P in the equality (6.37)(ii),it follows that
(6.49) P 2A2X = PA2PX,
for any X ∈ χ(M) and using (6.23)(i), we obtain
(6.50) A2X − u1(A2X)ξ1 − u2(A2X)ξ2 = PA2PX,
for any X ∈ χ(M).
For X = ξ1 and X = ξ2, respectively in (6.50), and using the equalities
(6.24)(v) and (vi), we obtain
(6.51) A2ξ1 + aPA2ξ1 + bPA2ξ2 = h2(ξ1, ξ1)ξ1 + h2(ξ1, ξ2)ξ2
and
(6.52) A2ξ2 + bPA2ξ1 − aPA2ξ2 = h2(ξ1, ξ2)ξ1 + h2(ξ2, ξ2)ξ2.
We replace X → PX in the equality (6.37)(ii) so, PA2PX = A2P 2X
and using the equality (6.23)(i), we obtain
(6.53) PA2PX = A2X − u1(X)A2ξ1 − u2(X)A2ξ2,
for any X ∈ χ(M).
For X = ξ1 and X = ξ2, respectively in (6.53), and using the equalities
(6.24)(v) and (vi), we obtain
(6.54) (σ − 1)A2ξ1 − aPA2ξ1 − bPA2ξ2 = 0,
and
(6.55) (σ − 1)A2ξ2 − bPA2ξ1 + aPA2ξ2 = 0.
Summating the relations (6.51) and (6.55) we obtain , for σ 6= 0, the equality
(iii) from (6.41). Summating the relations (6.52) and (6.55) we obtain, for
σ 6= 0, the equality (iv) from (6.41). 
7 Some examples of structures (P, g, ξα, uα, (aαβ)r)
induced on submanifolds of Euclidean space
Exemple 1. We suppose that the ambient space is M˜ = E2p and for
any x ∈ E2p we have x = (x1, ..., xp, y1, ..., yp) := (xi, yi). The tangent space
TxE
2p is isomorphic to E2p. Let P˜ : E2p → E2p an almost product structure
on E2p such that
(7.2) P˜ (x1, ..., xp, y1, ..., yp) = (y1, ..., yp, x1, ..., xp)
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Thus, (P˜ , <>) is an almost product Riemannian structure on E2p. We show
that any hypersphere S2p−1 →֒ E2p has an (a, 1)f Riemannian structure, by
constructing it in a effective way.
The equation of sphere S2p−1(R) is
(7.3) (x1)2 + ...+ (xp)2 + (y1)2 + ...+ (yp)2 = R2
where R is its radius and (x1, ..., xp, y1, ..., yp) are the coordinates of any
point x ∈ S2p−1(R). We have that
(7.4) N =
1
R
(x1, ..., xp, y1, ..., yp)
is a unit normal vector in x on sphere S2p−1(R) and
(7.5) P˜N =
1
R
(y1, ..., yp, x1, ..., xp)
We denote by (X1, ...,Xp, Y 1, ..., Y p) a tangent vector in x at S2p−1(R).
Hence we have
(7.6)
p∑
i=1
xiXi +
p∑
i=1
yiY i = 0
If we decompose P˜N in the tangential and normal components, we obtain
(7.7) P˜N =
1
R
(ξ1, ..., ξp, η1, ..., ηp) + a · 1
R
(x1, ..., xp, y1, ..., yp)
From the relations (7.5) and (7.7) we have
(7.8) ξi = yi − axi, ηi = xi − ayi
But (ξ1, ..., ξp, η1, ..., ηp) is tangent at the sphere S2p−1(R) and from this we
obtain
(7.9)
p∑
i=1
xiξi +
p∑
i=1
yiηi = 0
Using (7.8), it follows that
p∑
i=1
xiyi − a
p∑
i=1
(xi)2 +
p∑
i=1
xiyi − a
p∑
i=1
(yi)2 = 0
So, from the equation (7.3) we have
(7.10) a =
2
R2
p∑
i=1
xiyi
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Therefore, the matrix A becomes a real function a on S2p−1(R). Moreover,
from equality (7.8) we obtain the tangential component of P˜N at sphere
S2p−1(R)
(7.11) ξ =
1
R
(y1 − ax1, ..., yp − axp, x1 − ay1, ..., xp − ayp)
where a was defined in (7.10).
Using the equality (7.11) in u(X) =< X, ξ >, withX = (X1, ...,Xp, Y 1, ..., Y p)
a tangent vector in x at sphere S2p−1(R), then we have
u(X) =
1
R
[
p∑
i=1
yiXi − a
p∑
i=1
(xiXi + yiY i) +
p∑
i=1
xiY i]
and from (7.6) we obtain
(7.12) u(X) =
1
R
(
p∑
i=1
xiY i +
p∑
i=1
yiXi)
From PX = P˜X − u(X)N we obtain
PX = (Y 1, ..., Y p,X1, ...,Xp)− u(X)
R
(x1, ..., xp, y1, ..., yp)
and from this we have
(7.13) PX = (Y 1 − u(X)R x1, ...Y p − u(X)R xp,X1 − u(X)R y1, ...,Xp − u(X)R yp)
whereX = (X1, ...,Xp, Y 1, ..., Y p) is a tangent vector in x = (x1, ..., xp, y1, ..., yp)
at sphere and u(X) was defined in (7.12). Moreover, PX is tangent at
S2p−1(R) because
< PX,N >=
p∑
i=1
xiY i − u(X)
R
p∑
i=1
(xi)2 +
p∑
i=1
yiXi − u(X)
R
p∑
i=1
(yi)2 =
=
p∑
i=1
(xiY i+yiXi)−u(X)
R
p∑
i=1
[(xi)2+(yi)2] =
p∑
i=1
(xiY i+yiXi)−u(X)·R = 0
so we have < PX,N >= 0.
Furthermore, if X and Y are tangent vectors of the sphere S2p−1(R),
then we have
< PX,Y >=< P˜X, Y >=< P˜ 2X, P˜Y >=< X, P˜Y >=< X,PY > .
For Y = (X ′1, ...,X ′p, Y ′1, ..., Y ′p) we have PY = (Y ′i− u(Y )R xi,X ′i− u(Y )R yi)
Thus,
< PX,PY >=
∑
i
(Y i−u(X)
R
xi)(Y ′i−u(Y )
R
xi)+
∑
i
(Xi−u(X)
R
yi)(X ′i−u(Y )
R
yi) =
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=
∑
i
(XiX ′i + Y iY ′i) +
u(X)u(Y )
R2
∑
i
((xi)2 + (yi)2)︸ ︷︷ ︸
R2
−
−u(X)
R
∑
i
(xiY ′i + yiX ′i)︸ ︷︷ ︸
R·u(Y )
−u(Y )
R
∑
i
(xiY i + yiXi)︸ ︷︷ ︸
R·u(X)
and from this we have < PX,PY >=< X,Y > −u(X)u(Y ), for any tangent
vectors X and Y on the sphere S2p−1(R), in any point x ∈M .
Therefore, from the relations (7.10), (7.11), (7.12), (7.13) we have a
(P, ξ, u, a) induced structure by P˜ from E2p on the sphere S2p−1(R). This
structure is a normal (a, 1)f Riemannian structure, because S2p−1(R) is the
totally umbilical hypersurface in E2p and from this we have that the tensor
field P commutes with the Weingarten operator A.
Example 2. Let S2p−1(1) a hypersphere of the Euclidean space E2p
(p ≥ 2), endowed with an almost product Riemannian structure (P˜ , < >)
from the previous example. We have seen, from above, that on any hyper-
sphere S2p−1(1) we have an induced structure (P, ξ, u, a). It is obvious that
E2p = Ep × Ep and in each of Ep we can get a hypersphere
(7.14) Sp−1(r1) = {(x1, ..., xp),
p∑
i=1
(xi)2 = r21},
and
(7.15) Sp−1(r2) = {(y1, ..., yp),
p∑
i=1
(yi)2 = r22},
respectively, with the assumption that r21 + r
2
2 = 1.
We construct the product manifold Sp−1(r1) × Sp−1(r2) (such in [17],
pg.116-117).
Any point x ∈ Sp−1(r1)×Sp−1(r2) has the coordinates (x1, ..., xp, y1, ..., yp)
with the properties
∑p
i=1(x
i)2 = r21 and
∑p
i=1(y
i)2 = r22. This manifold is
a submanifold of codimension 2 in E2p. Furthermore, Sp−1(r1) × Sp−1(r2)
(with r21+ r
2
2 = 1) is a submanifold of codimension 1 in S
2p−1(1). Therefore
we have the successive imbedded
(7.16) Sp−1(r1)× Sp−1(r2) →֒ S2p−1(1) →֒ E2p
The tangent space in a point x = (x1, ..., xp, y1, ..., yp) at the product of
spheres Sp−1(r1)× Sp−1(r2) is
T(x1,...,xp,0,...,0)S
p−1(r1)⊕ T(0,...,0,y1,...,yp)Sp−1(r2)
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A vector (U1, ..., Up) from TxE
p (with x = (x1, ..., xp)) is tangent to
Sp−1(r1) if
(7.17)
p∑
i=1
U ixi = 0
and it can be identified by (U1, ..., Up, 0, ..., 0) from E2p.
A vector (V 1, ..., V p) from TyE
p (with y = (y1, ..., yp)) is tangent to
Sp−1(r2) if
(7.18)
p∑
i=1
V iyi = 0
and it can be identified by (0, ..., 0, V 1, ..., V p) from E2p.
Consequently, for any (x, y) := (x1, ..., xp, y1, ..., yp) ∈ Sp−1(r1)×Sp−1(r2)
we have
(U1, ..., Up, V 1, ..., V p) := (U i, V i) ∈ T(x,y)(Sp−1(r1)× Sp−1(r2))
if and only if
(7.19)
p∑
i=1
U ixi = 0,
p∑
i=1
V iyi = 0.
Furthermore, from (7.19) we remark that
∑p
i=1(U
ixi+V iyi) = 0 so (U i, V i)
is a tangent vector at S2p−1(1) in any (x, y) ∈ Sp−1(r1) × Sp−1(r2). From
this it follows that
(7.20) T(x,y)(S
p−1(r1)× Sp−1(r2)) ⊂ T(x,y)S2p−1,
for any (x, y) ∈ Sp−1(r1)× Sp−1(r2).
We denote by N2 the normal unit vector at S
2p−1(1) in a point (x,y).
Thus, we have
(7.21) N2 = (x
1, ..., xp, y1, ..., yp),
from
∑p
i=1(x
1)2 +
∑p
i=1(y
1)2 = r21 + r
2
2 = 1. On the other hand, N2 is a
normal vector field at (Sp−1(r1) × Sp−1(r2)), when it is considered in its
points. Let
(7.22) N1 = (
r2
r1
x1, ...,
r2
r1
xp,−r1
r2
y1, ...,−r1
r2
yp) := (
r2
r1
xi,−r1
r2
yi),
be a vector in any (x, y) ∈ Sp−1(r1)× Sp−1(r2). We remark that
< N1, N2 >=
r2
r1
∑
i
(xi)2 − r1
r2
∑
i
(yi)2 =
r2
r1
r21 −
r1
r2
r22 = 0,
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Therefore N2 is orthogonal to N1 in any (x, y) ∈ Sp−1(r1) × Sp−1(r2) and
from this we have that N1 is a tangent vector at S
2p−1(1). Moreover, N1 is
a unit vector because
< N1, N1 >=
r22
r21
∑
i
(xi)2 +
r21
r22
∑
i
(yi)2 = r22 + r
2
1 = 1
in any (x, y) ∈ Sp−1(r1)× Sp−1(r2).
Let U = (U1, ..., Up, V 1, ..., V p) := (U i, V i) be a tangent vector at Sp−1(r1)×
Sp−1(r2) in any its point (x
i, yi). From (7.19) we have
< U,N1 >=
r2
r1
∑
i
xiU i − r1
r2
∑
i
yiV i = 0
soN1 is a normal vector field at S
p−1(r1)×Sp−1(r2) in any (x, y) ∈ Sp−1(r1)×
Sp−1(r2), and (N1, N2) is an orthonormal basis in T
⊥
(xi,yi)
Sp−1(r1)×Sp−1(r2)
in any point (x, y) ∈ Sp−1(r1)× Sp−1(r2).
We have the induced structure (P, ξ, u, a) on S2p−1(1) which was con-
structed in (7.10), (7.11), (7.12), (7.13). In the following we find the induced
structure on Sp−1(r1)×Sp−1(r2) by the structure (P, ξ, u, a) on S2p−1(1), us-
ing the propositions 5.1 and 5.2. Thus, we shall have a (P0, ξ0, ξ
⊤, u0, u, (aαβ))
induced structure on the submanifold Sp−1(r1)×Sp−1(r2) by the (P, ξ, u, a)
structure on S2p−1(1).
Using the relations (7.12) and (7.22) we have
u(N1) =
∑
i
(−xiyi r1
r2
+
r2
r1
xiyi) = (
r2
r1
− r1
r2
)
∑
i
xiyi
We denote by λ := r2r1 −
r1
r2
and by σ :=
∑
i x
iyi. Then, it follows that
(7.23) u(N1) = λσ
From the equality (7.10), with R = 1, we have
(7.24) a = 2
p∑
i=1
xiyi = 2σ.
If we decomposed P (N1) in normal and tangential components at S
p−1(r1)×
Sp−1(r2) in S
2p−1(1) we obtain
(7.25) P (N1) = (ξ
1, ..., ξp, η1, ..., ηp) + bN1
where (ξ1, ..., ξp, η1, ..., ηp) is a tangent field at Sp−1(r1)× Sp−1(r2) and b is
a real function on this submanifold. Using the equality (7.13) we obtain
(7.26)
P (N1) = (−r1
r2
y1 − λσx1, ...,−r1
r2
yp − λσxp, r2
r1
x1 − λσy1, ..., r2
r1
xp − λσyp)
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Thus, from (7.22), (7.25) and (7.26), we obtain
(7.27)
{
(i) ξi = −b r2r1xi − r1r2 yi − λσxi,
(ii) ηi = b r1r2 y
i + r2r1x
i − λσyi.
Hence, from (7.27)(i) and using that
∑
i ξ
ixi = 0 (because (ξ1, ..., ξp, η1, ..., ηp)
is tangent to Sp−1(r1)× Sp−1(r2)), we obtain
br1r2 = −r1
r2
σ − (r2
r1
− r1
r2
)r21σ
Furthermore, from r21 + r
2
2 = 1 we have
(7.28) b = −2σ.
From (7.27) and (7.28), the tangential component at P (N1) is
(7.29) ξ0 = (ξ
1, ..., ξp, η1, ..., ηp) := (ξi, ηi) = (
σ
r1r2
xi− r1
r2
yi,
r2
r1
xi− σ
r1r2
yi).
From u0(X) =< X, ξ0 > (where X = (X
i, Y i) is a tangent vector field
of Sp−1(r1)× Sp−1(r2)), we can find the 1-form u0. So, using
∑
iX
ixi = 0
and
∑
i Y
iyi = 0, we obtain
(7.30) u0(X) =
r2
r1
∑
i
xiY i − r1
r2
∑
i
yiXi.
We denoted by P0 the tangent component of the (1,1) tensor field P
(defined in (7.13)) at Sp−1(r1) × Sp−1(r2). For the tangent vector field
(X1, ...,Xp, Y 1, ..., Y p) := (Xi, Y i) at Sp−1(r1)× Sp−1(r2), we have
(7.31) P0(X
i, Y i) = P (Xi, Y i)− u0(Xi, Y i)N1
From (7.13), (7.22) and (7.31) it follows that
(7.32) P0(X
i, Y i) = (Y i − 1
r21
(
p∑
j=1
xjY j)xi,Xi − 1
r22
(
p∑
j=1
Xjyj)yi)
On the other hand, from (5.11) we have
ξ⊥ =< ξ,N1 > N1 = u(N1)N1
and from (7.23) it follows that
(7.33) ξ⊥ = λσN1 = σ((
r22
r21
− 1)xi, (r
2
1
r22
− 1)yi)
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From ξ⊤ = ξ − ξ⊥ and using the relations (7.11) and (7.33) we obtain
(7.34) ξ⊤ = (yi − σ
r21
xi, xi − σ
r22
yi)
From (5.10) we can find the entries a12 = a21 of the 2× 2 matrix A. Hence,
(7.35) a12 =< ξ,N1 >= u(N1) = λσ
Therefore, from the relations (7.24), (7.28) and (7.35) we obtain the matrix
A = (aαβ) with its entries
a11 = a = 2σ, a22 = b = −2σ, a12 = a21 = λσ
which is
(7.36) A =
(
2σ λσ
λσ −2σ
)
where λ = r2r1 −
r1
r2
and σ =
∑
i x
iyi.
Consequently, from the corollary 5.1 we obtain the (P0, ξ0, ξ
⊤, u0, u, (aαβ))
induced structure on Sp−1(r1)×Sp−1(r1) by the almost product Riemannian
structure (P˜ , <>) on E2p, which is effectively determined by the relations
(7.11),( 7.12), (7.30), (7.32), (7.33), (7.36) and it is an (a, 1)f Riemannian
structure.
Example 3. We suppose that the ambient space is the Euclidean space
E2p+1 and let P˜ be an almost product Riemannian structure defined by
P˜ : E2p+1 → E2p+1
(7.37) P˜ (x1, ..., xp, t, y1, ..., yp) = (y1, ..., yp, t, x1, ..., xp)
We show that any hypersphere S2p(R) in E2p+1 has a normal (a, 1)f Rieman-
nian structure. The equation of sphere S2p(R) in x = (x1, ..., xp, t, y1, ..., yp) :=
(xi, yi) is
(7.38) (x1)2 + ...+ (xp)2 + t2 + (y1)2 + ...+ (yp)2 = R2
where R is its radius. Then, we remark that
(7.39) N =
1
R
(x1, ..., xp, t, y1, ..., yp)
is a unit normal vector on S2p(R) in any point x ∈ S2p(R). From this we
have
(7.40) P˜N =
1
R
(y1, ..., yp, t, x1, ..., xp)
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Let (X1, ...,Xp, T, Y 1, ..., Y p) be a tangent vector field on S2p(R). Thus,
from (7.39) it follows that
(7.41)
p∑
i=1
xiXi + tT +
p∑
i=1
yiY i = 0.
We decomposed P˜N in the tangential and normal components:
(7.42) P˜N =
1
R
(ξ1, ..., ξp, τ, η1, ..., ηp) + a · 1
R
(x1, ..., xp, t, y1, ..., yp)
From the relations (7.40) and (7.42) we obtain yi = ξi+axi, t = τ +a · t
and xi = ηi + ayi (for i ∈ {1, ..., p}), so
(7.43) ξi = yi − axi, τ = t(1− a), ηi = xi − ayi
But (ξ1, ..., ξp, τ, η1, ..., ηp) must to be tangent on S2p, thus it follows that
(7.44)
p∑
i=1
xiξi + τ · t+
p∑
i=1
yiηi = 0
and from this, we obtain
p∑
i=1
xiyi − a
p∑
i=1
(xi)2 + t2(1 − a) +
p∑
i=1
xiyi − a
p∑
i=1
(yi)2 = 0
and from this we have
(7.45) a =
1
R2
(2
p∑
i=1
xiyi + t2)
From (7.43), we have
(7.46) ξ =
1
R
(y1 − ax1, ..., yp − axp, t(1 − a), x1 − ay1, ..., xp − ayp)
where a was defined in (7.45).
Using (7.46) in u(X) =< X, ξ >, where X = (X1, ...,Xp, T, Y 1, ..., Y p)
is a tangent vector field on sphere, we have
u(X) =
1
R
[(
p∑
i=1
yiXi +
p∑
i=1
xiY i + T t)− a (
p∑
i=1
(xiXi + yiY i) + tT )︸ ︷︷ ︸
=0
]
and from (7.41), we obtain
(7.47) u(X) =
1
R
(
p∑
i=1
xiY i +
p∑
i=1
yiX
i + tT )
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From PX = P˜X − u(X)N we obtain
PX = (Y 1, ..., Y p, T,X1, ...,Xp)− u(X)
R
(x1, ..., xp, t, y1, ..., yp)
Therefore, it follows that
(7.48) PX = (Y i − u(X)
R
xi, T − u(X)
R
t,Xi − u(X)
R
yi),
for i ∈ {1, ..., p}.
We verify that PX is tangent at S2p−1. Using the relations (7.48), we
obtain
< PX,N >=
p∑
i=1
xiY i−u(X)
R
p∑
i=1
(xi)2+(T−u(X)
R
t)t+
p∑
i=1
yiXi−u(X)
R
p∑
i=1
(yi)2 =
=
p∑
i=1
(xiY i + tT + yiXi)− u(X)
R
p∑
i=1
[(xi)2 + t2 + (yi)2] =
=
p∑
i=1
(xiY i + tT + yiXi)− u(X) ·R = 0
thus < PX,N >= 0 so PX is tangent sphere S2p.
Furthermore, if X and Y are tangent vector fields on sphere S2p, then
< PX,Y >=< P˜X, Y >=< P˜ 2X, P˜Y >=< X, P˜Y >=< X,PY >
If Y := (X ′1, ...,X ′p, T ′, Y ′1, ..., y′p) is a tangent vector in any point x at
sphere S2p then, from (7.50), we have
(7.49) PY = (Y ′i − u(Y )
R
xi, T ′ − u(Y )
R
t,X ′i − u(Y )
R
yi), i ∈ {1, ..., p}
and from (7.48) and (7.49) we have
< PX,PY >=
∑
i
(Y i − u(X)
R
xi)(Y ′i − u(Y )
R
xi)+
+(T − u(X)
R
t)(T ′ − u(Y )
R
t) +
∑
i
(Xi − u(X)
R
yi)(X ′i − u(Y )
R
yi) =
=
∑
i
(XiX ′i + TT ′ + Y iY ′i) +
u(X)u(Y )
R2
∑
i
((xi)2 + t2 + (yi)2)︸ ︷︷ ︸
R2
−
−u(X)
R
∑
i
(xiY ′i + tT ′ + yiX ′i)︸ ︷︷ ︸
R·u(Y )
−u(Y )
R
∑
i
(xiY i + tT + yiXi)︸ ︷︷ ︸
R·u(X)
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Hence, we have
< PX,PY >=< X,Y > −u(X)u(Y )
for any tangent vector fields X and Y on S2p−1.
Consequently, from the relations (7.45), (7.46), (7.47), (7.48) we have
that (P, ξ, u, a) is an induced structure on S2p by the almost product Rie-
mannian structure (P˜ , <>) from E2p+1. This structure induced on S2p is
a normal (a, 1)f -Riemannian structure, because the sphere S2p is a totally
umbilical hypersurface in E2p+1 thus, P commutes by the Weingarten oper-
ator A.
Example 4. Let M˜ = Ep+q be the ambient space and we define an
almost product Riemannian structure (P˜ , <>) on the Euclidean space Ep+q
such that P˜ : Ep+q → Ep+q and
(7.50) P˜ (x1, ..., xp, y1, ..., yq) = (x1, ..., xp,−y1, ...,−yq)
We show that any hypersphere Sp+q−1(R) in Ep+q has an (a, 1)f Rieman-
nian induced structure by P˜ .
We denote by (x1, ..., xp, y1, ..., yq) := (xi, yj), with i ∈ {1, ..., p} and
j ∈ {1, ..., q}.
The equation of the sphere Sp+q−1(R) in a point x = (xi, yj) is
(7.51) (x1)2 + ...+ (xp)2 + (y1)2 + ...+ (yq)2 = R2
The unit normal vector at sphere Sp+q−1(R) is
(7.52) N =
1
R
(x1, ..., xp, y1, ..., yq)
for any point x = (xi, yj) ∈ Sp+q−1. From (7.50) and (7.52) we have
(7.53) P˜N =
1
R
(x1, ..., xp,−y1, ...,−yq)
We denoted by (X1, ...,Xp, Y 1, ..., Y q) a tangent vector field at Sp+q−1. This
is orthogonal on N, so we obtain
(7.54)
p∑
i=1
xiXi +
q∑
j=1
yiY i = 0
We decompose P˜N in the tangential and normal components:
(7.55) P˜N =
1
R
(ξ1, ..., ξp, η1, ..., ηq)︸ ︷︷ ︸
ξ
+a · 1
R
(x1, ..., xp, y1, ..., yq)︸ ︷︷ ︸
N
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From (7.52) and (7.54) we obtain
(7.56) ξi = (1− a)xi, ηj = −(1 + a)yj
for any i ∈ {1, ..., p} and j ∈ {1, ..., q}.
Because (ξ1, ..., ξp, η1, ..., ηq) is tangent at Sp+q−1, it follows that
(7.57)
p∑
i=1
xiξi +
q∑
j=1
yjηj = 0
From (7.56), we have
(1− a)
p∑
i=1
(xi)2 − (1 + a)
q∑
j=1
(yj)2 = 0
and using the equality (7.51) we obtain
(7.58) a =
1
R2
[
p∑
i=1
(xi)2 −
q∑
j=1
(yj)2]
Therefore, the matrix A, is reduces to a real function on Sp+q−1.
From (7.55) we have
(7.59) ξ =
1
R
((1 − a)xi,−(1 + a)yj)
for i ∈ {1, ..., p} and j ∈ {1, ..., q}.
Using (7.59) in u(X) =< X, ξ >, with X = (X1, ...,Xp, Y 1, ..., Y q) a
tangent vector field of sphere, we have
u(X) =
1
R
[(1 − a)
p∑
i=1
xiXi − (1 + a)
q∑
j=1
yjY j]
and from (7.54) we obtain
(7.60) u(X) =
1
R
(
p∑
i=1
xiXi −
q∑
j=1
yjY j)
LetX = (X1, ...,Xp, Y 1, ..., Y p) a tangent vector field on sphere Sp+q−1(R).
From PX = P˜X − u(X)N we have
PX = (X1, ...,Xp,−Y 1, ...,−Y q)− u(X)
R
(x1, ..., xp, y1, ..., yp)
and from this we obtain
(7.61) PX = (Xi − u(X)
R
xi,−Y j − u(X)
R
yj)
56
for i ∈ {1, ..., p} and j ∈ {1, ..., q}. Furthermore, PX is tangent at Sp+q−1,
because we have
< PX,N >= (
p∑
i=1
xiXi −
q∑
j=1
yjY j)− u(X)
R
[
p∑
i=1
(xi)2 +
q∑
j=1
(yj)2] = 0
On the other hand, if X and Y are tangent vector fields on sphere Sp+q−1,
then
< PX,Y >=< P˜X, Y >=< P˜ 2X, P˜Y >=< X, P˜Y >=< X,PY >
Let Y = (X ′1, ...,X ′p, Y ′1, ..., Y ′q) be a tangent vector in a point x = (xi, yj)
at sphere. From (7.61) we have
PY = (X ′i − u(Y )
R
xi,−Y ′j − u(Y )
R
yj)
for i ∈ {1, ..., p} and j ∈ {1, ..., q}. Thus, we have
< PX,PY >=
p∑
i=1
(Xi−u(X)
R
xi)(X ′i−u(Y )
R
xi)+
q∑
j=1
(−Y j−u(X)
R
yj)(−Y ′j−u(Y )
R
yj) =
= (
∑
i
XiX ′i +
q∑
j=1
Y jY ′j) +
u(X)u(Y )
R2
[
p∑
i=1
((xi)2 +
q∑
j=1
(yj)2)︸ ︷︷ ︸
R2
−
−u(X)
R
(
p∑
i=1
xiX ′i −
q∑
j=1
yjY ′j)︸ ︷︷ ︸
R·u(Y )
−u(Y )
R
(
p∑
i
xiXi −
q∑
j=1
yjY j)︸ ︷︷ ︸
R·u(X)
so
< PX,PY >=< X,Y > −u(X)u(Y ),
for any tangent vector fields X and Y on sphere Sp+q−1.
Consequently, the relations (7.58), (7.59), (7.60), (7.61) give the struc-
ture (P, ξ, u, a) induced on the sphere Sp+q−1(R) by P˜ from Ep+q. This
structure is a normal (a, 1)f Riemannian structure because, the sphere
Sp+q−1 is a hypersurface totally umbilical in Ep+q thus, P commutes by
the Weingarten operator A.
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