A Bayesian-based methodology is presented which leads to a data analysis system based around a committee of radial-basis function (RBF) networks. We show that this approach enables estimatation of the uncertainty associated with system outputs. Systems with di ering numbers of internal degrees of freedom (weights) may hence be compared using training data only.
We consider a training data set D and a set of input-output mappings conditional (trained) on D. Any such mapping function may be parametrically represented by a weights vector, . The use, however, of a single weights vector (as is common practice) is sub-optimal unless that vector dominates the posterior weights space. As most problems are complex, this scenario is highly unlikely (i.e. there are many energy minima). We can optimise such that an optimised vector represents a weights set corresponding to one of many minima in the network's energy function ( 
and a total variance (which gives an error bar associated with the system output) given by 
From equation (4) we may regard the output as being generated by a committee of networks, each generated by, for example, starting a training process with a di erent set of random number seeds. We simply set the priors in the model, p(m i j D) = i = 1=M so that the committee becomes an unweighted averaging over M networks (this is the approach taken in this paper). We justify this be noting that, if we choose the members of the committee from a larger ensemble of networks, we may pick only those that have a similar training error (the M lowest, for example).
In the light of the committee approach, we rewrite Equation (5) 
This is an intuitively pleasing result as the total error may be regarded in a common-sense manner as arising from three distinct causes. The rst term penalises variant decisions between committee members, the second penalises the committee as a whole if the output is erroneous (biased) and the third penalises solutions which have poorly set parameters. We estimate the bias contribution using the predicted errors derived from a second set of outputs on each network which estimate the error variances associated with the actual outputs 5, 4, 6].
As the total estimated error, 2 tot (x) gives a direct measure of the`uncertainty' associated with the output, we may look for systems which have minimum uncertainty. If we de ne`certainty' or`con dence' to be an inverse function of this error (such as a negative exponential) then we may choose systems which maximise this`certainty' measure.
Network architecture
We choose a radial-basis function (RBF) form for each network in the committee, such that, 11) where N h is the number of basis functions, j , and 0 = 1 to give a bias unit to the network.
By choosing the form of to be that of a thin-plate spline, (x) = jx ? cj 2 ln jx ? cj, whose location c in the input space is not an optimised parameter, the only free parameters of the system are the linear connection weights, w j , the solution for which is obtained by rapid matrix pseudo-inversion. This architecture has the further desirable property that the Hessian matrix is simply given as a summation over the outer product of basis-function responses,
where i is the vector of basis-function responses from the i{th network. We also note that the gradient terms may be given in the simple form
Results
The data we chose to examine is detailed in 3] and is freely available over the internet. The problem involves the classi cation of diabetes in a population of Pima indians. The data consists of 200 training examples and 332 test examples. Each datum is seven-dimensional.
We trained a series of classi ers on the training data set with varying numbers of hidden-layer units, 2 N h 14. We present the results from two approaches :
(a) The`traditional' approach : A single thin-plate spline RBF network was trained ten times (with di ering initial weights) and the performance, as a function of N h , was evaluated on the test set (thus strictly making it a validation set). The mean performance (and 1 SD) is plotted against N h in Figure (1a) . Also shown as asterisks (*) on the graph are the performance measures for the committee-certainty approach for N h = 6; 7; 8.
(b) The`certainty' approach : A committee of ve networks was generated and, using the training set only, the total estimated uncertainty (error) at each value of N h was evaluated by averaging the result of Equation (7) over all x. This mean error is hence
Figure (1b) shows a plot of`certainty', de ned as c = exp(? ), against N h . We note that a clear maximum (minimum error) exists for networks with N h = 6; 7; 8.
We note that the latter approach provides a realistic assessment of the number of hidden units per network and avoids the use of a separate validation data set. This means that training data need not be split.
Conclusions
The method we have presented here is computationally simple but provides excellent results.
It is noted that, due to the form of basis function employed, the uncertainty associated with data which lie well away from D is easily assessed 5, 4] . This naturally gives rise to a`novelty' detection procedure. Figure 1 : (a)`Traditional' n{fold (n = 10) validation procedure using both training and test set (strictly therefore a validation set) to determine performance with N h . For comparison, asterisks (*) denote the errors from classi ers trained using the assessment of`certainty' from the training set. (b) The result of the`certainty' approach presented in this paper using the training set only.
