Abstract. We present an anonymous, constant-space, self-stabilizing algorithm for finding a 1-maximal independent set in tree graphs (and some rings). We show that the algorithm converges in O(n 2 ) moves under an unfair central daemon.
Introduction
Many services for a distributed system involve maintaining a global predicate over the entire network by using local information at each participating node. One approach to achieving this is self-stabilization, introduced by Dijkstra [3] . In the shared-variable version of this paradigm, every node executes the same set of self-stabilizing rules, and maintains and changes its own set of local variables based on the current values of its variables and those of its neighbors. The basic idea is that the distributed system may be started in an arbitrary global configuration, but after a finite interval the system reaches a correct global configuration, called a legitimate configuration. For a complete discussion of self-stabilization, see the books by Dolev [4] or Tel [13] .
Several graph problems arise naturally in distributed systems. For example, distributed algorithms for finding matchings, independent sets, dominating sets and colorings have been studied [7, 8, 10, 11] . Given the limited power of the self-stabilizing paradigm, one cannot expect to achieve optimality, and thus must settle for a good coloring, a maximal matching or a minimal dominating set.
In particular, in trying to identify a large subset of the nodes that are pairwise nonadjacent (i.e., an independent set), one can ask for a maximal independent set (every node not in the set is adjacent to a node in the set). Maximal independent sets are important for several distributed network applications (see, for example, Awerbuch et al.
[1]), and several authors have provided parallel or distributed algorithms (see, for example, Luby [9] ) for this task. A simple self-stabilizing algorithm for this was found by both Shukla et al. [12] and Hedetniemi et al. [7] .
However, a maximal independent set can be rather small: if, for example, the network has a star topology then the maximal independent set can be just the hub node. So we consider the problem of finding large independent sets. A 1-maximal independent set [2] is a maximal independent set with the additional property that one cannot increase the cardinality of the independent set by removing one node and adding more nodes. For example, in the star topology, the single hub node does not constitute a 1-maximal independent set, since the node can be removed and replaced by all of its neighbors. Indeed, the only 1-maximal independent set in a star is the maximum independent set. We will show that a 1-maximal independent set in a tree always contains more than a third of the nodes. (Lemma 1.1)
For special classes of networks, one can ask for optimal results. Thus, the general result of Ghosh et al. [6] shows how to find a maximum independent set in a tree even in the anonymous model (that is, it does not use IDs). However, the running time is (at least) cubic, and the storage at each node is not constant.
In this paper we provide a fast algorithm for finding a 1-maximal independent set in a tree that uses constant space at each node. The algorithm also works in some networks with cycles. In particular, it finds a 1-maximal independent set in a ring whenever the number of nodes is not a multiple of 3. It can be shown (Lemma 1.2) that if the network is a ring with number of nodes a multiple of 3, then no anonymous algorithm can ensure an independent set any bigger than the smallest maximal independent set (of cardinality n/3). Our algorithm is somewhat unusual in that it stabilizes on all graphs, but is only guaranteed to be correct on some graphs.
Notation and Terminology
We define a distributed network as a connected, undirected graph G with node set V and edge set E. Two nodes joined by an edge are said to be neighbors. We use N (i) to denote the set of neighbors of node i-its (open) neighborhood.
A self-stabilizing algorithm is presented as a set of rules, each with a boolean predicate and an action. A node is said to be privileged if the predicate is true. If a node becomes privileged, it may execute the corresponding action: we call this a move. We assume that there exists a central daemon [3, 8] , which at each time-step selects one of the privileged nodes to move (and thus two nodes never move at the same time).
When no further move is possible, we say that the system is in a stable configuration. While the definition of self-stabilizing is normally more general, since this is a graph algorithm we say that an algorithm is self-stabilizing if from any initial configuration it always terminates in a legitimate stable configuration after a finite number of moves no matter the selections of the daemon. 
Goodness
We observe that every 1-maximal independent set in a tree contains more than one third of the nodes. Lemma 1.1 For any tree of order n, every 1-maximal independent set has cardinality at least (n + 1)/3, and this result is best possible.
Proof. By induction on n. If the diameter of the tree is 1 or 2, then the tree is a star, and the cardinality of any 1-maximal independent set is n − 1, which is at least (n + 1)/3. So assume the diameter is at least 3.
Consider a diametrical path abcd · · · and a 1-maximal independent set S. There are two cases. If the node b is not in S, then all its leaf neighbors are in S. Let subtree T be the component of T −bc that contains c. The restriction of S to T is 1-maximal. Thus, if b has degree x, it follows that |S| ≥ (x − 1) + (n − x + 1)/3 > (n + 1)/3 (since x ≥ 2).
So assume for all diametral paths, the second node is in S. It follows that b has degree 2 (else it can be replaced by its leaf neighbors). Further, every neighbor of c, apart from possibly one node, is either a leaf node or has degree 2 and is adjacent to a leaf node. Let subtree T be the component of T − cd that contains d. The restriction of S to T is 1-maximal. If c has degree y, it follows that |S| ≥ (y − 1) + (n − (2y − 1) + 1)/3 = n/3 + (y − 1)/3 ≥ (n + 1)/3. That this result is best possible follows from the tree shown in Figure 1 : a star in which each edge except one is subdivided twice. QED We observe that an anonymous self-stabilizing algorithm cannot produce a 1-maximal independent set on a ring with order a multiple of 3. Lemma 1.2 Let A be an anonymous self-stabilizing algorithm that produces an independent set S in any ring. Then for any ring of order n where n is a multiple of 3, the algorithm A cannot guarantee that |S| ≥ n/3.
Proof. Since algorithm A works on any ring, it stabilizes on a ring with 3 processors. Suppose the final states are X, Y and Z, where X implies the node is in the independent set S. Then the 6-cycle with states X, Y, Z, X, Y, Z is also stable, and has only two nodes in S. A similar argument holds for any ring which is a multiple of 3. QED 
Description of Algorithm
In the algorithm for 1-maximal independent set, each node is in one of a finite number of distinct states. Those nodes in the state called 0 will end up being in the desired set: let us call this set M. A node with no neighbor in state 0 will change to state 0 and a node in state 0 with a neighbor in state 0 will change to something else. This idea readily produces a maximal independent set. To achieve 1-maximality, however, a node must be able to leave M when that would allow two of its neighbors to enter M. Available neighbors are those which have no other neighbor in state 0: these will be in the state called 1. In order to allow this interchange, we implement a hand-shaking process: the node offers to leave M by changing to state 0 , the relevant neighbors agree to enter M by changing to state 1 , the node leaves by changing to state 2 , and then the relevant neighbors go in by changing to state 0.
Specifically, the set of states is {0, 0 , 1, 1 , 2, 2 }. The states with a prime are transition states, used in the hand-shaking process described above. These transition states will be absent when the algorithm terminates if the network satisfies certain properties (Lemma 3.2).
For the purposes of the algorithm, the nodes with state 0 are also considered to be in M. Then the states 0, 1 and 2 are used to indicate that a node has zero, one, or at least two neighbors in M, respectively.
The basic approach of the algorithm can be summarized as follows. A node does the following:
• If not involved in a transition process, then set state to the number of neighbors in state 0 or state 0 . (The value 2 is used to indicate two or more such neighbors.)
• If in state 0 and adjacent to at least two 1s, change state to 0 . The complexity of the actual algorithm arises from invalid initial states and from two interchanges affecting one another.
The rules
For a state y, we use the notation S(y) to represent the set of nodes in state y. For example, the notation S(0) denotes the nodes in state 0.
The state of a node is stored in a local variable denoted x. The states with a prime are transition states. We will also identify the prime with a virtual flag-we will say the flag is set when the node is in a transition state, and clearing the flag will mean changing from state i to state i.
To define the rules of the algorithm, we define the following function f .
Definition. Let i be a node and t a state. Then we define:
The function f i (originally used in [5] ) gives the number of neighbors of node i in a specified state. We further use the notation:
When the node i is clear from context, we will simply write f rather than f i .
We also utilize the concept of bad edge, which is defined next. The rules will be such that a bad edge can only occur as a result of faulty initialization.
Definition. A bad edge is an edge connecting two nodes in the following list of pairs of states: 0-0; 0-0 ; 0 -0 ; 0 -2 ; 1 -1 ; 2 -2 .
The full algorithm for finding a 1-maximal independent set is as follows.
Algorithm OneMax
All moves are tried in the listed order 
Correctness
The validity of a self-stabilizing algorithm depends upon two conditions: correctness and convergence. Correctness is that every stable configuration it can reach must be legitimate; that is, every stable configuration has the desired global property. This condition is the main focus of the lemmas in this section. Convergence is that the algorithm must always reach a stable configuration after a finite number of moves. The second condition is analyzed in the next section in which the property of convergence is proved and the complexity is bounded.
Lemma 3.1
The following holds in any stable configuration produced by this algorithm:
1. There is no node in state 2 .
2. If there is a node in state 0 , it must be adjacent to a node in state 1.
3. If there is a node in state 1 and it is adjacent to a node in state 0 , then it must also be adjacent to a node in state 1 .
4.
If there is a node in state 1 , it must be adjacent to a node in state 0 .
Proof. Consider any stable configuration.
(1) Suppose there is a node v ∈ S(2 ). Since v is not privileged for Rule C4,
Let u be a neighbor of v in state 1 . Then f u (0/1 /2 ) ≥ 1. Hence, u is privileged for Rule C6, a contradiction.
(2) Assume there is a node v ∈ S(0 ). Since v is not privileged for Rule C2, it must be that f v (1/1 ) = 2 and f v (0/0 ) = 0. From part (1), S(2 ) = ∅. So, since v is not privileged for Rule C3, it must be that f v (1 ) ≤ 1. Hence, f v (1) ≥ 1.
(3) Suppose there is a node v ∈ S(1) that is adjacent to a node in state 0 , but not adjacent to any node of state 1 . By part (1), S(2 ) = ∅. Since v is not privileged for Rule V2, we have f v (0/0 ) = 1. From the assumption, we have f v (0 ) ≥ 1. Thus f v (0 ) = 1 and f v (0/1 /2 ) = 0. Hence, v is privileged for Rule C5, a contradiction.
(4) Assume there is a node v ∈ S(1 ). Since v is not privileged for Rule C6, f v (0 ) = 1. QED Lemma 3.2 If the length of no cycle in the network is divisible by 3, then any stable configuration contains no node of transition state.
From Lemma 3.1, we know that S(2 ) = ∅. We also know that if a node in state 0 exists, it must be adjacent to at least one node of state 1. If a node in state 1 is adjacent to a node in state 0 , it must also be adjacent to at least one node of state 1 . If a node in state 1 exists, it must be adjacent to a node of state 0 .
Thus, if a node in state 0 or 1 exists in a stable state, by applying the above, we can obtain an arbitrarily long walk of pattern "· · · 0 11 0 11 0 11 · · ·". Since graph G is finite, this walk contains a cycle.
Because the repeating portion of the pattern is of length 3, the length of the cycle must be divisible by 3. Thus, if the length of every cycle in G is not divisible by 3, there is no node of transition state in a stable configuration. QED Proof. By Lemma 3.3, S(0) is independent. If S(0) is not a maximal independent set, there must exist a node v ∈ S(1/2) that is adjacent to no node in state 0. For node v, its flag is clear and x v = f v (0/0 ) and f v (1 /2 ) = 0, and so it is privileged for Rule V2, a contradiction.
If S(0) is not a 1-maximal independent set, there must exist a node w ∈ S(0) with two or more neighbors in S(1). Thus, f w (1) = 2 and f w (0/0 /2 ) = 0 and so node w is privileged for Rule C1, a contradiction. QED Corollary 3.2 In a stable configuration in a tree, S(0) constitutes a 1-maximal independent set.
Finally we observe that the algorithm solves the original problem:
Lemma 3.5 Every 1-maximal independent set is achievable as S(0) in a stable configuration.
Proof. Let T be a 1-maximal independent set. For every node v in the network, set its x-value to |N (v) ∩ T |. Then since T is maximal independent, S(0) = T . The only rule that a node might be privileged for is Rule C1. But since T is 1-maximal, this is avoided. QED
Convergence and Complexity Analysis
To prove the algorithm always reaches a stable configuration after a finite number of moves, we define the following concepts.
Definition. A clean node is one that has moved at least once. Otherwise it is dirty. Lemma 4.1 A clean node is not incident on any bad edge.
Proof. Rule V1 explicitly requires that the node is not incident on any bad edge after clearing the flag. Clearly, the predicates of the other rules guarantee that the node is not incident on any bad edge after the move. For example, if x becomes 0, then the node is not adjacent to any node in state 0 or 0 . QED Consider a clean node v in state 1 . Since v is clean, it last executed Rule C5. At that point, f v (0/1 /2 ) = 0 and f v (0 ) = 1. By Rule C5, a neighbor in state 1 cannot move to state 1 . By Rule V2, a neighbor in state 1 or 2 cannot move to state 0. Thus, when v executes Rule C6, the only possible move, the neighbor that was in state 0 earlier is now in state 2 or state 0. QED To bound the number of moves, we introduce a potential function.
Definition. For a graph G, let Φ 1 = |S(0/0 /2 )| and let Φ 2 be the number of edges that connect one node in state 0 to the other node in state 2 . The potential function of the system Φ is defined from Φ 1 and Φ 2 :
Lemma 4.3 Consider a move by a clean node. The moves that increase the potential Φ are 1 → 0, 2 → 0, 1 → 0, and 2 → 2. The move that decreases the potential is 2 → 1. All other moves do not affect the potential.
Proof. Let v be the clean node. We consider each possible move by v in turn.
(1) State 1 or 2 to state 0. By Rule V2, a node in state 1 or 2 does not change to state 0 if it is adjacent to a node in state 2 . Thus, the change of the potential function is ∆Φ = 3∆Φ 1 − 2∆Φ 2 = 3(1) − 2(0) = 3.
(2) State 0 or 2 to state 0. A clean node in state 0 or 2 is not adjacent to a node in state 2 . Thus, ∆Φ = 3(0) − 2(0) = 0.
