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Úvod
Výuka algoritmov je neodmyslite©nou sú£as´ou ²túdia informatiky. Algoritmy mô-
ºu by´ reprezentované bu¤ ako pseudokód alebo slovným popisom. Medzi naj-
rýchlej²ie metódy pochopenia fungovania algoritmov patrí metóda vizualizácie.
Hlavným cie©om tejto práce je návrh programovacieho jazyka, preklada£a a in-
terpretera ur£ených na vizualizovanie geometrických algoritmov v trojrozmernom
priestore. Práca sa skladá z dvoch £astí, a to preklada£a a interpretera. Preklada£
prekladá jednoduchý procedurálny jazyk do zásobníkového medzikódu. Vygene-
rovaný medzikód následne vykonáva interpreter jazyka, ktorý umoº¬uje vizuali-
zova´ algoritmy rôznou rýchlos´ou a zárove¬ ich posúva´ smerom vzad. Pri im-
plementácii preklada£a vznikol aj nástroj na generovanie in²trukcií syntaktického
analyzátora, ktorý dokáºe spracova´ akúko©vek LL(1) gramatiku.
Existuje nieko©ko projektov, ktoré sa zaoberajú vizualizáciou algoritmov. Prá-
ve geometrickými algoritmami sa zaoberá Ond°ej Skutka vo svojej diplomovej
práci [9]. Práca Ond°eja Skutky vizualizuje rovnakú triedu algoritmov, ale ne-
obsahuje programovací jazyk navrhnutý pre tento ú£el, namiesto toho umoº¬uje
pridáva´ algoritmy pomocou zásuvných modulov. al²í projekt Lu¤ka Ku£eru
Algovize [8] sa zaoberá vizualizovaním rôznych skupín algoritmov, ale neumoº-
¬uje editova´ kód algoritmov. Projekt, ktorý obsahuje jazyk ²pecializovaný práve
na geometrické algoritmy, by sme asi h©adali taºko. Preto môºeme porovna´ vi-
zualizátor geometrických algoritmov s klasickým objektovým jazykom, kde by
uºívate© na vizualizovanie pouºil nejakú 3D grackú kniºnicu. Táto práca má vý-
hodu v jednoduchosti navrhnutého jazyka bez potreby ²tudovania zloºitej kniº-
nice. al²ou výhodou je moºnos´ posúvania algoritmu po krokoch dozadu, ktorá
v klasickom jazyku chýba, a teda odráºa unikátnos´ tohto projektu.
Prvá kapitola obsahuje teoretický úvod do preklada£ov, a to hlavne teóriu,
ktorá bola pouºitá pri implementácii preklada£a. V druhej kapitole popisujeme
návrh jazyka a analyzujeme moºné rie²enia implementa£ných problémov. V tretej
kapitole sa nachádza popis vizualizovaných algoritmov, ktoré sú ukáºkou funk£-
nosti projektu. Podrobný popis jazyka a uºívate©ská príru£ka je vo ²tvtej kapitole.
Piata kapitola opisuje vytvorený program z poh©adu programátora.
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1. truktúra preklada£a
Hlavnou £as´ou tejto práce je návrh jazyka a implementácia preklada£a vhodného
na vizualizovanie geometrických algoritmov. V tejto kapitole sa budeme zaobera´
jednotlivými £as´ami preklada£a. Vä£²ina informácií v spísaných v nasledujúcich
podkapitolách sú prevzaté z knihy Compilers Principles, Techniques and Tools [1].
Preklada£om rozumieme program, ktorý prevádza zdrojový kód na cie©ový kód.
Ved©aj²ím výstupom preklada£a sú rôzne chybové hlásenia.
Preklada£ môºeme rozdeli´ na prednú (front end) a zadnú £as´ (back end).
Front end prekladá zdrojový kód do medzikódu, ktorý by mal by´ nezávislý na
platforme. Back end prevádza tento kód do cie©ových strojovo závislých in²trukcií
a pritom vykonáva rôzne optimalizácie.
Front end sa da©ej delí na lexikálnu, syntaktickú, sémantickú £as´, generátor
kódu a optimalizátor kódu. Do lexikálnej £asti vstupuje program ako postup-
nos´ znakov a je prevedený na postupnos´ tokenov. Tieto tokeny vstupujú do
syntaktickej £asti. Syntaktický parser ich pod©a pravidiel gramatiky poskladá
do syntaktického (deriva£ného) stromu. Sémantická analýza kontroluje deriva£ný
strom, z ktorého generátor kódu generuje medzikód. Medzikód je vstupom do
poslednej £asti front endu (optimalizátoru), ktorý vykonáva rôzne vysokoúro¬ové
optimalizácie.
1.1 Lexikálna analýza
Prvá £as´ preklada£a má ako hlavnú úlohu na£íta´ znaky zo vstupného programu,
spája´ ich do lexémov a na výstup posla´ postupnos´ tokenov. Lexikálny analy-
zátor funguje ako podprogram syntaktického analyzátora. Lexikálny analyzátor
sa stará aj o odstránenie komentárov.
Existuje nieko©ko dôvodov pre oddelenie syntaktickej a lexikálnej £asti prekla-
da£a:
1. Zjednodu²enie návrhu - oddelenie lexikálnej £asti od syntaktickej podstatne
zjednodu²uje návrh syntaktického analyzátora.
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2. Zlep²enie efektivity - oddelený lexikálny analýzator nám dovo©uje pouºi´
²pecializované techniky, ktoré slúºia len na lexikálnu £as´ a nezaoberajú
sa parsovaním. Techniky buerovania vstupu dokáºu zna£ne zrýchli´ celý
preklada£.
3. Prenosite©nos´ - pri zmene kódovania vstupného textu posta£ia zmeny v
lexikálnej £asti.
Denícia 1. V nasledujúcom budeme vyuºíva´ tieto pojmy:
• Lexém je postupnos´ znakov, slovo daného jazyka.
• Vzorom nazveme pravidlá, ktoré popisujú mnoºinu vstupných lexémov pre
token.
• Token je výstupný symbol lexikálnej analýzy. Ak existuje viac lexémov pre
jeden token, lexikány analyzátor uloºí do tokenu dodato£né informácie o le-
xéme.
Jednotlivé vzory sa dajú jednoducho zapísa´ pomocou regulárnych výrazov.
Regulárne výrazy sú jazyky práve rozpoznávané kone£nými automatmi [2]. Lexi-
kálny analyzátor postaví pre v²etky vzory kone£ný automat a v kaºdom výstup-
nom stave vráti token. Po kaºdom rozpoznanom tokene sa automat re²tartuje.
Problém môºe nasta´, ak je vzor tokenu prexom pre iný token (napr.: token >
a >=). V tomto prípade automat pokra£uje vo výpo£te a snaºí sa spracova´ £o
najdlh²í lexém.
V prípade ºe automat narazí na neznámy znak, ktorý nie je vo vstupnej abe-
cede alebo je na vstupe slovo, ktoré nezodpovedá ºiadnemu vzoru, tak nastáva
chyba. Automat zahlási chybu a pokúsi sa zotavi´ z chyby. Existuje nieko©ko
metód zotavovania z chýb:
• ignorovanie znakov aº pokým automat nenájde správny znak na vytvorenie
tokenu
• nenahlásenie chyby a vrátenie ²peciálneho tokenu, ktorý nie je vo vstupnej
abecede; túto chybu potom spracuje syntaktický analyzátor
• zmazanie prebyto£ného znaku
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• vloºenie chýbajúceho znaku
• náhrada nesprávneho znaku správnym
• prehodenie dvoch susedných znakov
Medzi lexikálne chyby nepatrí preklep v k©ú£ovom slove. Napríklad ak programá-
tor zadá  namiesto if, analyzátor to nespracuje ako if token ale ako identikátor.
Tieto chyby potom rie²i aº syntaktický parser.
1.2 Syntaktická analýza
Syntaktický analyzátor zis´uje, £i daná postupnos´ tokenov z lexikálnej analýzy
tvorí vetu v gramatike daného jazyka. al²ou úlohou je výstavba deriva£ného
stromu, ktorý sa v sémantickej £asti preklada£a ¤alej spracuváva.
V praxi sa pouºívajú 2 typy parserov. Deriva£ný strom môºe by´ stavaný
zhora nadol alebo zdola na hor. Uvedeným dvom postupom zodpovedajú 2 typy
gramatík LL(k) a LR(k). V skratkách LL(k) a LR(k) prvé písmeno ozna£uje,
ºe zdrojový kód sa £íta z©ava (L), druhé písmeno ozna£uje, £i sa vytvára ©avá
(L) alebo pravá derivácia (R). Posledný znak k ozna£uje po£et tokenov, ktoré
syntaktický analyzátor potrebuje aby sa rozhodol, ktoré prepisovacie pravidlo
gramatiky pouºije.
alej sa budeme zaobera´ iba LL(1) gramatikami a parsermi, pretoºe tieto ná-
stroje boli pouºité aj pri implemetácii Vizualizátora geometrických algoritmov.
Trieda gramatík LL(1) je dostato£ne ve©ká na to, aby pokryla potreby vä£²iny
programovacích jazykov. Aby sme si mohli uvies´ deníciu LL(1) gramatík, po-
trebujeme si zavies´ nasledujúce pojmy.
1.2.1 Mnoºiny FIRST a FOLLOW
Denícia 2. FIRST(α), kde α je re´azec symbolov gramatiky, je mnoºina ter-
minálov, ktorými za£ínajú termínalne slova, ktoré môºeme prepísa´ z α. Ak α
generuje prázdne slovo (λ) tak λ ∈ FIRST(α).
Kon²trukcia mnoºiny FIRST (A):
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1. Ak je A terminál, tak FIRST (A) = A
2. Ak je A neterminál a A ⇒ B1, B2...Bk je pravidlo gramatiky,pre neja-
ké k > 0, tak vloºíme terminál a do FIRST (A), ak pre nejaké i a ∈
FIRST (Bi) a λ ∈ FIRST (B1)...F IRST (Bi−1); ak λ ∈ FIRST (Bj), pre v²et-
ky j = 1..k, tak vloºíme λ do FIRST (A);
3. Ak existuje pravidlo A⇒ λ, pridáme λ do FIRST (A)
Denícia 3. Pre neterminál A denujeme FOLLOW(A) ako mnoºinu terminálov
a, ktorá sa môºe objavi´ hne¤ napravo od A, to znamená, ºe existuje derivácia
S
∗⇒ αAaβ
Ko²trukcia mnoºiny FOLLOW (A):
1. vloºíme znak konca súboru($) do FOLLOW (A), kde A je ²tartovací neter-
minál gramatiky
2. Ak existuje pravidlo A ⇒ αBβ, tak v²etko z FIRST (β) okrem λ vloºíme
do FOLLOW (B)
3. Ak existuje pravidlo A ⇒ αB alebo pravidlo A ⇒ αBβ, kde FIRST (β)
obsahuje λ, tak vloºíme v²etko z FOLLOW (A) do FOLLOW (B)
1.2.2 LL(1) gramatiky
Denícia 4. Gramatika G je v LL(1) práve vtedy a len vtedy ak A → α | β sú
dva jednozna£né pravidlá a platia nasledujúce podmienky:
1. Neexistuje terminál a, pre ktorý pravidlá α a β generujú terminálne slovo
za£ínajúce na a.
2. Najviac jedno z pravidiel α a β generuje prázdne slovo.
3. Ak β vygeneruje prázdne slovo, potom α negeneruje ºiadne terminálne slovo
za£ínajúce terminálom z FOLLOW (α). Podobne ak α vygeneruje prázdne
slovo, potom β negeneruje ºiadne terminálne slovo za£ínajúce terminálom
z FOLLOW (β).
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Do triedy LL(1) gramatík nepatria nejednozna£né gramatiky a ©avo rekurzívne
gramatiky.
Denícia 5. Gramatika je nejednozna£ná, ak existujú 2 rôzne ©avé derivácie,
ktoré generujú to isté terminálne slovo. Príklad nejednozna£nej gramatiky, vysky-
tujúcej sa v programovacích jazykoch:
S ⇒ if then S else S | if then S | s
Derivované slovo if then if then s else s má dva významy. Bu¤ to môºeme
interpretova´ ako if then (if then s else s) alebo if then (if then s) else s. Existuje
nieko©ko rie²ení:
1. syntaktická chyba (Algol 60)
2. else patrí k najbliº²iemu if ; to sa docieli prepísaním gramatiky na:
S ⇒M | O
M ⇒ if then M else M | s
O ⇒ if then S | if then M else O
Toto rie²enie funguje v²ak iba u LR parserov.
3. pridanie zátvoriek begin a end
Denícia 6. Gramatika je ©avo rekurzívna, ak pre neterminál A a re´azec sym-
bolov gramatiky α, existuje derivácia A
∗⇒ Aα.
Gramatiky s ©avorekurzívnimi pravidlami sa dajú jednoducho prepísa´ bez ©a-
vej rekurzie. Napríklad gramatiku
A⇒ Aα | β
prepí²eme na
A⇒ βX
X ⇒ αX | λ




Pri vyberaní pravidiel nie je jasné ktoré sa má pouºi´. Rie²enie je odloºi´ rozho-




1.2.3 Kon²trukcia LL(1) automatu
LL(1) je klasický deterministický zásobníkový automat, ktorý prijíma prázdnym
zásobníkom. Na vstupnej páske má tokeny (terminály) z lexikálnej analýzy, na zá-
sobníku má len po£iato£ný neterminál. K kaºdom kroku odoberie vrchol zásob-
niku a urobí jednu z nasledujúcich moºností:
• ak je na vrchole terminál, tak pre£íta terminál zo vstupu a zo zásobníka
odstráni vrchol
• ak je na vrchole neterminál, tak sa pod©a rozhodovacej tabu©ky a terminá-
lu na vstupe rozhodne, ktoré prepisovacie pravidlo pouºije a ním nahradí
vrchol zasobníka; vstup v tomto kroku na£íta.
Ak máme korektnú LL(1) gramatiku môºeme si skon²truova´ tabu©ku (M). M
má riadky indexované neterminálmi a st¨pce terminálmi. Kon²trukcia automatu
pre pravidlo gramatiky A⇒ α:
1. Pre kaºdý neterminál a z FIRST (α) pridáme A⇒ α do M(A, a)
2. Ak λ ∈ FIRST (α), tak pre kaºdý neterminál b z FOLLOW (A) pridáme
A⇒ α do M(A, b)
3. Ak λ ∈ FIRST (α) a zárove¬ $ ∈ FOLLOW (A) pridámeA⇒ α doM(A, $)
FOLLOW (A) sta£í kon²truova´ len pre neterminály, ktoré generujú λ, pre os-
tatné by to bolo zbyto£né. Na prázdne miesta tabu©ky pridáme hlásenie chyby.
Ak v nejakej bunke tabu©ky sa nachádza 2 a viac pravidiel, tak spracovaná gra-
matika nepatrí do LL(1) a je potrebné ju upravit.
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1.3 Sémantická analýza
Úlohou sémnatickej analýzy je nap¨¬anie tabuliek symbolov a kontrola kontex-
tových závislostí. V tabu©kách symbolov si preklada£ udrºuje informácie o de-
novaných typoch a funkciách, deklarovaných premenných a kon²tantách. Infor-
mácie v tabu©ke symbolov sú pouºívané na rie²enie kontextových väzieb, typovú
kontrolu a generovanie medzikódu [3].
Na sémantickú analýzu sa pouºívajú atribútové gramatiky. Ku kaºdému sym-
bolu gramatiky je pridaná mnoºina atribútov. Tieto atribúty môºu reprezentova´
£oko©vek. Hodnoty atribútov sú denované sémantickými pravidlami, ktoré sú
pridané k syntaktickým pravidlám gramatiky. Existujú dva typy atribútov:
1. Syntetizované atribúty: hodnota atribútu je vypo£ítaná z atribútov seba a sy-
nov v deriva£nom strome.
2. Dedi£né atribúty: hodnota atribútu je vypo£ítaná z atribútov otca, se-
ba a súrodencov v deriva£nom strome.
Aby sme mohli ur£i´ poradie vykonávania sémantických pravidiel, je potrebné
zostroji´ graf závislosti. Graf závislosti je orientovaný graf, kde vrcholom je kaºdý
atribút symbolu deriva£ného stromu. Ak hodnota atribútu X vznikla z atribú-
tov Y1 . . . Yn, tak budú vies´ orientované hrany z Y1 . . . Yn do X. Topologickým
zotriedením môºeme ur£i´ poradie výpo£tu sémantických pravidiel.
1.4 Medzikódy
Informácie o medzikódoch sú £erpané z u£ebného textu P°eklada£e [3]. Medzikód
je výstup z front endu preklada£a. Samozrejme preklada£e ho nemusia genero-
va´ a môºu priamo preklada´ do cie©ového kódu. Iné preklada£e generujú ako
výsledný produkt medzikód, ktorý je potom interpretovaný. Pouºitie medzikódu
má nasledujúce výhody:
1. Zjednodu²uje návrh preklada£a pre iný cie©ový jazyk.




• syntaktický strom alebo DAG (acyklický orientovaný graf)
• zásobníkový medzikód
• trojadresový medzikód
Za stromový medzikód môºeme povaºova´ upravený syntaktický strom. Tá-
to forma medzikódu je výhodnej²ia na intereptovanie a menej vhodná na ¤al²í
preklad.
Zásobníkový medzikód je linearizovaná reprezentácia syntaktického stromu. Je
vhodný ako na interpretovanie, tak na dal²í preklad do cie©ového kódu. Je tvorený
postupnos´ou operácii nad zásobníkom. Kaºdá z týchto in²trukcií predstavuje vlo-
ºenie hodnoty alebo kon²tanty na zásobník, vykonanie aritmetickej alebo logickej
operácie na zásobníku alebo uloºenie vrcholu zásobníku do premmenej.
Trojadresový kód má in²trukcie typu a = b op c,kde a, b, c sú premenné, kon-
²tanty alebo do£asné premmené vytvorené preklada£om. Op predstavuje v pod-
state ©ubovolnú operáciu. Hlavný rozdiel medzi trojadresovým a zásobníkovým




V tejto kapitole je zachytený postupný vývoj jazyka a preklada£a. alej analy-
zujeme jednotlivé moºnosti rie²enia implementa£ných problémov.
2.1 Návrh jazyka
Prvou úlohou bolo navrhnú´ jazyk vhodný na vizualizáciu geometrických algorit-
mov. Vzh©adom k £asovej zloºitosti sme vylú£ili objektovo orientovaný jazyk a za-
merali sme sa na procedurálny jazyk podobný Pascalu. Boli stanovené poºiadavky,
ktoré by mal sp¨¬a´ navrhovaný programovací jazyk:
1. syntax podobná Jave alebo C++
2. silne typovaný
3. riadiace ²truktúry ako cykly (for, while) a podmienky (if )
4. moºnos´ dynamicky alokova´ pamä´ (moºnos´ vytvori´ spojový zoznam ale-
bo binárny strom)
5. moºnos´ vytvára´ funkcie a rekurzívne ich vola´
6. interpretovaný jazyk
Syntax podobnú známemu programovaciemu jazyku sme zvolili, aby bol ja-
zyk jednoduchý na nau£enie. Podmienka silnej typovej kontroly bola pridaná do
návrhu z dôvodu lep²ej detekcie chýb programátora. Interpretovaný jazyk bol
zvolený z £asových dôvodov a jednoduchosti implementácie. Ostatné podmienky
zabezpe£ovali, aby jazyk umoº¬oval implementova´ akýko©vek algoritmus.
Vytvorili sme jednoduchú gramatiku, ktorá dovo©ovala deklarova´ funkciu ale-
bo ²truktúru kdeko©vek v kóde okrem tela cyklu alebo funkcie. Aby bola splnená
podmienka dynamickej alokácie, pridali sme operátor new a rozdelili sme typy
na hodnotové a referen£né. Medzi hodnotové typy sme dali vstavané typy ako int
(32 bitové celé £íslo so znamienkom), long (64 bitové celé £íslo so znamienkom),
real (£íslo s plavúcou desatinnou £iarkou), bool (typ s dvoma hodnotami true
12
alebo false) a string (©ubovo©ne dlhý re´azec). V²etky ²truktúry, ktoré si vytvorí
programátor sú referen£né.
Aby bol tento jazyk ²pecializovaný na vizualizáciu geometrických algoritmov,
rozhodli sme sa prida´ vstavané ²truktúry point, line, polygon, color. Tieto
²truktúry uº patria medzi referen£né. V²etky geometrické algoritmy okrem algo-
ritmov pracujúcich s kruºnicam si vysta£ia s navrhnutými tvarmi. Oblé tvary ako
gu©a je moºné vygenerova´ pomocou trojuholníkov.
Na zobrazovanie boli navrhnuté funkcie na vykreslenie alebo mazanie geomet-
rických tvarov. alej sme vytvorili funkce, ktoré môºu prefarbi´ daný objekt alebo
zmeni´ prednastavenú farbu. Na vykres©ovanie mnohostenov v 3D bolo potrebné
doda´ moºnos´ upravova´ prieh©adnos´ objektov, preto sme navrhli funkcie, ktoré
umoº¬ovali nastavi´ tento atribút. Takmer v kaºdom geometrickom algoritme sú
potrebné matematické funkcie. Z tohto dôvodu sa do návrhu dostali goniomet-
rické (sin, cos . . . ), zaokrúhlovacie (round, ceil, oor) a matematické (log, pow,
sqrt, abs, rand) funkcie. Aby tento programovací jazyk sp¨¬al v²eobecné ²tandar-
dy kladené na jazyk, boli do neho pridané vstavané funkcie umoº¬ujúce prácu so
vstupom a výstupom na konzolu a do súboru.
Ke¤ºe sa budú vizualizova´ algoritmy, bolo potrebné navrhnú´ spôsob kroko-
vania, aby si uºívate© mohol krok po kroku v ©ubovo©nej rýchlosti pozrie´ algo-
ritmus. Pre tento ú£el bola navrhnutá funkcia step.
2.2 Syntaktická analýza
Hlavným dôvodom pre výber LL(1) (vi¤ podkapitola 1.2.2) gramatiky bolo, ºe tie-
to gramatiky sa dajú spracúva´ aj bez automatizovaných prostriedkov. S hotovou
gramatikou sme sa snaºili vytvori´ in²trukcie zásobníkového automatu. Ru£ná
tvorba mnoºiny FIRST (vi¤ def. 2) bola jednoduchá. Pri pouºití gramatiky
s pribliºne 100 pravidlami v²ak tvorba FOLLOW (vi¤ def. 3) predstavovala ne-
triviálny problém. Z tohto dôvodu sme pristúpili ku kroku napísa´ si vlastný
generátor in²trukcií zásobníkového stroja. Toto rie²enie bolo ve©mi praktické, le-
bo aj pri najmen²ích zmenách v gramatike nebolo nutné nanovo ru£ne vytvára´
in²trukcie.
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Pri generovaní in²trukcií vznikol problém nejednozna£nosti gramatiky (vi¤
def. 5). Týkalo sa to dobre známeho problému nazvaného dangling else. Nejed-
nozna£ná gramatika vyzerala takto:
S ⇒ if ( podmienka ) S E
S ⇒ statement
E ⇒ else S (2.1)
E ⇒ λ (2.2)
Generátor zásobníkového automatu vygeneroval do rozhodovacej tabu©ky na po-
zíciu (E, else) dve prepisovacie pravidlá (2.1 a 2.2). Odstránením pravidla 2.2 z
tabu©ky bol vyrie²ený problém nejednozna£nosti a zárove¬ syntaktický analyzá-
tor pripája else vºdy k najbliº²iemu if.
2.3 Tabu©ky symbolov
Tabu©ka symbolov bola navrhutá ako jedna trieda, ktorá poskytovala funkcie na
vkladanie a vyh©adávanie premenných, funkcií a deklarovaných typov. Za ú£elom
reprezentácie elementov tabu©ky bola napísaná abstraktná trieda Symbol. Sú£as-
´ou jazyka by mali by´ vstavané typy a zárove¬ by mal by´ schopný premenova´
typy, deklarova´ si vlastné ²truktúry a vytvára´ polia v²etkých typov. Z tohto
dôvodu boli napísané triedy Type, Struct a Field, ktoré reprezentovali tieto ²truk-
túry. Na reprezetovanie funkcií, ich parametrov a premenných boli navrhnuté
triedy Function, Variable a Parameter. Tieto triedy sú zdedené z triedy Symbol.
Pôvodne sme chceli aby v²etky deklarované objekty boli uloºené v jednej ha²o-
vacej tabu©ke. Ha²ovaciu tabu©ku sme zvolili z dôvodu rýchleho vkladania a vy-
h©adávania. Pri neskor²om testovaní bolo zistené, ºe ak identikujeme v²etky
objekty len pod©a mena, tak nemôºeme pomenova´ typ aj premennú rovnakým
názvom. Nasledujúci kód nebol moºný:
point point=new point;
Z tohto dôvodu sme sa rozhodli uklada´ funkcie do jednej tabu©ky, premenné
do druhej a typy do tretej tabu©ky.
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2.4 Medzikód a sémantická analýza
Spomedzi moºných foriem medzikódu (vi¤ kap.1.4) sme sa rozhodoli pre zásob-
níkový kvôli predchádzajúcej znalosti tohto kódu a relatívnej zloºitosti ostatných
dvoch typov medzikódu v porovnaní s ním. Hlavnými výhodami zásobnikového
medzikódu sú:
• jednoduch²ie generovanie in²trukcií a interpretovanie oproti trojadresovému
kódu
• jednoduch²ia reprezentácia oproti stromovému medzikódu
Pouºitie atribútových gramatík sme vylú£ili, lebo ich pridanie do generátora
zásobníkových in²trukcií by zna£ne skomplikovalo program. V syntaktickej ana-
lýze bol vygenerovaný syntaktický strom, ktorý sme prechádzali do h¨bky. V¤aka
prechodu do h¨bky bolo moºné zárove¬ generova´ kód bez potreby vytvárania
grafu závislosti. V takmer kaºdom uzle bolo potrebné vykona´ nejakú séman-
tickú kontrolu, a tak sme do generátora zásobníkového automatu ku kaºdému
syntaktickému pravidlu pridali moºnos´ vloºi´ názov funkcie, ktorá sa pri pre-
chode stromom zavolala. Pouºili sme na to Java RMI (technológia, ktorá dokáºe
vola´ funkciu pomocou názvu). V priebehu programovania sémantickej analýzy
sa v²ak ukázalo, ºe vola´ len jednu funkciu nesta£í. Preto sme sa rozhodli prida´
moºnos´ vola´ viac funkcií. Pri prechode do h¨bky je moºné presne ur£i´, kedy sa
funkcia zavolá. Ak sa program nachádza v uzle, ktorý ma n synov, môºe zavola´
n+ 1 rôznych funkcií, a to pri vstupe do uzlu, pri návrate z prvého syna, pri ná-
vrate z druhého syna at¤. Táto funk£nos´ dovo©ovala bez komplikácií vykona´
sémantickú analýzu a generovanie medzikódu.
Atribútové gramatiky si ukladajú potrebné informácie o uzloch deriva£ného
stromu. V kaºdom uzle samozrejme treba uchováva´ iné informácie. Do kaºdého
uzlu by sme tak mohli vloºi´ v²etky dátové ²truktúry alebo navrhnú´ spôsob ako
tam uloºi´ len tie potrebné. Nakoniec sme sa rozhodli pre vytvorenie statickej
triedy Atributes, do ktorej sme vloºili v²etky potrebné dátové ²truktúry. Toto
rie²enie bolo najhodnej²ie z dôvodu jednoduchého prístupu ku v²etkým atribútom
bez potreby h©adania atribútov v iných uzloch stromu.
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Predchádzajúcimi úpravami generátora zásobníkového stroja vznikol nástroj,
ktorý sa dá pouºi´ na parsovanie akejko©vek LL(1) gramatiky. Zárove¬ zna£ne
u©ah£uje aj sémantickú analýzu.
2.5 Reprezentácia medzikódu
V preklada£i je výsledný kód reprezentovaný ako pole objektov. Kaºdý z týchto
objektov je zdedený z abstraktnej triedy Instruction. Pri návrhu formátu súboru
uloºenia výsledného kódu boli prehodnocované tri moºnosti:
1. uloºi´ kód do XML
2. uloºi´ kód do vlastného formátu
3. uloºi´ kód pomocou Java serialization api
Vytváranie vlastného formátu by bola asi najpracnej²ia moºnos´ a bolo by
potrebné vytvori´ vlastný parser cie©ového kódu. Uloºenie do XML bola o nie£o
lep²ia alternatíva z dôvodu jednoduchého parsovania. Pri implementovaní tejto
metódy sme zistili, ºe vytváranie in²trukcií z re´azca v XML je dos´ ne²ikovné.
Najjednoduch²ie uloºenie a parsovanie poskytlo nakoniec Java serialization api.
o sa týka rýchlosti parsovania serialization api bolo pribliºne rovnako rýchle
ako XML. Výstupný súbor preklada£a, ktorý obsahuje kód, má príponu .ser.
2.6 Dynamicky alokované ²truktúry
V prípade, ºe by jazyk nepodporoval dynamicky alokované ²truktúry, posta£ova-
lo by v²etky premenné uloºi´ na spodok zásobníka. Pri dynamickej alokácii bolo
navrhnuté, aby sa na zásobník uloºil iba ukazate© na pole alebo ²truktúru a dá-
ta by boli uloºené inde. Prvý nápad bol vytvori´ si nejaké pole v pamäti a tam
zapisova´ dynamicky alokované ²truktúry. Toto rie²enie by v²ak prinieslo prive©a
komplikácii. Garbage Colector Javy (GC) by tieto ²truktúry nevymazal a preto
by musel by´ napísaný vlastný GC. al²ím problémom by bolo pride©ovanie takto
vytvorenej pamäte s oh©adom na efektivitu. Lep²ím nápadom bolo vytvára´ dy-
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namicky alokované objekty ako ²truktúry v Jave a necha´ starosti s pride©ovaním
pamäti na Javu.
Navrhovaný jazyk podporoval zloºité ²truktúry ako napríklad trojrozmerné
pole ²truktúry, v ktorej je uloºené ¤al²ie dvojrozmerné pole. Linearizova´ túto
²trukturu by predstavovalo netriviálny problém. Preto sme sa rozhodli uloºi´ viac-
rozmerné polia do hierarchie jednorozmerných polí. V poslednom poli budú bu¤
referencie na referen£né typy alebo hodnoty hodnotových typov. Pri tomto návrhu
je zjednodu²ené pristupovanie k jednotlivým prvkom viacrozmerných polí.
2.7 Predávanie parametrov do funkcie referenciou
Moºnos´ predávania parametru do funkcie referenciou je uºito£ná najmä pri písaní
rekurzívnych algoritmov, a preto bola pridaná do návrhu. Pri technickej realizácii
nastal problém vytvorenia ukazate©a na premennú, lebo Java takúto kon²truk-
ciu nepodporuje. Rozmý²©ali sme nad rie²ením získania adresy, kde je uloºený
ukazate© na objekt, ktorý chceme predáva´ referenciou, ale to sa tieº nepodarilo
uskuto£ni´ z dôvodu obmedzení Javy. V navrhnutej hierarchii ukladania objektov
popísanej v predchádzajúcej kapitole 2.6 si môºeme v²imnú´, ºe v²etky globálne
a lokálne premenné sú uloºené na zásobniku a ostatné hodnoty sú bu¤ v ²truk-
túre alebo v poli. Rie²ením tohto problému bolo vytvori´ ukazate© na premennú
pomocou dvoch parametrov:
1. pole rep. zásobník, v ktorom je premenná uloºená
2. pozícia v poli
2.8 Návrh grackého rozhrania
Ke¤ºe hlavným grackým prvkom je vizualiza£ná plocha, bola umiestnená do stre-
du grackého okna. Na pravú stanu bol pridaný panel umoº¬ujúci ovládanie vizu-
alizovania algoritmu. Pre potreby konzolového vstupu a výstupu boli do spodnej
£asti pridané 2 konzoly, jedna na vstup a druhá na výstup. Na vizualizovanie 2D
a 3D algoritmov sme sa rozhodli pouºi´ grackú kniºnicu Java 3D [10]. Táto
17
kniºnica poskytovala v²etky potrebné funkcie a bola vyvýjaná výrobcom Javy a
preto sme ju zvolili pre tento projekt.
2.9 Krokovanie algoritmov
Posúvanie algoritmu smerom vpred po krokoch bolo implementa£ne jednoduché.
V¤aka navrhnutej funkcii step mohol uºívate© algoritmus krokova´. Do grackého
okna sme pridali moºnos´ nastavova´ rýchlos´ algoritmu. Uºívate© si môºe ur£i´,
£i sa má algoritmus v kaºdom kroku zastavi´ a £aka´ na spustenie uºívate©a alebo
len zastavi´ na nieko©ko milisekúnd.
Aby sa uºívate© mohol v algoritme vraca´ naspä´, bolo ºiadúce uloºi´ stav
interpretera v danom momente do pamäte. To znamená, ºe bolo potrebné uloºi´
premenné v programe a stav zavolaných funkcií. alej sme museli zabezpe£i´,
aby sa vstupná a výstupná konzola uloºila. Mohli sme v²etky tieto objekty sko-
pírova´ do pamäte, ale jednoduch²ie rie²enie bolo uloºi´ ich opä´ pomocou Java
serialization api.
Ukladanie vizualizovaných objektov sa nedalo spravi´ takto jednoducho, lebo
tieto objekty neimplementovali rozhranie serializable. Pri krokovaní algoritmu
sa vykres©uje alebo maºe v kaºdom kroku len malé mnoºstvo objektov, a teda
výhodnej²ie bolo uloºi´ len zmeny.
Po pridaní vstupu a výstupu do súboru sa ukladanie interpretera skompli-
kovalo. Krokovanie £ítania a zápisov do súboru nebolo moºné z nasledujúcich
dôvodov:
• za predpokladu krokovania zápisu do súboru by sa pri kroku spä´ museli
zmaza´ dáta zapísané v danom kroku
• pri krokovaní £ítania zo súboru by sme sa museli vráti´ spä´ v súbore, £o by
síce nebolo nemoºné, av²ak obtiaºne
Rie²ením tohto problému bolo nevykonáva´ uloºenie stavu interpretera, ak je ot-
vorený nejaký súbor na £ítanie alebo zápis. Toto obmedzenie nie je príli² zásadné.
Klasický algoritmus funguje tak, ºe na£íta dáta, vypo£íta a zapí²e výsledok. Z h©a-
diska vizualizácie je zaujímavá len fáza výpo£tu, pri ktorej sa vä£²inou zo súboru
ni£ ne£íta ani nezapisuje.
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3. Popis vizualizovaných algoritmov
V tejto kapitole si popí²eme algoritmy, ktoré sú vizualizovné pomocou Vizuali-
zátora geometrických algoritmov. V kapitole 3.1 je rozobratý algoritmus na h©a-
danie 3D konvexného obalu nazvaný Gift wrapping. V kapitole 3.2 si priblíºime
algoritmus na h©adanie najbliº²ej dvojice bodov v rovine. Tento algoritmus beºí
v £ase O(n log(n)). Posledný vizualizovaný algoritmus (3.3) je ur£ený na nájdenie
najmen²ej gule obsahujúcej zadané body v trojrozmernom priestore.
3.1 3D konvexný obal algoritmom Gift wrapping
3.1.1 2D verzia
2D verzia algoritmu Gift wrapping je prevzatá z knihy Discrete and Computati-
onal Geometry [4]. Donald Chand a Sham Kapur v roku 1970 prvýkrát navrhli
tento algoritmus a primárne je ur£ený pre konvexné obaly vo vy²²ích dimenziách.
Majme mnoºinu bodov v rovine, ktoré sa nachádzajú v v²eobecnej polohe.
Vyberieme bod s najmen²ou y-ovou súradnicou. Ak existuje viac takýchto bodov,
zvolíme ten, ktorý je najviac napravo, t.j. má najvy²²iu x-ovú súradnicu. Vybraný
bod si ozna£me P . Bod P spojíme s ostatnými bodmi a vyberieme úse£ku, ktorá
zviera s x-ovou osou najvä£²í uhol. Zvolená úse£ka je prvá hrana konvexného
obalu.
Kaºdú ¤al²iu hranu konvexného obalu nájdeme pomocou predchádzajúcej
hrany, ktorú si ozna£íme H. Koncový (otvorený) bod úse£ky H spojíme so v²et-
kými ostatnými bodmi. Za ¤al²iu hranu konvexného obalu vyberieme z vytvore-
ných úse£iek tú, ktorá zviera s H najvä£²í uhol. Takto pokra£ujeme ¤alej, kým
nenarazíme na bod P .
asová zloºitos´ algoritmu je O(hn), kde h je po£et bodov konvexného obalu
a n je celkový po£et bodov. Ke¤ºe konvexný obal moºe obsahova´ v²etky body,
£asová zloºitos´ je v najhor²om prípade O(n2).
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Obr. 3.1: Postupná výstavba 3D konvexného obalu.
3.1.2 3D verzia
3D verzia algoritmu je prezvatá z u£ebného textu Geometrické algoritmy I [5].
Algoritmus sa dá priamo zov²eobecni´ do trojrozmerného priestoru (vi¤ obr. 3.1).
Prvú hranu konvexného obalu môºeme nájs´ pomocou 2D verzie algoritmu tak, ºe
premietneme body do roviny xy. Nájdenú úse£ku zvolíme za aktuálnu a ozna£íme
si ju AB. Pomocou úse£ky AB a kaºdého bodu vytvoríme rovinu. Z vytvorených
rovín vyberieme tú, ktorá rozde©uje priestor na 2 podpriestory tak, ºe jeden obsa-
huje v²etky body a druhý ºiadne. Bod, ktorý vytvára s úse£kou AB túto rovinu,
ozna£me P . Vytvoríme trouholník ABP , ktorý je zarove¬ stenou konvexného oba-
lu. Tento postup opakujeme, pokia© nie je konvexný obal uzavretý. Ak nájdeme
neuzavretú hranu, ozna£íme ju ako aktuálnu a cyklus opakujeme.
asová zloºitos´ algoritmu jeO(fn) [4], kde f je po£et stien a n je po£et bodov.
V najhor²om prípade môºe by´ f = O(n), z £oho vyplýva, ºe celková zloºitos´
algoritmu v najhor²om prípade je O(n2). H©adanie steny je moºné implemen-
tova´ v £ase O(n) tak, ºe porovnávame uhol uº nájdenej steny, ktorá obsahuje
aktuálnu hranu, a n moºných stien. Rovinu zvierajúcu najva£²í uhol pouºijeme
na vytvorenie ¤al²ej steny.
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3.2 Algoritmus na h©adanie najbliº²ej dvojice bo-
dov v rovine
Jednoduchý algoritmus na h©adanie najbliº²ích bodov v rovine porovnáva vzdia-






to znamená ºe beºí v £ase Θ(n2).
Rýchlej²í algoritmus (vi¤ obr. 3.2), prevzatý z knihy Introduction to Algo-
rithms [6], dokáºe nájs´ dvojicu najbliº²ích bodov v £ase O(n log(n)). Vyuºíva
metódu Rozde©uj a panuj. Ak je po£et bodov vä£²í ako tri, rozdelí body pod©a
x-ovej súradnice na rovnako ve©ké mnoºiny (©avú a pravú) a zavolá sa rekurzívne
na obe mnoºiny. V opa£om prípade nájde najmen²iu dvojicu hrubou silou. Po
vynorení z rekurzie máme zistené najmen²ie vzdialenosti z ©avej (δl) a pravej (δp)
£asti. Ozna£me zatia© výpo£ítanú minimálnu vzdialenos´ δ = min(δl, δp). Vieme,
ºe najbliº²ia dvojica bodov bude leºa´ v ©avej alebo v pravej mnoºine alebo je-
den bod bude v©avo a jeden vpravo. Zostáva nám teda porovna´ body, ktoré sa
nachádzajú v rôznych mnoºinách a zárove¬ majú maximálnu vzdialenos´ δ od
deliacej £iary. Ozna£me si ichMl aMp. Pre kaºdý bod zMl existuje obd¨ºnik (R)
ve©kosti δ × 2δ, v ktorom sa môºu potenciálne najbliº²ie body z Mr nachádza´.
Ke¤ºe body v Mr sú od seba vzdialené minimálne δ, tak v obd¨ºniku R sa môºe
nachádza´ maximálne ²es´ bodov. Tým pádom nám sta£í pre kaºdý bod v Ml
urobi´ maximálne O(1) porovnaní, teda dokopy vykonáme O(n) porovnaní.
Aby sme pri implementácii porovnávali len body z obd¨ºnika R, je potrebné
spolo£ne prechádza´ zoznamy bodov Ml a Mp zotriedené pod©a y-ovej súradnice.
Tieto zoznamy môºeme získa´ predtriedením celej mnoºiny bodov.
asová zloºitos´ algoritmu je T (n) = T (n/2) + O(n), £o je pod©a Master
theorem O(n log(n)).
3.3 H©adanie najmen²ej gule ohrani£ujúcej dané
body v trojrozmernom priestore
Pravdepodobnostný algoritmus (vi¤ obr. 3.3) na nájdenie najmen²ej gule obsa-
hujúcej mnoºinu zadaných bodov sme prevzali z publikácie Smallest enclosing
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Obr. 3.2: Algoritmus na h©adanie najbliº²ej dvojice bodov v rovine vo fázi porov-
návania bodov z rôznych mnoºín.
disks (balls and ellipsoids) [7].
Celú funk£nos´ zabezpe£uje jedna rekurzívna funkcia b_minidisk s paramet-
rami P ,R, kde P a R sú mnoºiny bodov. Ak je P prázdna, vytvoríme kruºnicu z
bodov v R. V opa£nom prípade vyberieme náhodný bod p ∈ P a zavoláme rekur-
zívne funkciu b_minidisk s parametrami P − {p} a R, ktorá nám vráti gu©u G.
Ak p ∈ G, tak vrátime G. Pri zistení, ºe p /∈ G, vieme, ºe p je jedným z bodov,
ktoré sa nachádzajú na povrchu gule. Preto zavoláme znova funkciu b_minidisk
s parametrami P − {p} a R ∪ {p} a tá nám vráti najmen²iu gu©u obsahujúcu
v²etky body z P ∪R.
V najhor²om prípade môºe algoritmus beºa´ v exponenciálnom £ase, práve
vtedy, ak vºdy náhodne zvolíme bod z povrchu gule. Priemerne ale vykoná iba
lineárny po£et operácií [7].
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V tejto kapitole podrobne popí²eme sú£asti navrhnutého jazyka (typy, premenné,
komentáre, riadiace ²truktúry, funkcie, operátory). V kapitole 4.3 si interpreter
bliº²ie rozoberieme z poh©adu uºívate©a.
4.1 Popis jazyka
Navrhnutý jazyk je procedurálny a silne typovaný. Gramatika jazyka je priloºená
na CD.
4.1.1 Typy
Jazyk obsahuje vnorené hodnotové typy:
1. int  32-bitové celé £íslo reprezentované v dvojkovom doplnku
2. long  64-bitové celé £íslo reprezentované v dvojkovom doplnku
3. real  64-bitové £íslo s plávajúcou desatinnou £iarkou pod©a ²tandardu
IEEE754
4. bool  typ s hodnotami true a false
5. string  ©ubovo©ne dlhý re´azec
Medzi vnorené referen£né typy patria:
1. point (bod)  ²truktúra obsahujúca tri poloºky typu real: x, y, z
2. line (úse£ka)  ²truktúra obsahujúca dve poloºky typu point: point0, po-
int1
3. polygon (mnohouho©ník)  ²truktúra obsahujúca pole typu point (array)
a poloºku typu int (size)




Existujú 2 typy premenných: globálne a lokálne. Globálne premenné sú vidite©né
v celom programe. Lokálne sú vidite©né len vo vnútri funkcií.
Pokia© premenná nebola inicializovaná, tak obsahuje prednastavenú hodnotu,
ktorá sa rovná null pre v²etky referen£né typy. íselné hodnotové typy (int, real,
long) majú prednastavenú hodnotu 0, hodnota typu bool je false a typu string
prázdny re´azec.
Pri inizializovaní referen£ného typu pomocou operátoru new sa v²etky poloº-
ky vytváranej ²truktúry nastavia na prednastavenú hodnotu popísanú v predcha-
dzajúcom odstavci.
4.1.3 Komentáre






Viacriadkové komentáre nemôºu byt vnorené, to znamená, ºe komentár kon£í pri
prvom výskyte symbolov */.
4.1.4 Riadiace ²truktúry
Mezi základné riadiace ²truktúry patria podmienky (if-else) a cykly (for, while).
Podmienka if funguje rovnako ako v iných programovacích jazykoch. Vyhodno-
covaný výraz musí by´ typu bool. Ak má hodnotu true vykoná sa kód vo vetve
za if, ak nie, vykoná sa kód v else (v prípade ºe, ²truktúra obsahuje vetvu else).
Cyklus while funguje podobne. Pokým má výraz hodnotu true tak sa telo
cyklu vykonáva. Cyklus for sa v²ak od beºných jazykov mierne odli²uje. Pracuje
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len s premennými typu real, long a int. Na za£iatku cyklu sa riadiaca premenná
inicializuje na hodnotu prvého výrazu. Po kaºdom vykonaní tela cyklu sa hodnota
tejto premennej zvý²i o jedna. Cyklus pokra£uje kým je táto hodnota men²ia alebo
rovná ako druhý výraz.
4.1.5 Funkcie
Jazyk obsahuje ako vstavané funkcie (dispozícii na CD), tak i moºnos´ deklarácie
vlastných funkcií programátora. Za k©ú£ovým slovom of sa ur£uje návratový typ
funkcie. Funkcii, ktorá nevracia hodnotu, sa zadenuje návratový typ na void.
Parametre môºu by´ predávané do funkcie bu¤ hodnotou alebo referenciou. V
prípade predávania parametrov hodnotou sa pre hodnotový typ jednoducho sko-
píruje hodnota, pre referen£ný typ sa analogicky kopíruje referencia. Parameter
predávaný do funkcie referenciou sa v syntaxi jazyka ozna£uje znakom &. V prí-
pade predávania premennej referenciou sa vytvorí ukazate© na danú premennú a
pri priradení do nej sa zmení obsah aj mimo funkcie.
4.1.6 Operátory
Operátory == a ! = sú denované na v²etkých typoch. Pri hodnotových po-
rovnávajú hodnotu, pri referen£ných porovnávajú referenciu a výsledok je typu
bool.
Binárny operátor = je prira¤ovací operátor denovaný na v²etkých typoch.
Pri hodnotových kopíruje hodnotu, pri referen£ných kopíruje referenciu. Za pred-
pokladu, ºe operátor = je pouºitý na £íselné typy, ktoré sa zárove¬ nezhodujú,
tak sa typ výrazu z pravej strany skonvertuje na typ, ktorý ma premenná na ©a-
vej strane. Takto môºe dôjs´ ku strate informácií, napríklad pri priradení £ísla
1.2585 do premennej typu long sa hodnota zmení na £íslo 1. Tieto automatické
pretypovania fungujú aj pri vracaní hodnoty z funkcie a pri predávaní parametrov
hodnotou do funkcie. Stratové pretypovanie funguje nasledovne:
• pri pretypovaní long na int sa pouºije na int spodných 32 bitov
• pri pretypovaní real na long resp. int sa z reálneho £ísla odreºú £ísla za
desatinnou £iarkou a v prípade, ºe by hodnota bola vä£²ia ako maximálna
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hodnota long resp. int, dosadí sa maximálna hodnota long resp. int
Aritmetické binárne operátory +,−, ∗, /,%, >,<,>=, <= sú denované na
£íselných typoch int, real, long. Výnimku tvorí operátor modulo (%), ktorý nie
je zadenovaný pre typ real. Výsledok porovnávacích operátorov (>,<,>=, <=)
je typu bool. Ak sa niektorý z týchto operátorov pouºije na 2 rôzne typy, tak sa
jeden z nic skonvertuje na ten v²eobecnej²í:
• pri pouºití premenných typov int a long sa int pretypuje na long
• pri pouºití premenných typov int a real sa int pretypuje na real
• pri pouºití premenných typov long a real sa long pretypuje na real
Výsledkom aritmetických operátorov +,−, ∗, /,% je:
• int pri pouºití premenných typov int a int
• long pri pouºití premenných typov long a int alebo long a long
• real pri pouºití premenných typov int a real alebo long a real alebo real
a real
Pokia© aspo¬ jeden výraz operátora / je typu real, vykonáva sa reálne delenie. V
opa£nom prípade sa vykonáva celo£íselné delenie. V jazyku sú denované aj unár-
ne operátory +,− na £íselnych typoch. Návratová hodnota má rovnaký typ ako
vstupný. Pri aritmetických operáciach môºe dôjs´ k prete£eniu alebo podte£eniu
£ísla. Takéto chyby nie sú hlásené.
Logické operátory &&, || a ! sú denované na výrazoch typu bool a vracajú
opä´ typ bool. Vyhodnocovanie binárnych operátorov && a || je vºdy úplné,
t.j. aj ked je výsledok istý vyhodnotí sa v²etko. Binárny operátor && vykonáva
logickú operáciu and, binárny operátor || vykonáva logickú operáciu or a unárny
operátor ! vykonáva operáciu not.
Operátor [] je binárny a slúºi k prístupu k prvkom po©a. Môºe by´ zavolaný
na poli a argument musí by´ long alebo int. V prípade zavolania s argumentom
typu long sa automaticky pretypuje na int. Pri tejto zmene môºe dôjs´ k strate
dát. Binárny operátor . je moºné zavola´ na ²truktúre a pristupova´ pomocou
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neho k jednotlivým poloºkám ²truktúry.
Poradie operátorov pod©a priority:
1. operátor ! a unárne +,−
2. operátory ∗, /,%
3. binárne operátory +,−




Vizualizátor geometrických algoritmov je napísaný v Jave. To znamená ºe je
prenosite©ny a funguje na opera£ných systémoch Windows a Linux. Pre správnu
funk£nos´ programu je potrebné ma´ nain²talovanú Java verziu 6 alebo nov²iu.
Preklada£ spustíme pomocou príkazu:
java -jar compiler.jar file
Ak bol program preloºený bez chýb, tak výstupom je súbor s rovnakým názvom a
príponou .ser (Java serialization api). Interpreter môºeme spusti´ bu¤ pomocou
príkazu
java -jar interpreter.jar file.ser
alebo dvojklikom na ikonu súboru interpreter.jar. Pri spú²´aní interpretera z prí-
kazového riadku nie je nutné zada´ súbor so zdrojovým kódom.
4.3 Interpreter
V prípade spustenia interpretera z príkazového riadku bez názvu súboru alebo
pri spustení dvojklikom je nutné na£íta´ zdrojový kód pomocou tla£idla Open.
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Obr. 4.1: Interpreter pred spustením algoritmu
Interpreter je zobrazený na obrázku 4.1. Program sa spú²´a tla£idlom Start.
Rýchlos´ vykonávania algoritmu je moºné meni´ pomocou posuvnej li²ty. Hodnoty
na tejto li²te ozna£ujú dobu v sekundách, na ktorú interpreter pri zavolaní funkcie
step zaspí. Ak je ukazate© posunutý úplne vpravo, program sa zastaví a znova
môºe by´ spustený pomocou tla£idla Continue. Zastavi´ beºiaci program je moºné
pomocou tla£idla Pause, ktoré sa objaví na mieste tla£idla Continue pri behu
programu. Posúva´ algoritmus spä´ je moºné tla£idlom Back, av²ak program musí
by´ zastavený. Interpreter ukladá len posledných 10 krokov, z dôvodu ²etrenia
pamä´ou. Funkcia kroku spä´ sa dá vypnú´ zavolaním funkcie disable_step_back.
Stla£ením tla£idla Reset sa zastaví program, re²tartuje sa interpreter, vymaºe sa
obsah konzol a vymaºú sa zobrazené objekty.
Priebeh algoritmu sa zobrazuje na vizualiza£nej ploche. Uºívate© môºe pomo-
cou kolieska na my²i pribliºova´ a oddia©ova´, pomocou ©avého tla£idla rotova´
a pomocou pravého tla£idla posúva´ zobrazené objekty.
Výstupná konzola sa nachádza v spodnej £asti okna. Text v konzole sa nedá
editova´ a slúºi len na výstup programu. Zapís na výstupnú konzolu je moºný
pomocou funkcií write∗.
Vstupná konzola sa nachádza nad výstupnou konzolou. Editova´ sa dá vºdy
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len posledný napísaný riadok. Program môºe £íta´ tento vstup pomocou funkcií
read∗. V²etky tieto funkcie sú popísané v prílohe na CD.
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5. Implementácia
5.1 Generátor zásobníkového automatu
V balíku stack_automat_generator sa nachádza generátor zásobníkového auto-
matu. V súbore obsahujúcom gramatiku sa môºu nachádza´ bu¤ prázdne riadky,
riadky obsahujúce denície terminálov alebo riadky obsahujúce pravidlá. Príklad
pravidla:
<endif> ::= else <block> @else_block_begin#1 @process_if_else#2
Neterminály sú uzavreté v ²picatých zátvorkách a funkcie, ktoré sa volajú
po£as sémantickej analýzy, majú formát @názov#£íslo. íslo za mrieºkou ur£uje,
v ktorom momente sa má daná funkcia zavola´ pri prechode deriva£ným stromom
do h¨bky. Nula znamená pri vstupe do uzlu a £íslo n znamená po návrate z n-
tého syna. Vo v²eobecnosti pravidlo obsahuje neterminál, znak ::=, terminály




Príklad denície zdruºeného tokenu:
REL_OPERATOR 14 < > <= >= != ==
Tokeny sú zadenované identikátorom, ktorý sa pouºije pri denícii pravidla a
kladný £íslom, ktoré identikuje token z lexikálnej analýzy. Zdruºený token obsa-
huje naviac zoznam tokenov, ktoré môºe obsahova´. Tento zoznam sa pouºije pri
syntaktickej chybe preklada£a. íslo tokenu sa neodporú£a pouºíva´ ve©mi vysoké
lebo výsledkom generátora je tabu©ka indexovaná £íslom terminálu a vygenero-
vaným £íslom neterminálu.
Generátor prechádza zdrojový kód gramatiky dvakrát. Pri prvom prechode
po£íta po£et pravidiel gramatiky a kontroluje správnos´ formátu súboru. Pri dru-
hom £ítaní nahráva pravidlá do pamäte pomocou triedy Rule. Následne vykonáva
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kontrolu správnosti gramatiky. Kontroluje £i kaºdý pouºitý token bol zadenova-
ný a £i je pre kaºdý pouºitý neterminál zadenované aspon jedno pravidlo. Aby
mohol ¤alej pokra£ova´ vo výpo£te, skontroluje, £i kaºdé pravidlo gramatiky ge-
neruje terminálne slovo. Na túto kontrolu je pouºitý nasledujúci algoritmus:
1. Do pomocného po©a vloºíme neterminály, ktoré obsahujú pravidlo A⇒ β,
kde β je terminálne slovo.
2. Postupne prechádzame pravidlá a kontrolujeme, £i sú zloºené len z termi-
nálov a neterminálov v pomocnom poli. Ak áno, vloºíme daný neterminál
do po©a.
3. Iterujeme dovtedy, pokým pomocné pole narastá. Ak na konci algoritmu
obsahuje pole v²etky neterminály, tak gramatika pre²la kontrolou.
al²ou kontrolou je zis´ovanie, £i gramatika neobsahuje ©avú rekurziu. Pre
tento ú£el si vytvoríme pomocný graf. Vrcholy sú neterminály a orientovaná hrana
vedie z neterminálu A do neterminálu B, pokia© existuje pravidlo A⇒ αBβ, kde
α je bu¤ λ alebo postupnos´ neterminálov, ktoré generujú prázdne slovo. Ak
tento graf obsahuje kruºnicu tak je gramatika ©avo rekurzívna. Algoritmus na
zis´ovanie kruºnice v grafe funguje následovne:
1. V kaºdom kroku odstránime vrcholy, z ktorých nevedie ºiadna hrana.
2. Ak na konci ostane prázdny graf, tak gramatika neobsahuje ©avú rekurziu.
Generátor ¤alej vypo£ítava mnoºinu FIRST (vi¤ def. 2) simulovaním ©avej
derivácie. Pre kaºdé pravidlo A ⇒ Bα sa nahradzuje prvý neterminál dovtedy,
kým na za£iatku derivácie nie je terminál a. V tomto momente sa vloºí pravidlo
A⇒ Bα do tabu©ky na pozícuM(A, a) do zásobníkového stroja. Výpo£et prebie-
ha pomocou ²truktúry FIFO a aplikuje v²etky ©avé derivácie okrem skracujúcich
pravidiel A⇒ λ.
Mnoºinou FOLLOW (vi¤ def. 3) sta£í vytvára´ len pre skracujúce pravidlá.
Výpo£et prebieha v rekurzívnej funkcii computeFollow nasledovným spôsobom:
1. Pre kaºdé pravidlo A⇒ λ nájdeme v²etky pravidlá spl¬ajúce B ⇒ αAβ.
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2. Ak β = λ, tak vloºíme in²trukciu A ⇒ λ do tabu©ky M(A, x) pre x ∈
FOLLOW (B). FOLLOW (B) vypo£ítame rekurzívne.
3. V opa£nom prípade vloºíme in²trukciu A ⇒ λ do tabu©ky M(A, x) pre
x ∈ FIRST (β). Slovo β si rozpí²eme ako postupnos´ C1, C2 . . . Ck, kde Ci
je terminál alebo neterminál. Pokial Ci generuje λ vloºíme in²trukciu A⇒ λ
do tabu©ky M(A, x) pre x ∈ FIRST (Ci).
Zo súboru StackAutomatSource, ktorý obsahuje kód zásobníkového automa-
tu, generujeme kód spolu s vytvorenými ²truktúrami do súboru StackAutomat.java








<program> ::= <e> end_of_file
<e> ::= <term> <e2>
<e2> ::= + <term> <e2>
<e2> ::= <lambda>
<term> ::= <factor> <term2>
<term2> ::= * <factor> <term2>
<term2> ::= <lambda>
<factor> ::= number
<factor> ::= ( <e> )
Ke¤ºe je gramatika v správnom tvare, kontroly nenájdu chyby a za£nú sa gene-
rova´ in²tukcie. Ako príklad si môºeme popísa´ vytváranie in²trukcií z mnoºiny
FIRST pre neterminál <e>. Pri simulovaní ©avej derivácie sa do rady najskôr
vloºí pravidlo <e>::=<term><e2>. Pretoºe <term> je neterminál, pouºijú sa v²et-
ky prepisovaci pravidlá, ktoré majú na ©avej strane <term>. V tejto gramatike je
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len jedno a do radu sa vloºí derivácia <e>::=<factor><term2><e2>. V ¤al²om
kroku sa prepí²e <factor> na number a (<e>). V rade budú 2 derivácie:
<e> ::= number <term2> <e2>
<e> ::= ( <e> ) <term2> <e2>
Obe derivácie obsahujú na prvom mieste terminál, a tak do zásobníkového stroja
vloºíme na pozíciu M [e, number] a M [e, (] pravidlo <e>::=<term><e2>.
Ako ukáºku vypo£tu mnoºiny FOLLOW si uvedieme výpo£et in²trukcií pre
pravidlo <e2>::=<lambda>. Najskôr nájdeme pravidlá, ktoré na pravej strane
obsahujú <e2>. Pretoºe existujú taktéto pravidlá dve a obe majú <e2> na konci,
rekurzíve vypo£ítame FOLLOW pre neterminál <e>. Ak by sme chceli rekurzíve
vypo£íta´ aj pre <e2> znova, zacyklili by sme sa a preto túto vetvu výpo£tu
odreºeme. Pri výpo£te FOLLOW pre <e> opä´ nájdeme pravidlá, kde sa <e>
nachádza na pravej strane a pozrieme sa na symbol za ním. Ke¤ºe v oboch
prípadoch sú to terminály, tak vlozíme pravidlo <e2>::=<lambda> do tabu©ky na
miesta M [e2, (] a M [e2, end_of_file].
5.2 Preklada£
Hlavnou £as´ou preklada£a je trieda Compiler, ktorá £íta zdojový súbor, prekladá
program a generuje kód. Preklada£ pozostáva z:
1. lexikálneho analyzátora, ktorý je reprezentovaný triedou Yylex.
2. zásobníkového automatu, ktorý je reprezentovaný triedou StackAutomat.
3. sémantického analyzátora, ktorý je reprezentovaný triedou SemanticAnaly-
ser.
Lexikálny analyzátor je vygenerovaný pomocou nástroja Jex a na reprezento-
vanie tokenu pouºíva triedu Yytoken.
Zásobníkový automat, vygenerovaný pomocou generátora zásobníkového au-
tomatu, funguje ako klasický LL(1) automat a jeho funk£nos´ je popísaná v pod-
kapitole 1.2.3. Výstupom je deriva£ný strom, ktorý pozostáva z uzlov triedy Ver-
tex. Tento strom má v kaºdom liste ukazate© na token. V nelistových uzloch sa
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nachádza pole ukazate©ov na synov. Pre ú£ely ladenia je moºné vypísa´ deriva£ný
strom do XML. Slúºi na to metóda printDerivationTree.
Deriva£ný strom je ¤alej spracúvaný semantickým analýzatorom. Do h¨bky
prechádza strom a volá funckie denované pri kaºdom pravidle. Kaºdá funkcia
berie ako argument uzol stromu na ktorom bola zavolaná a vracia int. Zárove¬
sa generuje zásobníkový kód, ktorý je reprezentovaný triedou InstructionBlock.
V balíku Instruction sa nachádzajú v²etky in²trukcie. In²trukcie, ktoré nemajú
argument, sú zdedené z Instruction a in²trukcie s argumentom InstructionWith-
Argument.
Trieda Atributes slúºi na ukladanie pomocných dát a trieda Tables reprezen-
tuje tabu©ky preklada£a. Tables nám poskytuje metódy na ukladanie deklarov-
ných premenných, funkcií a typov. Funkcie, premenné, parametre funkcií, typy,
polia a ²truktúry sú reprezentovné triedami Function, Variable, Parameter, Type,
Field a Struct. V²etky tieto triedy dedia od abstraktnej triedy Symbol.
Výstupom z preklada£a je pole in²trukcií, ktoré sa uloºí do súboru pomocou
Java serialization api. Pre ú£el ladenia programu sa generuje aj XML výstup
obsahujúci in²trukcie.
5.3 Interpreter
Hlavnou triedou interpretera je InterperterMain. Táto trieda oba©uje intepreter a
zabezpe£uje na£ítanie kniºnice Java3D, v prípade, ºe nie je nain²talovaná. Triedy
InterperterMain a ExtensionsClassLoader sú prevzaté od Emmanuela Puybareta
z projektu Sweet Home 3D [11].
Trieda Interpreter je vlákno, ktoré vykonáva in²trukcie preloºeného programu
a obsahuje implementáciu vnorených funkcií jazyka. Na zastavenie programu slúºi
premenná started. Interpreter pred kaºdou in²trukciou skontroluje, £i má zastavi´.
Ak áno vlákno sa uspí na zámku premennej lock.
Krokovanie algoritmu je implementované pomocou Java serialization api. Celý
stav zásoniku sa uloºí do po©a bytov, ktoré sa zapí²e do fronty. Pri zobrazení
alebo mazaní geometrického tvaru sa ukladajú tieto operácie do fronty pomocou
interface GuiOperation. Pri zavolaní kroku spä´ sa nahrá naposledy uloºený stav
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zásobníku a vykonajú sa reverzné operácie s geometrickými útvarmi. Oddelova£
jednotlivých krokov v rade operácí s útvarmi je null.
Gracké rozhranie je implementované triedou Gui, ktorá zabezpe£uje pridá-
vanie a odoberanie geometrických útvarov do 3D vizualizovanej plochy.
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Záver
Cie©om práce bol návrh jazyka, implementácia preklada£a a interpretera ur£ených
na vizualizáciu geometrických algoritmov. Tento cie© sa podarilo splni´, ke¤ºe
dôraz bol kladený na jednoduchos´ navrhovaného jazyka a kvalitu vizualizácie
geometrických algoritmov.
Z £asových dôvodov neboli implementované niektoré riadiace ²truktúry, ktoré
je moºné nájs´ v iných jazykoch ako napríklad: skoky goto, break, continue alebo
operátory ++, + = at¤. Skoky ako goto by ani do ²truktúrovaného programova-
nia nemali patri´. alej by bolo moºné navrhovaný jazyk roz²íri´ o pre´aºovanie
funkcií. V²etky tieto ²tuktúry sa samozrejme dajú nahradi´ pomocou implemeto-
vaných kon²trukcií jazyka.
Tento projekt by bolo moºné roz²íri´ o vy²²ie zmienené neimplementované
²truktúry. alej je moºné roz²íri´ navrhovaný jazyk o ²truktúry ur£ené na vi-
zualizovanie iných tried algoritmov. Ke¤ºe projekt obsahuje aj generátor syn-
taktického LL(1) automatu, je moºné jednoducho upravova´ gramatiku a prida´
sémantické akcie.
Táto práca má reálne vyuºitie ako pomôcka pri výuke geometrických algorit-
mov, resp. po roz²írení projektu aj iných skupín algoritmov.
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Popis prílohy na CD
V adresári zdrojove kody sa nachádzajú zdrojové kódy. Preloºi´ je ich moºné
pomocou nástroja Ant [13] verzie aspo¬ 1.8.2 a je zárove¬ je potrebné ma´ na-
in²talovanú kniºnicu Java3D [10] verziu aspo¬ 1.5.2. Adresár spustitelne subory
obsahuje spustitelné súbory preklada£a a interpretera. Na ich spustenie potre-
bujeme nain²talova´ Javu [12] verziu 6 alebo vy²²iu. Spustitelné súbory môºeme
spusti´ aj bez nain²talovanej kniºnice Java 3D. Javadoc celého projektu sa na-
chádza v adresári dokumentacia a tento adresár obsahuje aj popis vstavaných
funkcií jazyka. Elektronickú verziu textu tejto práce môºeme nájs´ v prie£inku
praca. Vizualizované algoritmy sú umiestnené v adresári algoritmy.
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