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Ordinarily, photons do not interact with one another. However, atoms can be used to mediate
photonic interactions [1–6], raising the prospect of forming synthetic materials [7] and quantum
information systems [8–11] from photons. One promising approach uses electromagnetically-induced
transparency with highly-excited Rydberg atoms to generate strong photonic interactions [12–19].
Adding an optical cavity shapes the available modes and forms strongly-interacting polaritons with
enhanced light-matter coupling [20–22]. However, since every atom of the same species is identical,
the atomic transitions available are only those prescribed by nature. This inflexibility severely
limits their utility for mediating the formation of photonic materials in cavities, as the resonator
mode spectrum is typically poorly matched to the atomic spectrum. Here we use Floquet engineering
[23, 24] to redesign the spectrum of Rubidium and make it compatible with the spectrum of a cavity,
in order to explore strongly interacting polaritons in a customized space. We show that periodically
modulating the energy of an atomic level redistributes its spectral weight into lifetime-limited bands
separated by multiples of the modulation frequency. Simultaneously generating bands resonant with
two chosen spatial modes of an optical cavity supports “Floquet polaritons” in both modes. In the
presence of Rydberg dressing, we find that these polaritons interact strongly. Floquet polaritons
thus provide a promising new path to quantum information technologies such as multimode photon-
by-photon switching, as well as to ordered states of strongly-correlated photons, including crystals
and topological fluids.
Photons coupled to an atomic ensemble form polari-
tons, quasiparticles which inherit key properties from
both their matter and light components [12–14]. Their
atomic component imbues polaritons with the interac-
tions essential for forming non-trivial ordered phases.
Their photonic component enables polaritons to prop-
agate through space. Adding an optical cavity reshapes
the space available for polaritons by defining a discrete
set of modes which can couple to the atomic ensemble.
To enable the study of quantum many-body physics with
polaritons [7, 25], exciting progress has been made in de-
signing cavity structures to create desirable spaces for
polariton propagation, including the realization of syn-
thetic Landau levels for photons [26–28]. However, the
challenges of engineering these systems have thus far al-
lowed studies of strongly interacting photons in only a
single transverse mode [1–3, 21].
An intriguing approach for creating multi-mode polari-
tons is Floquet engineering – the periodic modulation of
parameters to generate desirable new properties in quan-
tum mechanical systems. Floquet engineering has proven
to be a powerful tool for studying quantum many-body
physics with ultracold atoms [24], where it has enabled
tests of quantum phase transitions [29–31], the creation
of exotic new interaction processes [32–34], and the de-
velopment of synthetic gauge fields [35–40] for studies of
topology [41–44].
Frequency modulation, the periodic variation of the en-
ergy of a quantum state, is a particularly powerful form
of Floquet engineering [23]. Periodically modulating a
state splits it into multiple bands at different energies,
analogous to frequency modulation in signal processing
[45]. Frequency modulation has enabled faster manipula-
tion [46] and efficient random access architectures [47] for
superconducting quantum processors via first-order side-
band transitions [48]. In ultracold atoms, many shaken
lattice experiments can be viewed as frequency modu-
lation [23, 24], which has also been employed to bind
diatomic molecules [49, 50].
In this work, we frequency modulate an atomic state
to customize the coupling between atoms and photons,
thereby creating strongly interacting polaritons in mul-
tiple transverse modes of a non-degenerate optical cav-
ity. After loading a gas of cold atoms at the waist of
the cavity, we use an intensity-modulated off-resonant
laser to sinusoidally vary the energy of an excited atomic
state. This modulation splits the state into bands sep-
arated by multiples of the modulation frequency. We
choose a frequency that creates bands whose energy dif-
ference matches the separation between two transverse
modes of the cavity. This choice enables photons in both
modes to couple with the atomic ensemble and form po-
laritons, which we verify by measuring the transmission
spectrum. Finally, we perform a collider experiment be-
tween these Floquet polaritons, demonstrating that their
strong interactions hinder multiple polaritons from enter-
ing the cavity simultaneously. We conclude by discussing
the bright prospects of Floquet polaritons for many-body
physics and, more broadly, customized atomic spectra for
quantum science.
Our experiments begin by controllably loading a sam-
ple of 300–1800 cold 87Rb atoms at the waist of a four-
mirror optical cavity (Fig. 1a). The cavity has modes
near-detuned to the atomic transition between the 5S1/2
ground state and the 5P3/2 excited state at 780 nm. In
order to modulate the energy of the excited state, we ex-
pose the atoms to a multichromatic optical field tuned
near the 5P3/2 → 5D5/2 transition at 776 nm. This
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FIG. 1. Redistributing the spectral density of atoms
coupled to a cavity. a, Photons in a four-mirror optical
cavity are strongly coupled with excitations of a cloud of ul-
tracold atoms. To customize the atomic spectrum, an off-
resonant laser (green) sinusoidally modulates the energy Ep
of the 5P3/2 atomic state with amplitude η and frequency
f (b). c, As the modulation amplitude increases, the 5P3/2
state progressively splits into bands at energies Ej = jhf for
integer j. Each band has a collective coupling strength gj
to the cavity. d, Transmission spectra measured while scan-
ning the cavity length exhibit avoided crossings, indicative of
atom-cavity coupling, for up to five different bands depending
on the modulation amplitude. Transmission is reported as a
percentage of the value with an empty cavity. e, The coupling
strengths gj extracted from transmission spectra are shown
for the bands indicated on the right. Errorbars are smaller
than the symbol heights. Curves (solid for positive bands,
dotted for negative) show a global fit accounting for inho-
mogeneity and slightly asymmetric modulation (see SI. A 3).
multichromatic field simultaneously cancels the constant
component of the Stark shift and produces a time-varying
component of the Stark shift that oscillates with tunable
frequency f (MHz-GHz scale) and amplitude η (Fig. 1b).
We tune the modulation amplitude by adjusting the total
intensity of the 776 nm beam; amplitudes are reported
in units of η0, which corresponds to a beam intensity of
approximately 5 W/mm2. For more details on the ex-
periment setup, see SI. A 1 & A 2.
Periodic modulation splits the excited state into bands
at energies Ej = E0 + jhf , for integer j, relative to its
unmodulated energy E0 (Fig. 1c). For sinusoidal modu-
lation, the collective atom-photon coupling strengths gj
at each band should take the form,
gj (η, f) = gJj
(
η
hf
)
, (1)
where g is the unmodulated coupling and Jj is the j’th
Bessel function of the first kind (see SI. B 2). Note that
modulation does not create any new states, but rather
redistributes the spectral weight of a single state between
multiple energies; this fact is reflected in the constraint
that the total coupling strength g =
√∑
j |gj(η, f)|2 is
unchanged (see SI. A 2).
To test for the redistribution of the excited state into
bands, we measure the transmission spectrum of a sin-
gle mode of the cavity while scanning the cavity length
(Fig. 1d). Whenever the mode energy approaches the en-
ergy of an atomic band, we observe an avoided crossing in
the spectrum. Without modulation only a single avoided
crossing is observed, corresponding to the original band
j = 0. With sufficient modulation additional avoided
crossings become clearly visible for the first-order bands
at j = ±1 and the second-order bands at j = ±2. The
frequencies of the observed features deviate slightly from
Ej = jhf due to shifts from off-resonant couplings with
the other bands (see SI. B 3).
We extract the coupling strengths gj(η) for each mod-
ulation amplitude from the widths of the avoided cross-
ings (Fig. 1e). While the observed coupling strengths are
qualitatively similar to the prediction of Eq. 1, the Bessel
functions are distorted by inhomogeneity of the modu-
lation beam and slight asymmetry due to higher order
Stark shifts. A theoretical treatment which accounts for
these two factors nicely captures the observed behavior
in Fig. 1e (see SI. A 3).
When the atomic transition is split into bands, it can
couple resonantly to multiple transverse modes of the
cavity simultaneously (Fig. 2a). In our cavity, the funda-
mental TEM00 mode is conveniently close to the TEM40
mode, which is only 52 MHz away. By modulating the
atoms at a frequency near that mode separation, we si-
multaneously couple the TEM00 mode with the atoms
through the j = 0 band and the TEM40 mode with the
atoms through the j = 1 band.
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FIG. 2. Forming Floquet polaritons in a customized space. a, To form Rydberg polaritons we add a field at 480 nm
to couple the 5P3/2 state to a Rydberg state with strength Ω. When the modulation frequency f matches the energy spacing
between the TEM00 and TEM40 cavity modes, photons in both modes are resonantly coupled to excitations of the atoms with
strengths determined by the resonant bands. b, The eigenstates of this atom-cavity system are sets of three polaritons in each
spatial mode TEMm0, consisting of two bright polaritons Bm± composed primarily of a cavity photon and a collective 5P3/2
excitation, and one dark polariton Dm composed of a cavity photon and a collective Rydberg excitation. The bright polaritons
are broad due to rapid decay of their 5P3/2 component at rate Γ = 2pi × 6 MHz. c, With the cavity length fixed, we probe
the transmission spectrum of the combined atom-cavity system. Here, we use the weakly interacting 39S1/2 Rydberg level to
avoid blockade effects. Without modulation, we observe the predicted polariton features in TEM00, but TEM40 exhibits only
an ordinary cavity transmission line. With sufficient modulation, we detect all six polariton features predicted in panel b.
Additional frequency shifts and asymmetries in the polariton spectra result from couplings to off-resonant bands (see SI. B 3).
At this stage, we add a 480 nm field to couple the
5P3/2 state with a Rydberg state, enabling us to im-
bue the atomic excitations with the strong interactions
of highly excited Rydberg levels. Because every band is
part of the same 5P3/2 state, a single frequency field is
sufficient to provide this Rydberg coupling. For instance,
a cavity mode can couple to a 5P3/2 excitation through
the j = 1 band, and that same 5P3/2 excitation can still
be subsequently coupled to a Rydberg excitation via a
different band, such as j = 0. In this work, we use a
single frequency field tuned to create Rydberg coupling
via band j = 0 regardless of the resonant bands used for
atom-cavity coupling.
The eigenstates of this atom-cavity system are super-
positions of collective, modulated atomic excitations with
cavity photons, which we name “Floquet polaritons”
(Fig. 2b). Each cavity mode TEMm0 yields three types
of polaritons [51]: two bright polariton states Bm± and
one dark polariton state Dm. The bright polaritons are
primarily composed of a photon in the corresponding cav-
ity mode and a collective 5P3/2 excitation. Their 5P3/2
components with rapid decay rate Γ = 2pi×6 MHz make
them short-lived. We are primarily interested in the dark
polaritons, superpositions of a cavity photon with a col-
lective Rydberg excitation. Dark polaritons are useful for
studying quantum many-body physics because they are
long-lived and strongly interacting, as long as the Ryd-
berg blockade radius is comparable to the mode size of
the cavity [21].
To detect these polaritons we measure the transmis-
sion spectrum of the atom-cavity system for a fixed cav-
ity length (Fig. 2c). We choose a length which makes
the TEM00 mode resonant with the j = 0 band and
the TEM40 mode resonant with the j = 1 band. With-
out modulation, we observe the predicted polariton fea-
tures in the TEM00 mode, including two bright polari-
tons widely split due to strong light-matter coupling, as
well as a dark polariton in the middle. The bright po-
laritons are broad due to the rapid decay of the 5P3/2
component, while the dark polariton’s slow decay at
rate Γd = 2pi × 0.3 MHz makes its transmission feature
much narrower. However, without modulation there is
no weight in the j = 1 band and the atoms do not reso-
nantly couple with the TEM40 mode; thus, we observe a
transmission feature in that mode equivalent to an empty
cavity.
Increasing the modulation amplitude couples the
atoms with the TEM40 mode by increasing the sideband
strength g1 at the expense of the original feature strength
g0. This leads to the division of the bare TEM40 feature
into the three polaritons B4± and D4 as the mode be-
comes coupled to the atoms, while also narrowing the sep-
aration between the B0± bright polaritons due to weaker
light-matter coupling in that mode. While the primary
features come from the 5P3/2 bands that are resonantly
coupled to each cavity mode, the other bands also cou-
ple with the cavity modes off-resonantly, inducing small
shifts of the polariton energies. These off-resonant cou-
plings cause the observed asymmetry between the Bm+
and Bm− features (see SI. B 3).
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FIG. 3. Strong interactions between Floquet dark polaritons. a, We use the highly excited 100S1/2 Rydberg state to
make dark polaritons interact strongly with each other, such that the presence of a single polariton in the cavity hinders the
entry of others. To test for this blockade effect, we probe the atom-cavity system simultaneously with one laser tuned to the
dark polariton D4 resonance in the forward direction and a second laser tuned to the D0 resonance in the backward direction.
Single photon counters monitor the cavity emission in each mode. With frequency modulation at η = 2.7 η0, photons in the
TEM00 (b) and TEM40 (c) modes blockade further transmission in the same mode, as indicated by the correlation minima at
τ = 0. d, Strong interactions between polaritons in different modes lead to cross-blockade. e, Under conditions optimized for
single-mode blockade without modulation, the correlation minimum is close to zero. In panels b-e, the solid curves show fits
to a generalization of the optical Bloch equations which allows one polariton to occupy either of the two modes, see SI. A 4.
Error bars indicate one standard error.
We next perform a collider experiment between the
Floquet dark polaritons (Fig. 3a). Here, we couple to
the 100S1/2 Rydberg state which has a blockade radius
large enough to make the polaritons interact strongly
[21]. With sufficient modulation to support dark polari-
tons in both modes, we simultaneously probe the cav-
ity on the D4 feature in the forward direction and the
D0 feature in the backward direction. We then monitor
the photons leaking out of the cavity in each mode, and
test for photonic interactions via the correlation function
Gmn(τ) between photons from TEMm0 and photons from
TEMn0, separated by time τ (see SI. A 4).
Photon antibunching in the correlation functions re-
veals the strong interactions between Floquet polaritons
(Fig. 3b-d). Antibunching appears as a minimum in each
correlation function at zero time delay, which indicates
that the presence of just a single dark polariton in any
mode of the cavity impedes the entry of a second dark
polariton. We even observe cross-blockade between po-
laritons in different transverse modes. In contrast, per-
fect coherent light without interactions, such as a laser
beam, would exhibit a flat correlation function G(τ) = 1.
Classical fluctuations, such as intensity instability, cause
the correlation function to rise above one. In our system,
the background correlation values result primarily from
trial-to-trial fluctuations in the atom number.
Future applications of this system to quantum informa-
tion, such as for multimode photon-by-photon switching,
would benefit from Floquet polaritons performing at the
level of polaritons optimized for blockade in a single mode
(Fig. 3e). Simulations using non-Hermitian perturbation
theory indicate that the observed difference in perfor-
mance between these two cases results from straightfor-
wardly surmountable technical limitations (see SI A 4).
In particular, modulation splits the coupling strengths g
and Ω between multiple bands, weakening the resonant
light-matter coupling for any particular mode. Upgrad-
ing this apparatus to achieve the atomic densities typical
of free space experiments [15] would increase g by an or-
der of magnitude, and the use of a buildup cavity for
the Rydberg coupling beam with even moderate finesse
would similarly enhance Ω. These modifications would
enable the multimode performance with frequency mod-
ulation to reach or surpass the performance shown in
Fig. 3e, augmenting applications of this system to quan-
tum information technology.
We have created and characterized interacting Flo-
quet polaritons. These polaritons live in a completely
customizable space whose modes and energetic structure
(see SI. B 4) are controlled by frequency modulation of
an atomic gas in an optical cavity. In particular, arbi-
trary control of the energies of the cavity modes is equiv-
5alent to complete control of the single-polariton disper-
sion. Moreover, the structure of this space is rapidly
tunable via adjustments to the modulation, raising in-
triguing prospects for inducing and studying polariton
dynamics [52–54]. Thus, Floquet polaritons are ripe for
studying strongly-correlated materials made of photons,
including crystals and Laughlin states [53–56] as well as
for quantum information science [47, 57]. More broadly,
this Floquet engineering scheme has a variety of other
prospective applications, for example the matching of
atomic spectra with the spectra of other physical systems
for quantum information applications [11] or the tuning
of spectra to enable exotic new laser cooling schemes [58].
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Supplement A: Experiment
1. Experiment setup
The experimental apparatus used for this work is de-
scribed thoroughly in the supplement of Ref. [21]. We
controllably transport a sample of 300–1800 atoms 87Rb
atoms into the region spanned by the TEM40 mode of an
optical cavity, corresponding to total atom-cavity cou-
pling strengths of g =8–19 MHz on the |5S1/2, F = 2〉 →
|5P3/2, F ′ = 3〉 atomic transition for each cavity mode.
As before, a blue laser beam near 480 nm couples the
5P3/2 → nS1/2 transition for Rydberg principal quan-
tum number n. A diagram of the atomic levels and tran-
sitions relevant to this work is shown in Fig. S1a. As in
our previous work, the atomic sample is “sliced” to an
RMS length of approximately 10 µm which is sufficiently
small for one 100S1/2 Rydberg excitation to blockade the
formation of further Rydberg excitations.
The cavity used in this work is the same as that de-
scribed in Ref. [21]. The cavity is non-degenerate, with
a free spectral range of 2204.6 MHz and a transverse
mode spacing along the vertical axis of 564.05 MHz.
As a result, there is a TEM40 mode 4*564.05 MHz-
2204.6 MHz=51.6 MHz higher than the fundamental
TEM00 mode. Each cavity transverse mode actually con-
tains a pair of orthogonal polarization modes, which are
nearly linear. Throughout this work, we use only the
modes which are approximately horizontally polarized.
In order to ensure that the blue beam, which prop-
agates approximately along the cavity mode axis, cov-
ers the atomic sample nearly homogeneously while still
achieving sufficiently strong Rydberg coupling, we have
reshaped the transverse beam profile. The blue beam
a b
5S1/2
5P3/2
5P3/2
780 nm
776 nm
Ir
Ib (1 + cos!t)
480 nm 5D5/2
Rydberg
Ω
¡
±
±
5D5/2
FIG. S1. Atomic level diagram. a, Three key electronic
transitions of 87Rb atoms enable the formation of Floquet
polaritons. First, cavity photons near 780 nm couple with
the 5S1/2 → 5P3/2 atomic transition. Second, a beam near
480 nm drives the 5P3/2 → nS1/2 transition to the Rydberg
level with principal quantum number n at strength Ω. Third,
a multichromatic field near the 5P3/2 → 5D5/2 transition
modulates the energy of the 5P3/2 state. b, The multichro-
matic field has two components with approximately opposite
detunings ∓δ: a red-detuned component with constant in-
tensity Ir, and a blue-detuned component with sinusoidally
modulated intensity Ib(1 + cosωt).
now has an elliptical intensity profile with a vertical waist
of 64 µm and a horizontal waist of 20 µm; both widths ex-
ceed the vertical (42 µm) and horizontal (12 µm) widths
of the TEM40 mode.
2. Frequency modulation setup
The goal of our frequency modulation setup is to si-
nusoidally vary the energy Ep of the 5P3/2 state. We
achieve this goal using a multichromatic field near the
5P3/2 → 5D5/2 transition at 776 nm (Fig. S1b). The field
contains red-detuned (lower frequency than resonance)
and blue-detuned (higher frequency) components, each
approximately 1 GHz away from resonance on opposite
sides of the transition, so that there is no average Stark
shift of the 5P3/2 state. Then, we intensity modulate the
blue-detuned component to cause the energy of the 5P3/2
state to oscillate around zero with controllable frequency
f and amplitude η. We tune the modulation amplitude
by adjusting the total intensity of the 776 nm laser.
To generate the multichromatic field, we begin with
a single frequency source with a total power of 20 mW
which is red-detuned from the transition, locked at de-
tuning δ = −∆ (where ∆ ≡ 1GHz) relative to the res-
onance frequency. We then generate the blue-detuned
component using a fiber electro-optic modulator (EOM),
driven with two RF tones at 2∆ and 2∆ + f . This mod-
ulation generates a variety of sidebands, most of which
are farther detuned from the resonance than the origi-
nal beam. The sidebands which eventually produce the
8greatest shifts of the 5P3/2 state are the blue-detuned
bands at δ = ∆, ∆+f which have similar detuning to the
original beam and are first order in the RF power. These
two frequency components are equivalent to a single com-
ponent at ∆ + f/2 which is intensity modulated at fre-
quency f . Therefore, our scheme can be understood sim-
ply as producing a red-detuned component with constant
intensity and a blue-detuned component with modulated
intensity. Finally, in order to enable large shifts of the
5P3/2 state, the entire modulated beam is sent through a
tapered amplifier to achieve a maximum power of about
1 W before illuminating the atomic sample. We exper-
imentally adjust the exact detunings and RF powers in
order to achieve the largest possible 5P3/2 modulation
for a given total laser power while also ensuring that the
average Stark shift of the 5P3/2 state is zero.
We have designed our setup to avoid a few detrimen-
tal side effects of frequency modulation. First, we have
attempted to make the average Stark shift of the 5P3/2
state as small as possible, such that the j = 0 band al-
ways remains at the same energy as the unmodulated
5P3/2 state. This choice is important because it ensures
that the 5P3/2 band frequencies are not varying spatially
due to to inhomogeneity in the modulation laser beam in-
tensity profile, nor do they fluctuate over time due to to-
tal intensity instability. Moreover, cancelling the average
Stark shift also ensures that we do not have to tune the
cavity length to match a new j = 0 band frequency every
time we adjust the modulation amplitude. Note that, in
this setup, the largest remaining source of temporal drift
in the average Stark shift of the 5P3/2 state seems to
come from the tapered amplifier, whose relative amplifi-
cation of the various EOM sidebands exhibits very small
fluctuations due to temperature instability. We suspect
that this comes from a weak etalon effect in the amplifier
chip; we observe that the 5P3/2 energy oscillates as we
steadily increase the amplifier temperature. We believe
that we have mitigated this effect somewhat by choosing
an amplifier temperature which is at an extremum of the
oscillation, making the system quadratically insensitive
to temperature fluctuation around the extremum.
A second detrimental side effect comes from the off-
resonant shift of the 5S1/2 state. The multichromatic
field is only 4 nm detuned from the strong 5S1/2 → 5P3/2
transition at 780 nm. In principle, this shift could also be
cancelled, for example by using a copropagating beam at
approximately 784 nm, but in practice cancellation was
not practical in this case. We minimized the inhomo-
geneity of this shift, which would otherwise cause broad-
ening of the dark polariton lines, by ensuring that beam
was large (approximately round with a waist of 70 µm)
compared to the horizontal cavity mode waist of 12 µm.
Moreover, the 776 nm beam propagates along the ver-
tical axis (the long axis of the TEM40 mode), ensuring
that its intensity is approximately homogeneous across
the sample along that axis without needing to increase
the waist size. With sufficiently small inhomogeneity, we
are able to slightly adjust the cavity length to account for
the net shift of the 5S1/2 state without any deterioration
of the performance in our system.
In the future, we intend to upgrade our apparatus to
use a modulation field near the 5P3/2 → 4D5/2 transition
at 1529 nm instead of the existing 776 nm field. This
substitution would have three key advantages. First, the
5P3/2 → 4D5/2 is stronger than the 5P3/2 → 5D5/2;
switching transitions makes the energy modulation ap-
proximately 40× larger for similar beam intensity. Sec-
ond, the new detuning from the 5S1/2 → 5P3/2 transition
would be nearly 100× greater, dramatically reducing the
off-resonant shift of the 5S1/2 state. Finally, fiber EOMs
operating at 1529 nm can operate with much higher to-
tal powers, even exceeding 1 W, enabling us to put the
modulator after the amplifier and thus preventing the
amplifier from causing instability in the intensity ratios
of the various frequency components in the field.
Throughout the text, we report modulation amplitudes
in units of η0, which is defined as the peak energy Ep
of the 5P3/2 state in each modulation cycle for a to-
tal 776 nm beam intensity of approximately 5 W/mm2.
Based on the fit result of Fig. 1e, detailed in the next
section, we estimate that η0 = h× 17(1) MHz.
Note that the three sets of experiments reported in
this work each employ a slightly different modulation fre-
quency. In Fig. 1 we use a frequency of f = 53 MHz, for
Fig. 2 f = 58 MHz, and for Fig. 3 f = 54 MHz. Each of
these frequencies is close to the bare cavity mode spacing
of 52 MHz between the TEM00 and TEM40 modes, but
differs slightly to compensate for the shifts which come
from coupling to off-resonant bands, see SI. B 3.
3. Band strength analysis
We extract the atom-cavity coupling strengths gj
shown in Fig. 1e by independently fitting each vacuum
Rabi splitting feature in the measured spectra (Fig. 1d)
with the function [51],
T (δf, δc) = T0
(κ/2)2|Γ˜|2
|g˜2 − κ˜Γ˜|2 (S1)
where g˜ is the atom-cavity coupling of the observed fea-
ture, the decay rate of cavity photons is κ ≡ 2pi ×
1.6 MHz, the decay rate of the excited state is Γ ≡
2pi×6 MHz, and we define κ˜ ≡ −iκ/2+2piδc+δ0−2piδf
and Γ˜ ≡ −iΓ/2+δe+δ0−2piδf to account for the angular
detunings of the excited state δe and an overall shift δ0 of
the spectral feature which can arise from the off-resonant
couplings (see SI.B 1 and SI. B 3). Note that the cavity
detuning δc and the probe detuning δf are linear fre-
quencies, as defined in the main text, and thus require
the additional factors of 2pi, as shown. The features for
9bands j = ±1 only become detectable for η ≥ η0, and
the features for bands j = ±2 only become detectable at
η ≥ 2η0.
In Fig. 1e we present a global fit to the atom-cavity
coupling strengths gj(η) for bands j = 0, ±1 ± 2. We si-
multaneously fit all 29 values of gj across all bands with
a function of the form gj = g¯Aj(η) where the total atom-
cavity coupling strength g¯ is used as the first fitting pa-
rameter. The relative amplitudes are given by,
Aj(η) =
[
1
2υ
∫ 1+υ
1−υ
dΥ×
(
2∑
m=−2
(−1)mJm(Sη2/η′2Υ2)Jj−2m(η/η′Υ)
)2 ]1/2
.
(S2)
The bottom line of Eq. S2 is based on the theoretical
prediction (Eq. S10) in SI. B 5, and includes the fitting
parameters η′ to provide the overall scale of the mod-
ulation amplitude and S to account for strength of the
serrodyne-like asymmetry in the modulation waveform.
Empirically, we find that expanding the indices of the
sum beyond m = ±2 has negligible impact on the fit re-
sults. The rest of the function accounts for inhomogene-
ity in the effective modulation strength in the atomic
sample. We expect inhomogeneity from two sources:
first, the intensity inhomogeneity in the 776 beam across
the sample, and second, from the random Zeeman levels
of the atoms in our unpolarized sample. Each random-
ized Zeeman level in the ground-state manifold is cou-
pled by cavity photons to different Zeeman levels of the
5P3/2 state, which have different modulation amplitudes
due to Clebsch-Gordan coefficients. To approximate the
effect of these inhomogeneities, we “blur” the coupling
strengths by taking the root-mean-square (RMS) of the
atom-cavity coupling strength over a flat-top distribu-
tion of different modulation amplitudes, whose width
υ is the fourth (and final) fitting parameter. The fit
shown in Fig. 1e yielded g¯ = 18.7(4) MHz, S = 0.12(2),
η′ = 3.1(1) × η0 and υ = 0.6(1). In theory, we should
have η′ = hf (see SI. B 5). Therefore, using the value
f = 53 MHz from Fig. 1, the fitted value of η′ yields our
estimate of η0 = h× 17(1) MHz reported in the previous
section.
Regardless of the modulation waveform, we expect the
observed band strengths to satisfy g(η) =
√∑
j |gj(η)|2
because we are merely redistributing the original cou-
pling g among multiple bands. For example, the pre-
dictions for both the symmetric (Eq. 1) and asymmet-
ric (Eq. S10) cases satisfy this constraint. The experi-
mentally observed total coupling strengths are shown in
Fig. S2. While the total strength is indeed nearly con-
stant, it is lowered by about 25% at the maximum mod-
ulation amplitude η = 6 η0 that we have tested. This
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FIG. S2. Total atom-cavity coupling strength The to-
tal atom-cavity coupling strength g =
√∑
j |gj |2 is nearly
constant as the modulation amplitude is increased, consistent
with the theoretical prediction (see SI. B 2). We attribute the
slight decrease in the total g to the admixture of the 5D5/2
state, which does not couple to the cavity photons, into the
5P3/2 bands.
slight decrease can be attributed to a variety of effects.
First, the high intensity of the modulation beam, which
leads to the nonlinear effects discussed in SI. B 5, also
causes a significant admixture of the 5D5/2 state into
the 5P3/2 bands. Since the dipole matrix element be-
tween 5S1/2 and 5D5/2 is essentially zero, this admixture
should indeed reduce the atom-cavity coupling strength.
It is also possible that scattering or antitrapping caused
by the 776 nm beam are reducing the number of atoms
near the waist of the cavity.
Frequency modulation of the 5P3/2 state is also ex-
pected to affect the Rydberg coupling Ω, as discussed
in SI. B 2. Here, the theory predicts that the effec-
tive Ω should be the same for every feature, because re-
gardless of the band which resonantly couples to each
cavity mode, the collective Rydberg states are all de-
generate and only a single frequency blue beam couples
each collective 5P3/2 state to the corresponding collec-
tive Rydberg excitation. In this work, the blue beam
resonantly drives the transition from the j = 0 band to
the Rydberg state, and therefore we expect every feature
to exhibit Rydberg coupling strength of approximately
Ω0 = ΩJ0 (η/hf), for symmetric modulation (SI. B 2).
Similar to our treatment of the vacuum Rabi split-
ting features as a function of modulation amplitude in
Fig. 1d-e, we present the electromagnetically-induced
transparency (EIT) features as a function of modulation
amplitude in Fig. S3a. All of the conditions are the same
as Fig. 1d-e, except that we have turned on the Ryd-
berg coupling beam. We fit the spectroscopic features
observed at each band with the function [51],
T (δf, δc) = T0
(κ/2)2|Ω˜2 − γ˜Γ˜|2
|g˜2γ˜ + κ˜(Ω˜2 − γ˜Γ˜)|2 , (S3)
where Ω˜ is the Rydberg coupling strength for the fitted
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FIG. S3. Rydberg coupling strengths with frequency
modulation. a, Electromagnetically-induced transparency
spectra observed while probing the atom-cavity system for a
range of cavity lengths in the presence of the Rydberg cou-
pling field (compare to Fig. 1d). Even though the Rydberg
coupling field contains only a single frequency, resonant with
the unmodulated transition 5P3/2 → 39S1/2, dark polariton
peaks appear at each of the 5P3/2 bands in the presence of
modulation. Off-resonant shifts cause the spectra to be asym-
metric (see SI. B 3). b, Rydberg coupling strengths Ω ex-
tracted from the observed spectroscopy features for the bands
indicated at the right. In the idealized theory, each feature
would exhibit the same Ω; we attribute the deviations from
this prediction to effects from the unpolarized atomic sample
(see SI. A 2).
feature, and γ˜ ≡ −iγR/2+δR−2piδf accounts for the life-
time γR and angular detuning δR of the Rydberg state.
Note that, for these fits, g˜ is fixed based on the values
shown in Fig. 1e, and γR = 2pi × 1.0 MHz is fixed to
better reveal the trend of Ω with modulation amplitude
η. Without constraining γR, there is quite a bit of spu-
rious fluctuation in the fitted values of Ω˜ which masks
the overall trend. The results are not very sensitive to
the exact value of γR chosen: for example, increasing γR
by 30% shifts the entire Ω curve for j = 0 upward, by
amounts ranging from 3%–5% across all η.
From fits to each feature we extract the effective Ryd-
berg coupling strengths Ω˜ for the features at each band,
which are plotted in Fig. S3b. For small modulation am-
plitudes (especially η = 2 ∼ 3 η0) the observed Rydberg
coupling strengths at each band are indeed quite similar,
as expected. However, there are clear deviations between
the coupling strengths at η = η0 and η ≥ 4η0. Note that,
when η = 0, there is no atom-cavity coupling on bands
j = ±1, so we do not observe any EIT feature and cannot
extract Ω˜.
We attribute the differences in the Rydberg coupling
strengths between bands to the inhomogeneity of the
modulation amplitude throughout the sample. As dis-
cussed above, inhomogeneity can arise from both the
776 nm beam profile and the unpolarized atomic sam-
ple. Qualitatively, inhomogeneity can cause Ω to deviate
between bands because it causes each atom’s 5P3/2 state
to be distributed differently. For example, for small am-
plitudes such as η = η0, the contributions to g1 come
primarily from those atoms which are being modulated
more than the average, while the contributions to g0 come
primarily from atoms whose modulation is weaker than
the average. Then, the Rydberg coupling Ω for the atoms
contributing the most to g1 will be smaller, because the
same strong modulation which makes their contribution
to g1 greater makes their Ω smaller. Conversely, the cou-
pling Ω for the atoms contributing most to g0 will be
higher than expected, because their modulation is weaker
than the average. Thus, inhomogeneity leads to weaker
Ω for the sidebands, in qualitative agreement with the
trend observed in Fig. S3b.
4. Correlation analysis
We test for interactions between polaritons by calcu-
lating the photon-photon correlation functions,
Gmn(τ) =
〈nm(t)n′n(t+ τ)〉t
〈nm〉 〈n′n〉
, (S4)
between the photons nm(t) counted at the first detec-
tor for mode TEMm0 and n
′
n(t) counted at the second
detector for mode TEMn0, where the angle brackets de-
note time averaging. Note that, for the cross-blockade
measurement shown in Fig. 3d, we include data from all
relevant combinations of the four single photon counting
modules.
To obtain correlation functions representing the cavity
photons, we must account for the additional signal due
to dark counts in each detector. The measured photon
counts nmeasm (t) for detector m can be written as,
nmeasm (t) = n
cav
m (t) + n
dark
m (t),
where ncavm (t) are the counts coming from cavity photons
and ndarkm (t) are the dark counts. Therefore, if we calcu-
late the correlations between detectors m and p from the
measured photon counts naively, we actually obtain,
Gmeasmp (τ) =
〈
nmeasm (t)n
meas
p (t+ τ)
〉
t
〈nmeasm 〉
〈
nmeasp
〉
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which differs from the desired correlation function of the
cavity photons,
Gcavmp (τ) =
〈
ncavm (t)n
cav
p (t+ τ)
〉
t
〈ncavm 〉
〈
ncavp
〉 .
Since dark counts occur at a constant rate for each de-
tector (about 300 Hz in our experiments) and are un-
correlated with the real photon counts, we calculate the
correlation functions of the cavity photons presented in
the main text by using the measured counts and correct-
ing for the average dark count rates as,
Gcavmp (τ) =
〈
nmeasm (t)n
meas
p (t+ τ)
〉
t
〈ncavm 〉
〈
ncavp
〉
−
〈
ndarkp
〉〈
ncavp
〉 − 〈ndarkm 〉〈ncavm 〉 −
〈
ndarkm
〉 〈
ndarkp
〉
〈ncavm 〉
〈
ncavp
〉 ,
where the average count rate of cavity photons 〈ncavm 〉 =
〈nmeasm 〉 −
〈
ndarkm
〉
can be calculated trivially.
In our experiments, the observed correlations are af-
fected by the strength g of the atom-cavity coupling.
When the number of atoms in the cavity drops too low,
reducing g, the polaritons do not blockade each other
as well. Simultaneously, the reduced g causes polaritons
to become more photon-like and increases the average
count rate [51]. In order to eliminate experimental trials
in which the coupling strength is too low, we calculate the
running average of the count rate across our 340 000 total
iterations of the experiment, with an averaging range of
200 trials, and remove the iterations taken at times when
the average count rate was above 6.7 kHz total across all
four detectors. Only the remaining 47% of datasets with
a sufficiently low average count rate, indicating a suf-
ficiently large g, were used to calculate the correlation
functions shown in Fig. 3b-d.
We find that the correlations between polaritons in our
atom-cavity system are well described by a three-level
model in which the cavity is either empty or contains a
single polariton in one of the two modes. This model
simply extends the optical Bloch equations to allow exci-
tations in either of the two possible modes. In the limit
of weak driving this model predicts correlation functions
of the form [59],
Gmodmn (τ)/G
bkg
mn = 1+
(
1−Gminmn
) (
e−γ|τ | − 2e−γ|τ |/2
)
,
(S5)
where Gbkgmn accounts for classical fluctuations raising the
apparent correlation on long timescales, Gminmn encodes
the depth of the antibunching and accounts for imperfect
blockade, and γ is the lifetime of a dark polariton. The
measured correlation functions shown in Fig. 3b-e are
well explained by this model, as indicated by the fitted
curves for which we used Eq. S5 with Gbkgmn , G
min
mn , and γ
as the three fitting parameters.
The depths of the measured correlation functions Gminmn
are consistent with our predictions using non-Hermitian
perturbation theory (SI. B 6). From the experimental
fits we extract Gmin00 = 0.58(8), G
min
44 = 0.42(6), and
Gmin40 = 0.65(6). For comparison, our simulations predict
Gsim00 (0) = 0.53(1), G
sim
44 (0) = 0.44(1), and G
sim
40 (0) =
0.57(1). The simulations were performed with the in-
dependently characterized experimental parameters of
g = 5.2 MHz, Ω = 1.4 MHz, and an average, linear P-
state detuning of δe = 0.6 MHz for the TEM40 mode, as
well as g = 3.5 MHz, Ω = 1.0 MHz, and δe = 1.0 MHz for
the TEM00 mode. The agreement between experiments
and simulations verifies that the observed performance
is consistent with our expectations based on the current
experimental parameters.
In this work, the performance of Floquet polaritons
is primarily limited by the splitting of the coupling
strengths g and Ω between multiple bands due to modula-
tion. Indeed, when the atoms are not modulated, we ob-
serve much deeper antibunching Gmin00 = 0.11(2) as shown
in Fig. 3e. For this optimized dataset, g = 5.5 MHz and
Ω = 2.4 MHz on the TEM00 mode alone. Both of these
optimized coupling strengths are less than 2.5× larger
than the corresponding coupling strengths achieved with
the Floquet polaritons. The optimized parameters can
be achieved or exceeded for the frequency modulated case
with straightforward technical upgrades as discussed in
the main text.
Supplement B: Theory
1. Models for the atom-cavity system
The time-dependent Hamiltonian for a multimode cav-
ity containing a gas of frequency-modulated three-level
atoms is (~ ≡ 1),
H0(t) =
Ncav∑
n
δnc a
†
nan + δe(t)
Nat∑
m
σeem + δ2
Nat∑
m
σrrm
+
Ncav∑
n
Nat∑
m
(gmnσ
eg
m an+g
∗
mnσ
ge
m a
†
n)+
Nat∑
m
(
Ωbmσ
re
m + Ω
b
m
∗
σerm
)
+
1
2
∑
n 6=m
σrrmσ
rr
n U(|xm − xn|). (S1)
This Hamiltonian is written in the rotating frame of the
probe laser with frequency ωp and the blue, Rydberg
coupling laser with frequency ωb. There are Ncav rele-
vant cavity modes and Nat atoms in the sample. The
Hamiltonian describes the dynamics among three types
of excitations: cavity photons in mode n with annihila-
tion operator an and energy δ
n
c ≡ iκ2 +En−ωp including
leakage of photons from the cavity at rate κ, excitations
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of atom m to the 5P3/2 state |e〉m with time-dependent
energy δe(t) ≡ iΓ2 +Ep(t)−ωp including the decay at rate
Γ, or excitations of atom m to the Rydberg state |r〉m
with energy δ2 ≡ iΓr2 +Er−ωb−ωp accounting for decay
at rate Γr. For convenience, we define σ
AB
m ≡ |A〉m 〈B|m.
The coupling strength between atom m and cavity mode
n is gmn, which depends on the field strength En(xm) of
the cavity mode at the two-dimensional position xm of
the atom. The coupling from the Rydberg coupling laser
is Ωbm, which depends on the location of atom m. Finally,
U(|xm − xn|) ≡ C6/|xm − xn|6 encodes the interaction
strength between two Rydberg atoms with the coefficient
C6 depending strongly on the Rydberg level [11].
Except when we are performing numerical simulations
(see SI. B 6), we will typically work with a simpler effec-
tive model describing the coupling of cavity modes with
collective atomic excitations [21, 22],
H(t) =
Ncav∑
n
δnc a
†
nan + δe(t)
Ncav∑
n
p†npn + δ2
Ncav∑
n
r†nrn
+
Ncav∑
n
gnpna
†
n + h.c.+
Ncav∑
n
Ωrnp
†
n + h.c.
+
1
2
Ncav∑
nmpq
Unmpqr
†
nr
†
mrprq, (S2)
where we take advantage of the fact that photons in each
cavity mode n couple to a unique superposition state of
excited atoms with annihilation operator pn for excita-
tions in the collective 5P3/2 state and annihilation op-
erator rn for excitations in the collective Rydberg state.
The many other superposition states of excited atoms
which do not couple with one of the cavity modes can be
ignored for the purposes of this supplement. We will pri-
marily understand the behavior of Floquet polaritons by
working with this significantly compressed Hilbert space.
2. Redistributing a state using frequency
modulation
In this section we present the simplest theory of how
frequency modulating the 5P3/2 state redistributes its
spectral density among multiple bands, using the effec-
tive model Hamiltonian (Eq. S2) presented in the previ-
ous section. Below, in Sec. B 5, we will address our actual
modulation scheme in more detail to explain the observed
asymmetry between positive and negative sidebands.
Here, we assume that the energy of the 5P3/2 state
is sinusoidally modulated Ep(t) = E¯p + η cos(ωt) with
amplitude η and angular frequency ω ≡ 2pif . To put
the modulated Hamiltonian in a more useful form, we
transform the collective 5P3/2 excitations,
pn → exp
(
i
η
ω
sin(ωt)
)
pn
Under this transformation and using the Jacobi-Anger
expansion eiz sin(ωt) =
∑∞
n=−∞ Jn(z)e
inωt, the Hamilto-
nian (dropping the interaction terms for simplicity) be-
comes,
H(t) =
Ncav∑
n
δnc a
†
nan + δ¯e
Ncav∑
n
p†npn + δ2
Ncav∑
n
r†nrn
+
Ncav∑
n
∞∑
j=−∞
gnj e
ijωtpna
†
n + h.c.
+
Ncav∑
n
∞∑
j=−∞
Ω−je−ijωtrnp†n + h.c.
where each collective 5P3/2 state n has been redistributed
among many bands, reflected by the couplings gnj ≡
gnJj
(
η
ω
)
and Ωj ≡ ΩJ−j
(
η
ω
)
for each band j (recall
that ~ ≡ 1).
While the main text emphasized the splitting of the
atom-cavity coupling into bands, we see here that the
Rydberg coupling Ω is also split into bands with cou-
plings Ωj . However, unlike the many non-degenerate cav-
ity modes which can couple resonantly to different bands,
in our system all of the Rydberg states are degenerate.
Therefore, the Rydberg coupling for each polariton mode
comes from the same band l determined by the frequency
of the coupling field, regardless of which band k is used
for the atom-cavity coupling in that mode (see Fig. S3).
3. Floquet polaritons in the high-frequency
approximation
In this section we use the high-frequency approxima-
tion [24] to derive an analytical, effective Hamiltonian
for our system which supports Floquet polaritons. As we
have shown in the previous section, ignoring Rydberg-
Rydberg interactions, the periodic Hamiltonian for each
cavity mode n of our modulated system can be written
in the form,
Hn(t) = δ
n
c a
†
nan + δ¯ep
†
npn + δ2r
†
nrn
+
∞∑
j=−∞
gnj e
ijωtpna
†
n + h.c. (S3)
+
∞∑
j=−∞
Ω−je−ijωtrnp†n + h.c.
In the absence of modulation, we would have g0 = g,
Ω0 = Ω, gj 6=0 = 0, Ωj 6=0 = 0 and recover the ordi-
nary cavity EIT Hamiltonian. For perfect sinusoidal
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modulation of the P-state, we have gnj ≡ gnJj
(
η
ω
)
and
Ω−j ≡ ΩJj
(
η
ω
)
as explained in the previous section.
Here, we treat the most general form in which we allow
arbitrary sideband strengths gnj and Ωj .
The experimentally relevant case is the limit in which
the cavity mode is near-detuned to band k of the 5P3/2
state and the Rydberg coupling laser is also near reso-
nant for driving 5P3/2 → nS1/2 on band l for the chosen
Rydberg principal quantum number n (where k and l are
integers). In total, these conditions allow us to write,
δnc ≡kω + c,
δ¯e ≡ p, (S4)
δ2 ≡ lω + r,
with the requirement that the “quasienergies”  [24] sat-
isfy,
c, p, r  ω.
We can then transform to the frame of this resonant cou-
pling,
an → eikωtan,
rn → eilωtrn, (S5)
in which the Hamiltonian becomes:
Hn(t) = ca
†
nan + ep
†
npn + rr
†
nrn
+
∞∑
m=−∞
gnm+ke
imωtpna
†
n + h.c.
+
∞∑
m=−∞
Ω−m−le−imωtrnp†n + h.c. (S6)
Since we have stipulated that the energies  are all small
compared to the modulation frequency, our three states
form a near-degenerate manifold. The terms with co-
efficients gk and Ω−l represent the near-resonant bands
and are stationary, providing the primary coupling which
leads to the formation of polaritons. As long as we
have the additional condition that the off-resonant cou-
plings are small compared to the modulation frequency
gm6=k,Ωm 6=−l  ω, the rapid oscillation of the off-
resonant terms enables us to use a series approximation
for the Hamiltonian. In fact, the essential physics can
be understood by simply dropping all of the oscillating
terms. This is the typical rotating wave approximation,
which is also the first order high-frequency approxima-
tion. At this level one obtains an effective Hamiltonian,
H
(1)
F = ca
†
nan + ep
†
npn + rr
†
nrn+
gnk pna
†
n + h.c.+
Ω−lrnp†n + h.c.
whose eigenstates are polaritons with light-matter cou-
pling strength determined by the amplitudes of the res-
onant bands.
Experimentally, we often see significant shifts due to
the rapidly oscillating terms, which we can understand
by applying the high-frequency approximation beyond
first order. The second order contribution to the effective
Hamiltonian HF =
∑
mH
(m)
F is,
H
(2)
F =
∑
m 6=0
HmH−m
mω
,
where
Hm =
1
T
∫ T
0
e−imωtHn(t) = H
†
−m
are the Fourier components of the original Hamiltonian
(Eq. S3) and T ≡ 1f is the Floquet period. The total
effective Hamiltonian at second order is,
HF ≈ E˜ca†nan + E˜ep†npn + E˜rr†nrn
+ gkpna
†
n + h.c.+
+ Ω−lrnp†n + h.c.
with the quasienergies
E˜c = c +
∑
j 6=0
|Gj+k|2
jω ,
E˜p =e +
∑
j 6=0
|Ωj−l|2−|Gj+k|2
jω ,
E˜r = r +
∑
j 6=0
−|Ωj−l|2
jω ,
shifted due to the second order terms. Note that this is
the effective Hamiltonian for each cavity mode; since each
transverse mode of the cavity couples to independent col-
lective atomic excitations, we can perform this calcula-
tion for each mode considered on its own. The only inter-
actions between the different polariton manifolds result
from the Rydberg-Rydberg interactions, which we have
neglected in this section in order to understand the be-
havior of single polaritons.
The additional shifts from the second order terms
are relevant because the expansion parameters gj/ω and
Ωj/ω are small but not negligible under our typical ex-
perimental conditions. For example, the shift of a cav-
ity mode energy E˜c due to an off-resonant band with
strength goff = 10 MHz would be g
2
off/ω = 2 MHz.
These shifts have a noticeable influence on the spectrum
in Fig. 2c, where the bright polariton peaks for the
TEM40 are noticeably asymmetric. Since the TEM40 is
near-resonant with the j = 1 band, the asymmetry is
dominated by the off-resonant shift from the srong j = 0
band. For example, when η = 4η0, g0 ≈ 9 MHz, causing
the TEM40 energy to shift approximately 2 MHz toward
higher frequency, while also shifting the corresponding
collective P-state 2 MHz in the opposite direction. These
shifts, as well as shifts from the other off-resonant bands,
cause the asymmetric spectra observed in Fig. 2c.
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4. Quasienergy spectrum
In the previous section we derived the effective Hamil-
tonian (Eq. S6) for each cavity mode after transforming
into the frame of the near-resonant band (Eq. S5). When
considering multiple cavity modes together, we can sim-
ply extend our transformation,
an → eiknωtan, (S7)
to account for the different bands kn of the 5P3/2 state
which are near resonance with each cavity mode n. In
this case, ignoring the off-resonant shifts for simplicity
(that is, taking the first order High-frequency approx-
imation), the effective Hamiltonian for the multimode
system (including Rydberg interactions) is,
HF =
Ncav∑
n
(
nc a
†
nan + ep
†
npn + rr
†
nrn
+ gnknpna
†
n + Ω−lrnp
†
n + h.c. (S8)
+
1
2
Ncav∑
nmpq
Unmpqr
†
nr
†
mrprq
)
As with typical cavity Rydberg polaritons, the dark po-
lariton eigenstates of this Hamiltonian have quasiener-
gies Endark determined by the quasienergies of their con-
stituent photon and Rydberg components [51],
EnD = 
n
c cos
2 θn + r sin
2 θn (S9)
where the dark-state rotation angles θn satisfy tan(θn) ≡
gnkn/Ω−l.
Only the quasienergy appears in the effective many-
polariton Hamiltonian (Eq. S8), and therefore the dy-
namics of the Floquet system are determined by the
quasienergy. That is, the specific band coupled to each
cavity mode only matters to the extent that it determines
the coupling strength gnkn . While the coupling between
the atom-cavity system and its environment, reflected for
example in the spectroscopic features of Fig. 2c, may re-
veal “absolute” energies, the many-body dynamics gov-
erned by the effective Hamiltonian depends only on the
quasienergies. Therefore, even though the measured dark
polariton features in Fig. 2c for η = 4η0 are detected
at probe frequencies separated by 57.6(2) MHz, for the
purposes of dynamics within the cavity they are nearly
degenerate, with quasienergies (accounting for one unit
of the modulation frequency f = 58 MHz) separated by
only -0.4(2) MHz. Moreover, this feature can be used to
control the quasienergy of each polariton mode simply
by varying the modulation frequency to shift the 5P3/2
bands relative to their corresponding cavity modes.
5. Asymmetric band strengths
As detailed in SI.A 2, we modulate the energy of the
5P3/2 state by using a multichromatic driving field near
the 5P3/2 → 5D5/2 resonance at 776 nm, see Fig. S1. In
general, the Stark shift λ of the lower energy state in a
two-level atom driven with strength β and detuning δ is,
λ =
sgn(δ)
2
(
δ2 + β2
)1/2
where sgn(δ) is the sign of the detuning, which deter-
mines whether the energy shift is positive or negative.
The multichromatic field contains a blue-detuned com-
ponent (δ > 0) which induces a positive Stark shift of
the 5P3/2 state, and a red-detuned (δ < 0) component
which induces a negative Stark shift. The intensity Ir
of the red-detuned component is constant, while the in-
tensity Ib of the blue-detuned component is sinusoidally
modulated Ib(t) = Ib(1 + cosωt) where ω ≡ 2pif is the
modulation frequency which eventually determines the
splitting between the bands. The detunings of the blue
and red components from resonance are approximately
equal but with opposite sign.
We attribute the asymmetric band strengths observed
experimentally to the nonlinear response of the Stark
shift to large beam intensities. To understand this ef-
fect, let us first consider the ideal case. Ideally, we would
use a very large detuning |δ|  |β| in order to induce
a Stark shift while keeping the amplitude of the 5D5/2
state negligible. In this regime, to first order the Stark
shift is
λ1 =
sgn(δ)
2
(
β2
2δ
)
.
Since the laser intensity sets the square of the coupling
strength, I ∝ β2, the first order shift is directly propor-
tional to the intensity, λ1 ∝ I. Therefore, in this approx-
imation sinusoidal modulation of the intensity would lead
directly to sinusoidal modulation of the 5P3/2 energy.
In reality, technical limitations cause this approxima-
tion to break down. Specifically, due to the need to avoid
off-resonant Stark shifts of the 5S1/2 state due to the
5S1/2 → 5P3/2 transition at 780 nm, we use detunings of
only about 1 GHz. Moreover, as can be seen from Eq. 1
of the main text, in order for the sidebands of the mod-
ulated state to have significant weight, the amplitude of
modulation η must be comparable to the modulation fre-
quency f . With these two constraints, we find that the
second order term in the Stark shift expansion is not neg-
ligible. Therefore, when predicting the band strengths we
must consider the second order expansion
λ1 =
sgn(δ)
2
(
β2
2δ
− β
4
4δ2
)
.
The second order term, which is quadratic in the laser in-
tensity, reduces the Stark shift for large intensities. More-
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FIG. S4. Partially serrodyne modulation. a, Nonlinear-
ity in the response of the 5P3/2 energy to sinusoidal intensity
modulation of the 776 nm beam causes the realistic energy
waveform (red) to be asymmetric, with a sharper negative
peak and flattened top peak compared to the linear response
(blue). b, With asymmetric frequency modulation the phase
winding of the state φp ∝
∫
Ep(t)dt becomes sawtooth-like
(red), with shallower rises and sharper falls compared to pure
sinusoidal modulation (blue). This waveform results in asym-
metric sidebands even though there is no net phase winding
because the average energy remains zero.
over, it encodes a Stark shift which oscillates at twice the
frequency of the intensity modulation.
In this second order approximation, and assuming that
the average intensities of the red and blue components
have been chosen to cancel the time-averaged Stark shift,
the energy of the 5P3/2 state takes the form,
Ep(t) = E¯p + x
′I cos(ωt)− y′′I2
(
cos2(ωt)− 1
2
)
where we have absorbed numerical constants and param-
eters other than the total intensity I of 776 nm light into
the positive coefficients x′, y′′ > 0 for simplicity. This
waveform “spikes” toward negative energies such that the
modulation is asymmetric, see Fig. S4a. We can equiva-
lently write this as,
Ep(t) = E¯p + x
′I cos(ωt)− y′I2 cos(2ωt)
where y′ ≡ y′′/2. Note that, because we are considering
a specific form of nonlinearity, the relative phases of the
two sinusoidal components (including the positive signs
of the coefficients) are fixed and physically motivated;
we will later see that this phase relationship results in
asymmetric sideband strengths.
Similar to the simpler case in SI. B 2, we now make the
transformation,
pn → exp
(
ixI sin(ωt)− iyI2 sin(2ωt)) pn,
where x ≡ x′/ω and y ≡ y′/ω. Here, we transform to
a frame in which amplitude in the 5P3/2 state has a
phase winding over time as φp ≡ xI sin(ωt)−yI2 sin(2ωt),
see Fig. S4b. The spikes in the energy waveform have
caused the phase winding to have a sawtooth-like char-
acter, characteristic of serrodyne modulation [45], which
leads to highly asymmetric band strengths.
With this transformation we find that the atom-light
couplings take the form (applying the Jacobi-Anger ex-
pansion twice),
gnj = g
nAj(I),
Ω−j = ΩAj(I)
where the strength of each band is determined by the
sum,
Aj(I) ≡
∞∑
m=−∞
(−1)mJm(yI2)Jj−2m(xI). (S10)
To understand this result, let us start with two simpli-
fied cases. First, if we have no modulation of any kind
(I = 0), then all of the amplitude is in the original band
(A0 = 1, Aj 6=0 = 0). Second, let us consider the case
where the nonlinearity is negligible (y=0). In this case,
we have Aj(I) = Jj(xI) and we have recovered the ide-
alized relative band strengths from SI. B 2. In that case,
since Jj = (−1)jJ−j , the strengths of positive and nega-
tive sidebands are equal.
In the realistic case, since we are effectively modulat-
ing at two frequencies due to the nonlinear response, the
strength of each sideband of the 5P3/2 state is actually
determined by the sum (Eq. S10) over all possible combi-
nations of sidebands for the fundamental frequency and
the second harmonic which add up to the same total fre-
quency. These different “paths” can interfere, resulting
in asymmetry between positive and negative sideband
strengths. As a simple example for seeing this interfer-
ence, consider the case of small but not negligible second
harmonic amplitude yI2  1, where we only need to in-
clude the terms m = ±1, 0 (Eq. S10) The strengths A±1
can then be written (also neglecting terms with typically
small factors of J3(xI)),
A1(I) = J0(yI
2)J1(xI) + J1(yI
2)J1(xI),
A−1(I) = −J0(yI2)J1(xI) + J1(yI2)J1(xI).
Since these equations have different interference phases,
the strengths will generally have different magnitude
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|A1(I)| 6= |A−1(I)|. Similar considerations apply for all
sidebands and for any size of the second harmonic am-
plitude y.
6. Multimode non-Hermitian perturbation theory
In this section we present a treatment of our system
via non-Hermitian perturbation theory, extended from
that in Ref. [21] to include multiple transverse modes of
the cavity. We use this theory to predict the correlation
minima Gnm(0) for comparison to the results shown in
Fig. 3 of the main text.
We begin with the complete microscopic Hamiltonian
which treats each atom independently (Eq. S1). As noted
in Sec. B 4, only the quasienergy of the cavity modes
should be relevant to the behavior of this system. There-
fore, we can completely account for the effects of Floquet
engineering by making two changes to the Hamiltonian.
First, we use the quasienergy (Eq.S4) of each cavity mode
and Rydberg level rather than their absolute energies.
Second, we account for the 5P3/2 band which is near-
resonant to each the cavity mode n by modifying the
corresponding coupling strengths gmn. With those mod-
ifications, the microscopic Hamiltonian can be written,
H0 =
Ncav∑
n
nc a
†
nan + e
Nat∑
m
σeem + r
Nat∑
m
σrrm
+
Ncav∑
n
Nat∑
m
(gmnσ
eg
m an+g
∗
mnσ
ge
m a
†
n)+
Nat∑
m
(
Ωbmσ
re
m + Ω
b
m
∗
σerm
)
+
1
2
∑
p 6=q
σrrq σ
rr
p U(|xm − xn|). (S11)
This Hamiltonian is perturbed by the cavity probe,
V = Ωp(c
† + c),
where we allow the input mode to be an arbitrary super-
position c of the cavity modes,
c =
Ncav∑
n
Cnan,
∑
n
|Cn|2 = 1.
As in typical perturbation theory we can rewrite the ex-
act eigenstate as a series expansion in the perturbation
strength,
|ψexact〉 =
∑
n
(Ωp)
n |ψn〉
starting with the vacuum state,
|ψ0〉 = |0〉 ,
which contains no excitations at all. Noting that we have
included the effects of the rotating frame in the original
Hamiltonian above, non-Hermitian perturbation theory
shows that the first-order equation is,
H0 |ψ1〉 = V˜ |ψ0〉
where
V˜ ≡ V
Ωp
= c† + c.
To predict the photon correlations we must continue to
the second order equation,
H0 |ψ2〉 = V˜ |ψ1〉
which provides the lowest order behavior in the two ex-
citation manifold.
First order: resonator transmission spectrum
At first order starting from the vacuum state, at most
one excitation can be in the system. Therefore, we ex-
pand the first order state as
|ψ1〉 =
(
Ncav∑
n
Anc a
†
n +
Nat∑
m
Ame σ
eg
m +A
m
r σ
rg
m
)
|0〉 .
Using the first-order non-Hermitian perturbation theory
prediction we obtain the following set of equations. For
each cavity mode n we have one equation,
C∗n = 
n
cA
n
c +
Nat∑
m
g∗mnA
m
e ,
and for each atom we have two equations,
0 =
Ncav∑
n
gmnA
n
c + eA
m
e + (Ω
b
m)
∗Amr ,
0 = rA
m
r + Ω
b
mA
m
e .
Solving the equations for the atoms yields,
Amr = −
Ωbm
r
Ame ,
Ame =
1
|Ωbm|2
r
− e
Ncav∑
n
gmnA
n
c ,
which we can substitute into the cavity equations to ob-
tain,
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C∗n = 
n
cA
n
c +
Nat∑
m
|gmn|2
|Ωbm|2
r
− e
Anc +
Ncav∑
k 6=n
Nat∑
m
g∗mngmk
|Ωbm|2
r
− e
Akc .
At this stage, one can perform a straightforward inver-
sion of a matrix of size Ncav × Ncav to obtain a com-
plete first-order solution. Alternatively, we can recognize
that the second term on the right-hand side represents
the strong superradiant coupling of the excited atoms to
the cavity mode, while the third term on the right-hand
side repesents much weaker subradiant emission of col-
lective excited states corresponding to modes k into the
“wrong” cavity mode n. In the experimentally relevant
limit of large atom numbers Nat  1 and a homogeneous
distribution of atoms, the second term dominates and the
third term can be neglected, yielding the simple solution,
Anc =
C∗n
nc +
∑Nat
m
|gmn|2
|Ωbm|2
r
−e
,
which matches the original single-mode solution
(Ref. [21]) for each of the modes n independently, while
also accounting for the relative probe amplitude Cn in
each.
Second order: photon-photon correlations
Similar to our approach at first order, we can now write
the second-order solution as an expansion in the two-
excitation basis,
|ψ2〉 =
(Ncav∑
n
Bnncc√
2
(
a†n
)2
+
Ncav∑
p>n
Bnpcc a
†
na
†
p
+
Ncav∑
n
Nat∑
j
Bnjce a
†
nσ
eg
j +B
nj
cr a
†
nσ
rg
j +
Nat∑
j 6=k
Bjkerσ
eg
j σ
rg
k
+
Nat∑
j>k
Bjkrrσ
rg
j σ
rg
k +B
jk
eeσ
eg
j σ
eg
k
)
|0〉 .
Matching coefficients for each kind of double-excitation,
the second order equations of motion based on the
Non-Hermitian Perturbation Theory are,
for doubly occupied cavity modes
(a†k)
2
√
2
:
2kcB
kk
cc +
√
2
Nat∑
m
g∗mkB
km
ce =
√
2C∗kA
k
c
two photons in different modes a†ka
†
n:
(nc+
k
c )B
nk
cc +
Nat∑
m
g∗mnB
km
ce +
Nat∑
m
g∗mkB
nm
ce = C
∗
kA
n
c+C
∗
nA
k
c
one photon one p-state excitation a†kσ
eg
m :
kcB
km
ce +
√
2gmkB
kk
cc +
Ncav∑
p 6=k
gmpB
kp
cc +
Nat∑
n 6=m
g∗nkB
nm
ee
+ eB
km
ce +
(
Ωbm
)∗
Bkmcr = C
∗
kA
m
e
one photon one rydberg a†kσ
rg
m :
(
kc + r
)
Bkmcr +
Nat∑
n 6=m
g∗knB
nm
er + Ω
b
mB
km
ce = C
∗
kA
m
r
two p-state excitations σegj σ
eg
k :
Ncav∑
n
(gjnB
nk
ce +gknB
nj
ce )+2eB
jk
ee+
(
Ωbk
)∗
Bjker+
(
Ωbj
)∗
Bkjer = 0
one p-state excitation, one Rydberg excitation σegj σ
rg
k :
(e + r)B
jk
er +
Ncav∑
n
gjnB
nk
cr + Ω
b
kB
jk
ee +
(
Ωbj
)∗
Bjkrr = 0
two Rydberg excitations σrgj σ
rg
k :
(2r + U(|xj − xk|))Bjkrr + ΩbjBjker + ΩbkBkjer = 0
As in Ref. [21], we can begin algebraically by taking
advantage of the lack of direct couplings which exchange
excitations between atoms in order to reduce the O(N2)
equations here to only O(N) equations which must then
be solved numerically. In particular, we essentially have
Nat(Nat− 1) independent sets of four coupled equations,
one set for each pair of atoms jk, which can be written
entirely in terms of model parameters and amplitudes in
modes with at most one atomic excitation:
(2r + Ujk)B
jk
rr + Ω
b
jB
jk
er + Ω
b
kB
kj
er + 0 = 0,
(
Ωbj
)∗
Bjkrr + (e + r)B
jk
er + 0 + Ω
b
kB
jk
ee = −Djk,
(
Ωbk
)∗
Bkjrr + 0 + (e + r)B
kj
er + Ω
b
jB
kj
ee = −Dkj ,
0 +
(
Ωbk
)∗
Bjker +
(
Ωbj
)∗
Bkjer + 2eB
jk
ee = −Cjk,
where we have defined,
Ujk ≡ U(|xj − xk|),
Cjk ≡
Ncav∑
n
(gjnB
nk
ce + gknB
nj
ce ),
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Djk ≡
Ncav∑
n
gjnB
nk
cr .
These sets of four equations yield solutions of the form,
Bnmee ≡ Xnmee Cnm + Y nmee Dnm + Znmee Dmn,
Bnmer ≡ Xnmer Cnm + Y nmer Dnm + Znmer Dmn,
where Xnmee , Y
nm
ee , Z
nm
ee , X
nm
er , Y
nm
er , and Z
nm
er are coeffi-
cients depending only on model parameters. Substituting
this solution into the remaining O(N) equations yields,
C∗kA
m
e =
Ncav∑
p
gmpB
kp
cc + (
k
c + e)B
km
ce +
(
Ωbm
)∗
Bkmcr +
Nat∑
n 6=m
Ncav∑
p
g∗nkX
nm
ee gnpB
pm
ce +
Nat∑
n 6=m
Ncav∑
p
g∗nkX
nm
ee gmpB
pn
ce +
Nat∑
n 6=m
Ncav∑
p
g∗nkY
nm
ee gnpB
pm
cr +
Nat∑
n 6=m
Ncav∑
p
g∗nkZ
nm
ee gmpB
pn
cr ,
C∗kA
m
r = Ω
b
mB
km
ce +
(
kc + r
)
Bkmcr
+
Nat∑
n 6=m
Ncav∑
p
g∗knX
nm
er gnpB
pm
ce +
Nat∑
n 6=m
Ncav∑
p
g∗knX
nm
er gmpB
pn
ce
+
Nat∑
n 6=m
Ncav∑
p
g∗knY
nm
er gnpB
pm
cr +
Nat∑
n 6=m
Ncav∑
p
g∗knZ
nm
er gmpB
pn
cr ,
(nc+
k
c )B
nk
cc +
Nat∑
m
g∗mnB
km
ce +
Nat∑
m
g∗mkB
nm
ce = C
∗
kA
n
c (n 6= k),
2kcB
kk
cc +
√
2
Nat∑
m
g∗mkB
km
ce + 0 =
√
2C∗kA
k
c ,
which can be solved numerically. Finally, one obtains the
amplitudes for two photons occupying the cavity Bnkcc ,
from which the correlation functions Gnk can be calcu-
lated as, {
Gkk =
2|Bkk|2
|Ak|4
Gnk =
|Bkn|2
|Ak|2|An|2 n 6= k
.
