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Approximation algorithms may be inevitable choice when it comes to the solution of difficult 
combinatorial problems. The mathematical analysis of approximation algorithms can lead to 
various types of results. In this introductory paper, these various possibilities are illustrated on 
an example taken from scheduling theory. 
1. Introduction 
Most practical combinatorial optimization problems are of such inherent difficul- 
ty that it is not feasible to solve them to optimality within a reasonable amount of 
time. This venerable mpirical insight has in recent years found elegant heoretical 
support from the theory of computational complexity. Through this theory, a large 
class of problems has been identified, of which all members are suspected not to ad- 
mit of any efficient solution method. More precisely, none of these thousands of 
NP-complete problems is known to be solvable in polynomially bounded time and 
if any of them could be solved within such a time bound, then the same algorithm 
could be used to solve all others in polynomially bounded time as well - which leads 
one to suspect that such an algorithm is very unlikely to exist. Since the large majori- 
ty of combinatorial problems occurring in practice are at least as difficult as the NP- 
complete ones, the prospects for fast optimization algorithms for these problems ap- 
pear to be slim indeed. 
As a result, theoreticians and practitioners alike have turned to approximation 
algorithms or heuristics instead. Such algorithms are required to be fast, but do not 
necessarily ield optimal solutions. The quality of a heuristic solution method H 
thus depends on how close the solution value Z H produced by H is to the optimal 
solution value Z °PT. To obtain insight into the relation between these two values 
is a theoretical challenge with obvious practical implications. 
Originally, the analysis of heuristics was of an empirical nature. Test problems 
were generated randomly or taken from the literature, and the result Z n produced 
by the heuristic was compared to Z °PT, to values produced by other heuristics or 
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to lower bounds on Z OPT. Of course, there is no guarantee that the relation be- 
tween Z °Px and Z H observed in such experiments extends to the practical problems 
that one wants to solve. Hence, a natural question to ask is if anything can be said 
about the relation between Z H and Z °Px in the worst case, much in the same spirit 
in which algorithms are traditionally judged by their worst possible running time 
and worst possible space requirement. 
In the wake of the first worst case analysis of heuristics [Graham 1966], a large 
literature has developed, in which the trade off  between worst case quality of solu- 
tion and worst case running time was investigated for many problem types, with NP- 
completeness theory sometimes indicating boundaries which one could not reason- 
ably hope to cross without major sacrifices on one of these two dimensions. Rather 
than attempting to survey all these results - a formidable and thankless task, if only 
in view of the usually rather ad hoc proof techniques - we shall try to illustrate some 
of the possible results that can be strived for on a very simple example taken from 
scheduling theory. The example is as follows. Suppose that n jobs with processing 
times pj (j = 1 .... .  n) have to be distributed among m machines o as to minimize 
the makespan of the resulting schedule, i.e., the maximum amount of processing 
time assigned to any machine. This problem, simple as it may seem, is already 
known to be NP-complete for m-  2, and in fact we shall concentrate most of the 
time on this especially simple case. 
In Section 2, after a brief review of optimization methods for the problem, we 
introduce a class of simple heuristics, known as list scheduling rules. We first pre- 
sent some empirical evidence on the quality of two of these rules and then proceed 
to contrast hese results with what can be said about their worst case performance. 
In Section 3, we shall see that in terms of worst case performance, considerable 
improvements over list scheduling rules are possible. In fact, for the case that m = 2, 
the section culminates in a fully polynomial approximation scheme i.e., an 
algorithm that for any e>0 guarantees that a solution with relative error 
(zH--zOPT)/Z °Px no more than e will be found within time polynomial in the 
problem size n and in 1/e. 
Impressive though such a result may be, one wonders if empirically this fairly 
sophisticated method is really a major improvement over the simple list scheduling 
rules, whose average mpirical performance is so much better than their worst case 
performance would seem to suggest. In Section 4, we turn to theoretical attempts 
to carry out a precise analysis of this phenomenon. Given a probability distribution 
over all possible problem instances (e.g., the one used to generate test problems 
from), the study of the relation between the random variables Z H and Z °PT leads 
into the fashionable area of probabilistic analysis. We shall describe some asymp- 
totic results that for certain list scheduling rules confirm the empirical impressions 
alluded to above: for sufficiently large n, the values Z H and Z °PT are very close 
with high probability. Some of these results are quite recent. 
Section 5 contains some concluding remarks and some interesting questions for 
future research in this important area. 
2. List scheduling rules 
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The scheduling problem posed in Section 1 can easily be formulated as an integer 
programming problem. Let xij= 1 if job j is assigned to machine i ( j=  1 . . . . .  n; 
i= 1 . . . . .  m) and 0 otherwise. The scheduling problem can then be written as: 
Z OPT = min z, (1) 
s.t. z > _ ~ pjxij ( i= 1 . . . . .  m), (2) 
j= l  
m 
xij = 1 ( j  = 1 . . . . .  n), (3) 
i=1 
xije{O, 1} ( i=1 . . . . .  m; j= l  . . . . .  n). (4) 
It is tempting to submit his simple formulation to an integer programming package, 
generate some test problems and observe the resulting solution times. The package 
selected for this purpose was the 0-1 option in LINDO. Here and throughout the 
rest of the paper, test problems were generated by drawing the processing times 
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Fig. 1. Integer programming. 
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from a uniform distribution on [0, 1]. Fig. 1 depicts the relation between solution 
time in CPU seconds and problem size n; for each n, the average was taken over 
10 random problems. 
As was to be suspected, the results are not encouraging; problem sizes larger than 
25 were not even attempted. Better formulations and approaches might exist, of 
course. For instance, the following dynamic programming formulation looks more 
encouraging. 
Let 
Clearly, 
and 
Fj(tl . . . . .  tin) = ~true 
[_false 
if jobs 1 . . . . .  j can be scheduled within 
t i time units on Mi (i = 1 . . . . .  m), 
otherwise. 
(5) 
m 
Fj(tl ..... tin) = V Fj_ l(tl . . . . .  t i -p j  ..... tm) (6) 
i=1  
Z °PT = min{t IFn (t, .... t) = true} (7) 
n which can be calculated in O(nm(£j=~ prim) time. For fixed m, this running time 
appears to be quite attractive. Indeed, for m = 2, the running time is O(n(£ pfl2). 
However, the running time of the dynamic programming method for fixed m is 
only polynomial in £~= 1 PJ rather than (as required) in the problem size £~= l log pj; 
in fact, the method is exponential with respect o the latter measure. We shall be 
able, none the less, to make good use of this pseudopolynomial method in the next 
section. But for the time being this result again confirms that optimization methods 
for the scheduling problem are likely to require exponential time in the worst case. 
This is not surprising, for the problem can easily be seen to belong to the NP- 
complete class: it is an immediate generalization of the following NP-complete par- 
tition problem [Karp 1972]: 
Given numbers am .. . . .  at, is there a set TC { 1 . . . . .  t} such that 
E E a+? 
j eT  j~T  
Hence, any efficient (polynomially bounded) solution method for our scheduling 
problem could be used to solve the partition problem and through it all the other 
NP-complete problems in polynomially bounded time as well, and thus it is not sur- 
prising that our quest for such a method was not successful. 
We therefore turn to approximation algorithms, and in particular to the simplest 
possible ones for this problem known as list scheduling rules. These heuristics 
assume the jobs to be listed in some prefixed order; whenever a machine becomes 
available, the next job on the list is assigned to that machine, with ties broken ar- 
bitrarily. In the case of arbitrary list scheduling, any prefixed order will do. A 
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psychologically much more satisfying rule, however, is to list the jobs according to 
nondecreasing pj (the SPT (Shortest Processing Time first) rule). An intellectually 
more satisfying rule is based on the observation that the longer jobs cause all the 
problems: this rule amounts to listing the jobs in order of nonincreasing pj and is 
(for obvious reasons) known as the LPT rule. 
First, let us observe the performance of the latter two rules on random test prob- 
lems. In Figs. 2 to 5, the relation is depicted for both heuristics between the problem 
size n, the relative error 
R H_ zH--  zOPT 
zOPT (8 )  
and the absolute er ror  
A "= Z H-  Z °PT. (9) 
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Fig. 3. LPT rule. 
As was to be hoped the LPT rule behaves a little better, although both rules do fairly 
well in the relative sense. 
However ,  in certain circumstances both rules can do very badly indeed. For m = 2, 
consider the application of  the SPT rule to an example with n =3,  Pl =P2- -1 ,  
p3=2;  it is easy to see that in this case R sPT= 1/2, an error of  fifty percent. The 
LPT rule solves this particular problem to optimality.  However ,  consider the pro- 
b lem instance with n = 5, Pl =P2 = 3, P3 =P4 =Ps  = 2: here, R LPT= 1/6, still signifi- 
cantly more than what was found in our experiments. 
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What is the worst possible error that could occur? It is clearly not meaningful to 
ask this question with respect o the absolute error A/4: if all pj are multiplied by 
a constant, the absolute rror is multiplied by that constant as well and can be made 
arbitrarily large. Indeed, it is easy to see by a similar argument that any polynomial- 
ly bounded heuristic H for which A/4 is always smaller than a constant can be used 
to solve the scheduling problem to optimality in polynomially bounded time as well 
- and hence, such a heuristic is unlikely to exist. 
Let us turn, then, to bounds on the relative error R/4, which is insensitive to scal- 
ing. There one can prove that the example given above is essentially the worst possi- 
ble one in the case that m = 2: for all problem instances, 
R sPT< _ 1/2. (10) 
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The proof is simple [Graham 1966]. The solution value produced by the SPT rule 
(or, indeed, by any list scheduling rule) can be written as 
Z sPT = T+p (11) 
where Tis the starting time of the last job to be completed and p its processing time. 
From the definition of list scheduling, 
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so that 
T~( j~ lp j -p ) /2  (12) 
zSPT-<L +p/2 (13) 
n where L = (Z j= 1p j)~2 is a lower bound on Z °PT. 
Since obviously p_<Z °PT as well, (12) implies that 
Z SPT ~_~ ffZ OPT (14) 
from which the result follows immediately. We note that through similar arguments, 
one can prove that for arbitrary m 
RSPT_< 1 1 . (16) 
m 
For the LPT rule, we would hope for a slightly better worst case behavior, and in- 
deed the example given above is again the worst possible one if m = 2: 
RCPT< 1/6. (17) 
The proof of this result is unusual [Graham 1969]. Assume that counterexamples 
against (17) exists and consider the smallest such example (in terms of n). It is easy 
to see that for this example p=Pmin = mini {pj}. Hence we have that (cf. (13)) 
Z Z OPT < Z LPT < zOPT + Pmin (18) 
6 2 
so that 
Z °pT < 3 Pmin (19) 
and there can be at most two jobs on each machine. But it is easy to verify that on 
such small problems the LPT rule always produces an optimal solution! 
Again, this result is a special case of the worst case bound for arbitrary m: 
1 1 R LPT < (20) 
3 3m 
which can be established in a similar manner. 
Thus, the worst case results for the two list scheduling rules are in line with what 
their empirical average case behavior indicated. However, as we shall see in the next 
section, far better worst case bounds can be achieved in polynomial time as well. 
3. Approx imat ion schemes 
A polynomial approximation scheme is a heuristic which, for given e, delivers a 
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solution such that 
RH <e (21) 
in polynomially bounded time. The algorithm may of course depend on e. An exam- 
ple is provided by the LPT+ rule [Sahni 1976]. Here, we renumber the jobs such 
that p~ >_... >-Pn, and for a certain k (to be chosen later) we solve the scheduling 
problem to optimality for the k longest jobs and schedule the remaining n -  k jobs 
using the LPT rule. For this rule, we have that P<--Pk+I and hence, if m=2,  
zLPT+ ~_< zOPT q_ Pk+.......~l (22) 
2 
Since 
k k 
zOPT~(j~=IPj)/Z~2Pk+'" 
if follows that 
Pk+l _<< ! zOPT 
2 k 
and hence 
(23) 
(24) 
zLPT+ ( l+ l )z  OPT (25) 
so that, by taking k= [l/e], we can achieve the desired worst case error. We do so, 
however, at the expense of a very poor running time: the first step of the algorithm 
requires in the worst case an amount of time which is exponential in k, i.e., exponen- 
tial in 1/e. Is it possible to achieve (21) in time polynomial in n as well as in I /e? 
Such a fully polynomial approximation scheme indeed exists [Lawler 1979]. It is 
based on the solution to optimality of an approximate version of the original pro- 
blem. The approximation is sufficiently precise to keep the error as small as desired. 
It consists of replacing the processing times pj by processing times p j, by rounding 
pj up to the nearest integer multiple of eL/n where L is the lower bound on Z °PT 
given by ~= 1 PJ/2. 
We solve the new problem by dynamic programming in time proportional to 
n(~ pj)2. Since, measured in units of eL~n, ~ pj is at most equal to 
~=lPJ 2n 
- -  + n _< - -  + n ,  (26)  
eL/n e 
the running time of this calculation is O(n3/e 2) and hence polynomial in n and 1/e 
as desired. 
What about the error? If we decrease the pj to pj in the schedule constructed by 
dynamic programming, the makespan Z DP+ is smaller than the value of any other 
allocation of processing times pj to the machines, including the allocation that is op- 
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timal for the pj whose value is bounded by 
zOPT + eL n - -  ---~ (1 + •)Z OPT. (27) 
n 
This establishes (21) for this heuristic. 
Contrary to earlier heuristics, this scheme is not likely to be extendable to the case 
of arbitrary m. Again, it is computational complexity theory that allows us to state 
this claim: the scheduling problem for arbitrary (variable) m belongs to the class of 
strongly NP-complete problems whose solution in either pseudopolynomial time or 
by a fully polynomial approximation scheme would imply a strictly polynomial 
method for the original problem - so, again, we suspect that neither of these possi- 
bilities can be realized. 
In a sense, then, we have come as close to an efficient optimization method in 
the worst case sense as possible. But if we are simply interested in a fast and 
reasonably reliable heuristic, the worst case results do not tell the full story, E.g., 
the empirical results depicted in Figs. 2 to 5 suggest hat the LPT rule will usually 
perform much better than the worst case result suggests. In fact, given those results, 
one doubts if there is a real practical need to fall back on the sophisticated dynamic 
programming heuristic given above. 
In the next section, we shall see how a probabilistic analysis allows these empirical 
intuitions to be made more precise. 
4. Probabilistic analysis 
As in the case of most empirical analyses of algorithms, a probabilistic analysis 
assumes ome mechanism to generate random problem instances of a given size; in 
the case of our scheduling example, these instances are generated by drawing the 
processing times pj from a uniform distribution on [0, 1]. Rather than just observ- 
ing and tabulating the results, we now aim for analytical results on the relation be- 
tween the (random variables) _Z n and Z °PT, using appropriate tools from probabi- 
lity theory. 
We illustrate this approach on the LPT rule, again for the case that m = 2. Let 
us suppose that the jobs are assigned to the 2 machines in order of increasing index 
j,  and define Dn as the difference in machine completion times after n jobs. It is 
easy to verify that 
Dn < max{D~_ i -P~, P~ } (28) 
and be repeated application we find 
D.__< max k -  ~ • (29) 
l<-k<_n j=k+l  
In the special case of the LPT rule, the jobs are assigned in order of nonincreasing 
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pj. I f  p(n)> ... >p(l) are the order statistics, then 
Dn LPT< - max (k)_ ~ p(j) . (30) 
l<_k'<n j=l ) 
A probabilistic analysis of the right hand side of (30) will enable us to conclude that 
D Lr'T converges to 0. (And if D evT goes to 0, then it is easy to verify that the ab- _r/ _r/ 
solute error _Z LPT goes to 0 as well: LPT J nLPT,,~ A "Un /, .) For the probabilistic model 
under consideration, it is not difficult to establish this result. For every e> 0, 
t" [en] 1 O ,T p(t,.D + maxle(, _i2 ' eu .0 . (31) 
We first observe that, for every t>0,  
lim p(tenl) = e (a.s.) (32) 
and for this value of t it can be shown that 
lim 1 [en] - ~ p(J) = e2/2 (a.s.) (33) 
n--*~ n j=l 
Since the right hand side of (33) is a constant depending only on e, it follows that 
the right hand side of (31) can be made arbitrarily small, as was to be proved. 
We may conclude that the LPT rule is asymptotically absolutely optimal almost 
surely [Frenk & Rinnooy Kan 1984]. These results extend other modes of stochastic 
convergence (in probability, in expectation) under the same or slightly more 
stringent conditions. 
As mentioned, this result is not restricted to the case that m = 2; it holds for the 
case of an arbitrary number of machines and even for the case that these machines 
may have different speeds i: in its most general form, it can be stated as follows: 
( m, 
lim zLPT ~j=l ~ --- = 0 (a.s.). (34) 
n~e~ 2i=1Si/  
Thus, as in the case of many other NP-hard combinatorial optimization problems, 
the probabilistic analysis produces two types of results. Under appropriate condi- 
tions on the probabilistic model generating the random problem instances and for 
some mode of stochastic onvergence: 
- the value produced by a simple heuristic converges to the optimal solution value 
(in the relative or, as here, in the absolute sense), and 
- the optimal solution value converges to a simple analytic function of certain pro- 
blem parameters. 
Typically, as the analysis becomes more and more refined, the distributional con- 
ditions under which the convergence results hold become less and less stringent. 
Perhaps even more importantly, it is occasionally possible to analyze the rate of con- 
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vergence as well and thereby mitigate to some extent the inevitable asymptotic 
character of many of  these results. 
For the scheduling model, this latter type of  analysis is currently in rapid develop- 
ment. Let us mention one recent result to convey the flavor of  this analysis. It can 
be shown that, again for the case of  the uniform distribution, 
n D LPT < oo (a.s.) (35) 
_n  lim sup 
n~ log Iogn 
Thus, we do not only know that the absolute error goes to 0, but we even know that 
it does so no slower than log log n/n (a.s.). In a similar fashion, it can be established 
that 
~(~ LPT  - lim sup n z~ Un ) < oo, (36) 
n --~ oo 
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i.e., the expected absolute rror is O(1/n). Proofs for both results and some genera- 
lizations appear elsewhere in this issue [Frenk & Rinnooy Kan 1984a]. 
Hence, the simple LPT rule already has very strong probabilistic properties of op- 
timality, and perhaps the one remaining question to ask is if better asymptotic con- 
vergence rates than (35) and (36) can be achieved by heuristics that still run in poly- 
nomial time. Indeed, one would like to know how the difference in machine comple- 
tion times Dn behaves if an optimization method is used. That latter question was 
resolved in [Karmarkar et al. 1984], in which it was shown that 
lim sup n-22n_o°PT < oo (a.s.), (37) 
n ---~ O0 
i.e., an exponential rate of convergence! Interestingly enough, a recent heuristic 
developed in [Karmarkar & Karp 1983] shows that it is possible to get close to this 
convergence rate in O(n log n) time. This differencing heuristic (D) consists of 
repeatedly selecting the two largest remaining jobs and assigning them to different 
machines; this is equivalent to replacing them by a single job whose processing time 
is equal to the difference of the two original ones. The processing time of the final 
job that remains at the end is easily seen to be equal to Dn °. A probabilistic 
analysis, which is complicated by the distributional consequences of the differencing 
process, shows D D to converge to 0 at a rate n-l°gn: superpolynomial but subex- 
ponential! The practical relevance of this very satisfactory result is reflected by the 
computational evidence summarized in Fig. 6, which indicates that the algorithm 
achieves perfect partitions among the 2 machines already for very small values of n. 
5. Concluding remarks 
In the preceding sections, we have seen various examples of the way in which 
heuristics can be subjected to both empirical and mathematical nalysis. 
Unfortunately, the latter type of analysis o far has been successful only on fairly 
simple heuristics. To extend the apparatus of worst case and probabilistic analysis 
to cope with increasingly complicated approximation algorithms i undoubtedly one 
of the major challenges for this important area. 
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