Formation d'image : estimation du champ lumineux et matrice de filtres couleurs by Couillaud, Julien
FORMATION D'IMAGE : ESTIMATION DU CHAMP 
LUMINEUX ET MATRICE DE FILTRES COULEURS 
par 
Julien Couillaud 
Mémoire présenté au Département d'informatique 
en vue de l'obtention du grade de maître ès sciences (M.Sc.) 
FACULTÉ DES SCIENCES 
UNIVERSITÉ DE SHERBROOKE 
Sherbrooke, Québec, Canada, 28 novembre 2012 
Le 13 décembre 2012 
le jury a accepté le mémoire de Monsieur Julien Couillaud 
dans sa version.finale. 
Membres du jury 
Professeur Djemel Ziou 
Directeur de recherche 
Département d'informatique 
Professeure Marie-Flavie Auclair-Fortier 
Membre 
Dépai1ement d'informatique 




Dans ce mémoire de maîtrise de type recherche, nous discutons essentiellement de 
la formation d>imagé. Dans un premier chapitre, nous décrivons les modèles classiques 
de formation d'image. Nous commençons par une description de la lumière voyageant 
dans la scène pour arriver à l'image formée sur le capteur. Ensuite, nous critiquons ces 
modèles sur le fait que le capteur entraine une perte d' informations sur la structure 
de la scène. De plus, pour un point donné du plan image, tous les rayons provenant 
de la scène ne sont pas pris en compte pour la formation d'une image. Nous essayons 
alors de combler ces défauts en introduisant la notion de champ lumineux dans le 
deuxième chapitre. Nous décrivons le modèle des champs lumineux d'une scène. Ce 
dernier permet alors d'estimer le champ lumineux à partir d'une image à l'aide de deux 
méthodes : la méthode des moindres carrés et une méthode variationnelle. Celles-ci 
sont présentées dans le troisième chapitre. Enfin, dans un quatrième chapitre, nous 
abordons un autre aspect de la formation d'image. En effet, nous travaillons sur une 
nouvelle matrice de filtres couleurs (color filter arrays, CFA) que nous nommons CFA 
de Burtoni. Dans ce chapitre, nous comparons, selon une mesure d'aliasing et de 
résolution, ce CFA avec d'autres CFAs existant dans la littérature, sans faire appel 
au démosaïquage. Afin d'effectuer ces comparaisons, nous introduisons également des 
classes 'd'images correspondantes à différents contenus comme les textures, les zones 
homogènes et les lignes. 
Mots-clés: formation d'image; caméra; champ plénoptique; rayons lumineux; moindres 
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Introduction 
Les dispositifs d'acquisition d'images sont présents dans notre vie de tous les jours. 
En effet, nous les retrouvons dans nos téléphones, nos ordinateurs et bien sûr nos ca-
méras et autres appareils photo. Sur le marché de la photographie, la concurrence des 
caméras repose sur la qualité visuelle des images rendues, c'est-à-dire la qualité d'une 
image évaluée selon la perception humaine. En général, pour les utilisateurs lambdas, 
cette qualité signifie souvent que, plus il y a de pixels sur le capteur, meilleure sera 
la qualité d'une image. C'est au milieu des années 90 que la course aux mégapixels 
a commencé. La qualité d'une image dépendait alors du nombre de pixels contenus 
dans celle-ci, car les résolutions étaient faibles et des blocs étaient visibles dans les 
images. Aujourd'hui, ces blocs ont disparu et la qualité visuelle des images est ex-
cellente pour le système visuel humain. Cependant, elle ne l'est toujours pas pour 
certains systèmes artificiels tels que les applications de surveillance (31, 70] qui ré-
clament plus de précision. Ceci explique la motivation des fabricants à augmenter la 
résolution de leurs capteurs [62) afin d'améliorer toutes ces applications. Néanmoins, 
la résolution maximale d1un capteur a une limite [43, 61]. Il est donc nécessaire de 
trouver d'autres façons d'améliorer cette qualité. Pour atteindre cet objectif, nous 
pouvons agir sur les différentes parties des caméras qui influencent l'image obtenue. 
Ces différentes parties sont : l'optique qui focalise la lumière, la matrice de filtres 
couleurs qui permet d'échantillonner le spectre de la lumière, le capteur qui intègre 
la lumière pour former une image numérique et les composants logiciels t els que le 
débruitage, le démosaïquage ou encore l'ajustement du bla_nc qui participent à l'amé-
lioration du rendu visuel de l'image. En s'intéressant à chacun de ces composants, il 
est possible de trouver de nouvelles techniques pour améliorer la qualité de l'image, 
voir même retrouver des informations perdues. Par exemple, le capteur intègre la lu-
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mière pour former une image à deux dimensions. Par conséquent> nous perdons les 
informations de profondeur et de structure de la lumière alors que ces informations 
peuvent être extrêmement utiles pour effectuer des rendus à trois dimensions d'une 
scène ou encore pour refocaliser une image. Certaines applications permettent de re-
trouver ces informations en capturant un champ lumineux par l'ajout de microlentilles 
ou de masques couplés avec le capteur. De telles applications peuvent être vues dans 
les travaux de Liang ou de Ng [15, 52). Aussi, Facquisition des couleurs peut grande-
ment influencer la qualité d'une image. Il existe deux types de caméras permettant 
de capturer les couleurs d 1unc scène, les caméras à trois capteurs et les caméras utili-
sant un seul capteur. Les premières récupèrent une bande de couleurs différentes sur 
chacun des capteurs. Ces bandes de couleurs sont ensuite combinées pour former une 
image couleur. Cependant, ce type de caméra n'est pas très répandu sur le marché 
de la photographie grand public dû à son prix élevé. Les caméras à un seul capteur 
représentent la majorité des caméras sur le marché. Ces caméras sont composées d'un 
capteur combiné avec une matrice de filtres couleurs (Color Filter Array, CFA). Dans 
ce type de caméra, chacun des pixels du capteur ne récupère qu'une seule bande de 
couleur et celles-ci sont ensuite combinées à l'aide d'un algorithme d'interpolation 
pour obtenir une image couleur. Plusieurs modèles de CFAs (8) ont été proposés afin 
de détrôner le CFA de Bayer (45, 57) qui est actuellement le plus utilisé. Le dévelop-
pement de nouveaux CFAs et d'algorithmes d'interpolation des couleurs a pour but 
l'amélioration de la qualité de Pimage. Par conséquent, les fabricants devraient aussi 
jouer sur la création et la construction de CFAs. 
Dans ce mémoire de maîtrise, nous allons améliorer les fonctionnalités des caméras 
avec les deux problématiques énoncées ci-dessus qui sont : l'acquisition de champ 
lumineux et la construction et l'évaluation des CFAs. Nous découpons ce mémoire 
en quatre chapitres pour répondre à l'ensemble de ces problèmes. Dans le chapitre 1, 
nous introduisons les principes de base de la formation d'image tels que la lumière, 
la projection perspective et l'intégration de la lumière par un capteur. Nous ajoutons 
également une analyse critique de ces modèles de base permettant, ainsi d'introduire 
le chapitre 2 qui porte sur la modélisation et l'estimation des champs lumineux. Notre 
modèle s'inspire du travail effectué par Durand et Levin dans [36) qui est, à notre 
connaissance, le seul article parlant d'estimation d'un champ lumineux de manière 
2 
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générale. Dans ce deuxième chapitre, nous allons plus loin que ce qui a été effectué 
dans (36] en proposant un modèle mathématique clair et justifié pour la modélisation 
d'un champ lumineux. Nous proposons également un modèle de formation d'image 
à partir d'un champ lumineux pour différents types de systèmes optiques tels que 
la lentille mince, la caméra à sténopé ou encore une caméra formée d'une lentille et 
de microlentilles comme celle réalisée par Ng [52). Nous utilisons ensuite ces modèles 
pour l'estimation d 1un champ lumineux dans le chapitre 3. Pour cette estimation, 
nous utilisons deux méthodes : la méthode des moindres carrés qui revient à la solu-
tion trouvée dans [36] et une nouvelle méthode d'estimation basée sur une méthode 
variationnelle. Ces deux méthodes sont ensuite testées et comparées avec des données 
synthétiques et des données réelles. Suite à ces tests, nous arrivons à la conclusion 
qu'il est possible d1estimer un champ lumineux sans l'utilisation de microlentilles ou 
de masques, démarquant ainsi notre travail de ce qui a été effectué dans [15, 52]. 
Dans le chapitre 4, nous nous intéressons à une autre partie de la formation d'image, 
les CFAs. Ce chapitre n'a aucun lien avec les chapitres précédents, il peut donc être 
lu sans avoir de connaissances sur ce qui a été vu précédemment. Nous cherchons à 
améliorer la qualité d'une image en testant l'organisation de différents CFAs. Le CFA 
le plus connu est le CFA de Bayer. Celui-ci a été inventé en 1976 et il se base sur le 
modèle de la vision humaine. En effet, il propose deux fois plus de pixels verts que 
de pixels rouges ou bleus. Dans ce chapitre, nous comparons le CFA de Bayer et un 
CFA optimal avec un troisième inspiré de la rétine d'un poisson (33). Ce CFA est 
appelé le CFA de Burtoni. Contrairement à ce qui est fait dans les articles (28, 30], 
nous éviterons de comparer les CFAs après une étape de démosa.ïquage. En effet, les 
algorithmes de démosaïquage peuvent rajouter des artéfacts atténuant la qualité des 
images obtenues. Pour effectuer cette comparaison, nous utilisons deux mesures cal-
culées dans l'espace de Fourier. Ces mesures sont l'aliasing et la résolution. À l'aide 
de ces deux mesures, nous comparons le spectre de différentes classes d'images avec 
le spectre de ces images filtrées par le CFA. Ces classes d'images illustrent plusieurs 
types de contenu pouvant être trouvés dans les scènes réelles comme les textures et 





La formation d'image 
1.1 Introduction 
La formation d'image consiste à expliquer comment un observateur humain ou une 
machine perçoit le monde qui l'entoure. Le premier modèle de formation d'image a 
été proposé par Euclide en l'an 300 avant Jésus-Christ. Il s'imaginait que l'œil humain 
envoyait des rayons rectilinéaires permettant la vision chez l'homme. Il fallut ensuite 
attendre le onzième siècle pour la construction d'un modèle de formation géométrique 
tel qu'on le connaît aujourd'hui. En effet, c'est Alhacen qui, entre 965 et 1039 après 
JéSus-Christ, inven~a la caméra à sténopé et modélisa la projection perspective pour la 
première fols. Nous lui devons également la découverte de la réfraction de la lumière et 
les premières expériences de décomposition de la lumière en trois couleurs primaires 
[71]. Enfin, au seizième siècle, Johannes Kepler reprend les modèles de Alhaçen et 
· les complète. Kepler a notamment développé le premier modèle mathématique de la 
réfraction, la modélisation de la réflexion de la lumière par un miroir et la formation 
d'image à l'aide d'une lentille. Les recherches de Kepler en optique et sur la vision 
de l'homme menèrent .aux modèles de formation d'images que nous utilisons encore à 
nos jours. Dans ces modèles, nous avons de la lumière voyageant dans le. monde que 
nous appelons la scène, celle-ci est ensuite focalisée à l'aide d'une optique afin d'être 
transformée par un récepteur. La formation d'image pour l'œil humain et celle pour 
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une caméra sont toutes deux basées sur ces modèle, car leur structure est relativement 
similaire. En effet, Pœil humain est composé d1une optique constituée de la pupille et 
du cristallin qui peuvent être respectivement associés au diaphragme et aux lentilles 
de la caméra. Aussi, à I1instar de la caméra, J>œil est également composé d1un capteur 
photoélectrique, la rétine. Étant donné que leur constitution est presque la même, 
nous n1allons expliquer la formation d'image que pour un seul de ces dispositifs de 
vision, la caméra. Nous effectuons ce choix, car le modèle de la caméra est le plus 
utile en vision artificielle, domaine de cette maîtrise. Dans ce chapitre, nous allons 
nous demander comment la lumière voyageant dans une scène peut arriver sur le 
récepteur et former une image. Pour ce faire, nous analysons les trois grandes parties 
de la formation d1image. Nous nous intéressons premièrement à ce qu1est la lumière 
et comment celle-ci voyage dans une sçène. Nous regardons ensuite Pinfluence qu1a 
l'optique sur la lumière et enfin, nous présentons comment la lumière arrivant sur 
le capteur est transformée en signal numérique. Pour information, ce chapitre est 
général. Il nous sert à mieux comprendre les deux grands projets effectués pendant 
cette maîtrise au sein du processus de formation d'image. 
1.2 La scène 
La scène est composée d'une ou de plusieurs sources de lumière ainsi que d'objets 
et de surfaces. La lumière et ces objets interagissent entre eux. Ces interactions vont 
modifier les caractéristiques géométriques et photométriques de la lumière émise. 
Cependant, avant de comprendre ces interactions, il va nous falloir regarder comment 
nous pouvons définir la lumière. 
1.2.1 La lumière 
La lumière peut ê~re vue comme une collection de rayons lumineux se déplaçant en 
ligne droite. Ainsi, une source lumineuse émet des rayons lumineux dans des directions 
différentes. Chaque rayon est caractérisé par sa position, sa direction et sa radiance 
pour chaque longueur d1onde, aussi appelée radiance spectrale. Cette dernière carac-
térise le spectre de la source lumineuse et elle se mesure en W.sr- 1.m-2.nm-1 (W 
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Figure 1.1 - Le spectre d'une lampe au néon, image tirée de [73]. 
pour Watt, sr pour stéradian, m pour mètre et n_rn pour nanomètre). La figure 1.1 
illustre le spectre lumineux d'une lampe au néon. Dans cette figure, nous remarquons 
que les longueurs d'oncle sont prises entre 350nm et 740nm. En effet> la lampe au néon 
émet un spectre qui doit être visible à l'œil humain qui 0.st sensible a.ux longueurs 
d'onde comprises entre 380nm et 720nm.. Pour les caméras, le spectre capté est plus 
large. Nous savons maintenant comment est constituée la lumière. Regardons ce qui 
se passe lorsqu'un rayon rencontre une surface. 
1.2.2 Les interactions lumière\surfaces 
Quand un rayon lumineux arrive sur une surface, trois phénomènes peuvent se 
produire. La figure 1.2 illustre ces trois phénomènes. Le rayon peut. êtn.~ absorbé par 
le matériau, c'est-à-dire que celui-ci va transformer l'énergie du rayon lumineux en 
une autre forme d'énergie> une énergie thermique par exemple. La figure 1.2(a) montre 
cette situation. Le rayon peut aussi être dévié de sa trajectoire par réfraction comme 
dans la. figure l.2(b). Le rayon traversant le matériau un .arrive à l'interface a.vec le 
matéria.u deux. Il passe alors dans ce dernier, mais il est dévié à la frontière des deux 
milieux. Ce changement de direction du rayon suit la loi de Snell-Descartes. Posons 
n.1 , l'indice de réfraction du matériau un et n 2 , .Pinclice du matériau deux. Aussi, 
notons ii, l'angle incident à la surface du matériau et i 2 , Pangle du ra.yon réfracté 
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Figure 1.2 - (a) L'absorption de la lumière par le matériau. (b) La réfraction de la 
lumière sur le matériau. ( c) La réflexion de la lumière sur le matériau. 
avec la norma.le. La loi de Snell-Descartes est la suivante : 
(1.1) 
Enfin, le troisième. phénomène est la réflexion. Ce phénomène est celui qui intervient. 
le plus dans la formation d'image. En effet, l'œil ou la caméra. observent les rayons 
réfléchis par les surfaces. La réflexion considérée en géométrie optique correspond à. 
celle donnée dans la figure 1.2(c). En réalité, nous pouvons considérer deux types de 
réflexion : la réflexion diffuse (ou lambertienne) et la réflexion spéculaire. Dans le 
phénomène de réflexion diffuse, un rayon arrivant sur un matériau est réfléchi dans 
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Figure 1.3 - La réflexion diffuse. 
toutes les directions avec une certaine intensité. La figure 1.3 illustre la réflexion 
diffuse. Soit J, l'irradiance reçue par la source de lumière et R la radiance émise. 
Notons i, l'angle incident du rayon par rapport à la normale de la surface et kd, 
le facteur de réflectance diffuse du matériau. La radiance de la lumière que recevra 
l'observateur sera égale à : 
(1.2) 
La réflexion diffuse est due à la pénétration des rayons lumineux dans le matériau. 
Comme le montre la figure 1.3, le rayon entre dans le matériau et rencontre des 
pigments. Par inter-réflexion et réfraction entre les différents pigments, celui-ci est 
réfléchi dans toutes les directions. Aussi, ces pigments ont un spectre d1absorption qui 
va filtrer le spectre du rayon lumineux. Ce filtrage permet pour l'œil ou une caméra 
de distinguer les couleurs d'un objet. Le deuxième type de réflexion est la réflexion 
spéculaire. La figure 1.2(c) représente ce type de réflexion. Elle correspond à un 
maximum de lumière réfléchie lorsque l'angle d'inddence est égal à l'angle d1émission. 
Un exemple simple de ce type de réflexion est celui du miroir. Pour modéliser la 
composante spéculaire de la lumière réfléchie, on distingue deux modèles très utilisés 
en infographie. Le premier que nous présentons est le modèle de Phong [55]. Ici, nous 
supposons que l'intensité de lumière reçue par l'observateur décroît en fonction de 
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Figure 1.4 - La réflexion spéculaire avec le modèle de Phong. V représente le vecteur 
de l'observateur et N est la normale. 
l'angle que forme celui-ci avec le rayon réfléchi. La figure 1.4 représente ce modèle. 
La loi de décroissance de la lumière correspond à cos(a)n où n décrit la rugosité de 
la surface et a correspond à l'angle entre l'observateur et le rayon réfléchi. Le modèle 
correspondant à la radiance émise par rapport à l'utilisateur se formule ainsi : 
(1.3) 
avec ks, le facteur de réflectance de la composante spéculaire. Le deuxième modèle 
que nous présentons est celui de Blinn (11]. L'intensité lumineuse perçue décroît tou-
jours en suivant une loi cos(a)n. La seule différence avec le modèle de Phong est 
l'angle a utilisé. La figure 1.5 illustre l'angle a. Celui-ci correspond à l'angle entre 
la normale N et un vecteur H. Le vecteur H est le vecteur bissecteur de l'angle 
entre le rayon de lumière reçu et le vecteur V décrivant la direction de l'observateur. 
D'autres modèles de spécularité plus complexes existent (17, 72]. Nous notons que 
la composante spéculaire ne modifie pas le spectre du rayon. En effet, le rayon de 
lumière réfléchi ne pénètre pas dans le matériau, ainsi les pigments ne le filtrent pas. 
Nous ajoutons que les modèles de la réflexion spéculaire et diffuse que nous avons 
présentés ne fonctionnent que sur les matériaux non métaUiques et non céramiques. 
Nous décrivons maintenant l'albédo de la surface d'un matériau. Cet albédo corres-
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observateur 
source de lumiere O> 
~ V 
Surface 
0 0 0 
0 c::::> 0 t1 
0 0 0 c:J 0 c::::> Pigment 
0 0 
Figure 1.5 - La réflexion spéculaire avec le modèle de Blinn. V représente le vecteur 
de Pobservateur, N est la normale et fi correspond au vecteur bissecteur de l'angle 
entre le rayon de lumière émis et V. 
pond aux propriétés de réfiectance d'une surface et il est calculé comme le ratio de la 
radiance de la lumière émise sur l'irradiance de la lumière reçue. Nous pouvons aussi 
l'exprimer comme la somme de la composante diffuse et de la composante spéculaire 
de la réflexion. Notons cet albédo par A(i, a) : 
A(i, a) = kd cos(i) + ks cos(at. (1.4) 
Nous connaissons maintenant les relations qui existent entre la lumière et les ma-
tériaux, nous pouvons donc passer à l'acquisition de la lumière de la scène par une 
caméra. Comme nous l'avons vu dans l'introduction, la lumière passe par un système 
optique avant d'être capturée par le capteur, nous allons maintenant décrire les divers 
phénomènes causés par l'optique. 
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1.3 L'optique 
Afin d'acquérir une image, nous devons récupérer les rayons de la scène. Ces rayons 
passent d'abord par une optique qui comporte une ouverture et une ou plusieurs 
lentilles. Les modèles permettant de décrire le comportement de la lumière dans ce 
système de lentilles sont généralement divisés en deux catégories : la géométrie et la 
radiométrie. La première correspond à l'analyse de la projection de la scène à trois 
dimensions sur un écran à deux dimensions. Ainsi, dans la géométrie de formation 
d'image, nous cherchons à décrire la position d'un point de l'image par rapport à un 
point de la scène. Nous décrivons cela dans une première sous-section. Enfin, dans 
la radiométrie, nous ~écrivons l'irradiance arrivant sur le _capteur après son passage 
dans l'optique de la caméra. Nous la présentons dans une deuxième sous-section. Bien 
que nous ayons dit que ces modèles sont en général distincts, grâce à l'utilisation 
des champs lumineux, certains d'entre eux unissent la radiométrie et la géométrie 
de la formation d'image au sein d'une seule équation. Nous proposons un modèle 
simple à l'aide d'une lentille mince, d'une caméra à sténopé et d'une optique plus 
complexe composée d'une lentille mince et d'une matrice de microlentilles minces 
dans le chapitre 2. Un modèle plus général utilisant les champs lumineux est proposé 
dans [16]. 
1.3.1 La formation géométrique 
Dans cette partie, nous décrivons comment un point d'une scène à trois dimensions 
est projeté sur un écran à deux dimensions en tenant compte de l'optique utilisée. 
Passage du monde vers la caméra 
Afin de décrire les points de la scène, nous allons, dans un premier temps, les situer 
grâce à leurs coordonnées. Nous définissons deux repères orthonormés : le repère du 
monde présent dans la scène et le repère de la caméra. Ce dernier est centré sur 
l'ouverture de la caméra et son axe Z correspond à l'axe optique de la caméra. L'axe 
optique est perpendiculaire au plan image et il passe par le centre de l'ouverture 
de la caméra. Nous notons par Pm, un point P dans le repère du monde avec les 
12 
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Figure 1.6 - Illustration des systèmes de coordonnées d'une scène. 
coordonnées suivantes : Pm = (xm, Ymi Zm)t E ~. Dans le repère de la caméra, ce 
point est écrit par Pc avec les coordonnées : Pc = (xc, Yc, zc)t E R3. La figure 1.6 
illustre cette configuration. Par défaut, le point est dans le repère du monde. En 
effet, si la caméra est absente de la scène, le point peut toujours être identifié par 
ses coordonnées dans le monde. Cependant, si nous désirons travailler dans le repère 
caméra, il nous faut effectuer un changement de repère. Pour passer du repère du 
monde au repère caméra, il suffit d'effectuer une simple rotation et une translation 
[63). Ainsi, sous forme matricielle, nous avons : 
Pc= RPm+T (1.5) 
où R est une matrice de rotation et T est un vecteur de translation. La matrice R 
peut être décomposée en un produit de trois matrices de rotation si nous avons trois 
axes. Posons X0 , Y4> et Zt/J, les matrices de rotation respectivement d'angle (} autour 
de l'axe X, <P autour de l'axe Y et 'I/; autour de l'axe Z. La forme de ces matrices est 
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donnée dans [69). La matrice R s'écrit alors comme étant 
(1.6) 
Il est possible d'écrire toutes ces transformations à l'aide d'une seule matrice. Ce-
pendant, il nous faut utiliser les coordonnées homogènes. Les coordonnées homogènes 
reviennent simplement à ajouter une quatrième coordonnée qui est généralement égale 
à un. Les coordonnées homogènes du point P sont donc P/:i._ = (xm, Ym, Zm, 1) dans 
le repère monde et p~t = (xc, Yci.Zc1 1) dans le repère caméra. Notons Mi, la matrice 
permettant d'effectuer la rotation et la translation. La matrice M1 s'écrit comme suit: 
(1.7) 
Le produit M1P/:i permet d'effectuer l'opération (1.5). Les composantes de la matrice 
M1 sont appelées paramètres extrinsèques. Nous pouvons maintenant travailler dans 
le repère caméra. Nous allons décrire les différents modèles de caméra.s pour arriver 
aux différentes projections de la scène sur une image. 
Le modèle de caméra à sténopé et la projection perspective 
Une caméra à sténopé consiste en une barrière opaque parallèle à un capteur situé 
derrière. Sur cette barrière opaque, nous perçons une petite ouverture (un sténopé), 
de la taille d'un point en théorie. Étant donné la petite taille de l'ouverture, la plupart 
des rayons de la scène sont arrêtés.par la barrière. Un seul rayon provenant de chaque 
point de la scène réussit à passer [24]. La figure 1.7 montre la projection d'un objet 
de la scène par une caméra à sténopé. Nous remarquons que les points situés en haut 
de l'objet sont projetés sur le ba.s de l'image. Ainsi, l'image de l'objet est inversée. 
Cette projection de la scène à trois dimensions vers le plan image correspond à la 
projection perspective. Regardons comment se calcule cette projection. Afin d'illustrer 
la projection d'un point de la scène sur le capteur image, nous utilisons la figure 1.8. 
Cette figure donne une vue de haut et une vue de profil de la projection d'un rayon 
par la caméra à sténopé. Les coordonnées P' = (x, y, z)t sont les coordonnées sur le 
plan image du point projeté Pet do correspond à la distance eptre le plan image et 
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Figure 1.7 - Project.ions d'un objet sur le capteur à l'aide d'une caméra à sténopé. 
Le point P 
y 
(a) (b) 
Figure 1.8 - Il1ust.ration de la projection perspective. 
l'ouverture de la caméra. À l'aide de la figure 1.8, nous trouvom; le système suivant : 
{ 
..!.. = =!fu. 
Xe Zc 
JL _ -do 
Yc - Zc 
(1.8) 
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œoù, 
{ 
- =.!!.o. X - Zc Xe 
:=!fu 
Y= Zc Yc 
z = -d0 
(1.9) 
Étant donné que l'image est inversée, nous pouvons placer un plan image imaginaire 
devant l'ouverture à une distance d0 . Ce plan imaginaire aura. la particula.rité d'avoir 
l'image non inversée. Ainsi, nous avons sur çe plan 
{ 
.T. = sp;:rc 
- !kty y - Zr c 
z = d0 
(1.10) 
L'équation (1.10) correspond à la projection perspective d'un point d'une i:;cène à trois 
dimensions sur un plan image et le terme .!ki.z est appelé terme de changement d'échelle. 
~c 
Aussi, à partir de ce modèle, nous pouvons déduire d'autres types de projections telle 
que la projection orthographique. Imaginons que l'on fa.sse grossir l'image d\m facteur 
égal à q.o. où Z0 r,st la profondeur d'un point par rapport à l'ouverture. Nous aurons 
'"' alors 
{ 
x =~Xe (1.ll) 
Y - Zii.Y, . - z., c 




Ainsi, si tous les points sont très éloignés de la caméra comme pour les images satellite, 
nous aurons une projection orthographique (1.12). La projection perspective peut 
être calculée en utilisant une forme matricielle. Posons /vl2 , la matrice permettant 
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d'dfectucr la projection perspective. Nous récrivons comme suit : 
1 0 0 0 
M2= 
0 1 0 0 
(1.13) 
0 0 1 0 
0 0 1 0 
1/0 
Notons P'11 1 les coordonnées homogènes de la projection du point P. Pour calculer 
P''\ il nous suffit d'effectuer P11i = M2P~1• • Nous pouvons également déterminer 
les coordonnées du point projeté à partir des coordonnées du monde en utilisant la 
matrice /v/1 définie dans la sous-section 1.3.1. Nous aurons alon; : 
p11i = Atf. A1 ph 2 1 m.' (1.14) 
Ici, nous avons modélisé la projection perspective dans un cas idéal et c'est cette 
modélisation qui est utilisée lors du calibrage géométrique d'une caméra. Aussi, nous 
avons démontré ces formules en nous ba.sant sur la caméra à sténopé. Cependant, les 
caméras comportent en réalité des lentilles dont les ouvertures sont bien plus grandes 
qu'un simple point. 
Le modèle de caméra à lentilles minces 
La caméra à sténopé est peu utilisée dans la réalité, il s'agit d'un modèle théorique 
permettant d'expliquer facilement la projection perspective. Son principal défaut est 
la taille de son ouverture qui ne laisse passer que peu de lumière. Une manière d'aug-
menter la quantité de rayons qui seraient capable de passer dans l'ouverture serait de 
d'agrandir Pouverture. Par contre, l'image deviendrait floue parce que des rayons pro-
venant de différents points de la scène pourraient se rencontrer sur un même point du 
plan image. La solution au flou est alors d'ajouter une lentille qui permet, en théorie, 
de focaliser tous les rayons d'un point de la scène en un point de l'image. Ainsi, une 
lentille doit permettre la projection perspective en tout point de la scène. Le modèle 
le plus simple de lentille est celui de la lentille mince. On le retrouve notamment en 
vision ·artificielle afin d~estimer la profondeur [4, 5, 6, 51, 81, 82]. La lentille mince 
est. un modèle simplifié de lentille, car nous négligeons l'épaisseur de celle-ci. Cette 
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Le pt ai 1 mage 
Figure 1.9 - Illustration des propriétés d'une lentille mince. 
lentille détient, deux propriétés très intéressantes. La première est que tous les rayons 
passa.nt. par le centre de la lentille ne sont pas déviés. La deuxième propriété dit que 
tous les rayons parallèles à Paxe optique arrivant à la lentille sont déviés par réfraction 
et passent ainsi par un point situé sur 11axc optique appelé foyer. Ce point a la par-
ticularité d'être à une distance du centre de la lentille appelée distance focale. Cette 
distance caractérise la lentille. La figure 1.9 illustre ces propriétés. Nous remarquons 
dans cette figure que les rayons provenant du point P1 se croisent tous en un seul 
point sur le plan image alors que les rayons du point P2 et du point P.1 se croisent 
avant ou après dans le plan image. Les rayons de ces deux ~erniers points forment une 
zone sur le plan image. Cette zone, appelée cercle de confusion, est à l'origine du flou 
généré par la lentille. Aussi, nous remarquons facilement que dans la configuration de 
ce schéma, seul le point P1 respecte la projection perspective. Les autres points ne la 
vérifient pas, car ils sont projetés sur une aire de l'image. Dans la lentille mince, il est 
possible de vérifier à quelle profondeur un point de la scène sera projeté en un seul 
point sur l'image. La relation permettant de faire cela est la loi des lentilles minces. 
Posons f, la distance focale de la lentille, d0 la distance entre la lentille et le plan 
ima.ge et Z('. , la profondeur du point. La relation est la suivante (24, 51, 63] : 
1 1 1 




Nous aurons alors A12 égale à : 
1 0 0 0 
1112 = 
0 1 0 0 
0 0 1 0 
(1.16) 
0 0 1 - 1 7 
Nous avons entièrement décortiqué cc qui se passait réellement lors de la projection 
d'un point à l'aide d'une lentille mince. Aussi, ajoutons que ces équations sont ob-
tenues sous l'hypothèse que nous avons une géométrie optique paraxiale, c'est-à-dire 
que nous considérons que lr,s angles entre h"' rayons et la normale à la surface de la 
lentille sont faibles. Le modèle que nous venons de présenter dans cette section est 
une simplification de ce qui se passe en réalité. Regardons ma.intenant. un modèle de 
lentille général. 
Le modèle général d'une caméra comportant une lentille 
D~ns le modèle de lentille mince, nous ne tenons pas compte de l'épaisseur de 
la lentille. En réalité, toutes les lentilles ont une épaisseur. Afin d,en tenir compte, 
nous ajoutons deux plans au modèle. Ces plans sont appelés plans principaux. Ils 
sont perpendiculaires à l'axe optique et leur position peut être calculée en fonction de 
l'épaisseur t de la lentille et des indices de réfraction des milieux [44]. De plus, cette 
lentille peut avoir deux distances focales f 1 et f2. En effet, il existe des systèmes 
optiques comme l'œil ayant deux distances focales [24]. Cependant, la plupa.rt des 
lcnt,illcs ut.iliséf...s dans les caméra.s n1cn possèdent qu'une. Posons F1 et F2, respecti-
vement le foyer objet et le foyer image. Le foyer F1 est situé devant la lentille et le 
foyer F2 est situé derrière . Aussi, notons P1 et P2 , les plans principaux. Le plan P1 
est situé à une distance fi du point F1 et P2 est sit,ué à une distance h dn point F2 
dans la direction de la lentille. Nous pouvons donc dire que le plan P1 est associé au 
point F1 et le plan P2 est associé au point F2 • Les plans principaux ont la propriété 
que t.ous les rayons passant par un foyer ressortent parallèles à l'axe optique après 
le plan principal associé. Enfin, nous rajoutons deux points Nl et N2 appelés points 
nodaux. Ces points sont situés sur l'axe optique et dépendent des distances focales. 
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d 
t 
Figure 1.10 - lllustrat.ion des propriétés d'une lentille épaisse. 
Nous avons N1 situé à une distance h du foyer F1 et N2 situé à une distance .fi 
du foyer F2 • La propriété des points nodaux est que tous les rayons passant par un 
point nodal ressortent par l'autre point nodal dans la même direction. La figure 1.10 
représente tous ces points et illustre leurs propriétés. À partir de cette figure, nous 
pouvons aisément trouver l'équation fondamentale d'une lentille et constater que la 
lcnt.illc mince n'est qu'une simplification de ce modèle. En utilisant, le théorème de 
Thalès sur les triangles semblables en bleu et en vert dans la figure 1.10, nous obtenons 
le système suivant : 
{ 
-1!L = h.. 
al+a2 Zc 
-1!L = h. 
al+a2 do 
La somme de ces équations donne : 
(l.17) 
(l.18) 
Si .f1 et f2 sont égaux à f, nous retrouvons Péquation des lentilles minces. Ici, seules Zc 
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Figun~ 1.11 - Illustra.t.ious de la. projection persiwct.ive pour une cam~ra à lP11t illt> 
épaisse 
plan principal P1 et d0 est la distance entre pet P2 . Si P1 et P2 sont confondus, c'est-à-
dirc Hi test égale à zéro, alors nous retournons au cas d'une lentille mince et nous avons 
alors Ja même définition pour Zc et d0. Donc, la lentille épaisse est un ·cas général, 
permettant de trouver ce qui a été fait avec une lentille mince. Regardons maintenant 
si cette lentille respecte la projection perspective. Afin de calculer cette projection 
perspective, nous allons placer l'origine du repère caméra en N1 comme l'illustre la 
figure 1.11. Les distances Z1 et Z2 dans cette figure sont, égales re::;pectivement., à : 
(1.19) 
Z2 = do - h + li + t. (1.20) 
En uWisant le théorème de Thalès sur les configurations en bleu et en vert. illust.rées 
dans la figure 1.11, nous arrivons à : 
(1.21) 
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De plus, en utilisant les équations (1.21), (1.22) et (1.23), nous avons : 
(1.24) 
Finalement, si nous utilisons l'écran imaginaire situé en z, donc devant la lentille, 
nous obtenons une image non inversée. Nous avons donc : 
(1.25) 
Grâce à ces équations, nous pouvons construire la matrice de projection M2 : 
1 0 0 0 
0 1 0 0 
(1.26) M2 = 
0 0 1 + .i_ -t + /2 - fi /1 
0 0 1 -1 fi 
Nous avons entièrement défini la projection perspective avec différents types de len-
tilles. Positionnons maintenant un repère à deux dimensions sur le plan image situé 
devant la lentille. Le centre de cc repère sera situé sur l'axe optique. Cc repère est 
semblable au repère caméra sans l'axe Z. Étant donné qu'il est à deux dimensions, les 
coordonnées homogènes d'un point dans ce repère n'auront que trois composantes. 
Nons pouvons maintenant réécrire une matrice M2 permettant la projection des points 




M2 = (~ ~ ~ ~). 
0 0 J_ -1 
fi 
(1.27) 
Notons par p le projeté du point P dans le repère image et par ph les coordonnées 
homogènes du même point dans le repère image. Nous aurons alors: 
h-MPh p - 2 c. (1.28) 
Nous pouvons directement trouver Ph en fonction des coordonnées du monde en ef-
fectuant simplement la substitution : 
(1.29) 
L'opération (1.29) est possible avec les autres projections présentées à condition de 
modifier la matrice M2 comme nous l'avons fait ici. Nous avons détaillé le modèle 
de projection perspective avec et sans lentille. En général, dans une caméra., nous 
avori.s un système optique correspondant à plusieurs lentilles. C'est ce que nous allons 
aborder dans le paragraphe suivant. 
Aberrations et systèmes de lentilles 
Les modèles présentés précédemment sont des modèles idéaux. Dans la réalité, 
la projection d'un point de la scène forme sur l'image une zone de flou. Plusieurs 
phénomènes entrent en jeu dans la formation de ces zones floues. Nous les appelons 
aberrations. Ce terme désigne l'écart entre l'approximation paraxiale que nous avons 
utilisée dans les modèles précédents et la réalité [24] . Parmi les aberrations, nous 
avons notamment l'aberration sphérique, l'aberration chromatique, l'astigmatisme, le 
coma, la courbure du champ de vision et les distorsions (24]. Nous ne détaillerons pas 
ces aberrations. Pour plus de détails, vous pouvez consulter les documents suivants 
[24, 60). Une technique pour minimiser ces aberrations est d'aligner plusieurs lentilles 
simples, complémentaires et séparées par des ouvertures de différentes tailles (24}. 
Il est possible de modéliser un système de lentilles par une lentille équivalente. Le 
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document suivant [59] détaille la méthode pour construire cette lentille équivalente. 
Par contre, dans ce type de modélisation, nous ignorons les différentes ouvertures entre 
les lentilles. Or, ces ouvertures causent un dernier phénomène appelé le vignettage 
[24]. Ce phénomène a pour effet de diminuer la luminosité sur les bords de l'image. 
Dans [2], un modèle est proposé afin de tenir compte des différentes ouvertures. Nous 
avons vu comment un point de la scène était projeté sur le plan image, mais nous ne 
savons pas quelle énergie lumineuse arrive sur le plan image. Nous allons maintenant 
nous intéresser à cette énergie. 
1.3.2 La radiométrie 
Calcul de l'irradiance pour une caméra à sténopé idéale 
Nous devons déterminer la quantité d'énergie arrivant en chaque point de l'image. 
Cette énergie est l'irradiance et si nous distinguons l'énergie apportée par chacune 
des longueurs d'onde de la lumière entran~ dans la caméra, nous avons l'irradiance 
spectrale. Son unité est le W.m-2.nm- 1. Afin de trouver l'irradiance spectrale arri-
vant sur l'image, nous allons supposer que nous travaillons avec une caméra à sténopé 
idéale. Ainsi, nous utilisons le cas théorique de la projection perspective. Le flou lié 
aux lentilles sera ajouté par la suite. Nous allons reprendre la démonstration de l'irra-
diance exposée dans [63]. La figure 1.12 illustre cette démonstration. Nous savons que 
l'irradiance est un ratio d'énergie sur une surface. Posons !(>..), Pirradiance arrivant 
sur une petite aire de l'image pour une longueur d'onde ,\ en un point p situé au 
centre de cette surface. Nous pouvons écrire !(>..) comme étant égale à: 
(1.30) 
De plus, posons dA2 , une petite aire autour du point P situé sur un objet de la scène. 
Notons également L(>..), la radiance émise par ce point pour une longueur d'onde 
>... Le point P émet des rayons lumineux dans un angle solide .6.n sous-tendu par 
l'ouverture de la caméra. La variable B est l'angle entre la normale et la droite Pp. 
Aussi, posons a, Pangle entre Paxe optique et la droite Pp. Le calcul de !'.angle solide 
.6.n est direct. Posons 8d, comme étant le diamètre extrêmement faible de l'ouverture 
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Le plan image P(~-----_ 
t '< ~· .: '· - --.. -~ .. __ 
1 "\~·: -... d01 -..,..._, __ 
~ ·· ............ 
! -- ·---~~-~---·--gr_.:. 
Figure 1.12 - Schéma d'une scène projetée sur un écran pour une caméra à sténopé. 
de la caméra à sténopé. L'angle solide est alors égal à : 
.6.Sl = ~ (Bd)2 cos(a)3 
4 z2 c 
(1.31) 
avec Zc, la profondeur de l'objet. Nous pouvons également déterminer dP(>..) avec 
l'équation suivante : 
dP(>..) = L(>.)dA2.6.fl cos(O). (1.32) 
En effet, la puissance totale émise par la surface est égale à L(>..)dA2.6.~1 et la multipli-
cation par cos(O) est causée à l'inclinaison de la surface dA2 par rapport à l'ouverture. 
Donc, en combinant les équations (1.32) et (1.31), nous obtenons : 
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Enfin, posons d!11, un petit angle solide sous-tendu par la surface dAi, et d!l2 , le 
petit angle solide sous-tendu par dA2. Les équations de ces deux angles sont égales 
à: 
d
n _ dA1 cos(a)3 
Hl - cPo (1.35) 
d
n = dA2 cos(a)2 cos(O) 
2 z2 . 
c 
(1.36) 
Nous pouvons voir sur la figure 1.12 que d!11 est égal à d!12. Ainsi, nous avons : 
dA1 = cos(a) (Zc) 2 
dA2 cos(B) do · 
(1.37) 
L'irradiance pour un point de coordonnées (x, y) sur le plan image et de longueur 
d'onde À est alors égale à: 
I(x, y, À) = L (x" y" z" À)~ ( ~:) 2 cos(a)4 . (1.38) 
À l'aide de cette dernière équation, nous pouvons déterminer l'irradiance pour une 
longueur d'onde en tout point de l'image. Passons maintenant à l'ajout d'une lentille. 
L'irradiance du plan image avec une caméra à lentille épaisse 
Nous utilisons ici le modèle général d'une lentille que nous avons vu dans la sec-
tion 1.3.1. Globalement, l'équation (1.38) va peu changer. Nous devons simplement 
modifier la distance do et le facteur d'agrandissement m. La figure 1.13 illustre les 
changements que nous devons effectuer par rapport au modèle d'irradiance de la ca-
méra à sténopé. Nous_ remarquons que la distance do sera ici égale à la distance entre 
le point N 2 et le plan image. Nous formulons cette distance ainsi : 
d1 = do - f2 + f l. (1.39) 




Figure 1.13 - Schéma d'une scène projetée $Ur un écran pour une caméra à lentille 
épaisse. 
Comme nous ne travaillons plus avec une ouverture très petite, nous n'écrivons que 
âd = d. Enfin, le facteur d'agrandissement sera égal à m = Zc':_li. Nous obtenons 
alors l'irradiance pour une caméra à lentille épaisse exprimée comme suit : 
xf1 Yfi 7r d 4 
( ) ( )
2 
I(x, y,..\) = L Zc _fi, Zc _fi, Zc - fi+ h, À )4 di cos( a) . (1.41) 
Il est possible que la lentille possède une certaine transmittance qui atténuera la ra-
diance reçue pour certaines longueurs d'onde [22, 47). Nous notons cette transmittance 
T(..\). L'irradiance est alors égale à: 
xfx Yfi 7r d 4 
( ) ( )
2 
I(x, y,..\) = L Zc _fi, Zc _fi, Zc - fi+ f2 1 >. T(>.)4 di cos( a) . (1.42) 
Nous récupérons une image d'irradiance issue d'une projection perspective idéale. 
Lors de l'utilisation d'une lentille, seulement certains points de la scène sont projetés 
en un point du plan image. Les autres points sont projetés sur une aire de l'image 
donnant naissance à du flou. Nous appelons cette aire, le cercle de confusion. De 
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plus, nous savons que tous les points de la scène sont projetés sur une petite zone à 
cause des aberrations de la lentille. Afin de retranscrire ce flou, nous pouvons convo-
luer l'image d'irradiance nette (1.42) avec une fonction appelée fonction d'étalement 
d'un point. Comme son nom l'indique, cette fonction permet de calculer la distribu-
tion de l'irradiance d'un point de la scène sur l'image. La fonction d'étalement que 
nous appelons PSF (point spread fonction) caractérise la répartition de l'intensité 
lumineuse lorsqu'un point de la scène est projeté sur une surface. Dans la littéra-
ture, la PSF est souvent modélisée par le patron d'Airy [74] ou par une gaussienne 
[18, 19, 23, 74, 81, 82). Le patron d'Airy est calculé par la convolution de trois fonc-
tions hdl. ,hdef et hrect. La première sert à modéliser la diffraction et la lentille, la 
deuxième correspond au cercle de flou et la dernière modélise la surface d'un pixel 
dans le capteur. Nous donnons cette dernière fonction malgré le fait que nous sommes 
toujours dans la partie optique. La première fonction est le disque d'Airy et elle est 
calculée de la manière suivante : 
(1.43) 
f 00, représente l'ouverture relative de la lentille. Pour une lentille ayant une distance 
focale f et une ouverture d, l'ouverture relative est égale à f La fonction J(x) est 
la fonction de Bessel du premier ordre. Passons à la deuxième fonction. Le cercle de 
flou est en général circulaire, nous pouvons alors écrire la fonction hdef comme étant 
une porte ronde (Pillow Box). Celle-ci s'écrit : 
si (x2 + y2 ) ~ R(Zc)2 
sinon 
(1.44) 
où R(Zc) est le rayon du cercle de flou généré par un point à une profondeur Zc· Une 
méthode de calcul du diamètre du cercle de flou en fonction de Zc est donnée dans 
le document suivant (59]. Enfin, la troisième fonction correspond à une simple porte 
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rectangulaire. La fonction hrect s'écrit comme suit : 
h""{x, y)= { ~w!w, si lx! < Wx et IYI ~ Wy 
sinon 
(1.45) 
Si nous ne tenons compte que de l'optique, seules les deux premières fonctions sont 
utilisées. Passons maintenant au modèle gaussien. Celui-ci est une approximation du 
patron d'Airy. L'équation de la gaussienne est la suivante : 
(1.46) 
Ici, cr dépend de la profondeur du point de la scène. Nous pouvons obtenir sa valeur 
grâce à cette équation : 
(J = d . do (.!. - _!. - _!__) 
k f do Zc 
(1.47) 
k, étani le coefficient de proportionnalité entre .l'écart-type de la gaussienne et le 
diamètre du cercle de confusion généré par le point de la scène. En utilisant ces 
fonctions, il nous est ensuite possible de rendre flou l'image d'irradiance que nous 
avons obtenue. Cette opération revient à la convolution de cette image avec la bonne 
PSF correspondant à la position du point que l'on souhaite rendre flou [18, 19). 
Ainsi, lorsque nous posons PSFx,y, _ la PSF du point de coordonnées (x, y) et 11 1 
l'image d'irradiance rendue flou, l'opération pour rendre l'image d'irradiance floue 
est la suivante : · 
I1(x, y, A)= (I * PSFx,y)(x, y, A). (1.48) 
L'opérateur * correspond à la convolution. Connaissant cette carte d'irradiance, nous 
pouvons aisément retrouver l'image finale que voit Putilisateur d'une caméra. Pour ce 
faire, nous devons comprendre comment fonctionnent les capteurs photographiques, 
ce que nous allons voir dans la partie suivante. 
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1.4 Le capteur 
Après être passée dans l'optique, la lumière est projetée sur le capteur qui trans-
forme alors l 'irradiance reçue en tension électrique qui est ensuite quantifiée en va-
leurs entières. Ces dernières valeurs forment alors l'image numérique telle que nous la 
connaissons. Il existe plusieurs catégories de capteurs influençant la qualité des images 
capturées et le prix d'une caméra. Nous présentons, dans une première section, une 
description générale des capteurs ainsi que le détail des technologies principalement 
utilisées. En second lieu, nous regardons la dernière étape de la projection de la lu-
mière sur le capteur. Celle-ci correspond au passage des coordonnées réel~es que nous 
avons pour l'instant utilisées vers les coordonnées entières produites par le capteur. 
Par la suite, nous regardons quel est le modèle permettant de passer de l'image d'irra-
diance obtenue précédemment à une image de tensions électriques. Finalement, nous 
décrivons les divers bruits présents dans l'image créés par le capteur. 
1.4.1 Présentation des technologies de capteurs 
Les capteurs permettant de capturer des images telles qu 'on les connaît de nos 
jours, sont tous basés sur la technologie des semi-conducteurs et du silicium. Sur le 
marché, il existe essentiellement deux types de capteurs, le capteur CCD (charge-
coupled device) et le capteur CMOS (Complementary métal-oxide-semiconductor). 
D'autres capteurs plus avancés offrant une meilleure qualité d'image, tels que le ICCD 
ou le EMCCD, existent aussi [3]. Le fonctionnement de tous les capteurs est globale-
ment le même. Nous allons maintenant décrire dans le cas du capteur CCD et CMOS. 
Lorsqu'un photon arrive sur une cellule photosensible, il génère des électrons par ef-
fet photoélectrique. La quantité d'électrons produits est, en général, proportionnelle 
à l'énergie lumineuse reçue. La charge induite par ces électrons est ensuite stockée 
sur chaque cellule photosensible. Lorsque l'image est prise, c'est-à-dire à la fin du 
temps d'exposition, chaque ligne de cellules photosensibles est décalée vers le bas et 
les charges de la dernière ligne du capteur sont transférées dans un registre pour être 
converties en tension. Par la suite, cette tension est filtrée, amplifiée puis numérisée à 
Paide d 1un convertisseur analogique/numérique [3). La figure 1.14 illustre ce transfert 
de charge et la structure d'un CCD. La grille de cellules photosensibles est reliée à un 
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Figure 1.14 - Schéma de la structure d 'un capteur CCD. Image tirée de {3]. 
processeur de traitement d'image par une broche de sortie. Sur le CMOS, le principe 
de transformation des photons en électrons est exactement le même. Le changement 
par rapport au CCD est que chaque colonne de cellules photosensibles, ou même 
chaque cellule photosensible, est associée à une électronique de conversion de tension, 
filtrage, amplification et conversion analogique vers numérique (3). Ainsi, toutes les 
colonnes de l'image, voir tous les pixels (3] de l'image peuvent être lus en parallèle par 
le processeur de traitement d'image. Donc, l'avantage du CMOS par rapport au CCD 
est sa vitesse de lecture d'une image. Nous avons vu que tous ces capteurs capturent 
l'énergie lumineuse et la transforment en valeur numérique, mais est-ce que cette 
valeur comprend une information de couleur? La réponse est non, les capteurs sont 
sensibles à tout le spectre visible de façon à peu près équivalente. Leur sensibilité est 
en général comprise entre 200nm et 1200nm, la sensibilité spectrale du silicium. Afin 
d'acquérir une information de couleur, un filtre coloré est placé devant chaque cellule 
photosensible pour ne laisser passer qu'une partie du spectre de la lumière entrante. 
La matrice formée par ces filtres couleurs est appelé matrice de filtres couleurs(Color 
Filter Array, CFA). Les CFAs sont en général composés des trois couleurs primaires, 
le rouge, le vert et le bleu. La figure 1.15 illustre l'un des CFAs les plus utilisés, le CFA 
de Bayer. Grâce à l'utilisation de CFA, chacune des cellule photosensible ne récupère 
qu 'une seule bande de couleur. Une image couleur peut ensuite ·être reconstruite à 
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Figure 1.15 - Schéma d'un CFA posé sur un capteur. 
partir dC',s informations du capteur par interpolation. Les techniques de reconst.ruction 
correspondent aux algorithmes d'interpolation des couleurs, ou algorithmes de démo-
saïquage [28, 30]. Dans le chapitre 4, nous expérimentons ces CFAs et en particulier 
un CFA imaginé à partir d'une rétine de poisson. Nous donnons également dans le 
chapitre 4, de plus ample détails sur les CFAs et leur constitution. Donc pour plus 
d'explications, consultez le quatrième chapitre. Pour la capture des couleurs, il existe 
également un capteur appelé Foveon X3 fabriqué par la compagnie Foveon [46]. Ce 
capteur permet de récupérer les composantes de couleur rouge, verte et bleue à chaque 
pixel en s'appuyant sur la distance de pénétration de chaque longueur d'onde. Enfin, 
une autre technique, plus coûteuse, permettant de récupérer les couleurs est l'utili-
sation de trois capteurs. Chacun des capteurs récupère une seule bande de couleur à 
l'aide de filtres de couleurs. Les trois images capturées sont ensuite rassemblées en une 
seule image couleur à trois bandes. Dans cette section, nous nous sommes intéressés 
au fonctionnement des capteurs. Regardons maintenant, à partir des modèles établis 
précédemment, comment obtenir l'image issue du capteur. 
1.4.2 Passage des coordonnées réelles aux coordonnées en-
tières 
Habituellement, pour toutes les images numériques, un repère est placé au coin 
supérieur gauche de l'image et les coordonnées dans ce repère sont entières. En effet, 
chaque pixel, c'est-à-dire chaque cellule photosensible du capteur, est compté comme 
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Figure 1.16 - Schéma illustrant la transformation entre le repère image réel et le 
repère image entier -
Figure 1.17 - Schéma d'un pixel ayant une inclinaison 
étant un point identifié par des coordonnées entières. Pour Pinstant, nous avons un 
repère placé au centre de l'image ayant des coordonnées réelles. L'idée pour pasHcr de 
la configuration actuelle à celle ut.ilisée habituellement va être de translater le repère 
vers le coin supérieur gauche et de trouver quels sont les points de notre repère actuel 
compris dans chaque cellule photosensible. La figure 1.16 illustre cette transformation 






Il est possible que le pixel ne soit pas totalement rectangulaire comme le montre la 
33 
CHAPITRE 1. LA FORMATION D'IMAGE 
figure 1.17. Le calcul des coordonnées devient donc : 
{ 
1.t = i; + tan(a)~ + Uo 
V= Jl..l + Vo 
11 
(1.50) 
Dans la littérature, le terme ta7(c:t) est souvent noté"/, c'est le facteur d 'inclinaison (64, 
Il 
76, 79]. Il est possible d'écrire ce changement de coordonnées de manière matricielle. 
Peson::; M3, la matrice de passage d'un point p de coordonnées (x, y) dans le repère 
image réel vers un point Pim de coordonnées (u, v) dans le repère image entier. Nous 
aurons M3 comme suit : 
(
.l 'Y 0) 
M3 = ~ Ç 0 
0 0 1 
(1.51) 
et 
1i M 1i 
Pim = 3p · (I.52) 
Nous pouvons également écrire le passage des coordonnées homogènes du monde vers 
les coordonnées du point dans le plan image entier à l'aide des matrices définies clans 
la section 1.3.1 : 
(1.53) 
En général, le produit M3M2 est regroupé sous la forme d'une matrice Nli désignant 
les paramètres intrinsèques de la. caméra.. Cette section expose la dernière étape de 
la formation d'image du côté géométrique. Cependant, pour la partie photométrique, 
nous ne savons toujours pas quelle est la valeur obtenue à chaque pixel. Nous allons 
voir ça maintenant. 
1.4.3 L'intégration de l'irradiance 
Pour l'instant, nous avons l'image d'irradiance à la sortie de l'optique (voir la sec-
tion 1.3.2). Nous devons donc intégrer cette irradiance sur le capteur afin de générer 
des charges sur chaque cellule photosensible. Posons E(u, v), une image de charge 
où ( u, v) sont les coordonnées d 'une cellule photosensible dans le repère image en-
tier. Aussi, nous définissons deux fonctions d'efficacité S(u, v, À) et A(x, y, u, v). La 
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Capteur PC1 du WFPC2 
(~ide Field and Planetary Camera 2: ancienne caméra de Hubble) 
'$. .._, 50-r-~~~~~~~~~~~~~~~~~~-. 
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Figure 1.18- Vcfficacité spectrale quantique d'un capteur CCD du télescope Hubble. 
première fonction est l'efficacité spectrale quant,iquc de la cellule photosensible de co-
ordonnées (u, v). Celle-ci donne le nombre d'électrons générés par photon pour chaque 
longueur d'onde. Cette quantité peut changer entre les cellules photosensible::;. La fi-
gure 1.18 illustre un exemple de cette sensibilité pour un capteur CCD où chaque 
cellule est supposée avoir la même sensibilité. La fonction A(:r, y, u, v) est l'efficacité 
spatiale de la cellule photosensible. Cette fonction détermine le nombre d'électrons 
générés par photon pour chacune des positions (x, y) par rapport à la cellule photosen-
sible (u, v) . C'est-à-dire que si le point (x, y) est en dehors de la cellule photosensible 
(u, v), Pefficacité est égale à zéro et si le point est dans la cellule, l'efficacité varie. Si 
nous considérons les cellules photosensibles comme étant rectangulaires, une simple 
fonction porte rectangulaire (1.45) peut modéliser cette situation. Aussi, le capteur 
a également une sensibilité temporelle que nous négligeons comme ce qui est effectué 
dans 122, 24j. Enfin, l'irradiance est intégrée sur le temps d'exposition. Nous noterons 
la durée de ce temps d'exposition en seconde par r: Si nous supposons que la ferme-
ture à la fin du temps d'exposition est instantanée, la conversion de l'irradiance en 
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charge est la suivante (22, 24] : 
E(u, v) = T j j j S(u, v, >.)A(x, y, u, v)I(x, y,>.) d>.dxdy. (1.54) 
À X Y 
Dans cette équation, nous avons ignoré la transmittance du CFA positionné devant 
le capteur. Notons cette transmittance par Tc/a( u, v, >.). L'équation devient : 
E(u, v) = T j j j S(u, v, >.)TcJa(u, v , >.)A(x, y, u, v)I(x, y, >.) d,\dxdy. (1.55) 
À X '!/ 
Nous connaissons maintenant la charge générée sur chacune des cellules photosen-
sibles, il ne reste qu'à convertir cette charge en tension, amplifier cette tension et la 
numériser. Nous ne détaillerons pas ces étapes, car elles ne font pas partie du domaine 
de la visiou artificielle mais plutôt de celui de rélectronique. Au signal de sort.if' du 
capteur,· nous avons du bruit généré par le capteur. Nous détaillons ce bruit dans la 
section suivante. 
1.4.4 Les bruits générés par le capteur -
Sur le capteur, on distingue essentiellement trois types de bruits ayant un impact 
sur le signal de sortie. Nous trouvons le bruit de lecture qui est causé par Pélectrcr 
nique du capteur. Ce bruit peut être modélisé par une variable aléatoire R définie 
par une distribution gaussienne de moyenne µR et d'écart type O'R · Nous avons éga-
lement le bruit thermique du capteur. Un capteur qui n'est soumis à aucune lumière 
génère quand même des charges appelées courant d'obscurité. Ce courant est lié à 
la température du capteur et plus le capteur est chaud, plus il y a d'électrons. géné--
rés. Celui-ci peut être négligé lorsque le temps d'exposition pour prendre l'image est 
court. Ce bruit est modélisé par une variable aléatoire Et dont la moyenne augmente 
avec la température. Nous pouvons ajouter le bruit de grenaille qu1 est engendré par 
la nature stochastique du flux de photons. En effet, il se peut que certains photons 
ne soient pas convertis par les cellules photosensibles. Ce bruit peut être modélisé 
par une variable aléatoire B9 suivant une loi de Poisson de moyenne 1(u, v)E(u, v) 
où -y( u, v) est un nombre entre zéro et un [24]. A ces bruits, nous ajoutons le biais Bv 
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généré par le CCD et le bruit de quantification Bq. Le bruit total B ajouté au signal 
à la sortie du capteur est le suivant : 
B(u, v) = a(R(u, v) + Bt(u, v) + B9 (u, v) + Bb(u, v)) + Bq(u, v) (1.56) 
avec le coefficient a, une constante correspondant au gain apporté par l'amplificateur 
[24]. Cette section termine les étapes de la formation d 'image. 
1.5 Discussion et conclusion 
Nous avons vu toutes les étapes de la formation d'image en partant de la scène 
pour arriver à l'image générée par le capteur. Par la sui~e, l'image est envoyée au 
processeur de traitement d'image qui va alors supprimer les bruits et interpoler l'image 
obtenue de manière à créer une image couleur. S'en suivent alors des améliorations de 
l'image couleur pour avoir une image plaisante à regarder pour l'utilisateur. Tous ces 
traitements peuvent être trouvés dans (58). Tout au long de cc chapitre, nous nous 
sommes intéressés essentiellement à la projection d'un point de la scène et au capteur 
image. Dans la partie 1.2 de ce chapitre, nous avons vu que la scène était constituée 
de rayons émis par les différents points de celle-ci en suivant deux types de réflexions : 
la réflexion spéculaire et la réflexion diffuse. Par la suite, dans le modèle de formation 
d'image au travers des lentilles et pour la formation d'image sur le capteur, la lumière 
est traitée par rapport aux points de la scène et non par rapport aux rayons de lumière 
de la scène. Par conséquent, les composantes spéculaires et diffuses de la lumière ne 
peuvent pas être traitées dans les modèles décris dans cette partie. Aussi, dans ces 
modèles, la projection de chacun des points de la scène se fait toujours vers un pixel 
du capteur. Cependant, nous avons vu qu'avec le cercle de confusion, un point de la 
scène peut contribuer à plusieurs pixels. Ainsi, un pixel reçoit en réalité de la lumière 
venant de plusieurs points de la scène, ce qui est représenté par une simple convolution 
dans le modèle de formation d'image que nous avons présenté. Une opération plus 
complexe peut également représenter cette projection des différents points de la scène 
en un pixel. À partir de ces critiques, nous pouvons voir que ce modèle est séparé en 
plusieurs parties dont certaines, telle que la projection, ne prennent pas en compte les 
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caractéristiques des rayons de lumière arrivant au capteur. Nous pouvons donc nous 
demander comment définir un nouveau modèle de formation d1image s'appuyant sur 
les rayons de lumière. Aussi, est-il possible grâce à ce nouveau modèle de pouvoir 
retrouver cette information de lumière dans une ou plusieurs images ? Enfin, quelles 
peuvent être les applications de cette lumière? Toutes ces questions sont traitées dans 
les chapitres 2 et 3. Dans le présent chapitre, d'autres facteurs intervenant dans la 
formation d1image n1ont pas été traités. En effet, les CFAs jouent un rôle important 
dans la formation d'image en échantillonnant les longueurs d'onde du spectre de 
lumière arrivant à l'image. Nous avons vu que les CFAs peuvent avoir différentes 
formes et couleurs pouvant avoir une influence sur la qualité de l'image formée. Nous 
regardons dans le chapitre 4 quelles sont ces influences sur l'image et nous comparons 
différents CFAs entre eux. 
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Chapitre 2 
Modèle physique et ·contrainte 
pour l'estimation d'un champ 
lumineux 
2 .1 Introduction 
Le champ lumineux est un concept qui a été exprimé pour la première fois en 
1846 par Michael Faraday. En effet, il fut le premier à penser que la lumière pouvait 
être interprétée comme un champ dans sa conférence intitulée « Thoughts on Ray 
Vibrations » [21]. Cependant, Faraday n'étant pas mathématicien, celui-ci ne put 
formaliser son idée. Il fallut attendre 1936 pour que le concept de champ lumineux 
soit bien défini par Gershun [26]. Celui-ci l'exprima comme étant la quantité de lu-
mière arrivant de toutes les directions en un point de la scène. De nos jours, il est 
possible de visualiser et d'enregistrer des champs lumineux grâce aux avancées de 
l'informatique et de l'éleètr~nique. Ces avancées technologiques ont permis de nom-
breuses applications sur les champs lumineux comme le refocalisation d'une image 1 
[40, 48, 52, 66, 65], le changement de point de vue [20, 32, 66, 78), la possibilité de 
voir un objet occulté, par exemple, par des buissons [66, 65). Toutes ces applications 
sont possibles en n'utilisant qu'un seul champ lumineux, mais il faut déjà pouvoir 
1. Exemple de refocalisation (http ://www.lytro.com/living-pictures/) 
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l'acquérir. 
Pour l'acquisition d'un champ lumineux, il existe plusieurs méthodes. Il est, par 
exemple, possible de prendre une image selon différents points de vue (la stéréovision) 
[29, 38, 39, 54, 75]. On peut également utiliser des microlentilles [25, 48, 40, 41, 52] 
ou un masque placé entre le capteur et la lentille [42, 50, 68] . Il est même possible 
d'utiliser une collection d'images d'une même scène avec différents niveaux de mise 
au point pour reconstruire le champ lumineux [35]. Cependant, toutes ces techniques 
imposent l'utilisation d'une ou de plusieurs caméras pouvant être associées à du ma-
tériel supplémentaire. Notre but, dans ce projet, est d 'estimer le champ lumineux 
en n'utilisant qu'une seule image prise avec une caméra traditionnelle, avec comme 
seule contrainte la présence de flou dans l'image. Nous essayons d'estimer le champ 
lumineux parce que la grande majorité des modèles actuels de caméras ne permettent 
pas de capturer ce champ, et celles qui le peuvent sont trop coûteuses ou contrai-
gnantes. Pour faire cette estimation, nous allons nous inspirer du modèle décrit par 
Levin, Freeman et Durand dans [36) . Ce chapitre vise à décrire le modèle physique 
des champs lumineux et la construction des diverses matrices liées à ce modèle. Dans 
un premier temps, nous définissons ce qu'est un champ lumineux et nous décrivons 
une des ses propriétés liant ses orientations à la profondeur de sa scène associée. À 
partir de cette propriété, nous proposons une contrainte qui peut être imposée à un 
champ lumineux. Enfin, nous décrivons un modèle général de formation d'image à 
partir d'un champ lumineux. À ce modèle de formation d'image, nous donnons trois 
exemples d'optiques pouvant être utilisés pour la formation d'image à partir d'un 
champ lumineux. Ces exemples correspondent à la caméra à sténopée, la caméra à 
lentille mince et la caméra composée d'une lentille minée et de microlentilles. Suite à 
ces exemples, nous concluons. 
2.2 Les champs lumineux 
Un champ lumineux est un espace à sept dimensions décrivant tous les rayons 
lumineux possibles dans une scène à trois dimensions, à un instant précis, avec un 
éclairage spécifique. On peut décrire un rayon lumineux à l'aide d'une position (s, t, z) 
dans la scène, de sa direction (u, v) pour un instant r et une longueur d'onde À. 
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Chacun des rayons transporte une information de radiance. Pour décrire l'énergie 
radiante r de chacun des rayons, Adelson et al. ont défini une fonction appelée fonction 
plénoptique (1). Cette fonction s'écrit de la man{ère suivante : 
r = L(s, t, z, u, v, À, r). (2.1) 
Chacun des vecteurs décrit un rayon lumineux et l'énergie transportée par chacun des 
rayons est exprimée par la fonction plénoptique. Cependant, le nombre de paramètres 
de ce champ lumineux rend le modèle très complexe et inutilisable dans la pratique. 
Nous devrons donc négliger certains de ces paramètres. Si nous considérons que la 
scène est statique et que la lumière est monochrome, nous pouvons supprimer comme 
paramètres la longueur d'onde À et le temps r. La relation (2.1) devient : 
r = L(s, t, z, u, v). (2.2) 
De plus, nous allons restreindre le champ lumineux capturé avec une boîte englobant 
la scène, limitant ainsi la position des rayons. Enfin, si nous considérons que l'énergie 
radiante reste constante le long d'un rayon, alors, nous pouvons déterminer l'énergie 
radiante du rayon sur toute sa longueur en ne connaissant que le point d'origine du 
rayon et sa direction. Cela signifie que l'effet des particules suspendues du milieu 
entre ]a scène et la caméra est négligé. Il en découle que le relief n'est pas représenté 
par l'intensité de la lumière. Il est plutôt représenté par les orientations du champ 
que nous expliquerons plus tard. Nous arrivons alors au champ lumineux défini par 
I-Ianrahan et Levoy [39) ou au Lumigraph de Gortler et al. (27). Dans ce cas, la fonction 
plénoptique (2.2) peut être rééciite de la manière suivante : 
r = L(s, t, u, v). (2.3) 
Dans le reste du document, nous considérons l'énergie radiante comme monochro-
matique le long d'un rayon. Maintenant, pour trouver la position des rayons dans la 
scène, il nous faut décrir~ la géométrie d'un champ lumineux. Il existe deux façons 
de décrire le système de coordonnées du champ. La figure 2.1 illustre ces deux para-
métrisations. Dans 2.l(a), nous observons deux plans parallèles coupés par un rayon 
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Figure 2.1 - Paramétrisation du champ lumineux. (a) Paramétrisation à l'aide de 
deux plans. (b) Paramétrisation à l'aide d'un plan et d'une sphère. Images tirées de 
[10]. 
de lumière L reliant les points P et Q. Le premier plan, d'axes (s, t) est appelé plan 
spatial et le plan avec le système d'axes (u, v) est le plan directionnel. Les coordonnées 
de Pet Q indiquent la direction du rayon et sa position. Dans la figure 2.l(b), nous 
avons un plan et une sphère et, comme dans le cas précédent, nous avons un rayon 
L coupant le plan en Q et la sphère en P. Le plan permet, dans cette configuration, 
de définir la position du rayon et la sphère sa direction. Ainsi , le point Q indique la 
position et le point P indique la direction du rayon L. Dans notre cas, nous utilise-
rons la géométrie du champ correspondant à la figure 2.l(a). Cette paramétrisation 
est très utilisée dans le cas des champs lumineux [36, 40, 52, 65]. Pour des raisons 
pédagogiques, nous utilisons des champs lumineux à deux dimensions. Plus tard, nous 
généraliserons les résultats obtenus en deux dimensions au cas à quatre dimensions. 
Nous définissons les champs à deux dimensions avec une coordonnée spatiale s et 
une coordonnée directionnelle u et nous notons la fonction plénoptique L(s, u). Nous 
aurons deux droites S et U pour représenter la géométrie du champ lumineux comme 
le montre la figure 2.2. La droite S dans 2.2 correspond à l'axe spatial et la droite 
U correspond à l'axe directionnel. Enfin, pour éviter toute confusion, nous appelons 
le champ plénoptique, l'espace formé par le champ lumineux et la fonction plénop-
tique. Le champ lumineux sera représenté par un point dans cet espace et la valeur de 
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Figure 2.2 - Paramétrisation d'un champ à deux dimensions à l'aide de deux droites. 
la fonction plénoptique correspondra à la couleur des points. Étant donné que nous 
venons de définir cc qu'est un champ lumineux, nous pouvons maint.cnant nous at.t.ar-
der sur se.s propriétés et ses applications. Nous commençons par décrire une propriété 
liant la. géométrie des champs lumineux à la profondeur de la scène. Cette propriété 
permet d'aboutir à une contrainte sur les champs lumineux. Nous regardons ensuite 
les relations qui existent entrè la photographie traditionnelle et les champs lumineux. 
2.3 Propriété sur l'orientation d'un champ lumi-
neux 
Le champ lumineux détient. une propriété intéressante le liant à la profondeur de 
la scène. Pour comprendre intuitivement la relation entre la profondeur et le champ 
lumineux, nous allons analyser une scène et le champ plénoptique de cette scène. 
Comme mentionné précédemment, nous commencerons par le cas à deux dimensions. 
Considérons une scène formée de trois objets linéaires texturés d'une certaine épais-
seur et de couleurs difféî:cntes illustrées dans la figure 2.3. À cette scène, nous ajoutons 
deux plans S et U parallèles. Les origines de ces plans sont alignées. Une personne, 
située à L'origine du plan U et regardant vers l'origine du plan S, observe la scène. Cet 
observateur recevra tout d'abord des rayons de l'objet bleu, car il r .. st le plus proche, 
puis ]'objet vert. et enfin, l'objet rouge. Un rayon part du point Cet coupe le plan S 
en a et le plan U en b. Dans le champ plénoptique SU de la figure 2.3(b), nous pou-
vons voir que ce rayon correspond à un point jaune R. Ainsi, l'énergie radiante d'un 
rayon est représentée par un point qui a pour coordonnées les composantes du vecteur 
décrivant le rayon R. dans le plan SU. Examinons maintenant la scène et le champ 
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Un observateur= ~~ Origine du p~n U 
(a) (b) 
Figure 2.3 - Illustration d'un champ Plénoptiquc pour un champ lumineux à deux 
dimensions (b) et de sa scène associée (a). Images tirées de [36]. 
lumineux. Tout d'abord, nous observons que chaque objet linéaire est représenté par 
une bande de couleur dans la figure 2.3(b). Nous remarquons également que chacune 
des bandes a une pente différente. Ici, la bande bleue a une pente négative, la bande 
rouge a une pente positive et la bande verte a une pente infinie. Sur la scène, nous 
remarquons que l'objet rouge est derrière l 'objet vert, l'objet bleu est devant l'objet 
vert et enfin l'objet vert est sur le plan S . Aussi, la bande bleue est superposée à la 
bande verte et la bande verte est superposée sur la bande bordeaux. La superposition 
des bandes est due à l'occultation des objets pour l'observateur. En effet, l'objet bleu 
cache une partie de l'objet vert et l'objet vert cache une partie de l'objet bordeaux. 
Compte tenu des pentes de chaque bande et le placement des objets de la scène, nous 
pouvons dire que les pentes de ces droites dépendent de la profondeur des objets de 
la scène par rapport au plan S . Dans ce qui suit, nous traduisons ces observations en 
équations. Dans la figure 2.4, nous avons un rayon de lumière partant du point C sur 
l 'objct rouge. Cc rayon coupe le plan S en s et le plan U en u. Les plans S et U sont 
parallèles et séparés d'une distance arbitraire égale à do. Le point Cet le plan U sont 
séparés d'une distance égale à d. En utilisant le théorème de Thalès, nous obtenons 
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(2.5) 
À partir de (2.5), nous observons que la composante en u d'un vecteur décrivant. le 
rayon lumineux dépend de la composante en s mais aussi de la profondèur d et de la 
coordonnée x correspondant au projeté orthogonal du point de la scène sur le plan U. 
La relation permettant de calculer u est simplement une équation de droite ayant une 
pente p = d:!do et une ordonnée à s = 0 égale à b = (1 - p ):c:. Nous savons qu'un rayon 
de lumière, dans le champ plénoptique, est représenté par un point sur le plan SU 
et que la couleur de cc point correspond à Pénergie radia.nte du rayon. Étant donné 
l'équation (2.5), nous remarquons que l'énergie radiante provenant de chaque rayon 
d'un point de la scène voyage le long d'une droite dans le plan SU : 
r = L(s,p · s + b). (2.6) 
Dans le cas d'un champ à quatre dimensions, nous travaillons avec quatre compo-
santes pour représenter un rayon de lumière. Les composantes (si/.), que l'on nomme 
coordonnées spatiales, renseignent sur la position du rayon. Connaissant la position 
Monde plat scène 20 
Postllon Horlzontale 
Figure 2.4 - Une scène à deux dimensions avec un rayon de lumière partant de C. 
d représente la distance entre l'objet linéaire et le plan U et do est la distance qui 
sépare le pla.n S du le plan U. Image tirée de (36]. 
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Figure 2.5 - Le point C de la scène émet un rayon passant par le plan ST en (s, t) et 
par le plan UV en (u, v). 
du rayo11 , 11ous cléfinisso11s une autre paire (u , v), que l'on nomme coordonnées di-
rectionnelles, pour obtenir sa direction. La figure 2.5 représente une scène à trois 
dimensions et la paramétrisation du champ lumineux. Le point C de la scène est 
situé à une distance d du plan UV. Ce point émet un rayon qui passe par le plan 
ST aux èoordonnées (s , t) et par le plan UV en (u, v). Pour établir la relation entre 
les coordonnées spatiales et directionnelles, nous considérons séparément les axes des 
abscisses et des ordonnées parce que les deux plans sont parallèles. La figure 2.6 re-
prend la scène de la figure 2.5 en changeant les points de vues. Ici, nous prenons une 
vue de profil de la scène et une vue de haut où nous observons deux cas similaires au 
cas cl 'une scène à deux dimensions. Ainsi, nous pouvons déterminer les relations entre 
le point Cet les axes S, T, U et V de la même façon que dans le cas d'un champ à 
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Figure 2.6 - (a) La scène de la figure (4) vue de profil. (b) La scène de la figure (4) 
vue de haut. 





Les rayons provenant d'un point de la scène sont maintenant positionnés sur le plan 
formé pa.r les équations (2.7). Chacune de ces équations correspond à une droite de 
pente p = d:!rlo et d'ordonnée en s = 0 égale à b = (1 - p)x et en t = 0 égale à 
c = (1 - p)y. Les mêmes équations sont décrites dans [37). 
Enfin, nous allons définir une dernière notion liée à la pente. Cette notion est le champ 
de pente. Le champ de pente sert à visualiser la dérivée du premier ordre du champ 
lumineux. La figure 2. 7 montre le champ plénoptique et le champ de pente de la scène 
2.3(a). La pente de chaque fi.èche verte correspond à la première dérivée du champ 
lumineux par rapport à s, c'est à dire l'orientation du champ lumineux correspondant 
à l'équation p = d~~o. Le champ de pente renseigne donc sur l'orientation du champ 
lumineux. Dans la section suivante, nous allons nous servir de la propriété d'orienta-
tion du champ pour définir une contrainte sur les champs lumineux. Cette contrainte 
sera. utile pour reconstruire le champ à partir d'une image contenant du flou. En effet, 
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le champ reconstruit devra respecter la propriété sur l'orientation du champ. Nous 
allons maintenant définir cette contrainte. 
Figure 2.7 - Le champ plénoptique et le champ de pente superposés dans le plan SU. 
Une flèche verte représente l'orientation d'un élément du champ. Image tirée de (36] . 
2.4 Définition de la contrainte sur l'orientation 
Pour estimer le champ lumineux, nous avons dû définir un contrainte sur le champ. 
Les raisons expliquant de développement de cette contrainte seront expliqué plus loin 
dans le chapitre sur l'estimation du champ lumineux. Cet contrainte s'appuie sur la 
propriété sur les orientations que nous avons expliqué précédemment. En effet, cette 
propriété est très intéressante dans le cas d'une scène diffuse sans inter-réflexions. 
Dans la figure 2.8(a), nous observons une scène diffuse et des rayons partant d'un 
point C. Dans 2.8(b), nous avons le champ plénoptique associé à la scène. En jaune 
sont représentés les rayons partant de C. Dans le champ plénoptique, ces rayons sont 
représentés par la droite jaune. Dans la section 2.3, nous avons vu dans le champ 
plénoptique que, dans le cas à deux dimensions, tous les rayons provenant d \m point 
de la scène sont alignés sur une droite d'équation (2.5) dans le plan SU. Dans un 
champ lumineux à quatre dimensions, les rayons provenant de C sont représentés par 
un plan correspondant à l'équation (2.7) dans Fespace STUV. Aussi, dans une scène 
diffuse sans inter-réflexion, tous les rayons émis d'un point de la scène ont la même 
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Figure 2.8 - Illustration du champ plénoptique à deux dimensions (b) et de sa scène 
diffuse associée (a). Image tirée de (36]. 
énergie radiante, donc la même couleur. Ainsi, dans le champ plénoptique, la droite 
correspondant à ces rayons possède une couleur constante. C'est à partir de cette 
propriété que nous allons définir notre contrainte. 
Essayons maintenant de définir la contrainte mathématiquement. Appelons e, la droite 
jaune de la figure 2.8(b) correspondant à tous les rayons émis par le point C. D'après 
les propriétés d'une scène diffuse, si nous calculons les dérivées directionnelles le long 
de e, nous devrions trouver des dérivées nulles. Maintenant, si nous généra.lisons cela 
à toutes les droites du champ plénoptique, nous pouvons dire que les dérivées di-
rectionnelles le long de chacune de ces droites devront être nulles. Nous traiterons 
cette contrainte directement dans le cas discret et une dérivée correspondra. ainsi à 
la différence entre les valeurs de deux points. Nous avons vu, dans la section 2.3, 
que le champ de pente p représentait l'orientation de chaque vecteur dans le champ 
pente. Cette orientation donne l'apparition des droites de couleur constante clans le 
champ plénoptique. Ainsi, connaissant le champ de pente, nous pouvons calculer la 
dérivée directionnelle en chaque point du champ plénoptique avec la direction indi-
quée par le champ de pente. Notre contrainte est que toutes les dérivées le long des 
orientations indiquées par le champ de pente doivent être nulles. Nous l'écrivons ma-
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thématiquement sous la forme suivante: Soit Dp(.ç,u)(L(s, u)), la dérivée directionnelle 
de la fonction plénoptique L(s, u) au point de coordonnées (s, u) suivant la direction 
.indiquée par le champ de pente p au point (s, u), la formule de la contrainte est : 
L L(Dp(s,u)(L(s, u)))2 = 0: (2.8) 
s u 
Uhypothèse concernant la scène diffuse et l'absence d'inter-réflexions ne garantit pas 
une dérivée directionnelle nulle pour tous les points du champ plénoptique à cause 
des discontinuités de profondeur que l'on rencontre dans les scènes réelles. Ce cas est 
représenté dans le champ de la figure 2.8(b) lorsque la droite jaune coupe la bande 
bleue ou la. bande verte. Dans la scène 2.8(a), les discontinuités de profondeur sont 
représentées par les rayons partant de C, coupant l'objet bleu ou l'objet vert. Ainsi, 
plus une scène aura de discontinuités de profondeur, plus il y aura de dérivées non 
nulles. Par ailleurs, souvent clans une scène réelle, il y a d'autres phénomènes comme 
la spécularité et les inter-réflexions, qui empêchent d'avoir une dérivée directionnelle 
nulle dans le champ plénoptique. Nous devons donc revoir la contrainte (2.8). Étant 
donné que les dérivées nulles ne peuvent pas être garanties dans une scène diffuse, 
nous allons prendre un cas plus général de scène. Par conséquent, notre but sera donc 
de trouver la fonction plénoptique L(s, u) qui minimise les dérivées directionnelles. 
L'équation (2.8) sera alors : 
(2.9) 
La fonction L(.s, u), solution de ce problème variationnel est lisse sur les orientations 
du champ lumineux. En d'autres termes, la transition entre les points le long d'une 
droite est lisse. Ici, nous avons regardé le problème dans le caS d'un champ à deux 
dimensions. Dans le cas d'un champ à quatre dimensions, nous effectuons exactement 
le même raisonnement. 
Nous pouvons aussi écrire l'équation (2.9) sous forme vectorielle. En effet, calculer 
une dérivée peut être vue comme la convolution du champ lumineux avec un filtre 
spécifique, et une opération de convolution peut être écrite sous la forme d'un pro-
duit scalaire. Eu effet, nous posons 9p(s,u),(s,u.), le masque de permettant de dériver 
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Figure 2.9 - Exemple d 1un champ plénoptique 
la fonction plénoptique au point (s, u) dans la direction p(s, u). Soit l, un vecteur 
correspondant à la concaténation des lignes de l~ fonction plénoptique L(s, u) . Ce 
vecteur a la forme suivante : 
l = {L(O, 0), L(O, 1), .. ., L(s, u), ... )'1'. (2.10) 
Afin cle mieux comprendre le contenu de 9p(s,u).(s,u)> donnons un exemple de construc-
t.ion de ce vecteur. Dans la figure 2.9, nous avons un exemple de champ plénopt.ique. 
Chaque point correspond à un rayon de lumière partant de la scène et la couleur-d'un 
point correspond à. la valeur de la fonction plénoptique du rayon associé. Chaque 
flèche représente l'orientation du champ lumineux en un point. ·Calculons la dérivée 
au point numéro cinq de coordonnées (s5, u5). Le champ lumineux au point cinq a une 
orientation horizontale horizontale. Donc, pour calculer sa dérivée, nous effectuons la 
différence entre les valeur de la fonction plénoptique au point quatre ( s4, u4) et au 
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point six (s6, u6). Le calcul de cette dérivée est donc : 
Dp(.95,u5)(L(s5, u5)) = L(s6, u6) - L(s4, u4). (2.11) 
Nous désirons exprimer la dérivée Dp(ss,us)(L(s5, u5)) sous forme vectorielle. Pour 
cela, nous définissons 9v(s5,u5) ,(s5,u5)> le filtre de dérivation au point (s5, u5) dans la 
direction p(s5, ti.5). Ce vecteur a douze dimensions, car nous avons douze rayons de 
représentés dans le champ plénoptique. Ce filtre s'écrit comme suit : 
gp(s5,u5),(s5,u5) = [o, 0, 0, -1 , 0, 1, 0, 0, 0, 0, 0, or. (2.12) 
Dans ce masque, -1 est le coefficient associé au quatrième rayon, le zéro est associé 
au cinquième, et ainsi de suite. Donc, chaque composante de ce vecteur correspond à 
·un point du champ. Ainsi, Dp(,95,u5)(L(s5, u5)) (2.11) s'écrit : 
Dvcss,1,s)(L(s5, u5)) = 9~ss,us) ,(ss,us)l . (2.13) 
Ici, l'opérateur de calcul de dérivée a été choisi de manière arbitraire, d'autres opé-
rateurs tels que Sobel et la première dérivée de la gaussienne peuvent être utilisés 
de la même façon. Calculons maintenant la dérivée au point 8. Nous ne calculons les 
dérivées directionnelles qu'entre les points appartenant à une même droite afin que 
la variation de couleur des rayons représentés par cette droite soit lisse. En effet, la 
droite représente tous les rayons provenant d'un point de la scène. Ainsi, pour tous les 
rayons ont environ la même couleur que le point d'où ils partent, nous pouvons donc 
considérer la variation de couleur des rayons comme étant lisse le long d'une orienta-
tion du champ. Par conséquent, la dérivée est égale à la différence entre la fonction 
plénoptique du point 2 et celle du point 11, car il sont sur la droite du point 8. Enfin, 
notons dans cette approche que les dérivée à la frontière du champ plénoptique ne 
sont pas traitées. Pour prendre en charge tous les points de l'espace SU autres que 




2.4. DÉFINITION DE LA CONTRAINTE SUR L'ORIENTATION 
Cet.t.c fonction objectif peut, être écrite sous une forme matricielle. Posons G, nnc 
matrice où chaque ligne représente un vecteur .9v(s,u), (s,u). Enfin, posons un vecteur d 
contenant les dérivées directionnelles en chaque point de la fonction plénoptique. Le 
vecteur d peut être calculé simplement en effectuant d = G · l . 
Dp(O,o)(L(O, 0)) T 9p(0,0), (0,0) L(O, 0) 
Dp(0,1)(L(O, 1)) T 9p(0,1), (0,1) L(O, 1) 
d = G · l {::::==} - (2.15) 
Dp(s,u)(L(s, u)) T .<l11(s,1t). (s,u) L(s, u) 






Cette dernière équation est celle que nous utiliserons dans la suite du document. 
Ici, nous avons présenté la matrice G et le vecteur 9p(s,u). (s,11) pour un champ à deux 
dimensions. Dans ce qui suit, nous proposons une technique de construction de la 
matrice G dans le cas d'un champ à quatre dimensions. La figure 2.10 illustre un 
champ lumineux à quatn' dimensions rcprésent.ant 36 rayons. Dans rct.tc figure, le 
champ est divisé en tranches, ce qui nous permet de le visualiser. Pour le calcul des 
dérivées directionnelles, nous allons nous inspirer de ce qui a déjà été fait dans le 
champ à. deux dimensions. Posons, 9p(s,t,u,v), (s,t,u,v), le filtre dérivatif de la fonction 
plénoptique à la position (s, t, u, v) dans la direction p(s, t, u, v). Aussi, redéfinissons 
le vecteur l, car nous travaillons maintenant dans le cas à quatre dimensions. Le 
vecteur l s'écrit sous cette forme : 
l = [L(O, 0, 0, 0), L(O, 0, 0, 1), ... , L(s: t, u, v), ... ]'1'. (2.18) 
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Figure 2.10 ..... Illstration d'un champ plénoptique à quatre dimensions. 
L'opération de dérivation est définie par : 
Dp(s,t,u,v)(L(s, t, u, v)) = g~s,t,v.,v),(s,t,u,vl (2.19) 
Donnons un exemple de construction de 9p(s,t,u,v), (s,t,u,v) en utilisant. la figure 2.10. 
Dans cc cas, le filtre 9p(.,,t,u,v), (s,t,u,v) est un vecteur de 36 éléments, car nous avons 36 
rayons dans le champ. Considérons la dérivée directionnelle pour les éléments verts du 
champ. Dans notre exemple, les éléments verts correspondent à des rayons provenant 
d\m point unique a de la scène. Calculons la dérivée au point cinq de coordonnées 
(0, 01 0, 0). Le calcul de cette dérivée est similaire au cas à deux dimensions. En effet, 
nous effectuons la différence entre la valeur du point un et la valeur du point neuf. 
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Le vecteur de dérivation sera alors égal à : 
9p(O,O,O,O),(O,O,O,O) = [-1, 0, 0, Di 0, 0, 0, 0, 1, 0, 0, 0, .. ., 0 f . (2.20) 
Ici, -1 correspond au premier point du champ et 1 correspond au point 9 du champ. 
Regardons maintenant le point 9. Ce point est situé sur le bord du plan SU en 
(t = 0, v = 0). Dans le cas d'un champ à deux dimensions, nous ne traitons pas les 
bords. Cependant, dans le cas d,un champ à quatre dimensions, il est possible qu'il 
existe des rayons provenant de a sur la prochaine tranche qui est dans la direction du 
point 9. Ici, cette tranche correspond à celle qui a pour coordonnées (t = 1, v = -1). 
Ainsi, nous pouvons calculer la dérivée au point 9 en effectuant la différence entre la 
valeur du point cinq et la valeur du point 28. Nous prenons une pente égale à la pente 
du point neuf dans le plan SU, car dans la relation (2.7), l'équation de droite entres 
et u a. la même pente que l'équation de droite entre t et v. Sachant comment construire 
le vecteur gp(s,t,11.,v), (s,t,11.,v)> nous pouvons construire la matrice G de l'équation (2.17). 










Nous avons présenté la contrainte sur les orientations et les constructions des divers 
matrices sous-jacentes pour un champ lumineux à deux dimensions et à quatre dimen-
sions. Nous pouvons passer à la partie suivante qui expose le lien e~1tre la photographie 
traditionnelle et les champs lumineux. Elle ne nécessitera que peu de connaissances 
acquises dans cette partie. 
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caméra 
- ----- l'ouverture 
/ 
Le capteur 
de la Un rayon de lumlilre 
cam6ra 
Figure 2.11 - Schéma du modèle de formation d'image. 
2.5 Du champ lumineux à la photographie tradi-
tionnelle 
2.5.1 La projection du champ lumineux 
Actuellement, il est difficile de capter individuellement tous les rayons d'une scène 
afin de construire un champ lumineux. La sortie de tous les systèmes d'acquisition 
donne un résultat correspondant à un mélange des rayons de lumière. Si nous voulons 
obtenir les rayons de lumière distincts, nous devons les estimer à partir d'une image. 
Pour ce faire, il est nécessaire de comprendre comment une image est formée à par-
tir des rayons. Un équipement traditionnel d'acquisition d'image numérique est en 
général composé des éléments suivants : une lentille, un capteur et une unité de trai-
tement. La. sortie de cet équipement est une image numérique à deux dimensions. La 
figure 2·.11 décrit la formation d'une bande de couleur de l'image pour un tel système 
d'acquisition. Nous avons vu dans la partie 2.2 que la scène peut être vue comme un 
champ formé de rayons : le champ lumineux. Lorsqu'un individu veut acquérir une 
image, les rayons de lumière entrent dans sa caméra à. travers une ouverture, puis 
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Figure 2.12 - Paramétrisation du champ lumineux et du plan image. 
sont déviés par l'optique pour être concentrés sur les pixels du capteur. Nous obser-
vons dans la figure 2.11 que plusieurs rayons de lumière sont combinés en un pixel. 
C'est l'intégration de la lumière. Nous notons ici que nous avons négligé l'effet de la 
diffraction de la lumière. En d'autres termes, le processus de formation d'image peut 
être vu comme un processus d'intégration sur une ouverture à deux dimensions dans 
le but de produire une projection en deux dimensions d'un champ lumineux à quatre 
dimensions d'une scène à trois dimensions. Cette intégration des rayons sur un pixel 
du capteur peut être vue comme une combinaison linéaire ou non linéaire des rayons 
(12, 15, 36, 52, 77]. Dans notre cas, nous nous limiterons à une projection linéaire. 
Soit I(x, y), un pixel de l'image de coordonnées (x, y) issu de la combinaison linéaire 
de l'énergie radiante des rayons lumineux. L'énergie radiante d'un rayon est obtenue à 
l'aide de la fonction plénoptique L(s, t, u, v). La figure 2.12 illustre les systèmes d'axes 
ST, UV et le plan image XY. Aussi, nous notons ax,y,s,t,u,v, un poids affecté à un 
57 
CHAPITRE 2. MODÈLE PHYSIQUE ET CONTRAINTE POUR L'ESTIMATION D'UN 
CHAMP LUMINEUX 
rayon de coordonnées (s, t, u, v) qui rencontre le plan image en (x, y). Si le rayon n'ar-
rive pas au pixel de coordonnées (x, y), alors le poids sera nul. Les valeurs des poids 
non nuls dépendent du système d'acquisition comme nous le montrerons plus loin. 
Enfin, nous considérons que l'image est bruitée avec un bruit blanc gaussien N(x, y) 
de moyenne zéro et de variance u2 au pixel de coordonnées (x, y). Cette hypothèse 
a été vérifiée dans plusieurs travaux dans le cas d'images acquises avec une caméra 
dans le visible [13, 14, 67, 63). La formule de cette combinaison linéaire est : 
I(x, y)= L L L L ax,y,s,t,u,vL(s, t, u, v) + N(x, y) (2.22) 
S t U V 
Nous pouvons mettre l'équation (2.22) sous forme matricielle. Pour ce faire, nous 
utilisons le vecteur l déjà défini dans la partie 2.4. Les poids forment le vecteur T:c,y 
défini comme suit : 
Tx,y = [ax,y,0,0,0,01 llx,y,0,0,0,1' llx,y,O,D,0,21 ... , llx,y,s,t,u,v1 ... )T. (2.23) 
Nous obtenons alors la formule suivante pour la projection du champ : 
I(x, y)= T'f.11l + N(x, y). (2.24) 
Enfin, pour la projection du champ lumineux sur une image, nous devons mettre 
respectivement l'image et le bruit sous la forme d'un vecteur I et d'un vecteur N 
par concaténation. De plus, nous posons une matrice T pour laquelle chaque ligne 
correspond à un vecteur T'{,
11
• Nous remarquons que chaque ligne correspond aux poids 
qui interviennent dans la formation d'un pixel de l'image. Ainsi, la matrice T s'écrit 
de la façon suivante : 
T6o ' 
Tl,1 
T = (2.25) 
TI.v 
Nous pouvons alors écrire l'équation de reconstruction de l'image avec le champ sous 
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la forme suivante : 
I =Tl+ N. (2.26) 
Le cas à deux dimensions est immédiat, nous le détaillons donc succinctement. 
L'intégration du champ à deux dimensions permettra d'obtenir une image à une 
dimension. L'équation (2.24) s>écrit alors : 
I(x) = T;t + N(x) (2.27) 
avec Tx : 
(2.28) 
Enfin, la matrice T est : 
T= (2.29) 
Nous savons maintenant comment retrouver une image à partir de champs plé-
noptiques à quatre dimensions et à deux dimensions. Il ne reste plus qu'à comprendre 
comment obtenir la matrice Tet les poids ax,y,s,t,u,v pour différents systèmes d'acqui-
sition d'images. 
2.5.2 Description de la matrice de projection T 
Afin de simuler l'optique ei l'intégration des rayons de lumière sur les cellules du 
capteur d'un système d'acquisition d'image traditionnel, nous utilisons la matrice de 
projection T. Cette matrice peut simuler plusieurs types de systèm0,s d'acquisition. 
Nous pouvons très bien simuler une caméra à sténopé, une caméra. à lentille mince ou 
un système d'acquisition stéréo. Dans la figure 2.13, nous voyons un exemple de re-
présentation des différentes méthodes d'intégratioil de la fonction plénoptique. Dans 
la figure 2.13(a), nous avons la même scène que celle présentée dans la figure 2.3(a) 
avec un plan supplémentaire. Ce plan correspond au plan image de la caméra, c'est-
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( c) caméra à sténopé ( d) lentille avec une focale f1 
(e) lentille avec une focale f'2 (f) stéréovision (2 vues) 
1 ' '"'ri/// 1 1 ' 1" ' 1 1 1 ' 1 . 1 1 • > l ~ .. r.· 1 
1 11 i 11 Il 11 . ' . ' . J f 1111 1 1 ,I 
'·, I 
.,. ",. 
(g) caméra plénoptique (h) ouverture codée 
Figure 2.13 - (a) La scène à deux dimensions avec des objets situés à différents niveaux 
de profondeur !36]. (b) Le champ plénoptique de cette scène (36]. (c)-(h) La projection 
du champ plénoptique pour différents types d'optique. Images tirées de (36). 
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à-dire le capteur CCD ou CMOS.' Dans la figure dans la figure 2.13(a), chaque carré 
de cpuleur représente un pixel ou une cellule photosensible de ce plan. Ici, les couleurs 
ne servent qu'à identifier les pixels, elles ne représentent pas celles que les pixels de-
vraient obtenir par la projection du champ plénoptique. Dans la figure 2.13(b), nous 
avons le champ plénoptique déjà décrit dans la partie 2.3. De la figure 2.13(c) à la 
figure 2.13(h), nous avons représenté chaque système d'intégration à l'aide de paral-
lélogrammes de couleurs différentes. Chaque parallélogramme représente Pintégration 
du champ lumineux sur un pixel. Les points du champ positionnés sous chaque pa-
rallélogramme correspondent aux points qui seront combinés pour former un pixel 
de l'image. La taille de chacun de ces parallélogrammes dépend de l'ouverture de la 
lentille. En d'autres termes, chaque parallélogramme représente l'ensemble de points 
du champ plénoptique qui seront intégrés pour former un pixel de l'image. Ici, nous 
n'expliquons en détail que trois configurations d,optique : la caméra à sténopé, la ca-
méra à lentille mince et la caméra composée d'une lentille mince principale et d'une 
matrice de microlentilles. 
2.5.3 L'intégration du champ lumineux pour une caméra à 
sténopé 
Nous commençons par la description d'une caméra à sténopé. Dans ce type de 
caméra1 l'ouverture est très petite et la caméra ne reçoit qu;un seul rayon de chacun 
des points de la scène. La figure 2.14 décrit ce phé.nornène et la correspo11dance ent;re 
le fonctionnement d'une caméra à sténopé et l'intégration du champ lumineux. Dans 
cette figure 2.14(a), nous observons la même scène que dans la figure 2.13(a). Nous 
avons ajouté les différents rayons qui traversent la scène. Ici) la couleur d'un pixel ne 
représente pas la couleur qu'il aura après l'intégration du champ lumineux, elle sert 
uniquement à l'identifier. Nous pouvons voir dans ce schéma que la caméra à sténopé 
ne récupère qu'un seul rayon pour chaque point de la scène. Chaque rayon passe par 
l'ouverture, centrée ici en u = O. Ce qui signifie que la caméra à sténopé ne récupère 
qu'une seule direction pour le champ qui est ici u = O. Si nous déplaçons l'ouverture 
le long de l'axe U, nous prenons une nouvelle vue de la scène. Nous remarquons 
également que le plan image est situé à la même distan.ce du plan U que le plan S. 
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Monde plat scène 20 
• Pod;on horizomar. • 
(a) (b) 
Figure 2.14 - (a) Projection de la scène à deux dimensions sur le plan image [36]. (b) 
Projection d,un champ lumineux à deux dimensions sur une image à une dimension 
136]. d0 représente la distance entre les plans Set U. 
Ainsi, l'image de la scène formée sur le plan image sera inversée et celle formée sur le 
plan S ne le sera pas. Par conséquent, le rayon touchant le plan S en x touchera le pixel 
de coordonnée x dans 1 'image non inversée. Dans la suite de ce chapitre, la distance 
entre le plan U et le plan S sera toujours égale à la distance entre le plan U et le plan 
image. Cette convention peut être vue comme une limitation, car la configuration de 
la caméra impose la position des divers plans dans le modèle. Cependant, elle nous 
sera très utile pour reconstruire les images. À partir de ces observations, nous pouvons 
réécrire l'équation (2.27) dans le cas d'une caméra à sténopé. Ici, seul le poids ax,x,a 
est non nul et tous les autres sont nuls pour un pixel de coordonnée x. De plus, nous 
fixons ax,x,a à 1 car un seul rayon touche le pixel de coordonnée x, il transmet donc 
toute son énergie à ce pixel. L'intégration du champ lumineux (2.27) pour une caméra 
à sténopé est la suivante : 
i(x) = L(x, a)+ N(x). (2.30) 
Étant donné que nous connaissons tous les poids ax,s,u associés au champ lumineux, 
nous pouvons construire facilement le vecteur Tx et la. matrice T en utilisant les 
équations (2.28) et (2.29). Le cas d'un champ lumineux à quatre dimensions est 
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Un objet de la scène 
l 1 rayon r lumière plan spatial 
ouverture de la caméra 
Figure 2.15 - Schéma représentant la formation d'une image avec une caméra à sté-
nopé 
très similaire à celui d'un champ à deux dimensions. En effet, nous aurons toujours 
une caméra avec une petite ouverture qui sera cette fois à deux dimensions. Sur 
le schéma 2.15, nous remarquons que les rayons lumineux traversent le plan ST et 
arrivent tous en u = 0 et v = 0, la position de l'ouverture sur le plan UV. Nous 
nous retrouvons donc dans un cas similaire à celui d'une caméra à sténopé avec un 
champ lumineux à deux dimensions. Encore une fois, le changement de la position 
de l'ouverture revient au déplacement de la caméra à sténopé sur le plan SU et donc 
à faire un changement de point vue de la scène. À partir de ces observations, nous 
pouvons maintenant déterminer l'équation permettant de former une image à pa.rtir 
d'un champ plénoptique à quatre dimensions dans le cas d'une caméra à sténopé. Soit 
(a, b), la position de l'ouverture de la caméra sur le plan UV, et (x, y) , la position 
du pixel dans l'image, nous pouvons écrire J>intégration du champ lumineux à quatre 
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dimensions (2.22) par une caméra à sténopé comme étant : 
I(x, y)= L(x, y, a, b) + N(x, y). (2.31) 
Comme dans le cas à deux dimensions, nous n'avons .qu'un poids ax,y,s,t,u,v égal à 1, 
tous les autres poids étant nuls. Ce poids correspond à Œx,y,x,y,a,b· La déduction de 
la matrice T dans l'équation (2.25) est immédiate. Nous avons donc les matrices T 
permettant d'effectuer la projection du champ lumineux à deux dimensions et à quatre 
dimensions dans le cas d'une caméra à sténopé. Cependant, les caméras à sténopé ne 
sont pas les caméras les plus fréquemment utilisées. Les caméras traditionnelles sont 
en général les caméras à une ou plusieurs lentilles minces. Ainsi, dans ce qui suit nous 
proposons de projeter le champ lumineux en utilisant une caméra à lentille mince. 
2.5.4 L'intégration du champ lumineux pour une caméra à 
lentille mince 
Une caméra à lentille mince est une caméra qui a une grande ouverture contrai-
rement à la caméra à sténopé. Ici, plus l'ouverture est grande, plus la caméra reçoit 
de lumière mais moins l'image créée aura de profondeur de champ. En effet, un point 
d'un objet de la scène illumine l'ouverture de la caméra à travers un angle solide dont 
la base est cette ouverture. Pour contrecarrer ce problème, une lentille est rajoutée à 
l'ouverture pour focaliser le faisceau de lumière au foyer. Dans le schéma 2.16, nous 
observons trois cas : l'un où le pixel sera net et les deux autres où le pixel sera flou. 
Nous allons faire le lien entre chacun de ces cas et le champ lumineux représenté dans 
la figure 2.16(d). Remarquons que le plan S est le plan qui est au foyer, ainsi tout point 
se trouvant sur ce plan sera net. Par ailleurs, dans chacun de ces schémas, la lentille 
est centrée en u =O. Rappelons également que le plan S est situé à la même distance 
du plan U que le plan image, donc l'image non inversée est formée sur le plan S. Nous 
allons expliquer chacun des cas de la figure 2.16 en commençant par celui de la figure 
2.16(a.). Dans le premier cas, les rayons de lumière provenant de l'objet vert situé sur 
le plan S sont tous concentrés par la lentille et ils arrivent tous en un pixel illustré 
par le jaune dans la figure 2.16(a). Dans la figure 2.16(d), l'intégration de la lumière 
sur le pixel jaune est représentée par un rectangle jaune. Nous remarquons que deux 
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Figure 2.16 - (a) Intégration des rayons de l'objet vert pour la création d'un pixel 
net [36]. (b) Intégration des rayons provenant de l'objet bleu !36]. (c) Intégration des 
rayons provenant de l'objet rouge[36]. (d) Le champ plénoptique et son intégration 
représentée par les rectangles de couleurs [36]. La distance d0 représente celle entre 
le plan image et la lentille. Le plan S correspond. au plan dans la scène qui sera au 
focus dans l'image. 
des cotés de ce rectangle sont parallèles à une droite a d'une couleur uniforme rouge. 
De plus, le rectangle jaune est situé sur la droite a .. Nous savons que l'intégration du 
champ lumineux revient à sommer les éléments sous les rectangles. Donc, l'intégration 
du champ lumineux sur le pixel jaune revient à sommer tous les points de la droite a 
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situés sous le rectangle jaune. L'intégration du champ lumineux pour le pixel jaune 
donnera une couleur similaire à celle de la droite a. Nous avons donc bien un pixel 
net. Dans le cas de la figure 2.16(b), nous remarquons que les rayons, provenant de 
plusieurs positions de l'objet bleu, sont combinés sur le pixel violet. Étant donné que 
l'objet bleu est texturé et que chaque rayon porte la couleur du point d'émission, 
les rayons auront des couleurs différentes. Il s'en suit que la combinaison des rayons 
donnera un mélange de couleur, ceci correspond à un pi?œl flou. Enfin, le troisième 
cas est similaire au deuxième, les rayons arrivant au pixel orange sero1it de couleurs 
différentes. Nous aurons donc un autre pixel flou. Ces deux derniers cas correspondent 
au <>as classique de ftou des objets situés avant et après la profondeur au foyer. Dans 
ces deux cas de flou, le rectangle orange et le rectangle violet sont positionnés sur 
des éléments de couleurs différentes dans 2.16(d). La combinaison des éléments du 
champ plénoptique situés sous ces rect,angles donnera un mélange de couleurs. Ceci 
correspond bien au cas de pixels flous. Dans ces figures, la largeur d'un rectangle 
représente la largeur d'un pixel par rapport aux points sur le plan Set la longueur 
corre..c;;pond à la largeur de l'ouverture par rapport aux P?_ints du plan U. Ici, nous ne 
traitons que des rectangles avec une largeur égale à un, c'est-à-dire qu'un point sur 
le plan S correspond à un pixel sur le plan image. Aussi, une ouverture de résolution 
un revient à prendre un point sur le plan U. 
Regardons maintenant s'il existe un rapport entre les coordonnées sur le plan S et 
les coordonnées en U. Nous avons vu que ces rectangles sont orientés avec une pente 
égale à la bande verte. Nous savons en utilisant l'équation (2.5), que la bande verte 
a une pente égale à l'infini, car l'objet vert est situé sur le plan S. Étant donné que 
I1objet vert est au foyer, cet objet doit être net dans l'image. Ainsi, il faut intégrer le 
champ selon l'orientation de la bande verte. Un cas général est donné plus loin afin 
de mieux comprendre pourquoi la pente des rectangles <l'intégration dans le champ 
doit correspondre à l'orientation des rayons partant d'un objet situé à la focale. Nous 
pouvons dire que Pintégration du champ lumineux dans ce cas, revient à prendre un 
pixel de coordonnée x et tous les éléments autour de (x, u = 0) dans une direction 
verticale entre u = L -,/, ~J où o est l'ouverture de la lentille. Ici, la lentille est centrée 
en u =O. Imaginons que l'on déplace la caméra et que nous positionnons le centre de 
la lentille en u =a. Nous aurons un changement de vue et l'intégration ne se fera plus 
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Monde plat scène 20 
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Figure 2.17- (a) La formation d'image pour une lentille mince avec comme profondeur 
au foyer z (36}. (b) L'intégration du champ plénoptique où chaque parallélogramme 
représente l'intégration des rayons pour un pixel. La notation d0 représente la distance 
entre le plan image et Fouverture [36]. 
autour de u = 0 mais autour de u =a. Dans cet exemple, l'équation d'intégration de 
la lumière (2.22) s'écrira : 
I(:t:) = O!x,x,ul(:r:, u) + N(:r:). {2.32) 
Pour l'inst.ant, nous avons traité le cas spécifique où la profondeur au foyer est. égale à 
la distance entre l'ouverture et le plan image. Traitons maintenant un cas plus général 
où la profondeur au foyer est arbitraire. Dans la figure 2.17(a), nous avons le schéma 
de formation d'image. Le plan au foyer est situé sur l'objet bleu de profondeur z, par 
conséquent, les rayons ne se croisent plus en un point sur le plan S mais en un point sur 
un plan à la profondeur z. Nous devons alors trouver la relation qui existe entre le plan 
S, le plan au foyer de profondeur z et le plan U. Le seul point commun entre la figure 
2.16 et la figure 2.17 est que les rayons sont répartis sur toute l'ouverture de la lentille. 
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Donc, l'intégration des rayons se fera dans les directions comprises sur l 'ouverture. 
Nous observons que, contrairement à la figure 2.16(d), le domaine d'intégrat;ion du 
champ plénoptique n'est plus un rectangle mais un parallélogramme. Nous avons vu 
dans les paragraphes précédents que le domaine d'intégration du champ lumineux est 
orient.é pa.r rapport. au focus. Dans la figure 2.17, le focus est. sit.ué sur l'objet bleu. 
Le domaine d'intégration doit donc être orienté selon la bande bleue dans le champ 
plénoptiquc représenté dans la figure 2.l 7(b). Cette orientation explique l'apparition 
de parallélogrammes. Par conséquent, l'intégration du champ lumineux est orientée 
par la focale f. Les relations suivantes montrent une relation entre s et u en fonction 
de f et de la coordonnée du pixel j ;P, Leur démonstration est donnée dans l'annexe 
A. Ces relations sont : 
f 
u = do - 2/ ( d - s) (2.33) 
et 
do - 2/ 
s = - f u+xv. (2.34) 
Attention, ces équations n'ont aucun rapport avec l'équation (2.5) . Effet, ces deux 
formules désignent la relation qui existe entre s et u pour l'intégration à une profon-
deur au foyer précise alors que (2.5) désigne la relation qui existe entre la profondeur 
des points de la scène et l'orientation du champ lumineux. Enfin, l'équation (2.32) 
devient : 
( 
do - 2j ) l(:r:) = L ax,-doï'2J (u)+x,uL - f (11.) + x , u + N(x). 
uEL =f+a,~+n.J 
(2.35} 
L'équation (2.35} correspond bien aux observations que nous avons effectuées sur 
le champ de la figure 2.17. L'intégr~tion du champ lumineux est orientée par une 
pente dépendant de la focale égale à p = ~· Connaissant l'intégration, nous pou-
vons maintenant construire le vecteur de projection T:r. et la matrice T à Paide des 
relations (2.28} et (2.29). 
Nous avons décortiqué le cas de la projection d'un champ à deux dimensions à. l,aide 
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Figure 2.18 - (a) Le cas où le point sera net. (b) et (c), les deux cas où le point est 
flou. 
d,unc lentille mince, nous allons passer au champ à quatre dimensions. Plusieurs des 
conclusions ou formules auxquelles nous arrivons correspondent au même développe-
ment que dans le cas à deux dimensions, nous ne les détaillerons donc pas. La figure 
2.18 expose le cas où le pixel est net et les deux cas où le pixel est flou dans une 
scène à trois dimensions. Nous pouvons voir que les configurations sont exactement 
les mêmes que dans le cas de la scène à deux dimensions. En effet, dans le cas d'un 
pixel net, les rayons proviennent d'un seul point de la scène alors que dans les cas où 
le pixel est flou, les rayons proviennent de plusieurs positions de la scène. Nous allons 
maintenant trouver la relation d'intégration du champ lumineux à quatre dimensions 
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dans le cas d'une lentille mince. Nous utilisons la séparabilité de la paramét.risation 
du champ lumineux comme dans la partie 2.3. Nous arrivons donc sur deux systèmes 
d'axes. Le premier système correspond aux axes S, U, X et le deuxième aux axes 
T, V, Y. Nous aurons alors les schémas 2.19 pour représenter chacun des cas de flou 
sur chaque système d'axes. Nous retombons sur les cas déjà observés dans le champ 
à deux dimensions. Ainsi, les relations trouvées précédemment sont toujours valables 






s = h(u, x) = _do/2fu + x 
t = h(v, y) = _do/2'v +y · 
(2.36) 
(2.37) 
Enfin, pour le calcul de la projection, nous intégrerons sur une ouverture à deux 
dimensions. La largeur et la longueur de l'ouverture sont notées respectivement Ox et 
oy. Aussi, la lentille sera centrée en u =a et env= b. Notons les bornes d'intégration 
de l'ouverture sur l'axe u par lx = L T +a,~+ aJ et sur l'axe v par Iy = l -;11 + 
b, T + bJ. Ainsi, la formule de projection du champ (2.22) deviendra: 
I(x, y) = L L lYx,y,h(u,x),h(v,y),u,vL (h(u, x), h(v, x), u, v) + N(x, y). (2.38) 
ue lx ve/11 
Nous savons maintenant comment projeter le champ lumineux à l'aide d'une len-
tille mince. Il ne nous reste plus qu'à comprendre comment calculer les coefficients 
ax,y,h(u,x),h(v,y),u,v· Dans le texte qui suit, nous proposons un modèle original pour les 
valeurs des coefficients frx,y,h(u,x),h(v,y),u,v à partir du flou. À notre connaissance, cc 
modèle n,a jamais été appliqué à un champ lumineux. Tout d'abord, rappelons que 
chacun des coefficients D!.r,y,h(u,x),h(v,y),u,v détermine la participation d'un. rayon à la 
valeur que prendra un pixel du plan image. Nous posons une première contrainte sur 
les poids : chaque rayon arrivant en un pixel participe à la couleur de ce pixel. Nous 
pouvons dire que la contribution de l'ensemble des rayons sur un pixel est alors de 
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Figure 2.19 - Projection des rayons d'un point d'une scène à trois dimensions avec 
la séparations des axes. 
71 





Figure 2.20 - Schéma des cercles de flou formés par deux points de la scène 
100%. Nous aurons donc la contrainte suivante sur les poids : 
lYx,y,h(u.,x),h(v,y),u..v = 1. (2.39) 
Afin de calculer cette participation, revenons au principe de formation d'image. Nous 
savons que lorsqu'un point de la. scène est flou, c'est que tous ses rayons ne sont pas 
projetés en un unique point mais plutôt en une zone appelée cercle de flou. Nous 
avons vu dans le chapitre 1 que ce cercle de flou est représenté par une PSF. Aussi, 
nous savons qu'il existe plusieurs modélisation de cette PSF. Dans notre cas, nous 
utiliserons le modèle gaussien. Pour justifier la valeur que nous allons attribuer à 
chacun des poids, analysons la figure 2.20. Par coutre, avant d'analyser cette figure, 
nous ajoutons que la projection des rayons ne correspond pas aux projections données 
précédemment, elle ne sert qu'à illustrer notre raisonnement. Dans cette figure, nous 
avons deux points de la scène, S1 et S2 qui forment chacun un cercle de flou sur le 
plan image. Le cercle de flou formé par S1 correspond à. la gaussienne 91 et celui formé 
par 5'2 correspond à 92• Chacun des rayons arrivant sur le plan image est pondéré par 
. le coefficient de leur gaussienne respective g1 et g2• Ainsi, le point A du plan ima.ge 
reçoit un rayon du point bleu S1 pondéré par un coefficient a1 de g1 et un rayon du 
point rnuge S2 pondéré par un coefficient [31 de .Q2. Dans notre modèle, nous avons 
établi l'hypothèse qu'un pixel intègre les rayons provenant de plusieurs directions. 
Donc, dans notre cas, le pixel A somme l'intensité du r~yon de S1 pondéré par a 1 
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avec l'intensité du rayon de S2 pondéré par (31. Par conséquent, les poids utilisés pour 
un rayon dépendent de la PSF des points d'émission des rayons et des pixels auxquels 
ils arrivent. Pour calculer l'intensité au point A, il nous faut connaître les rayons 
arrivant en ce point et les points de la scène d'où partent ces rayons afin de trouver 
le coefficient de la gaussienne correspondant à ces derniers. Ainsi, pour trouver les 
coefficients a:z;,y,h(u,:z;),h(v,y),u,v' nous devons rechercher les rayons arrivant au pixel de 
coordonnées (x, y) et les points d'où partent ces rayons. Nous pouvons également avoir 
le raisonnement inverse où connaissant un point de la scènes et les rayons partant de 
ce point, nous devons trouver les pixels recevant ces rayons. Nous allons montrer 
comment trouver ces pixels. L'équation (2.37) donne les relations entres et u et entre 
t et v, lors de l'intégration. L'équation (2. 7) de la section 2.3 donne ces relations en 
fonction de la profondeur des points de la scène. L'idée sera ici de trouver sur quels 
pixels arrivent les rayons en provenance d'un point de la scène. Pour ce faire, il suffit 
de trouver l'intersection entre le domaine d'intégration du champ lumineux pour un 
pixel donné et les rayons dans le .champ lumineux provenant d'un point de la scène. 
Étant donné que le plan ST est à la même distance du plan UV que le plan image, 
nous pouvons dire que lorsqu'un rayon passe par le centre de la lentille, celui-ci arrive à 
un point (m, n) sur le plan image et à un point (x8 , Ys) sur le plan ST tel que Xs = -m 
et Ys = -n. De cette manière, nous pouvons décrire simplement les coordonnées des 
points de la scène sans utiliser les coordonnées de la projection orthogonale vu dans 
la section 2.3. Ainsi, nous pouvons écrire le système de coordonnées (2.7) de manière 
similaire aux équations (2.37). Le système (2.7) s'énonce alors comme suit : 
{ u = p(xs - s) V= P(Ys - t) (2.40) 
ou encore: 
{ s=-~u+xs t = -!v +Ys p (2.41) 
Donc, si u = 0 et v = 0, nous avons bien s = Xs et t = Ys· Nous savons maintenant 
comment trouver les rayons du champ lumineux arrivant en un pixel de coordonnées 
(xp, Yp) à l'aide de l'équation de plan (2.37). Aussi, les rayons provenant d 1un point de 
la scène sont définis par l'équation de plan (2.41). Pour trouver le pixel de coordon-
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nées (xv, Yv) pour un rayon partant d,un point de la scène dont la projection a pour 
coordonnées (x.,, y.,), il suffit de trouver l'intersection entre les plans des équations 
(2.37) et (2.41). Cette intersection revient à la solution du système suivant : 
Nous obtenons alors : 
{ 
_do-2lu+x = -lu+x f p p s 
_<fo/21v + Yp = -;v +Ys 
{ 
Xp = ( dof2[ - ~) U + Xs • 
Yp = ( d0 j 21 - ~)V+ Ys 
(2.42) 
(2.43) 
Grâce à ce système, nous pouvons trouver les pixels où arrivent les rayons provenant 
du point de coordonnées (x, y). Nous connaissons les coordonnées du point de la scène 
dans le plan image, les coordonnées directionnelles du rayon et les coordonnées du 
pixel. Il ne reste plus qu'à calculer les différents coefficients de la gaussienne pour le 
point de la scène et sélectionner le coefficient correspondant au rayon. Nous supposons 
que la gaussienne ne dépend que de la résolution directionnelle. Par exemple, pour le 
rayon passant au centre de l'ouverture de la caméra, nous affectons le coefficient situé 
au centre de la gaussienne. Pour un rayon passant aux coordonnées (1, 1) par rapport 
centre de la lentille, nous donnons au rayons le coefficient situé aux coordonnées (1, 1) 
par rapport au centre de la gaussienne. La résolution de la gaussienne dépend donc 
de la résolution du plan UV. L'algorithme de construction de la matrice Test donné 
plus tard dans la partie 3.2.1. Nous pouvons maintenant calculer l'équation (2.38) en 
construisant Tx,y et T à l'aide des relations (2.23), (2.25) et des observations que nous 
avons faites. 
2.5.5 L'intégration du champ lumineux pour une caméra com-
posée d'une lentille mince et de microlentilles 
La caméra composée d'une lentille principale puis d'une matrice de microlentilles 
correspond aux seules caméras présentes sur le marché pouvant capturer le champs 
lumineux. C'est Ng en 2005 [53] qui publie le premier article portant sur une caméra 
portative de ce type. Cette caméra a une lentille mince permettant de focaliser la 
lumière sur une matrice de microlentilles. Les microlentilles agissent ensuite sur la 
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Figure 2.21 - Projection des rayons provenant du point P pour ditf0rentc's profondeurs 
pour la caméra à microlcntilles de Ng. (a) P est net, les rayons arrivent en un seul 
point sur le plan des microlentilles. (b) et ( c) P créé un cercle de flou sur la matrice 
de microlentilles. Images tirées de [9]. 
lumière en la redistribuant selon ses directions sur le capteur situé derrière la lentille. 
La figure 2.21 décrit ces phénomènes. Dans la figure 2.21(c), tous les rayons provenant 
du point P arrivent en un seul point sur la matrice de microlentilles et ce point est 
situé sur l'axe optique d\me microlentille. Si nous considérons la microlentille comme 
étant une lentille mince, alors tous les rayons passant par son centre ne sont pas déviés 
et sont projetés sur toute la surface du capteur situé sous la microlentille. Lorsque le 
point P n'est plus au foyer de la lentille principale, celui-ci génère un cercle de flou 
sur la matrice des microlentilles, les rayons sont ensuite partagés entre les différentes 
microlentilles présentes .dans le cercle de flou comme le montrent les figures 2.21(a) et 
2.21(b). Dans le modèle de caméra de Ng, le capteur est placé de manière à ce que tous 
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Figure 2.22- Projection d'un rayon de coordonnée u provenant de la lentille principale 
sur le capteur au point x et passant par la microlentille de centre Cw 
les nwons provenant de l'ouverture soient au foyer des microlentilles, ce qui explique 
que dans les figures 2.21(a) et 2.21(b), les rayons arrivant sur une microlentille sont 
projetés en un seul point du plan image sous l'hypothèse qu'une microlcntille est une 
lentille mince. Cette hypothèse a déjà été utilisée par Bishop et al. (9] dans leur travail 
sur la super résolution d'un champ lumineux. Dans leur article, les auteurs expliquent 
la projection du champ lumineux situé à l'intérieur de la caméra sur la matrice de 
microlentilles puis ils l 'uiiliseni afin d'améliorer la résolution <lu champ lumineux. 
Pour cette projection, nous nous distinguerons de leur travail, en utilisant le champ 
situé à l'extérieur de la caméra. Pour ce faire, nous n'analyserons que la projection des 
rayons provenant de l'ouverture et allant vers les microlentilles et le capteur, car la 
projection avec la lentille mince principale a déjà été vue dans la partie 2.5.4. Ensuite, 
nous combinerons ce modèle avec celui de la section 2.5.4. Le schéma 2.22 permet de 
déduire les relations entre les microlentilles, le capteur et les rayons de lumière. Sur 
ce schéma, nous avons le plan de la lentille principale espacé d'une distance do des 
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d~ 
Figure 2.23 ~ Projection des rayons partant du plan au focus des microlentilles en 
u 1 sur la microlentille de centre Cµ. vers le pixel de coordonnée .r.. 
microlentilles et d'une distance do+ dµ. du plan image. Aussi, les microlentilles ont 
pour distance focale J~, et les points situés à une profondeur dt des microlentilles sont 
nct.."i car, ils sont au foyer des microlentilles. Un rayon de lumière part de l'ouverture 
de la caméra en u, celui-ci coupe le plan au foyer des microlentilles en u1 et arl'ive sur 
le plan des microlentilles en c, puis il est dévié par la microlentille de centre Cµ pour 
arriver sur le plan image en x. Nous allons travailler en deux étapes pour construire les 
relations permettant de décrire le trajet du rayon. Nous allons clans un premier temps 
chercher une relation entre u, u1 etc, puis nous regarderons ce qui se passe entre Uf, 
c, C1, et x. Pour trouver la relation entre 1t, u1 et c, nous utilisons la configuration de 






do - d1 dj 
UJ = d c+ -d U. 
. 0 0 
(2.45) 
Pour déterminer la relation entre u1, c, Cµ et x, nous utilisons le schéma 2.23. Dans 
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cc schéma, nous avons illustré une configuration de Thalès en rouge. Nous obtenons: 
Cµ - .T d,L 
-
UJ - 0 1.i, df 
(2.46) 
- d,.L d1 + dµ 
x - - d1 u1 + d1 Cw (2.47) 
Nous savons, d'après la relation des lentilles minces (1.15) (page 18), que d1 = ,z~'1!jµ. ; 
ainsi, nous pouvons remplacer d1 dans les équations (2.45) et (2.47). Nous arrivons 
aux équations : 
(2.48) 
(2.49) 
Nous pouvons donc rassembler ces deux équations au sein d'une seule en remplaçant 
u1 dans l'équation (2.48) par Péquation (2.49), ce qui donne 
(2.50) 
Nous avons vu comment était projeté un rayon de la scène par la lentille mince sur le 
plan à une profondeur d0 dans la partie 2.5.4 (page 64). En utilisant l'équation (A.8) 
de l'annexe A permettant de trouver c en fonction des coordonnées set u du champ 
lumineux situé à l'extérieur de la caméra, nous arrivons à l'équation suivante : 
_ (dofµ + dµfµ - dodµ 2f - do _ âµ) dodµ - dofµ - dµfµ. dµC 
x - dof µ f do u + dofµ s + f µ µ (2.51) 
ou encore à 
s = dofµ. (x _ (dof1t + dµf1i - dodµ. 2f - do _ dJL) u _ dµ Cµ) 
dodµ - dofµ - dµfµ dofµ f do f 1i 
(2.52) 
où f est la distance focale de la lentille principale. Cette dernière équation permet de 
déterminer sur quel pixel arrive le rayon provenant du champ lumineux à. l'extérieur 
d'une caméra comportant une lentille mince principale et une matrice de microlentilles 
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minces. Pour un champ à quatre dimensions projeté sur un capteur à deux dimensions, 
nous obtenons un système d'équations similaire à l'équation (2.51), en séparant les 
dimension. Nous posons les notations (x, y), les coordonnées d'un pixel sur le plan 
image, (Cµ"',Cµ.,J, les coordonnées du centre de la microlentille sur le plan image et 
(s, t, u, v), les coordonnées d'un rayon dans le ~hamp lumineux à l'extérieur de la 
caméra. Nous obtenons le système suivant : 
{ 
x = c1 · u + c2 · s + c3 · Cµ., 
y= c1 · v + c2 · t + .c3 · Cµ11 
{ 
s = l(x, u., Cµ.,) = c~ • (x - C1 · u - C3 · CµJ 
t = l (y' V, c/J.il) = c~ • (y - C1 • V - C3 • c µ)I) 
(2.53) 
(2.54) 
où c = (do!édefe-dode 21-do - ~) c - dod,,-dofe-d,,,fe etc - ~ Enfin il nous reste 1 dol,,. J do ' 2 - dole 3 - /,, · 1 
deux informations à trouver pour finir la projection du champ lumineux dans ce type 
de caméra à microlentilles. Il nous faut connaître la microlentillc sur laquelle arrive 
le rayon de lumière et quelle est la participation d'un rayon arrivant sur les pixels 
du plan image. Pour la recherche de la microlentille sur laquelle arrive le rayon, nous 
devons connaître les coordonnées de chacun des centres des microlentilles sur le plan 
image. Ayant les coordonnées des centres des microlentilles, la recherche devient très 
simple. En effet, il suffit de projeter un rayon de lumière du champ lumineux sur la 
matrice des microlentilles grâce à l'équation (A.8) . Le centre de la microlentille le 
plus proche de la coordonnée obtenue par la projection du rayon permet d'identifier 
la microlentille par laquelle passe le rayon. Il ne nous reste plus qu'à déterminer 
quelle couleur arrive sur les pixels. Nous savons que la projection du champ lumineux 
sur le capteur correspond à l'équation (2.22). Aussi, dans la partie 2.5.4, nous avons 
considéré que la PSF des points projetés à l'aide d'une caméra à lentille mince est une 
gaussienne. Or, nous considérons les microlentilles comme des lentilles minces, donc 
le modèle gaussien reste valable pour les microlentilles. Toutes les microlentilles sont 
à une distance do de la lentille principale, ainsi, la PSF de tous les points provenant 
du plan de la lentille principale est la même. ~ar conséquent, la PSF générée par 
les microlentilles est la même pour tous les points de la scène. Cette PSF sera une 
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gaussienne d'écart-type égal à: 
(2.55) 
où aµ est le diamètre d'une microlentille, kµ est le coefficient de proportionnalité 
entre le rayon du cercle de flou et l'écart-type de la PSF des microlentilles. Enfin, en 
identifiant les coordonnées des rayons sur la microlentille, nous pouvons déterminer 
le coefficient de participation de chacun des rayons à pixel de l'image. En effet, nous 
pouvons utiliser le même procédé que pour les lentilles minces présentées dans la sous-
section 2.5.4. Les rayons passant par le centre d'une microlentille ont le coefficient 
correspondant au centre de la PSF. Le coefficient des autres rayons est affecté en 
fonction de leur position par rapport au centre de la microlentille. Ayant toutes ces 
informations, nous pouvons alors écrire l'équation de projection du champ lumineux 
pour une caméra comportant une lentille principale et une matrice de microlentilles. 
Posons aµ(cx, ey), les coefficients de la PSF de la microlentille, les coordonnées (ex, c.y) 
sont les coordonnées du rayon: sur la microlentille. Elle peuvent être calculées en 
utilisant (A.8). Ainsi, nous aurons : 
{ 
Cx = k(u, s, Cµ.,) = 21 jd0 u - s - Cµ..,. 
Cy = k(v, t, Cµ11 ) = 21-/0 u - s - Cµ11 
(2.56) 
Notons le produit des coefficients a des microlentilles et de la lentille principale par 
a(x, y, u, v, Cµ..,, Cµ.
11
) = aµ(k(u, l(x, u, Cµ..,), Cµ.,), k(v, l(y, v, cl-'J, Cµ.11 ))ax,y,h(u,x),h(v,x),u,v· 
L'opération de projection du champ lumineux sera donc égale à : 
I(x, y)= L L a(x, y, u, v, Cµ.,, cµ,,,L(h(u, x), h(v, x), u, v) + N(x, y). (2.57) 
uEI., vElv 
La fonction h(u, x) a déjà été présentée dans la partie 2.5.4 dans l'équation (2.37). 
Cette dernière équation conclut la projection du champ lumineux sur une caméra 




Au travers de ce chapitre, nous avons défini le champ lumineux comme étant 
l'ensemble des rayons de lumière provenant de la scène. Nous avons ensuite montré 
que ce champ est orienté dans des directions dépendant de la profondeur de la scène. 
Grâce à cette propriété sur les orientations, nous avons défini une contrainte utilisant 
les dérivées directionnelles pour imposer des orientations lors d>une phase d'estimation 
du champ plénoptique. Enfin, nous avons vu qu'une image est en réalité la projection 
d'un champ plénoptique sur une ouverture à deux dimensions. Nous avons défini 
ce que représentait cette matrice de projection et nous avons montré comment la 
construire dans le cas d'une caméra à sténopé, d,une caméra à lentille mince et d'une 
caméra composée d'une lentille principale et d'une matrice de microlentilles minces. 
Les choix effectués pour le calcul de dérivée directionnelle ainsi que pour les matrices 
de projections correspondent au principales contributions de ce chapitre. Cependant, 
les modèles présentés sont seulement théoriques. Nous allons donc les appliquer dans 
le prochain chapitre pour l'estimation d'un champ plénoptique. 
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Chapitre 3 
Estimation du champ plénoptique 
3.1 Introduction 
L'exploitation des champs plénoptiques commence à arriver dans notre vie quo-
tidienne, nous pouvons les retrouver dans certains écrans [34, 49, 78] ou certaines 
caméras [52, 68) . Leur commercialisation pour le grand public n'en est qu'à ses dé-
buts et leur coût est souvent élevé. Par conséquent, les consommateurs sont encore 
réticents face à ce type de technologie et continuent à se servir de leurs écrans ou 
caméras classiques n'utilisant pas de champ plénoptique. Une idée intéressante pour 
la grande consommation serait de combiner ces nouvelles technologies de champs plé-
noptiques avec les caméras ne capturant qu'une image à deux dimensions. C'est ce 
que nous allons effectuer dans ce chapitre en estimant le champ plénoptique à partir 
d'une image à deux dimensions prise par une caméra classique. A notre connaissance, 
il n'existe que deux travaux sur l'estimation des champs plénoptiques. Le premier 
est celui de Durand et Levin (36), où ceux-ci estiment le champ plénotique à l'aide 
d'un modèle Bayésien pour différents types de caméras. Cependant, leur travail se 
concentre plus sur l'évaluation des caméras que sur l'estimation et l'utilisation du 
champ plénoptique estimé. Le deuxième travail est celui de Bishop et al. [9] sur la su-
per résolution. Les auteurs augmentent la résolution d'un champ plénoptique capturé 
à l'aide d'une caméra comportant des microlentilles. Les auteurs de ce dernier docu-
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ment utilisent également un modèle Bayésien pour estimer leur champ plénoptique. 
Dans notre travail, Iious nous distinguons de ce qui a été fait en estimant le champ 
lumineux sans utiliser de modèle Bayésien et nous n1allons pas utiliser non plus de 
microlentilles ou de masque (52, 68]. 
Nous commençons par présenter une technique d'estimation utilisant les moindres 
carrés. Nous verrons que cette estimation revient à la solution trouvée dans (36] . 
Dans une deuxième section, nous montrons une nouvelle technique d'estimation du 
champ lumineux utilisant une méthode variationnelle. Dans cette partie, nous décri-
vons les calculs permettant d'arriver à une équation aux dérivées partielles, puis nous 
la résolvons par une méthode numérique. Dans les deux méthodes présentées, nous 
arrivons à la résolution d'un système linéaire creux de grande dimension. Nous mon-
trons alors les choix à effectuer pour la résolution de ces systèmes dans une troisième 
partie. Dans une quatrième section, nous comparons nos modèles et nos solutions à 
ce problème d'estimation avec ceux présentés dans {36]. Enfin, nous présentons les 
résultats expérimentaux obtenus avec ces deux méthodes sur des images réelles et 
des images synthétiques. Dans cette dernière section, nous donnons aussi des applica-
tions du champ plénoptique estimé et nous montrons que ces techniques d'estimation 
peuvent également fonctionner pour d'autres types d'optiques. 
3.2 Estimation du champ plénoptique par la mé-
thode des moindres carrés 
Nous avons défini le modèle physique d'un champ lumineux et celui de la formation 
d'image dans le chapitre 2. À partir de ces modèles, nous pouvons estimer le champ 
plénoptique. Nous exprimons dans cette section une technique d'estimation simple 
basée sur les moindres carrés. Pour ce faire, nous décrivons comment résoudre ce 
problème d'estimation, puis nous donnons les algorithmes permettant l'estimation de 
champs plénoptiques. 
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3.2.1 Résolution du problème 
Pour estimer le champ lumineux, nous avons deux équations à notre disposition : 
les équations (2.17) et (2.38). L'idée est de minimiser l'erreur de reconstruction entre 
l'image d'une scène et la projection du champ lumineux de cette scène correspondant 
à l'équation (2.38). Nous pouvons écrire cette minimisation sous la forme suivante : 
min(J - Tl)t(J - Tl). 
l 
(3.1) 
Les notations utilisées ont déjà été expliquées dans la section 2.5.1. Cette fonction 
correspond à notre fohction objectif qui contient -cependant plus d'inconnues que de 
données. En effet, pour chaque pixel, nous avons autant d'inconnues que de rayons 
arrivant sur la caméra. Or, la matrice T ne contient que les informations sur les rayons 
étant projetés sur le plan image. Ainsi, nous n'avons aucune information sur les rayons 
n'entrant pas dans la caméra, ce qui rend leur estimation impossible. Nous devons 
donc utiliser une contrainte sur le champ lumineux afin de pouvoir les estimer. Tous les 
rayons sont soumi~ à la contrainte (2.17), nous allons donc utiliser cette dernière. En 
combinant la fonction objectif avec la contrainte, nous pouvons écrire notre problème 
de minimisation de la manière suivante : 
(3.2) 
Le coefficient f3 correspond au poids qu'aura l'erreur de reconstruction. Ce coefficient 
est positif et sa valeur est comprise entre 0 et 1. La valeur de ce poids est déterminée 
expérimentalement. Notons P(l) = f3(I -Tl)T(J ~Tl)+ (l-f3)lTGTGl. Une manière 
de résoudre ce problème est de mettre à zéro la dérivée de l'équation P(l) par rapport 
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à condition que le terme (2{3TTT + 2(1- {3)G7'G) soit inversible. Grâce à l'opération 
(3.4), nous pouvons estimer l à partir du modèle physique que nous avons explicité 
dans les parties précédentes. Essayons maintenant de trouver la nature de la solution 




Nous savons que {3 est un coefficient positif compris entre 0 et 1. Nous savons éga-
lement que pour une matrice, le produit de sa transposée avec elle-même donne une 
matrice symétrique définie positive. Ainsi, ~TT et cr G sont deux matrices symé-
triques définies positives. De plus, la somme de deux matrices définies positives est 
définie positive. Par conséquent, la matrice de l'équation _ (3.5) est définie positive et 
nous pouvons dire que la solution de ce système est un minimum. 
3.2.2 Construction de l'algorithme d'estimation pour lamé-
thode des moindres carrés 
Nous avons tous les outils en main afin d'estimer le champ lumineux et la fonction 
plénoptique. Essayons maintenant de bâtir l'algorithme permettant l'estimation du 
champ plénoptique. Afin d'effectuer l'estimation du champ d'une scène, il faut une 
image de la scène prise à l'aide d'une caméra à lentille mince et la carte de profondeur 
de cette scène. La carte de profondeur est calculée avec l'algorithme décrit dans [80]. 
Cet algorithme permet de construire une carte de flou à partir d'une image prise 
avec une caméra à lentille mince. Connaissant cette carte de flou et les paramètres 
de la caméra, il est aisé de retrouver la carte de profondeur avec l'équation (1.47) 
(page 29 ) . Dans cette estimation, nous devons également avoir connaissance de la 
focale de la lentille (/), de la distance entre la lentille et le plan image (do) lors de la 
prise de l'image, de l'ouverture de la caméra (d), en centimètres, et du coefficient de 
proportionnalité (k) entre le diamètre du cercle de flou et l'écart-type du flou. Enfin, 
nous devrons déterminer le nombre de directions N. Cette quantité correspond à la 
portion du plan UV que l'on considère pour l'estimation du champ. La taille minimale 
affectée à ce plan correspond à la taille de l'ouverture de la lentille o par rapport à la 
résolution du plan UV. Les valeurs N et o sont au choix de l'utilisateur et la figure 
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L •ouverture 
Le plan Image 
Figure 3.1 - Illustration des tailles N et o. La variable N est la portion du plan U 
que l'on considère pour l'estimation et o est la taille de l'ouverture sur le plan U 
3.1 montre à quoi correspondent ces résolutions. Nous imposons cette contrainte sur 
le nombre minimal de directions à trouver, car dans le modèle, o est le nombre de 
directions de rayons pa..<>sant dans l'ouverture, donc le nombre de rayons considérés 
comme étant projetés sur le capteur et N correspond au nombre tota.l de directions 
des rayons émis par la scène. La résolution de l'ouverture o détermine donc le nombre 
d'inconnues minimal du système (2.38) et N est le nombre de direct.ions des rayons pris 
dans la contrainte (2.14). Si N est inférieur à o, alors le nombre d'inconnues clans (2.38) 
est supérieur au nombre d'inconnues contraintes dans (2.14). Par conséquent, toutes 
les inconnues ne sont pas contraintes et le système ne peut pas être résolu. Enfin, 
en ce qui a trait aux notations, nous utiliserons P comme étant le champ de pente, 
1 comme l'image mise sous forme de vecteur et enfin G et T seront respectivement 
la matrice de dérivation directionnelle et la matrice de projection. Ualgorithmc 1 
correspond à l'estimation du champ lumineux. Nous allons maintenant décrire les 
diverses fonctions que nous avons utilisées dans cet algorithme. La fonction taille est 
une fonction basique qui permet d'avoir la ~argeur et la longueur d'une image. La 
largeur et la longueur définiront la résolution des axes S et T dans le plan ST. Nous 
définissons la résolution du plan ST de cette ma~:üère, car nous savons que l'image 
construite à partir de la projection du champ lumineux se situe sur le plan ST. Il 
faudra. donc que les axes constituant ce plan aient les mêmes dimensions que l'image. 
Aussi, nous supposons que le centre de la lentille de la caméra est placé au centre 
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algorithme 1 l t- estimation( image, carte de profondeur, f, d0 , k, d, o, N) 
(longue'lfr, forgeur} t- taille( image) 
si N < o alors 
N t--o 
finsi 
P t- construire?( carte de profondeur, d0 , longueur, largeur 1 N) 
G t- construireG(P) 
T t- construireT( carte de pro.fondeur, do, f, k, d, longueur, largeur, o) 
I t- concatenation(image) · 
l f- (J((JTTT + (1 - (3)Grc)-1(JTT) 
retourner l 
du plan UV. Une autre fonction basique est la fonction concatenation qui permet 
de passer d'une image à deux dimensions à un vecteur par concaténation de chacune 
des colonnes de l'image. Décrivons dans un premier temps la fonction construire? 
permettant de construire le champ de pente à partir de la carte de profondeur. Nous 
savons que le champ lumineux est orienté et que ses orientations dépendent de la 
profondeur des objets de la scène. Aussi, nous connaissons les équations permettant 
de construire le champ lumineux à partir de la profondeur. Celles-ci sont les équations 
(2.7) pour un champ à quatre dimensions et (2.5) dans le cas d'un champ à deux 
dimensions. Ayant toutes ces informations, nous pouvons construire un champ de 
pente. 
L'algorithme de construction est le suivant. Au début, nous prenons un pixel a de 
la carte de profondeur. Connaissant sa profondeur, nous calculons sa pente p. Nous 
savons que cette pente correspond à celle du rayon ayant les mêmes coordonnées que 
a sur le plan ST et (0, 0) sur le plan UV. Nous plaçons un point de valeur p à ces 
coordonnées dans le champ de pente. Une fois que nous avons placé ce point, nous 
pouvons tracer toutes les pentes des rayons émis par le point a. Il suffit d'inscrire la 
pente p sur tous les éléments du champ qui sont présents le long d'une droite de pente 
p passant par a. De cette manière, nous construisons itérativement le champ de pente 
pour tous les points de la scène. Il se peut qu'au cours de l'algorithme, la droite b que 
l'on est en train de tracer doive passer au-dessus ou en dessous d'une droite a qui a 
déjà été tracée lors d'une itération précédente. Pour déterminer si la droite b passe 
en dessous ou au-dessus de a, nous devons analyser la profondeur des objets, car ces 
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Figure 3.2 - En bleu est la courbe de la pente en fonction de la profondeur et en vert, 
nous avons les droites asymptotes de cette courbe. 
cas de chevauchement représentent des différences de profondeur entre les points de 
la scène d 'où sont émis les rayons. Pour établir la relation permettant de dire si la 
droite b passe au-dessus de la droite a, nous allons analyser les pentes, car elles sont 
liées à la profondeur. 
La figure 3.2 correspond au graphique de la pente en fonction de la profondeur. Dans 
cette figure, la courbe bleue représente la fonction de la pente et, en vert, nous avons 
ses droites asymptotes. D'après la. figure 3.2, pour un point à l'infini, la pente est égale 
à un. Par contre, pour un objet situé à une distance do de la lentille, la pente tend vers 
moins l'infini avant do (dQ) et vers plus l'infini après d0 (dt). Pour un objet ayant une 
distance supérieure à d0, la pente sera positive et pour les points situés entre la lentille 
et la profondeur do, la pente sera négative. Ayant fait ces observations, nous pouvons 
déterminer les conditions pour lesquelles la droite b passe au-dessus de a. Posons Pa, la 
pente de la droite a associée à l'objet A, et Pb, la pente de la droite b associée à l'objet 
B. Si Pb est inférieure à zéro et que Pa est supérieure à zéro, cela veut dire que l'objet 
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B est situé avant la profondeur do et que l'objet A est situé derrière. Par conséquent, 
l'objet B est situé devant A, donc la droite b passe au-dessus de la droite a. Si Pa ei 
Pb sont de même signe, cela veut dire que les objets appartiennent soit à l'intervalle 
entre la lentille et do que nous nommerons li, soit à celui entre d0 et l 'infini que nous 
nommerons !2. Si les objets sont dans l'intervalle ! 1 et que Pb est plus grand que Pa, 
alors l'objet B est plus proche de la lentille que l'objet A. Ainsi, la droite b passe 
au dessus de la droite a. (ce raisonnement est le même ·pour l'intervalle !2). Enfin, 
si Pa est appartient à l'intervalle JO, l], alors la position de l'objet par rapport à la 
caméra n'est pas réaliste. En effet, cela voudrait dire que l'objet A est situé à l'infini 
ou que celui-ci est derrière la lentille. Dans ces cas, nous remplaçons Pa par p6 . Ces 
trois conditions peuvent être représentées sous la forme d'une fonction logique. La 
figure 3.3 illustre ces trois configurations. Posons P(s, t, u, v), la pente d'une droite 
déjà tracée, et posons S, la pente de la droite que l'on est en train de tracer. La 
fonction logique permettant de résumer l'analyse que nous avons faite précédemment 
pour que S passe au dessus de P(s, t, u, v) est la suivante: 
(S ~ 0 et P(s, t,u,v) ~ 0) 
OU (P(s,t,'IL,v)::; 1 ET P(.s,t,11.,v) > 0) 
OU (P(s, t, u, v).S) > 0 ET S > P(s, t, u, v)) 
(3.6) 
Cette relation permet d'identifier si une droite passe au-dessus d'une autre dans le 
champ lumineux. Si la condition n'est pas respectée par S, alors la droite de pente S 
passera en dessous de la droite de pente P(s, t, u, v). Enfin, avec ce qui a été donné · 
précédemment, nous pouvons écrire l'algorithme de construction du champ de pente 
correspondant à l'algorithme 2. Dans cet algorithme, la fonction initialise?( a, b, c, d) 
initialise chaque élément d'une matrice de dimension a x b x c x d. La fonction 
construireG sert à construire la matrice de dérivation G à partir du champ de pente P. 
La méthode de construction a déjà été vue dans la partie 2.4. La fonction construireT 
construit la matrice de projection T de la même façon que dans la partie 2.5.2. 
Nous allons maintenant présenter cet algorithme de construction. Cet algorithme cor-
respond simplement à affecter à la bonne position dans la matrice T les coefficients 
ax,y,s,t,u,v provenant des PSFs gaussiennes g(x, y, u, v). Grâce à l'équation (2.43) (page 
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algorithme 2 P f- construireP(carte de profondeur, do, longueur, largeur, N) 
P f- initialiseP(largeur, longueur, N, N) 
Pour X = -largeur -+ largeur faire 2 2 
pour Y = -lon5ueur -+ lon92eur faire 
S f- carte de profondeur(x,y) 
carte de profondeur(x,y)-do 
Pour s = -largeur -+ largeur faire 2 2 
Pour t - -longueur -+ longueur faire - 2 2 
u f- S(-s + x) 
vt-S(-t+y) 
si u > -f et u < ~ et v > -f et v < ·~ alors 
si (S < 0 et P(s , t , u, v) > 0) ou ((P(s, t, u, v ).S) > 0 et S > 
P(s,t,u,v)) ou (P(s,t ,u,v) ~ 1 et P(s,t,u,v) > 0) alors 








74), nous pouvons trouver pour chacun des rayons son pixel d'arrivée. L'algorithme 
de construction de T correspond à l'algorithme 3. Dans cet algorithme, nous notons 
m les coordonnées des éléments de l'image sous forme de vecteur I et n correspond 
aux coordonnées des éléments du champ lumineux l lorsque celui-ci est mis sous forme 
de vecteur par concaténation. Les fonctions f(x, y) et h(s, t, u, v) sont les opérations 
permettant de passer des coordonnées du champ lumineux et de l'image sous forme 
matricielle vers leur forme vectorielle obtenue par concaténation. Cet algorithme per-
met de calculer la distribution du cercle de flou de chacun des points de la scène, 
puis d'affecter un coefficient de cette distribution à_ chacun des rayons provenant d'un 
point de la scène. 
Nous avons décrit tous les algorithmes dans le cas d'un champ à quatre dimensions. 
L'algorithme d'estimation du champ lumineux est aussi applicable dans le champ à 
deux dimensions en l'adaptant pour qu'il gère seulement deux variables. Ces modi-
fications sont très simples, il suffit de ne s1occuper que des variables s, x et u et de 
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supprimer toutes les relations et boucles en rapport avec t, v et y . Aussi, toutes les 
fonctions ou matrices constr:uites avec les variables x, y, s, t, u, v ne doivent prendre 
en compte que les variables x, s, u. À l'aide de ces fonctions et des développements 
vus précédemment, il est possible d'implémenter l'algorithme d'estimation du champ 
lumineux pour une image prise à l'aide d 1une lentille mince. 
algorithme 3 T t- construireT( carte de profondeur, d0, f, k, d, longueur, largeur, o) 
pour X = -la;geur ~ lar~eur faire 
Pour y - -longueur ~ longueur faire - 2 2 
~(1 1 1 ) 
<7 +- k Ï - do - c.arte de profondeurf.z,y) 
pour u = 2° ~ ~ faire 
pour v = 2° ~ ~ faire 
1 L- (do-2/ _ carte de profondeur(z,y)-do) U +X X .--- f carte de profondeurf.:c,y) 
Yl +- (~ _ carte de profondeur-do) V+ Y f carte de pro/ondeur{:c,y) 
si xl ~ -la~geur et xl :::; lar~eur et yl ~ -lon~ue1,ir et yl :::; lonsrur alors 
L_ _ carte de profondeur(,x,y)-do U + X 
S .--- carte de profondeurf.x,y) 
t +- _carte de pro/ondeur(,z,y)-do V + Y 
carte de profondeurf.:c,y) 
S i s > -largeur et s < largeur et t > -longueur et t < longueur alors - 2 - 2 - 2 - 2 
m +- f(xl, yl) 
nt- h(s, t, u, v) 
u2+:i'2 




















Figure 3.3 - Illustration des différents cas où ]a droite b formée pa.r les rayons prove-
nant du point B de ]a scène doit passer au-dessus de la droite a formée par les rayons 
du point A. (a) Le ca.s où le point A est situé derrière le plan Set Best situé devant. 
(b) Le ca.s où les points sont situés sur le même intervalle de profondeur. (c) Un des 
cas impossibk.s où A est situé dans la caméra. 
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3.3 Estimation du champ plénoptique de manière 
variationnelle 
Dans les parties précédentes, nous avons estimé le champ lumineux au sens des 
moindres carrés, ce qui revient à la solution trouvée par Levin, Durand et Freeman 
dans [36). Nous pouvons également résoudre ce problème par des techniques varia-
tionnelles, cc qui, à notre connaissance, n'a jamais été effectué auparavant. Dans 
cette partie, nous allons tout d'abord détailler l'ensemble des développements ma-
thématiques permettant d'aboutir à. une équation aux dérivées partielles. à partir du 
problème d'estimation du champ lumineux dans le cas continu. Puis, nous détaillerons 
une manière de résoudre cette équation aux dérivées partielles numériquement. 
3.3.1 Application de la méthode variationnelle au problème 
d'estimation du champ lumineux 
Dans cette partie, nous ne décrivons que les développements mathématiqun"'. utili-
sés que dans le cas d'une image à une dimension. Le problème d'estimation peut être 
écrit sous la forme d'une fonction objectif correspondant à l'équation de reconstruc-
tion suivante : 
Fo(L) = 1 (1(x)-11 O'x,u,vL(u,v) du dv) 2 dx (3.7) 
et de la contrainte sur les orientations du champ lumineux correspondant à l'équation 
(2.9) dans la partie 2.4. Dans le ca..<; continu, nous pouvons écrire la contrainte (2.9) 
de la manière suivante : 
1'~'J(Ls, L1.) = 11 (Ls(s, t) cos(O) + Lt(s, t) sin(0)) 2 ds dt (3.8) 
où L.~(s, t) et Lt(s, t) représentent respectivement les dérivées en s et en t du champ 
plénoptique au point (s, t). Enfin, B correspond à l'angle de la pente par rapport à 
Paxe s. L'équation à minimiser par rapport à L est la suivante : 
(3.9) 
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avec À, un multiplicateur de Lagrange. Essayons de résoudre cette équation dans le 
domaine continu. Remplaçons L(s, t) par LE(s, t) = L(s, t) + ch(s, t), où h est une 
fonction continue tendant vers zéro à l'infini. Les dérivées partielles de L(s, t) sont 
L;(s, t) = Ls(s, t) + €h8 (s, t) et LHs, t) = Lt(s, t) +€ht(s, t). Les dérivées de h tendent 
également vers zéro à l'infini. L'équation (3.9) devient : 
F(V',L!,L~)= l(I(x)-11ax,u.,vL"(u,v)dudv)2 dx 
+À 11 (L!(s, t) cos(B) + Li(s, t) sin(0))2 ds dt. (3.10) 
Afin de trouver un extrémum à cette équation, nous posons la dérivée de la fonction-
nelle F(L", L~, Ln par rapport à e égale à zéro: 
dF(LEd~~' Lü = -1 (1(x) - l 1 ax,u,vU(u, v) du dv) (l 1 ax,u,vh(u, v) du dv) dx 
+À 11 (L~(s, t) cos(B) + L~(s, t) sin(O)) 
(hs(s, t) cos(B) + ht(s, t) sin(B)) ds dt 
= o. 
(3.11) 
Si nous posons E comme étant égal à zéro, nous obtenons : 
dF(Le Le U) f ( 11 ) (1 f ) d€ 81 t le=O = - lx I(x)- u 
11 
O:x,u.,vL(u,v) dudv u.lv a:i:,u,vh(u,v) dudv 
À 11 (Ls(s, t) cos(B) + Lt(s, t) sin(O)) 
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que nous pouvons réécrire : 
dF(LE Le U) ( ( ~€ 81 t lc=O = -11 h(s, t) 1 ax,.9,tl(x) - ax,s,t 11 ax,u,vL(u, v) du dv) dx) 
+À 11 (Ls(s, t) cos(B) + Lt(s, t) sin(B)) 
(hs(s, t) cos(B) + ht(s, t) sin(B)) ds dt 
=0. 
(3.13) 
Intéressons nous à la deuxième partie de la somme afin de faire ressortir h(s, t) 
et non ses dérivées. Aussi, afin de simplifier l'écriture, nous posons D(s, t, B) = 
Ls(s, t) cos(B) + Lt(s, t) sin(B). Cette deuxième partie de la somme est donc égale 
à: 
R(s, t, B) = 11 D(s, t, B) (hs(s, t) cos(B) + ht(s, t) sin(B)) ds dt. (3.14) 
Effectuons une intégration par parties : 
R(s, t, 8) = [D(s, t, B)h(s, t) cos(B)J~: - 11 D8 (s, t, B) cos(B)h(s, t) ds dt 
+ [D(s, t, B)h(s, t) sin(B)J~: -11 Dt(s, t, B) sin(B)h(s, t) ds dt (3.15) 
= -11 h(s, t) (Ds(s, t, B) cos(B) + Dt(s, t, 8) sin(O)) ds dt. 
En remettant cette deuxième partie dans la fonctionnelle que nous voulons minimiser 
(3.13), nous obtenons : 
dF(u L" u) r r [ r ( r 1 ) dE 8 ' t lc=O = J.
9 
lt h(s, t) lx ax,s,tl(x) - ax,s,t lu v Œx,u,vL(u, v) du dv dx 
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Comme h est une fonction continue tendant vers zéro à l'infini, l'équation aux dérivées 
partielles (EDP) est la suivante : 
Ceci se réécrit : 
i O:x,s,tl(x) - Cl:x,s,t (11 O::i:,u,vL(u, v) du dv) dx 
+ >. (Ds(s, t, 0) cos(O) + Dt(s, t, 0) sin(O)) =O. 
1 Cl:x,s,tf(x) - Cl:x,s,t (i 1 Cl:x,u,vL(u, v) du dv) dx 
+ >. ( Lss(s, t) cos(t9) 2 + 2Lst(S, t) cos(B) sin(O) + Ltt(S, t) sin(t9)2) =O. 
(3.17) 
(3.18) 
Nous avons l'EDP nous permettant d'aboutir à un extrémum de l'équation (3.9). 
Cependant, nous ne savons pas si celui-ci est un minimum ou un maximum. Pour 
répondre à cette interrogation, vérifions le signe de.la dérivée seconde en€ de l'équation 
(3.10). 
dF2 (U U L~) ( )2 d:2 81 t = 21 l 1 O:x,u,vh(u, v) du dv dx 
+ >-11 (hs(s, t) cos(O) + ht(S, t) sin(0)) 2 ds dt. (3.19) 
Dans cette dernière équation, la première partie de la somme est positive et la 
deuxième partie de la somme est toujours positive en prenant >. positif. Ainsi, nous 
sommes sûrs que l'extrémum que nous obtiendrons est un minimum en prenant un À 
positif. La valeur du coefficient >. est déterminée ·expérimentalement. 
3.3.2 Résolution numérique de l'EDP 
Il nous faut à présent résoudre l'EDP (3.18). Nous allons résoudre cette équation 
numériquement à l'aide des différences finies. Cependant, nous allons tout d'abord 
effectuer quelques observations. Nous remarquons que la deuxième partie de l'EDP 
correspond à une dérivée seconde directionnelle. En numérique, à l'aide des différences 
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finies, la dérivée directionnelle du second degré s1écrit comme suit : 
D2 ( ) _ L(s + L:lkcos(B), t + llksin(B)) - 2L(s, t) + L(s - llkcos(B), t- llksin(B)) 
8 s, t - f:lk2 
(3.20) 
où llk est le pas de précision du calcul. Ici, la dérivée directionnelle est écrite en 
coordonnées polaires. Afin de revenir à réquation de pente que nous avons vue dans 
la partie 2.3 (page 43), nous allons changer cette expression. Dans notre cas, nous 
connaissons les orientations du champ lumineux, donc les pentes p représentant la 
direction du champ lumineux et la direction de la dérivée. Aussi, nous savons qu'une 
droite passant par l'origine peut s'écrire comme étant égale à t = ps. Par conséquent, 
nous pouvons écrire t + llt = p( s + llk) = t + pl:lk. Ainsi, nous arrivons à : 
D2
( ) _ L(s + L:lk, t + llkp) - 2L(s, t) + L(s - llk, t - L:lkp) 
8 s, t - flk2 . . (3.21) 
Ainsi, l'EDP discrète s'écrit de la façon suivante : 
Z:::C::tx,s,tl(x) - ax,s,t (:L:Lax,u,vL(u, v) !lu Âv) !lx 
X U V 
>.. L(s + llk, t + L:lkp) - 2L(s, t) + L(s - t:.k, t - D.kp) = 
0 + t:.~ . 
(3.22) 
Cette EDP ne dépend pas du temps. Par conséquent, sa solution est obtenue à partir 
d'un système d'équations que l'on peut construire~ partir de (3.18). Essayons alors 
de construire ce système à partir de matrices. Pour ce faire, nous allons regarder 
comment écrire chacune des parties de l'EDP et nous allons nous appuyer sur les 
matrices Tet G déjà construites. Afin de simplifier cette écriture, notons cette EDP 
sous la forme A + >..B = 0 où A et B correspondent à : 
A= :Lax,s,tl(x) - ax,s,t (2::2:ax,u,vL(u,v) Âu Âv) Âx 
X U V 
(3.23) 
et 
L(s + L:lk, t + llkp) - 2L(s, t) + L(s - L:lk, t - D.kp) 
B = f:lk2 . (3.24) 
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Dans l~ partie 2.5.4, nous avons écrit Popération Lu Lv Œx,u,vL( u, v) D.u D.v comme 
étant égale à Tl avec l, le champ plénoptique, T, sa matrice de projection, et D.u et 
D.v égaux à un. Aussi, l'opération Lx Œx,s,tl(x) peut être réécrite comme étant rr I 
où I est l'image mise sous forme de vecteur par concaténation et TF est la matrice de 
projection transposée. Par conséquent, le système d'équations pour A est le suivant 
lorsque D.u, D.v, D.x sont tous égaux à un : 
(3.25) 
Enfin, l'équation B fait intervenir la dérivée directionnelle du second ordre, il suffit de 
construire une matrice G2 de la même façon que la matrice G vue dans la partie 2.4 où 
nous définissions une dérivée directionnelle du premier ordre. Le masque perme~tant 
de calculer .la dérivée du premier ordre est le suivant : [- 1, 0, l]. Pour la méthode 
variationnelle, nous devons calculer la dérivée dir~ctionnelle du second ordre présente 
dans l'équa.tion (3.20). Pour y parvenir, nous utilisons les coefficients [1, -2, 1] de 
l'équation (3.20). Le coefficient -2 correspond au pi:xel courant dont on calcule la 
dérivée directionnelle et les coefficients 1 sont pour les pob1ts situés avant et après le 
point courant dans la direction de la dérivée. Enfin, nous pouvons écrire le' système 
d'équations correspondant à l'EDP (3.22) comme suit : 
TT! -TTTl + >-.G2l = 0 
(TtT - >-.G2)l = Tt I. 
Ainsi, trouver le champ plénoptique l revient à appliquer la formule suivante : 
(3.26) 
(3.27) 
à condition que (TtT - >.G2 ) soit inversible. L'inversibilité de cette matrice n'est pas 
démontrer. Cependant, dans toutes nos expériences, nous n'avons rencontré aucun 
cas où cette matrice n'était_pas inversible. 
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3.4 Approximations et traitement local 
Connaissant les systèmes d'équations à résoudre avec la méthode des moindres 
carrés et avec la méthode variationnelle, il est facile de résoudre ces équations par 
une méthode directe. Cependant, cette résolution peut être lente et gourmande en 
espace mémoire. Or, les matrices produites par ces systèmes d,équations sont creuses, 
ce qui conduit à utiliser des algorithmes de calcul adaptés pour diminuer le temps de 
calcul et la quantité mémoire. De nombreux algorithmes de résolution de systèmes 
linéaires creux existent, cependant, beaucoup de ces algorithmes dépendent de la 
forme du système [56). 
Les formes des systèmes creux classiques sont données dans la figure 3.4. Dans 
notre cas, les systèmes d'équations pour la méthode des moindres· carrés et la méthode 
variationnelle n>ont pas une forme typique comme le montrent les figures 3.5(a) et 
3.5(b). Nous devons donc utiliser un algorithme générique. De nombreux algorithmes 
itératifs ont été adaptés à la résolution des systèmes creux : notamment le gradient 
conjugué, le gradient biconjugué, la généralisation de la méthode de minimisation du 
résidu, etc. (7). Nous avons opté pour le gradient biconjugué. Cependant, d,autres al-
gorithmes peuvent être utilisés. Ce qui est très pratique avec les algorithmes itératifs 
est que l'utilisateur peut limiter le nombre d'itérations ou donner une tolérance au 
résultat de l'algorithme, ce qui permet de converger plus vite vers une approximation 
de la solution du système. La tolérance de l'erreur d'estimation de cet algorithme est 
déterminée expérimentalement. Cependant, l'utilisation de cet algorithme de résolu-
tion ne suffit pas à régler. tous les problèmes de temps et d,espace mémoire. Pour une 
image de dimension supérieure à 64 x 64, notre implémentation de l'algorithme sous 
Matlab effectue un dépassement de la capacité de mémoire allouée de 11 208 Méga-
octets. Afin de contourner cette limitation, nous estimons les champs plénoptiques 
trop importants à· partir de l'image en la divisant en blocs. L'estimation est ensuite 
effectuée sur chaque bloc, puis les champs estimés sur chaque bloc sont regroupés 
pour former le champ plénoptique fhial. 
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Figure 3.4 - (a) Un système diagonal. (b) Système triangulaire. (c) Système tridia-
gonal. (d) Système formé de blocs individuels sur la diagonale avec une bordure. (e) 
Système formé de blocs individuels sur la diagonale avec deux bordures. (f) Système 
bloc triangulaire avec une bordure. (g) Système triangulaire avec une bordure. (h) 
Système diagonal avec une bordure. (i) Système diagonal avec deux bordures. (j) et 
(k), autres systèmes. Images tirées de (56]. 
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(a.) (b) 
Figure 3.5 - (a) Forme du système résultant de la méthode des moindres carrés. (b) 
Forme du système résultant de la méthode variationnelle. Chaque point des lignes 
noires correspond à un coefficient non nul des matrices. 
3.5 Liens avec les travaux existants 
Pour pouvoir estimer le champ lumineux, nous sommes partis des hypothèses 
existantes dans le travail de Levin, Freeman et Durand [36]. Dans leur article, les 
auteurs cherchent également à créer un modèle leur permettant d'estimer un champ à 
partir de différents types de caméras. Leur modèle s'appui~ sur l'hypothèse que l'image 
est formée par l'intégration (la projection) d'un champ lumineux sur un capteur à deux 
dimensions. La projection qu'ils utilisent correspond à l'équation (2.26) de la section 
2.5. l. Ils établissent aussi le fait que dans une scène diffuse, il existe peu de variance 
de couleur le long des orientations du champ plénoptique. Grâce à ces hypothèses, 
ceux-ci estiment le champ par une méthode bayésienne. Pour ce faire, Levin, Freeman 
et Durand maximisent la probabilité conditionnelle d'avoir le champ l connaissant une 
image I, le champ de pente S de cette image et la matrice de projection du champ 
T. En appliquant le théorème de Bayes, cette probabilité P(lll, S; T) peut être écrite 
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sous la forme suivante : 
P(lll, S; T) <X P(llS)P(Ill; T). (3.28) 
Pour modéliser P(llS), ils utilisent une gaussienne orientée pour tenir compte de la 
structure du champ lumineux. De plus, ils supposent que le champ lumineux est lisse1 
c'est-à-dire que les variations spatiales du champ lumineux sont lisses. Ils établissent 
la covariance W s de cette gaussienne orientée comme étant : 
(3.29) 
où 9S(i),i est un filtre dérivatif dans l'orientation S(i) centré au iième élément du champ 
lumineux, et 9Ô.i est un filtre dérivatif dans la direction horizontale (spatiale) centré 
au iième élément du champ. Par la suite, les auteurs expliquent que la variance as 
le long des directions du champ est très inférieure à la variance spatiale a0 dans 
les scènes réelles, car celles-ci sont essentiellement diffuses. Ainsi, le terme ;
0 
l9[ill2 
devient négligeable et nous arrivons à 
(3.30) 
Cette dernière équation ressemble beaucoup à la contrainte sur les orientations du 
champ que nous avons posée dans la section 2.4 (page 48). De la même manière, nous 
pouvons Pécrire sous forme matricielle: 
zrwsll = _!_(lrGTGl) 
us 
(3.31) 
avec G, une matrice où chaque ligne i correspond à un filtre gS(i),i · Les auteurs écrivent 
donc la probabilité d'avoir l sachant S comme suit : 
(3.32) 
Nous pouvons déduire de cette dernière équation que maximiser la probabilité d'avoir 
le champ lumineux connaissant S revient à trouver un champ lumineux pour lequel 
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les dérivées directionnelles sont nulles le long de ses orientations. Donc, maximiser 
cette probabilité correspond à notre contrainte (2.17). Aussi, sachant que le bruit 
présent dans l'image est gaussien d'écart-type 1J, ils écrivent la probabilité P(Ill; T) 
de la manière suivante : 
P(Ill; T) oc e -~(Tt-I)2 • (3.33) 
Ainsi, maximiser cette probabilité revi~nt à minimiser l'erreur de reconstruction de 
l'image, ce qui revient à ce que nous cherchons à faire avec notre fonction objectif 
(3.1). Enfin, nous arrivons à la formule suivante : 
(3.34) 
En regroupant les deux gaussiennes au sein d'une seule nous arrivons à une gaussienne 
de moyenne µs et de covariance Es correspondant à 
1 T µs= -EsT l 
f'/2 




Enfin, trouver le champ qui maximise P(lll, S; T) revient à calculer Péquation (3.35). 
Cette solution correspond environ à la solution (3.4) que nous trouvons avec lamé-
thode des moindres carrés (3.4) (page 85). Leur raisonnement et l'équation finale 
résolvant ce problème d'estimation marquent les principaux points en commun avec 
notre travail. Dans toute cette approche, les auteurs utilisent une matrice de projec-
tion T et une matrice G permettant de calculer les dérivées directionnelles. Dans leur 
article, les techniques de construction et de calcul des divers coefficients les composant 
ne sont pas données. Nous ne pouvons donc pas en dire plus sur ces matrices. Pour le 
champ de pente, nous le calculons à partir d'une carte de profondeur, alors que dans 
leur article, celui-ci est calculé par une méthode bayésienne à partir de l'image et de 
la matrice de projection T. Enfin, la méthodologie utilisée dans notre travail et la leur 
est différente. En effet, leur objectif est de comparer différents modèles théoriques de 
caméras pour voir celui qui permet de reconstruire avec le moins d'erreur un champ 
lumineux alors que notre but est de pouvoir estimer un champ lumineux pour n'im-
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porte quelle caméra à lentille mince et de pouvoir l'utiliser pour diverses applications 
comme la refocalisation. Cette différence de méthodologie, la construction du champ 
de pente S et l'utilisation de la méthode variationnelle pour l'estimation du champ 
plénoptique marquent les principales différences entre notre travail et celui de Levin, 
Freeman et Durand. 
3.6 Résultats expérimentaux 
Dans cette partie, nous présentons tout d'abord très succinctement les choix tech-
nologiques que nous avons faits . Nous décrivons ensuite le protocole expérimental 
utilisé et enfin, nous montrons les résultats obtenus. Pour l'implémentation de l'algo-
rithme d'estimation, nous avons utilisé MATLAB sur un ordinateur portable ayant 
un processeur Intel core i7 à 2.20 gigahertz et huit gigaoctets de mémoire vive sous 
Windows Seven. Une fois implémenté, nous avons fait trois expériences communes 
sur la méthode des moindres carrés et sur la méthode variationnelle puis nous avons 
choisi la méthode donnant les meilleurs résultats. Dans toutes les expériences, la ré-
solution du plan UV est égale à la résolution de l'ouverture O;i; x 0 11 pour des raisons 
de simplicité. Nous ajoutons que dans toutes les expériences sur la méthode varia-
tionnelle, le pas D..k de l'équation (3.22) est égal à 1 afin de diminuer le nombre de 
calculs et de rayons à estimer. Nous évaluons dans un premier temps l'influence du 
coefficient /3 figurant dans l'équation (3.4) des moindres carrés. Pour rappel, ce co-
efficient permet de régler l'influence de la fonction objective. De la même manière, 
nous regardons l'influence du multiplicateur de Lagrange À figurant dans l'équation 
(3.27) de la méthode variationnelle. Dans la deuxième expérience, nous analysons 
l'influence de la .résolution de l'ouverture sur la qualité de l'estimation. La troisième 
expérience concerne les performances de reconstruction dans le cadre d'images réelles. 
Afin d'évaluer les performances des algorithmes, nous utilisons l'erreur quadratique 
moyenne (RMSE). Nous utilisons le RMSE pour comparer les images pouvant être 
générées par le champ et le champ plénoptique estimé : 
RMSEIF= (3.37) 
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où /1 et 12 sont des images, X, Y et C correspondent respectivement à la largeur, 
la longueur et le nombre de bandes de couleur de Pimage. Enfin, pour comparer les 
champs plénoptiques, nous définissons Li et L2 , deux champs plénoptiques ayant une 
résolution sur l'axe S (respectivement T) égale à Sres (respectivement Tres). Les 
résolutions sur les axes U et V sont respectivement Ures et Vres. Le RMSE sur le 
champ plénoptique correspond à la formule suivante : 
RMSECP= 
1 Sres Tre.• Ures Vres C 
A L L L L .2:.:)L1(s, t, u, v, c) - L2(s, t1 u1 v, c))2 
s=l t=l u=l ti=l =1 
(3.38) 
où A = C · Sres ·Tres· Ures· Vres. Dans les sous-sections suivantes, nous décri-
vons le protocole expérimental et les résultats de chacune des expériences avec les 
deux méthodes de résolution. Nous effectuons tout d'abord les expériences en uti-
lisant la méthode des moindres carrés, et ensuite la méthode variationnelle. Enfin, 
nous utilisons des images de grandes dimensions pour montrer les applications de ces 
algorithmes d'estimation du champ plénoptique . . 
3.6.1 Méthode des moindres carrés cas des images synthé-
tiques 
Dans cette section, nous allons regarder les performances de l'estimation en uti-
lisant la méthode des moindres carrés. Pour ce faire, nous avons utilisé des images 
synthétiques qui ont été rendues floues. Nous expliquons d'abord la génération de 
ces images, puis nous regardons l'influence du paramètre /3 . Enfin, nous regardons 
l'influence de la résolution du plan UV sur l'estimation du champ plénoptique. 
Influence du coefficient /3 sur l'estimation du champ plénoptique 
Afin de réaliser cette expérience, nous avons utilisé des données simulées. Ces 
données ont été générées de la façon suivante. Nous avons créé une image nette (voir 
la figure 3.6(a)) de dimension 32 x 32 représentant trois objets à différentes distances. 
A cette image, nous avons ajouté une carte de profondeur. Les profondeurs sont les 
suivantes : l'objet rouge est situé à un mètre de la caméra, l'objet vert à deux mètres 
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(a) (b) 
Figure 3.6 - (a) L'image nette et (b) Pimage floue simulée. 
et l'objet bleu à trois mètres. De plus, nous supposons que la scène est diffuse donc 
que tous les rayons émis par la scène ont la même couleur. Par conséquent, tous les 
rayons émis par un point de la scène ont la même couleur que le pixel représentant ce 
point de la scène dans l'image nette. C'est sur cette idée que repose la construction 
du champ plénoptique théorique. Pour ce faire, nous utilisons le même algorithme 
que pour créer le champ de pente (algorithme 2, page 91). Pour la construction 
d'un champ de pente, nous sélectionnons un pixel a de la carte de profondeur, nous 
calculons la pente p et ensuite nous propageons la valeur de p le long d'une droite d 
de pente p passant par a. Ici, le principe est le même, nous prenons ce même pixel 
a dans l'image nette et nous propageons sa couleur c sur cette même droite d. Dans 
cette expérience, nous avons généré un champ plénoptique de résolution 11x11 sur le 
plan UV. Une fois le champ plénoptique créé, nous avons généré une image floue en 
projetant le champ plénoptique à l'aide d'une lentille mince (voir 2.5.4). Dans l'image 
floue générée, l'objet net est l'objet rouge. Cette image floue est présentée dans la 
figure 3.6(b). Nous avons ensuite estimé le champ plénoptique de cette image avec 
des paramètres f3 différents. Aussi, nous précisons que le gradient biconjugué n'est 
pas utilisé dans cette expérience. À la place, nous avons utilisé l'opérateur backslash 
de Matlab permettant de trouver la solution exacte du systéme linéaire. À partir du 
champ plénoptique estimé, nous avons ensuite reconstruit les images floues. La figure 
3.7 correspond à la reconstruction de l'image floue avec différ~nts coefficients /3. En 
regardant ces images, nous pouvons déjà remarquer que plus le coefficient est proche 
de 1, meilleure est la reconstruction. Pour voir l'influence du coefficient (3 de manière 
quantitative, nous avons effectué deux mesures d'erreurs à l'aide du RMSE. Nous 
avons calculé le RMSE entre le champ plénoptique théorique et le champ plénoptique 
estimé (3.38). Nous avons ensuite regardé l'erreur entre l'image floue estimée et l'image 
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(a) (b) (c) (d) 
{e) (f) (g} (b) 
(i) (j) 
Figure 3.7 - Images floues estimées pour différents coefficients /J.(a) f3 = 0, (b) f3 = 
0.1, (c) /3 = 0.2, (d) /3 = 0.3, (e) f3 = 0.4, (f) f3 = 0.5, (g)(:J = 0.6, (h),B = 0.7, (i) 
fi = 0.8, (j) /1 = 0.9. 
floue simulée (3.37). Le tableau 3.1 correspond à ces mesures. Dans ce tableau, nous 
Tableau 3.1 - Mesure du RMSE sur les images floues estimées (RMSEIF) et sur le 
champ plénoptique estimé (RMSECP) en fonction du coefficient (3. 
f3 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
RMSEIF 118.70 24.72 14.74 10.73 8.41 6.77 5.44 4.26 3.11 1.84 
RMSECP 117.49 76.06 71.77 68.72 63.18 52.65 55.48 65.07 70.28 73.90 
n'avons pas mis la valeur d'erreur lorsque_(:J est égal à 1, car le système est instable. 
Pour /3 égal à un, l'erreur de reconstruction est très faible. En effet, elle est égale 
à 1.44 x 10-12, mais l'erreur d'estimation du champ est très élevé en étant égale à 
2888079. Nous remarquons une sorte de conflit entre les deux erreurs. En effet, plus 
le coefficient est proche de 1, meilleure est la reconstruction de l'image floue estimée, 
mais moins bonne est l'estimation du champ plénoptique. Nous devons donc trouver 
un compromis. Un /3 égal à 0.5 semble un bon compromis, car l'RMSE du champ 
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(a.} (b) (c) (d) 
(e} (f) (g) (h) 
(i) 
Figure 3.8 - Irnages floues estimées avec différent.es résolutions d'ouver.ture . (a) 3 x 3, 
(b) 5 X 5, (c) 7 X 7, (d) 9 X 9, (e) 11X11, (f) 13 X 13, (g) 15 X 15, (h) 17 X 17, (i) 
19 X 19. 
plénoptique est au plus bas et l'RMSE des images floues est assez bas. Nous utilisons 
cette valeur dans le reste des expériences. 
lnftuence de la résolution de l'ouverture sur l'estimation du champ plé-
noptique 
Afin de réaliser cette expérience, nous avons procédé de la même manière que 
dans l'expérience précédente. Nous avons utilisé l'image floue générée dans l'image 
précédente. Nous avons ensuite estimé le champ plénoptique de cette image avec 
différentes résolutions d'ouverture. Ici, la résolution en UV des champs estimés est 
égale à la résolution de l'ouverture. Aussi, nous précisons que le gradient biconjugué 
n'est pas non plus utilisé dans cette expérience. Nous avons ensuite reconstruit les 
images floues à partir du champ pléuoptique estimé. La figure 3.8 correspond à la 
reconstruction de ces images floues. À partir des images estimées, nous remarquons 
que lorsque la résolution est faible, les images estimées paraissent sombres, mais pour 
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Tableau 3.2 - Mesure du RMSE pour les champs plénoptiques estimés (RMSECP) 
et lPS imagf>S floues estimées (RMSEIF) pour différentes résolutions crouverture. La 
variable RO correspond à la résolution de l'ouverture. 
RO 3 X 3 5 X 5 7 X 7 9 X 9 11 X 11 13 X 13 15 X 15 17 X 17 
RMSEIF 35.27 14.56 8.34 5.60 









19 X 19 
2.07 
77.39 
une résolution supérieure ou égale de 5 x 5 les différences entre les images floues 
estimées et celles simulées sont peu visibles. Comme dans l'expérience précédente, 
nous avons évalué les performances de cette reconstruction en calculant le RMSEIF 
et le RMSECP (tableau 3.2). Avec ce tableau, nous remarquons que plus la résolution 
de l'ouverture est grandP, meilleurP est la reconstruction de l'image flouP, mais moins 
bonne est l'estimation du champ. Nous remarquons que le champ ayant la plus faible 
erreur a une résolution de 11 x 11 qui est également la résolution utilisée pour générer 
l'image floue simulée. Ainsi, pour nos images synthétiques, il faut utiliser la même 
résolution d'ouverture que celle prise pour la génération de l'image floue. Cependant, 
ces images synthétiques ne reflètent pas la réalité. En effet, nous avons sélectionné 
une résolution 11 x 11 pour créer l'image synthétique. Or, dans le cas réel, cette 
résolution devrait être infinie, car nous avons une infinité de rayons passant en UV. 
Par conséquent, la résolution du plan UV doit être infinie pour avoir la meilleure 
estimation possible. Étant donné qu 'une grille infinie est impossible à obtenir, plus la 
résolution du plan UV sera grande, meilleure sera l'estimation du champ plénopt.iquc 
dans un cas réel. 
3.6.2 Méthode des moindres carrés : cas des images réelles 
Pour effectuer ces expériences, nous avons pris des images à l'aide d'une caméra 
leanXcam de la compagnie SCS- Vision. Les caractéristiques optiques de cette caméra 
pour chacune des images prises sont données dans le tableau 3.3. Sur ces images, 
nous avons construit une carte de flou grâce à l'algorithme présenté dans (80]. Ces 
cartes de flou contiennent l'écart-type de la PSF des points de la scène capturée 
par la caméra. Ensuite, nous .avons retrouvé les cartes de profondeur en utilisant 
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(a) première scène (b) carte de profondeur de (a) 
sfxsT 
(c) deuxième scène ( d) carte de profondeur de (b) 
Figure 3.9 - Images réelles utilisées. Pour les cartes, la couleur noire correspond à une 
profondeur zéro et le blanc correspond à la profondeur maximale de l'image. Pour la 
scène (a), cette profondeur est de 20 cm et pour la scène (b), celle-ci est de 10 cm. 
l'équation (1.47) et les valeurs du tableau 3.3. Les images et leur carte de profondeur 
sont présentées dans la figure 3.9. La première scène est composée d'objets situés à 
différentes distances de la caméra alors que la deuxième scène est un plan contenant 
du texte. Dans cette expérience, nous n'avons pas effectué de traitement par bloc 
sur les images afin d'éviter toutes les erreurs qui peuvent être générées par cette 
approche. Étant donné que nous sommes limités par la quantité de mémoire vive 
de la machine sur laquelle nous travaillons, nous avons dû créer des imagettes de 
dimensions 64 x 64 à partir de ces images. Ces imagettes et leur carte de profondeur 
sont présentées dans la figure 3.10. Enfin, nous estimons le champ plénoptique de 
chacune de ces imagettes. La résolution du plan UV pour chacune des imagettes est 
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Tableau 3.3 - Paramètres de la caméra pour les deux images. 
f do d k 





Figure 3.10 - Les imagettes utilisées et leur carte de profondeur. Les imagettes et les 
morceaux de carte de profondeur (a), (b), (c), (d) appartiennent à la première scène. 
Les imagettes et cartes de profondeurs ( e), ( f), (g) sont celles de la deuxième scène. 
variable car celle-ci dépend du flou présent dans les imagettes. Nous avons jugé qu 'une 
résolution égale à cinq fois l'écart-type maximal du flou donne de bons résultats. Nous 
utilisons cette valeur, .car le cercle de flou créé par un point de la scène est généré 
par tous les rayons provenant de ce même point. Ces rayons qui coupent le plan UV 
en plusieurs points arrivent sur le plan image formant un cercle de flou de résolution 
UV. Aussi, nous précisons que le gradient biconjugué est utilisé dans cette expérience 
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Figure 3.11 - Comparaison entre les imagettes floues originales (imagette de gauche 
dans chaque sous-figure) et les imagettes floues estimées (imagette de droite dans 
chaque sous-figure). 
avec une tolérance d'erreur égale à 10-4 et un nombre d'itérations maximal égal à 
1000. Les imagettes floues reconstruites sont présentées dans la figure 3.11. Nous 
remarquons que visuellement, les imagettes estimées correspondent aux imagettes 
originales. Cependant, sur certaines d'entre elles, nous constatons des changements 
de couleur et les imagettes obtenues paraissent plus floues que celles d 'origine. Par 
cette simple observation, nous pouvons dire que l'estimation avec les moindres carrés 
crée des erreurs de reconstruction assez grandes sur les images à estimer. Effectuons 
une analyse quantitative à l'aide du RMSE (tableau 3.4). Nous remarquons que les 
erreurs de reconstruction sont assez importantes pour l'ensemble des imagettes. Nous 
pouvons donc dire que l'estimation avec les moindres carrés est décevante, car celle-ci 
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Tableau 3.4 - RMSE entre les imagettes floues originales et les imagettes floues esti-
mées par la méthode des moindres carrés. 
Imagette (a) (b) (c) (d) (f) (g) (h) 
RMSEIF 8.10 34.74 15.78 49.13 30.94 31.22 32.21 
reconstruit mal le champ plénoptique et donc, les images floues. Examinons à présent 
l'estimation avec la méthode variationnelle. 
3.6.3 Méthode variationnelle : cas des images synthétiques 
Pour l'évaluation de la méthode variationnelle, nous commençons par l'utilisation 
d'images synthétiques. Nou.s réutilisons les images générées pour les expériences avec 
la méthode des moindres carrés. Nous effectuons trois expériences dans cette section. 
Nous regardons tout d'abord l'influence de la tolérance de l'algorithme du gradient 
biconjugué, puis nous testons la méthode variationnelle avec plusieurs paramètres À 
et. enfin, nous regardons les performances de l'algorithme pour différentes résolutions 
du plan UV. 
Influence de la tolérance du résidu de l'algorithme du gradient biconjugué 
sur l'estimation du champ plénoptique 
Afin de réaliser cette expérience, nous avons utilisé des images synthétiques. Ces 
images synthétiques ont été obtenues en suivant le même protocole que dans la partie 
3.6.1. Nous estimons ensuite le champ plénoptique à partir de ces images en utilisant 
la méthode variationnelle vue dans la partie 3.3.2. Au cours de cette expérience, nous 
estimons plusieurs fois le même champ plénoptique en changeant à chaque fois la 
tolérance du résidu. Cette tolérance représente en réalité l'erreur de reconstruction 
que nous acceptons. Afin de vérifier quel champ estimé se rapproche le plus du champ 
théorique, nous avons fait une comparaison à l'aide du RMSE. Les mesures de ce 
RMSE sont présentées dans le tableau 3.5. Nous pouvions nous en douter, plus la 
tolérance est faible, meilleurs est la reconstruction. Cependant, lorsque le seuil de to-
lérance est faible, t>algorithme du gradient biconjugué met plus de temps à converger. 
114 
3.6. RÉSULTATS EXPÉRIMENTAUX 
Aussi, nous arrivons à une erreur d'estimation et une erreur de reconstruction faibles 
pour un seuil de valeur 0.0001. Nous utilisons cette valeur dans la suite des expé-
riences. Nous choisissons ce seuil, car nous ne percevons visuellement plus d'artéfacts 
dans les images de champ plénoptique ou dans les images floues estimées à partir du 
seuil de 0. 0001. 
Influence de >. sur l'estimation du champ 
Comme pour l'expérience précédente, nous avons utilisé des images synthétiques. 
Dans cette expérience, nous avons effectué plusieurs estimations avec des >. différents. 
Le gradient biconjugué est utilisé dans cette expérience avec une tolérance de 0.0001 
et un nombre d'itérations maximal égal à 1000. Les résultats de RMSEIF et RMSECP 
que nous avons obtenus sont présentés dans le tableau 3.6. Nous remarquons dans ce 
tableau que l'erreur de reconstruction est plus petite lorsque>. est faiblE'.. Cependant, 
pour le champ plénoptique, le minimum est entre 1.56 et O. 78. Par la suite, l'erreur 
augmente. Étant donné que l'estimation du champ plénoptique est prioritaire à la 
reconstruction de rimage floue, nous prenons >. -égal à 1 pour avoir un RMSECP 
faible pour les champs plénoptiques. 
Influence de la résolution de l'ouverture sur l'estimation du champ 
Encore une fois, nous utilisons des images synthétiques dans cette expérience. 
Dans celle-ci, nous avons effectué plusieurs estimations avec différentes images ren-
dues floues. La résolution prise sur le plan UV pour les champs plénoptiques théo-
riques générés dans cette expérience a été choisie en fonction de l'écart-type du flou 
Tableau 3.5 - Temps de calcul en secondes et RMSEIF et RMSECP pris entre les 
données synthétiques et les données estimées pour différentes tolérances de résidu. La 
variable TR correspond à la tolérance au résidu et TC au temps de calcul. 
TR 0.1 0.01 0.001 0.0001 1,00E-05 1,00E-06 
RMSEIF 8.42 1.48 0.23 0.042 0.01 0.0004 
RMSECP 48.01 10.38 2.97 0.90 0.13 0.012 
temps de calcul ( s) 15.1 26.1 47.5 95.1 167.7 255.7 
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Tableau 3.6 - RMSEIF et RMSECP entre les données estimées et les données syn-
thétiques pour plusieurs .À. 
>. 100 25 6.25 1.56 0.78 0.19 0.049 0.024 
RMSEIF 2.29 0.61 0.17 0.05 0.04 0.05 0.02 0.02 
RMSECP 9.79 4.18 2.39 0.95 0.96 1.59 2.17 4.29 
Tableau 3.7 - Résolution du plan UV par rapport au paramètre de flou u pour les 
images synthétiques. 
paramètre de flou (a) 1 2 3 3.5 3.7 4 
Résolution du plan UV 81 121 225 289 361 441 
maximal ( u) utilisé pour rendre ces images. Le tableau 3. 7 donne la résolution et le 
paramètre de flou u utilisé pour les six champs et images floues synthétiques géné-
rés. Nous précisons également que les axes U et V du plan ont la même résolution 
dans nos expériences. Au cours de cette expérience, nous varions la résolution du 
plan UV pour l'estimation du champ plénoptique de chacune des images. Lors de 
l'estimation, nous avons testé des résolutions d'ouverture allant de 1jusqu'à441 pour 
chacune des images synthétiques. Nous tenons également à préciser que nous avons 
utilisé le bigradient conjugué avec un nombre d'itérations maximal égal à 1000 et 
une tolérance de 0.0001. Les résultats que nous avons obtenus pour cette expérience 
sont présentés dans les graphiques de la figure 3.12. Analysons les graphiques un à 
un. Nous remarquons dans lafigure 3.12(a) que l'erreur diminue puis augmente pour 
la plupart des paramètres de flou. Aussi, nous pouvons voir que le minimum de ces 
courbes correspond à chaque fois à la résolution du champ synthétique utilisé pour 
générer l'image floue simulée. Ainsi, pour effectuer la meilleur estimation possible, il 
faut connaître la résolution en UV du champ plénoptique arrivant dans la caméra. 
Pour les champs plénoptiques synthétiques que nous avons générés, nous avons cette 
information, cependant cette résolution est inconnue pour les images réelles. Dans le 
cas des images réelles, nous pouvons dire que le plan UV reçoit une infinité de rayons. 
Par conséquent, une grande résolution en UV devrait nous permettre d'obtenir une. 
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Figure 3.12 - (a) RMSECP en fonction de la résolution du plan UV pour différents 
paramètres du flou. (b) RMSEIF. 
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Tableau 3.8 - Mesure de RMSECP et RMSEIF pour différentes résolutions d'ouver-
t.ure en utilisant le gradient biconjugué avec la méthode des moindres carrés. 












faible erreur d'estimation des champs plénoptiques. Aussi, nous rema.rquons que plus 
l'écart.-type du cercle de flou est élevé, plus l'erreur d1estimation est grande. En ef-
fet, dans le graphique 3.12(a.), on .observe que l'erreur minimum augmente lorsque 
u augmente, donc plus l'image est floue, moins l'estimation sera bonne. Enfin, par 
rapport au graphique 3.12(b), nous pouvons voir que l'image ftouc reco11struit.e à 
l'aide du champ plénoptique estimé est pr?che de l'image floue simulée. Aussi, le 
minimum d'erreur de l'estimation est pour une résolution de 9. Pour les résolutions 
qui suivent, les valeurs augmentent légèrement ou stagnent. Cependant, ces valeur 
de RMSE sont très faibles, nous arrivons donc à une très bonne reconstruction de 
l'imag~ floue lorsque la résolution augmente. 
Comparons les résultats de cette expérience avec ceux des moindres carrés calculés 
en utilisant le gradient biconjugué avec une tolérance de 0.0001 et un nombre d'ité-
rations maximal égal à 1000. Dans cette analyse, nous ne comparons que les champs 
qui ont été estimés avec la résolution en UV utilisée pour générer les images floues. Si 
nous comparons les résultats obtenus dans le graphique 3.12 avec ceux des moindres 
carrés (tableau 3.8), nous remarquons que les résultats sont meilleurs avec la mé-
thode variationnelle à la fois pour la reconstruction des images floues et l'estimat.ion 
du champ. Ainsi, nous pouvons déjà dire que pour les images synthétiques, la mé-
thode variationnelle est meilleure. Nous comparons maintenant les temps de calcul, 
en secondes, de ces deux méthodes. Ceux-ci sont présentés dans le tableau 3.9. Nous 
remarquons que la méthode variationnelle est plus rapide que les moindres carrés. 
Ainsi, la méthode variationnelle donne de meilleurs résultats et son temps de calcul 
est plus court que les moindres carrés. Nous pouvons donc affirmer que la méthode 
variationnelle est préférable à la méthode des moindres carrés pour l'estimation d 1un 
champ plénoptique à partir d'images synthétiques. 
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Tableau 3.9 - Temps d'estimation pour la méthode variationnelle (M.Var) et lamé-
thode des moindres carrés (M.Car) en secondes. 
résolution de UV 81 121 225 
temps M.Var 29.21 59.19 207.99 







Tableau 3.10 - RMSE entre les imagettes Houes originales et les imagettes Houes 
estimées (RMSEIF) à L'aide de- la méthode variationnelle. 
Imagette (a) (b) (c) (d) (f) (g) (h) 
RMSEIF 1.71 5.43 2.66 4.76 6.49 7.07 6.68 
Amélioration (%) 65.07 72.98 71.13 82.33 65.03 63.07 65.67 
3.6.4 Méthode variationnelle : cas des images· réelles 
Dans cette expérience, nous avons réutilisé les imagettes de l'expérience 3.6.2. 
Nous avons estimé le champ plénoptique sur chacune d'entre elles. La résolution du 
plan UV est variable pour chacune des images. Aussi, nous avons utilisé les mêmes 
résolutions sur les plans UV et ST que dans l'expérience 3.6.2. Les imagettes recons-
truites que nous avons obtenues lors de l'estimation avec la méthode variationnelle 
sont dans la figure 3.13. Les imagettes obtenues sont visuellement assez proches des 
imagettes originales. Cependant, nous pouvons déceler que les imagettes obtenues 
sont plus floues que les originales. Nous avons ensuite quantifié l'erreur de recons-
truction à l'aide du RMSE. Le tableau 3.10 présente ces erreurs. Le RMSE calculé 
est toujours assez élevé, cependant, nous avons une amélioration de la reconstruction 
si nous comparons ces erreurs avec la méthode des moindres carrés (tableau 3.4). 
Dans le tableau 3.10, nous donnons le facteur d'amélioration de l'utilisation de la 
méthode variationnelle par rapport aux moindres carrés. Nous observons qu'il y a 
une forte amélioration des résultats avec la méthode variationnelle pour chacune des 
images. Ainsi, la méthode variationnelle est également meilleure pour l'estimation du 
champ plénoptique à partir d'images réelles. En combinant les analyses effectuées sur 
les images synthétiques et les images réelles, nous pouvons dire que globalement, la 
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Figure 3.13 - Comparaison entre les imagettes floues originales (imagette de gauche 
dans chaque sous-figure) et les imagettes floues estimées (imagette de droite dans 
chaque sous-figure) par la méthode variationnelle. 
méthode variationnelle est la meilleure des deux. Nous l'utiliserons dans les sections 
suivantes. 
3.6.5 Utilisation des différents modèles d'optiques 
Dans cette partie, nous abordons deux applications immédiates d'un champ lu-
mineux. Celles-ci sont l'obtention d'une image nette et la refocalisation d'une image. 
Nous présentons ces applications avec des données synthétiques et réelles. Aussi, nous 
montrons que notre modèle d'estimation n'est pas limité à l'utilisation de lentilles 
minces ou de caméras à sténopé, mais que des composants optiques plus exotiques 
peuvent être utilisés. Afin de montrer cela, nous estimons un champ plénoptique à par-
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(a) (b) 
Figure 3.14 - L'image floue synthétique (a) et sa carte de profondeur (b). La zone la 
plus claire correspond à une profondeur de trois mètres, la zone grise à une profondeur 
de deux mètres et la zone noire à une profondeur de un mètre. 
tir d\me image synthétique obtenue avec une caméra composée d'une lentille mince 
et d'une matrice de microlentilles. 
La refocalisation et l'image sténopée à partir d'une image floue synthétique 
Commençons par l'application de refocalisation et d'obtention d'image nette sur 
une image synthétique. Pour ce faire, nous estimons un champ lumineux à partir 
de l'image et de la carte de profondeur présentes dans la figure 3.14. L'image floue, 
générée à partir d'un champ lumineux synthétique de résolution directionnelle 15x15, 
et la carte de profondeur utilisées en entrée de riotre algorithme d'estimation sont 
illustrées dans les figures 3.14(a) et 3.14(b). À la fin de l'estimation, nous obtenons 
le champ plénoptique représentant les rayons lumineux avec leur couleur arrivant 
dans la caméra. Ce champ plénoptique est illustré dans la figure 3.15. Un zoom 
sur le rectangle blanc de la figure 3.15 est donné dans 3.16. Dans cette figure, nous 
retrouvons des résultats similaires à ceux obtenus par Ng dans [52) sauf que dans 
notre cas, aucune microlentille n'est utilisée. En effet, l'image est formée de plusieurs 
petits blocs rectangulaires pouvant représenter les microlentilles. Dans chacun de ces 
blocs, les pixels correspondent aux intensités des rayons capturés par celui-ci. Afin 
de mieux visualiser ces blocs rectangulaires, nous· les avons entourés de rouge dans 
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Figure 3.15 - Le champ plénoptique estimé à partir d'une image floue. 
Figure 3.16 - Zoom sur le rectangle blanc de la figure 3.15. 
la figure 3.16. Nous pouvons également voir chacun des pixels compris dans un bloc 
rectangulaire comme une partie de la lumière arrivant sur un pixel du plan image, 
une somme pondérée des intensités comprises dans un bloc permet de retrouver la 
valeur du pixel flou. Connaissant le champ plénoptique .de l'image, nous pouvons 
maintenant appliquer la refocalisation en utilisant le modèle proposé dans la partie 
2.5.4 ou même obtenir une image totalement nette avec l'application du modèle de la 
caméra à sténopée décrit dans 2.5.3. L'image totalement nette obtenue est représentée 
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(a) L'image nette estimée (b) l'image nette théorique 
Figure 3.17 - L'image nette estimée. 
dans la figure 3.17(a) et l'image.nette synthétique théorique est donnée dans la figure 
3.17(b). À ]'oeil nu, nous ne décelons que peu de différences de couleur entre les deux 
imag~s. En effet, le RMSE pris entre ces deux images est de 14.7. Cette erreur est 
assez faible, ce qui nous permet d'affirmer que notre estimation fonctionne. Enfin, nous 
présentons trois images refocalisées. La figure 3.18(a) est focalisée sur l'objet rouge, 
la figure 3.18(b) est focalisée sur Pobjet vert. et enfin la figure 3.18(c) est. focalist>e sur 
l'objet bleu. Dans toutes ces images, nous avons, à chaque fois, un objet net et deux 
autres objets flous. Aussi, le flou varie bien selon la distance, ce qui confirme que la 
refocalisation fonctionne. 
La refocalisation et l'image nette à partir d'une image réelle 
Nous refaisons les mêmes expériences que dans la section précédente sur une image 
réelle qui correspond à la première scène présentée dans la sous-section 3.6.2. La scène 
utilisée et la carte de profondeur sont données dàns la figure 3.6.5. Dans la figure 
3.20, on peut voir une illustration du champ plénoptique obtenu. L'interprétation 
que l'on peut faire de cette image revient à ce qui a déjà été amené dans les para-
graphes précédents. Le résultat de l'application du modèle de la caméra à sténopé 
sur le champ plénoptique obtenu est représenté dans la figure 3.21. Ce modèle a pour 
objectif de retrouver une image totalement nette, ce qui est assez bien effectué par 
l'algorithme, car les contours paraissent moins flous. Aussi, nous pouvons noter la 
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(a) Refocalisation sur l'objet (b) Refocalisation sur l'objet 
rouge vert 
(c) Refoca.lisa.tion sur l'objet 
bleu 
Figure 3.18 - Refocalisation de l'image synthétique. 
présence d'artéfacts dans l'image, notamment sur l'objet au premier plan. En effet, 
pour ce dernier, nous remarquons de légères variations de couleur sur la zone blanche 
et un rehaussement de contraste autour de l'ovale situé sur ce plan. Le rehaussement 
de contraste a pour origine reffet de la surestimation du flou par l'algorithme [80} au 
niveau de la zone ovale. Nous avons réussi à diminuer légèrement le rehaussement de 
contraste en diminuant le flou que nous utilisions pendant t>estimation. Cependant, 
pour être en mesure de garder le contour le plus net possible, nous n'avons pas pu 
diminuer le flou de beaucoup. Aussi, le bruit qui apparaît est dû à l'estimation du 
champ lumineux. En effet, nous supprimons le flou de l'image lors de l'estimation. 
Cette suppression du flou redresse les contours et augmente le bruit qui était lissé par 
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(a) L'image floue réelle (b) la carte de profondeur 
Figure 3.19 - L'image réelle utilisée. 
Figure 3.20 - Illustration du champ plénoptique obtenu à partir de l'image réelle. 
le flou. Dans cette image, le bruit paraît tout de même lisse, car les zones bruitées ont 
été lissées avec· un filtre passe-bas gaussien d'écart-type à L Connaissant le champ 
de la scène, nous pouvons également refocaliser l'image à différentes profondeurs. 
Cette refocalisation est présentée dans la figure 3.22. Dans ces images, nous avons 
une refocalisation sur les différents objets de la scène. Donc, grâce à cette estimation 
du champ, il est possible de refocaliser les images une fois que celles-ci sont prises 
comme dans l'application réalisée par Ng (52] mais sans utiliser une caméra spéci-
fique. Pour l'instant, nous nous sommes contentés d'une caméra à lentille mince pour 
effectuer l'estimation. Cependant, nous pouvons estimer le champ avec d'autres types 
d,optiques. C'est ce que nous allons faire dans la prochaine sous-section en utilisant 
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Figure 3.21 - L'image obtenue avec le modèle de la caméra à sténopé. 
le modèle des microlentilles pour estimer le champ. 
Estimation d'un champ lumineux à partir d'une image de caméra à micro-
lentilles simulées 
L'utilisation de notre modèle ne se limite pas qu'à l'estimation du champ lumineux 
à partir d'une lentille mince, d'autres modèles d'optique$ peuvent êt.re utilisés. Afin 
de montrer cela, nous estimons le champ lumineux à partir d'une image provenant 
d'une caméra comprenant une lentille mince principale et une matrice de microlen-
tilles minces. Le modèle de cette caméra a été exposé dans la partie 2.5.5 (page 74). 
À partir de cette image, nous estimons le champ lumineux tel que nous l'avons défini 
dans la partie 2.2. Dans cette expérience, nous avons dû simuler cette caméra compo-
sée de microlentilles, car nous ne disposons pas de données provenant d'une caméra 
réelle de ce type. Pour ce faire, nous avons utilisé la même méthode de génération 
d'images floues que celle utilisée dans la partie 3.6.1, sauf qu'à la place d'utiliser le 
modèle d'une lentille mince seule, nous l'avons combiné avec le modèle de microlen-
tilles. Cette projection de champ est donnée dans la partie 2.5.5. Nous sommes donc 
partis de la scène que nous avons utilisée dans la partie 3.6.1 et nous l'avons projetée 
sur le plan image. Ce plan image a une résolution de 480 x 480 et 32 x 32 microlentilles, 
ainsi la résolution de l'image formée par chacune des microlentilles est de 15 x 15. Les 
paramètres utilisés pour la lentille principale et les mictolentilles sont donnés dans le 
tableau 3.11. Le paramètre f correspond à la distance focale et d0 est la distance entre 
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la matrice de microlentillf'.s et la lentille principale. La distance entre la matrice de mi-
crolentilles et le capteur correspond au paramètre d0 des microlentilles. Le paramètre 
a est le diamètre de la lentille principale et des microlentilles. Enfin, k est le coefficient 
de proportionnalité entre le cercle de fi.ou et la gaussienne modélisant le fi.ou généré 
par la lentille et la microlentille. Le résultat de cette simulation correspond à l'image 
3.23. Nous avons ensuite donné cette image à notre algorithme d'estimation de champ 
lumineux. Notons que pour cette estimation, la m~trice T utilisée ne co1-r0..spond plus 
à la matrice de projection du champ lumineux à l'aide d'une lentille mince mais à la 
matrice de projection du champ lumineux pour un système optique composé d 'une 
(a) 5 cm (b) 10 cm 
(c) 20 cm (d} 30 cm 
(e) 40 cm 
Figure 3.22 - Rcfocalisation de l 'ima.ge réelle à différentes distances en centimètres. 
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Tableau 3.11 - Tableau des paramètres de la caméra à microlentilles simulée. 
f do a k 
Lentille principale 8, 8 m.rn 9, 6 m.rn 
Microlentille 0, 45 mrn 0, 47 rnm 
4, 4 mm. 
0,321 mm 
2,96 X 10-4 m 
0,02m 
Figure 3.28 - Image générée par une caméra. composée d'une lentille principale et 
d'une matrice de microlentilles. 
lentille et d'une matrice de microlentilles. La construction de cette nouvelle matrice T 
est similaire à la construction des matrices T utilisées précédemment. Seul le modèle 
de projection utilisé change et, pour ce type de caméra, il correspond à l'équation 
décrit dans la partie 2.5.5. A la sortie de l'algorithme, nous obtenons le champ lumi-
neux correspondant à l'image 3.24(a). Si nous le comparons au champ plénoptique 
théorique de la figure 3.24(b) avec le champ lumineux estimé, nous notons très peu 
de différences. Il y a des défauts visibles au niveau de l'extrémité inférieure et de 
l'extrémité droite du champ estimé, car des bandes noires apparaissent. Ces bandes 
noires montrent que cer.tains rayons n'ont pas été estimés, peut-être parce que ceux-ci 
n'étaient pas présents dans l'image des microlentilles, étant donné qu'ils arrivaient en 
dehors de leur ouverture. N'ayant par conséquent aucune information sur ces rayons 
dans l'image, ceux-ci ne sont pas estimés. Nous avons calculé le RMSE entre ce champ 
estimé et le champ théorique en utilîsant l'équation (3.38). La valeur du RMSE est 
égale à 17.68. Cette valeur assez élevée est due à la non-estimation de certains rayons. 
Cette expérience montre que notre modèle ne se limite pas qu,aux lentilles minces 
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(a) Le champ lumineux es- (b) le champ lumineux théo-
timé rique 
Figurn 3.24 - Comparaison entre )p champ lumineux estimé et le champ lumineux 
théorique 
mais que d'autres types d'optiques peuvent être utilisés. La seule spécificité de notre 
modèle est la modélisation de ces optiques comme étant une projection du champ 
plénoptique. 
3. 7 Conclusion 
Dans ce chapitre, nous avons vu deux techniques permettant l'estimation du 
champ plénoptique. Ces techniques sont l'estimation au sens des moindres carrés 
qui revient à la solution trouvée dans [36) et la nolivelle technique d'estimation basée 
sur la méthode variationnelle. Nous avons comparé ces techniques et celle donnant 
le meilleur résultat est la méthode variationnelle. Ensuite, nous avons utilisé cette 
méthode pour l'estimation du champ plénoptique sur une image réelle. Nous avons 
alors obtenu un champ lumineux sans l'aide de microlentilles. Ce champ plénoptique a 
ensuite permis de réaliser deux opérations, l'une est l'obtention d'une image sténopée 
de la scène et l'autre est la refocalisation des images. Nous avons montré que, théori-
quement, ce modèle d'estimation peut également servir à trouver le champ lumineux à 
partir d'autres systèmes comme la caméra composée d'une lentille principale et d'une 
matrice de microlentilles. 
Cependant, ces tests et ces applications ont permis de soulever deux défauts majeurs. 
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Tout d'abord, l'estimation du champ lumineux augmente la valeur du bruit dans les 
zones de l'image très floutées. Une mauvaise estimation du flou peut entraîner l'appa-
rition d,artéfacts tels que le rehaussement de contour dans une zone texturée. Ainsi, 
dans un prochain travail, nous nous intéresserons à trouver une technique d'estima-
tion du flou suffisamment précise pour éviter l'apparition d'artéfacts. Nous devrons 
également trouver un moyen de débruiter le champ lumineux ou l'image en entrée de 
l'algorithme de manière plus fiable qu,avec un simple filtre passe-bas isotrope. 
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Matrice de filtres couleurs inspirée 
de la vision d'un poisson 
Dans ce chapitre, ·nous nous intéressons à une autre partie de la formation d'image, 
les matrices de filtres couleurs (CFA) . Nous introduisons le CFA de Burtoni, inspiré 
de la rétine d'un poisson africain, l' Astatotilapia Burtoni. C'est Krôger dans (33) 
qui décrit la rétine de ce poisson comme étant régulière, ce qui rend possible sa 
retranscription dans le domaine de la photographie. De plus, d'après Krôger, le CFA 
créé à partir de cette rétine génère moins d'aliasing que les autres CFAs. Le but 
de ce travail est de comparer ce CFA par rapport à deux autres CFAs, le CFA de 
Bayer [8) et un CFA optimal [28). Afin de réaliser cette comparaison, nous utilisons 
différentes classes d'images caractérisant différents types d'images tels que des images 
aériennes, des images d'intérieur, des images hautes fréquences, des textures, etc. 
À notre connaissance, l'utilisation de différentes classes d'images pour l'évaluation 
d'un CFA n'a jamais été effectuée auparavant. Pour cette comparaison, nous utilisons 
deux mesures de qualité exprimées dans le domaine de Fourier, à savoir l'aliasing 
et la résolution. En général, les mesures de qualité sont appliquées sur les images 
récupérées à la sortie d'un algorithme de démosaïquage permettant de retrouver une 
image couleur à partir d'une image en sortie d'un CFA. Contrairement aux travaux 
existants [28, 30], nous utilisons directement ces mesures sur les images obtenues à 
partir du CFA. Il en résulte que toutes les conclusions obtenues suite à l'évaluation 
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POISSON 
sont dues au CFA seul. L'article correspondant à ce travail est intitulé A nature-
inspired color filter array for enhancing the quality of images, il est publié 
dans le Journal of the Optical Society of America A de 2012 et une version plus 
compacte a été publiée dans la conférence Advanced Concepts for Intelligent Vision 
Systems(ACIVS) de 2012. J'ai réalisé ce travail sous la supervision du Professeur 
Djemel Ziou. La rédaction en anglais a été en grande partie effectuée par Alain Horé. 
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A nature-inspired color filter array for enhancing 
the quality of images 
Julien Couillaud, Alain Horé, and Djemel Ziou 
Abstract 
In this paper, we study the rendering of images with a new mosaic/color 
fiiter array (CFA) called the Burtoni mosaic. This mosaic is derivcd from 
the retina of the African cichlid fish Astatotilapia burtoni. To evaluate the 
effect of the Burtoni mosaic on the quality of the rendered images, we use 
two quality measures in the Fourier domain which arc the rcsolution error 
and the aliasing error. Conversely to man y approaches that. use demosaicing 
algorithms to assess the quality of the reconstruction of images by a CFA, 
no demosaicing algorithm is used in our model, which makes it independent 
of such algorithms. We also use 11 semantic sets of color images in order to 
highlight the images classes that are well fitted for the Burtoni mosaic in the 
process of image acquisition. We have compared the Burtoni mosaic with the 
Bayer CFA and with an optimal CFA proposed by Hao et al. Experiments 
have shown that the Burtoni mosaic gives the best performances for images 
of 9 semantic sets which are the high frequency, aerial, indoor, face, aquatic, 
bright, dark, step and line classes. 
Keywords: Image formation, color mcasurement, sensors, color filter ar-
rays, Burtoni mosaic, image quality. 
4.1 lntrod uction 
Image quality is an essential concept in image processing and perception. The 
concept of image quality is complex since it depends on several factors such as the 
human percep~ion characteristics, the various physical components (lenses, sensors, 
etc.) and the algorithms (sampling, quantization, denoising, compression, radiomet-
ric corrections, etc.) implied in the image formation process as shown in Fig. 4.1. 
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At the sensor level, the arrangement of the photosensitive cells ( called photosites) 
greatly influences the image quality. This arrangeme"nt is sometimes called mosaic 
or color filter array (CFA). To reduce cost, most digital camera manufacturers use a 
Figure 4.1 : Image formation process. 
single CCD /CMOS sensor with a CFA in which each photosensitive cell capture only 
a single primary color (red, green, and blue) [13). In the CFA configuration, pho-
tosites are usually arranged to achieve acceptable resolution and uniform sampling. 
The arrangement can be characterized by the size of the photosites, their spatial dis-
tribution, and their number per unit area (resolution), all of which has an impact 
on the image quality. For example, the number of photons absorbed by a photosite 
during a unit time depends on its size. This number is a quantitative measure of the 
primary color produced by the photosite. If the size is too small, the photosites must 
be cxposed to the light for a long period to achieve a high signal-to-noise ratio (SNR) 
which in turn improves image quality. Many mosaic implementations have been used 
in digital image sensors. In 1976, Bayer proposed a mosaic configuration which is now 
widely uscd in digital cameras [3) . The Bayer pattern, shown in Fig. 4.2a, provides an 
RGB mosaic in which only one primary color element is available in a given photosite, 
whereas the two missing prirnary colors must be estimated from the adjacent pho-
tosites via a demosaicing algorithm. Most existing mosaics use rectangular sensors 
because 2D signais are digitized and stored as rectangular sampled arrays. However, 
in order to further increase image quality, new shapes and sampling schemes have 
been proposed. For example, the hexagonal mosaic bas been considered since the 
1970s. Indeed, Mersereau claimed that the hexagonal grid can model the human vi-
sual system (HVS) more precisely since the cones on the retina are hexagonal in shape 
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Figure 4.2: Examples of mosaics: (a) Bayer mosaic (b) Vertical stripcs (TV) mosaic 
(c) Diagonal stripes mosaic (d) HVS-based mosaic (e) CYGM rnosaic (f) R.GBE rno-
saic (g) PenTilc mosaic (h) Burtoni mosaic (i) Optimal mosaic Cfa4b (13] (j) Kodak 
mosaic. 
[24]. Over the years, cameras have incorporated many other mosaic implementations 
[29, 23], such as the CYGM (cyan, yellow, green, and magenta) and the RGBE (red, 
green, blue, and emerald) configurations. The CYGM mosaic, shown in Fig. 4.2e 
was designed to give more ac'curate luminance information than the Bayer mosaic. 
The R.GBE mosaic, shown in Fig. 4.2f, was developed by Sony. The reason given 
for adding the fourth filter coloris to reduce the metamerism phenomena and record 
images doser to those generated by the human visual system in natural sight percep-
tion. The PenTile rnosaic (8, 9], which is displayed in Fig. 4.2g, enhances color pixel 
rendering by optimizing the color pixel architecture and algorithms with respect to 
human vision. The conventional RGB vertical stripes (TV) mosaic, which is shown in 
Fig. 4.2b and which is found on televisions and computer displays, has been well stud-
ied by Klompenhouwer et al [19]. Other patterns based on primary and non-primary 
color pixels are also proposed in [14]. Getting inspiration from the natural world, 
Krôger has proposed a 11ew mosaic which corresponds to the retina of the African ci-
chlid fish Astatotilapia (formerly Haplochromis) burtoni shown in Fig. 4.3 (21]. This 
mosaic is called Burtoni mosaic in this paper. The Burtoni mosaic has been shown to 
use trichromatic representation of colors [11), as displayed in Fig. 4.2h. In addition, as 
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Figure 4.3: (a) Astatotilapia burtoni [30] and (b) a section of its retina [21] . 
can be seen in Fig. 4.3b, the photoreceptors in the retina of the Astatotilapia burtoni 
eye are arranged in a quasi-regular mosaic similar to the· mosaics of manufactured 
devices, making them electronically realizable. In 2007, Eastman Kodak announced 
another alternative t.o the Bayer filter: a color-filter pattern that increases the light 
sensitivity of the image sensor in a digital camera by using some panchromatic cells 
that arc sensitive to all wavelengths of.visible light and collecta larger amount of light 
striking the sensor. They present several patterns, one of.which is shown in Fig. 4.2j. 
Sorne other CFAs have also been pr~posed which are designed as the solution of a 
constraincd optimization problem that aims at minimizing a demosaicing crror [13]. 
An example of such CFAs is the optimal CFA pattern shown in Fig. 4.2i. 
The mosaics described in the preceding paragraphs all aim at improving image ac-
quisition and color perception. However, the arrangement of pattern in these mosaics 
can lead to aliasing and resolution errors [15]. Both spatial and chromatic information 
can be affected. Pursuing the work of Krôger [21], the present study intends to inves-
tigate the possibility of transferring nature's solutions to electronic devices in order to 
minimize the reconstruction errors of images. For this purpose, we study the mosaic 
of the fish Astatotilapia burtoni and we assess the quality of the rendered images at 
the output of that mosaic by using the resolution error as well as the aliasing error. 
These errors are computed in the Fourier domain and can be coarsely . seen as the 
reconstruction error of low frequency content and high frequeny content respectively. 
We highlight that, conversely to many approaches which evaluate the performance 
of CFAs by measuring demosaicing errors [13, 14], no demosaicing algorithm is used 
in our model, which makes our CFAs-assessment approach free from demosaicing 
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algorithms. This is suitable since a demosaicing algorithm is generally well fitted 
for a type of CFA while it gives poor performances for other types of CFAs, which 
involves uncertainty in the real performance of CFAs. For positioning the Burtoni 
CFA among some other patterns, we compare the aliasing and resolution errors of 
this natural configuration with two other CFAs which are the Bayer CFA [3] and an 
optimal CFA designed by Hao et al. (13]. For this purpose, we use 11 semantic sets of 
images for comparing the performànces of CFAs. We precise here that, to the best of 
our knowledge, such a comparaison of CFAs using semantic sets of images has never 
been clone before. 
The outline of the paper is as follows: in section 4.2, we briefl.y describe some works 
related to the evaluation of mosaics and image quality. In section 4.3, we describe 
our methodology. Experimental results and discussions are presented in section 4.4. 
4.2 Related Work 
Color images are commonly acquired by sensors organized to use an optical filter 
array. However, the detection of the red, green and blue primary colors at different 
spatial positions of the sensor array leads to color aliasing or Moiré color effects. f:..s 
shown in Fig. 4.2, there exist several arrangements for the color filter array (CFA) 
in the sensor. To compare the various CFAs, there is a need to develop criteria 
and methodologies for the evaluation of images at the output of the sensor. The 
proposed methodologies may be subjective or objective, depending on the criteria 
used [1, 20). Subjective methods are pased on human judgment and operate on an 
informai ha.sis, without reference to explicit formai criteria [10]. Objective methods 
are based on comparison, according to a given numerical criterion, between the image 
or its representation and the ground truth [26, 4]. The ground truth can be images, 
features or desirable requirements. Sorne objective quality measures are the peak 
signal-to-noise ratio (PSNR), the mean square error (MSE), the cross-correlation, 
the modulation transfer function (MTF) (25], and the structural similarity index 
measure (SSIM) [31]. These criteria are easy to estimate and interpret, and interesting 
relationships are sometimes found between some of these measures [16]. However, it 
is not always obvious that they capture the quality assessed by the HVS [27]. In order 
137 
CHAPITRE 4. MATRICE DE FILTRES COULEURS INSPIRÉE DE LA VISION D'UN 
POISSON 
to evaluate image quality in terms of both objective and subjective criteria, a number 
of single-sensor imaging systems have been studied. These studies have highlighted 
the fact that the arrangement and sizes of sensor photosites have a great influence on 
im~ge quality (23, 12, 17). In the Bayer mosaic for example [3], to mimic the human 
eye's greater resolving power with green light, half of the total subpixels sense green 
light while a quarter of the total subpixels are used for sensing red and blue light. 
Barnhôfer et al. have evaluated, in their research, the color rendering and sei:sitivity 
of sensors based on the complementary and primary color filters CMYG and RGGB, 
using two criteria, the mean and variance of the color reproduction crror [2}. The 
idea was to determine the effects of noise on primary and complementary color filters. 
The authors concluded that RGGB is better for color reproduction, due to better 
separation of the color channels. The main advantage of the complementary color 
CMYG system is better sensitivity, as a consequence of the broader filter responses: 
the C, M and Y filters transmit more light than their R, G, and B counterparts. The 
C filter transmits both green and blue light; the M transmits red and blue light; the 
Y transmits red and green light. Regarding the PenTile mosaic [8, 9], the authors 
claim that it enhances luminance and color perception compared to the conventional 
RGB vertical stripes mosaic. In fact, PenTile renders the same resolution as RGB 
stripes1 with 33% fewer pixels. Four pixels, RGBW, are used, where W denotes white. 
The addition of white pixels combined with an increase of the pixel width makes 
PenTile RGBW panels about twice as transmissive as a comparable RGB mosaic. 
Regarding the vertical stripe (TV) mosaic, Klompenhouwer et al. have analyzed 
the aliasing and resolution errors of the image at the output of the mosaic in the 
spectral domain [19]. They have shown that when the relative position of the color 
subpixels is taken into account, the resolution in the vertical stripe mosaic sensor 
increases. In another perspective, by working on a hexagonal pixel mosaic, Kutas 
et al. have tested the associated horizontal resolution, color fringe and aliasing (22). 
The criteria used here are the MTF, color fringe error ( CFE) and isotropy. They 
have concluded that because of the horizontal resolution, this configuration produces 
images of better visual quality than the RGB stripe mosaic or the Bayer CFA. It 
also enhances the horizontal resolution of fonts and minimizes the color error caused 
by the rendering of luminance information. In another research work, Krôger has 
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obscrved, by analyzing the retina of the fish Astatotilapia burl.oni, that the photosites 
are arranged in a quasi-regular mosaic [21]. By simulating the renderings of images 
for that mosaic, he has concluded that this may constitute a nature-inspired solution 
for the problem of aliasing in sensors. Lukac et al., on their sicle, have described the 
design of new CFAs and analyzed their performance in the context of a demosaicing 
process [23]. The criteria used are the mean absolute error (MAE) and the mean 
square error (MSE) expressed in the RGB color space, as well as the normalized color 
difference (NCD) based on the CIELUV color space. These criteria are applied to 
the demosaiced and input images. The authors have concluded that the choice of 
the CFA crit.ically affects the severity of various visual impairrnents such as color 
shifts and aliasing effects present in the demosaice<l image. In Fig. 4.4 for example, 
we show two original images, and the demosaiced images obtained by passing the 
original images through the Bayer, vertical stripcs and diagonal stripcs mosaics (sec 
the mosaics in Fig. 4.2a, 4.2b, 4.2c). Our generic demosaicing a1gorithm was used 
t.o compute the demosaiced images [17). As we eau see in the figure, the vertical 
stripes mosaic yields images of poor quality with a lot of color aliasing comparcd 
to the two others mosaic. The Bayer mosaic gives images of good quality while the 
diagonal stripes mosaic generates little but noticeable color aliasing. Thus, visual 
impairments depend on the type of CFA used for forming an image as many other 
authors have also conclude<l [23, 17, 14). In fact, aliasing, Moiré artifacts and other 
(a'.?) (b'.?) (c'.?) (<l'.?) 
Figure 4.4: Color aliasing with different CFA patterns : (al} and (a2} Original im-
ages. (bl) and (b2) Demosaiced images obtained using the Bayer mosaic. (cl} and 
(c2) Demosaiced images obtained using the diagonal stripes mosaic. (dl) and (d2) 
Demosaiced images obtained using the vertical stripes mosaic. 
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visual impairmcnts appear ~hen the signal structures in the captured image have 
size smaller than the sampling frequency of an arbitrary"color band in the CFA [23]. 
These visual impairments are almost impossible to suppress, but they are reduced 
by random (irregular) or pseudo-random (quasi-rcgular) CFAs since they contain 
more spatial frequencies than regular CFAs. In fact, in an irregular CFA, conversely 
to a regular CFA such as the Bayer mosaic, there is no repetitive pattern that is 
duplicated to form the CFA. Although photoreceptor mosaics are irregular in many 
eyes, including the human eye, regular mosaics are easier to design than irregular 
mosaics due to their periodic patterns. In a pseudo-random pattern, a large kernel or 
pattern is repeated to form the CFA, and the R, Gand B colors are randomly placcd 
in the kernel (see for example the CFA in Fig. 4.2d). More precisely, different authors 
have explained that aliasing is generated because of the overlap that exists between 
the luminance and the chrominance components of the .image captured from a CFA 
[14, 5, 6, 13]. To reduce aliasing and other demosaicing artifacts quantitatively and 
qualitatively, Condat proposes a random CFA [5, 6). His_ motivation is based on the 
fact that it is known, especially for printing and computer graphies applications, that 
random sampling yield images where aliasing artifacts appear as incoherent noise, 
which is more pleasing and less visible than coherent Moiré structures [6]. However, 
random CFAs are not easily realizable and they may suffer from the clustering of pixels 
of the same color. Instead pseudo-random CFAs, which are more easily realizable, 
are preferred and they yield almost the same performances as a true randorn CFA 
[5J . In their sicle, for reducing aliasing and other demosaicing artifacts, Hirakawa et 
al. as well as Hao et al. propose the use of CFAs with periodic/regular patterns 
based on non-pure colors (different from R, G, B) [14, 13). By designing demosaicing 
algorithms adapted for these CFAs, authors have shown that these CFAs give images 
of better quality (fewer reconstruction errors) compared to regular CFAs based on 
pure/primary colors like the Bayer CFA. However, the physical realizability of such 
CFAs may be problematic [6). In general, when demosaicing algorithms are used for 
measuring the performance of a CFA, we have to highlight that it is the performance 
of the cornbination of the CFA with the demosaicing algorithm that is measured, and 
not the performance of only the CFA. Consequenlty, we propose in the next section 
our approach of evaluating a CFA which is independent of demosaicing algorithms 
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and which enables to focus only on the CFA. 
4.3 Methodology 
For the assessment of the fidelity of images at the sensor level, we consider real 
scenes represented by continuous images as input of the sensor while their corre-
sponding discrete images are the output. The scenes are built from discrete images 
by using the generalized sampling theorem proposed by Papoulis [28) and used for 
image resolution enhancement and depth from defocus (18, 7]. Although this re-
construction model leads to more accurate estimations when compared to certain 
other existing models [18], it may cause deformations of the reconstructed images. 
However, these deformations can be seen as inherent to the image structure and 
therefore to the scene. In other words, the continuons images, as 2D representation 
of the 3D scene, are enough for the quality assessment because they encode the pro-
jection of physical phenomena inherent to the realistic scene. Having a continuous 
image and its discrete version, the fidelity measures can be defined. Their goal is 
to capture how the informational content of the scene is reproduced in the discrete 
image. If the CFA preserves the informational content of the scene, then the recon-
struction errors corresponding to the fidelity measures will be small. The fidelity 
measures that we use are the aliasing error and the resolution error, which aim to 
evaluate loss of information in the reconstruction of continuous images in the sense 
of the Shannon and Nyquist sampling theorem. In fact, the resolution error and the 
aliasing error can be seen as the reconstruction error of the low frequency and high 
frequency content respectively. The resolution error, denoted by Er, gives a measure 
of the accuracy of the reconstruction of an original signal in the baseband defined 
by (-0.5/s:i:,0.5/s:i:] x [-0.5fs11 ,0.5fs11], where fsx and fs11 are respectively the hor-
izontal and vertical sampling frequency associated to the CFA. The aliasing error, 
denoted by Ea, measures how the high frequencies interfere with the signal, and is 
calculated outside the baseband (-0.5/ sx, 0.5/ sz] x [-0.5f s11 , 0.5f s11]. The analytical 
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formulas for Er and Ea are given by: 
{ 
Er_ J!j~~~2 J!j~~~2 lllc(fx, fy) - Id({x' fy)ll2dfxdfy . 
Ea - fFa f Fa lllc(/x, fv) - ld(/x, fv)ll dfxdfv (4.1) 
If we denote by lp the continous image obtained by the Papoulis theorem [18], then 
le is the Fourier transform of the discrete image obtained from lp. Id is the Fourier 
transform of the mosaiced image formed by the CFA fro.m the continuous image lp. 
The computation of the mosaiced image is described in Appendix 4.5. In Eq. (4.1), Fa 
represents the frequencies outside the baseband [-0.5/ sx, 0.5/ sx] x [-0.5/ s11 , 0.5/ s1;]. 
J Sx and J s11 are computed as follows: 
(4.2) 
where nx and n 11 are respectively the number of horizontal pixels and the number of 
vertical pixels used in the repeating pattern that characterizes the CFA. For example, 
in the case of the Bayer CFA shown in Fig. 4.2a, nx = n 11 = 2. In the case of 
the Burtoni CFA shown in Fig. 4.2h, n:i: = n11 = 10. Ideally, the image is well 
reconstructed when Er and Ea tend toward O. In order to be able to measure the 
perceptual impact of a CFA to the quality of images, we will compute the aliasing 
and the resolution errors in the non-correlated color space YCbCr instead of the 
correlated color space RGB. The YCbCr enables to separ_ate the luminance from the 
chrominance (as the human visual system does indeed), which gives more accuracy 
in the detection of color errors. Consequently, the aliasing and resolution errors are 
computed for each of the bands Y, Cb and Cr. In Fig. 4.5, we show the spectrum of 
a mosaiced image corresponding to three different CFAs, and we indicate the parts 
corresponding to the resolution and aliasing errors. We note that in our model, we 
focus in fact on the sum of' squared errors that are generated in the acquisition of 
images by the CFA. No demosaicing algorithm is used in our model, which makes our 
CFAs-assessment approach free from demosaicing algorithms. This enables to focus 
on the CFA pattern and not on any algorithm that may be used to form a color image 
from the CFAs. In fact, a bias is created when any demosaicing algorithm is used in 
the evaluation of a CFA (as commonly found in the literature [13, 17]) since we are no 
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Figure 4.5: Spcctrum of a mosaiced image in the Y band (a) Burtoni mosaic (b) 
Bayer mosaic (c) Optimal mosaic Cfa4b (13}. 
longer assessing only the CFA but the combination of the CFA with the dernosaicing 
algorithm. As a demosaicing algorithm may be better fitted for a type of CFA than 
for another, it is not really fair to mea.sure the performance of a CFA basecl on the 
quality of the images that it renders through a (possibly non-adapted) demosaicing 
algorithm. Thus, in simple tcrms, we focus in our model on the acquisition errors 
introduced by the CFA) while approaches that use demosaicing algorithms focus in 
fact on the r_econstruction errors introduced by the combination of the CFA with 
thcsc dcmosaicing algorithms. 
4.4 Experimental Results 
The performances of the Burtoni mosaic are compared with those obtained with 
the Bayer pattern [3J and the optimal pattern Cfa4b proposed in (13] (see Fig. 4.2a, 
4.2h and 4.2i). As it is generally observed and known that the quality of images 
grcatly depends on the CFA uscd in the image formation process [23, 12, 17), we use 
a set of 132 256 x 256 color images of 11 semantic classes : high frequency images 
(HF), aerial images (Aer), face images (Face), indoor images (Ind), aquatic images 
(Aqu), bright images (Bri), darlc images (Dark), step images (Step), homogenous 
images (Hom)) line images (Line) and texture images (Tex). A sample of this set 
of images is displayed in Fig. 4.6. To the best of our knowledge, no previous study 
on CFAs has focused on semantic classes of images in order to better highlight the 
images classes or the types of 3D scenes that are well adapted for a given CFA. 
We also note that we have used a scale ratio of 1 x 1 for the reconstruction of a 
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Figure 4.6: Sample of each semantic set of images used in the experiments. 
continuous image ùsing the Papoulis theorem [18J in order to be as close as possible 
to the original discrete image. As indicated previously, -all images are transformed 
into the YCbCr color space in order to study luminance and chrominance separately. 
The aliasing and resolution errors are then estimated for each band separately. In 
Tables 4.1-4.4, we show the scores obtained for the different CFAs. Note that the 
Burtoni, Bayer and optimal CFA are represented by the capital letters F, B and C 
respectively. The values in Table 4.1 (resp. Table 4.2) represcnt the pcrcentage of the 
number of images for which a given CFA gives the smallest (resp. highest) aliasing 
error compared to the two others. In the same way, the values in Table 4.3 (resp. 
Table 4.4) represent the percentage of the number of images for which a given CFA 
gives the smallest (resp. highest) resolution error compa.red to the two others. As an 
example in Table 4.1, for the texture class and regarding the resolution error at the 
Y band, the Burtoni CFA gives the smallest error in 823 of cases while the optimal 
CFA and the Bayer CFA give the smallest error in 18% and 03 of cases respectively. 
Note that in the different tables, we are only displaying a maximum of two percentage 
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Table 4.1: Aliasing error : percentage of minim~l values. Note that B denotes the 
Bayer mosaic, F the Burtoni mosaic, and C the optimal mosaic Cfa4b. 
HF. Aer. lnd. Face Aqu. Bri. Dark Step. Hom. Line Text. 
y F 1.00 F 1.00 F 1.00 F 1.00 F 1.00 F 1.00 F 1.00 F 1.00 F 0.82 F 1.00 F 0.82 
B 0.18 c 0.18 
Cb F LOO F 1.00 F LOO F 1.00 F 1.00 F LOO F 1.00 F 1.00 F 0.82 F 1.00 F 0.91 
B 0.18 B 0.09 
Cr F 1.00 F 1.00 F 1.00 F 1.00 F LOO F 1.00 F 1.00 F 1.00 F 1.00 F 1.00 F 1.00 
Table 4.2: Aliasing error: percentage of maximal values. 
HF. Aer. lnd. Face Aqu. Bri. Dark Step. Hom. Line Text. 
y B 0.93 B LOO B 1.00 B 1.00 B 0.94 B 1.00 B 1.00 B 1.00 B 0.55 B 0.82 B 0.82 
c 0.07 c 0.06 c 0.45 c 0.18 F 0.09 
Cb B 1.00 B l.00 B 1.00 B 0.94 B 1.00 B 1.00 B LOO B LOO c 0.73 B 0.64 B 0.64 
c 0.06 B 0.27 c 0.36 c 0.27 
Cr B 1.00 B LOO B 1.00 B 1.00 B 0.94 B 1.00 B 1.00 B 1.00 c 0.64 B 1.00 B 1.00 
c 0.06 B 0.36 
Table 4.3: Resolution error : percentage of minimal values. 
HF. Acr. lnd. Face Aqu. Bri. Dark Stcp. Hom. .Line Tuxt. 
y B 0.93 B 1.00 B 0.82 B 0.88 F 0.83 B 0.83 B 0.83 B 0.91 B 0.91 B 0.73 B 0.55 
c 0.07 c 0.18 c 0.12 c 0.17 c 0.17 c 0.17 c 0.09 c 0.09 c 0.27 c 0.45 
Cb c 0.67 c 1.00 B 0.55 c 0.81 c 0.72 B 0.67 B 0.83 B 0.55 B 0.82 B 0.73 c 0.73 
F 0.20 c 0.36 B 0.19 B 0.28 c 0.33 c 0.17 c 0.45 c 0.18 c 0.27 B 0.27 
Cr c 0.67 c 0.71 c 0.55 c 0.75 c 0.61 B 0.50 c 0.67 B 0.55 B 0.82 c 0.55 c 0.73 
B 0.27 B 0.29 B 0.45 B 0.25 B 0.33 c 0.50 B 0.33 c 0.45 c 0.18 B 0.36 B 0.27 
T bl 4 4 R 1 t' t a e eso u 10n error : percen age o f 1 1 maxima va ues. 
HF. Aer. Ind. Face Aqu. Bri. Dark Step. Horn. Li ne Text. 
y F 1.00 F 1.00 F 1.00 F 0.94 F 1.00 F 1.00 F 1.00 F 1.00 F 0.91 F 1.00 F 1.00 
c 0.06 c 0.09 
Cb F 0.93 F 1.00 F 0.91 F 1.00 F 1.00 F 1.00 F 1.00 F 1.00 F 1.00 F 1.00 F 1.00 
c 0.07 c 0.09 
Cr F 1.00 F 1.00 F 1.00 F 1.00 F 0.94 F 1.00 F 1.00 F 1.00 F 1.00 F 1.00 F 1.00 
c 0.06 
values corresponding to a maximum of two CFAs among three possible; the missing 
percentages are computed by knowing that the sum of the percentages for all the 
three CFAs is always 100% for each band. In Table 4.1, it appears that the Burtoni 
mosaic gives the best scores for all the semantic classes used and for all bands. As the 
aliasing error is reduced in the chrominance bands (that is, Ch and Cr) and since these 
bands represent the color information, it appears that the Burtoni mosaic is prone 
to little color errors compared to the Bayer mosaic and the optimal mosaic CFA4b. 
This simply means that the Burtoni mosaic is less subject to interferences (such as 
145 
CHAPITRE 4. MATRICE DE FILTRES COULEURS INSPIRÉE DE LA VISION D'UN 
POISSON 
areas of high-contrast and fine details) that may cause color aliasing. In fact, by 
using knowledge about the human visual system, high frequency errors or differences 
are more noticeable than low frequency errors, and thus aliasing errors in the Cb 
and Cr bands translate into noticeable color errors or defects in images. These errors 
may appear for example, for the human visual system, in the form of desaturated 
colors or completely different colors between the original scene and the image given 
by the CFA. However, we precise here that we do not know how these errors would 
appear for Astatotilapia burtoni since we have no information about its perception. 
From Table 4.2, we conclude that the Bayer mosaic gives the highest aliasing error 
for all bands and for all semantic classes, except the homogenous class. Thus, the 
Bayer mosaic may be more sensitive in most cases to color aliasing than the Burtoni 
mosaic and the optimal CFA. Regarding the resolution errors in Table 4.3, it appears 
that the Bayer and CFA4b mosaics share/permute the best scores in almost all the 
semantic classes and for ail bands, the Bayer mosaic performing particularly well in 
the Y band. The Bayer mosaic has the smallest resolution error for all bands in the 
case of the bright, step and homogenous classes of images. For ail the other classes, 
no CFA pattern has the best performances for simultaneously all the bands, and thus 
none can be said to be better than the two others. However, each of the Bayer and 
CFA4b mosaics performs better than the Burtoni mosaic regarding the resolution 
error. In fact, we can observe in Table 4.4 that the Burtoni mosaic gives the highest 
resolution error for all the semantic sets and for all bands. As the resolution error is 
generally mostly apparent in the Y band compared to the Cb and Cr bands, the scores 
in Tables 4.3-4.4 suggest for example that the Burtoni mosaic is inferior to the Bayer 
and CFA4b mosaics in representing smooth regions or smooth details in an image. 
The scores in Tables 4.1-4.4, regarding the aliasing and resolution errors, confirm the 
choice of semantic classes for assessing the performance of CFAs. Indeed, it appears 
that, depending on the type/class of images, the CFAs exhibit different performances 
in reducing resolution and aliasing errors. Consequently, we can imagine the design of 
specialized cameras that are particularly efficient for the acquisition of some specific 
types of images or scenes. In general, the resolution error and the aliasing error vary in 
opposite directions, i.e. the resolution error tends to increase when the aliasing error 
decreases, and vice-versa. In order to give a unique value to the errors generated by 
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Table 4.5: Product of the resolution and aliasing errors percentage of minimal 
vi:tln =>s. 
HF. Aer. Ind. Fa.ce Aqu. Bri. Dark $tep. Hom. Line Text. 
y F 0.87 F 1.00 F 0.91 F 1.00 F 0.94 F 1.00 F 1.00 F 0.73 B 0.55 F 0.64 B 0.45 
B 0.07 c 0.09 B 0.06 c 0.18 F 0.45 B 0.27 c 0.45 
Cb F 0.93 F 0.71 F 1.00 F 0.88 F 0.89 F 1.00 F 1.00 F 0.73 B 0.82 F 0.55 F 0.36 
c 0.07 c 0.29 c 0.13 c 0.11 c 0.27 F 0.09 B 0.45 c 0.36 
Cr F 1.00 F 1.00 F 1.00 F 1.00 F0.89 F 1.00 F 1.00 F 0.91 B 0.64 F 0.82 F 0.36 
B 0.06 B 0.09 c 0.27 B 0.09 c 0.36 
Table 4.6: Product of the resolution and aliasing errors percentage of maximal 
v~ln "S. 
HF. Aer. lnd. Fa.ce Aqu. Bri. Dark Step. Hom. Li ne Text. 
y c 0.60 B 0.43 D 0.82 B 0.50 C0.61 B 0.83 B 0.50 c 0.45 c 0.73 B 0.45 F 0.73 
B 0.27 c 0:43 F 0.09 c 0.50 B 0.33 c 0.17 c 0.50 F 0.27 F 0.27 c 0.45 B 0.18 
Cb B 0.93 B 1.00 B 0.91 B 0.88 B 0.89 B 0.67 B 0.67 B 0.82 F 0.55 c 0.45 F 0.55 
C0.07 c 0.09 c 0.13 c 0.11 C0.33 c 0.33 F 0.09 c 0.45 B 0.36 c 0.27 
Cr B 0.73 B 0.43 B 0.64 B 0.75 B 0.61 B 0.50 B 0.67 C0.55 F 0.91 B 0.55 B 0.55 
c 0.27 c 0.43 c 0.36 c 0.25 c 0.33 c 0.50 c 0.33 B 0.36 c 0.09 F 0.27 F 0.27 
the différent CFAs, we propose to compute the product of the aliasing and resolution 
errors. We note that the multiplication is not motivated by any human perception 
aspect, but is simply used as a numerical criteria for optimality in order to make 
a compromise between the resolution error and the aliasing errer. The results of 
this product for the different CFAs, in percentage as in the case of the aliasing and 
resolution errors, are shown in Tables 4.5-4.6. The analysis which is made is that 
the CFA with the smallest value of the product has better performances in overall 
than the other CFAs. As can be seen in Table 4.5, the Burtoni mosaic gives the best 
results for the high frequency, aerial, indoor, face, aquatic, bright, dark, step and line 
semantic classes and for all bands. Thus, for scenes corresponding to those semantic 
classes, the Burtoni mosaic should be used preferably, compared to the Bayer and 
the CFA4b mosaics, for capturing images. The Burtoni mosaic is not the best for 
the homogenous and texture classes. In Table 4.6, we observe that the Bayer CFA 
gives the poorest results for the aerial, indoor, face, bright and dark classes and for 
all bands. 
147 
CHAPITRE 4. MATRICE DE FILTRES COULEURS INSPIRÉE DE LA VISION D'UN 
:POISSON 
4.5 Conclusion 
In this paper, we have presented a simple methodology for comparing the perfor-
mances of color filter arrays in capturing images. Our methodology does not involve 
demosaicing algorithms. It is based on the computation in the Fourier domain of the 
resolution and aliasing errors, which are two types of errors that can be coarsely seen 
as the reconstruction errors of the low frequency and high frequeny content respec-
tively. We have applied our methodology to evaluate a new CFA inspired from the 
retina of the fish Astatotilapia burtoni1 and we have compared that CFA to the Bayer 
mosaic and to an optimal CFA that includes non-RGB colors. The experimental re-
sults have shown that the Burtoni mosaic gives in overall the best performances for 
images belonging to the high frequency, aerial, indoor, face, aquatic, bright, dark, 
step and line classes, while it is not the best for the texture and homogenous classes. 
ln a more general sense, the experimental tests undertaken in this paper have revealed 
that some CFAs are better fitted for some types of 3D scenes or semantic classes of 
images. This gives rise to what we call the specialization of cameras, which is the pro-
cess that should lead to the design of cameras that are specialized and more efficient 
in the acquisition of some particular 3D scenes or types of images. 
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Appendix A. Computation of the Mosaiced Image 
Let us dcfinc by I a color image with color pixels J(p, q) = [I(p, q)i, I(p, q)2 , J(p, q)J] 
in the RGB vectorial color space. J(p, q)i represents the red (R) component, l(p, q)2 
the green (G) component, and I(p, q)J the blue (B) componènt. Since information 
about the arrangement of color filters in the actual CFA is readily availablc eithcr 
from the camera manufacturer (when demosaicing is implemented in the camera), 
or obtained from the raw CFA image, a M x N vectorial field d : N2 ~ {O, 1}3 of 
the corresponcling location ftags d(p, q)k, k E {1, 2, 3}, is initialized using the default 
vaJue d(p, q)k = 1 to indicate that the primary color indexed by k is found in the 
CFA at position (p, q) . In the CFA pattern shown in Fig. 4.7a for example, we have 
d(p, q)i = 0, d(p, q)2 = 1, d(p, q)3 = 0, d(p, q-2)3 = 1, d(p, q-l)i = 1, d(p, q+lh = 1, 
and d(p, q + 2)i = 1. 
i 1 : 
1 : . ' . 
(p.q ) (p.q 1) (p,q) (p,q ) (pq ) a {p,q-2) (p.q-1} (p.q) (r.q • I) (p.q •2) b 
Figure 4.7: Parts of a CFA pattern (a) with only ~GB primary colors (b) with non-
primary colors. 
The mosaiced image Af, associated to the image I and to the CFA characterized by 
the vectorial field d, is given by: 
M(p, q) = I(p, q) ® d(p, q) (4.3) 
wherc ® denotcs the clement-wisc product. In the case of CFAs that includc non-
primary color pixels, d(p, q)k = 1 if the primary color indexed by k is used in the 
additive color synthesis that produces the color found in the CFA at position (p, q). 
In the CFA pattern shown in Fig. 4.7b (made up of blue, green, yellow, cyan and red 
colors), wehaved(p,q)1 =1, d(p,q)2 = 1, d(p,q)J = 0, d(p,q+l)1=0, d(p,q+lh = 1, 
d(p, q + 1)3 = 1, d(p, q - 2)3 = 1, d(p, q - lh = 1, and d(p, q + 2)1 = 1. For this type 
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of CFA, the mosa.iced image Mis given by: 
M(p ) 
- I(p, q)k X d(p, q)k 
'q k - 3 d( ) I:k=l p, q k 
(4.4) 
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Au cours de cette maîtrise, nous avons travaillé sur trois aspects différents de la 
formation d'image. Nous avons tout d'abord décrit les modèles de formation d'image 
utilisés dans la plupart des travaux. Nous avons ensuite critiqué ces modèles en soule-
vant le fait que, dans ceux-ci, certaines informations sont ignorées ou perdues comme 
les différents rayons lumineux de la scène. Cette critique du modèle traditionnel de 
formation d'image nous a mené à étudier un modèle de formation d'image utilisant 
les champs lumineux. Ce modèle nous permet de calculer la trajectoire des rayons 
arrivant sur le plan image et explique la formation du flou présent dans les images. 
Grâce à ce modèle, nous avons pu reconstitué un champ lumineux à partir d'images 
floues en effectuant l'estimation de celui-ci. Pour ce faire, nous avons utilisé une mé-
thode de résolution utilisant les moindres carrés et une méthode variationnelle qui, à 
notre connaissance, n'a jamais été utilisée pour l'estimation de champs plénoptiques. 
Ces techniques d'estimation nous ont permis de retrouver un champ lumineux sans 
ajouter de composants additionnels à notre caméra. Puis, à partir des champs estimés, 
nous avons exposé des applications simples correspondant à l'utilisation directe des 
modèles de projection du champ plénoptique. Suite à ce travail, nous avons abordé 
une autre étape de la formation d'image indépendante des champs plénoptiques, les 
CFAs. En effet, avant d'arriver sur le capteur de la caméra, la lumière passe par un 
CFA. Nous avons vu qu'il existe plusieurs modèles de CFAs et nous en avons présenté 
un nouveau, le CFA de Burtoni. Nous avons comparé ce CFA avec d'autres CFAs 
existant en utilisant une mesure d'aliasing et de résolution sur différentes classes 
d'images. Ces mesures sont effectuées sur des images filtrées par ces CFAs, donc sans 
démosaïquage. Au final, nous avons conclu que ce CFA de Burtoni est meilleur pour 
la mesure d'aliasing que pour la mesure de résolution. 
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Cependant, tous les problèmes liés à ces travaux n'ont pas été résolus dans cette maî-
trise. En effet, certains artéfacts apparaissent dans les chàmps lumineux estimés. Ces 
artéfacts peuvent être dus à une mauvaise estimation du flou ou à l'algorithme d'es-
timation. La recherche d'une technique d'estimation du flou très précise permettrait 
d'améliorer la qualité du champ lumineux obtenu. Aussi, Putilisation d'une technique 
de débruitage plus réaliste permettrait sûrement de supprimer le bruit apparaissant 
dans le champ lumineux. Pour ce qui est des CFAs, nous n'avons travaillé qu'en ef-
fectuant des simulations qui pourraient s'avérer être éloignées de la réalité. Il nous 
faudrait pouvoir tester le CFA de Burtoni et notre approche d'évaluation des CFAs 
dans un cas réel. Ces tests imposeraient donc la fabrication et l'intégration du CFA 
de Burtoni dans une caméra. Enfin, nous pouvons imaginer comme perspective future 
sur ces travaux, l'intégration des modèles et des méthodes que nous avons développés 
au sein d'une caméra. 
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Annexe A 
Démonstration de l'orientation du 
domaine d'intégration du champ 
lumineux dans le cas d'une lentille 
• mince 
Nous allons démontrer les relations (2.33) et (2.34) utilisées dans la partie 2.5.2. 
Dans la figure A.1, nous avons un rayon de lumière passant par un point de coordonnée 
x et celui-ci coupe le plan U en u et le plan Sen s. Pour trouver la relation entres, 
u, x, z et do, nous utilis9ns le théorème de Thalès sur le triangle constitué par le plan 
S, le plan U et le rayon de lumière. Nous avons donc: 





U = , ,_X+ , L S. 
Z-u.o Z - uo 
(A.2) 
Aussi, en optique, nous savons que la focale de la lentille f, la distance entre 
la lentille et le plan image d0 et la profondeur d'un point au focus z suivent la loi 
suivante: 
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DU CHAMP LUMINEUX DANS LE CAS D'UNE LENTILLE MINCE 
Monda plat scène 20 
Position 11orizontal e .. 
Rayon de k.1mlere 
· · · .. ~ · · · -~lllliKm:œ .. .... . rwA 
do 
Le plan Image 
Figure A.1 - Illustration d'un rayon de lumière passant .par un point au focus. Les 
valeurs do et z représentent respectivement la distance entre la lentille et le plan image 
et la distance entre les points au focus et la lentille. u, x, s sont les coordonnées de 
1 'intersection entre le rayon de lumière et les divers plans. Image tirée de (36] . 
(A.3) 
Alors, en combinant l'équation (A.2) et l'équation (A.3), nous avons : 
do 
u = ..!l:sJ.L (x - s) + s 
do - do-! 
(A.4) 
(A.5) 
Nous avons maintenant la relation entre un point de la scène au focus et les coor-
données du champ lumineux. Nous observons dans la figure 2.17 qu'un point sur le 
plan au focus est en relation avec un pixel sur le plan image. Essayons de trouver 
cette relation en s'aidant de la figure A.2 qui illustre les constructions géométriques 
des rayons en optique. Dans la figure. A.2, nous avons tracé la projection d'un point 
de la scène au focus sur le plan image en nous aidant des principes de la géométrie 
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Monde plat scène 20 
Position horizontale • 
~r:: ; ..···-:.·.-.-.-.-.:.·.· .·.·.:::.~.I" 
- • • • • . ... f!.a!ljJ 
xo c 
Figure A.2 - Projection d'un point de la scène sur le plan image à l'aide d'une lentille 
mince. Les valeurs z et d0 représentent respectivement la distance entre les points 
au focus et la lentille et la distance entre la lentille et le plan image. La focale de la 
lentille est f. La coordonnée du point au focus est x sur l'axe X etc est la coordonnée 
de l'élément du plan image sur l'axe X. Image tirée de [36]. 
optique. Dans cette figure, nous avons tracé en rouge une configuration intéressante 
nous permettant encore d'utiliser le théorème de Thalès pour trouver la relation entre 
le point de la scène et l'élément du plan image. Ce théorème nous permet d'établir la 
relation suivante : 
-x z 
c= do. 
En combinant l'équation (A.3) avec l'équation (A.6), nous avons : 
- ! 
:c = (do - !) c. 




ANNEXE A. DÉMONSTRATION DE L'ORIENTATION DU DOMAINE D'INTÉGRATION 
DU CHAMP LUMINEUX DANS LE CAS D'UNE LENTILLE MINCE 
-! 
u= do- 2/(c+s). 
(A.8) 
Enfin, la projection de la scène sur le plan image donne une image inversée. Nous 
posons d la coordonnée d 'un pixel de l'image non inversée. Nous avons alors Xp = -c. 
Ainsi, l'équation (A.8) devient : 
f 





s = - f u+ x1,. (A.10) 
L'intégration du champ lumineux à l'aide d'une lentille mince est donc orientée 
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