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Abstract. This paper is concerned with a linear-quadratic (LQ, for short) optimal control problem
for backward stochastic differential equations (BSDEs, for short), where the coefficients of the
backward control system and the weighting matrices in the cost functional are allowed to be
random. By a variational method, the optimality system, which is a coupled linear forward-
backward stochastic differential equation (FBSDE, for short), is derived, and by a Hilbert space
method, the unique solvability of the optimality system is obtained. In order to construct the
optimal control, a new stochastic Riccati-type equation is introduced. It is proved that an adapted
solution (possibly non-unique) to the Riccati equation exists and decouples the optimality system.
With this solution, the optimal control is obtained in an explicit way.
Keywords. linear-quadratic optimal control, backward stochastic differential equation, random
coefficient, stochastic Riccati equation.
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1 Introduction
Let (Ω,F ,P) be a complete probability space on which a standard one-dimensional Brownian
motionW = {W (t); t > 0} is defined, and let F = {Ft}t>0 be the usual augmentation of the natural
filtration generated by W . For a random variable ξ, we write ξ ∈ Ft if ξ is Ft-measurable, and for
a process ϕ, we write ϕ ∈ F if it is F-progressively measurable. For a matrix H = (hij) ∈ Rk×l,
we use |H | to denote the Frobenius norm of H , that is, |H | = (
∑
i,j |hij |
2)
1
2 . Let T > 0 be a fixed
time horizon and H be a subset of Rk×l. For t ∈ [0, T ], we let
L2Ft(Ω;H) =
{
ξ : Ω→ H | ξ ∈ Ft and E|ξ|
2 <∞
}
,
L∞
F
(t, T ;H) =
{
ϕ : [t, T ]× Ω→ H | ϕ ∈ F and is bounded
}
.
Consider the controlled linear backward stochastic differential equation (BSDE, for short):{
dY (s) =
{
A(s)Y (s) +B(s)u(s) + C(s)Z(s)
}
ds+ Z(s)dW (s),
Y (T ) = ξ,
(1.1)
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where A,C ∈ L∞
F
(0, T ;Rn×n) and B ∈ L∞
F
(0, T ;Rn×m), called the coefficients of the state equation
(1.1), are given processes; u : [0, T ]× Ω → Rm, called a control process, is selected from a certain
space to influence the state process (Y, Z); and ξ ∈ L2FT (Ω;R
n), called an terminal state, is a given
random variable. According to the standard result of BSDEs (see [15], for example), the state
equation (1.1) admits a unique adapted solution (Y, Z) ≡ (Y ξ,u, Zξ,u) over [t, T ] whenever the
control u is square-integrable over [t, T ], i.e., whenever u belongs to the following space:
U [t, T ] ≡ L2
F
(t, T ;Rm) =
{
ϕ : [t, T ]× Ω→ Rm
∣∣ ϕ ∈ F and E∫ T
t
|ϕ(s)|2ds <∞
}
.
Moreover, there exists a constant K > 0, independent of (t, x) and u, such that
E
[
sup
t6s6T
|Y (s)|2 +
∫ T
t
|Z(s)|2ds
]
6 KE
[
|ξ|2 +
∫ T
t
|u(s)|2ds
]
.
Let Sn be the set of symmetric n× n real matrices, and let Sn+ be the subset of S
n consisting
of positive semi-definite matrices. To measure the performance of the control process u over [t, T ],
we introduce the following quadratic cost functional
J(t, ξ;u) = E
{
〈GtY (t), Y (t)〉 +
∫ T
t
[
〈Q(s)Y (s), Y (s)〉+ 〈N(s)Z(s), Z(s)〉
+ 〈R(s)u(s), u(s)〉
]
ds
}
, (1.2)
where Gt : Ω → Sn is a bounded Ft-measurable random variable, Q,N ∈ L∞F (0, T ; S
n
+), R ∈
L∞
F
(0, T ; Sm+ ), and 〈· , ·〉 denotes the Frobenius inner product of two matrices. With the state
equation (1.1) and the cost functional (1.2), the backward linear-quadratic (LQ, for short) optimal
control problem can be stated as follows.
Problem (BLQ). For given terminal state ξ ∈ L2FT (Ω;R
n), find a control u∗ ∈ U [t, T ] such that
J(t, ξ;u∗) = inf
u∈U [t,T ]
J(t, ξ;u) ≡ V (t, ξ). (1.3)
A control u∗ ∈ U [t, T ] satisfying (1.3) is called an optimal control of Problem (BLQ) for the
terminal state ξ; the corresponding state process (Y ∗, Z∗) ≡ (Y ξ,u
∗
, Zξ,u
∗
) is called an optimal
state process; the three-tuple (Y ∗, Z∗, u∗) is called an optimal triple; and the function V is called
the value function of Problem (BLQ).
The backward LQ optimal control problem has important applications in mathematical finance,
especially in financial investment problems with future conditions (as random variables) specified;
see, [6, 7, 9, 15]. It also has a great potential in studying stochastic differential games, as a backward
LQ optimal control problem arises naturally when we consider the game in a leader-follower manner;
see for example, [14]. Problem (BLQ) with deterministic coefficients and weighting matrices was
initially studied by Lim–Zhou [7] in 2001. Since then there has been extensive research on the
LQ optimal control (and game) problems for BSDEs. See, for example, Huang–Wang–Wu [4],
Wang–Xiao–Xiong [13], Du–Huang–Wu [3], Li–Sun–Xiong [5], and Bi–Sun–Xiong [1]. Note that
in our Problem (BLQ), the coefficients of (1.1) and the weighting matrices in (1.2) are allowed
to be random. This feature makes it more complicated and difficult to study. Since proposed
by Lim–Zhou [7] as an open problem, there are few significative results on Problem (BLQ) with
random coefficients so far.
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One difficulty in solving random-coefficient backward LQ Problems is the solvability of the
stochastic Riccati equation:
dΣ(s) =
[
ΣA⊤ +AΣ + ΣQΣ−BR−1B⊤ + ΛN(In +ΣN)
−1Λ − C(In +ΣN)
−1ΣC⊤
− C(In +ΣN)
−1Λ− Λ(In +NΣ)
−1C⊤
]
ds− ΛdW (s), s ∈ [0, T ],
Σ(T ) = 0,
(1.4)
where the argumet s is suppressed for notational simplicity (and we will frequently do so in the
sequel if no confusion occurs). Different from the deterninistic case studied in [7], the equation
(1.4) is now a fully nonlinear BSDE with quadratic growth in Λ. Due to the presence of Λ
and (In + NΣ)
−1, the method used in [7] cannot be easily applied to our Problem (BLQ). For
deterministic-coefficient backward LQ Problems, it has been shown in [7] and [5] that, in order
to construct the optimal control, besides an ordinary Riccati equation, one need also consider an
associated uncontrolled BSDE with bounded deterministic coefficients. Another difficulty is that
for our Problem (BLQ), we have to consider the solvability of a BSDE with unbounded random
coefficients. To our best knowledge, there are only a few papers dealing with such kind of BSDEs,
and no existing results ensure the existence of an adapted solution to the BSDE associated with
Problem (BLQ).
The purpose of this paper is to overcome the above difficulties and to give a complete solution
of Problem (BLQ) under the following condition: For some δ > 0,
Q(s) > 0, N(s) > δIn, R(s) > δIm, s ∈ [0, T ], (1.5)
We shall show that Problem (BLQ) is uniquely solvable and establish the global solvability of the
stochastic Riccati equation (1.4) under the condition (1.5). With the adapted solution to (1.4),
we further introduce a decoupled system of forward-backward stochastic differential equations
(FBSDEs, for short) with unbounded random coefficients and establish its unique solvability. Then
we provide an explicit representation for the unique optimal control of Problem (BLQ), in terms
of the solutions to (1.4) and the decoupled system of FBSDEs.
The rest of this paper is organized as follows. In Section 2, we collect some preliminary results of
BSDEs. Section 3 is devoted to deriving the optimality system for Problem (BLQ) and establishing
its unique solvability. To decouple the optimality system, we introduce a new stochastic Riccati-
type equation and a decoupled system of FBSDEs with unbounded coefficients in Section 4. Finally,
we establish the solvabilities of the stochastic Riccati equation and the decoupled system of FBSDEs
in Section 5.
2 Preliminaries
Throughout this paper, Rn×m is the Euclidean space consisting of n×m real matrices, endowed with
the Frobenius inner product 〈M,N〉 , tr [M⊤N ], where M⊤ and tr (M) stand for the transpose
and the trace of M , respectively. The identity matrix of size n is denoted by In. When m = 1,
we simply write Rn×1 as Rn. If there is no confusion, we shall use 〈· , ·〉 for inner products in
possibly different Hilbert spaces and denote by | · | the norm induced by 〈· , ·〉. Besides the notation
introduced in Section 1, the following notation will be also frequently used in this paper:
L∞Ft(Ω;H) =
{
ξ : Ω→ H | ξ ∈ Ft is bounded
}
;
L∞
F
(Ω;C([t, T ];H)) =
{
ϕ : [t, T ]× Ω→ H | ϕ ∈ F is continuous and bounded
}
;
3
L1
F
(Ω;L2(t, T ;H)) =
{
ϕ : [t, T ]× Ω→ H | ϕ ∈ F and E
[ ∫ T
t
|ϕ(s)|2ds
] 1
2 <∞
}
;
L2
F
(t, T ;H) =
{
ϕ : [t, T ]× Ω→ H | ϕ ∈ F and E
∫ T
t
|ϕ(s)|2ds <∞
}
;
L2
F
(Ω;C([t, T ];H)) =
{
ϕ : [t, T ]× Ω→ H | ϕ ∈ F is continuous and E
[
supt6s6T |ϕ(s)|
2
]
<∞
}
.
For M,N ∈ Sn, we use the notation M > N (respectively, M > N) to indicate that M − N
is positive semi-definite (respectively, positive definite). Further, for an Sn-valued measurable
function F on [t, T ], we write
F > 0 if F (s) > 0, a.e. s ∈ [t, T ],
F > 0 if F (s) > 0, a.e. s ∈ [t, T ],
F ≫ 0 if F (s) > δIn, a.e. s ∈ [t, T ], for some δ > 0.
We will say that F is uniformly positive definite if F ≫ 0.
For the state system (1.1) and the cost functional (1.2), we impose the following assumptions.
(H1). The coefficients of the state equation (1.1) satisfy
A,C ∈ L∞
F
(0, T ;Rn×n), B ∈ L∞
F
(0, T ;Rn×m).
(H2). The weighting coefficients in the cost functional (1.2) satisfy
Q,N ∈ L∞
F
(0, T ; Sn+), R ∈ L
∞
F
(0, T ; Sm+ ), Gt ∈ L
∞
Ft(Ω; S
n
+).
Moreover, there exists a constant δ > 0 such that
R(s) > δIm, a.e. s ∈ [0, T ], a.s.
We now present a result concerning the well-posedness of the state equation (1.1).
Theorem 2.1. Let (H1) hold. Then for any terminal state ξ ∈ L2FT (Ω;R
n) and control u ∈ U [t, T ],
the state equation (1.1) admits a unique adapted solution
(Y, Z) ≡ (Y ξ,u, Zξ,u) ∈ L2
F
(Ω;C([t, T ];Rn))× L2
F
(t, T ;Rn).
Moreover, there exists a constant K > 0, independent of t, ξ and u, such that
E
[
sup
t6s6T
|Y (s)|2 +
∫ T
t
|Z(s)|2ds
]
6 KE
[
|ξ|2 +
∫ T
t
|u(s)|2ds
]
, (2.1)
sup
t6s6T
Et|Y (s)|
2 + Et
∫ T
t
|Z(s)|2ds 6 KEt
[
|ξ|2 +
∫ T
t
|u(s)|2ds
]
, a.s., (2.2)
where Et[ · ] = E[ · | Ft] is the conditional expectation operator.
Proof. It is standard to obtain the existence and uniqueness of the adapted solution to (1.1) and
the estimate (2.1). The details and proofs of this reslut can be found in [15]. We only sketch the
proof of estimate (2.2) here. Applying Itoˆ’s formula to s 7→ |Y (s)|2 yields that
|Y (s)|2 +
∫ T
s
|Z(r)|2dr − 2
∫ T
s
Y (r)⊤Z(r)dW (r)
= |ξ|2 + 2
∫ T
s
Y (r)⊤
[
A(r)Y (r) +B(r)u(r) + C(r)Z(r)
]
dr, s ∈ [t, T ]. (2.3)
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Taking conditional expectations with respect to Ft on the both sides of (2.3) and by (H1), we get
Et|Y (s)|
2 + Et
∫ T
s
|Z(r)|2dr
6 KEt|ξ|
2 +KEt
{∫ T
s
[
|Y (r)|2 + |Y (r)||Z(r)| + |Y (r)||u(r)|
]
dr
}
, s ∈ [t, T ]. (2.4)
By Young inequality, it is clearly seen from (2.4) that
Et|Y (s)|
2 + Et
∫ T
s
|Z(r)|2dr
6 KEt|ξ|
2 +KEt
{∫ T
s
[
|Y (r)|2 + |u(r)|2
]
dr
}
+
1
2
Et
∫ T
s
|Z(r)|2dr, s ∈ [t, T ], (2.5)
which implies that
Et|Y (s)|
2 + Et
∫ T
s
|Z(r)|2dr 6 KEt|ξ|
2 +KEt
{∫ T
s
[
|Y (r)|2 + |u(r)|2
]
dr
}
, s ∈ [t, T ]. (2.6)
The estimate (2.2) then follows from Gro¨nwall’s inequality immediately.
Under (H1), Theorem 2.1 shows that for any ξ ∈ L2FT (Ω;R
n) and u ∈ U [t, T ], the state equation
(1.1) admits a unique adapted solution (Y, Z) ∈ L2
F
(Ω;C([t, T ];Rn))×L2
F
(t, T ;Rn). If, in addition,
(H2) holds, then the random variables on the right-hand side of (1.2) are integrable and hence
Problem (BLQ) is well-posed.
3 Optimality Systems and Coupled FBSDEs
In this section, we shall derive the optimality system for the optimal control of Problem (BLQ) by
a variational method and then study the unique solvability of the optimality system from a Hilbert
space point of view.
Theorem 3.1. Suppose that (H1) and (H2) hold. Then for any given terminal state ξ ∈
L2FT (Ω;R
n), u∗ ∈ U [t, T ] is optimal for Problem (BLQ) if and only if the adapted solution
(Y ∗, Z∗, X∗) to the following FBSDE
dY ∗(s) =
{
A(s)Y ∗(s) +B(s)u∗(s) + C(s)Z∗(s)
}
ds
+ Z∗(s)dW (s), s ∈ [t, T ],
dX∗(s) =
{
−A(s)⊤X∗(s) +Q(s)Y ∗(s)
}
ds
+
{
− C(s)⊤X∗(s) +N(s)Z∗(s)
}
dW (s), s ∈ [t, T ],
Y ∗(T ) = ξ, X∗(t) = GtY
∗(t)
(3.1)
satisfies the following stationary condition:
R(s)u∗(s)−B(s)⊤X∗(s) = 0, a.e. s ∈ [t, T ], a.s. (3.2)
Proof. By the definition of Problem (BLQ), u∗ is an optimal control if and only if
J(t, ξ;u∗) 6 J(t, ξ;u∗ + εu), ∀ ε ∈ R, u ∈ U [t, T ]. (3.3)
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For any fixed but arbitrary ε ∈ R and u ∈ U [t, T ], let (Yε, Zε) be the adapted solution of BSDE
(1.1) corresponding to the terminal state ξ and control u∗ + εu; that is
dYε(s) =
{
A(s)Yε(s) +B(s)(u
∗(s) + εu(s)) + C(s)Zε(s)
}
ds
+ Zε(s)dW (s), s ∈ [t, T ],
Yε(T ) = ξ.
(3.4)
Let (Y, Z) be the adapted solution of the following BSDE:
dY (s) =
{
A(s)Y (s) +B(s)u(s) + C(s)Z(s)
}
ds
+ Z(s)dW (s), s ∈ [t, T ],
Y (T ) = 0.
(3.5)
By the linearity of BSDEs (3.4), (3.5), (3.1) and the uniqueness of the adapted solution to BSDE
(3.4), we get
Yε = Y
∗ + εY, Zε = Z
∗ + εZ. (3.6)
Then it is straightforward to deduce the following representation of the difference J(t, ξ;u∗+εu)−
J(t, ξ;u∗):
J(t, ξ;u∗ + εu)− J(t, ξ;u∗)
= ε2E
{〈
GtY (t), Y (t)
〉
+
∫ T
t
(
〈QY, Y 〉+ 〈NZ,Z〉+ 〈Ru, u〉
)
ds
}
+ 2εE
{〈
GtY
∗(t), Y (t)
〉
+
∫ T
t
(
〈QY ∗, Y 〉+ 〈NZ∗, Z〉+ 〈Ru∗, u〉
)
ds
}
. (3.7)
Thus the condition (3.3) is equivalent to
ε2E
{〈
GtY (t), Y (t)
〉
+
∫ T
t
(
〈QY, Y 〉+ 〈NZ,Z〉+ 〈Ru, u〉
)
ds
}
+ 2εE
{〈
GtY
∗(t), Y (t)
〉
+
∫ T
t
(
〈QY ∗, Y 〉+ 〈NZ∗, Z〉+ 〈Ru∗, u〉
)
ds
}
> 0, ∀ε ∈ R, u ∈ U [t, T ]. (3.8)
It is clearly seen from (H2) that
E
{〈
GtY (t), Y (t)
〉
+
∫ T
t
(
〈QY, Y 〉+ 〈NZ,Z〉+ 〈Ru, u〉
)
ds
}
> 0, ∀u ∈ U [t, T ].
Note that for any fixed u and ξ, the left-hand term of (3.8) could be regarded as a quadratic
polynomial of the variable ε. Hence, (3.8) holds if and only if
E
{〈
GtY
∗(t), Y (t)
〉
+
∫ T
t
(
〈QY ∗, Y 〉+ 〈NZ∗, Z〉+ 〈Ru∗, u〉
)
ds
}
= 0, ∀u ∈ U [t, T ]. (3.9)
By applying Itoˆ’s formula to s 7→ 〈X∗(s), Y (s)〉 on [t, T ] and then taking expectation, we get
E
〈
GtY
∗(t), Y (t)
〉
= E
〈
X∗(t), Y (t)
〉
= −E
∫ T
t
(
〈QY ∗, Y 〉+ 〈B⊤X∗, u〉+ 〈NZ∗, Z〉
)
ds.
Substituting the above into (3.9) yields that
E
∫ T
t
〈
Ru∗ −B⊤X∗, u
〉
ds = 0, ∀u ∈ U [t, T ], (3.10)
which implies that the stationary condition (3.2) holds. By reversing the above arguments, the
sufficiency of (3.2) follows easily.
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The system (3.1), together with the stationary condition (3.2), is referred to as the optimality
system for Problem (BLQ). For any given u∗ ∈ U [t, T ], the system (3.1) is a decoupled FBSDE.
However, note that the optimal control u∗ necessarily satisfies the stationary condition (3.2), which
is equivalent to
u∗(s) = R(s)−1B(s)⊤X∗(s), a.e. s ∈ [t, T ], a.s. (3.11)
Substituting the above into (3.1), the optimality system becomes a coupled FBSDE as follows:
dY ∗(s) =
{
A(s)Y ∗(s) +B(s)R(s)−1B(s)⊤X∗(s) + C(s)Z∗(s)
}
ds
+ Z∗(s)dW (s), s ∈ [t, T ],
dX∗(s) =
{
−A(s)⊤X∗(s) +Q(s)Y ∗(s)
}
ds
+
{
− C(s)⊤X∗(s) +N(s)Z∗(s)
}
dW (s), s ∈ [t, T ],
Y ∗(T ) = ξ, X∗(t) = GtY
∗(t).
(3.12)
In the subsequent analysis, we shall consider the well-posedness of FBSDE (3.12). To begin with,
we present a unique solvability result of Problem (BLQ).
Theorem 3.2. Suppose that (H1) and (H2) hold. Then for any terminal state ξ ∈ L2FT (Ω;R
n),
Problem (BLQ) admits a unique optimal control.
Proof. For any u ∈ U [t, T ], consider the following BSDE:
dY 0,u(s) =
{
A(s)Y 0,u(s) +B(s)u(s) + C(s)Z0,u(s)
}
ds
+ Z0,u(s)dW (s), s ∈ [t, T ],
Y 0,u(T ) = 0.
(3.13)
By Theorem 2.1, the above BSDE admits a unique adapted solution (Y 0,u, Z0,u) ∈
L2
F
(Ω;C([t, T ];Rn)) × L2
F
(t, T ;Rn). By the linearity of BSDE (3.13), we can define two bounded
linear operators L : U [t, T ]→ L2
F
(Ω;C([t, T ];Rn))× L2
F
(t, T ;Rn) and M : U [t, T ]→ L2Ft(Ω;R
n) as
follows:
Lu = (Y 0,u, Z0,u), Mu = Y 0,u(t), u ∈ U [t, T ]. (3.14)
Also we can define the linear operators N : L2FT (Ω;R
n)→ L2
F
(Ω;C([t, T ];Rn))× L2
F
(t, T ;Rn) and
O : L2FT (Ω;R
n)→ L2Ft(Ω;R
n) as follows:
N ξ = (Y ξ,0, Zξ,0), Oξ = Y ξ,0(t), ξ ∈ L2FT (Ω;R
n), (3.15)
with (Y ξ,0, Zξ,0) being the adapted solution of the following BSDE:{
dY ξ,0(s) =
{
A(s)Y ξ,0(s) + C(s)Zξ,0(s)
}
ds+ Zξ,0(s)dW (s), s ∈ [t, T ],
Y ξ,0(T ) = ξ.
(3.16)
Observe that for any (ξ, u) ∈ L2FT (Ω;R
n) × U [t, T ], the sum (Y 0,u + Y ξ,0, Z0,u + Zξ,0) satisfies
BSDE (1.1). By the uniqueness of the adapted solution to BSDE (1.1), we get
(Y, Z) = (Y 0,u + Y ξ,0, Z0,u + Zξ,0) = Lu +N ξ. (3.17)
In particular, the initial value Y (t) is given by
Y (t) = Y 0,u(t) + Y ξ,0(t) =Mu+Oξ. (3.18)
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Now let A∗ denote the adjoint operator of a linear operator A, and define the bounded linear
operator Q : L2
F
(t, T ;Rn)× L2
F
(t, T ;Rn)→ L2
F
(t, T ;Rn)× L2
F
(t, T ;Rn) by
Q ,
(
Q 0
0 N
)
. (3.19)
Then by the representations (3.17), (3.18), and (3.19), the cost functional (1.2) can be rewritten
as follows:
J(t, ξ;u) = E
{
〈GtY (t), Y (t)〉+
∫ T
t
[〈(
Q(s) 0
0 N(s)
)(
Y (s)
Z(s)
)
,
(
Y (s)
Z(s)
)〉
+ 〈R(s)u(s), u(s)〉
]
ds
}
=
〈
Gt(Mu+Oξ),Mu+Oξ
〉
+
〈
Q(Lu+N ξ),Lu +N ξ
〉
+
〈
Ru, u
〉
=
〈
(M∗GtM+ L
∗QL+R)u, u
〉
+ 2
〈
(O∗GtM+N
∗QL)u, ξ
〉
+
〈
(O∗GtO +N
∗QN )ξ, ξ
〉
. (3.20)
Since all the linear operators involved in the above are bounded, the map u 7→ J(t, ξ;u) is contin-
uous. Due to the facts that Q > 0, Gt > 0 and R > δIn obtained from (H2), we have
〈
(M∗GtM+ L
∗QL+R)u, u
〉
> 〈Ru, u〉 = E
∫ T
t
〈R(s)u(s), u(s)〉ds > δE
∫ T
t
|u(s)|2ds,
which implies the map u 7→ J(t, ξ;u) is strictly convex, and that
J(t, ξ;u)→∞ as E
∫ T
t
|u(s)|2ds→∞.
Therefore, by the basic theorem in convex analysis, the unique solvability of Problem (BLQ), for
any given terminal state ξ ∈ L2FT (Ω;R
n), is obtained.
Combining Theorem 3.1 with Theorem 3.2 together, we get the unique solvability of FBSDE
(3.12) immediately.
Theorem 3.3. Suppose that (H1) and (H2) hold. Then for any terminal state ξ ∈ L2FT (Ω;R
n),
the coupled FBSDE (3.12) admits a unique adapted solution (Y ∗, Z∗, X∗) ∈ L2
F
(Ω;C([t, T ];Rn))×
L2
F
(t, T ;Rn)× L2
F
(Ω;C([t, T ];Rn)). Moreover, the unique optimal control of Problem (BLQ) for ξ
is given by
u∗(s) = R(s)−1B(s)⊤X∗(s), s ∈ [t, T ]. (3.21)
Remark 3.4. We emphasize that in FBSDE (3.12), the terminal state Y ∗(T ) is an arbitrary
FT -measurable random vector and the initial state X∗(t) is determined by the initial value of
Y ∗. Thus the form of FBSDE (3.12) is a little different from the standard FBSDEs (see [8], for
example).
4 Decoupling, Riccati equatuion, BSDE and FSDE with un-
bounded coefficients
Since the optimality system is a fully coupled FBSDE, it usually becomes difficult to find the op-
timal control by solving (3.12) directly. Then, to construct an optimal control from the optimality
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system (3.12), a decoupling technique needs to be adopted. Thus, we now introduce the following
stochastic Riccati-type equation:
dΣ(s) =
[
ΣA⊤ +AΣ + ΣQΣ−BR−1B⊤ + ΛN(In +ΣN)
−1Λ − C(In +ΣN)
−1ΣC⊤
− C(In +ΣN)
−1Λ− Λ(In +NΣ)
−1C⊤
]
ds− ΛdW (s), s ∈ [0, T ],
Σ(T ) = 0.
(4.1)
If the above equation is solvable with (Σ,Λ) being a solution, we introduce the following BSDE:
dϕ(s) =
{
(A+ΣQ)ϕ− C(In +ΣN)
−1β + ΛN(In +ΣN)
−1β
}
ds
− βdW (s), s ∈ [t, T ],
ϕ(T ) = −ξ.
(4.2)
It is noteworthy that Λ is merely square-integrable in general, thus (4.2) is a BSDE with unbounded
coefficients. Suppose that BSDE (4.2) has a solution (ϕ, β), we consider the following forward
stochastic differential equation (FSDE, for short):
dX(s) = −
{
(A⊤ +QΣ)X +Qϕ
}
ds+
{
− C⊤X +N(In +ΣN)
−1(Λ + ΣC⊤)X
+N(In +ΣN)
−1β
}
dW (s), s ∈ [t, T ],
X(t) = −(In +GtΣ(t))
−1Gtϕ(t).
(4.3)
Similar to (4.2), the coefficients of FSDE (4.3) are also unbounded in general. Under the assumption
that the above equations (4.1)–(4.2)–(4.3) are solvable, the following result provides a method of
decoupling FBSDE (3.12). At first, we impose an additional assumption for the weighting matrix
N of cost functional (1.2).
(H3). There exist two constants δ, λ > 0 such that
δIn 6 N(s) 6 λIn, a.s., a.e. s ∈ [0, T ], (4.4)
or, equivalently,
1
λ
In 6 N(s)
−1 6
1
δ
In, a.s., a.e. s ∈ [0, T ], (4.5)
where N(s)−1 stands for the inverse of N(s).
Since N is assumed to be bounded in (H2), the existence of λ can follow from that easily.
Theorem 4.1. Let (H1)–(H2)–(H3) hold. Suppose that the Riccati equation (4.1) has a solu-
tion (Σ,Λ) ∈ L∞
F
(Ω;C([0, T ]; Sn+)) × L
2
F
(0, T ; Sn) such that the corresponding decoupled system of
BSDE (4.2) and FSDE (4.3) has a solution (ϕ, β,X) ∈ L2
F
(Ω;C([t, T ];Rn))×L1
F
(Ω;L2(t, T ;Rn))×
L2
F
(Ω;C([t, T ];Rn)). Then the unique adapted solution (Y ∗, Z∗, X∗) of FBSDE (3.12) can be given
by
(Y ∗, Z∗, X∗) =
(
− ΣX − ϕ, (In +ΣN)
−1(ΛX +ΣC⊤X + β), X
)
, (4.6)
and the unique optimal control u∗ of Problems (BLQ) has the following explicit representation:
u∗ = R−1B⊤X. (4.7)
Proof. For convenience, we denote
(Ŷ , Ẑ, X̂) ,
(
− ΣX − ϕ, (In +ΣN)
−1(ΛX +ΣC⊤X + β), X
)
. (4.8)
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Note that ∫ T
t
∣∣(In +ΣN)−1(ΛX +ΣC⊤X + β)∣∣2ds <∞, a.s.
Define for each k > 1 the stopping time (with the convention inf ∅ =∞)
τk = inf
{
s ∈ [0, T ];
∫ s
t
∣∣(In +ΣN)−1(ΛX +ΣC⊤X + β)∣∣2dr > k} .
By (H3), we have
E
∫ τk∧T
t
∣∣(In +ΣN)−1(ΛX +ΣC⊤X + β)∣∣2ds
= E
∫ τk∧T
t
∣∣N−1N(In +ΣN)−1(ΛX +ΣC⊤X + β)∣∣2ds
6 KE
∫ τk∧T
t
∣∣N(In +ΣN)(ΛX +ΣC⊤X + β)∣∣2ds. (4.9)
Recall that X satisfies FSDE (4.3), we have by Itoˆ’s isometry that
E
∫ τk∧T
t
∣∣N(In +ΣN)(ΛX +ΣC⊤X + β)∣∣2ds
6 KE
∣∣Gt(In +Σ(t)Gt)−1ϕ(t)∣∣2 +KE|X(T ∧ τk)|2
+KE
∫ τk∧T
t
[∣∣(A⊤ +QΣ)X∣∣2 + ∣∣Qϕ∣∣2 + ∣∣C⊤X∣∣2]ds
6 KE
∣∣Gt(In +Σ(t)Gt)−1ϕ(t)∣∣2 +KE[ sup
s∈[t,T ]
|X(s)|2
]
+KE
∫ T
t
[∣∣(A⊤ +QΣ)X∣∣2 + ∣∣Qϕ∣∣2 + ∣∣C⊤X∣∣2]ds
6 KE
[
sup
s∈[t,T ]
|X(s)|2 + sup
s∈[t,T ]
|ϕ(s)|2
]
. (4.10)
Combining the above with (4.9), by the definition of Ẑ, we have
E
∫ τk∧T
t
|Ẑ|2ds = E
∫ τk∧T
t
∣∣(In +ΣN)−1(ΛX +ΣC⊤X + β)∣∣2ds
6 KE
[
sup
s∈[t,T ]
|X(s)|2 + sup
s∈[t,T ]
|ϕ(s)|2
]
<∞. (4.11)
Since limk→∞ τk =∞ almost surely and the right-hand side of the above inequality is independent
of τk, we conclude Ẑ = (In +ΣN)(ΛX +ΣC
⊤X + β) ∈ L2
F
(t, T ;Rn) by letting k →∞. Then it is
clear to see that (Ŷ , Ẑ, X̂) ∈ L2
F
(Ω;C([t, T ];Rn))× L2
F
(t, T ;Rn)× L2
F
(Ω;C([t, T ];Rn)).
By the uniqueness of the adapted solution to FBSDE (3.12) from Theorem 3.3, it suffices to
verify that (Ŷ , Ẑ, X̂) satisfies the FBSDE (3.12). By the definition (4.8) of (Ŷ , Ẑ, X̂) and the
equation (4.3) of X , X̂ satisfies
dX̂(s) =
{
−A⊤X̂ −Q[ΣX̂ + ϕ]
}
ds
+
{
− C⊤X̂ +N [(In +ΣN)
−1(ΛX̂ +ΣC⊤X̂ + β)]
}
dW (s)
=
{
−A⊤X̂ +QYˆ
}
ds+
{
− C⊤X̂ +NẐ
}
dW (s), s ∈ [t, T ]. (4.12)
Further, by the initial condition in (4.3), the initial value of X̂ is given by
X̂(t) = X(t) = [In +GtΣ(t)]X(t)−GtΣ(t)X(t)
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= −[In +GtΣ(t)][In +GtΣ(t)]
−1Gtϕ(t) −GtΣ(t)X(t)
= Gt[−ϕ(t)− Σ(t)X(t)] = GtŶ (t). (4.13)
Thus X̂ satisfies the same FSDE as X∗ with (Y ∗, Z∗) replaced by (Ŷ , Ẑ).
We now show that (Ŷ , Ẑ) satisfies the same BSDE as (Y ∗, Z∗) in (3.12) with X∗ replaced by
X̂. By applying Itoˆ’s formula to s 7→ Ŷ (s) ≡ −Σ(s)X(s)−ϕ(s), some straightforward calculations
yield that
dŶ (s) = d[−Σ(s)X(s)− ϕ(s)]
=
{
−A(ΣX + ϕ) +BR−1B⊤X + C(In +ΣN)
−1(ΛX +ΣC⊤X + β)
+ ΛN(In +ΣN)
−1ΣC⊤X − ΛC⊤X + Λ(In +NΣ)
−1C⊤X
}
ds
+
{
ΛX +ΣC⊤X + β − ΣN(In +ΣN)
−1(ΛX +ΣC⊤X + β)
}
dW (s)
≡ (I)ds+ (II)dW (s). (4.14)
Using the fact that
(In +ΣN)
−1Σ = Σ(In +NΣ)
−1, NΣ(In +NΣ)
−1 − In = −(In +NΣ)
−1, (4.15)
we have
ΛN(In +ΣN)
−1ΣC⊤X − ΛC⊤X + Λ(In +NΣ)
−1C⊤X
= ΛNΣ(In +NΣ)
−1C⊤X − ΛC⊤X + Λ(In +NΣ)
−1C⊤X
= Λ[NΣ(In +NΣ)
−1 − In]C
⊤X + Λ(In +NΣ)
−1C⊤X
= −Λ(In +NΣ)
−1C⊤X + Λ(In +NΣ)
−1C⊤X = 0.
Then by the definition (4.8) of (X̂, Ŷ , Ẑ), the drift term in (4.14) can be rewritten as
(I) = −A(ΣX + ϕ) +BR−1B⊤X + C(In +ΣN)
−1(ΛX +ΣC⊤X + β)
= AŶ +BR−1B⊤X̂ + CẐ. (4.16)
By the definition (4.8) of Ẑ, the diffusion term in (4.14) can be expressed as
(II) = [In − ΣN(In +ΣN)
−1](ΛX +ΣC⊤X + β)
= (In +ΣN)
−1(ΛX +ΣC⊤X + β) = Ẑ.
Combining the above with (4.16), we can rewrite (4.14) as
dŶ (s) =
{
AŶ +BR−1B⊤X̂ + CẐ
}
ds+ ẐdW (s).
Moreover, by the terminal values of Σ and ϕ, Ŷ satisfies the following terminal condition:
Ŷ (T ) = −Σ(T )X(T )− ϕ(T ) = ξ.
It follows that (Ŷ , Ẑ) satisfies the same BSDE as (Y ∗, Z∗) with X∗ replaced by X̂. The proof is
thus completed.
5 Solvabilities of the Riccati equation, BSDE and FSDE
with unbounded coefficients
If the solutions (Σ,Λ, ϕ, β,X) of (4.1)–(4.2)–(4.3) are solved, then it immediately follows from
Theorem 4.1 that the FBSDE (3.12) can be decoupled and the unique optimal control of Problem
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(BLQ) can be represented explicitly. In this subsection, we shall establish the solvabilities of the
Riccati equation (4.1), BSDE (4.2), and FSDE (4.3).
We begin with two interesting results of the optimal control problems for forward SDEs, which
will play a basic role in our subsequent analysis. For any given ε > 0, consider the following
stochastic Riccati equation:
dPε(s) = −
{
PεA+A
TPε +Q −
[
Pε(B,C) + (0,Πε)
]
×
(
R 0
0 N + Pε
)−1 [
(B,C)⊤Pε + (0,Πε)
⊤
]}
+ΠεdW (s), s ∈ [0, T ],
Pε(T ) = ε
−1In.
(5.1)
By [11, Theorem 6.2.], or [12, Theorem 5.3], under (H1)–(H2)–(H3), the Riccati equation (5.1)
admits a unique solution (Pε,Πε) ∈ L∞F (Ω;C([0, T ]; S
n
+)) × L
2
F
(0, T ; Sn). The following result
shows that Pε is uniformly positive definite (for the given ε > 0).
Proposition 5.1. Let (H1)–(H2)–(H3) hold. Then for any given ε > 0, Pε is uniformly positive
definite; that is
Pε(s) > αεIn, a.s., s ∈ [0, T ], (5.2)
for some αε > 0.
Proof. For the given ε > 0, we consider the following controlled FSDE:{
dX(s) =
{
A(s)X(s) +B(s)u(s) + C(s)v(s)
}
ds+ v(s)dW (s), s ∈ [t, T ],
X(t) = η,
(5.3)
and cost functional:
Jε(t, η;u, v) = Et
{∫ T
t
[
〈Q(s)X(s), X(s)〉+ 〈N(s)v(s), v(s)〉 + 〈R(s)u(s), u(s)〉
]
ds
+ ε−1〈X(T ), X(T )〉
}
. (5.4)
We pose the following LQ problem of FSDEs: For any given (t, η) ∈ [0, T ] × L2Ft(Ω;R
n), find a
(u∗, v∗) ∈ L2
F
(t, T ;Rm)× L2
F
(t, T ;Rn) such that
Jε(t, η;u
∗, v∗) = essinf
u,v
Jε(t, η;u, v) = Vε(t, η),
as (u, v) ranges over the space L2
F
(t, T ;Rm) × L2
F
(t, T ;Rn). For the cost functional (5.4), we see
from (H2)–(H3) that
Jε(t, η;u, v) > (ε
−1 ∧ δ)Et
{
|X(T )|2 +
∫ T
t
[
|u(s)|2 + |v(s)|2
]
ds
}
,
∀(t, η) ∈ [0, T ]× L2Ft(Ω;R
n), (u, v) ∈ L2
F
(t, T ;Rm)× L2
F
(t, T ;Rn). (5.5)
We now prove the existence of αε by contradiction. If not, then for any α > 0, there exist a
t ∈ [0, T ) and an Ωt ∈ Ft with P(Ωt) > 0 such that
σmin(Pε(t, ω)) 6 α, a.s. ω ∈ Ωt, (5.6)
where σmin(Pε(t, ω)) stands for the minimal eigenvalue of the symmetric matrix Pε(t, ω). Then we
can find an Ft-measurable random vector ηα with |ηα| = 1 such that
〈Pε(t, ω)ηα(ω), ηα(ω)〉 = σmin(Pε(t, ω)) 6 α, a.s. ω ∈ Ωt. (5.7)
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For the fixed (t, ηα), by [11, Corollary 5.7 and Theorem 6.7], there exists a control (u
∗
α, v
∗
α) ∈
L2
F
(t, T ;Rm)× L2
F
(t, T ;Rn) such that
〈Pε(t)ηα, ηα〉 = Vε(t, ηα) = Jε(t, ηα;u
∗
α, v
∗
α), a.s. (5.8)
Combining (5.8) with (5.5), we get
Et
{
|X∗α(T )|
2 +
∫ T
t
[
|u∗α(s)|
2 + |v∗α(s)|
2
]
ds
}
6
1
(ε−1 ∧ δ)
Jε(t, ηα;u
∗
α, v
∗
α) =
1
(ε−1 ∧ δ)
〈Pε(t)ηα, ηα〉, (5.9)
where X∗α is the solution of (5.3) corresponding to ηα and (u
∗
α, v
∗
α). The above, together with (5.7),
implies that
Et
{
|X∗α(T )|
2 +
∫ T
t
[
|u∗α(s)|
2 + |v∗α(s)|
2
]
ds
}
6
1
(ε−1 ∧ δ)
α, a.s. on Ωt. (5.10)
Moreover, a careful observation shows that (X∗α, v
∗
α) also satisfies the following BSDE (with
(Y ∗α , Z
∗
α) being unknown variables):
dY ∗α (s) =
{
A(s)Y ∗α (s) +B(s)u
∗
α(s) + C(s)Z
∗
α(s)
}
ds
+ Z∗α(s)dW (s), s ∈ [t, T ],
Y ∗α (T ) = X
∗
α(T ).
(5.11)
Then, by the estimate (2.2) in Theorem 2.1, there exists a constant K > 0, independent of α such
that
sup
s∈[t,T ]
Et|X
∗
α(s)|
2 = sup
s∈[t,T ]
Et|Y
∗
α (s)|
2 6 KEt
[
|X∗α(T )|
2 +
∫ T
t
|u∗α(s)|
2ds
]
. (5.12)
Using (5.12)–(5.10) and the fact that |X∗α(t)|
2 = |ηα|2 = 1, we get
1 = |ηα|
2 = |X∗α(t)|
2 6 sup
s∈[t,T ]
Et|X
∗
α(s)|
2
6 KEt
[
|X∗α(T )|
2 +
∫ T
t
|u∗α(s)|
2ds
]
6
K
(ε−1 ∧ δ)
α, a.s. on Ωt, (5.13)
which implies that
1 6
K
(ε−1 ∧ δ)
α. (5.14)
By taking a small enough α > 0 such that K(ε−1∧δ)α < 1, we get the contradiction immediately.
For any ε > 0, we consider the following controlled FSDE:{
dXε(s) = A˜ε(s)Xε(s)ds+ u(s)dW (s), s ∈ [t, T ],
Xε(t) = η,
(5.15)
and cost functional:
J˜ε(t, η;u) = E
∫ T
t
[
〈Q˜ε(s)Xε(s), Xε(s)〉 + 2〈S˜(s)Xε(s), u(s)〉+ 〈R˜(s)u(s), u(s)〉
]
ds
+ E〈G˜εXε(T ), Xε(T )〉. (5.16)
We introduce the following assumption of the coefficients in (5.15) and weighting matrices in (5.16).
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(H4). For any ε > 0, the coefficient A˜ε and weighting matrices Q˜ε, S˜, R˜, G˜ε satisfy:
A˜ε ∈ L
∞
F
(0, T ;Rn×n), Q˜ε ∈ L
∞
F
(0, T ; Sn+), S˜ ∈ L
∞
F
(0, T ;Rm×n),
R˜ ∈ L∞
F
(0, T ; Sm+ ), G˜ε ∈ L
∞
FT (Ω; S
n
+), Q˜ε − S˜
⊤R˜−1S˜ > 0.
Moreover, there exist two constants δ,K > 0, independent of ε such that
|A˜ε(s)|+ |Q˜ε(s)|+ |G˜ε| 6 K, R˜(s) > δIm, a.s., a.e. s ∈ [0, T ].
With the state equation (5.15) and cost functional (5.16), we consider the following LQ problem:
Problem (SLQε). For any given ε > 0 and (t, η) ∈ [0, T ] × L2Ft(Ω;R
n), find a u∗ε ∈ U [t, T ]
such that
J˜ε(t, η;u
∗
ε) = inf
u∈U [t,T ]
J˜ε(t, η;u) = V˜ε(t, η). (5.17)
The following result is concerned with the stability of the value functions {V˜ε}ε>0.
Proposition 5.2. Let (H4) hold. Suppose that
lim
ε→0+
[∣∣A˜ε(s)− A˜0(s)∣∣+ ∣∣Q˜ε(s)− Q˜0(s)∣∣ + ∣∣G˜ε − G˜0∣∣] = 0, a.s., a.e. s ∈ [0, T ]. (5.18)
Then for any (t, η) ∈ [0, T ]× L2Ft(Ω;R
n), the following convergence holds:
lim
ε→0+
V˜ε(t, η) = V˜0(t, η). (5.19)
Proof. Let (X¯ε, Y¯ε, Z¯ε) and (X̂ε, Ŷε, Ẑε) be the adapted solutions to the decoupled linear FBSDEs
dX¯ε(s) = A˜ε(s)X¯ε(s)ds+ u(s)dW (s),
dY¯ε(s) = −
{
A˜ε(s)
⊤Y¯ε(s) + Q˜ε(s)X¯ε(s) + S˜(s)
⊤u(s)
}
ds+ Z¯ε(s)dW (s),
X¯ε(t) = 0, Y¯ε(T ) = G˜εX¯ε(T ),
(5.20)
and 
dX̂ε(s) = A˜ε(s)X̂ε(s)ds,
dŶε(s) = −
{
A˜ε(s)
⊤Ŷε(s) + Q˜ε(s)X̂ε(s)
}
ds+ Ẑε(s)dW (s),
X̂ε(t) = η, Ŷε(T ) = G˜εX̂ε(T ),
(5.21)
respectively. Note that (X¯ε, Y¯ε, Z¯ε) (respectively, (X̂ε, Ŷε, Ẑε)) depends linearly on u (respectively,
η). We define two linear operators Nt,ε : U [t, T ] → U [t, T ] and Lt,ε : L2Ft(Ω;R
n) → U [t, T ] as
follows:
[Nt,εu](s) = Z¯ε(s) + S˜(s)X¯ε(s) + R˜(s)u(s), s ∈ [t, T ], ∀u ∈ U [t, T ]; (5.22)
[Lt,εη](s) = Ẑε(s) + S˜(s)X̂ε(s), s ∈ [t, T ], ∀ η ∈ L
2
Ft(Ω;R
n). (5.23)
Since A˜ε, Q˜ε, G˜ε are uniformly bounded by (H4), using the standard estimates of FSDEs ([15,
Theorem 6.16, Chapter 1]) and BSDEs (Theorem 2.1), it is clear to see that
‖Nt,εu‖
2 6 KE
∫ T
t
[
|X¯ε(s)|
2 + |Z¯ε(s)|
2 + |u(s)|2
]
ds 6 KE
∫ T
t
|u(s)|2ds, ∀u ∈ U [t, T ],
where K is a constant independent of ε and u. Thus the linear operator Nt,ε is uniformly bounded
with respect to ε. Similarly, we can get the uniform boundedness of Lt,ε; that is
‖Lt,εη‖
2 6 KE|η|2, ∀η ∈ L2Ft(Ω;R
n). (5.24)
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Let (Mε, Hε) be the adapted solution to the following BSDE{
dMε(s) = −
{
Mε(s)A˜ε(s) + A˜ε(s)
⊤Mε(s) + Q˜ε(s)
}
ds+Hε(s)dW (s),
Mε(T ) = G˜ε.
(5.25)
By [11, Theorem 3.4], the cost functional J˜ε(t, η;u) admits the following representation:
J˜ε(t, η;u) = 〈Nt,εu, u〉+ 2〈Lt,εη, u〉+ E〈Mε(t)η, η〉. (5.26)
By (H4)–(5.18), Theorem 2.1, and dominated convergence theorem, we have
lim
ε→0+
E
[
sup
s∈[t,T ]
|Mε(s)−M0(s)|
2
]
6 K lim
ε→0+
E
∫ T
t
[
|M0(s)|
2|A˜ε(s)− A˜0(s)|
2 + |Q˜ε(s)− Q˜0(s)|
2
]
ds = 0. (5.27)
Note that by (H4) and [11, Proposition 2.2], Mε is uniformly bounded with respect to ε. Thus by
dominated convergence theorem again, the above implies that
lim
ε→0+
E〈Mε(t)η, η〉 = E〈M0(t)η, η〉. (5.28)
For any given u ∈ U [t, T ], by (5.18) and the standard estimates of SDEs and BSDEs, we have
lim
ε→0+
E
[
sup
s∈[t,T ]
|X¯ε(s)− X¯0(s)|
2
]
6 K lim
ε→0+
E
∫ T
t
∣∣∣A˜ε(s)X¯0(s)− A˜0(s)X¯0(s)∣∣∣2ds = 0, (5.29)
and
lim
ε→0+
E
[
sup
s∈[t,T ]
|Y¯ε(s)− Y¯0(s)|
2
]
+ lim
ε→0+
E
∫ T
t
|Z¯ε(s)− Z¯0(s)|
2ds
6 K lim
ε→0+
E
∫ T
t
∣∣∣A˜ε(s)⊤Y¯0(s) + Q˜ε(s)X¯ε(s)− A˜0(s)⊤Y¯0(s)− Q˜0(s)X¯0(s)∣∣∣2ds
+K lim
ε→0+
E
∣∣G˜εX˜ε(T )− G˜0X˜0(T )∣∣2
= 0. (5.30)
Combining (5.29) with (5.30), by the definition (5.22) of Nt,ε, we get
lim
ε→0+
‖Nt,εu−Nt,0u‖ = 0, ∀u ∈ U [t, T ]. (5.31)
Similarly, we have
lim
ε→0+
‖Lt,εη − Lt,0η‖ = 0, ∀η ∈ L
2
Ft(Ω;R
n). (5.32)
For any u ∈ U [t, T ], by the representation (5.26) of the cost functional and (H4), we have
〈Nt,εu, u〉 = J˜ε(t, 0;u)
= E
∫ T
t
[〈
Q˜ε(s)X¯ε(s), X¯ε(s)
〉
+ 2
〈
S˜(s)X¯ε(s), u(s)
〉
+
〈
R˜(s)u(s), u(s)
〉]
ds
+ E
〈
G˜εX¯ε(T ), X¯ε(T )
〉
> E
∫ T
t
[〈
Q˜ε(s)X¯ε(s), X¯ε(s)
〉
+ 2
〈
S˜(s)X¯ε(s), u(s)
〉
+
〈
R˜(s)u(s), u(s)
〉]
ds
= E
∫ T
t
[〈
(Q˜ε − S˜
⊤R˜−1S˜)X¯ε, X¯ε
〉
+
〈
R˜(u+ R˜−1S˜X¯ε), u+ R˜
−1S˜X¯ε
〉]
ds
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> δE
∫ T
t
∣∣u+ R˜−1S˜X¯ε∣∣2ds. (5.33)
Define a linear operator Tε : U [t, T ]→ U [t, T ] by
Tεu = u+ R˜
−1S˜X¯ε, u ∈ U [t, T ].
Then Tε is uniformly bounded and bijective, with its inverse T −1ε given by
T −1ε u = u− R˜
−1S˜X˜ε, u ∈ U [t, T ],
where X˜ε is the solution of{
dX˜ε(s) = A˜ε(s)X˜ε(s)ds+
{
− R˜−1(s)S˜(s)X˜ε(s) + u(s)
}
dW (s),
X¯ε(t) = 0.
(5.34)
Since A˜ε is uniformly bounded, ‖T −1ε ‖ is clearly uniformly bounded with respect to ε. Thus, we
have
E
∫ T
t
∣∣u+ R˜−1S˜X¯ε∣∣2ds = ‖Tεu‖2 > 1
‖T −1ε ‖2
‖T −1ε Tεu‖
2 =
1
‖T −1ε ‖2
‖u‖2 > γ‖u‖2, (5.35)
with γ = 1
supε>0 ‖T
−1
ε ‖2
> 0. Substituting the above into (5.33), we get
〈Nt,εu, u〉 = J˜ε(t, 0;u) > δγE
∫ T
t
|u(s)|2ds. (5.36)
It follows that
‖N−1t,ε ‖ 6
1
δγ
, (5.37)
where N−1t,ε is the inverse of Nt,ε. Then by (5.31), we get
lim
ε→0+
∥∥N−1t,ε u−N−1t,0 u∥∥ = lim
ε→0+
∥∥N−1t,ε Nt,0N−1t,0 u−N−1t,ε Nt,εN−1t,0 u∥∥
6 lim
ε→0+
∥∥N−1t,ε ∥∥∥∥Nt,0N−1t,0 u−Nt,εN−1t,0 u∥∥
6
1
δγ
lim
ε→0+
∥∥Nt,0N−1t,0 u−Nt,εN−1t,0 u∥∥ = 0, ∀u ∈ U [t, T ]. (5.38)
By [11, Corollary 3.5], the (unique) optimal control of Problem (SLQε) for η is given by
u∗ε = −N
−1
t,ε Lt,εη.
Substituting the above into (5.26) yields that
V˜ε(t, η) = J˜ε(t, η;u
∗
ε) = −
〈
N−1t,ε Lt,εη,Lt,εη
〉
+ E
〈
Mε(t)η, η
〉
, η ∈ L2Ft(Ω;R
n). (5.39)
Then combining the above with (5.24)–(5.37), we get∣∣V˜ε(t, η) − V˜0(t, η)∣∣ = ∣∣− 〈N−1t,ε Lt,εη,Lt,εη〉+ 〈N−1t,0 Lt,0η,Lt,0η〉+ E〈Mε(t)η, η〉
− E
〈
M0(t)η, η
〉∣∣
=
∣∣− 〈N−1t,ε Lt,εη,Lt,εη − Lt,0η〉− 〈N−1t,ε (Lt,εη − Lt,0η),Lt,0η〉
−
〈
(N−1t,ε −N
−1
t,0 )Lt,0η,Lt,0η
〉
+ E
〈
Mε(t)η, η
〉
− E
〈
M0(t)η, η
〉∣∣
6
{∥∥N−1t,ε ∥∥× ∥∥Lt,ε∥∥× ∥∥η∥∥× ∥∥Lt,εη − Lt,0η∥∥+ ∥∥N−1t,ε ∥∥× ∥∥Lt,εη − Lt,0η∥∥
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×
∥∥Lt,0∥∥× ∥∥η∥∥+ ∥∥N−1t,ε Lt,0η −N−1t,0 Lt,0η∥∥× ∥∥Lt,0∥∥× ∥∥η∥∥}
+
∣∣E〈Mε(t)η, η〉− E〈M0(t)η, η〉∣∣
6 K
∥∥η∥∥{∥∥Lt,εη − Lt,0η∥∥+ ∥∥N−1t,ε Lt,0η −N−1t,0 Lt,0η∥∥}
+
∣∣E〈Mε(t)η, η〉− E〈M0(t)η, η〉∣∣.
Therefore, by (5.28)–(5.32)–(5.38), we have
lim
ε→0+
∣∣V˜ε(t, η)− V˜0(t, η)∣∣ 6 K lim
ε→0+
∥∥η∥∥{∥∥Lt,εη − Lt,0η∥∥+ ∥∥N−1t,ε Lt,0η −N−1t,0 Lt,0η∥∥}
+ lim
ε→0+
∣∣E〈Mε(t)η, η〉− E〈M0(t)η, η〉∣∣
= 0, ∀ η ∈ L2Ft(Ω;R
n).
We now are ready to state and prove the main result of this section.
Theorem 5.3. Let (H1)–(H2)–(H3) hold. Then the Riccati equation (4.1) has a solution (Σ,Λ) ∈
L∞
F
(Ω;C([0, T ]; Sn+))× L
2
F
(0, T ; Sn).
Proof. For any ε > 0, we consider the following perturbed equation of (4.1):
dΣε(s) =
[
ΣεA
⊤ +AΣε + ΣεQΣε −BR
−1B⊤ + ΛεN(In +ΣεN)
−1Λε
− C(In +ΣεN)
−1ΣεC
⊤ − C(In +ΣεN)
−1Λε − Λε(In +NΣε)
−1C⊤
]
ds
− ΛεdW (s), s ∈ [0, T ],
Σε(T ) = εIn.
(5.40)
For the given ε > 0, let (Pε,Λε) ∈ L∞F (Ω;C([0, T ]; S
n
+)) × L
2
F
(0, T ; Sn) be the unique solution of
the Riccati equation (5.1). By Proposition 5.1, Pε is uniformly positive definite (for the given ε).
Hence Pε is invertible, and its inverse P
−1
ε is positive definite and bounded (for the given ε). Let
(Σε,Λε) ≡ (P
−1
ε , P
−1
ε ΠεP
−1
ε ), (5.41)
then (Σε,Λε) ∈ L∞F (Ω;C([0, T ]; S
n
+))×L
2
F
(0, T ; Sn). We shall show that (Σε,Λε) defined by (5.41)
is a solution of (5.40). Using the fact that
0 = d(ΣεPε) = dΣεPε +ΣεdPε + dΣεdPε,
we have
dΣε = −ΣεdPεP
−1
ε − dΣεdPεP
−1
ε . (5.42)
For convenience, we denote
dΣε(s) = (I)ds− (II)dW (s). (5.43)
By (5.42)–(5.1), the diffusion term in (5.43) is given by
(II) = ΣεΠεP
−1
ε = P
−1
ε ΠεP
−1
ε = Λε, (5.44)
and then the drift term in (5.43) shold be
(I) = Σε
{
PεA+A
TPε +Q− (PεC +Πε)(N + Pε)
−1(C⊤Pe +Πε)
− PεBR
−1B⊤Pε
}
P−1ε +ΣεΠεP
−1
ε ΠεP
−1
ε
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= AΣε +ΣεA
⊤ +ΣεQΣε − C(N + Pε)
−1C⊤ − C(N + Pε)
−1ΠεΣε
− ΣεΠε(N + Pε)
−1C⊤ − ΣεΠε(N + Pε)
−1ΠεΣε −BR
−1B⊤ +ΣεΠεP
−1
ε ΠεΣε
= AΣε +ΣεA
⊤ +ΣεQΣε − C(N + Pε)
−1C⊤ − C(N + Pε)
−1ΠεΣε
− ΣεΠε(N + Pε)
−1C⊤ +ΣεΠεΣεN(N + Pε)
−1ΠεΣε −BR
−1B⊤. (5.45)
By the definitions of Σε,Λε and using the facts that
(N + Pε)
−1 = (In + P
−1
ε N)
−1P−1ε = (In +ΣεN)
−1Σε;
(N + Pε)
−1 = P−1ε (In +NP
−1
ε )
−1 = Σε(In +NΣε)
−1,
we can rewrite (5.45) as follows:
(I) = AΣε +ΣεA
⊤ +ΣεQΣε − C(In +ΣεN)
−1ΣεC
⊤ − C(In +ΣεN)
−1ΣεΠεΣε
− ΣεΠεΣε(In +NΣε)
−1C⊤ +ΣεΠεΣεN(In +ΣεN)
−1ΣεΠεΣε −BR
−1B⊤
= AΣε +ΣεA
⊤ +ΣεQΣε − C(In +ΣεN)
−1ΣεC
⊤ − C(In +ΣεN)
−1Λε
− Λε(In +NΣε)
−1C⊤ + ΛεN(In +ΣεN)
−1Λε −BR
−1B⊤. (5.46)
Note that Σε satisfies the terminal condition Σε(T ) = P
−1
ε (T ) = εIn. Substituting (5.46)–(5.44)
into (5.43), then it is clearly seen that (Σε,Λε) defined by (5.41) satisfies the equation (5.40).
By [11, Theorem 5.2 ], we have
Pε1 6 Pε2 , ∀ 0 < ε2 6 ε1 <∞. (5.47)
Note that for a given ε0 > 0, Proposition 5.1 shows that there exists a constant α0 > 0 such that
α0In 6 Pε0 . (5.48)
Combining the above with (5.47), we get
α0In 6 Pε0 6 Pε, ∀ 0 < ε 6 ε0. (5.49)
Since Σε is the inverse of Pε, the above implies that
0 6 Σε 6 Σε0 6
1
αo
In, ∀ 0 < ε 6 ε0. (5.50)
Then by monotone convergence theorem, there exists a Σ ∈ L∞
F
(0, T ; Sn+) such that
lim
ε→0+
Σε(s) = Σ(s), a.s., a.e. s ∈ [0, T ]. (5.51)
We now consider the following Riccati equation
dP˜ (s) = −
{
P˜ A˜+ A˜⊤P˜ + Q˜− (S˜⊤ + Π˜)(R˜ + P˜ )−1(S˜ + Π˜)
}
ds
+ Π˜dW (s), s ∈ [0, T ],
P˜ (T ) = G˜,
(5.52)
where
A˜ = −A⊤ −QΣ, R˜ = N−1, S˜ = N−1C⊤, G˜ = 0,
Q˜ = BR−1B⊤ +ΣQΣ+ C(In +ΣN)
−1ΣC⊤ + C(In +ΣN)
−1N−1C⊤. (5.53)
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By (H1)–(H2)–(H3) and the fact that Σ ∈ L∞
F
(0, T ; Sn+), A˜, R˜, Q˜, S˜ are bounded. Moreover, by
(H2)–(H3), we have
R˜ = N−1 >
1
λ
Im ≫ 0,
and
Q˜− S˜⊤R˜−1S˜ = BR−1B⊤ +ΣQΣ+ C(In +ΣN)
−1ΣC⊤
+ C(In +ΣN)
−1N−1C⊤ − CN−1NN−1C⊤
= BR−1B⊤ +ΣQΣ+ CN−1(N−1 +Σ)−1ΣC⊤
+ CN−1(N−1 +Σ)−1N−1C⊤ − CN−1C⊤
= BR−1B⊤ +ΣQΣ+ CN−1(N−1 +Σ)−1(Σ +N−1)C⊤ − CN−1C⊤
= BR−1B⊤ +ΣQΣ > 0. (5.54)
Thus by [10, Proposition 3.5] and [11, Theorem 6.2], the Riccati equation (5.52) admits a unique
solution (P˜ , Π˜) ∈ L∞
F
(Ω;C([0, T ]; Sn+))× L
2
F
(0, T ; Sn). We claim that if
P˜ = Σ, (5.55)
then (P˜ ,−Π˜) is a solution of (4.1). In fact, with the equality (5.55), equation (5.52) can be
rewritten as
dP˜ (s) = −
{
P˜ A˜+ A˜⊤P˜ + Q˜− (S˜⊤ + Π˜)(R˜+ P˜ )−1(S˜ + Π˜)
}
ds+ Π˜dW (s)
= −
{
P˜ (−A⊤ −QΣ) + (−A− ΣQ)P˜ +BR−1B⊤ +ΣQΣ+ C(In +ΣN)
−1ΣC⊤
+ C(In +ΣN)
−1N−1C⊤ − (CN−1 + Π˜)(N−1 + P˜ )−1(N−1C⊤ + Π˜)
}
ds+ Π˜dW (s)
=
{
AP˜ +ΣQP˜ + P˜A⊤ + P˜QΣ−BR−1B⊤ − ΣQΣ− C(In +ΣN)
−1ΣC⊤
− CN−1(N−1 +Σ)−1N−1C⊤ + CN−1(N−1 + P˜ )−1N−1C⊤ + Π˜(N−1 + P˜ )−1Π˜
+ Π˜(N−1 + P˜ )−1N−1C⊤ + CN−1(N−1 + P˜ )−1Π˜
}
ds+ Π˜dW (s)
=
{
AP˜ + P˜A⊤ + P˜QΣ−BR−1B⊤ − C(In +ΣN)
−1ΣC⊤ + Π˜(N−1 + P˜ )−1Π˜
+ Π˜(N−1 + P˜ )−1N−1C⊤ + CN−1(N−1 + P˜ )−1Π˜
}
ds+ Π˜dW (s)
=
{
AP˜ + P˜A⊤ + P˜QP˜ −BR−1B⊤ − C(In + P˜N)
−1P˜C⊤ + (−Π˜)N(In + P˜N)
−1(−Π˜)
− (−Π˜)(In +NP˜ )
−1C⊤ − C(In + P˜N)
−1(−Π˜)
}
ds− (−Π˜)dW (s), (5.56)
which implies that (P˜ ,−Π˜) satisfies the equation (4.1). Thus it suffices to verify that the equality
(5.55) holds.
Similar to the arguments in (5.56), we can obtain that (P˜ε, Π˜ε) ≡ (Σε,−Λε) satisfies the
following Riccati equation
dP˜ε(s) = −
{
P˜εA˜ε + A˜
⊤
ε P˜ε + Q˜ε − (S˜
⊤ + Π˜ε)(R˜ + P˜ε)
−1(S˜ + Π˜ε)
}
ds
+ Π˜εdW (s), s ∈ [0, T ],
P˜ε(T ) = G˜ε,
(5.57)
with
A˜ε = −A
⊤ −QΣε, R˜ = N
−1, S˜ = N−1C⊤, G˜ε = εIn,
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Q˜ε = BR
−1B⊤ +ΣεQΣε + C(In +ΣεN)
−1ΣεC
⊤ + C(In +ΣεN)
−1N−1C⊤. (5.58)
By (5.50), G˜ε, A˜ε, Q˜ε are uniformly bounded (with respect to 0 6 ε 6 ε0). Moreover, by (5.51),
we have
lim
ε→0+
G˜ε = G˜0 ≡ G˜, lim
ε→0+
A˜ε(s) = A˜0(s) ≡ A˜(s),
lim
ε→0+
Q˜ε(s) = Q˜0(s) ≡ Q˜(s), a.s., a.e. s ∈ [0, T ]. (5.59)
Note that (P˜ε, Π˜ε) is the solution of the corresponding Riccati equation of Problem (SLQε), which
is defined by (5.17). By [11, Proposition 5.5], the value function V˜ε of Problem (SLQε) can be
given by
V˜ε(t, η) = E〈P˜ε(t)η, η〉, ∀ε > 0, η ∈ L
2
Ft(Ω;R
n).
Then by Proposition 5.2, the convergence (5.59) implies that
E〈P˜ (t)η, η〉 = V˜0(t, η) = lim
ε→0+
V˜ε(t, η) = lim
ε→0+
E〈P˜ε(t)η, η〉, ∀η ∈ L
2
Ft(Ω;R
n). (5.60)
Using the fact that P˜ε = Σε, by (5.51)–(5.50) and dominated convergence theorem, we have
lim
ε→0+
E〈P˜ε(t)η, η〉 = lim
ε→0+
E〈Σε(t)η, η〉 = E〈Σ(t)η, η〉, ∀η ∈ L
2
Ft(Ω;R
n). (5.61)
Combining (5.60) with (5.61) together, we get
E〈P˜ (t)η, η〉 = E〈Σ(t)η, η〉, ∀η ∈ L2Ft(Ω;R
n).
It follows that
P˜ (t) = Σ(t), a.s., a.e. t ∈ [0, T ].
Thus the equality (5.55) holds and the proof is completed.
With a solved solution (Σ,Λ) of the Riccati equation (4.1), the following result shows that the
decoupled system of BSDE (4.2) and FSDE (4.3) is uniquely solvable.
Theorem 5.4. Let (H1)–(H2)–(H3) hold and (Σ,Λ) ∈ L∞
F
(Ω;C([0, T ]; Sn+)) × L
2
F
(0, T ; Sn) be
a solution of the Riccati equation (4.1). Then for any ξ ∈ L2FT (Ω;R
n), the decoupled sys-
tem of BSDE (4.2) and FSDE (4.3) admits a unique solution (ϕ, β,X) ∈ L2
F
(Ω;C([t, T ];Rn)) ×
L1
F
(Ω;L2(t, T ;Rn))× L2
F
(Ω;C([t, T ];Rn)).
Proof. Let (X∗, Y ∗, Z∗) be the unique solution of the coupled FBSDE (3.12) and (Σ,Λ) be a
solution of the Riccati equation (4.1). Define
ϕ∗ ≡ −ΣX∗ − Y ∗, β∗ ≡ (ΣN + In)Z
∗ − ΣC⊤X∗ − ΛX∗. (5.62)
It is clear to see that (ϕ∗, β∗) ∈ L2
F
(Ω;C([t, T ];Rn)) × L1
F
(Ω;L2(t, T ;Rn)). We shall show that
(ϕ∗, β∗) is a solution of BSDE (4.2). In fact, by applying Itoˆ’s formula to s 7→ ϕ∗(s) ≡
−Σ(s)X∗(s)− Y ∗(s), we have
dϕ∗(s) ≡ d[−Σ(s)X∗(s)− Y ∗(s)]
=
{
−
[
ΣA⊤ +AΣ + ΣQΣ−BR−1B⊤ + ΛN(ΣN + I)−1Λ− C(I +ΣN)−1ΣC⊤
− C(ΣN + I)−1Λ− Λ(NΣ+ I)−1C⊤
]
X∗ − Σ[−A⊤X∗ +QY ∗]
+ Λ[−C⊤X∗ +NZ∗]− [AY ∗ +BR−1B⊤X∗ + CZ∗]
}
ds
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+
{
ΛX∗ − Σ[−C⊤X∗ +NZ∗]− Z∗
}
dW (s)
=
{
−A(ΣX∗ + Y ∗)− ΣQ(ΣX∗ + Y ∗)− ΛN(ΣN + I)−1ΛX∗ + Λ(NΣ+ I)−1C⊤X∗
− ΛC⊤X∗ + ΛNZ∗ + C(I +ΣN)−1ΣC⊤X∗ + C(ΣN + I)−1ΛX∗ − CZ∗
}
ds
−
{
(ΣN + In)Z
∗ − ΣC⊤X∗ − ΛX∗
}
dW (s)
=
{
− (A+ΣQ)(ΣX∗ + Y ∗) + ΛN(ΣN + I)−1[(ΣN + In)Z
∗ − ΣC⊤X∗ − ΛX∗]
− C(ΣN + I)−1[(ΣN + In)Z
∗ − ΣC⊤X∗ − ΛX∗]
}
ds
−
{
(ΣN + In)Z
∗ − ΣC⊤X∗ − ΛX∗
}
dW (s), s ∈ [t, T ]. (5.63)
With the definition (5.62) of (ϕ∗, β∗), the above can be rewritten as
dϕ∗(s) =
{
(A+ΣQ)ϕ∗(s) + ΛN(ΣN + I)−1β∗(s)− C(ΣN + I)−1β∗(s)
}
ds
− β∗(s)dW (s), s ∈ [t, T ]. (5.64)
Since ϕ∗ also satisfies the terminal condition:
ϕ∗(T ) = −Σ(T )X∗(T )− Y ∗(T ) = −Y ∗(T ) = −ξ,
(ϕ∗, β∗) is a solution of (4.2). Moreover, (5.62) implies that
Y ∗ = −ΣX∗ − ϕ∗, Z∗ = (In +ΣN)
−1[β∗ +ΣC⊤X∗ + ΛX∗].
Substituting the above into the FSDE in (3.12), we have
dX∗(s) = −
{
(A⊤ +QΣ)X∗(s) +Qϕ∗
}
ds+
{
− C⊤X∗(s) +N(In +ΣN)
−1β∗
+N(In +ΣN)
−1(Λ + ΣC⊤)X∗(s)
}
dW (s), s ∈ [t, T ]. (5.65)
Note that
Y ∗(t) = −Σ(t)X∗(t)− ϕ∗(t) = −Σ(t)GtY
∗(t)− ϕ∗(t),
we get
Y ∗(t) = −(In +Σ(t)Gt)
−1ϕ∗(t),
which implies that
X∗(t) = GtY
∗(t) = −Gt(In +Σ(t)Gt)
−1ϕ∗(t) = −(In +GtΣ(t))
−1Gtϕ
∗(t).
Combining the above with (5.65), X∗ satisfies the FSDE (4.3) with (ϕ, β) given by (ϕ∗, β∗).
Let (ϕ, β) ∈ L2
F
(Ω;C([t, T ];Rn))× L1
F
(Ω;L2(t, T ;Rn)) be any solution of BSDE (4.2) and X ∈
L2
F
(Ω;C([t, T ];Rn)) be any solution of FSDE (4.3) corresponding to the given (ϕ, β). Let
Y ≡ −ΣX − ϕ, Z ≡ (In +ΣN)
−1[ΣC⊤X + β + ΛX ].
By Theorem 4.1, (X,Y, Z) is the unique solution of FBSDE (3.1). Then the uniqueness of (ϕ, β,X)
follows from the uniqueness of the adapted solutions to (3.1) immediately.
Remark 5.5. By Theorem 5.3 and Theorem 5.4, the solvabilities of the Riccati equation (4.1),
BSDE (4.2) and SDE (4.3) are established. Then a complete and explicit representation (4.7) for
the optimal control of Problem (BLQ) is obtained, via the solutions to the Riccati equation (4.1),
BSDE (4.2) and SDE (4.3).
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