We give a description of cyclic cohomology and its pairing with K-groups for 2-cocycle deformation of algebras graded over discrete groups. The proof relies on a realization of monodromy for the Gauss-Manin connection on periodic cyclic cohomology in terms of the cup product action of group cohomology.
Cyclic homology theory as initiated by Tsygan [Tsy83] and Connes [Con85] provides a natural extension of de Rham theory for manifolds to objects of noncommutative geometry, which are represented by noncommutative algebras. The main subject of this paper is the cyclic cohomology for deformation of algebras graded by some discrete group G, with deformation parameter given by exponential of a 2-cocycle on G. This deformation scheme has many good analogies with the theory of (formal) deformation quantization of Poisson manifolds, but at the same time gives a concrete example of strict deformation in the sense of Rieffel, meaning that we can specialize the deformation parameter to concrete numbers and represent the deformed algebra on Hilbert spaces. The most fundamental example in this setting is the celebrated noncommutative torus T 2 θ , which is represented by a twisted group algebra of Z 2 , and is also a deformation quantization of T 2 with respect to the translation invariant Poisson structure.
Our goal is to understand: (1) the cyclic cohomology of such algebras as abstract linear spaces, and (2) the pairing with K-groups / cyclic homology groups for deformed algebras, in terms of those for the original algebra and the cohomology of G. For the case of the group algebra of G = Z 2 (which leads to the noncommutative torus), these were carried out in [Rie78, PV80, Ell84, Con85] , but beyond the commutative (or finite, in which case this deformation is trivial) case, the full understanding is limited to only a handful of cases. A notable case is the crossed product of Z 2 by a finite subgroup of SL 2 (Z), where relatively comprehensive description of K-groups, cyclic cohomology groups, and their pairings for twisted group algebras are known [Wal95, Wal00, BW07, Qud14, Qud16] . Let us also mention that another interesting work from a geometric viewpoint is carried out by Mathai [Mat06] for the standard traces of twisted group algebras for many interesting classes of groups.
Regarding the point (1) above, usual computation of cyclic cohomology starts with the computation of Hochschild cohomology groups, which serve as analogue of the spaces of differential forms. Once this is done, the cyclic cohomology groups can be obtained using the map induced by Rinehart-Connes operator, playing the role of the exterior derivative. However, while the end result of computation, particularly the periodic cyclic cohomology groups tend to be invariant under deformation of algebra structures, the intermediate Hochschild cohomology is very sensitive to deformation. This is already apparent in the case of noncommutative torus, and there is little hint for the more general case of deformation of graded algebras by 2-cocycles, even just for the twisted group algebras.
Our approach, instead, is based on the Gauss-Manin connection for periodic cyclic (co)homology introduced by Getzler [Get93] . The monodromy for this connection, if it makes sense, will give a natural isomorphism between the periodic cyclic cohomology of the deformed algebra and that of the original one. This plays a particularly powerful role in the setting of Poisson deformation quantization, and nicely explains the relation between the Poisson homology of a Poisson manifold and the cyclic homology of the deformed algebra. Motivated by this, our viewpoint could be phrased as follows: the group algebra of G represents a quantum group, which is (up to "Poincaré dual") homotopically modeled on the classifying spaces for centralizers of torsion elements of G. A 2-cocycle ω 0 on G represents an (invariant) "Poisson bivector" on this quantum group. A G-grading on an algebra corresponds to an action of this quantum group, by which we can transport the "Poisson bivector" and related structures.
A new challenge in the setting of strict deformation is that the Gauss-Manin connection is intrinsically defined on the infinite dimensional space of periodic cyclic (co)chains, and there is no general theorem to integrate it. Developing the second named author's previous work [Yam12] on "invariant" cyclic cocycles, we solve this issue by identifying the action of connection operator up to chain homotopy by the cup product action of group cohomology.
As it turns out, this formalism also fits well with recent developments in the operator algebraic K-theory of such algebras [ELPW10, Yam11] , where one considers the C([0, 1])-algebra whose fiber at t ∈ [0, 1] is the deformation with respect to the rescaled 2-cocycle e t √ −1ω 0 . If G satisfies the BaumConnes conjecture with coefficients, the evaluation at each t induces isomorphism of K-groups, which basically solves the problem (2). On the purely algebraic side, the image of "C ∞ -sections" in periodic cyclic homology are flat with respect to the Gauss-Manin connection. This allows us to express the pairing of K-groups and cyclic cohomology of the deformed algebra in terms of the original data and the action of group cohomology. As an application, we look at the twisted group algebras of crystallographic groups. The K-theory of untwisted algebra was studied in detail by Lück and his collaborators [LS00, DL13, LL12] , and our result give a description of cyclic cohomology and its pairing with K-groups for twisted group C * -algebras.
The paper is organized as follows. In Section 1, we recall the basic terminology and prepare notations. In Section 2, exploiting the comparison of Hochschild cohomology of group algebra and group cohomology [Bur85] , we construct traces on twisted group algebras which are supported on the conjugacy classes of torsion elements. This leads to isomorphism between the cyclic cohomology groups of general 2-cocycle deformation of graded algebras over such conjugacy classes, solving the problem (1). Section 3 is the main part of the paper, where we compute the monodromy of the Gauss-Manin connection with respect to the identification established in Section 2. In Section 4, we establish K-theoretic comparison between Fréchet algebraic models and operator algebraic models, as a basis to compute the pairing of operator algebraic K-theory and cyclic cohomology of "smooth" algebras. In Section 5, we apply our general theory to twisted algebras of crystallographic groups.
.
Noncommutative calculus
Let us first review the fundamental concepts in cyclic homology theory. Basic references are [Cun04, Tsy04] . Let A be a unital C-algebra, and put C n (A) = A ⊗n+1 . Recall that the Hochschild differential C n (A) → C n−1 (A) is given by
The reduced Hochschild complex of A is given byC n (A) = A ⊗ (A) ⊗n , where A = A/C. The kernel of quotient map C n (A) →C n (A) is stable under b, and is contractible (in the sense of complex). Thus, (C * , b) also computes the Hochschild homology of A, and its linear dual complexC * (A) computes the Hochschild cohomology. On this model B is given by
We also denote the transpose maps onC * (A) by b and B.
The A-valued Hochschild n-cochains are by definition elements of C n (A; A) = Hom C (A ⊗n , A). The direct sum with degree shift C * −1 (A; A) is a graded pre-Lie algebra by partial composition D • D , and the product map of A regarded as µ ∈ C 2 (A; A) gives the Hochschild differential δ(D) = [µ, D] by the graded commutator. Given such a cochain D ∈ C m (A; A), following [Get93] (but in the convention of [Yam12] ) we consider the operators
Let us denote byC n (A; A) the space of cochains with D(a 1 ⊗ · · · ⊗ a n ) = 0 whenever a i = 1 for some i. This is a subcomplex for δ, and ι D and L D are operators onC * (A) when D is in this space. We then have the following Cartan homotopy formula relating these two kinds of operators. 
where the left hand side is the graded commutator in End(C * (A)).
Let us recall the formalism of Gauss-Manin connection on periodic cyclic (co)homology [Get93] . Suppose (µ t ) t∈I is a 'smooth' family of associative product structures parametrized by I = [0, 1] with common multiplicative unit on A. We then consider Γ ∞ (I; A) which is, as a linear space, the union of smooth functions from I into finite dimensional subspaces of A. The product structure is given pointwise by µ t , that is (f * f )(t) = µ t (f(t), f (t)) for f, f ∈ Γ ∞ (I; A) (so we require a regularity condition on µ t to make this well-defined).
Then ∂ t is a Hochschild 1-cochain of Γ ∞ (I; A) which is not a derivation unless µ t is constant in t. Note that δ(∂ t ) = [µ, ∂ t ] is up to sign equal to the time derivative of product structure. Hence the Cartan homotopy formula says
as operators onC * (Γ ∞ (I; A)). Note also that L ∂ t is the natural extension of ∂ t to chains by the Leibniz rule.
Standard complex for group cohomology
Let G be a discrete group, and M be a commutative group (R, C, T = R/Z, or C × for our purposes). The group cohomology H * (G; M) is equal to the cohomology of the standard complex
We formally put C 0 (G; M) = Map( * , M) = M and d to be the zero map from C 0 (G; M) to C 1 (G; M). Consequently, H 0 (G; M) = M and the 2-cocycles are 2-point functions satisfying
If G is a finite group, one has H n (G; C) = 0 for n > 0. This is a consequence of the identification H * (G; C) Ext * G (C, C) and the semisimplicity of G-modules, but more concretely we can use Shapiro's lemma type argument: for example, given any 2-cocycle ω 0 , one defines ψ ∈ C 1 (G; C) by
Then one can verify dψ(g, h) = ω 0 (g, h) by concrete computation using the 2-cocycle identity.
and φ(g 1 , . . . , g n ) = 0 whenever g 1 · · · g n = e. (Note that this requirement is stronger than the usual one found for example in [Bro94] .)
While the above does not immediately apply to T-or C × -valued cocycles, a direct argument still shows 2-cocycles with these coefficients can still be normalized. Let us also note the following cyclicity of normalized cocycles. Proposition 1.3. Let φ be a normalized n-cocycle on G. Then we have
Proof. Compute the value of 0 = dφ on ((g 1 · · · g n ) −1 , g 1 , . . . , g n ) and use the normalization condition.
Cyclic cocycles on group algebra
Let us now describe the cyclic theory for group algebra C[G], which is essentially from [Bur85] on cyclic homology. Its adaptation to cyclic cohomologies is already explained in [Ji93] , but we will later need explicit constructions in this section.
For each x ∈ G, let us denote the centralizer of x in G by C G (x), and the conjugacy class of x by Ad G (x).
Let
give a subcomplex for b and B, which leads to the direct sum decomposition
Dualizing this, we also obtain the direct product decomposition 
We put
Note that these elements are also in Ad G (x).
Lemma 1.4. The elements g y i g i (g y i+1 ) −1 for 0 i < n, and g y n g n (g
Proof. This follows from direct calculation using xg y = g y y and y i g i = g i y i+1 .
We next consider the map
In fact, the above proposition corresponds to the fact that Ξ is induced by a map of cyclic sets from Γ * (G, x) to B * (C G (x), x) in the notation of [Lod98] . A cyclic set is a simplicial set
endowed with t n : X n → X n satisfying certain compatibility conditions [Lod98, Chapter 6]. On the one hand, Γ n (G, x) is the natural bases of C x n (C[G]). On the other, the simplicial set B n (G) = G n is a cyclic set by
The cyclic set B * (C G (x), x) has the same underlying simplicial structure as B * (C G (x)), but the cyclic structure t is given by
Proof. This corresponds to the first half of [Bur85, Theorem I']. More concretely, consider a map
Then, on the one hand, ΞΥ is equal to the identity map on C * (C G (x)). On the other, ΥΞ can be computed as
This map is homotopic to the identity on
Then the alternating sum
Consequently, Ξ and Υ induce isomorphism of cohomology between the dual complexes.
Proof. We need to check
. . , h n−1 ), one has y i+1 = y i+2 in the above notation and hence the (i + 1)-th component of Ξ(g 0 , . . . , g n ) is e. By the normalization condition on φ, we have the required vanishing.
Let N G (x) be the quotient of C G (x) by the subgroup x generated by x. Proposition 1.8. Let φ be a normalized n-cocycle on N G (x). The induced cocycleφ on C G (x) satisfies φΞB = 0.
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Proof. We want to show the vanishing of φ(g y j g j (g y j+1 ) −1 , . . . , g y j−1 g j−1 (g y j ) −1 ) for each j. Using the cyclicity of Proposition 1.3, this is equal to
Since (g y j y j (g y j ) −1 ) −1 is equal to x −1 , which becomes e in N G (x), the normalization condition implies the vanishing of this term.
It follows that normalized cocycles on N G (x) define reduced cyclic cocycles on C[G]. We next want to understand if they survive in the periodic cyclic cohomology. When x is of infinite order, one has
. Moreover, the Gysin maps associated with the fibration of classifying spaces
Lod98, Chapter 7]. It follows that the periodic cyclic cohomology class associated with a normalized n-cocycle φ on N G (x) only depends on its image in the inductive limit lim − →k
Remark 1.9. The above Gysin map can be described as follows. The Hochschild-Serre spectral sequence associated with the extension
which is exactly the Gysin map. The d 2 is also directly described by the cup product with the extension class [And65] . Namely, the central extension
. Identifying x with Z and embedding it in C, we obtain a class c G;
is trivial if and only if c G;x represents a nilpotent element in the group cohomology of N G (x).
In particular, if N G (x) has bounded cohomology degree, the conjugacy class of x does not contribute in HP * (C[G]). Let us denote the class of discrete groups such that any subgroup has bounded cohomology degree by C. Lemma 1.10. The class C contains finite groups, finitely generated commutative groups, free groups, fundamental groups of acyclic manifolds, and is closed under extensions.
Proof. One obtains the statement about extensions from Hochschild-Serre spectral sequence.
When x is of finite order, the situation is much simpler. First the finiteness of x implies H q ( x ; C) = 0 for q > 0, hence the Hochschild-Serre spectral sequence implies H n (C G (x); C) H n (N G (x); C). Usually the following proposition is stated in the homological form, but the proof carries over without change since it is about the simplicial structure of the underlying cyclic set B * (C G (x); x).
x is identified with the canonical inclusion as the direct summand
hence one has
1.4 Action of group cohomology on graded algebras 8 .
Action of group cohomology on graded algebras
Let us next review ring and module structure on cyclic cohomology of group algebras and graded algebras, mainly from [Ji93, Yam12] . Let A and A be two unital C-algebras. Then the complex C * (A ⊗ A ) can be regarded as a product
is again a mixed modules by differentials b ⊗ Id +(−1) * Id ⊗b and B ⊗ Id +(−1) * Id ⊗B. There is a map C * (A) ⊗ C * (A) → C * (A) × C * (A ) called the shuffle product, which is an quasi-isomorphism for b − B). When φ (resp. ψ) is a cyclic m-cocycle on A (resp. cyclic n-cocycle on A ), the cup product φ ∪ ψ is a cyclic (m + n)-cocycle on A ⊗ A which corresponds to the cocycle φ ⊗ ψ in the dual complex of C * (A) ⊗ C * (A ).
Remark 1.12. There is another approach φ # ψ, which goes through the correspondence between the cyclic cocycles and closed graded traces on differential graded algebras (Ω * , d : Ω * → Ω * +1 ) with homomorphism A → Ω 0 [Con85] . Then φ # ψ is given by the graded tensor product of the objects involved. When φ (resp. ψ) is a cyclic m-cocycle on A (resp. cyclic n-cocycle on A ), we have
Let A be a G-graded algebra, that is, A decomposes as a direct sum g∈G A g satisfying 1 ∈ A e and A g A h ⊂ A gh . This can be encoded as a coaction homomorphism
There is also a direct product decomposition
analogous to the case of group algebra. We then have an action of HP * (C[G]) on HP * (A), given by φ ψ = α * (φ ∪ ψ) in the above notation. In particular, with A = C[G], we obtain a ring structure on HP
is an idempotent, and for general G-graded A, it acts on HP * (A) as the projection onto HP * (A) x . Proposition 1.13. Let x be of finite order. The factor HP * (C[G]) x is a subring, whose product structure is isomorphic to the cup product on H * (C G (x); C).
x is a subring follows from the fact that δ Ad G (x) is a central idempotent for the above product. It remains to identify the product structure.
On the one hand, by [Yam12, Corollary 9], the cup product on HC * (B * (N G (x))) coincides with that of H * (N G (x)) under the standard comparison map. On the other, there is a map of cyclic mod-
The cup product is natural for map of cyclic modules, hence we obtain the assertion.
Remark 1.14. The above proposition is, at least to some extent, known to experts. For example [Ji93] contains a very similar module structure based on φ # ψ. But we feel that some details, such as a precise form of product structure on HC
, and the compatibility under the periodicity map S, need some additional elaboration. Proposition 1.15. Let x be an element of infinite order in G. The S-map HC n (A) x → HC n+2 (A) x is equal to the cup product by the extension class c G;
Proof. This is proved in [Ji93, Theorem 6.2] under a different convention of the S-map and cup product (see Remark 1.12). Let us give an alternate shorter proof: the S-map in our convention is the cup product by v ∈ HC 2 (C) characterized by v(1, 1,
x and using the associativity of cup product, we can iden-
By Remark1.9, we know that c G;x represents .
Deformation of graded algebras
Let A be a G-graded algebra, and ω be a normalized C × -valued 2-cocycle. We can then define a new associative product on A by
for homogeneous elements a ∈ A g 1 and b ∈ A g 2 . Thanks to the normalization condition on ω, 1 A is still the unit for this product. We denote this algebra by A ω , and its element corresponding to a ∈ A by a (ω) .
There is an embedding of algebra
When A is a G-C * -algebra, the Banach space
has a structure of Banach * -algebra by convolution product. When ω is a normalized T-valued cocycle, we can again twist the product of 1 (G; A) into a Banach * -algebra, with respect to the same involution map. If G is amenable, C * r,ω (G) is the C * -enveloping algebra of 1 (G) = 1 (G; C) with this product. More generally, if A is the reduced section algebra of a Fell bundle over G (that is, a C * -algebra with injective coaction A → A ⊗ C * r (G)), we can define a C * -algebraic model of A ω on the right Hilbert A e -module L 2 (A) A e , so that A ω is again the reduced section algebra of another Fell bundle.
Fréchet algebras
Finally, a Fréchet algebra is given by a (possibly nonunital) C-algebra A and a sequence of (semi)norms a m (a ∈ A) for m = 1, 2, 3, . . ., such that A is complete with respect to the locally convex topology defined by the a m , and that the product map A × A → A is (jointly) continuous. Replacing a m with k m a k if necessary, we may and do assume that the seminorms are increasing ( a m a m+1 ). An important condition one may ask on these seminorms is the m-convexity: each a m is submultiplicative, that is ab m a m b m . If we can characterize the topology of A by seminorms satisfying this, A is then called an m-algebra.
Let ω 0 (g, h) be a C-valued normalized 2-cocycle on G. We consider the twisted group algebra for C × -valued 2-cocycle ω t (g, h) = e tω 0 (g,h) , so that the new product is g * t h = ω t (g, h)gh.
We want to 'deform' the trace τ = δ Ad G (x) on C[G] to a one on C ω t [G] . Note that when gh ∈ Ad G (x),
but we do not necessarily have ω t (g, h) = ω t (h, g). We want to correct this situation by setting τ x ω t (g) = e tξ(g) δ Ad G (x) (g) for some function ξ. Then τ x ω t becomes a trace if we have
This means that the bilinear extension of ω 0 (g, h) − ω 0 (h, g) is the Hochschild coboundary of the linear extension of ξ. Let us put
Lemma 2.1. The bilinear extension of ω a 0 represents a Hochschild 1-cocycle on C[G].
Proof. We need to show ω
. Expanding the definition of ω a 0 , this is the same as
) to both sides and using the cocycle identity, we indeed obtain the equality.
By Proposition 1.6, ω a 0 is a Hochschild coboundary if and only if its image in
0 is a coboundary if and only if its pullback by Υ vanishes.
Proof. Using g −1 x = xg −1 and that ω 0 is a normalized 2-cocycle, we have ω a 0 (g −1 x, g) = −ω a 0 (x, g −1 ). Note that x and g −1 play the same role in this expression, and
. Since x is of finite order, it has to vanish on x.
It follows that we have a solution for ξ in (2.1) when x is of finite order.
Example 2.3. Suppose we have G = Z 2 Z 3 , where the generator 1 of Z 3 acts on Z 2 by the matrix
In the following we denote elements of G by triples (a, b, i) for a, b ∈ Z and i ∈ Z 3 . This group has the following conjugacy classes.
The class of first kind with z = (0, 0) contributes by rank 2 in the K 0 group, while the ones for nontrivial z do not contribute. The rest of the classes contribute by rank 1 for each. Let us consider the 2-cocycle ω 0 on Z 2 given by ω 0 ((a, b), (c, d)) = ad − bc, and extend it to G by
This represents a generator of H 2 (G; C). We then take ω(g, h) = exp(− √ −1 θ 2 ω 0 (g, h)). Let us consider the case x = (0, 0, 1). Then we have
Thus, in the twisted group algebra C ω [G], we have
In particular, δ Ad G (x) is not a trace, but a correction like
is. Let us relate the extra factor appearing here to the above general discussion. On the one hand, using the chain homotopy h i in (1.
for g 0 = (a, b, 1) with a ≡ b mod 3, and ξ(g 0 ) = 0 otherwise. To check that the functional (2.4) agrees on (2.2) and (2.3), one needs
which is indeed the case.
Twisting cyclic cocycles
Let us assume that x is of finite order, so that we always have ξ satisfying (2.1) and the trace τ x ω t as above on C ω t [G] . Then, if τ is a trace on A, τ ⊗ τ x ω t is a trace on A ⊗ C ω t [G]. Let A be G-graded, and (Ω * , A → Ω 0 ,τ : Ω n → C) be a closed dg-trace model for some cyclic cocycle on A. Suppose that Ω * is also graded over G, and that the homomorphism respects the grading (this is the case for the universal model Ω * (A) given by Ω k (A) =C k (A)). Then the twisting of Ω * by ω is a subalgebra of Ω * ⊗ C ω t [G] by the inclusion of the form (1.4). Thus we can restrict the traceτ ⊗ τ x ω t
to Ω * ω t , call itτ ω t . Since we have an induced homomorphism A ω t → Ω 0 ω t , we obtain a dg-algebra trace model
(Ω *
. This way we can define a map (which depends on the choice of ξ) from the set of cyclic n-cocycles on A to those on A ω t .
Proposition 2.4. Let x be an element of finite order in G, and φ(a 0 , · · · , a n ) be a cyclic cocycle on A, supported on the conjugacy class of x. If we denote a corresponding closed graded trace corresponding to φ byτ, the cyclic cocycle on A ω t corresponding toτ ⊗ τ x ω t is given by
when a i are homogeneous elements with
Proof. The correspondence of φ andτ is given by
The n-form in Ω(A ω t ) can be computed as
for homogeneous elements a i ∈ A g i . Under the coaction by
gives the formula in the right hand side of the assertion.
The inverse cocycle ω −t (g, h) = e −tω 0 (g,h) satisfies (A ω t ) ω −t = A. The associated map of cyclic cocycles for −ξ is the inverse map for the above. It follows that φ → φ (t) is a linear isomorphisms from HC n (A) x to HC n (A ω t ) x .
Let ω 0 be a C-valued normalized 2-cocycle on G, and x ∈ G be an element of finite order. Our goal is to compute the monodromy of the Gauss-Manin connection on the spaces HP
Finite centralizer
Suppose first that the centralizer C G (x) is finite. Following Section 1.2, we put
In order to analyze traces on the deformed algebras, we want an explicit presentation of ξ on Ad G (x) satisfying ξ(b(g ⊗ h)) = ω a 0 (g, h). In the notation of the proof of Proposition 1.6,
is one candidate, as Proposition 2.2 implies ω a 0 Υ = 0. For a reason which will become clear soon, we instead take
Note that adding scalar to ξ does not change ξ(b(g ⊗ h)), while e tξ τ x is affected. We then put Proof. As the reduced model gives B(g) = 1 ⊗ g for g ∈ G, we have
for g 0 ∈ Ad G (x). Using x = (g g 0 g 0 )(g g 0 ) −1 and the 2-cocycle identity, we indeed obtain ξ(g 0 ).
Let ω 0 (g, h)gh denote the Hochschild 2-cochain given by the linear extension of g ⊗ h → ω 0 (g, h)gh. 
Proof. Let us keep the notation y i from the proof of Proposition 1.6. Expanding the definitions, we have
First, (by Proposition 1.5) the first three terms involving ψ are equal to
Combining this with ω 0 ((g y 1 ) −1 , g y 1 g 1 g 2 (g y 0 ) −1 ) in (3.3), we obtain
Note that the first term of this cancels with the last term of (3.3). On the other hand,
Combining ω 0 (g 1 , (g y 2 ) −1 ) in (3.3) and the second term of (3.5), we obtain
Then the contribution from (3.6) and the first term of (3.7) is equal to ω 0 (g 2 , (g y 0 ) −1 )). Combining this with −ω 0 (g 1 g 2 , (g y 0 ) −1 ) in (3.3) and the second term of (3.7), we indeed obtain the factor ω 0 (g 1 , g 2 ) by the cocycle identity.
Let us consider the family of product structures µ t (g, h) = e tω 0 (g,h) gh on C[G]. We denote by ω 0 (g, h)gh the 2-cochain on C[G] characterized by D(g, h) = ω 0 (g, h)gh. Proposition 3.3. We have −ξ + ι ω 0 (g,h)gh τ x = (b − B)θ.
Proof. Then Lemma 3.2 says that the Hochschild cochain D = ∂ t µ t satisfies b D τ x = bθ. By the degree reason we have B D τ x = 0, so we also have ι D τ x = bθ. Combining this with Lemma3.1, we obtain the assertion.
Let A be a G-graded algebra, and let us consider the smooth section algebra Γ ∞ (I; A ω * ) as in Section 1.1, together with the evaluation homomorphisms ev t : Γ ∞ (I; A ω * ) → A ω t .
Theorem 3.4. Let x be an element of G with finite centralizer. Suppose that A is a G-graded algebra, φ is a cyclic cocycle on A supported on the conjugacy class of x, and let φ (t) denote the induced cyclic cocycle on A ω t corresponding to ξ in (3.1). When c is a (b − B)-cocycle inC * (Γ ∞ (I; A ω * )), the pairing φ (t) , ev t c is independent of t.
Proof. We want to show that the time derivative of φ (t) , ev t c is zero. Since the deformations A A ω t and φ φ (t) are additive in t, it is enough to prove this at t = 0. Note also that the embedding (1.4) can be lifted to
Thus, we may replace A ω t by A ⊗ C ω t [G] and φ (t) by φ ∪ τ x ω t . Moreover, up to the shuffle product (which is a quasi-isomorphism) φ ∪ τ x ω t corresponds to φ ⊗ τ x ω t on the mixed complex C * (A) ⊗
C * (C ω t [G]). Hence it is enough to show that, if c is a cocycle in
has zero derivative at t = 0. This amounts to
where we identify ξ with a Hochschild 0-cochain supported on Ad G (x). As explained in Section 1.1, the Cartan homotopy formula for the cochain ∂ t implies
, hence the left hand side of (3.8) is equal to
by Proposition 3.3. Since φ is a (b − B)-cocycle, this is equal to (b − B) ev 0 c, φ ⊗ θ = 0. This shows ∂ t φ (t) , ev t c = 0 at t = 0 as required.
General case
Let us now turn to the general case. If x is a torsion element, as remarked before Proposition 1.11, H n (N G (x); C) is naturally isomorphic to H n (C G (x); C). Combined with Proposition 1.2, there is a normalized 2-cocycleω 0 on N G (x) which is cohomologous to ω 0 when pulled back to
On x , it can be taken as
which is independent of g ∈ G (use the 2-cocycle condition for x k , x n , and g). Following the previous section, we define ξ ∈ C 0 (C[G]) x and θ ∈ C 1 (C[G]) x by the same formulas (3.1) and (3.2). Lemma 3.1 holds without change, and Lemma 3.2 becomes the following.
Lemma 3.5. We have the equality bθ = b ω 0 (g,h)gh τ x +ω 0 • Ξ as functionals on C[G 3 ].
Proof. The only difference from the proof of Lemma 3.2 is (3.4), which needs to be replaced by
This gives the extra termω
Consequently, the monodromy of the Gauss-Manin connection becomes the following.
Proof. The cocycleω 0 • Ξ represents the cup product action of the cohomology class of ω 0 on τ x .
The analogue of Theorem 3.4 is the following. Note that the assumption on exp(t[ω 0 ]) is automatically satisfied if H * (C G (x); C) is bounded in degree, which holds if G is in the class C (see Lemma 1.10).
Theorem 3.7. Let x be an element of finite order in G. Suppose that A is a G-graded algebra, φ is a cyclic cocycle on A supported on the conjugacy class of x, and let φ (t) denote the induced cyclic cocycle on A ω t constructed with ξ as above. Let us also suppose that exp(t[ω 0 ]) makes sense in H * (C G (x); C). When c is a (b − B)-cocycle inC * (Γ ∞ (I; A ω * )), the pairing φ (t) exp(−t[ω 0 ]), ev t c is independent of t.
Proof. The proof is parallel to that of Theorem 3.4, but this time we want to check
The extra term τ x ∪ ω 0 exactly corresponds to the one in Proposition 3.6.
Corollary 3.8. With the same assumption as above, we have
We want to consider Fréchet variants of Γ ∞ (I; C[G]) in the previous section. When A is an m-algebra, we may take the projective tensor product C ∞ (I)⊗ A, which is again an m-algebra (note that tensor product of submultiplicative seminorms are again submultiplicative). It can be identified with the space C ∞ (I; A) of A-valued C ∞ -functions on I, or the injective tensor product thanks to the nuclearity of C ∞ (I) as a Fréchet space, cf. [Trè67, Chapter 44; Phi91, Theorem 2.3].
-Schwartz algebra
Let : G → [0, ∞) be a length function on G; a function satisfying (e) = 0 and (gh) (g) + (h). Let A be a Fréchet algebra with seminorms a m and let α : G A be an action of G which is -tempered [Sch93b] :
We then put
The seminorms
topologize S 1 (G; A), and since f m is increasing in m, the seminorms f m = f m,m also topologize S 1 (G; A), which is an m-algebra [Sch93, Theorem 3.1.7]. As a Fréchet space this is just the projective tensor product of S 1 (G) = S 1 (G; C) and A. Let us denote the twistings of 1 (G) (resp. S 1 (G)) by 1 (G; ω) (resp. S 1 (G; ω)). Note that the traces τ x are well-defined over 1 (G), hence also over S 1 (G). Let A be a G-C * -algebra, and 1 (G; A) be the crossed product realized on the projective tensor product 1 (G)⊗ A. If there are Dirac-dual Dirac morphisms in (G; A) ) is an isomorphism [Laf02] . For good G (including Haagerup [HK01] or hyperbolic [Laf12] ), the assembly maps K
is also an isomorphism, with G r A being the reduced crossed product C * -algebra. It follows that the natural map K * ( 1 (G; A)) → K * (G r A) is an isomorphism for such groups. In the rest of the section we assume that this is the case.
Let ω 0 be an R-valued 2-cocycle on G, and consider the associated T-valued cocycles ω t (g, h) = exp( √ −1tω 0 (g, h)) for t ∈ I. We then obtain a 'continuous' family of twisted group C * -algebras C * r,ω t (G), and the C * -algebra of continuous sections Γ (I; C * r,ω * (G)) plays a central role in the comparison of their K-groups. By definition Γ (I; C * r,ω * (G)) is a completion of 1 (G; C(I)) with respect to the representation on Hilbert C(I)-module Γ (I; 2 (G)), twisted by the U(C(I))-valued 2-cocycle ω * on G [ELPW10] .
) g∈G [PR89] . Concretely, the imprimitivity bimodule is given by the Hilbert C * r,ω (G)-module (G; ω) ). Collecting these, 1 (G; ω) → C * r,ω (G) induces isomorphisms of K-groups [Mat06] .
Proposition 4.1. The evaluation map K * ( 1 (G; C(I))) → K * ( 1 (G; ω t ) ) is surjective for each t.
Proof. We already know the corresponding statement for C * -algebras, and that K * ( 1 (G; ω t ) ) is isomorphic to K * (C * r,ω t (G)). We also know that
. Thus, we just need to verify that the evaluation map of the assertion factors the isomorphism
If we carry out a similar construction for 1 (G; C(I)) and 1 (G; C(I) ⊗ K( 2 (G)), the Banach space
This is the desired factorization.
Since the natural (semi)norms of S 1 (G; C ∞ (I)) are stronger than that of 1 (G; C(I)), we may regard S 1 (G; C ∞ (I)) as a subspace of Γ (I; C * r,ω * (G)). In order to control the time derivatives of the product in this algebra, we need to impose the polynomial growth assumption on ω 0 . Namely, ω 0 is of polynomial growth if
holds for some large enough C and M. Proof. First, S 1 (G; C(I)) is a strongly spectral invariant subalgebra of 1 (G; C(I)). On this part the argument for [Sch93b, Theorem 6.7] applies without change, since the twisting by ω t does not contribute to the norm of these algebras. We first need to verify that S 1 (G; C ∞ (I)) is a subalgebra of S 1 (G; C(I)). Let f and f be elements of S 1 (G; C ∞ (I)). Their product is represented by the function
Since ω t (h, h −1 g) = 1, at each t we indeed obtain an element of S 1 (G; ω t ). We thus need to show that this function is smooth in t. Let us denote the constants controlling the growth of ω 0 as above by C and M, and put m + = m(1 + M).
As an illustration let us first give an estimate for the first order derivative. We have
The second term can be estimated as ∂ t f * ω t f s,1 ∂ t f s,1 ∂ t f s,1 as in (4.7), so
is an element of H s (G). The third term admits a similar estimate. As for the first term, we need to estimate
If we putf t (g) = f t (g)(1 + (g)) M , the above is bounded by
This shows that f * ω * f indeed has a bounded first order derivative. Let us now proceed to the higher order derivatives. For f ∈ S 1 (G; C m (I)), put
where on the right hand side we take the norm
, we claim that there is an estimate
Then, ∂ k t h s (g) is given by
Using
where we putf (b) (g) = f(g)(1 + (g)) Mb . Repeatedly using the estimates of the form (4.4), we can bound this by
Then, using b 1 + · · · b n−1 k m and i C b i /b i ! e C , we obtain the desired estimate (4.5). It remains to show that S 1 (G; C ∞ (I)) is closed under taking multiplicative inverses. Now, suppose that f ∈ S 1 (G; C ∞ (I)) is invertible in S 1 (G; C(I)). The assertion follows if we can show that f −1 belongs to S 1 (G; C m (I)) for all m. If f ∈ S 1 (G; C m (I)) is invertible in S 1 (G; C(I)), we fix C 1 < 1 and approximate f −1 by f ∈ S 1 (G; C m (I)) satisfying
so that x = 1 − f f satisfies x m + ,0 < C 1 e −C . Then, for n > m, the above estimate for
Corollary 4.3. The evaluation map K * (S 1 (G; C ∞ (I))) → K * (S 1 (G; ω t ) ) is surjective for each t.
Proof. A similar (but simpler) argument as the above proposition shows that S 1 (G) is a spectral subalgebra of 1 (G) with respect to the product * ω t . We thus know that the horizontal arrows in
are isomorphisms. Moreover, the right vertical arrow is surjective by Proposition 4.1.
Remark 4.4. When G is of polynomial growth, there is possibly a more direct approach based on the following result of Schweitzer [Sch93b] : suppose that A is a G-C * -algebra, and A be a dense G-invariant Fréchet subalgebra satisfying the differential seminorm condition such that the induced action is -tempered. Then S 1 (G; A) is a spectral subalgebra of G r A. However, this result is hopeless without polynomial growth assumption. Indeed, 1 (G) is not a spectral subalgebra of C * r (G) if G contains a free semigroup of two generators [Bon61, Jen70] .
Remark 4.5. The subscript 1 in S 1 (G; A) corresponds to the fact that the definition in (4.1) is in terms of the ' 1 norm'. When A is a pre C * -algebra, the 2 version makes sense as
This way S 2 (G; C) is equal to H ∞ (G), see the next section. However, the spectral invariance is proved only when G is of polynomial growth and A is a commutative C * -algebra [JS96] , and S 2 (G; ∞ G) is a spectral subalgebra of G r ∞ G (if and) only if G is of polynomial growth [CW03] . Note also that we have S 1 (G) = S 2 (G) if and only if G is of polynomial growth [Jol90] . For hyperbolic groups, there is a more elaborate choice of rapid decay functions [Pus10] which are invariant under holomorphic functional calculus on C * r (G) and at the same time supporting many traces.
For s > 0, put
and H ∞ (G) = s>0 H s (G). Recall that G is said to be of rapid decay [Jol90] if H ∞ (G) is a subspace of C * r (G) for some proper length function . This is equivalent to H s (G) ⊂ C * r (G) for large enough s.
Note that when G is finitely generated, it is rapid decay if and only if H ∞ (G) ⊂ C * r (G) for the word length for some symmetric generating set. Put
, there is C > 0 such that whenever f is supported on B R (e) (the ball around e of radius R), we have f C * r (G) CR s f ,s , or that there is a polynomial P(X) such that
whenever f is supported on B R (e). The last condition implies f * g ,s K(s) f ,s g ,s for s deg P(X) and
is a Banach algebra with respect to the rescaled norm f ,s = K(s) f ,s [Laf00, Proposition 1.2]. Modifying the factor K(s) if needed, we may assume that f ,s is increasing in s. This way H ∞ (G) is an m-algebra. It is also closed under holomorphic functional calculus inside C * r (G). Let G be a rapid decay group, and ω be a normalized T-valued 2-cocycle on G. As explained in [Mat06, Proposition 6.11], H ∞ (G) is also a subalgebra of C * r,ω (G) thanks to the estimate
for large enough s. Let us denote this algebra by H ∞ (G; ω). It is again invariant under holomorphic functional calculus in C * r,ω (G). The smooth section algebra S 1 (G; C ∞ (I)) needs to be replaced by C ∞ (I; H ∞ (G)). Since C ∞ (I) is a nuclear Fréchet space, C ∞ (I; H ∞ (G)) which is naturally the injective tensor product of C ∞ (I) and H ∞ (G) is also the projective tensor product.
Then, an analogue of the first half of Proposition 4.2 holds.
Proposition 4.6. Suppose that ω 0 is of polynomial growth. Then C ∞ (I; H ∞ (G)) is an m-convex subalgebra of Γ (I; C * r,ω * (G)).
Proof. Let f and f be elements of C ∞ (I; H ∞ (G)). Their product in Γ (I; C * r,ω * (G)) is represented by (4.2), and by the estimate (4.7), at each t we indeed obtain an element of H ∞ (G; ω t ). We thus need to show that this function is smooth in t.
The proof is completely analogous to the first half of Proposition 4.2, with slight modifications using (4.7). For example, in (4.3) the second term can be estimated as
as in (4.7), and the third term admits a similar estimate. As for the first term, we need to estimate
This shows that f * ω * f indeed has a bounded first order derivative.
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Let us now proceed to the higher order derivatives. For f ∈ C ∞ (I; H ∞ (G)), again put
Let C and M be the constants controlling the growth of ω 0 . When f 1 , . . . , f n in C ∞ (I; H ∞ (G)), instead of (4.5) we claim
Then, with the product h = f 1 · · · f n in Γ (I; C * r,ω * (G)), we can bound
repeatedly using the estimates of the form (4.8). Then, using Proposition 4.7. Under the same assumption as Proposition 4.6, C ∞ (I; H ∞ (G)) is a spectral subalgebra of Γ (I; C * r,ω * (G)). Proof. First we claim that C(I, H ∞ (G)), or equivalently C(I, H m (G)) when m is sufficiently large, is a spectral subalgebra of Γ (I; C * r,ω * (G)). The proof for each fiber [Mat06, Proposition 6.11] carries on to this case, by replacing the norm of 2 (G) by that of the Hilbert Γ (I; C * r,ω * (G))-module C(I; 2 (G)). (Otherwise we can appeal to [Par13] .)
The rest of proof is analogous to the second half of Proposition 4.2. Suppose that f ∈ C ∞ (I; H ∞ (G)) is invertible in C(I, H ∞ (G)). The assertion follows if we can show that f −1 belongs to C m (I; H m (G)) when m is sufficiently large. Let us take an element f ∈ C m (I, H m (G)) satisfying
for some 0 < C 1 < 1. Thus, we have x C(I,H m + (G))
we are going to show that x n m = o(C n 2 ) for any C 1 < C 2 < 1, which implies that (1 − x) −1 , hence
Replacing f 1 , . . . , f n in the proof of Proposition 4.6 by x, from (4.10) we can bound
from above by
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Now, let us suppose n > m so that the a i start to contain 0. f we fix the possibility of the possible values of a 1 , . . . , a n up to permutation, the multiplicity in the above sum is bounded by n(n − 1) · · · (n − k + 1) n m . Hence we have
By assumption on x C(I,H m + (G))
, we indeed have that this is asymptotically bounded by C n 2 as n → ∞.
Effective conjugacy problem
We now want to use the formula of Proposition 2.4. Let φ be a cyclic cocycle on A = S 1 (G) or H ∞ (G) supported on the conjugacy class of x. As follows from the precise form of ξ given in (3.1), φ (t) indeed extends to a cyclic cocycle on
If the growth of ξ(g 0 · · · g n ) is bounded by some polynomial in (g 0 ), . . . , (g n ), the family (φ (t) ) t is smooth in t and θ in Section 3 makes sense as a functional on A⊗ A. Since the growth ω 0 (g, h) is bounded by some polynomial in (g) and (h), it is enough to know that (g g 0 ) is bounded by some polynomial in (g 0 ) when g 0 is conjugate to x. Note also that if C G (x) is finite, the growth rate does not depend on the choice of g g 0 .
Such problem (usually without finiteness assumption on the order of x) is known as the effective conjugacy problem: consider the conjugacy length function
This is known to be at most linear for the hyperbolic groups [Lys89] , for the solvable groups of the form Z k A Z with A ∈ SL k (Z) contained in a split torus [Sal16] , or for the torsion free 2-step nilpotent groups [JOR10] , as well as the crystallographic groups (see the next section). A quadratic bound is known for fundamental groups of prime 3-manifolds [BD14] , see also [Sal16, Theorem 5.5].
Recall that, in the first half of the next theorem, G being 'good' means that it satisfies the BaumConnes conjecture with coefficients and that the natural map K * ( 1 (G; A)) → K * (G r A) is isomorphism for any G-C * -algebra A, which are satisfied by the Haagerup groups and the hyperbolic groups.
Theorem 4.8. Let G be a good group with polynomially bounded conjugacy length function, and ω 0 be an R-valued 2-cocycle of polynomial growth. Furthermore, let x be a torsion element of G such that e t[ω 0 ] makes sense in H * (C G (x); C). Then for any cyclic cocycle φ on S 1 (G) supported on the conjugacy class of x and periodic cyclic cycle c ∈ HP * (S 1 (G; C ∞ (I))), the pairing
is constant in t. An analogous statement holds for cyclic cocycles on H ∞ (G) when G is of rapid decay.
We thus have ev t c, φ (t) = ev 0 c, φ ∪ e −t[ω 0 ] in the above setting. Note also that, as we have seen in the previous section, the K-groups of S 1 (G; C ∞ (I)) and C * r,ω t (G) are naturally isomorphic, so this gives a concrete description of the pairing between HC * (S 1 (G, ω t )) and K * (C * r,ω t (G)) in terms of the one between HC * (S 1 (G)) and K * (C * r (G)).
Let us consider a discrete G sitting in an exact sequence 1 → Z n → G → F → 1 such that F is finite, and its induced action on Z n is free away from origin. These groups are of polynomial growth, hence are amenable and there is no distinction between full and reduced twisted groups algebras. We also know that various classes of rapid decay functions coincide [Jol90] , so we just write S(G). By [Sal12, Corollary 2.3.18] the conjugacy length function of G has a linear growth. Moreover, one may take R n as a model of EG (universal space of the proper G-actions) [CK90] , hence G\R n as a one for BG = G\EG. Any R-valued 2-cocycle is up to cohomology represented by an F-invariant 2-cocycle on Z n .
Example 5.1. Let G be the group Z n . For each n × n real skew-symmetric matrix θ, we can construct a 2-cocycle on this group by defining ω θ (x, y) = exp( √ −1 θx, y ). The corresponding twisted group C * -algebra C * (G, ω θ ) is also called the noncommutative torus C(T n θ ). For n = 2, since θ depends on only one number as θx, y = θ 2 (x 2 y 1 − x 1 y 2 ), we call that number θ also. Example 5.2. Let F be a finite subgroup of GL n (Z) such that each W ∈ F leaves θ invariant, i.e., W T θW = θ. Then we can define a 2-cocycle ω θ on G = Z n F by ω θ ((x, g), (y, h)) = ω θ (x, g.y) for x, y ∈ Z n and g, h ∈ F. If each W ∈ F not identity acts free away from origin, we obtain a crystallographic group. Again note that when n = 2, any finite subgroup of SL 2 (Z) will do.
Let M denote the set of conjugacy classes of maximal finite subgroups of G. In the following theorem, K 0 (C[P]) denotes the reduced K 0 -group, that is, the kernel of the map K 0 (C[P]) → K 0 (C) induced by the trivial representation. Note also that the map
Theorem 5.3 ([LL12]
). In the even degree, there exists an exact sequence
which splits after inverting |F|. The natural map
also becomes a bijection after inverting |F|. In the odd degree, we have K 1 (C * (G)) K 1 (BG).
Under the above setting, any nontrivial finite subgroup of G has a finite normalizer [LS00, Lemma 6.1]. In particular, any nontrivial torsion element has a finite centralizer. Thus, for the twisted group algebras, the pairing with cyclic cocycles supported by the conjugacy class of such an elements is described by Section 3.1.
As for the factor labeled by the identity element, For the above examples H * (G; C) is bounded in degree by n. Hence the assumptions of Theorem 4.8 are satisfied and we can compute the pairings ev t c, φ (t) for c ∈ HP * (S 1 (G; C ∞ (I))). For x = e, the pairing reduces to that between K * (BZ n ) K * (T n ) and HP * (C ∞ (T n )) k H * +2k (T n ; C) with modification by e t[ω 0 ] with [ω 0 ] ∈ H 2 (T n ; C), while for nontrivial torsion x, the pairing with τ x ω t essentially does not see t.
for the even degree, on the image of K 0 (C * (Z n )) it reduces to the pairing between 2 * C n F H 2 * (Z n ; C) F H 2 * (BZ n ; C) F and Z ⊗ F K 0 (C * (Z n )) Z ⊗ F H 2 * (BZ n ; Z). On the image ofK 0 (C[P]), we just pick up the coefficient of e ∈ G in the projections representing theK 0 -classes. For the odd degree it reduces to the natural pairing of ( 2 * +1 C n ) F H 2 * +1 (Z n ; C) F and K 1 (BG) K 1 (BG).
If F = Z m , the kernel of natural map Z ⊗ F K 1 (C * (Z n )) → K 1 (C * (G)) is annihilated by the multiplication by m, the K-groups of C * (G) are free commutative groups whose rank can be explicitly described [LL12] . Let us further assume that p = m is prime. Then any non-trivial finite subgroup P of G must be isomorphic to Z p via the restriction of the projection map G → Z p . Thus any nontrivial finite subgroup of G represents an element of M. We have the following precise description of the K-groups.
Theorem 5.4 ([DL13]
). The number n = n/(p − 1) is an integer, and |M| = p n . The rank of K-homology groups of BG are given by rk K 0 (BG) = 2 n + p − 1 2p + (p − 1)p n −1 2 , rk K 1 (BG) = 2 n + p − 1 2p − (p − 1)p n −1 2 .
We want to explain how projections inK 0 (C[P]) contribute to the K 0 (C * (G) and K 0 (C * (G, ω θ ) ). Since C[P] is isomorphic to the algebra C(P) C p , K 0 (C[P]) is the free abelian group of rank p. Now suppose g is a generator of P. The minimal projections of C[P] are given by ) is given by Q 1,g , · · · , Q p−1,g . By the above theorem, these projections are still linearly independent in K 0 (C * (G)). To get elements of K 0 (C * (G, ω θ )), we need to modify this presentation a bit. Continuing to denote a generator of P by g the unitary λ g has order p in C * (G). But since we modified the product in C * (G, ω θ ), the unitary λ (ω θ ) g need not be so. Still, since ω θ is cohomologically trivial on the finite group P and hence C ω θ
[P] C[P], we can always multiply suitable z ∈ T so that order of the unitary zλ for j = 1, · · · , p − 1 will give projections which are elements of K 0 (C * (G, ω θ )).
Remark 5.5. Yashinski [Yas13] proposed another approach to compare HP * (S(Z n , ω θ )) for different θ based on A ∞ -isomorphism of Cartan-Eilenberg complexes, which is equivariant under the action of Z m as above and would provide alternative route to the above result. While this is an interesting viewpoint, our understanding is that there is a gap in his argument, mainly because the cyclic bicomplex is not functorial for A ∞ -morphisms.
. Crossed product of Z 2 by Z 3
Let us come back to Example 2.3. This group Z 2 Z 3 can be presented as G = u, v, w | w 3 = e, uv = vu, wuw −1 = u −1 v, wvw −1 = u −1 .
Up to conjugation, the finite subgroups of G are generated by one of the elements w, uw or, u 2 w all of which are of order 3. Since ω θ (w, w) = 1, the first element still has order 3 in the twisted group algebra, and the corresponding projections Q uw is an unitary of order 3. Similarly one can see that e( (G, ω θ ) ).
Recall from [BW07] that if α defines an action of Z p on A, an α-invariant functional φ on A is said to be an α-trace if φ(xy) = φ(α(y)x)
holds for any x, y ∈ A. An α s -trace φ gives rise to a trace T φ on Z p A defined by T φ (x 0 + x 1 w + · · · + x p−1 w p−1 ) = φ(x p−s )
