Abstract-We propose some improvements on a diagonal Newton's method for solving large-scale systems of nonlinear equations. In this approach, we use data from two preceding steps to improve the current approximate Jacobian in diagonal form. Via this approach, we can achieve a higher order of accuracy for Jacobian approximation when compares to other existing diagonal-type Newton's method. The results of our numerical tests, demonstrate a clear enhancement in numerical performance of our proposed method
Introduction
Consider the problem of finding the solution of nonlinear equations F (x) = 0,
where F = (f 1 , f 2 ...f n ) : R n → R n is continuously differentiable in on open neighborhood Φ ⊂ R n of a solution x * = (x * 1 , ..., x * n ) of the system (1) . Assume that there exists x * with F (x * ) = 0 and F (x * ) = 0 where F (x k ) is the Jacobian of F as well as the Jacobian F (x) is Lipschitz continuous at x * . The prominent method for finding the solution to (1) , is the Newton's method, the method generates an iterative sequence {x k } from a given initial guess x 0 in the neighborhood of the solution x * , using
for k = 0, 1, 2, ... where F (x k ) is the Jacobian matrix of F and s k is the Newton correction. The method has quadratic rate of convergence when the Jacobian matrix F (x * ) is nonsingular at a solution of (1) [3, 1] .
for some h. However, due to computation and storage of the Jacobian matrix, as well as solving Newton's systems in each iteration, an iteration of the Newton's algorithm turns out to be expensive. Despite its good qualities(straightforwardness and general reliability), Newton's method has some major shortcomings [3] . Quite a lot of strategies exist to conquer the well known weaknesses . The simplest approach is fixed Newton method, i.e. via letting F (x k ) ≡ F (x 0 ) for k > 0 . The method use the below form , from any given initial guess x 0 in the neighborhood of x * via
for k = 0, 1, 2..., but is significantly slower [6] than Newton method. Inexact Newton method is another variant of Newton method that locates the approximate Newton correction s k by some iterations [see, [5] ]. Quasi-Newton's method is the well known method that replaces Jacobian or its inverse with an approximation which can be updated at each iteration [4] 
for k = 0, 1, 2..., B k being an approximation to the Jacobian matrix. Nevertheless the most crucial initiative common to all these efforts is forming and storing a full-matrix of Jacobian approximation (directly or indirectly), which can be very costly when handling large scale systems. To cope with these weaknesses, in disparity this paper develops a new diagonal-type Newton's method for solving largescale systems of nonlinear equations whereas employs a two-step multi-point scheme to increase the accuracy of Jacobian approximation. We organized the rest of this paper as follows : In the next section , we present the proposed method, Some numerical results are reported in Section 3, and Conclusion in Section 4.
Two-Step Diagonal Newton Method (TSDN)
Here we define our new diagonal variant of Newton's method. This approach generates a sequence of points {x k } using
where Z k is a diagonal approximation of the Jacobian. Our plan is to build a matrix Z k through diagonal updating scheme which is a good approximation of the Jacobian . Through using ∆F = F (x k+1 ) − F (x k ) and 978-1-4577-0005-7/11/$26.00 ©2011 IEEE ∆x = x k+1 − x k is known as one-step Newton's method. Hence, in order to make Z k to be a more accurate approximation of the Jacobian matrix, we make use of an interpolating curve in the variable-space to develop a weak secant equation. This is made possibly by considering some of the most successful of two-step methods (see [7] - [9] for more detail ). Through integrating this two-step information we can present an improved weak secant equation as follows:
We require to build an interpolating quadratic curves x(ν) and y(ν) , where by x(ν) interpolates the last two preceding iterates x k−1 , x k and x k+1 , and y(ν) interpolates the last two preceding function evaluation F k−1 , F k and F k+1 (which are assumed to be available). Due to the fact that, we employ more information from several recent steps in building the interpolating curve x(ν), unlike classical Newton method and some of its variants, we anticipate that the novel secant equation derived from this scheme, will also improve the precision of the Jacobian approximation. Hence we present the derivatives of the two interpolation curves at ν = ν 2 , where for j = 0, 1, 2, ..., we have
Using the approach introduced by [7] , we can determine the α k in (7) using the value of ν 0 , ν 1 and ν 2 . We assumed that ν 2 = 0 and {ν j } 2 j = 0 then α k is given as follows: We can write ν 2 as
(11) and
let define β as
then ρ k and µ k are give as
We require that Z k to be a diagonal matrix which is an approximation to the Jacobian, the updating scheme for Z k is obtain by adding a correction G(still diagonal matrix) at every iteration:
Substituting (16) in (8), it follows that
We control the growth error of G k through minimizing its magnitude under Frobenuis norm, such that (17) holds. Therefore we consider the following problem
, hence the Langrangian function of (18) can be expressed as follows:
where δ is the Lagrangian multiplier. Taking the differential of (19) with respect to each component of G k and δ respectively, and set them equal to zero, followed by some algebra we obtained
where T r is a trace operation. Lastly, we present the updating formula for the scheme as follows :
To safeguard on possibly very small ρ k and T r(H 2 ), we require ρ k ≥ 1 for some chosen small 1 > 0. Else set Z k+1 = Z k . Now, we can describe the algorithm for our proposed method (TSDN) as follows: Algorithm TSDN
Step 1 : Choose an initial guess x 0 and Z 0 = I, let k := 0
Step 2 :
Step 3 : If k := 0 define x 1 = x 0 − Z −1 0 F (x 0 ). Else if k := 1 set ρ k = ∆x k and µ k = ∆F k and goto 5
Step 4 : If k ≥ 2 compute ν 1 ,ν 0 and β via (12)-(13), respectively and find ρ k and µ k using (14)and (15), respectively. If ρ
k F (x k ) and update Z k+1 as define by (21) Step 6 : Check if ρ k 2 ≥ 1 where 1 = 10 −6 , if yes retain Z k+1 that is computed by step 5. Else set,
Step 7 : Set k:=k+1 and goto 2.
In this section we compared the numerical performance of the TSDN method with Newton method (CN) and Fixed Newton method (FN). The codes are written in MATLAB 7.0 using a double precision computer and we used the following termination criterion:
We designed the code to stop when the iteration number is greater than 300 or CPU time exceeded 300 seconds. * meaning that method refuse to converge. The details description of the 2 benchmarks test equations are given as follows: Table 1 and 2 clearly shows that all the four methods attempted to solve the benchmarks test equations, moreover our proposed method (TSDN) out perform the three method as having low CPU time in seconds. This is due to multi-points information on constructing the diagonal updating scheme as well as eliminating the requirement of solving Newton systems(linear) in every iteration. If we outlook the TSDN method from matrix storage requirement point of view, it is clearly that our proposed method has significantly reduced matrix storage from exponential order to linear order. These observations allowance further confirmation of the advantages of twostep approach on diagonal updating scheme to CN and FN methods respectively for solving large scale systems of nonlinear equations. Therefore, according to these numerical results, we remark that it is effective to use TSDN method especially when the dimension of the systems increases or the derivatives are quite difficult to obtain. 
Conclusions
In this paper a new two-step diagonally Newton method for solving large -scale system of nonlinear equations(TSDN) has been presented. This method employs a two-step multi-point scheme unlike the single step method. The anticipation behinds this approach is to increase the accuracy of Jacobian approximation into diagonal matrix. Numerical results provides strong fact that the TSDN method shows enhanced performance (matrix storage and CPU time ) by comparison with the FN and CN methods respectively. Finally we conclude that the use of two-step multi-point approach to construct a diagonal updating scheme is capable of enhancing the performance of Newton method, predominantly when the function derivatives are relatively expensive or could not be done correctly.
