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Uvod
Cilj ovog rada je uvesti pojam i neka strukturalna svojstva slucˇajnih sˇetnji na grafovima.
Prvo c´emo se formalno prisjetiti nekih osnovnih definicija vezanih za Markovljeve lance.
Markovljev lanac je slucˇajan proces cˇije ponasˇanje u nesposrednoj buduc´nosti uvjetno
na sadasˇnjost i prosˇlost jednako je ponasˇanju u neposrednoj buduc´nosti uvjetno samo na
sadasˇnjost. Takoder, diskutirati c´emo i odredena strukturalna svojstva Markovljevih lanaca
te posebno definirati pojmove reverzibilnosti, ireducibilnosti, svojstva prolaznosti i povrat-
nosti. Spomenut c´emo najpoznatije primjere te se posebno usredotocˇiti na slucˇajnu sˇetnju.
U drugom poglavlju definirat c´emo pojam grafa te pojam slucˇajne sˇetnje na grafu. Takoder,
uvest c´emo pojam energije te diskutirati struktualna svojstva ovih procesa, opisana u pret-
hodnom poglavlju, ali u terminima karakteristika grafa.
U trec´em poglavlju dati c´emo iskaze i dokaze teorema koji pokazuju da se povratnost i
prolaznost slucˇajne sˇetnje na grafu mozˇe gledati preko ”energije” procesa. Uz to, spome-
nut c´emo fizikalnu interpretaciju tih teorema te prikazati vezu izmedu Roydenovog kriterija
i postojec´ih rezultata.
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Poglavlje 1
Markovljevi lanci
U ovom poglavlju definirat c´emo osnovne pojmove vezane za Markovljeve lance te iskazati
neke bitne teoreme. Takoder, definirat c´emo pojmove povratnosti i prolaznosti te spome-
nuti neke primjere.
Definicija 1.0.1. Neka je (S ,S) izmjeriv skup, gdje je S σ-algebra na S . Slucˇajan proces
s diskretnim vremenom i prostorom stanja S je familija X = (Xn)∞n=0 slucˇajnih varijabli (tj.
slucˇajnih elemenata) definiranih na nekom zajednicˇkom vjerojatnosnom prostoru (Ω,F ,P)
s vrijednostima u S . Dakle, ∀n ∈ N0 Xn : Ω 7→ S je slucˇajna varijabla.
Definicija 1.0.2. Neka je S prebrojiv skup. Slucˇajan proces X = (Xn)∞n=0 definiran na
vjerojatnosnom prostoru (Ω,F ,P) s vrijednostima u skupu S je Markovljev lanac ako
vrijedi
P (Xn+1 = j | Xn = i, Xn−1 = in−1, . . . , X0 = i0) = P (Xn+1 = j | Xn = i) ∀n ∈ N (1.1)
∀i0, i1, . . . , in−1, i, j ∈ S
Formulu 1.1 zovemo Markovl jevo svo jstvo
Definicija 1.0.3. Matrica P =
(
pi j
)
i, j∈S naziva se stohasticˇka matrica ako je pi j ≥ 0
∀i, j ∈ S te ∑ j∈S pi j = 1 ∀i ∈ S . Ukoliko je S konacˇan, to je ”konacˇna matrica”.
Definicija 1.0.4. Neka je λ = (λi)i∈S vjerojatnosna distribucija na S , tj. λi ≥ 0, ∀i ∈ S te∑
i∈S λi = 1. Neka je P stohasticˇka matrica. Slucˇajni proces X = (Xn)
∞
n=0 na vjerojatnos-
nom prostoru (Ω,F ,P) s prostorom stanja S je homogen Markovl jev lanac s pocˇetnom
distribuci jom λ i pri jelaznom matricom P ako vrijedi:
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1. P (X0 = i)) = λi, ∀i ∈ S
2. P (Xn+1 = j | Xn = i, Xn−1 = in−1, . . . , X0 = i0) = pi j, ∀n ∈ N0, i0, i1, . . . , in−1, i, j ∈ S
Slucˇajan proces iz prethodne definicije nazivat c´emo (λ, P)-Markovl jev lanac
Sljedec´i teorem nam govori da je za distribuciju cijelog slucˇajnog procesa dovoljno
znati vjerojatnosti da se slucˇajni proces u danim vremenskim trenutcima (njih konacˇno
mnogo) nalazi u danim stanjima.
Teorem 1.0.5. Neka je X = (Xn)n≥0 (λ, P)-Markovljev lanac. Tada za i0, i1, . . . , in ∈ S
vrijedi
P (X0 = i0, X1 = i1, . . . , Xn−1 = in−1, Xn = in) = λi0 · pi0i1 · pi1i2 · · · · · pin−1in ∀n ∈ N0 (1.2)
Obratno, pretpostavimo da je X = (Xn)∞n=0 slucˇajan proces s distribucijom danom formulom
1.2, gdje je λ neka distribucija na S , a P neka stohasticˇka matrica. Tada je X = (Xn)∞n=0
Markovljev lanac.
U jako puno primjera u praksi je pocˇetna distribucija Markovljevog lanca koncentri-
rana u jednom stanju i ∈ S , tj. Markovljev lanac g.s. ”krec´e” iz stanja i. To znac´i da je
P (X0 = i) = 1.
Fiksirajmo stanje i ∈ S . Neka je δi =
(
δij
)
j∈S ,
δij =
1 ako i = j0 inacˇe
vektor redak koji na mjestu i ima 1, a na ostalim mjestima 0. Ako je λ pocˇetna distribucija
Markovljevog lanca X sa svojstvom da je λi > 0, tj. da P (X0 = i) > 0, tada mozˇemo defi-
nirati uvjetnu vjerojatnost
Pi (A) := P (A | X0 = i) za neki A ∈ F (1.3)
Teorem 1.0.6. Neka je X = (Xn)n≥0 (λ, P) - Markovljev lanac s prostorom stanja S . Tada
je, uvjetno na Xm = i, slucˇajni proces (Xm+n)n≥0
(
δi, P
)
-Markovljev lanac koji je nezavisan
od slucˇajnih varijabli X0, X1, . . . , Xm.
Teoremi 1.0.5 i 1.0.6 dokazani su na kolegiju Markovljevi lanci. Postoje mnogi poznati
primjeri Markovljevih lanaca (nezavisni pokusi, kockarev kraj, . . . ) ali za ovaj diplomski
rad nama je od posebne zanimljivosti sljedec´i primjer.
5Primjer 1.0.7. Neka je (Yn)∞n=1 niz nezavisnih jednako distribuiranih slucˇajnih varijabli s
vrijednostima u Z i distribucijom P (Y = k) = pk, za k ∈ Z, te vrijedi pk ≥ 0, ∑k pk = 1.
Definiramo slucˇajnu sˇetnju kao X = (Xn)∞n=0, pri cˇemu stavimo X0 = 0 te Xn =
∑n
k=1 Yk,
n ∈ N. Uocˇimo da Xn − Xn−1 = Yn predstavlja ”n-ti korak” slucˇajne sˇetnje.
P (Xn+1 = j | Xn = i, . . . , X0 = i0) = P (Xn + Yn+1 = j | Xn = i, Xn−1 = in−1, . . . , X0 = i0)
= P (Yn+1 = j − i | Xn = i, Xn−1 = in−1, . . . , X0 = i0)
= P (Yn+1 = j − i) = p j−i
(1.4)
Prema definiciji 1.0.4 X je Markovljev lanac s matricom prijelaza P =
(
pi j
)
i, j∈Z, pi, j =
p j−i. To je matrica koja na glavnoj dijagonali ima vrijednost p0, na gornjoj dijagonali
p1,na donjoj p−1, itd. pri cˇemu p1 predstavlja ”1 korak udesno”, a p−1 ”1 korak ulijevo”.
Navedimo josˇ jedan tipicˇan primjer Markovljevog lanca, koji u primjeni cˇesto zovemo
niz uspjeha.
Primjer 1.0.8. Neka Y = (Yn)∞n=1 predstavlja niz nezavisnih slucˇajnih varijabli s distribu-
cijom (
0 1
q p
)
Definiramo Xn kao broj uzastopnih uspjeha (tj. jedinica) koje se se pojavile do n-tog tre-
nutka. Lako se vidi da tada X = (Xn)∞n=0 predstavlja Markovljev lanac.
1. X0 = 0
2. Xn = i,Yn+1 = 1→ Xn+1 = i + 1
3. Xn = i,Yn+1 = 0→ Xn+1 = 0
Sljedec´i pojmovi koji se spominju i u samom naslovu ovog rada su povratnost i prolaz-
nost. Da bi njih uveli moramo prvo definirati pojmove koje njima prethode. Uz oznake od
prije prvo definirajmo za B ⊂ S ”prvo vrijeme pogadanja skupa B”
TB = min {n ≥ 0 : Xn ∈ B}
uz dogovornu oznaku da je min {∅} = +∞
Definicija 1.0.9. Za stanja i, j ∈ S kazˇemo da je j dostizˇno iz i , u oznaci i→ j, ako vrijedi
Pi
(
T j < ∞
)
> 0
Definicija 1.0.10. Stanja i, j ∈ S komuniciraju, u oznaci i↔ j ako vrijedi i→ j i j→ i.
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Uocˇimo da je ↔ relacija relacija ekvivalencije na S × S pa takva definira particiju
prostora stanja S na klase. Oznacˇimo te klase s C1,C2, . . . (imamo konacˇno ili beskonacˇno
klasa). Naravno, pod particijom pretpostavljamo da su te klase medusobno disjunktne.
Definicija 1.0.11. Markovljev lanac X je ireducibilan ako se prostor stanja S sastoji od
samo jedne klase komuniciranja, tj. za sva stanja i, j ∈ S vrijedi da i←→ j
Primjer Markovljevog lanca koji je ireducibilan je svaki Markovljev lanac cˇija matrica
prijelaza P ima sve ne-nul elemente. Definirajmo josˇ i pojmove zatvorenosti i aposorbi-
rajuc´eg stanja.
Definicija 1.0.12. Za C ⊂ S kazˇemo da je zatvoren ako ∀i ∈ C Pi (TCc = ∞) = 1, a za
stanje j ∈ S kazˇemo da je apsorbirajuc´e ako je { j} zatvoren skup.
Uvedimo pojam prvog vremena povratka u stanje i
T (1)i := min {n > 0 : Xn = i}
Definicija 1.0.13. Stanje i ∈ S je povratno ili rekuretno ako vrijedi
Pi
(
T (1)i < ∞
)
= 1
tj. sa vjerojatnosti 1 Markovljev lanac koji krec´e iz stanja i ponovno dolazi u stanje i.
Definicija 1.0.14. Za neko stanje i ∈ S kazˇemo da je prolazno ili tranzijentno, ako vrijedi:
Pi
(
T (1)i = ∞
)
> 0
,tj. s pozitivnom vjerojatnosti Markovljev lanac koji krec´e iz stanja i visˇe nikad ne dolazi u
to isto stanje i.
Propozicija 1.0.15. Stanje i ∈ S je povratno ako i samo ako vrijedi ∑∞n=0 p(n)ii = ∞
Uocˇimo da iz gornje definicije slijedi kriterij prolaznosti:
Lema 1.0.16. Stanje i ∈ S je prolazno ako i samo ako ∑∞n=0 p(n)ii < ∞
Sada prelazimo na iskazivanje nekih uvjeta povratnosti. Da bi to iskazali, uvedimo josˇ
i pojam broj posjeta stanju i ∈ S kao
Ni =
∑∞
n=0 1{Xn=i}
te sada mozˇemo izracˇunati ocˇekivani broj posjeta stanju i ∈ S uz pocˇetno stanje j ∈ S kao
E jNi =
∑∞
n=0 p
(n)
ji
7Teorem 1.0.17. Sljedec´e tvrdnje su ekvivalentne
1. i ∈ S jepovratno
2.
∑∞
n=0 p
(n)
ii = ∞;
3. E (Ni) = ∞;
4. Pi (Ni = ∞) = 1
Propozicija 1.0.18. Neka je i ∈ S povratno stanje, te neka i←→ j. Tada je j ∈ S povratno
stanje.
Iz propozicije 1.0.18 slijedi da ako je i ∈ S prolazno, te i ←− j, da je tada i j ∈ S
prolazno. Propozicija nam zapravo kazˇe da ako je jedno stanje u nekoj klasi komunikacije
povratno (odnosno prolazno), tada su sva stanja u toj klasi povratna (odnosno prolazna).
Propozicija 1.0.19. Svaka povratna klasa je zatvorena.
Dokaz. Neka je C neka povratna klasa. Pretpostavimo da C nije zatvorena. To po definiciji
znacˇi da postoji i ∈ C takav da vrijedi Pi(TCc < ∞) > 0. Slijedi da postoje j < C i m ≥ 1
takvi da je
Pi (Xm = j) > 0
Nadalje imamo
Pi ({Xm = j} ∩ {Xm = i za beskonacˇno mnogo n})
= Pi (Xm = j)Pi ({Xn = i za beskonacˇno mnogo n} | Xm = j)
= Pi (Xm = j) P j ({Xn = i za beskonacˇno mnogo n}) = 0, (1.5)
jer je P j(Ti < ∞) = 0 (u suprotnom bi i i j komunicirali). Buduc´i da je stanje i povratno
vrijedi
Pi ({Xm = j} ∩ {Xn = i za najvisˇe konacˇno mnogo n})
≤ Pi ({Xn = i za najvisˇe konacˇno mnogo n}) = 0
Sada dobivamo da vrijedi
Pi (Xm = j) = 0
a to nas dovodi do kontradikcije. 
8 POGLAVLJE 1. MARKOVLJEVI LANCI
Iz dokaza propozicije 1.0.19 slijedi da ako je i ∈ S povratno stanje te ako vrijedi i −→ j,
tada vrijedi j −→ i.
Navedimo josˇ jednu propoziciju te teorem koji su takoder korisni u proucˇavanju Mar-
kovljevih lanaca
Propozicija 1.0.20. Pretpostavimo da je S konacˇan prostor stanja. Tada S sadrzˇi barem
jedno povratno stanje.
Dokaz. Pretpostavimo da su sva stanja prolazna. Tada za j ∈ S i za sve i ∈ S vrijedi
E jNi < ∞. Zbog pretpostavke da je S konacˇan slijedi
E j
∑
i∈S Ni =
∑
i∈S E jNi < ∞
S druge strane je ocˇigledno da je vrijedi
∑
i∈S Ni = +∞ pa vrijedi da je E j ∑i∈S Ni = +∞ sˇto
nas je dovelo do kontradikcije. Zakljucˇak je da je S sadrzˇi barem jedno povratno stanje. 
Teorem 1.0.21. Pretpostavimo da je Markovljev lanac X ireducibilan i povratan. Tada za
sve i ∈ S vrijedi P (Ti < ∞) = 1
Dokaz. Buduc´i da je P (Ti < ∞) = ∑ j∈S P (X0 = j)P j (Ti < ∞), dovoljno je pokazati da
vrijedi P j (Ti < ∞) = 1 za sve i, j ∈ S . Odaberimo m ∈ N takav da je p(m)i j > 0. Tada
imamo
1 = Pi (Xn = i za beskonacˇno mnogo n) = Pi (Xn = i za neki n ≥ m + 1)
=
∑
k∈S
Pi (Xn = i za neki n ≥ m + 1 | Xm = k)Pi (Xm = k)
=
∑
k∈S
Pk (Ti < ∞) p(m)ik
(1.6)
gdje zadnji redak slijedi iz Markovljevog svojstva. Kada bi bilo P j (Ti < ∞) < 1, imali
bismo zbog p(m)i j > 0, ∑
k∈S Pk (Ti < ∞) p(m)ik = 1
Dosˇli smo do kontradikcije. Dakle, zakljucˇujemo da vrijedi P j (Ti < ∞) = 1 
Ovo poglavlje zavrsˇit c´emo primjerom jednostavne slucˇajne sˇetnje na Z. Od koristi c´e
nam biti Stirlingova formula:
lim
n→∞
n!√
2pine−nnn
= 1 (1.7)
Za nizove (an : n ≥ 1) i (bn : n ≥ 1) uvodimo oznaku an ∼ bn ako vrijedi
lim
n→∞ an/bn = 1 (1.8)
Kada smo uveli ovakvu oznaku, Stirlingovu formulu sada mozˇemo pisati
9n! ∼ √2pine−nnn
Primjer 1.0.22. Neka je (Yn : n ≥ 1) niz nezavisnih slucˇajnih varijabli s distribucijom
P (Y1 = 1) = p, P (Y1 = −1) = q = 1 − p, 0 < p < 1. Jednostavna slucˇajna sˇetnja
X = (Xn : n ≥ 0) definirana je s X0 = 0, Xn = ∑nk=1 Yk. Izracˇunajmo m-koracˇne prijalazne
vjerojatnosti definirane kao p(m)00 . Ukoliko je m = 2n + 1 neparan, tada je p
(m)
00 = 0 (u
pocˇetno stanje sˇetnja se mozˇe vratiti samo u parnom broju koraka). Za m = 2n vrijedi
p(2n)00 =
(2n!)
(n!)2
(pq)n
∼
√
2pi2ne−2n (2n)2n(√
2pine−nnn
)2 (pq)n
=
1√
pin
(4pq)n
(1.9)
Jednakost 1.9 povlacˇi da postoji n0 ∈ N takav da za sve n ≥ n0 vrijedi
1
2
1√
pin (4pq)
n ≤ p(2n)00 ≤ 2 1√pin (4pq)n.
Pretpostavimo da p = q = 1/2, odnosno da je X jednostavna simetricˇna slucˇajna
sˇetnja. Tada vidimo da vrijedi 4pq = 1, pa je
∞∑
m=0
p(m)00 =
∞∑
n=0
p(2n)00 ≥
n0−1∑
n=0
p(2n)00 +
∞∑
n=n0
1
2
1√
pin
= +∞ (1.10)
Iz prethodnih teorema sada slijedi da je X povratan. Ako pak imamo slucˇaj da p , 1, tada
vrijedi da je 4pq < 1, pa u tom slucˇaju imamo
∞∑
m=0
p(m)00 =
∞∑
n=0
p(2n)00 ≤
n0−1∑
n=0
p(2n)00 +
∞∑
n=n0
1
2
1√
pin
(4pq)n < +∞ (1.11)
Pomoc´u prethodne napomene sada zakljucˇujemo da je X prolazan.

Poglavlje 2
Slucˇajna sˇetnja na grafu
U ovom poglavlju, uvodimo pojam grafa te pojam slucˇajne sˇetnje na grafu. Takoder, di-
skutirati c´emo odredena strukturalna svojstva iste.
2.1 Graf
Definicija 2.1.1. Graf je uredeni par G = (V, E), gdje V predstavlja skup vrhova, a E je
simetricˇni podskupod V × V koji se naziva skup bridova.
Rijecˇ simetricˇan se odnosi na to da je (x, y) ∈ E ako i samo ako je (y, x) ∈ E. U tom slucˇaju
govorimo o neusmjerenom grafu tj. podrazumijevamo da su bridovi neorijentirani. Ako je
(x, y) ∈ E tada kazˇemo da su x i y susjedni vrhovi.
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Definicija 2.1.2. Stupanj vrha oznacˇava broj njegovih susjeda. Ako je taj broj konacˇan za
svaki vrh, kazˇemo da je graf lokalno konacˇan.
Definicija 2.1.3. Put na grafu je niz vrhova u kojem izmedu dva susjedna vrha postoji brid.
Graf je povezan ako postoji put od bilo kojeg vrha da svakog ostalog vrha u tom grafu.
Ako je u grafu svakom bridu pridruzˇena neka vrijednost, tada taj graf nazivamo tezˇinski
graf (mrezˇa). Tu vrijednost nazivamo provodljivost brida.
Ponekad radimo s objektima koji su nesˇto slozˇeniji od samih grafova, tj. multigrafovima.
Definicija 2.1.4. Multigraf je par skupova V i E, zajedno sa parom preslikavanja E → V
koji oznacˇujemo s e→ e− i e→ e+.
Slike od e nazivamo krajnje tocˇke, pri cˇemu prvi nazivamo rep a drugi glava. Ako
imamo slucˇaj da vrijedi e+ = e− = x, tada kazˇemo da je e petlja na x.
Definicija 2.1.5. Kazˇemo da su bridovi paralelni ili visˇestruki ako imaju isti par krajnjih
tocˇaka.
Pretpostavimo da je zadan graf G = (V, E), tezˇine c (•) te neka je K podskup vrhova od
V .
Definicija 2.1.6. Inducirani podgraf G  K je podgraf sa skupom vrhova K, skupom
bridova (K × K) ∩ E te tezˇinama koje su jednake c  (K × K) ∩ E
Definicija 2.1.7. Stablo G = (V, E) je povezan graf s n cˇvorova i n − 1 bridova. U stablu
nema ciklusa ni petlji. U stablu postoji poseban cˇvor koji nazivamo korijen stabla.
Specijalni slucˇaj, a takoder i jedan od najcˇesˇc´ih je binarno stablo, tj. stablo kod kojeg
svaki vrh ima najvisˇe 2 podstabla.
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2.2 Slucˇajna sˇetnja
Pretpostavimo da nam je zadan konacˇan povezan graf G sa zadanim provodljivostima bri-
dova, tada uzimamo u obzir da slucˇajna sˇetnja mozˇe ic´i samo od vrha do njemu susjednog
vrha i cˇije prijelazne vjerojatnosti pi j su proporcionalne u odnosu na provodljivosti danih
bridova. Ako je x vrh sa susjednim vrhovima y1, . . . , yd i dane su nam prodvodljivosti bri-
dova na nacˇin da je provodljivost brida (x, yi) dana s ci, tada uz oznaku c :=
∑d
i=1 ci vrijedi
px,y j =
c j
c
(2.1)
2.3 Reverzibilnost
Ono sˇto c´e nas posebno zanimati je to da promatramo povratnost i prolaznost ireducibilnog
Markovljevog lanca.
Ako nasˇ lanac krec´e iz x, zanima nas da li je vjerojatnost da on ikad posjeti stanje a 1 ili
nije.
Zapravo, zanima nas jedino slucˇaj reverzibilnog Markovljevog lanca.
Definicija 2.3.1. Markovljev lanac je reverzibilan ako postoji pozitivna funkcija pi, tj. pres-
likavanje x 7→ pi(x) je pozitivno, takvo da je prijelazne vjerojatnosti lanca zadovoljavaju
pi (x) pxy = pi (y) pyx za sve parove x, y.
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U ovom slucˇaju definiramo graf G uzimajuc´i stanja za vrhove te uzimajuc´i dva vrha x
i y za brid u slucˇaju da je pxy > 0. Pridruzˇimo bridovima tezˇine na sljedec´i nacˇin:
c (x, y) := pi (x) pxy (2.2)
Uocˇimo da uvjet revezribilnosti koji smo definirati netom prije osigurava da su tezˇine
bridova jednake bez obzira na to gledamo li brid (x, y) ili brid (y, x). Postavivsˇi graf na
ovaj nacˇin, Markovljev lanac mozˇe biti opisan kao slucˇajna sˇetnja na G tako da kazˇemo:
kada je sˇetnja u vrhu x, na slucˇajan nacˇin biramo sljedec´i vrh od susjednih vrhova koji
imaju prijelaznu vjerojatnost proporcionalnu tezˇini pripadajuc´eg brida. Obratno, svaki po-
vezan graf s tezˇinskim bridovima takvim da zbroj tezˇina konacˇan definira slucˇajnu sˇetnju
s prijelaznim vjerojatnostima proporcionalnim tezˇinama bridova. Kako je slucˇajna sˇetnja
primjer ireducibilnog reverzibilnog Markovljevog lanca, definiramo pi (x) kao sumu svih
tezˇina incidentnih s x.
Primjer 2.3.2 (Kockarev kraj). Jedan od najpoznatijih i mozˇda najcˇesˇc´e spominjanih pri-
mjera u literaturi je kockarev kra j. Ideja je da kockar zˇeli zaraditi, tj. posjedovati iznos
od n novcˇanica, ali ima za pocˇetak samo iznos od k (1 ≤ k ≤ n − 1). On sudjeluje u igrama
koje mu daju sˇansu p da c´e dobiti iznos 1 te q := 1 − p da c´e izgubiti iznos od 1 svaki puta
kada igra. Kada dode do iznosa n ili 0 on zaustavlja igra, tj prestaje igrati.
Navedimo sada neka svojstva koja c´e nam koristiti u proucˇavanju reverzibilnih Mar-
kovljevih lanaca.
(a) Ako je Markovljev lanac reverzibilan, tada ∀x1, . . . , xn vrijedi
pi (x1)
∏n−1
i=1 pxi xi+1 = pi (xn)
∏n−1
i=1 pxn+1−i xn−i
Specijalno, ako je x1 = xn tada su produkti s lijeve i desne strane jednaki. Ta jednakost
takoder karakterizira reverzibilnost.
(b) Neka je Xn slucˇajna sˇetnja na G i neka su x i y dva vrha iz G. Neka je W put od x do y
i W’ njegov inverzni put, tj. put od y do x u G. Tada vrijedi:
Px
[〈
Xn; n ≤ τy
〉
= W | τy < τ+x
]
= Py
[
〈Xn; n ≤ τx〉 = W ′ | τx < τ+y
]
,
gdje τw predstavlja prvo vrijeme kada slucˇajna sˇetnja posjeti w, a τ+w predstavlja prvo
vrijeme nakon pocˇetnog vremena da slucˇajna sˇetnja posjeti w. Drugim rijecˇima, putevi
izmedu 2 stanja koji se ne vrac´aju u pocˇetno stanje te zavrsˇavaju kada prvi put posjete
krajnju tocˇku imaju istu distribuciju u oba smjera ovisno o vremenu.
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(c) Oznacˇimo s G slucˇajnu sˇetnju koja je ili prolazna ili se zaustavlja kada prvi put posjeti
neki od vrhova iz skupa Z. Neka je G (x, y) ocˇekivani broj posjeta slucˇajne sˇetnje koja
krec´e iz x vrhu y. Ako je sˇetnja zavrsˇila u nekom od vrhova iz skupa Z, brojimo samo
one posjete koji su bili striktno prije dolaska u Z. Tada vrijedi da za svaki par vrhova
x, y vrijedi
pi (x) G (x, y) = pi (y) G (y, x)
2.4 Slucˇajne sˇetnje na konacˇnim mrezˇama
Pretpostavimo da je G konacˇna povezana mrezˇa, x vrh u G te A i Z medusobno disjunktni
podskupovi od G. Oznacˇimo s τA prvo vrijeme posjeta skupu A. Uobicˇajno je u primjeni
uzimati slucˇaj kada su tezˇine svih bridova jednake te c´emo takav slucˇaj zvati jednostavna
slucˇajna sˇetnja. Definirajmo funkciju
F (x) := Px [τA < τZ]
Uocˇimo da  oznacˇava restrikciju funkcije na skup. Stoga, F  A = 1 te F  Z = 0, dok za
x < A ∪ Z vrijedi
F (x) =
∑
y
Px[prvi korak je prema y]Px
[
τA < τZ | prvi korak je prema y ]
=
∑
x∼y
pxyF (y) =
1
pi (x)
∑
x∼y
c (x, y) F (y) ,
(2.3)
gdje x ∼ y oznacˇava da su x i y susjedni u G. U slucˇaju koji nas najvisˇe zanima, tj. slucˇajnoj
sˇetnji, jedankost postaje
F (x) = 1deg x
∑
x∼y F (y),
gdje degx oznacˇava stupanj od x tj. ”broj susjeda” od x.
Definicija 2.4.1. Kazˇemo da je funkcija harmonicˇka u x ako vrijedi
f (x) =
1
pi (x)
∑
x∼y
c (x, y) f (y) (2.4)
Kada govorimo o elektricˇnim mrezˇama, zapravo govorimo o tezˇinskim grafovima. Re-
ciprocˇne vrijednosti od provodljivosti nazivamo otporima. U praksi, spojimo baterije
izmedu A i Z pa je napon u svakom vrhu u A jednak 1, dok je u vrhovima iz Z jednak 0.
Ponekad napone zovemo potencijali. Naponi v se uspostavljaju u svakom vrhu te struja
i prolazi kroz bridove. Ove funkcije su definirane implicitno te jedinstveno odredeni na
konacˇnim mrezˇama pomoc´u 2 ”zakona”
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Ohmov zakon: Ako je x ∼ y, tada strujni tok od x do y zadovoljava
v (x) − v (y) = i (x, y) r (x, y)
Kirchhoffov zakon o cˇvorovima : Zbroj svih strujnih tokova koji izlaze iz zadanog vrha
je 0, pod uvjetom da taj vrh nije povezan s baterijom.
Fizicˇki gledano, Ohmov zakon, koji se cˇesto navodi izrazom v = ir, je zapravo tvrdnja o
linearnosti razlika napona. Primjetimo takoder da struja tecˇe u smjeru napona koji su pa-
dajuc´ed iznosa
i (x, y) > 0↔ v (x) > v (y)
Kirchhoffov zakon o cˇvorovima izrazˇava cˇinjenicu da se naboj ne nakuplja u cˇvorovima.
Matematicˇki gledano, Ohmov zakon c´e nam posluzˇiti za definiciju struje gledane preko
napona. Specijalno,
i (x, y) = −i (y, x)
Kirchhoffov zakon predstavlja ogranicˇenje na funkciju v. Doista, on odreduje v na jedins-
tven nacˇin : strujni tok ulazi u G u A te izlazi u Z. Ova dva zakona mozˇemo kombinirati na
skupu V \ (A ∪ Z) da bi dobili da za ∀x ∈ A ∪ Z
0 =
∑
x∼y
i (x, y)
=
∑
x∼y
[
(x) − v (y)] c (x, y) (2.5)
ili
v (x) = 1
pi(x)
∑
x∼y c (x, y) v (y)
Naredna propozicija daje nam glavnu vezu izmedu slucˇajnih sˇetnji i elektricˇnih mrezˇa.
Propozicija 2.4.2. Za svaki vrh x, napon od x jednak je vjerojatnosti da pripadajuc´a
slucˇajna sˇetnja posjeti a1 prije nego sˇto posjeti a2 krenuvsˇi iz x.
U slucˇaju stabla primjenjuje se sljedec´e: obzirom na N, pronademo sve vrhove koji
pripadaju toj razini (TN) i identificiramo ih prema jednom vrhu, tj. prema a1. Definiramo
a0 kao korijen. Tada prema prethodnoj propoziciji, napon vrha x jednak je vjerojatnosti
da c´e slucˇajna sˇetnja posjetiti razinu N prije nego sˇto posjeti korijen pocˇevsˇi iz x. Kada
pustimo da N → ∞, naponi svih vrhova po limesu idu u 0 ako i samo ako pripadajuc´e
vjerojatnosti idu u 0, sˇto je isto kao i da kazˇemo da na beskonacˇnim stablima, vjerojatnost
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da c´emo posjetiti korijen stabla krenuvsˇi iz bilo koje vrha je jednaka 1, tj. da je nasˇa
slucˇajna sˇetnja povratna. Buduc´i da nema ”trenutne struje” na bridovima cˇiji vrhovi imaju
isti napon, zakljucˇujemo da
nema struje ako i samo ako je slucˇajna sˇetnja povratna
Uocˇimo da je v(•) je harmonicˇna na V\ (A ∪ Z). Iz toga sˇto je v  A ≡ 1 i v  Z ≡ 0 slijedi
da ako je G konacˇan, da nam tada vrijedi da je v = F. Ako zbrojimo napone na bridovima
ciklusa, dobivamo 0. Stoga, po Ohmovom zakonu, utvrdujemo te odmah definiramo
Kirchhoffov zakon o ciklusu:Ako
x1 ∼ x2 · · · ∼ xn ∼ x1 (2.6)
predstavlja ciklus, tada
n∑
i=1
i (xi, xi+1) r (xi, xi+1) = 0 (2.7)
2.5 Energija
Sada dolazimo do jednog od kljucˇnih pojmova vezanih za ovaj diplomski rad, tj. do pojma
energije. Neka je G = (V, E) konacˇan graf sa skupom vrhova V te skupom bridova E, gdje
s e− , e+ ∈ E oznacˇavamo pocˇetak i kraj brida (”glavu i rep”) e ∈ E. Kazˇemo da brid ima
ori jentaci ju i to orijentaciju od glave do repa. Takoder uvedimo suprotnu orijentaciju oz-
nakom −e. Od sada nadalje svaki brid se pojavljuje s obje orijentacije. Takoder konacˇnost
podrazumijeva konacˇnost skupova V i E.
Definirajmo l2 (V) standardno realan Hilbertov prostor funkcija na V s definiranim skalarnim
produktom
( f , g) :=
∑
x∈V
f (x) g (x) (2.8)
Definirajmo josˇ jedan prostor, l2 (E), kao prostor antisimetricˇnih funkcija θ na E, tj.
funkcija koje zadovoljavaju θ (−e) = −θ (e) za svaki e ∈ E i na njemu definirajmo produkt(
θ, θ′
)
:=
1
2
∑
e∈E
θ (e) θ′ (e) =
∑
e∈E 1
2
θ (e) θ′ (e) (2.9)
gdje E 1
2
⊂ E predstavlja skup bridova koji sadrzˇi tocˇno jedan od svakog para e, −e. Zatim,
definiramo operator d : l2 (V)→ l2 (E) sa
(d f ) (e) := f
(
e−
) − f (e+) (2.10)
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Ovaj operator je ocˇito linearan. Nasuprot tome, obzirom na antisimetricˇnu funkciju , defi-
niramo granicˇni operator d∗ : l2 (E)→ l2 (V) sa
(d∗θ) (x) :=
∑
e−=x
θ (e) (2.11)
Ovaj operator je kao i pretkodni takoder linearan. U definiciji ”granicˇnog operatora”
koristimo ∗ iz razloga jer su dva spomenuta operatora adjungirana jedan u odnosu na drugi
(θ, d f ) = (d∗θ, f ) ∀ f ∈ l2 (V) ,∀θ ∈ l2 (E) (2.12)
Druga je upotreba u kompaktnim formama mrezˇnih zakona. Neka je i struja.
Ohmov zakon
dv = ir (2.13)
tj,
dv (e) = i (e) r (e) ∀e ∈ E (2.14)
Kirchhoffov zakon
d∗ (i) (x) = 0 ako niti jedna baterija nije spojena na x (2.15)
Primjer 2.5.1. Zamislimo da imamo mrezˇu cijevi kroz koju tecˇe voda. Kolicˇina vode koja
se nalazi u jednom od vrhova a je d∗θ (a). Ako je θ takav da je d∗θ = 0 izvan A i Z, na
skupu A nenegativna, dok je na skupu Z nepozitvna, tada takav θ zovemo tok od A do Z.
Tada je ukupna kolicˇina koja protjecˇe kroz mrezˇu jednaka
∑
a∈A d∗θ (a). Uvedimo pojam
snage toka θ
Snaga (θ) =
∑
a∈A
d∗θ (a) (2.16)
U slucˇaju da je tok θ takav da mu je Snaga(θ) = 1, tada taj tok nazivamo jedinicˇni tok
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Lema 2.5.2. Neka je G konacˇan graf te neka su A i Z medusobno disjunktni podskupovi.
Ako je θ tok od A do Z, tada imamo∑
a∈A
d∗θ (a) = −
∑
z∈Z
d∗θ (z) (2.17)
Dokaz. Uocˇimo da vrijedi∑
x∈A
d∗θ (x) +
∑
x∈Z
d∗θ (x) =
∑
x∈A∪Z
d∗θ (x)
= (d∗θ, 1)
= (θ, d1)
= (θ, 0)
= 0
(2.18)
gdje je
d∗θ (x) = 0 x < A ∪ Z (2.19)
Tada slijedi da je ∑
a∈A d∗θ (a) = −∑z∈Z d∗θ (z)
sˇto smo i htjeli pokazati 
Lema 2.5.3. Neka je G konacˇan graf te neka su A i Z medusobno disjunktni podskupovi.
Neka je θ tok od A do Z. Ako su uz to f  A te f  Z konstante jednake α i ζ, tada vrijedi
(θ, d f ) = Snaga (θ) (α − ζ) (2.20)
Dokaz. Primjenom leme 2.5.2 i definicije Snage dobivamo
(θ, d f ) = (d∗θ, f )
=
∑
a∈A
d∗θ (a)α +
∑
z∈Z
d∗θ (z) ζ
=
∑
a∈A
d∗θ (a)α −
∑
a∈A
d∗θ (a) ζ
=
∑
a∈A
d∗θ (a) (α − ζ)
= Snaga (θ) (α − ζ)
(2.21)

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Kada struja i tecˇe niz otpornik otpornosti r te razlike napona v, energija je rasporedena
po stopi P = iv = i2r = i2/c = v2c = v2/r. Zanima nas kolika je ukupna snaga (tj. energija
po jedinici vremena) rasprostranjena. Uvedimo oznaku
( f , g)h := ( f h, g) = ( f , gh) (2.22)
|| f ||h :=
√
( f , f )h (2.23)
Definicija 2.5.4. Za antisimetricˇnu funkciju θ, definirajmo energiju kao
E (θ) = ||θ||2r , (2.24)
gdje r oznacˇava otpore
Vidimo da vrijedi E (i) = (i, i)r = (i, dv).
2.6 Povratnost i prolaznost
Ako je G = (V, E) prebrojiva mrezˇa, definirajmo prostor
l2 :=
 f : V → R; ∑
x∈V
f (x)2 < ∞
 (2.25)
s definiranim skalarnim produktom ( f , g) :=
∑
x∈V f (x)g(x). Takoder definirajmo Hilber-
tov prostor
l 2 (E, r) :=
θ : E → R; ∀e θ(−e) = −θ(e) i ∑
e∈E
θ2(e)r(e) < ∞
 (2.26)
s pripadajuc´im skalarnim produktim(
θ, θ′
)
r :=
∑
e∈E1/2
θ(e)θ′(e)r(e) (2.27)
te oznacˇimo
E (θ) := (θ, θ′)r
Definirajmo zatim d f (e) := f (e−)− f (e+) kao i prije. Takoder, ako vrijedi da je ∑e−=x |θ (e) | <
∞, tada definiramo (d∗θ) (x) := ∑e−=x θ (e). Ako je V konacˇan i ∑e |θ(e)| < ∞ tada vrijedi
da je
(θ, d f ) = (d∗θ, f ) ∀ f (2.28)
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Cauchy-Schwarzova nejednakost nam povlacˇi sljedec´e:
∀x ∈ V |d∗θ(x)| ≤
∑
e−=x
|θ(e)|
≤
√∑
e−=x
θ(e)2/c(e)
∑
e−=x
c(e)
≤ √E(θ)pi(x)
(2.29)
Uocˇimo da ako je E (θ) < ∞ , da je tada d∗θ dobro definirano. Za antisimetricˇnu funkciju θ
na E rec´i c´emo da je jedinicˇni tok od a ∈ V do∞ ako vrijedi
∀x ∈ V ∑e−=x |θ(e)| < ∞
te
(d∗θ) (x) = 1a(x)
Uvedimo josˇ neke pojmove koji su nam potrebni u zadnjem poglavlju.
Definicija 2.6.1. Neka je (Ω,F ,P) vjerojatnosni prostor, F = (Fn : n ≥ 0) filtracija, X =
(Xn : n ≥ 0) slucˇajni proces. Pretpostavimo da je X adaptiran obzirom na F, te da vrijedi
da je E‖Xn‖ < ∞ za sve n ≥ 0. X se zove martingal (preciznije, (F,P)-martingal), ako
vrijedi
E [Xn+1|Fn] = Xn g.s., za sve n ≥ 0 (2.30)
Teorem 2.6.2 (Fatou). Neka su Xn, n ≥ 0 integrabilne i g.s. nenegativne slucˇajne varijable
takve da je lim infn→∞ Xn integrabilna slucˇajna varijabla. Tada vrijedi
E
[
lim inf
n→∞ Xn|G
]
≤ lim inf
n→∞ E [Xn|G] (2.31)
Teorem 2.6.3 (O konvergenciji martingala uLp). Neka je X = (Xn : n ≥ 0) martingal takav
da za p > 1 vrijedi
sup
n
E [|Xn|p] < ∞ (2.32)
Tada postoji slucˇajna varijabla X∞ takva da je X∞ = limn→∞ Xn g.s. i u Lp (Ω,F ,P).

Poglavlje 3
Kriterij prolaznosti reverzibilnog
Markovljevog lanca
U ovom poglavlju dati c´emo jednostavan kriterij za prolaznost reverzibilnog Markovljevog
lanca, sˇto je upravo i tema ovog diplomskog rada. Roydenov kriterij, koji c´emo prvo
spomenuti, daje nam nuzˇne i dovoljne uvjete za prolaznost i to na nacˇin da c´emo koristiti
tok i iz prethodnog poglavlja te preko postojanja njega dati te uvjete . Nakon toga c´emo dati
dovoljne uvjete povratnosti Markovljevog lanca (Nash-Williams kriterij). Uz to, dajemo
nekoliko primjera u kojima se doticˇni teoremi primjenjuju. Za kraj, prikazujemo teorem
koji uz neke dodatne pretpostavke na lanac X daje dovoljne uvjete za prolaznost.
3.1 Nuzˇan i dovoljan uvjet za prolaznost reverzibilnog
Markovljevog lanca
U ovom potpoglavlju c´emo iskazati i dokazati Roydenov kriterij. Oznacˇimo sa
(
S , Xn, pi j
)
Markovljev lanac X s prostorom stanja S i prijelaznim vjerojatnostima pxy(x, y ∈ S ). Sa
i(x, y) oznacˇit c´emo tok od x do y kao i u prethodnom poglavlju. Takoder, sa Px te Ex
oznacˇit c´emo vjerojatnost i ocˇekivanje od X0 uz uvjet da je x ∈ S . Ponovimo josˇ jednom,
Markovljev lanac (S , X, p) je reverzibilan ako postoje strogo pozitivne tezˇine pi(x)(x ∈ X)
takve da vrijedi
pi(x)pxy = pi(y)pyx
gdje c´emo kao i prije koristiti oznaku c(x, y) := pi(x)pxy. Primjetimo da je pxy =
c(x, y)/
∑
k c(x, k) i da vrijedi pi(x) =
∑
y c(x, y). Od ovog trenutka pa do kraja rada, mi
pretpostavljamo da je nasˇ Markovljev lanac reverzibilan.
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Teorem 3.1.1 (Roydenov kriterij povratnosti).
(
S , X, pxy, pi(x)
)
je prolazan Markovljev la-
nac ako i samo ako postoje realni brojevi i(x, y)(x, y ∈ S ) tako da vrijedi
(i) i(x, y) = −i(y, x)
(ii) postoji x0 ∈ S takav da ∑y i(x0y) , 0 i ∑y i(x, y) = 0 ∀x , x0
(iii)
∑
x,y i(x, y)2/c(x, y) < ∞, uz konvenciju da je 0/0 = 0 i da je x/0 = ∞ ∀x , 0
Dokaz. Prvo dokazujemo da postojanje toka s konacˇnom energijom povlacˇi da je X prola-
zan. Prvi korak je elementarni argument Hilbertovog prostora. Neka je H Hilbertov prostor
svih nizova (vxy)x,y∈S koje zadovoljavaju uvjet (iii) iz teorema te definirajmo skalarni pro-
dukt na H s
(v,w) =
∑
x
∑
y
vxywxy
c(x, y)
(3.1)
Uvjet (ii) mozˇemo izrec´i i ovako : ∀x ∈ S definirajmo lx ∈ H
(lxyz) = δxyc(x, z),
gdje je δxy = 1 u slucˇaju x = y, a 0 inacˇe. Jednostavnim racˇunom dobije se da (lx, lx) = pi(x)
te da zadovoljava nasˇu tvrdnju da je lx ∈ H. Vektor i ∈ H zadovoljava svojstvo (ii) ako i
samo ako
(lx0 , i) , 0, (lx, i) = 0 ∀x , x0.
Iz tvrdnje teorema tada slijedi da postoji vektor i ∈ H takav da je (lx0 , i) = 1, (lx, i) = 0
∀x ∈ S takav da je x , x0. Takoder, slijedi da je i(x, y) = −i(y, x) ∀x, y ∈ S . Definirajmo
E kao afin potprostor od H koji zadovoljava ta tri svojstva. Neka je w jedinstveni vektor u
skupu E koji je minimum od (w,w). Iz standardnog argumenta Hilbertovog prostora slijedi
da w postoji te da za njega vrijedi svojstvo
(w,w − e) = 0 ∀e ∈ E (3.2)
Ta cˇinjenica nam ”dopusˇta” da konstruiramo funkciju W na S takvu da zadovoljava
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c(x, y)(W(y) −W(x)) = wxy
Konstruirali smo W(x)-ove. Neka x0, x1, ..., xn = x predstavlja put u S takav da je pxk xk+1 > 0
∀k < n. Definirajmo W(x) na sljedec´i nacˇin
W(x) =
∑n−1
k=0
wxk xk+1
c(xk ,xk+1)
Kako bi pokazali da je W(x) dobro definiram te neovisan o izboru puta koristimo cˇinjenicu
da vrijedi 3.2 . Neka y0, y1, ..., yn = y predstavlja vrhove ireducibilnog lanca takvog da
vrijedi pykyk+1 , 0 ∀k < n i yk , ym ako su k,m < n. Dovoljno je dokazati da je∑n−1
k=0
wykyk+1
c(yk ,yk+1)
= 0
Definirajmo zatim ( f (x, y)) s f (ykyk+1) = − f (yk+1yk) = 1 ∀k < n a inacˇe f = 0. Racˇunom
se pokazˇe da vrijedi
( f ,w) =
∑n−1
k=0
wykyk+1
c(yk ,yk+1)
+
∑n−1
k=0
−wyk+1yk
c(yk ,yk+1)
Kako znamo da je wxy = −wyx i c(x, y) = c(y, x) slijedi
( f ,w) = 2
∑n−1
k=0
wykyk+1
c(yk ,yk+1)
S druge strane, ( f , lx) = 0 ∀x ∈ S pa slijedi da je w + f ∈ E. Stoga imamo (w, f ) = 0.
Sada smo dosˇli na pola puta dokaza. Konstruirali smo funkciju Wx na S sa sljedec´im
svojstvima
(i) W(x0) = 0
(ii) W nije identicˇki jednaka 0 (zato sˇto je (w, lx0) = 1,)
(iii) W(x) =
∑
y∈S pxyWy ∀x , x0
(iv)
∑
x,y∈S c(x, y)(W(x) −W(y))2 = ∑x,y∈S pipxy(W(x) −W(y))2 < ∞
Sada c´emo pokazati da je postojanje takvog W u kontradikciji s pretpostavkom da je X
povratan. Pretpostavimo da je X povratan. Oznacˇimo s T prvo vrijeme kada X pogodi x0.
Tada je W(Xk∧T ) Pl - martingal te gotovo sigurno tezˇi k 0 kako k → ∞. Mi c´emo dokazati
da
supk E
x((W(Xk∧T ) −W(X0))2) < ∞
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pa slijedi da je W(Xk∧T ) ≡ 0. Iz ovoga nam slijedi da je W(x) = 0 ∀x sˇto nas dovodi do
kontradikcije. Sljedec´i korak nam je da dobijemo srednje kvadratnu procjenu. Iz svojstva
martingala imamo
Ex
(
[W (Xk∧T ) −W(X0)]2
)
= Ex
 k−1∑
j=0
[
W(X( j+1)∧T ) −W(X j∧T )
]2
≤ Ex
 ∞∑
j=0
[
W(X( j+1)∧T ) −W(X j∧T )
]2 .
(3.3)
Neka nam
∑
k oznacˇava σ-polje koje je generirano s s (W(X j∧T )) j≤k. Tada se zadnji izraz
mozˇe napisati i ovako
Ex
(∑∞
0 E
([
W
(
X( j+1)∧T
)
−W
(
X j∧T
)]2) | ∑ j) = ∑n∈S g(x, n) ∑m∈S pnm (W(m) −W(n))2 ,
gdje g(x, n) oznacˇava ocˇekivani broj posjeta X-a stanju n prije nego posjeti stanje x0 (ob-
zirom na vjerojatnost Px). Jednostavnim racˇunom se pokazˇe da pi(x)g(x, y) = pi(y)g(y, x).
Posebno, g(y, x) ≤ g(x, x). Kada ta dva izraza spojimo u jedan dobijemo
g(x, y) ≤ pi(y)
pi(x)g(x, x).
Zbog moguc´nosti da X pogodi stanje x0 slijedi da je fx := Px(Xn = x) < 1 za neki
n > 0. Kako je g(x, x) =
∑∞
k=0( f (x))
k slijedi da je konacˇno. Stoga,
∑
n∈S g(x, n)
∑
m∈S pnm(W(n) −W(m))2 ≤ g(x,x)pi(x)
∑
n∈S
∑
m∈S pi(n)pnm(W(n) −W(m))2 < ∞
kako je i trazˇeno.
Obratni smjer je jednostavniji. Ideja je uzeti gradijent funkcije W(x) = Px (Xn = x0 n > 0).
Ovo c´e zasigurno biti razlicˇito od konstante ako je Xn prolazan. Osim toga, jednostavno
je za pokazati da je energija toka najvisˇe 2pi(x0). Pretpostavimo da je (S , X, pi j) prolazan.
Fiksirajmo x0 i stavimo da je W(i) = Pl(Xn = x0 n ≥ 0). Zakljucˇujemo da i dan s
i(x, y) = pi(x)pxy(W(x) −W(y))
ima sva trazˇena svojstva. Znamo da
∑
y i(x0, y) > 0 i
∑
y i(x, y) = 0 ∀x , x0. Jedino sˇto nam
preostaje za dokazati je
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x,y (W(x) −W(y))2 pi(x)pxy < ∞.
Neka je F konacˇan skup koji sadrzˇi x0 i F∗ = F \ {x0}. Definirajmo wx (ovisno o F) sa
wx = Px (X pogodi x0 prije napusˇtanja F).
Tada ∑
x∈F∗
∑
y∈S pi(x)pxy
(
wx − wy
)2
=
∑
x∈F∗
∑
y∈X pi(x)pxy
(
w2y − w2x
)
,
cˇinjenica da je x ∈ F∗ povlacˇi da
wx =
∑
y∈S pxywy.
Simetricˇnost od pi(x)pxy dopusˇta nam da zanemarimo vec´inu uvjeta na desnoj strani (Gre-
enov teorem). Daljnim promatranjem zakljucˇujemo da je wx0 ≥ wx ≥ wy ∀x ∈ S ,∀y ∈ S \F.
Koristec´i ove dvije cˇinjenice, zakljucˇujemo da∑
x∈F∗
∑
y∈S
pi(x)pxy
(
wx − wy
)2
=
∑
x∈F∗
∑
y∈S \F
pi(x)pxy
(
w2y − w2x
)
+
∑
x∈F∗
pi(x)pxx0
(
w2x0 − w2x
)
≤
∑
x∈F∗
pi(x)pxx0
(
w2x0 − w2x
)
≤ pi(x0)
(3.4)
Neka je F1 ⊂ F2 ⊂ ... ⊂ Fn ⊂ ... neki skup konacˇnih podskupova od S takvi da ∪Fx = S i
neka su w(n)x = Px (X pogodi x0 prije nego napusti Fn). Tada limn w(n)x = Wx pa iz Fatuovog
teorema zakljucˇujemo
∑
x,x0
∑
y∈S pi(x)pxy(Wx −Wy)2 ≤ pi(x0)
stavljajuc´i x0 u sumu dobivamo
∑
x∈S
∑
y∈S pi(x)pxy
(
Wx −Wy
)2 ≤ 2pi(x0)
cˇime smo dokazali ovaj teorem. 
Primjer 3.1.2. Zamislimo da su tocˇke x ∈ S cˇvorovi povezani zajedno pomoc´u cijevi du-
ljine 1, povrsˇine poprecˇnog presjeka cijevi od x do y velicˇine axy. Pretpostavimo da ukupna
povrsˇina
∑
y c(x, y) bude konacˇna u svakom cˇvoru. Tada su c(x, y) simetricˇni i odreduju re-
verzibilan Markovljev lanac na standardan nacˇin s pi(x) =
∑
y c(x, y) i pxy = c(x, y)/pi(x).
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Pretpostavimo sada da je x0 neki cˇvor od S i da tekuc´ina na neki nacˇin ”izlazi” iz tog cˇvora
konstantnom stopom, ali da istovremeno nemozˇe otic´i u niti jedan drugi cˇvor. Osim toga,
pretpostavimo josˇ da su cijevi takve da su pune neke tekuc´ine. Oznacˇimo zatim s i(x, y)
volumen tekuc´ine unutar cijevi od x do y. Zbog kompresije, tj. povec´avanja tlaka zbog
smanjivanja njihovog volumena, slijedi da da je za ∀x , x0 ∑y i(x, y) = 0. Takoder,
po pretpostavci teorema 3.1.1 koju imamo znamo da je suma
∑
y i(x0y) razlicˇita od 0.
Tekuc´ina koja se nalazi u cijevi od cˇvora x do cˇvora y ima masu c(x, y), dok joj je brzina
i(x, y)/c(x, y). Sada smo pripremljeni da damo izraz za ukupnu kineticˇku energiju tekuc´ine
∑
x,y c(x, y)
(
i(x,y)
c(x,y)
)2
=
∑
xy
i(x,y)2
c(x,y)
Sada Roydenov kriterij mozˇemo intepretirati na sljedec´i nacˇin :
(S , X, c) je prolazan←→ mozˇemo konstruirati neki tok u mrezˇi koji c´e imati konacˇnu
kineticˇku energiju.
Primjer 3.1.3. Jednostavna slucˇajna sˇetnja na Z2 je povratna.
Dokaz. Neka je i(x, y) tok na Z2 koji izvire u 0 ”jacˇine” 1. Oznacˇimo s [An, An+1] skup od
8n+4 bridova koji zajedno povezuju kvadrat koji c´emo oznacˇit s An (sˇirine 2n) s kvadratom
An+1 (sˇirine n + 1). Iz pretpostavke znamo da vrijedi sljedec´e∑
(x,y)∈[An,An+1] i(x, y) = 1
Kratkim i jednostavnim racˇunom jednostavno se pokazˇe da jednakost 3.1 ne ovisi o izboru
n, tj. da vrijedi za ∀n ∈ N.
Primjenjujuc´i Cauchy-Scharzovu nejednakost dobivamo
∑
(x,y)∈[An,An+1]
i(x, y)2
c(x, y)
≥
 ∑
(x,y)∈[An,An+1]
|i(x, y)|

2  ∑
(x,y)∈[An,An+1]
c(x, y)

−1
≥
 ∑
(x,y)∈[An,An+1]
c(x, y)

−1
.
(3.5)
Kako u nasˇem slucˇaju promatramo jednostavnu slucˇajnu sˇetnju na Z2, za tezˇinu c(x, y)
uzmemo 1 ako su x i y susjedni vrhovi a u ostalim slucˇajevima nam je c(x, y) definiran kao
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0. Tada mozˇemo primjetiti da
∑
(x,y)∈Z2
i(x, y)2
c(x, y)
≥
∞∑
n=0
1
8n + 4
= ∞.
(3.6)
Iz ovoga mozˇemo zakljucˇiti da tok nema konacˇnu energiju. Dokaz je ovime gotov jer
je izbor toka bio proizvoljan. 
Dokazˇimo sada josˇ dva jako bitna i korisna teorema. Prvi od njih, Nash Williams,
daje dovoljan uvjet za povratnost (pod nekim dodatnim pretpostavkama), dok naredni daje
dovoljan uvjet za prolaznost.
Teorem 3.1.4 (Nash-Williams). Neka je (S , X, c) reverzibilan Markovljev lanac te neka
je S = ∪∞k=0Λk pri cˇemu su Λk medusobno disjukntktni. Osim toga, pretpostavimo da
je x ∈ Λk i c(x, y) > 0 te da to zajedno povlacˇi da je y ∈ Λk−1 ∪ Λk ∪ Λk+1 te da je∑
x∈Λk ,y∈X c(x, y) < ∞ ∀k. Uvedimo sljedec´u oznaku (x, y) ∈
[
Λk−1,Λk
]
za cˇinjenicu da je
x ∈ Λk−1, y ∈ Λk.
Markovljev lanac (S , X, c) je povratan ako vrijedi
∑∞
k=0
[∑
(x,y)∈
[
Λk−1,Λk
] c(x, y)]−1 = ∞
Dokaz. Bez smanjenja opc´enitosti mozˇemo pretpostaviti da je je x0 jedina tocˇka skupa
Λ0 te da je i(x, y) tok ”koji izvire” u x0 snage 1. Ono sˇto moramo dokazati je da je taj
tok i konacˇne energije. Pretpostavimo sada da je za neki k suma
∑
x∈Λk ,y∈S |i(x, y)| < ∞.
Primjenom Cauchy-Schwarzove nejednakosti i pretpostavke da je
∑
x∈Λk ,y∈S c(x, y) < ∞
povlacˇi da je ∑
x∈Λk ,y∈X
i(x,y)2
c(x,y) < ∞
pa je dokaz gotov.
Nadalje, sada mozˇemo pretpostaviti da suma
∑
x∈Λk ,y∈S i(x, y) apsolutno konvergira za ∀k.
Promjenom reda sumiranja pokazˇe se da je suma jednaka 1 ∀k. Za k > 0 vidimo da kad
prvo sumiramo po x koordinati dobivamo∑
x∈Λk ,y∈S i(x, y) = 0
S druge strane, ako je x ∈ Λk tada je i(x, y) , 0 samo ako je y ∈ Λk−1 ∪Λk ∪Λk+1. Takoder,
i(x, y) = −i(y, x) ∀x, y. Spajanjem tih dviju stvari dobivamo
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(x,y)∈[Λk ,Λk+1] i(x, y) =
∑
(x,y)∈[Λk−1,Λk] i(x, y)
Po indukciji imamo da je ∑
(x,y)∈[Λk ,Λk+1] i(x, y) = 1 ∀k
Osim toga, primjenom Cauchy-Schwarzove nejednakosti dobivamo da da za ∀k vrijedi: ∑
(x,y)∈
[
Λk−1,Λk
]
i(x, y)2
c(x, y)
 ≥
 ∑
(x,y)∈
[
Λk−1,Λk
] |i(x, y)|

2  ∑
(x,y)∈[Λk−1,Λk]
c(x, y)

−1
≥
 ∑
(x,y)∈
[
Λk−1,Λk
] c(x, y)

−1 (3.7)
Sumiranjem po k dobivamo ono sˇto smo htjeli pa je dokaz gotov. 
Teorem 3.1.5. Neka je (S , Xn, ) ireducibilan i reverzibilan Markovljev lanac. Osim toga,
pretpostavimo da postoje realni brojevi (i(x, y))x,y∈S sa sljedec´im svojstvima:
(i) i(x, y) = −i(y, x)
(ii)
∑
x∈S |∑y∈S i(x, y)| < ∞ i ∑x∈S (∑y∈S i(x, y)) , 0
(iii)
∑
x∈S
∑
y∈S
i(x,y)2
c(x,y) < ∞
Tada je X prolazan. Obratan smjer slijedi diretkno iz Roydenovog kriterija.
Dokaz. Pretpostavimo da postoji i sa svojstvima (i), (ii), (iii). Jednostavnim transformaci-
jama na i dobijemo da postoji x0 ∈ S takav da∑
y i(x0y) >
∑
x,x0 |
∑
y∈S i(x, y)|
. Nadalje, pretpostavimo da je Hilbertov prostor H svih vektora koji zadovoljavaju svojstva
(i), (ii), (iii) te neka je lx ∈ H vektor za koji vrijedi
(lx, v) =
∑
y v(x, y)
Cilj nam je konstruirati w ∈ H takav da vrijedi
(lx,w) = (lx, i) ∀x , x0
i
|(lx0 ,w)| ≤ ∑x,x0 |(lx, i)|.
3.1. NUZˇAN I DOVOLJAN UVJET ZA PROLAZNOST REVERZIBILNOG
MARKOVLJEVOG LANCA 31
U tom slucˇaju bi vektor i − w zadovoljavao Roydenov kriterij te bi teorem bio doka-
zan. Sada prelazimo na konstrukciju w. Odaberimo konacˇan podskup F od S koji sadrzˇi
x0 te takav da restrikcija c(x, y) na F bude ireducibilan Markovljev lanac. Oznacˇimo sa
F∗ := F \ {x0}. Neka wF vektor iz H koji minimizira
(lx,w) = (lx, i) ∀x ∈ F∗.
Kako smo dopustili da F varira, norma od wF ostaje uniformno ogranicˇena. Neka
Fn raste prema S te neka je W tocˇka supremuma od
(
wFn
)
. Jasno je da vrijedi (lx,w) =
(lx, i) ∀x ∈ S x0 . Dovoljno nam je josˇ samo pokazati da vrijedi
|(lx0 ,wF)| ≤ ∑x∈F∗ |(lx,wF)|.
za svaki izbor F.
Minimalnost od wF povlacˇi da postoji funkcija φ : S → R takva da uz pretpostavku da
vrijedi wF =
(
ωxy
)
(x, y ∈ S ) zadovoljava sljedec´e
(i) wxy = c(x, y)
[
φ(x) − φ(y)]
(ii) φ(x) = 0 x ∈ S \ F∗
Svojstvo (i) slijedi iz identicˇnog argumenta koji je bio korisˇten u dokazu Roydenovom
kriterija. Svojstvo (ii) mozˇemo gledati na sljedec´i nacˇin; φ iz (i) je definirano kao kons-
tanta. Stoga mozˇemo zakljucˇiti da je φ (x0) = 0. Uzmimo proizvoljni x ∈ S \ F. Ako
je c(x0, x) > 0, tada postojanje minimuma norme od wF povlacˇi da je wx0 x = 0 te da je
φ(x) = φ(x0) = 0. S druge strane, ako je c(x0, x) = 0, tada ga jednostavno promjenimo da
bude strogo vec´i od 0. Dopunimo li ”stari” Hilbertov prostor H (sa c(x0, x) = 0) u novi na
prirodan nacˇin, vidimo da ako ne promjenimo ogranicˇenje koje imamo da je wF minimalan
i u ovom vec´emo prostoru. Zato je φ(x) = φ(x0) = 0 kako se i zahtjevalo. Da bismo dobili
potrebne uvjete na |(lx0 , F)|, dekomponiramo φ na dva ”potencijala.
Neka je y ∈ F∗. Definirajmo funkciju g(x, y) kao ocˇekivan broj posjeta X-a stanju y prije
napusˇtanja F∗, obzirom na vjerojatnost Px. Tada
φ(x) =
∑
y∈F∗
g(x, y)
(ly,wF)
(ly, ly)
(3.8)
Da bi dokazali ovo, oznacˇimo s φ˜ izraz na desnoj strani u 3.8, a s T prvo vrijeme izlaska
iz F∗. Tada je
(
φ − φ˜
)
(Xn∧T ) martingal. Ocˇito da vrijedi φ = φ˜ izvan F∗ pa je φ = φ˜. Zbog
ϕ(i0) = 0 slijedi da
(lx0 ,wF) = −∑y∈F∗ c(x0, y)φ(y)
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pa je (jer je g ≥ 0)
|(lx0 ,wF)| ≤
∑
y∈F∗
∑
k∈F∗
c(x0, y)g(y, k)
∣∣∣(lk,wF)∣∣∣
(lk, lk)
≤
∑
k
∣∣∣(lk,wF)∣∣∣ (3.9)
kao sˇto se i zahtjevalo. Zadnja nejednakost vrijedi jer
∑
x<F∗
∑
y∈F∗ c(x, y)g(y, k) = (lk, lk)
Ugrubo recˇeno, ovaj izraz kazˇe da kolicˇina tekuc´ine koju stavimo u konacˇan F∗ na
mjesto k je uravnotezˇena s jednakom kolicˇinom koja dolazi s ”bridova” u F∗. To se dokazˇe
stavljajuc´i da je i(x, y) = c(x, y) (g(x, k) − g(y, k)). Tada∑
y∈F∗
∑
x∈S i(y, x) =
∑
x i(k, x) = pi(k) = (lk, lk)
Kako je suma apsulutno konvergentna, mozˇemo zanemariti uvjete i(x, y) + i(y, x) koji se
pojavljuje. Ako to napravimo, dobivamo trazˇenu formulu
(lk, lk) =
∑
y∈F∗
∑
x<F∗
ayx
[
g(y, k) − g(x, k)]
=
∑
y∈F∗
∑
x<F∗
c(x, y)g(y, k)
(3.10)
te vrijedi
(lk, lk) >
∑
y∈F∗ c(x0, y)g(y, k)
cˇime je teorem dokazan.

Primjer 3.1.6 (Slucˇajna sˇetnja na Z3 jeprolazna). Konkretan tok i se mozˇe konstruirati
koristec´i Greenovu funkciju 1/r na R3. Podijelimo R3 na medusobno disjunktne jedinicˇne
kocke centrirane u tocˇkama iz Z3. Stavimo tok izmedu susjednih tocˇaka i, v iz Z3 jednak
integralu od (∇1/r) (u − v) preko zajedicˇke strane kocaka sa sredisˇtima u tocˇkama i i v.
Velicˇina toka je reda 1/r2 i
∫ ∞

[1/r2]2r2dr < ∞ pa slijedi da je tok konacˇne energije
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Sazˇetak
Tema ovog diplomskog rada je prolaznost i povratnost slucˇajnih sˇetnji na grafovima. Di-
plomski rad je podijeljen u tri poglavlja.
U prvom poglavlju cilj je upoznati se s Markovljevim lancima i njihovim osnovnim svoj-
stvima. Takoder, uvodimo pojmove kao sˇto su povratnost, prolaznost i reverzibilnost.
U drugom poglavlju uvodimo pojam grafa te se upoznajemo s osnovnim pojmovima veza-
nim za graf. Uvodimo slucˇajnu sˇetnju na grafu i na elektricˇnoj mrezˇi. Takoder, uvodimo
pojam energije.
U trec´em poglavlju dajemo kriterij za prolaznost i povratnost reverzibilnog Markovlje-
vog lanca. Takoder, dajemo i dovoljan uvjet za povratnost Markovljevog lanca poznat
kao Nash-Williamsov kriterij. Zatim, dajemo teorem koji, uz neke dodatne pretpostavke na
Markovljev lanac X, daje dovoljne uvjete za prolaznost tog lanca. Za kraj, dajemo nekoliko
primjera.

Summary
The topic of this thesis is transience and reccurence of random walks on graphs. The thesis
is divided into three chapters.
In the first chapter, the goal is to get acquainted with Markovs chains and their basic pro-
perties. We also introduce the notions of reccurence, transience and reversibility.
In the second chapter, we introduce the concept of a graph and get familiar with the basic
concepts related to graphs. We introduce the notion of a random walk on a graph and on
the electrical network.
In the third chapter, we give a criterion for recurrence and transience of Markov chains.
We also provide sufficient conditions for the reccurence of Markov chains known as the
Nash-Williams criterion. Then we give a theorem which, with some additional assumpti-
ons on the Markov chain X, provides sufficient conditions for transience of that chain. We
conclude the thesis with several examples.
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