ABSTRACT. There is a theory of spherical harmonics for measures invariant under a finite reflection group. The measures are products of powers of linear functions, whose zero-sets are the mirrors of the reflections in the group, times the rotation-invariant measure on the unit sphere in Rn. A commutative set of differential-difference operators, each homogeneous of degree -I, is the analogue of the set of first-order partial derivatives in the ordinary theory of spherical harmonics. In the case of R2 and dihedral groups there are analogues of the Cauchy-Riemann equations which apply to Gegenbauer and Jacobi polynomial expansions.
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The analysis of orthogonality structures for polynomials in several variables is a problem of vast dimensions. This paper is part of an ongoing program to establish a workable theory for one particular class. The underlying structure is based on finite Coxeter groups: these are finite groups acting on Euclidean space, generated by reflections in the zero sets of a collection of linear functions (the "roots"); the weight functions for the orthogonality are products of powers of these linear functions restricted to the surface of the unit sphere. In addition, the weight function is required to be invariant under the action of the group. The resulting theory has strong similarities to the theory of spherical harmonics; this was established in previous papers of the author [3, 4, 5] . Most notably, a homogeneous polynomial is orthogonal to all polynomials of lower degree if and only if it is annihilated by a certain second-order differential-difference operator. Ordinary partial differentiation acts as an endomorphism on ordinary harmonic functions; the use of such operators and their adjoints leads to recurrence formulas and orthogonal decompositions for harmonic polynomials.
In this paper we construct a commutative set of first-order differentialdifference operators associated to the second-order operator previously mentioned.
The main topics are the definition and the commutativity proof, the determination of the adjoints (the multivariable analogue of the three-term recurrence for one-variable orthogonal polynomials), and a study of the Cauchy-Riemann equations associated to dihedral groups. The latter topic includes conjugate series of Gegenbauer or Jacobi polynomial types.
Here is an outline of the contents of each section: 1. background on reflection groups and orthogonal polynomials, definition of the operators, commutativity, the Laplacian as a sum of squares;
2. determination of the adjoints, a fundamental selfadjoint operator, the relation of its eigenvalues to the character table of the reflection groups, degenerate parameter values;
3. the Cauchy-Riemann equations for a dihedral group, polynomials of Gegenbauer and Jacobi type.
Some of the results of this paper were announced in a talk at ICM 86-Berkeley.
BACKGROUND AND FUNDAMENTAL RESULTS
We begin with basic facts about reflections and the groups they generate. i ~ m such that Ct i = Ct j whenever (Ji '" (Jj' (In purely algebraic formulas the positivity restriction can be dropped, but there are still excluded "degenerate" values, to be discussed in §2.)
Define h(x) = n:l I(x, v)I"; ; a G-invariant function (we will use" h" as a short-hand notation for the collection of particular values of v j , Ct j ).
Let the sphere S := {x E R N : Ixl = I} with normalized rotation-invariant measure dw. Let V' denote the gradient vector, and .1 := "£~1 (8/8x/ ' the Laplacian.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 1.1 Definition [5] . The h-Laplacian I1h is given by Thus, each T j is an endomorphism on the h-harmonic polynomials. (The functions we use in the sequel are mostly polynomial; but the formulas hold in the presence of adequate differentiability.)
; these operators have been used in the Schubert calculus (see Hiller [6] ) of Coxeter groups.
Without loss of generality, we will assume IVjl = 1 for all j in the rest of this section.
The group G acts on functions on RN by the right regular representa- Before we prove commutativity we derive some identities needed in the proof. We let iii denote the difference operator, associated to the reflection a i E G. The following identities are straightforward (identity (1.6) uses the fact, u-
and fJ2 = o· (
Proof. Let E be the plane of W (the orthogonal complement of the fixed point set).
, and let m, be the cardinality of the set of reflections in G,. Denote the sum in (1) by
Fix (Jl E G, and define the functions e(i), n(i) by (Jl(J/(Jl = (In(i) and v/(Jl = e(i)vn(i); thus e(i) = ±l, n is an involutory permutation, and e(n(i)) = e(i),
for each i, 1::; i ::; m . For part (2), we begin with identity (1.5) and consider separately the coeffi-
where (Ji(J, = w = (J,(Jj' In terms of e, n as above, j = n(i) and the second term becomes
and so the required coefficient is zero.
Further (Jk(Ji = w; thus the sum equals -s(x) from part (1 
Proof. The terms in the sum with i = j are zero because each a i 2 = O. The other terms are grouped together by the value of (Ji(Jj (a plane rotation in G). Each group of terms sums to zero by 1.7, part (2). 0 
This expansion uses identity (1.6), and the fact
The last sum is zero by Corollary 1.8 applied to the form B(x. y) = (X. y). 0 1.11 Corollary. If p is an h-harmonic polynomial, then so is Tup, for u i-0,
UERN.
The operators Ti provide a method for establishing identities holding among h-harmonic polynomials. The following problem arises: given an N -tuple of polynomials (Pj)~=1 with TiP j = TjP i for each i, j and 2::~1 TiP i = 0, can one find an h-harmonic polynomial P with Pi = TiP, each i? We leave this for later work.
ADJOINTS AND RELA TED OPERATORS
We will determine the effect of Tt on the h-harmonic polynomials with respect to the inner product structure of L 2 (S, h 2 dO) ). We will also study the positive operator 2::~1 Ti* Ti and its eigenvalues.
Let P n denote the space of h-harmonic polynomials which are homogeneous of degree n. By Theorem 1.2, P n 1. Pm for n 1= m. Since TiP n c P n -I we see that Ti* P n c P n + I . It turns out that Ti* is close to being multiplication by Xi' For the rest of this section, let y:= 2::;:1 Q i ' the degree of h.
We proceed in several stages to prove this result. In the form
this is an analogue of the three-term recurrence for orthogonal polynomials of one variable.
Proposition. L1 h (xJ(x))
Proof. By the product rules for L1 and V' we obtain
in the last term
Proof. By Lemma 1. 
is uXj
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use DIFFERENTIAL-DIFFERENCE OPERATORS and the second integral is zero; indeed
(since vja j = -Vj and h(X)2 is G-invariant). It is assumed here that each (l j ;::: 1 ; analytic continuation will allow (l j ;::: 0 . By the lemma, the above expression equals
(X)h(X)2 dw(x).
Rearrange the resulting identity to obtain
Is (TJ)gh 2 dw = Is f((N + 2n + 2y)x i g)h 2 dw -Is f(T i g)h 2 dw.
The last term is zero since Tig E P n -I .1 P n + 1 • By Proposition 2.3,
is in P n + 1 and satisfies
Is fg i h2 dw = Is (TJ)gh 2 dw, (note Is f(x)lxI2Tig(x)h(x)2 dw(x) = 0). 0
We now have a collection of selfadjoint operators leaving each P n invariant, namely, the span of Tj* T j and T j Tj*; 1 ~ j ~ N. The problem of determining explicit eigenvector decompositions of such operators will be left for further research.
One particular linear combination is of fundamental importance.
Proposition.

N N
LTi*TJ(x)
for f E P n , n = 0 , 1 , 2 , ... .
Proof. For f E P n '
for some constant c; but f is h-harmonic and so L:
From examples one suspects that explicit formulas for recurrences, specific polynomials, squares of norms, etc., are rational functions of (°1 ' ••• ,om) .
It appears that the singularities correspond to zero eigenvalues of 2:;: 1 Tt Ti on P n , with n ::::: 1. Those values of (°1 , ••• ,om) corresponding to such an eigenvalue will be called degenerate values. From the scalar factor we see immediately that 2:~1 OJ = -n -N/2, for some n = 0,1,2, ... , specifies a set of degenerate values.
The other degenerate values are related to the eigenvalues of the operator
The right regular representation R of G on polynomials extends to one of the group algebra CG, which can be decomposed into irreducible homogeneous components. Let V be such a component of dimension k , with a basis {fj} ~= 1 of polynomials such that Lusztig [7] gives this description, as well as the Poincare series counting the appearances of XI). ,Il) on spaces of homogeneous polynomials on RN . Here we only state the eigenvalues of Ah on any subspace on which XI). ,Il) is realized. By a formula of Young [9, p. 282] X().,Il)(a)/X().,Il)(e) = 1 -211l1/N, and XI' .,,( ",,) j XI' .,ie) ~ (~A/AI + 1 -2;) + '1l'j(1' j + 1 -2j)) j (N(N -1) ). conjugates, the h-harmonic polynomials are in the span of the kernels of TI ± iT2 ' although these two kernels need not be orthogonal. We will list the dihedral groups and the associated homogeneous polynomials in the kernel of TI + iT 2 . We will also determine the generalization of the formula (8/8z)zn = nzn-I in each case.
The latter formula involves x).(a I2 )/x).(e) for characters of SI
3.1 Definition. For a reflection (dihedral) group G on R2 ~ C and associated weight function h, let T:= ~(TI+iT2) and T:= ~(TI-iT2)' (further notation:
Also let K h denote the kernel of T. (We decline to introduce the term "hanalytic"!)
In complex terms the divided-difference terms are expressed as follows:
where ~ = 1 for e = -1 and ~ = _w 2 for e = 1, (terms in T, T respectively).
The dihedral group Dn ' the group of symmetries of a regular n-gon, has one conjugacy class of reflections when n is odd, and two classes when n is even. By rotation of axes we can assume the real axis (x2 = 0) is one of the mirrors for G. Then II ( -2)) and
We obtain the following formulas:
By the method of partial fractions we obtain the following identities, used in the sequel:
(t E C).
Most of the work in describing Kh (the kernel of T) reduces to the case k = 1.
Proposition. Let i(z) = g(zk) and
C := zk , then Ti(z) = kzk-l (a g + ag(O -g(() + pg(C) -g(-()) , ~ C-C C+C Ti(z)=kl-' (al!...
_ag(O-g(() +pg(C)-g(-())
. 
Lemma.
k-l 
The latter sum is zero if 1 ::; I + 1 ::; k -1 since w 2 is a primitive k th root of unity. 
) r
There is a more elegant expression using the Heisenberg polynomials [2] , which are given by the generating function 00 Proof. It suffices to show that 00 T L tnC~a ,a+l)(z) = 0 (0 < t < 1, Izl ::; 1), n=O Indeed, from the generating function
The other claim comes from identity (10) on p. 704 of [2] . 0
Since TTd a ,a+I)(z) = 0 Td a ,a+l) must be a multiple of d a ,o+I)(Z) n ' n n-I .
The following are obtained by straightforward computation using well-known formulas. 
f 2n + 1 (z) := r2n ( (n + 0: + t) (r cos B)p~a-I/2 ,P+I/2) (cos 2B) +i (n + P + t) (rsinB)p~a+I/2'P-I/2)(cos2B)) , where z = re iO (and cos2B = (z2 + z2)/(2zz) , etc.), and P~y,t5) denotes the Jacobi polynomial of index (y, 0) and degree n. Then f2n and f 2n + 1 are (real-) homogeneous polynomials in z, z; clearly the real and imaginary parts comprise an orthogonal basis of polynomials for the given measure. Gasper The degenerate values for D 2m are a+ P = -j, a+ P = -jim, a = -1/2-j, P = -1/2 -j, for j = 1,2,3, .... Further, by an argument similar to that of Lemma 3.8,
T(zJ(z)) = J(z) + zTJ(z) + 'l' J(z).
Adding the two identities we obtain 
