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MONOTONE THEORIES
SLAVKO MOCONJA AND PREDRAG TANOVIC´
Abstract. We study binary reducts of linearly ordered structures obtained by
naming all monotone relations between (C, <) and (C,⊳) for ⊳ ∈ F, where F is a
set of definable linear orders. We give a sufficient condition for the elimination
of quantifiers in the reduct and show that it is satisfied by {<} and {<,>}.
We introduce the weakly monotone reduct, show that it eliminates quantifiers
and that it has all the original binary structure if and only if the underlying
theory is weakly quasi-o-minimal. This offers a description of binary definable
sets in such theories and, as a corollary, we obtain that the theory of the full
binary reduct of a weakly quasi-o-minimal theory eliminates quantifiers. We
also prove that weak quasi-o-minimality of a theory does not depend on the
choice of a definable linear order.
In this paper we study binary reducts of linearly ordered structures; by a binary
reduct of M = (M, . . .) we mean a structure (M,Bi)i∈I in which each Bi is a unary
or binary definable1 set. The motivation for our work is the following result of
Pierre Simon. If M is linearly ordered by <, then by Proposition 4.1 from [6] the
theory of the following reduct eliminates quantifiers:
• (M,<,Ci, Rj)i∈I,j∈J in which Ci’s name all unary definable sets and Rj ’s
name all definable monotone relations from M.
Definable monotone (although it would be better to call them monotone-increasing)
relations are those that are for some definable set D and increasing function f :
M → M (the completion of M) defined by f(x) < y on D and f(x) 6 y on Dc.
Simon’s result offers a geometric description of definable sets in a colored order M
(linear order with unary predicates). In [2] we showed that the reduct
• (M,<,Ci, Ej)i∈I,j∈J in which Ci’s name all unary definable sets and Ej ’s
name all definable convex equivalence relations (classes are convex)
after naming all Sn,j = {(x, y) | y is in the n-th succesor Ej-class of x}, n ∈ Z,
j ∈ J , eliminates quantifiers. This reduct offers a bit closer description of definable
sets in colored orders, for example the two reducts of the structure (Q, <, s), where
s(x) = x+ 1, are not definitionally equivalent (they have distinct definable sets).
In this paper we are interested in the following type of reducts: for F a set of
definable linear orders on M , the F-monotone reduct is obtained by naming all
definable unary sets and those defining (<,⊳)-monotone relations (between (M,<)
and (M,⊳)) for some ⊳ ∈ F; thus Simon’s reduct is in our terminology the {<}-
monotone reduct. In Proposition 2.5 we generalize Simon’s result (its proof) and
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isolate a criterion for elimination of quantifiers in the reduct. In particular, F = {<}
and F = {<,>} are easily seen to satisfy the condition of that criterion.
Here we will do it in a very special case. Beside elimination of quantifiers,
the interesting issue is examining whether the F-reduct contains all the binary
structure or not, i.e. whether it is definitionally equivalent to the full binary reduct
of M (the one obtained by naming all binary definable sets). In most of the paper
we will deal with that issue for the class WT of orders: if E is a definable convex
equivalence relation, then <E is the order that preserves the order < of E-classes
and reverses it inside each class; this construction may be iterated for any ⊆-
decreasing sequence of convex equivalences ~E and WT consists of all orders < ~E . (<
,< ~E)-monotone relations are called weakly monotone, T is locally weakly monotone
if the two reducts (WT and the full binary) are definitionally equivalent and T is
weakly monotone if local weak monotonicity is preserved under naming parameters.
Surprisingly, the class of weakly monotone theories turns out to be already known
under different name. Our main result is:
Theorem 1. Let T be a complete first-order theory with infinite models in a lan-
guage L.
(i) T is weakly quasi-o-minimal if and only if it is weakly monotone.
(ii) Weak monotonicity (weak quasi-o-minimality) of T does not depend on the
choice of an L-definable linear ordering.
As a corollary we have that the binary structure of o-minimal and weakly o-
minimal, and more generally weakly quasi-o-minimal theories is particularly simple;
in the o-minimal case this was noted by Mekler and others in [4].
Corollary 2. The theory of the full binary reduct of a model of a weakly quasi-o-
minimal theory T eliminates quantifiers.
It is well known that weak o-minimality of a theory depends on the choice of or-
der. By Theorem 1(ii) we know that it is not the case with weak quasi-o-minimality.
Hence one may say that, from a general model theoretic viewpoint, weakly quasi-o-
minimal theories are maybe more tame than weakly o-minimal ones. Their major
imperfection lies in the cumbersome name; this is now fixed by Theorem 1(i).
The paper is organized as follows. The first section contains preliminaries and
some simple facts on weakly quasi-o-minimal theories. In Section 2 we introduce
F-monotone reducts and prove the elimination of quantifiers result. In Section 3
we prove Theorem 1.
1. Preliminaries
Throughout the paper we use standard model-theoretical terminology and no-
tation. By L we denote a first-order language, and by T a complete L-theory with
infinite models. We will usually assume that there exists an L-formula in two free
variables defining a linear order on models of T . Unless otherwise stated, we will
work in a monster model C of T . Elements of C are denoted by a, b, . . ., tuples
of elements by a¯, b¯, . . ., and small subsets of C (i.e. subsets of cardinality strictly
less than |C|) are denoted by A,B, . . .. By an LA-formula, for A ⊆ C, we mean a
formula with parameters from A.
For a formula φ(x¯), possibly with parameters, by φ(C) we denote its sets of
solutions in C|x¯|. A subset D ⊆ Cn is A-definable if D = φ(C) for some LA-formula
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φ(x¯) with n free variables x¯. A subset is L-definable, or just definable, if it is
∅-definable. A subset is type-definable over A if it is an intersection of A-definable
sets. A subsetD′ of a type-definable set S is relativelyA-definable in S ifD′ = D∩S
for some A-definable set D.
1.1. Linear orders. Terminology concerning linear orders is fairly standard. Let
(X,<) be a linear order and D ⊆ X . The subset D is convex if a, b ∈ D and
a < c < b imply c ∈ D; D is an initial part if it is a downward-closed convex set,
i.e. a ∈ D and b < a imply b ∈ D. Final parts are defined dually. We will say that
D ⊆ X splits X into finitely many components, or that D has finitely many convex
components, if D is a union of finitely many convex sets. Furthermore, if Y ⊆ X ,
we will say that D is (relatively) convex on Y , if D ∩ Y is convex in (Y,<). The
notions of being (relatively) initial on Y and having finitely many (relatively) convex
components on Y are defined similarly. Clearly, the property “having finitely many
components (on Y )” is closed under Boolean combinations. An equivalence relation
E on X is convex if all E-classes are convex; if E is a convex equivalence relation
on X , then the quotient set X/E is naturally linearly ordered. All the previous
definitions should be read as with respect to <. Although we will often change the
order that we refer to, if its meaning is clear from the context we will omit stressing
it.
Definition 1.1. If < is a linear ordering on C, then a formula φ(x, y¯) is:
– <-convex if φ(x, a¯) defines a convex subset of C for all a¯ ∈ C;
– <-initial if φ(x, a¯) defines an initial part of C for all a¯ ∈ C.
When the meaning of < is clear from the context we may simply say that a
formula is convex (initial).
Remark 1.2. Examples of initial formulae are those that are T eq-equivalents to
ones of the form x < f(y¯) or x 6 f(y¯) for some Leq-definable function f : C|y¯| → C
(where C is the completion of C). In fact, every initial formula is T eq-equivalent
to one of the form (ψ(x) ∧ x < f(y¯)) ∨ (¬ψ(x) ∧ x 6 f(y¯)). This representation
is quite convenient when working in a weakly o-minimal theory but, since in this
paper paper we will often work on a possibly non-convex subset p(C) of C, we will
not use it.
Remark 1.3. If Da¯ and Ya¯ are a¯-definable subsets of C and Da¯ is relatively convex
in Ya¯, then there is a convex formula φ(x, y¯) such that φ(x, a¯) relatively defines Da¯
within Ya¯. For this we may just take φ(x, y¯) to be the formula defining the convex
hull (in C) of Dy¯ ∩ Yy¯. Similar observation holds for initial parts.
Remark 1.4. Every <-convex L-formula φ(x, y¯) can be written as ψ1(x, y¯) ∧
¬ψ2(x, y¯), where ψ1(x, y¯) and ψ2(x, y¯) are <-initial L-formulae given by:
ψ1(x, y¯) := ∃x′ (ψ(x′, y¯) ∧ x 6 x′) and ψ2(x, y¯) := ∀x′ (ψ(x′, y¯)⇒ x < x′).
Lemma 1.5. Suppose that T is a complete theory and < its L-definable linear
order, and let π(x) be a partial type over A.
(i) Suppose that D ⊆ C is A-definable. If D has finitely many convex components
on π(C), then each of them is relatively defined by an A-instance of some
convex L-formula. In particular, D ∩ π(C) is relatively defined by a Boolean
combination of A-instances of initial L-formulae.
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(ii) Suppose that E is a relatively A-definable convex equivalence relation on π(C).
Then there exists an A-definable convex equivalence relation E0 which agrees
with E on π(C)× π(C). Moreover, if E1(x, y) is a A-definable convex equiva-
lence relation which is coarser than E on π(C), then E0 can be chosen so that
E1 is coarser than E0.
(iii) If ≺ is a relatively A-definable linear ordering on π(C), then there is an A-
definable linear order ⊳ which agrees with ≺ on π(C).
Proof. (i) Suppose that D = φ(C, a¯) has finitely many convex components on π(C);
then so does the complement Dc = ¬φ(C, a¯). Let n be the overall number of these
components. Then:
n⋃
i=0
π(xi) ∪ {xi < xi+1 | i < n} ⊢
∨
i<n
(φ(xi, a¯)⇔ φ(xi+1, a¯)) .
By compactness, there is a finite conjunction θ(x) of formulae from π(x) with:
∧
i<n
θ(xi) ∧
∧
i<n
xi < xi+1 ⊢
∨
i<n
(φ(xi, a¯)⇔ φ(xi+1, a¯)) .
This means that the overall number N of convex components of D and Dc within
θ(C) is at most n. On the other hand, π(C) ⊆ θ(C) implies n 6 N . Thus, n = N
and for each component Ci within θ(C), Ci∩π(C) is a component within π(C). Since
Ci is A-definable, by Remark 1.3 the defining formula may be chosen to be an A-
instance of a convex formula; let C be the union of all Ci’s that are components of
D. Clearly, C is a Boolean combination of A-instances of convex (and hence initial)
formulae and x ∈ C relatively defines D ∩ π(C).
(ii) Let ε(x, y) be an LA formula relatively defining E on π(C). By compactness
we can find a finite conjunction of formulae from π(x), θ(x), such that ε(x, y) defines
a convex equivalence relation on θ(C) (finer than E1 there). Then E0 ⊆ C×C defined
by the following formula works:
(∃u, v ∈ θ(C))(u 6 x, y 6 v ∧ ε(u, v)) ∨ x = y.
(iii) Again by compactness we can find a finite conjunction of formulae from
π(x), θ(x), such that x ≺ y defines a linear order on θ(C). Now we define ⊳ such
that θ(C) ⊳ ¬θ(C), ⊳ agrees with ≺ on θ(C), and with < on ¬θ(C). 
1.2. Defining new orders. Let (X,<) be a linear order and E a <-convex equiv-
alence relation on X . Define:
x <E y iff (E(x, y) and y < x) or (¬E(x, y) and x < y).
It is easy to see that <E is a linear order; it reverses the order within each E-class,
but the classes in the factor order remain ordered originally. In particular, E is a
<E-convex equivalence relation and the factor orders induced by E on < and <E
are equal. We can further iterate the construction.
Definition 1.6. Let (X,<) be a linear order and ~E = (E0, E1, . . . , En−1) a se-
quence of equivalence relations on X . We say that ~E is <-admissible if E0 is
<-convex, E1 is <E0-convex, E2 is (<E0)E1 -convex, etc. In this case we write < ~E
for the linear order (. . . ((<E0)E1)E2 . . .)En−1 .
Usually, (X,<) and ~E will be A-definable, in which case the resulting order < ~E
will be A-definable, too.
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Remark 1.7. Note that for any <-convex equivalence relation E′ which is either
coarser or finer than E it holds that E′ is <E-convex. Therefore, by induction,
we see that any decreasing sequence ~E = (E0, . . . , En−1) of <-convex equivalence
relations (Ei+1 refinesEi for all relevant i) is an example of a<-admissible sequence,
and furthermore all E0, . . . , En−1 remain < ~E-convex.
Remark 1.8. If a sequence of equivalence relations ~E′ = (E0, . . . , En−1) is <-
admissible, then ~E = (X ×X,E0, . . . , En−1), is also <-admissible and < ~E is just
the reversed order of < ~E′ .
Remark 1.9. If ~E is a <-admissible sequence, then any <-convex set D ⊆ X is
a finite union of < ~E-convex parts. Indeed, if E is a single <-convex equivalence
relation, then D intersects properly at most two E-classes (the endpoints of D/E),
hence D is a union of at most three <E-convex parts; the general case holds by
induction on | ~E|. The same holds for < ~E-convex subsets: they are finite unions of
<-convex parts.
1.3. Weakly quasi-o-minimal theories. Weakly quasi-o-minimal theories were
introduced by Kuda˘ıbergenov in [3] as a generalization of both weakly o-minimal
and quasi-o-minimal theories; the latter were introduced by Belagradek, Peterzil
and Wagner in [1]. Originally, Kuda˘ıbergenov’s definition assumes that a linear
order is a part of the language. Here we require only that T has an L-definable
order, as it will turn out that weak quasi-o-minimality does not depend on the
choice of the order.
Definition 1.10. A theory T is weakly quasi-o-minimal with respect to an L-
definable linear order < if every parametrically definable subset of a model of T
is a finite boolean combination of <-convex sets and L-definable sets. A theory
is weakly quasi-o-minimal if it is weakly quasi-o-minimal with respect to some L-
definable linear order <.
Note that in the definition we did not require the convex sets to be definable.
Remark 1.11. Clearly, weak quasi-o-minimality of the theory is preserved under
naming parameters. However, it is not preserved in reducts: consider the theory
T of the structure (Q, <,E), where E is an equivalence relation with two topologi-
cally dense classes. Clearly, T is not weakly quasi-o-minimal, but naming a single
parameter makes it such.
Proposition 1.12. Let < be a definable linear ordering. The following conditions
are equivalent:
(1) T is weakly quasi-o-minimal with respect to <.
(2) For every p ∈ S1(T ) and C-definable D ⊆ C, D has finitely many <-convex
components on p(C).
(3) Every unary LA-formula is a Boolean combination of unary L-formulae and
A-instances of <-convex L-formulae (for all A).
Proof. (1) =⇒ (2): Assume that T is weakly quasi-o-minimal with respect to <
and that D ⊆ C is A-definable. Since both the family of unary L-definable sets and
the family of finite unions of convex sets are closed under Boolean combinations,
we may write D as
⋃
i6n Ui∩Ci, where Ui’s form an L-definable partition of C and
each Ci is a finite union of convex sets. If p ∈ S1(T ), then p(C) ⊆ Ui holds for some
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i 6 n, whence p(C)∩D = p(C)∩Ci; since Ci has finitely many convex components
on p(C), so does D.
(2) =⇒ (3): Suppose that condition (2) holds. We will prove that a formula
φ(x, a¯) is equivalent to a Boolean combination of unary L-formulae and a¯-instances
of convex L-formulae. Condition (2) implies that the set D = φ(C, a¯) has finitely
many convex components within p(C), so by Lemma 1.5(i) there is a Boolean com-
bination of convex L-formulae φp(x, y¯) with φp(x, a¯) relatively defining D ∩ p(C):
p(x) ⊢ φp(x, a¯) ⇔ φ(x, a¯). By compactness, there is a formula θp(x) ∈ p(x) such
that: |= θp(x) ⇒ (φp(x, a¯) ⇔ φ(x, a¯)). In other words, the set Dp = D ∩ θp(C)
is definable by a Boolean combination of a unary L-formulae and a¯-instances of
convex L-formulae. Since {[θp] | p ∈ S1(T )} covers S1(T ), it has a finite subcover
{[θpi ] | i 6 k}. Then D =
⋃
i6kDpi is definable by a Boolean combination of
unary L-formulae and a¯-instances of convex L-formulae. This completes the proof
of (2) =⇒ (3). Since (3) =⇒ (1) trivially holds the proof is complete. 
Corollary 1.13. Suppose that T is weakly quasi-o-minimal with respect to <. Then
every L-formula φ(x, y) is equivalent to a Boolean combination of unary and <-
initial L-formulae.
Proof. Fix φ(x, y), p ∈ S1(T ) and b |= p. By Proposition 1.12(3), the formula
φ(x, b) is equivalent to a Boolean combination of unary L-formulae and b-instances
of <-convex L-formulae. By Remark 1.4 each convex formula may be replaced
by a Boolean combination of initial formulae; denote the obtained combination by
θp(x, b). Clearly, p(y) ⊢ φ(x, y) ⇔ θp(x, y). By compactness there is σp(y) ∈ p(y)
such that σp(y) ⊢ φ(x, y) ⇔ θp(x, y). The set {[σp] | p ∈ S1(T )} covers S1(T ) so
by compactness we can extract a finite subcover {[σpi ] | 1 6 i 6 n}. Now φ(x, y)
is clearly equivalent to the disjunction
∨n
i=1(σpi(y) ∧ θpi(x, y)). Note that this is a
Boolean combination of unary and <-initial formulae. 
Lemma 1.14. If T is weakly quasi-o-minimal with respect to < and ~E is an admis-
sible sequence of L-definable equivalence relations, then T is weakly quasi-o-minimal
with respect to < ~E too.
Proof. We will prove that T is weakly quasi-o-minimal with respect to <E for any
definable <-convex equivalence relation E; the general case follows by induction.
Let D ⊆ C be C-definable and let p ∈ S1(T ). By Proposition 1.12(2) it suffices to
prove that D has finitely many < ~E-convex components on p(C), knowing that it
has finitely many <-convex components there. Each of these <-convex components
is a union of finitely many <E-convex parts by Remark 1.9, so D has finitely many
<E-convex components on p(C). This completes the proof of the lemma. 
2. Monotone relations
We will use the following notation: for binary relation R ⊆ A × B, a ∈ A
and b ∈ B, R(a,B) denotes the fiber {y ∈ B | aRy} and similarly for R(A, b). A
binary relation R ⊆ A×B between linear orders (A,<A) and (B,<B) is monotone-
increasing (or simply monotone) if:
a 6A a
′, a′R b′ and b′ 6B b imply aR b.
The following fact is easily verified.
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Fact 2.1. Let (A,<A) and (B,<B) be linear orders. The relation R ⊆ A × B
is a monotone relation if and only if either of the following, mutually equivalent
conditions holds:
(1) (R(A, b) | b ∈ B) is a ⊆-increasing sequence of initial parts of A;
(2) (R(a,B) | a ∈ A) is a ⊆-decreasing sequence of final parts of B.
Basic examples of monotone-increasing relations R ⊆ A × B are those defined
by f(x) 6B y (and f(x) <B y) for some increasing function f : A→ B. In fact, if
the orders are definable in some first order structure then any definable, monotone
relation is defined by (ψ(x) ∧ f(x) < y)) ∨ (¬ψ(x) ∧ f(x) 6 y) for some ψ(x) and
T eq-definable f : A → B (the completion of B). This explains the use of term
monotone-increasing, and suggests that we should also have monotone-decreasing
relations defined by: a 6A a
′, a′R b′ and b′ >B b imply aR b. Since we
will consider monotone relations on a fixed domain ordered by various relations the
following definition is appropriate.
Definition 2.2. Let (X,<) and (X,≺) be linear orders. A relation R ⊆ X ×X is
(<,≺)-monotone if R is a monotone relation between (X,<) and (X,≺).
Note that < itself is trivially (<,<)-monotone and that (<,>)-monotone rela-
tions may be called monotone-decreasing.
Lemma 2.3. Suppose that R,R′ ⊆ X × X are respectively (<,≺)- and (<′,≺′)-
monotone relations, where <,≺, <′,≺′ are linear orderings on X. Then:
(i) The complement Rc is (>,≻)-monotone and the inverse R−1 is a (≻, >)-
monotone relation. (R−1)c is a (≺, <)-monotone relation.
(ii) By R(X, x) ⊆ R′(X, y) is defined a (≺,≺′)-monotone relation.
(iii) If D ⊆ X, then by R(X, x) ∩ R′(X, y) ⊆ D is defined a (≺,≻′)-monotone
relation.
Proof. (i) By (<,≺)-monotonicity of R, a 6 a′Rb′ 4 b implies aR b, so a′ >
aRc b < b′ implies a′Rc b′. Also, b < b′R−1 a′ > a implies a 6 a′R b′ 4 b, hence
aR b, i.e. bR−1 a, follows by (<,≺)-monotonicity of R.
(ii) Assume a 4 a′, R(X, a′) ⊆ R′(X, b′) and b′ 4′ b. For t ∈ R(X, a) we have
t R a 4 a′, so t R a′ by (<,≺)-monotonicity of R. Since R(X, a′) ⊆ R′(X, b′) we get
t R′ b′, which together with b′ 4′ b gives t R′ b by (<′,≺′)-monotonicity of R′. Thus
t ∈ R′(X, b) and R(X, a) ⊆ R′(X, b) follows.
(iii) Assume a 4 a′, R(X, a′) ∩ R′(X, b′) ⊆ D and b′ <′ b. For t ∈ R(X, a) ∩
R′(X, b) we have t R a 4 a′ and t R′ b 4′ b′, so t R a′ and t R′ b′ follow by appropriate
monotonicities. Thus t ∈ R(X, a′)∩R′(X, b′) and hence t ∈ D. Therefore, R(X, a)∩
R′(X, b) ⊆ D. 
From now on in this section we consider theories T with distinguished linear
order < and sets F of definable linear orders on (C, <, . . . ) with <∈ F.
A formula φ(x, y) is called F-monotone if for some ⊳ ∈ F it defines a (<,⊳)-
monotone relation (between (Cx, <) and (Cy,⊳)); relations defined by these are
called F-monotone relations. A structure (C, <, Ci, Rj)i∈I,j∈J obtained by naming
all unary L-definable sets by Ci’s and all L-definable F-monotone relations by Rj ’s
is called a monotone F-reduct of (C, <, . . . ). Note that the F-reduct depends on
the choice of the language (and interpretation) but, up to definitional equivalence,
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it is uniquely determined; we will assume that the language and the interpretation
are in some (unspecified) way canonically chosen and denote by TF the complete
theory of the reduct. Note that for F = {<} we obtain Simon’s reduct. There are
two natural questions to ask at this point:
Question 1. When does TF eliminate quantifiers?
Question 2. When is the F-reduct definitionally equivalent to the (full) binary
reduct of (C, <, . . . )?
Definition 2.4. We say that F is T -complete if for all ⊳,⊳′ ∈ F every (⊳,⊳′)-
monotone definable relation R(x, y) is defined by a Boolean combination of unary
formulae and formulae φ(x, y) defining F-monotone relations.
Proposition 2.5. If F is T -complete then TF eliminates quantifiers.
Proof. The proof is an adaptation of Simon’s argument. We operate in the mono-
tone F-reduct (C, <, Ci, Rj)i∈I,j∈J and first we claim that for all a0 and a¯ =
(a1, . . . , an) the quantifier-free type tpqf(a0/a¯) is determined by:
• all colors Ci(x), where Ci(x) ∈ tp(a0), and
• all Rj(x, ak) and ¬Rj(x, ak) belonging to tp(a0/a¯).
Denote this type by πa¯(x). It suffices to show that whether Rj(ak, x) belongs to
tp(a0/a¯) or not is decided by these ones. (Note that <, as a (<,<)-monotone
relation, is one of Rj ’s.) Fix such j, k and suppose that Rj is (<,⊳)-monotone.
Then the relation (R−1j )
c (defined by ¬Rj(y, x)) is (⊳, <)-monotone by Lemma
2.3(i). By T -completeness of F, ¬Rj(y, x) is T -equivalent to a Boolean combination
of unary and F-monotone formulae Rs(x, y), and this information is contained in
TF. In particular, whether Rj(ak, x) or ¬Rj(ak, x) belongs to tp(a0/a¯) is decided
and πa¯(x) ∪ TF ⊢ tpqf(a0/a¯). This proves the claim.
To prove the proposition, it is enough that for given a0, a¯ = (a1, . . . , an) and
b¯ = (b1, . . . , bn) satisfying a¯ ≡qf b¯ we find b0 with a0a¯ ≡qf b0b¯; in other words, we
should show that the set πb¯(x), obtained by substituting b¯ in place of a¯ in πa¯(x),
is consistent. By compactness, it suffices to verify consistency of finite subsets; fix
a finite π0(x) ⊆ πb¯(x) consisting of:
• colors Ci(x) for i ∈ I0;
• formulae Rj(x, bk) for (j, k) ∈ J0 ⊂ J × {1, . . . , n};
• formulae ¬Rj(x, bk) for (j, k) ∈ J1 ⊂ J × {1, . . . , n}.
Let C(x) =
∧
i∈I0
Ci(x). Further, consider (Rj(C, ak) | (j, k) ∈ J0); it consists
of initial parts of (C, <), so let Rj0(C, ak0) be its minimal element. Then for ev-
ery (j, k) ∈ J0 we have Rj0(C, ak0) ⊆ Rj(C, ak). By Lemma 2.3(ii), this defines
a (⊳j0 ,⊳j)-monotone relation (where Rj0 is (<,⊳j0)-monotone and Rj is (<,⊳j)-
monotone). By T -completeness of F, that relation is defined by a Boolean combina-
tion of unary formulae and those defining F-monotone relations, so the information
Rj0(C, ak0) ⊆ Rj(C, ak) is contained in tpqf(a¯) and hence in tpqf(b¯), too. Hence
Rj0(C, bk0) is the minimal element of (Rj(C, bk) | (j, k) ∈ J0). Similarly, we find
a minimal element ¬Rj1 (C, bk1) of (¬Rj(C, bk) | (j, k) ∈ J1), corresponding to the
minimal element ¬Rj1 (C, ak1) among final parts in (¬Rj(C, ak) | (j, k) ∈ J1).
It remains to find b0 ∈ C(C) ∩ Rj0(C, bk0) ∩ ¬Rj1(C, bk1). By Lemma 2.3(iii),
Rj0(C, x) ∩ ¬Rj1 (C, y) ⊆ ¬C(C) defines a (⊳j0 ,⊳j1)-monotone relation. Since a0
witnesses Rj0(C, ak0) ∩ ¬Rj1(C, ak1) * ¬C(C), and by T -completeness of F this
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is determined by tpqf(a¯), we have Rj0(C, bk0) ∩ ¬Rj1(C, bk1) * ¬C(C), hence the
desired b0 exists. 
Clearly, F = {<} is T -complete, so Simon’s result is a special case of Proposition
2.5. Yet another special case is when F = {<,>}; that this one is T -complete easily
follows by Lemma 2.3(i).
Corollary 2.6. F = {<,>} is T -complete and TF eliminates quantifiers.
We now turn to the case when F contains only relations of the form < ~E . Denote:
• ST – the set of all orders of the form < ~E for some admissible sequence of
L-definable equivalence relations ~E;
• WT – the set of all < ~E∈ ST for ~E decreasing.
The sets ST and WT depend on the choice of < but, since the meaning of < will
always be clear from the context, we omit emphasizing it.
We will call WT -monotone formulae weakly monotone and ST -monotone formu-
lae special monotone. Clearly, every weakly monotone formula is special monotone.
Our main interest is in weakly monotone formulae since < ~E is easier to visualise
when ~E decreases than in the general admissible case; special formulae are intro-
duced only to approximate them and at the very end of the paper, as a corollary
of (the proof of) Theorem 1, we will deduce that the ST -reduct and the WT -reduct
are definitionally equivalent and that WT is T -complete. However, the proof of
T -completeness of ST is technically much simpler than that for WT .
Proposition 2.7. If T has a definable linear order <, then ST is T -complete.
Proof. We shall show that every definable (< ~E1 , < ~E2)-monotone relation, where
~E1
and ~E2 are definable, admissible sequences, is defined by a Boolean combination of
unary and special monotone L-formulae. The proof is an easy induction on | ~E1|,
once we prove the following claim.
Claim. Suppose that ≺ and ⊳ are definable linear orders, E is a definable ≺-
convex equivalence relation and R is a definable (≺E ,⊳)-monotone relation. Then
there exist a definable ⊳-convex equivalence relation F , (≺,⊳)-monotone relations
R1 and R2 and (≺,⊳F )-monotone relation R3 such that R(x, y) is equivalent to
R1(x, y) ∨ (R2(x, y) ∧ ¬R3(x, y)).
To prove the claim first note that (R(C, y) | y ∈ C) is a ⊆-increasing sequence of
≺E-initial parts of C when y’s ⊳-increase. Denote by c(y) the union of all E-classes
meeting R(C, y), so c(y)’s are ≺-initial parts which ⊆-increase when y’s ⊳-increase.
Being a ≺E-initial part, R(C, y) consists of at most two ≺-convex components.
Denote by c1(y) the one that consists of all E-classes that are completely contained
in R(C, y) and the other by c2(y) = R(C, y) r c1(y); here we allow that either of
them is void. Like c(y)’s, c1(y)’s are ≺-initial parts which ⊆-increase when y’s ⊳-
increase, as well. If c2(y) 6= ∅ then c(y)r c1(y) is a single E-class (the one properly
met by R(C, y)). Define:
R1(x, y) := x ∈ c1(y), R2(x, y) := x ∈ c(y), R3(x, y) := x ∈ c(y)r c2(y).
Clearly, |= R(x, y)⇔ (R1(x, y)∨(R2(x, y)∧¬R3(x, y))). Since c(y)’s and c1(y)’s are
≺-initial parts that ⊆-increase when y’s⊳-increase, R1 and R2 are (≺,⊳)-monotone
relations.
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Let F (y, z) be defined by c(y) = c(z)∧c1(y) = c1(z). Clearly, F is an equivalence
relation and it is easy to see that it is ⊳-convex: y ⊳ t ⊳ z and F (y, z), by mono-
tonicity of R1 and R2, imply F (z, t). To complete the proof, it remains to show
that R3 is (≺,⊳F )-monotone. Clearly, R3(C, y) = c(y) r c2(y) is a ≺-initial part.
Assume y⊳F z and we will prove R3(C, y) = c(y)r c2(y) ⊆ c(z)r c2(z) = R3(C, z).
Case 1. (y, z) ∈ F . In this case we have c1(z) = c1(y) ⊆ c(y) = c(z) and
z ⊳ y. The latter, by monotonicity of R, implies R(C, z) ⊆ R(C, y). Hence c2(y) =
R(C, y)r c1(y) ⊇ R(C, z)r c1(z) = c2(z) and c(y)r c2(y) ⊆ c(z)r c2(z).
Case 2. (y, z) /∈ F . In this case y ⊳F z implies y ⊳ z, hence R(C, y) ⊆ R(C, z),
c1(y) ⊆ c1(z) and c(y) ⊆ c(z). We claim that c(y) ⊆ c1(z). Otherwise, since
these are initial parts, we have c1(z) ( c(y) and: c1(y) ⊆ c1(z) ( c(y) ⊆ c(z).
Since c(t) r c1(t) is either empty or is a single E-class and c(t) and c1(t) are E-
closed subsets, we conclude c1(y) = c1(z) ( c(y) = c(z) and hence (y, z) ∈ F . A
contradiction. Thus c(y) ⊆ c1(z), hence c(y)r c2(y) ⊆ c(y) ⊆ c1(z) ⊆ c(z)r c2(z)
and we are done.
In both cases we reached the desired conclusion, completing the proof of the
claim and the proposition. 
Corollary 2.8. If T has a definable linear order <, then TST eliminates quantifiers
and is weakly quasi-o-minimal with respect to <.
Proof. By Propositions 2.5 and 2.7 the theory TST eliminates quantifiers. It re-
mains to show that TST is weakly quasi-o-minimal with respect to <. Let D be any
parametrically TST -definable subset of C and p ∈ S1(TST ). Elimination of quanti-
fiers implies that D is a Boolean combination of unary, <-initial and < ~E-final sets;
each of them has finitely many convex components on p(C) (recall that by Remark
1.9, < ~E-convex set is a finite union of <-convex sets). Therefore, D has finitely
many convex components on p(C), too. Thus condition (2) from Proposition 1.12
is satisfied and TST is weakly quasi o-minimal. 
From now on we turn to answering Question 2 for WT and ST -reducts: for which
theories is one of them definitionally equivalent to the full binary reduct? Especially
interesting is the case when this equivalence is preserved under naming parameters
(despite the fact that WTA is usually larger than WT ).
Definition 2.9. (a) A theory T with a definable linear order < is locally weakly
monotone (locally weakly special) with respect to < if its full binary reduct is
definitionally equivalent to the monotone WT -reduct (monotone ST -reduct).
(b) An ℵ0-saturated structure (C, . . .) with a definable linear order < is weakly
monotone (weakly special) with respect to < if for every finite A ⊆ C theory TA
is locally weakly monotone (locally weakly special) with respect to <.
(c) A theory T with a definable linear order < is weakly monotone (weakly special)
with respect to < if it has such ℵ0-saturated model.
Let us remark that weak monotonicity (weak speciality) means that every A-
definable binary set is definable in the monotone WTA -reduct (monotone STA -
reduct). Since by Corollary 2.8 the monotone STA-reduct eliminates quantifiers,
in the case of weakly special theory we can say more: every A-definable binary set
is definable in the monotone STA-reduct by a quantifier-free formula, i.e. it is equal
to a Boolean combination of A-definable unary sets and STA -monotone relations.
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The rest of the paper is dedicated to proving that the notions of weakly monotone
theory and weakly special theory coincide with the notion of weakly quasi-o-minimal
theory.
3. Proof of Theorem 1
Lemma 3.1. If T is weakly quasi-o-minimal (with respect to <), then every defin-
able equivalence relation, when restricted to the locus of p ∈ S1(T ) is convex.
Proof. Assume that for some p ∈ S1(T ) some E-class is not <-convex on p(C). We
may find a0, b0, a1 |= p such that a0 < b0 < a1, E(a0, a1) and ¬E(a0, b0). Consider
f ∈ Aut(C) such that f(a0) = a1, and define an+1 = f(an) and bn+1 = f(bn) for
n > 0. By induction we clearly have an < bn < an+1, E(a0, an) and ¬E(a0, bn).
This means that the class E(a0,C) has infinitely many convex components on p(C)
which contradicts Proposition 1.12(2). 
Lemma 3.2. Suppose that T is weakly quasi-o-minimal with respect to <, p = tp(a)
and that I(a) is a relatively a-definable <-initial part of p(C).
(i) If a ∈ I(a), then there do not exist a0, b0, a1 |= p such that a1 < b0 < a0,
I(a1) ⊇ I(a0) and I(b0) < a0.
(ii) If a /∈ I(a), then there do not exist a0, b0, a1 |= p such that a0 < b0 < a1,
I(a1) ⊆ I(a0) and a0 ∈ I(b0).
Proof. We will prove only part (i); part (ii) is proved similarly. Assume that I(a)
is relatively defined by φ(x, a). Then a ∈ I(a) implies that |= φ(a, a) holds for all
a |= p. Toward a contradiction assume that a0, b0, a1 |= p are such that a1 < b0 <
a0, I(a1) ⊇ I(a0) and I(b0) < a0. Thus:
φ(C, a1) ∩ p(C) ⊇ φ(C, a0) ∩ p(C) and φ(C, b0) ∩ p(C) < a0.
By compactness there is a formula θ(x) ∈ p(x) such that:
φ(C, a1) ∩ θ(C) ⊇ φ(C, a0) ∩ θ(C) and φ(C, b0) ∩ θ(C) < a0.
By changing φ(x, y) with φ(x, y) ∧ θ(x) we get that φ(x, a) relatively defines the
initial part I(a) of p(C) for all a |= p, |= φ(a, a) holds for all a |= p, and φ(C, a1) ⊇
φ(C, a0) and φ(C, b0) < a0 hold.
Let f ∈ Aut(C) be such that f(a0) = a1, and define sequences (an)n<ω and
(bn)n<ω of realizations of p by an+1 = f(an) and bn+1 = f(bn). By induction we
see that an+1 < bn < an, φ(C, an+1) ⊇ φ(C, an) and φ(C, bn) < an hold for all
n < ω. Then we easily conclude that φ(a0, an) ∧ ¬φ(a0, bn) holds for all n < ω.
So, a0 > b0 > a1 > b1 > a2 > . . . alternately satisfy the formula φ(a0, y) and its
negation on p(C); φ(a0,C) has infinitely many <-convex components on p(C). This
is in contradiction with Proposition 1.12(2). 
Proposition 3.3. Suppose that T is weakly quasi-o-minimal with respect to <. If
⊳ is a definable linear order on C and p ∈ S1(T ), then there is < ~E∈ WT agreeing
with ⊳ on p(C).
Proof. First, let us fix a piece of notation. Assume that ≺ is an L-definable linear
order such that T is weakly quasi-o-minimal with respect to ≺ (e.g. ≺ is < or < ~E;
see Lemma 1.14). Let a realize p. Consider the subsets of p(C) relatively defined
by a ⊳ x and x ⊳ a. By weak quasi-o-minimality, each of them has finitely many
≺-convex components on p(C) and all these components together with {a} make a
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finite ≺-convex partition of p(C); denote this partition by C≺a . The partition C≺a is
ordered by ≺, and for every two ≺-consecutive members of the partition different
from {a}, it holds that elements of one of them satisfy a⊳ x while the elements of
the other satisfy x⊳ a. We define:
• L≺a is the ≺-leftmost and R≺a is the ≺-rightmost element of C≺a ;
• B≺a is C≺a r {L≺a , R≺a } and B≺a =
⋃
B≺a ;
• l≺a is the ≺-leftmost and r≺a is the ≺-rightmost element of B≺a .
It is worth recalling that each of the components in C≺a , as well as the union B
≺
a ,
is relatively a-definable by Lemma 1.5(i). To simplify the notation, we will omit
the superscript ≺ in the defined notions, because for some time we will work with
the fixed order ≺. Note that Ba is a ≺-convex subset of p(C) containing a, Ba is
its (non-empty) ≺-convex partition, while La ≺ Ba ≺ Ra is a ≺-convex partition
of p(C) (in particular, La ≺ a ≺ Ra holds). The sets La ≺ la are ≺-consecutive
members of Ca, so one of them satisfies x⊳ a and the other a⊳ x (if la is not {a});
similarly for ra ≺ Ra.
Claim 1. Either all elements of La ∪ Ra satisfy a ⊳ x ⇔ a ≺ x or all satisfy
a⊳ x⇔ a ≻ x.
Proof of Claim 1. Choose a′ |= p such that Ba ≺ Ba′ ; then a′ ∈ Ra and a ∈ La′ .
We have two cases. The first is when a ⊳ a′ holds. Since a′ ∈ Ra and a ⊳ a′,
we conclude that Ra is a ≺-convex component of a ⊳ x. Also a ≺ Ra, so for all
elements in Ra we have a⊳ x⇔ a ≺ x. Similarly, La′ is a ≺-convex component of
x ⊳ a′, hence La is a ≺-convex component of x ⊳ a, which together with La ≺ a
implies that all elements of La satisfy x⊳a⇔ x ≺ a. Therefore, in the first case all
elements of La ∪Ra satisfy a⊳ x⇔ a ≺ x. The proof in the second case is similar:
a′ ⊳ a implies that all elements of La ∪Ra satisfy a⊳ x⇔ a ≻ x. √
We will further on work under the following assumption:
All elements of La ∪Ra satisfy: a⊳ x⇔ a ≺ x. (†)
We will see at the end that the second possibility given by Claim 1 is easily reduced
to (†) (by considering ≻ instead of ≺). Equivalently, (†) says x ∈ La ⊢ x ⊳ a and
x ∈ Ra ⊢ a⊳x (because La ≺ a ≺ Ra). Consider the case |Ba| = 1. Then Ba = {a}
and La ∪Ra = p(C)r {a}. By the assumption (†), ⊳ agrees with ≺ on p(C). (Note
that the converse is true as well, if ⊳ agrees with ≺ on p(C) then |Ba| = 1.)
From now on assume |Ba| > 2, so ⊳ doesn’t agree with ≺ on p(C). First we
discuss that la ≺ {a} ≺ ra (in particular, |Ba| > 3 holds). If la = {a}, then for
all a, b |= p, b ≺ a implies b ∈ La, so b ⊳ a by (†). Thus ⊳ agrees with ≺ on p(C),
which is a contradiction. In a similar way, we obtain {a} ≺ ra. By the assumption
(†) and the facts that la is the first ≺-convex component on the right from La and
ra is the first ≺-convex component on the left from Ra, we conclude x ∈ la ⊢ a⊳ x
and x ∈ ra ⊢ x⊳ a.
Our following aim is to prove that y ∈ Bx is an equivalence relation on p(C). We
will prove it in the sequence of claims below. By x, y, . . . we denote realizations of
p. Also, we use the following, rather intuitive notation. For convex subsets D,D′
of p(C), we will write supD 4 supD′ to stress that for every d |= p, D′ ≺ d implies
D ≺ d. Similarly, supD ≺ supD′ means that there is d |= p such that D ≺ d but
D′ 6≺ d. Analogously, we define inf D 4 infD′ and inf D ≺ inf D′.
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Claim 2. x ≺ y implies inf Bx 4 inf By and supBx 4 supBy.
Proof of Claim 2. We prove that x ≺ y implies supBx 4 supBy. Assume that for
some x ≺ y we have supBy ≺ supBx. Then we can find z ∈ rx such that By ≺ z.
We claim that supBz 4 supBx. Otherwise, if supBx ≺ supBz , we can find t ∈ rz
such that Bx ≺ t, i.e. t ∈ Rx. But this means that x ⊳ t ⊳ z which contradicts
z ∈ rx. So, supBz 4 supBx.
Consider the initial part I(x) = Lx ∪ Bx of p(C); since both Lx and Bx are
relatively definable, so is I(x). Note that supBx = sup I(x). So we have x ≺ y ≺ z,
I(x) ⊇ I(z) and I(y) ≺ z, which contradicts Lemma 3.2(i).
The inf-part of the claim is completely symmetric, except that for a contradiction
one should use Lemma 3.2(ii), rather than Lemma 3.2(i), with I(x) = Lx.
√
Claim 3. y ∈ Bx implies By ⊆ Bx.
Proof of Claim 3. Assume that y ∈ Bx and x ≺ y. Then inf Bx 4 inf By by Claim
2, so it remains to prove supBy 4 supBx. Assume that supBx ≺ supBy. Since
y ∈ Bx, we can choose z ∈ rx such that y ≺ z. By Claim 2, supBy 4 supBz, so
supBx ≺ supBz . Choose t ∈ rz such that Bx ≺ t, i.e. t ∈ Rx. Then x ⊳ t ⊳ z,
which contradicts z ∈ rx.
If y ∈ Bx and y ≺ x the situation is symmetric. √
Claim 4. y ∈ Bx is an equivalence relation on p(C).
Proof of Claim 4. Assume that y ∈ Bx and Bx 6= By. By Claim 3, By ⊆ Bx, but
also x /∈ By. So assume for example that x ≺ By (the case By ≺ x is similar). Since
By ⊆ Bx, we can find z ∈ rx such that y ≺ z. By Claim 2 we have inf By 4 inf Bz,
so x ≺ Bz, i.e. x ∈ Lz. Thus, x⊳ z, but this contradicts z ∈ rx. √
Now we want to consider a new order ≺E for a suitable definable ≺-convex
equivalence relation E, so we return the sign ≺ in the superscript of considered
sets. We have proved that y ∈ B≺x is a relatively definable equivalence relation on
p(C), with ≺-convex classes B≺a on p(C). By Lemma 1.5(ii) there exists a definable
≺-convex equivalence relation E relatively defining y ∈ B≺x on p(C). Consider ≺E.
It reverses the order within each E-class, so each B≺a is still a ≺E-convex partition
of B≺a , but the order of the components is reversed: r
≺
a ≺E . . . ≺E l≺a . Since ≺E
keeps the order of E-classes, L≺a ≺E B≺a ≺E R≺a is still true. So the set L≺a ∪ r≺a is
≺E-convex and its elements satisfy x⊳ a (and x ≺E a), i.e. L≺Ea = L≺a ∪ r≺a ∈ C≺Ea .
Similarly we get R≺Ea = R
≺
a ∪ l≺a ∈ C≺Ea and its elements satisfy a⊳x (and a ≺E x).
The rest of ≺-components are ≺E-components as well, so B≺Ea = B≺E r {l≺a , r≺a },
and thus |B≺Ea | = |B≺a | − 2 and B≺Ea ( B≺a . Especially, note that the assumption
(†) is fulfilled for the new order ≺E.
We are ready to prove the proposition. We define a sequence ≺0,≺1, . . . ,≺n
of L-definable linear orders and a decreasing sequence E1, . . . , En of L-definable
<-convex equivalence relations, where n = (|B<a | − 1)/2. By Claim 1, either all
elements of L<a ∪ R<a satisfy a ⊳ x ⇔ a < x or all satisfy a ⊳ x ⇔ x < a. In the
first case just set ≺0 to be <; in the second one set ≺0 to be <C2 (i.e. >). Clearly
≺0 satisfies (†). For i > 0 recursively set Ei to be an L-definable ≺i−1-convex
equivalence relation relatively defining y ∈ B≺i−1x on p(C), and set ≺i to be (≺i−1
)Ei . As it was explained above every ≺i satisfies (†), so the previous construction
can be carried out. Moreover, since for i > 0, B≺ia = B
(≺i−1)Ei
a ( B
≺i−1
a , by Lemma
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1.5(ii) at each step we can choose Ei+1 to be finer than Ei. In particular, we have
that all Ei’s are <-convex. Since each step decreases the size of Ba by 2, clearly
|B≺na | = 1, so ≺n agrees with ⊳ on p(C). By the construction ≺n is equal to < ~E
where ~E is either (E1, . . . , En) or (C
2, E1, . . . , En). 
For a total preorder (X,4), let E4 be an equivalence relation defined by a 4
b ∧ b 4 a; then 4 /E4 linearly orders X/E4.
Corollary 3.4. Suppose that T is weakly quasi-o-minimal with respect to < and
that 4 is a definable total preorder. Then for each type p ∈ S1(T ) there exists an
order < ~E∈WT such that on p(C):
x 4 y is equivalent with E4(x, y) ∨ (¬E4(x, y) ∧ x < ~E y).
Proof. Let R(x, y) := (E4(x, y) ∧ x < y) ∨ (¬E4(x, y) ∧ x 4 y). By Lemma
3.1(i), for any p ∈ S1(T ), each E4-class is <-convex on p(C), thus we can easily
see that R relatively defines a linear order on p(C). By Lemma 1.5(iii) there exists
a definable linear order ⊳ agreeing with R on p(C). By Proposition 3.3 ⊳ agrees
with some < ~E∈ WT on p(C). Clearly, x 4 y and E4(x, y) ∨ (¬E4(x, y) ∧ x < ~E y)
are equivalent on p(C). 
Theorem 3.5. Suppose that T is weakly quasi-o-minimal with respect to < and
that 4 is an L-definable total preorder on C. Then there is an L-definable partition
C = D1 ∪ . . . ∪Dn and orders < ~E1 , . . . , < ~En∈WT such that:
x 4 y is equivalent with E4(x, y) ∨ (¬E4(x, y) ∧ x < ~Ei y)
on Di for i = 1, . . . , n. If in addition 4 is a linear order, then ≺ agrees with < ~Ei
on Di for all i = 1, . . . , n.
Proof. By Corollary 3.4, for every p ∈ S1(T ) there exists a (finite) decreasing
sequence ~Ep of L-definable <-convex equivalence relations such that 4 agrees with
E4(x, y)∨ (¬E4(x, y)∧x < ~Ep y) on p(C). By compactness the same holds on θp(C)
for some θp ∈ p. Since {[θp] | p ∈ S1(T )} covers S1(T ), by compactness we can
extract a finite subcover {[θp1 ], . . . , [θpn ]}. By taking Dk to be the set defined by
θpk ∧
∧
i<k ¬θpi , for all k, we obtain a finite L-definable partition of C. Since 4 and
E4(x, y)∨ (¬E4(x, y)∧x < ~Ep y) agree on θpk(C), they also agree on its subset Dk.
The second part of the theorem is a direct consequence of the first one. 
Corollary 3.6. A theory T is weakly quasi-o-minimal with respect to some L-
definable linear order if and only if it is weakly quasi-o-minimal with respect to any
L-definable linear order.
Proof. Suppose that T is weakly quasi-o-minimal with respect to < and let ⊳ be
another L-definable linear order. By Theorem 3.5 there is an L-definable partition
C = D1 ∪ . . . ∪Dn and orders < ~E1 , . . . , < ~En∈WT such that ⊳ agrees with < ~Ei on
Di for all i = 1, . . . , n.
To prove that T is weakly quasi-o-minimal with respect to ⊳ by Proposition
1.12(2) it suffices to show that any C-definable set D ⊆ C has only finitely many ⊳-
convex components on p(C), so let us fix such D and p. The locus p(C) is contained
in a singleDk. By Lemma 1.14, T is weakly quasi-o-minimal with respect to < ~Ek , so
D has only finitely many < ~Ek -convex components on p(C) by Proposition 1.12(2).
Since ⊳ agrees with < ~Ek on Dk and p(C) ⊆ Dk, we conclude that D has finitely
many ⊳-convex components on p(C), as desired. 
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Corollary 3.7. Suppose that T is weakly quasi-o-minimal with respect to <. Then
every initial L-formula φ(x, y) is equivalent to a Boolean combination of unary and
weakly monotone L-formulae of the form ψ(x, y).
Proof. Let φ(x, y) be a <-initial L-formula. Since initial parts are ⊆-comparable,
by: y1 4 y2 iff φ(C, y1) ⊆ φ(C, y2) is defined a total preorder on C. By Theorem 3.5
there is an L-definable partition C = D1 ∪ . . .∪Dn and orders < ~E1 , . . . , < ~En∈WT
such that y1 4 y2 is equivalent to E4(y1, y2) ∨ (¬E4(y1, y2)∧ y1 < ~Ei y2) on Di for
every i = 1, . . . , n.
We claim that |= (φ(x, y) ∧ y ∈ Di)⇔ (ψi(x, y)∧ y ∈ Di) holds for some weakly
monotone formula ψi(x, y) defining a (<,< ~Ei)-monotone relation. To prove it, we
first show that φ(x, y) ∧ y ∈ Di defines a monotone relation between (C, <) and
(Di, < ~Ei): for b1, b2 ∈ Di, b1 < ~Ei b2 clearly implies b1 4 b2 i.e. φ(C, b1) ⊆ φ(C, b2),
so (φ(C, bi) | bi ∈ Di) is a ⊆-increasing sequence of initial parts of C. Hence
φ(x, y)∧ y ∈ Di defines a monotone relation between (C, <) and (Di, < ~Ei). Extend
it to a (<,< ~Ei)-monotone relation defined by:
ψi(x, y) := ∃u, v(φ(u, v) ∧ v ∈ Di ∧ x 6 u ∧ v 6 ~Ei y).
Clearly, ψi(x, y) is weakly monotone and satisfies the claim. It follows that |=
φ(x, y)⇔ ∨ni=1(ψi(x, y) ∧ y ∈ Di). 
We are now ready to prove our main results.
Theorem 3.8. Let T be a complete theory with a definable order <. The following
are equivalent:
(1) T is weakly quasi-o-minimal with respect to <;
(2) T is weakly monotone with respect to <;
(3) T is weakly special with respect to <.
Proof. (1) =⇒ (2): Assume that T is weakly quasi-o-minimal with respect to <.
For all A, by Remark 1.11, TA is weakly quasi-o-minimal with respect to <. To show
that T is weakly monotone with respect to <, we will verify that every LA-formula
φ(x, y) is equivalent to a Boolean combination of unary and weakly monotone LA-
formulae. Fix φ(x, y). By Corollary 1.13 (applied to TA), φ(x, y) is equivalent to
a Boolean combination of unary and initial LA-formulae. Further, by Corollary
3.7 (applied to TA), each of these initial LA-formulae is equivalent to a Boolean
combination of unary and weakly monotone LA-formulae. Therefore, φ(x, y) is
equivalent to a Boolean combination of unary and weakly monotone LA-formulae.
(2) =⇒ (3) is easy: if a binary set is definable in the monotone WTA -reduct then
it is definable in the monotone STA -reduct, too.
(3) =⇒ (1): Suppose that T is weakly special with respect to <. We will
verify condition (2) from Proposition 1.12: By induction on |a¯| = n we prove that
every a¯-definable set has finitely many convex components on the locus of any
p ∈ S1(T ). The case n = 0 is clear, so assume that it holds for n = |a¯|. It suffices to
prove that φ(C, b, a¯) has finitely many components on p(C). By weak speciality, the
formula φ(x, y, a¯) is a Boolean combination of La¯-formulae: unary of the form θ1(x)
and θ2(y), and STa¯-monotone of the form ψ1(x, y) and ψ2(y, x). By the induction
hypothesis each θ1(C) has finitely many convex components on p(C); the same holds
for ψ1(C, b) since it is a <-initial part. As for ψ2(b,C), which is a final < ~E-part, it
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holds by Remark 1.9. Then φ(C, b, a¯), being a Boolean combination of these sets,
has finitely many components on p(C). 
Clearly, part (i) of Theorem 1 follows by the equivalence of conditions (1) and (2)
in the previous theorem and part (ii) follows by Corollary 3.6. The equivalence of
conditions (1) and (3) in Theorem 3.8 combined with the elimination of quantifiers
for TST proved in Corollary 2.8 implies that binary definable sets in a weakly quasi-
o-minimal theory T are defineble by a Boolean combination of unary and weakly
special formulae; in particular, Tbin eliminates quantifiers, proving Corollary 2.
Corollary 3.9. Suppose that T has a definable order <. Then the WT -reduct and
the ST -reduct are definitionally equivalent and WT is T -complete.
Proof. For a set of definable orders F, denote by Def(F) the collection of all de-
finable sets in the monotone F-reduct (of the appropriate theory). We will show
Def(WT ) = Def(ST ). We have:
(1) Def(STST ) = Def(WTST ) ⊆ Def(WT ) ⊆ Def(ST ).
Here the inclusions hold because TST is a reduct of T , so WTST ⊆WT ⊆ ST holds,
and further we conclude the same inclusions for the languages of the corresponding
reducts. To justify the equality, first note that TST is weakly quasi-o-minimal by
Corollary 2.8, so Def(STST ) = Def(WTST ) holds by Theorem 3.8.
Let < ~E∈ ST , where ~E is a sequence of admissible definable equivalence relations.
The order < ~E is clearly a (< ~E , < ~E)-monotone relation, so by T -completeness of
ST (Proposition 2.7) it is definable by a Boolean combination of unary and ST -
monotone formulae; this implies that < ~E is definable in the monotone ST -reduct.
If ~E = (E0, . . . , En−1), then we easily see that Ei’s are definable in terms of <
,<E0, <(E0,E1), . . . , <(E0,E1,...,En−1), so they are also definable in the monotone ST -
reduct. Then < ~E∈ STST and Def(ST ) ⊆ Def(STST ) follows as above. Combining
with (1), we get Def(WT ) = Def(ST ); the WT -reduct and the ST -reduct are
definitionally equivalent.
Finally, we prove T -completeness of WT . Let R be a definable (< ~E , <~F )-
monotone relation, where < ~E , <~F∈ WT . Then T -completeness of ST implies that
R is defined by a Boolean combination of unary and ST -monotone formulae. Each
of these is named in the language of TST which is weakly quasi-o-minimal. By (the
proof of (1) =⇒ (2) of) Theorem 3.8 every mentioned ST -monotone relation is a
Boolean combination of unary and WTST -monotone relations. Since each WTST -
monotone relation is WT -monotone, R is a Boolean combination of unary and
WT -monotone relations, i.e. WT is T -complete. 
We finish by stating some questions. The first is motivated by the example from
Remark 1.11.
Question 3.10. If < is a definable linear order and TA is weakly monotone, must
Tacleq(∅) be weakly monotone?
In this paper we gave a description of definable linear orders on C in weakly
monotone theories. Ramakrishnan in [5] proved that definable linear orders on Cn
definably embed into lexicographic orders in o-minimal theories.
Question 3.11. Is there a similar description of linear orders that are interpretable
in: (a) Coloured orders? (b) A binary weakly monotone theory?
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Question 3.12. What would be a reasonable alternative description of {<,>}-
monotone theories?
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