Abstract-In this paper we investigate the problem of inputto-state stability (ISS) of nonlinear delayed impulsive systems.
I. INTRODUCTION
In 1989 in his seminal paper [1] , Sontag first introduced the concept of input-to-state stability (ISS). It is now widely accepted that the input-to-state stability property provides a natural framework for formulating notions of stability with respect to input perturbations, that is, for characterizing the continuity of state trajectories on the initial states and the external inputs. Roughly speaking, the input-to-state stability property means that no matter what the initial state is, if the external input is small, then the state must be eventually small. Input-to-state stability has been proven useful in the analysis and design of nonlinear control systems (see, e.g., [2] - [6] ). Input-to-state stability was originally defined for continuous-time systems. Various extensions of the inputto-state stability property have since been made for different types of dynamical systems, for instance, discrete-time systems [7] , switched systems [8] , time-delay systems [9] - [10] , stochastic systems [11] , etc.
In practical situations, many processes are subjected to short temporary perturbations, called impulses, which are negligible compared to the process duration. Impulsive systems provide a natural description of observed processes with impulse effect. For example, networked control systems with the Return Routability (RR) or try-once-discard (TOD) dynamic protocol can be modeled by impulsive systems [12] - [13] ; in the analysis of switched systems using multiple Lyapunov functions, the evolution of multiple Lyapunov functions along the state trajectories can be also described by impulsive systems; and when applying an impulsive control law to stabilize unstable continuous systems, the resulting control system is an impulsive system. An impulsive system can be viewed as a hybrid one that consists of continuous dynamics, discrete dynamics, and a criteria for determining when the states of the system are to be reset. The stability of impulsive systems has been extensively studied in the literature (we refer to [16] - [17] and the references therein).
H ∞ control problems for three types of linear delay-free impulsive systems were studied in [19] . Recently, the concept of input-to-state stability for nonlinear delay-free impulsive systems has been introduced in [20] , and a set of Lyapunovbased sufficient conditions for these properties have been 
then for each t ≥ t 0 , we define
for −τ ≤ s ≤ 0. Let N denote the set of positive integers,
i.e.,
Consider the nonlinear delayed impulsive systems of the form:ẋ
where x(t) ∈ R n is the system state, w c (t) ∈ R m1 is a locally bounded external input, w d (t) ∈ R m2 is the impulsive disturbance input, and φ ∈ P C([−τ, 0], R n ) is the initial condition of the state.
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We assume the following hypotheses throughout our paper:
) is composite-PC, i.e., for each t 0 ∈ R + and σ > 0, if
and x is continuous at each t = t k in (t 0 , t 0 + σ], then the composite function h defined by
is an element of the function class P C(
(A 2 )f(t, ψ) is quasi-bounded, i.e., for each t 0 ∈ R + and σ > 0, and for each compact set F ∈ R n , there exists some
It is shown in [18] that under Assumptions (A 1 )-(A 3 ), the initial value problem (1) admits a solution x(t, t 0 , φ) that exists in a maximal interval I. In addition, iff(t, ψ) is locally Lipschitz in ψ, then the solution is unique.
We define the following function classes. A function 
where · I denotes the supremum norm on an interval I.
The above definition is parallel to the ones given for nonlinear delay-free impulsive systems in [20] and the ones given for nonlinear impulse-free time-delay systems in [10] .
Let S denote a class of admissible impulsive time sequence. We say that system (1) 
III. INPUT-TO-STATE STABILITY CRITERIA
In this section, we will establish two theorems which provide sufficient conditions for input-to-state stability of system (1) when one of the delayed impulsive dynamics and the discrete dynamics are input-to-state stable.
Theorem 1:
Assume that there exist a function
which is locally Lipschitz, and functions
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Then for any given β > 0 satisfying
system (1) is uniformly input-to-state stable over S min (β). In particular, when µ = 1, system (1) is uniformly input-to-state stable over any impulsive time sequence.
Remark 1:
By the results of [9] , condition (H 2 ) implies that the delayed continuous dynamics are input-tostate stable. But condition (H 3 ) implies that the discrete dynamics governing the impulses may be unstable, i.e., the impulses may be destabilizing. So to maintain the input-tostate stability property of the original system, the impulsive interval is required to be large enough to reduce the effect of the impulses. When µ = 1, the discrete dynamics are stable for the zero input. In this case, the input-to-state stability property of the original system is not affected by the impulses.
The next theorem provides input-to-state stability conditions for the case when the discrete dynamics are input-tostate stable but the delayed continuous dynamics are not. For this purpose, we need to replace the pair of assumptions (H 2 ) and (H 3 ) with the following pair of assumptions:
(H 4 ) There exist scalars p > 1 and c ≥ 0 such that
Theorem 2: Assume that there exist a function
which is locally Lipschitz, and functions α 1 , α 2 , χ 1 , χ 2 ∈ K ∞ such that (H 1 ), (H 4 ) and (H 5 ) hold. Then for any given
system (1) is input-to-state stable over S max (β). Moreover, for the above β, system (1) is uniformly input-to-state stable over S max (β) S min (β 0 ) for any β 0 ∈ (0, β). In particular, when c = 0, system (1) is input-to-state stable for any impulsive time sequence.
Remark 2:
By the results of [7] , condition (H 3 ) implies that the discrete dynamics governing the impulses are inputto-state stable, i.e., the impulses are stabilizing. But condition (H 3 ) also implies that the delayed continuous dynamics may be unstable. So to make the impulsive system be input-tostate stable, the sum of the length of impulsive interval and the time-delay is required to be small enough. When c = 0, the delayed continuous dynamics are stable for the zero input by Razumikhin Theorem [15] . In this case, the input-tostate stability property of the original system can be achieved without any restriction on the delay and the frequency of the impulses.
IV. NUMERICAL RESULTS AND CONCLUSIONS
Consider the state-delayed networked control system of the following form:
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When t ∈ (t k , t k+1 ), the estimatex(t) evolves according to the third equation of (2); and when t = t k , a measurement y ik (t) is sent to the remote estimator and this causes the estimatex ik (t) to undergo a "jump".
Let
be the estimation error, which can be described by the following delayed impulsive systeṁ
We assume that
As in [20] , we consider a TOD-like protocol [14] to determine the index i k of the measurement y(t) at each transmission time t = t k . That is, i k is the index corresponding to the largest
Define Lyapunov function
By the results of [20] , for every constant
one can find a function χ ∈ K ∞ such that
It follows that system (3) satisfies (H 3 ) of Theorem 2 with
On the other hand, for some p > 1, when pV (e(t)) ≥ V (e(t + θ)), θ ∈ [−τ, 0], for any ε > 0, we have D + V (e(t)) ≤ e T (t)(A + A T )e(t) +2b|e(t)||e(t − τ )| − 2e T (t)Bw(t) ≤ 2(µ(A) + bp + ε)V (e(t))
There are two possible cases to be considered. It follows from (4) that system (3) satisfies (H 2 ) with c = 0.
Therefore, according to Theorem 2, system (2) is input-tostate stable for any transmission time sequence. 
Choose β > 0 satisfying .
Then there exist p > 1 and ε > 0 such that −d + 2(µ(A) + bp + ε) < 0.
According to Theorem 2, system (2) is input-to-state stable over S max (β).
To sum up, the primary theoretical findings of this paper are that Razumikhin-type theorems have been established for input-to-state stability of nonlinear impulsive systems with 47th IEEE CDC, Cancun, Mexico, Dec. [9] [10] [11] 2008 WeC10.3
