We provide an upper bound to the number of graph homomorphisms from G to H, where H is a fixed graph with certain properties, and G varies over all N -vertex, d-regular graphs. This result generalizes a recently resolved conjecture of Alon and Kahn on the number of independent sets. We build on the work of Galvin and Tetali, who studied the number of graph homomorphisms from G to H when H is bipartite. We also apply our techniques to graph colorings and stable set polytopes.
Introduction

From independent sets to graph homomorphisms
Let G = (V, E) be a (simple, finite, undirected) graph. An independent set (or a stable set) is a subset of the vertices with no two adjacent. Let i(G) denote the number of independent sets of G. The following question is motivated by applications in combinatorial group theory [1, 12] and statistical mechanics [6] .
Question. In the family of N -vertex, d-regular graphs G, what is the maximum value of i(G)?
Alon [1] first conjectured in 1991 that, when N is divisible by 2d, the maximum should be achieved when G is a disjoint union of complete bipartite graphs K d,d . In 2001, Kahn [6] proved Alon's conjecture in the case when G is a bipartite graph. Zhao [13] recently proved the conjecture in general. Theorem 1.1 contains a precise statement of the result. See [3] or [13] for a history of the problem. Theorem 1.1 (Zhao [13] ). For any N -vertex, d-regular graph G,
.
Note that there is equality when G is a disjoint union of
This result gives a tight upper bound to the quantity i(G) 1/|V (G)| ranged over all d-regular graphs G. This quantity can be viewed as the number of independent sets normalized by the size of the graph.
In this paper we extend Theorem 1.1 to give several new results on graph homomorphisms, graph colorings, and stable set polytopes.
For graphs G and H (allowing loops for H), a graph homomorphism is a essentially a map from the vertices of G to the vertices of H that carries each edge of G to some edge of H. More precisely, the set of graph homomorphisms from G to H is given by Hom(G, H) = {f : V (G) → V (H) : f (u)f (v) ∈ E(H) ∀uv ∈ E(G)}, (vv means a loop at v) and let hom(G, H) = |Hom(G, H)| .
Graph homomorphisms generalize the notion of independent sets. Indeed if we take H to be the graph with vertices {0, 1} and edges {00, 01} (see Figure 1) , then Hom(G, H) is in bijection with the collection of independent sets of G. Indeed, for each homomorphism from G to H, the subset of vertices of G that map to 1 ∈ V (H) forms an independent set. Thus i(G) = hom(G, H). In addition, graph homomorphisms generalize proper vertex-colorings. Take H = K q , the complete graph on q vertices. Viewing each vertex of K q as a color, we see that a homomorphism in Hom(G, K q ) corresponds to an assignment of each vertex of G to one of q colors so that no two adjacent vertices are assigned the same color. Thus hom(G, K q ) equals to the number of proper q-colorings of G.
Since graph homomorphisms generalize independent sets, it is natural to ask whether Theorem 1.1 can be generalized to graph homomorphisms. Indeed, the following result of Galvin and Tetali [5] generalizes Theorem 1.1 in the bipartite case. 
Note that in contrast to Theorem 1.1, Theorem 1.2 requires G to be bipartite. It was conjectured in [5] that the bipartite condition in Theorem 1.2 can be dropped. Unfortunately, this is false for G = K 3 and H a graph of two disconnected loops (see Example 2.3). We would like to know which graphs H satisfy (1) for all G, as it would allow us to address the following question and thereby to generalize Theorem 1.1 to other instances of graph homomorphisms.
Question. Let H be a fixed graph (allowing loops). In the family of N -vertex, d-regular graphs G, what is the maximum value of hom(G, H)?
Motivation of technique.
The proof of Theorem 1.1 consists of two main steps. The first step, given by Kahn [6] , used entropy methods to prove the theorem when G is bipartite. The second step, given by Zhao [13] , reduces the general case to the bipartite case through a combinatorial argument. The first step has already been generalized to graph homomorphisms by Galvin and Tetali, resulting in Theorem 1.2. In this paper we generalize the second step to graph homomorphisms. Since we will be building on the ideas used in the proof of the independent set problem, it will be helpful to recall the argument, as we shall do now.
Let G ⊔ G denote two disjoint copies of G, with vertices labeled v i for v ∈ V (G) and i ∈ {0, 1}. Let G × K 2 denote the bipartite graph with vertices also labeled v i for v ∈ V (G) and i ∈ {0, 1}, but with edges u 0 v 1 for uv ∈ E. The key step in [13] was to show that i(G) 2 
Note that i(G) 2 = i(G⊔G). The proof of the inequality i(G) 2 ≤ i(G×K 2 ) involves constructing an injection from the collection of independent sets of G ⊔ G to that of G × K 2 . A snapshot of this construction is illustrated in Figure 2 . We start from an independent set of G⊔G (the black vertices in the figure). After "crossing" the edges to transform G ⊔ G into G × K 2 , we get a subset of the vertices of G × K 2 (middle figure) which might not be an independent set in G × K 2 . However, it turns out that we can always "swap" a number of pairs of vertices (each pair is shown in a dashed circle) so that the resulting subset of vertices is an independent set in G × K 2 . It takes a bit of thought to see that such swapping is always possible. It is true because the set of "bad" edges in G, corresponding to those edges in G × K 2 whose both endpoints are selected, form a bipartite subgraph of G. Once we specify a uniform way of choosing of the set of vertices to swap-one recipe is to always choose the lexicographically first subset of V (G) that "works"-we will have a method of transforming an independent set of G ⊔ G into an independent set of G × K 2 . This map is injective as long as there is a way of recovering the set of swapped pairs of vertices-if we had chosen the lexicographically first subset of vertices to swap, then we can recover our choice by choosing the lexicographically first subset of V (G) whose swapping gives an independent set of G ⊔ G after "uncrossing" the edges of G × K 2 to get G ⊔ G. This completes the proof that
Transforming an independent set of G ⊔ G to an independent set of G × K 2 .
We would like to extend the comparison between G ⊔ G and G × K 2 from independent sets to graph homomorphisms. We introduce the bipartite swapping trick (Proposition 3.7, which is a generalize of the above injection. The bipartite swapping trick gives us a method of corresponding certain elements of Hom(G ⊔ G, H) with those of Hom(G × K 2 , H). For instance, when H is a bipartite swapping target (Definition 4.1), there is an injection from Hom(G ⊔ G, H) to Hom(G × K 2 , H), thereby allowing us to extend Theorem 1.2 to non-bipartite G in certain cases.
Outline of paper. In Section 2, we give a summary of our results and introduce the notion of GT graphs, which characterizes when Theorem 1.2 can be extended to non-bipartite graphs. In Section 3 we describe the bipartite swapping trick. In Section 4 we consider families of graphs where the bipartite swapping trick always succeeds in proving the non-bipartite extension of Theorem 1.2. In Section 5 we apply the bipartite swapping trick to counting graph colorings. In Section 6 we apply our results to the stable set polytope of a graph. Finally, in Section 7, we consider weighted generalizations of our results. Although the proofs of the weighted analogs of our results come at almost no extra effort, we choose to defer the discussion until the end in order to simplify the presentation. Notation and convention. In this paper, G always denotes the source of a graph homomorphism and H always denotes the target. All graphs are undirected. The graph G is simple. We allow loops for H but not parallel edges or parallel loops. The notations V (·) and E(·) respectively denote the set of vertices and the set of edges of a graph. The function Hom(·, ·) (and its variants) always returns a set while hom(·, ·) always returns a number.
Statement of results
GT graphs
As motivated in the introduction, we are interested in extending Theorem 1.2 to non-bipartite G. Figure 1 is GT by Theorem 1.1 since hom(G, H) = i(G) for every G.
Example 2.3. Let H be the graph with two disconnected vertices, each with a loop. Then H is not GT. Indeed, let
Theorem 1.2 implies that (2) is true for bipartite G. As motivated in Section 1.2, we would like to reduce the general case to the bipartite case by comparing G ⊔ G and G × K 2 .
for every graph G (not necessarily regular).
The following lemma shows the significance of being strongly GT and also justifies the terminology.
Lemma 2.5. If H is strongly GT, then it is GT.
Proof. Suppose H is strongly GT. Let G be an N -vertex, d-regular graph. Note that G × K 2 is a 2N -vertex, d-regular bipartite graph, so we may apply Theorem 1.2. Then H being strongly GT implies that
, and hence H is GT.
Example 2.6. The argument in Section 1.2, originally from [13] , shows that
for all graphs G, so the graph H in Figure 1 is strongly GT.
Remark. If G is bipartite, then the graphs G⊔G and G×K 2 are isomorphic. Indeed, if V (G) = A⊔B is a bipartition, then the map
if G is bipartite and hom(G, H) = 0 otherwise. Thus every bipartite graph is strongly GT in an uninteresting way.
We suspect that there exists graphs which are GT but not strongly GT. Unfortunately, we do not know any examples.
In this paper, we provide some sufficient conditions for a graph to be GT. Here is a road map for our chain of implications.
H is a threshold graph (Definition 4.10, Theorem 4.12)
H is a bipartite swapping target (Definition 4.1)
=⇒ H is GT (Definition 2.1).
Threshold graphs are graphs with vertices are a multiset of real numbers, and an edge between two vertices whenever their sum does not exceed a certain global threshold. The graph in Figure 1 is an example of a threshold graph, so our new result generalizes Theorem 1.1. We also provide weighted generalizations in Section 7.
Counting graph colorings
The case H = K q is particularly significant, since Hom(G, K q ) is in bijection with the set of all proper q-colorings of G, i.e., ways of coloring the vertices of G using at most q colors so that no two adjacent vertices are assigned the same color. The function
is known as the chromatic polynomial of G (viewed as a function in q) and it counts the number of proper q-colorings of G. The problem of maximizing/minimizing the number of q-colorings over various families of graph has been intensely studied, especially the family of graphs with a fixed number of vertices and edges. See the introduction of [8] for an overview of the state of this problem.
Here we are interested in maximizing the number of q-colorings in the family of N -vertex, d regular graphs.
Conjecture 2.7. For q ≥ 3, the complete graph K q is GT. Equivalently, for any N -vertex, dregular graph G, the chromatic polynomial satisfies
Note that we have equality when G is sa disjoint union of
From Theorem 1.2, we know that Conjecture 2.7 is true when G is bipartite. Although we do not know how to prove the conjecture, we can show the following asymptotic result using our bipartite swapping trick.
for all sufficiently large q (depending on N ). Note that equality occurs when G is a disjoint union of
Generalized independent sets
Let I(G, n) denote the set of assignments f : V → {0, 1, . . . , n} so that the sum of the endpoints of an edge never exceeds n. Let i(G, n) = |I(G, n)|. When n = 1, this construction corresponds to independent sets, so the following result is a generalization of Theorem 1.1.
Theorem 2.9. For any N -vertex, d-regular graph G, and positive integer n,
The collection I(G, n) arises naturally in statistical mechanics [9] and communication networks [4, 10] . Galvin et al. [4] related it to the "finite-state hard core model." In these stochastic modeling applications, it is common to weight each assignment in I(G, n) using a geometric or Poisson distribution. Our results also extend to weighted generalization, which are discussed in Section 7. In fact, Theorem 2.9 remains true if we replace I(G, n) by the collections of assignments f : V → A, where A is some fixed finite set of real numbers, so that the sum of the numbers assigned to endpoints of an edge never exceed some threshold.
Stable set polytope
We consider one more measure on the independent sets of G, namely the volume i V (G) of the stable set polytope of G, which is defined to be the convex hull of the characteristic vectors of the independent sets of G. We prove the following inequality, which has a form analogous to the previous results.
Theorem 2.10. For any N -vertex, d-regular graph G, the volume of the stable set polytope of G satisfies
Bipartite swapping trick
In this section, we describe the main technique of our paper. Our goal is to construct a correspondence between a subset of Hom(G ⊔ G, H) and a subset of Hom(G × K 2 , H). We name the vertices of both G ⊔ G and G × K 2 by v i , for v ∈ V and i ∈ {0, 1}, such that the edges in G ⊔ G are u i v i and edges of G × K 2 are u i v 1−i , for uv ∈ E and i ∈ {0, 1}.
Let us describe a representation of elements of Hom(G ⊔ G, H) and
, with no additional constraints. Equivalently, it is a way of labeling each vertex of G with a pair of vertices of H. Every f ∈ Hom(G∪ G, H) can be represented by an H-pair-labeling of G with additonal constraints, assigning v ∈ V (G) to the pair (f (v 0 ), f (v 1 )), satisying the constraints that whenever uv ∈ E(G), the first vertex of H assigned to u must be adjacent (in H) to the first vertex assigned to v, and the second vertex assigned to u must be adjacent to the second vertex assigned to v. It is easy to see that this describes a bijective correspondence between Hom(G ∪ G, H) and the set of H-pair-labelings satisfying these constraints. Similarly, we can represent elements of Hom(G × K 2 , H) by H-pairlabelings satisfying the constraint that whenever uv ∈ E(G), the first vertex assigned to u must be adjacent to the second vertex assigned to v.
If f ∈ Hom(G ∪ G, H) or f ∈ Hom(G × K 2 , H), we denote by pair(f ) the corresponding H-pair-labeling. Then the H-pair-labeling on the left diagram below represents an element of Hom(G ⊔ G, H) (but not an element of Hom(G×K 2 , H)), while the H-pair-labeling on the right diagram below represents an element of Hom(G × K 2 , H) (but not an element of Hom(G ⊔ G, H)). Recall that in both cases
We wish to transform a homomorphism f ∈ Hom(G ⊔ G, H) into a homomorphism in Hom(G × K 2 , H). We might naively do by hoping that the same map of vertices works, that is, perhaps we can keep the same H-pair-labeling representation. However, this does not always work, because the same H-pair-labeling might no longer represent a homomorphism in Hom(G × K 2 , H), as is the case in the previous example. The problem is that the H-pair-labeling needs to satisfy different contraints to be a homomorphism in Hom(G ⊔ G, H) and in Hom(G × K 2 , H). The following definition is motivated by this obstruction.
be an H-pair-labeling of G. We say that uv ∈ E(G) is safe with respect to p if p i (u)p j (v) ∈ E(H) for all i, j ∈ {0, 1}, otherwise we say that uv is violated with respect to p.
If f ∈ Hom(G⊔G, H) or f ∈ Hom(G×K 2 , H), then we say that uv ∈ E(G) is safe (resp. violated with respect to f if the corresponding H-pair-labeling is safe (resp. violated) with respect to pair(f ).
Note that we speak of edges of G being violated, and not edges of G ⊔ G or G × K 2 . For instance, when we say that uv ∈ E(G) is violated with respect to f ∈ Hom(G ⊔ G, H), the violation refers to not what happens in the current homomorphism (as f is a valid homomorphism), but the obstructions to a homorphism once we transform G ⊔ G to G × K 2 and attempting to keep the "same" f . Example 3.3. A homomorphism to K q is the same as a proper q-coloring of the graph. Suppose that we represent the colors (i.e. vertices of K q ) by letters. In the diagrams below, the first K qpair-labeling on the left represents an element of Hom(G ⊔ G, K 4 ) and the second K q -pair-labeling represents an element of Hom(G × K 2 , K 4 ). The violated edges of G in each case is highlighted in bold.
Here is the key operation used in the bipartite swapping trick.
Definition 3.4 (The swapping operation). Let p be an H-pair-labeling of G, and let W ⊆ V (G). Define swap(p, W ) to be the H-pair-labeling obtained from p by swapping each pair of labels assigned to vertices in W .
Note that swapping does not affect whether an edge is violated. The key insight is that if we start with f ∈ Hom(G ⊔ G, H), then the violated edges prevent f from being a valid homomorphism in Hom(G×K 2 , H), but we can fix this issue by swapping exactly one endpoint of each violated edge. In order to perform this operation successfully to the whole graph, the set of violated edges must form a bipartite subgraph, hence the following definition.
Definition 3.5 (Bipartite swapping property). Let p be an H-pair-labeling of G. We say that p has the bipartite swapping property if the edges of G that are violated with respect to p is a bipartite subgraph of G. Similarly, we say that f ∈ Hom(G ⊔ G, H) or f ∈ Hom(G × K 2 , H) has the bipartite swapping property if pair(f ) does.
Note that bipartite-ness appears in two separate places. The first is where we compare any arbitrary graph G to a bipartite graph G×K 2 . The second is where we consider bipartite subgraphs of G.
Example 3.6. In Example 3.3, the first homomorphism has the bipartite swapping property while the second one does not. Let f denote the first homomorphism, whose H-pair-labeling is reproduced below on the left. Let W denote the set of circled vertices. Then swap(pair(f ), W ), shown on the right, represents an element of Hom(G × K 2 , K 4 ). Note that W contains exactly one endpoint of every violated edge. We need to address two issues. First we need to check that such swapping operation produces valid homomorphisms. Second we need to describe how to consistently choose the subset of vertices of G in order to make the map a bijection.
, such that each violated edge with respect to f has exactly one endpoint in W . Then swap(pair(f ), W ) represents an element of Hom
Proof. We check the f ∈ Hom bsp (G ⊔ G, H) case (the other one is analogous). Let p = pair(f ) and
for all v / ∈ W and i ∈ {0, 1}, and p ′ i (v) = p ′ 1−i (v) for v ∈ W and i ∈ {0, 1}. We want to show that p ′ represents an element of Hom
If uv is safe with respect to p (and hence p ′ as well), then we automatically have 2 , H) . Note that the set of violated edges is not affected by swapping, so p ′ also has the bipartite swapping property, and hence represents an element of Hom bsp (G × K 2 , H).
Given f ∈ Hom bsp (G ⊔ G, H), the set of violated edges form a bipartite graph, but since there is no canonical bipartition, there may be many choices for W as in the lemma. How do we consistently choose W so that we have a bijection? The rest of the proof address this question.
Proof of the Proposition 3.7. For every F ⊆ E(G) that forms a bipartite subgraph of G, choose W F ⊆ V (G) so that every edge in F has exactly one endpoint in W F . The specific choice of W F is unimportant; it just needs to be chosen once and for all.
Construct a bijection between Hom bsp (G ⊔ G, H) and Hom
, where viol(f ) denotes the set of violated edges of f . Lemma 3.8 guarantees that the image lends in Hom bsp (G × K 2 , H). For the inverse map, we note that the set of violated edges does not change, so that we can send
). This gives a bijection.
Bipartite swapping target
In the previous section we saw that there exists a bijective correspondence between Hom bsp (G ⊔ G, H) and Hom bsp (G×K 2 , H). Sometimes it happens that every homomorphism in Hom(G⊔G, H) has the bipartite swapping property, and in this section we study such cases.
Definition 4.1 (Bipartite swapping target). We say that a graph H (not necessarily simple) is a bipartite swapping target if Hom bsp (G ⊔ G, H) = Hom(G ⊔ G, H) for every graph G, i.e., every homomorphism from G ⊔ G to H has the bipartite swapping property.
Remark. If H is a bipartite swapping target, then any induced subgraph of H is also a bipartite swapping target. In other words, being a bipartite swapping target is a hereditary property. Proof. Proposition 4.4 implies that
for every G. Therefore H is strongly GT.
Testing for bipartite swapping targets
From Definition 4.1 it seems that to determine whether H is a bipartite swapping target, we have to check the condition for every G and every homomorphism. Fortunately, there is an easy criterion for determining whether a graph is a bipartite swapping target which involves checking whether a particular subgraph of H × H is bipartite, as we shall explain in this section. Construct the graph H bst with vertices V (H bst ) = V (H) × V (H), and an edge between (u, v) and (u ′ , v ′ ) ∈ V (H bst ) if and only if uu ′ ∈ E(H), and vv ′ ∈ E(H), and {uv Proof. To see whether H is a bipartite swapping target, we only need to check that Hom(G⊔G, H) = Hom bsp (G ⊔ G, H) for all odd cycles G. Indeed, if some f ∈ Hom(G ⊔ G, H) does not have the bipartite swapping property, then the set of violated edges with respect to f contains some odd cycle C n , and restriction to the cycle subgraph gives a homomorphism in Hom(C n ⊔ C n , H) that has all edges of C n violated.
An element in Hom(C n ⊔ C n , H) can be represented by closed walk of n steps in H × H (i.e., through the H-pair-labeling). The step from (u, v) to (u ′ , v ′ ) satisfies uv ∈ E(H) and u ′ v ′ ∈ E(H) since it is an edge of H × H. Furthermore, it gives a violated edge in C n if and only if uv ′ / ∈ E(H) or u ′ v / ∈ E(H), and such edges form the subgraph H bst ⊂ H × H. A homomorphism in Hom(C n ⊔ C n , H) fails to possess the bipartite swapping property if and only if there is a closed walk of n steps in H bst . Checking over all odd n, we find that H fails to possess the bipartite swapping property if and only if H bst contains an odd cycle. The result follows.
Example 4.7. Here is a graph H with H bst drawn (indexed Cartesian-style as opposed to matrixstyle). It is straightforward (although somewhat tedious) to construct the edges of H bst using the rules given above. Note that H bst is bipartite, so it follows that H is a bipartite swapping target. 
Threshold graphs
Bipartite swapping targets at first seem like rather elusive objects, and we are left wondering whether there are many graphs that are bipartite swapping targets. In this section we provide a simple sufficient condition for bipartite swapping targets, thereby presenting a large useful family of such graphs.
Definition 4.8. Let H be a graph (not necessarily simple). An alternating 4-circuit is a sequence a, b, c, d ∈ V (H) (not necessarily distinct), such that ab, cd ∈ E(H), and bc, da / ∈ E(H).
Proposition 4.9. Let H be a graph (not necessarily simple). Suppose H has no alternating 4-circuit, then H is a bipartite swapping target.
Proof. We use Proposition 4.6. In H bst , let
We claim that every edge of H bst has exactly one endpoint in W . For edge e = (u, v)(u ′ , v ′ ) ∈ E(H bst ), by definition either uv ′ / ∈ E(H) or u ′ v / ∈ E(H), so at least one of the endpoints of e is in W . Now suppose that both endpoints of e are in W . Without loss of generality assume that uv ′ / ∈ E(H).
is an alternating 4-circuit of H, contradiction. Therefore, every edge of H bst has exactly one endpoint in W and hence H bst is bipartite.
Remark. The graph H in Example 4.7 has an alternating 4-circuit (namely b, c, c, b), but it is still a bipartite swapping target. Thus the converse of Proposition 4.9 is false. Now we construct a family of graphs which have no alternating 4-circuits and are hence bipartite swapping targets.
Definition 4.10 (Threshold graphs)
. Let A be a finite (multi)set of real numbers, and t be some "threshold" constant. Let H A,t denote the graph with A as the vertices, and an edge between x, y ∈ A (possibly x = y) if and only if x + y ≤ t. We call such graphs threshold graphs. When A = {0, 1, . . . , n} and t = n, we write H n for H A,t . Note that a graph homomorphism in Hom(G, H A,t ) corresponds to assigning each vertex of G some "state" represented by a real number in A, so that the sum of the states of the two endpoints of an edge never exceeds some threshold. This interpretation allows us to prove the result about generalized independent sets stated in Section 2.3.
Proof of Theorem 2.9. The key observation is that Hom(G, H n ) ∼ = I(G, n) (defined in Section 2.3). Then Theorem 2.9 is equivalent to the statement that H n is GT, which is true since H n has no alternating 4-circuit, and hence is a bipartite swapping target.
The statement at the end of Section 2.3 about assignments f : V → A follows analogously by using H = H A,t .
Next we give a complete characterization of all threshold graphs. It turns out that they are precisely the class of graphs without alternating 4-circuits. Remark. The condition in (c) means that the adjacency matrix of H has the property that, whenever an entry is 1, all the entries above and/or to the left of it are all 1's. Self-conjugate means that matrix is symmetric, which is automatic for undirected graphs. Here is an example of a matrix satisfying (c) 1 , a 2 , . . . , a n }. We claim that H is isomorphic to H A,0 , where a i ∈ A corresponds to the vertex represented by the i-th row of the matrix. Indeed, if the (i, j) entry in the matrix is 1, then i ≤ r j and j ≤ r i , so that a i + a j = i − r i + j − r j ≤ 0. Otherwise, the (i, j) entry is 0, so i > r j and j > r i , and hence a i + a j = i − r i + j − r j > 0.
(d)⇒(c): Suppose that (d) holds. We claim that the adjacency matrix of H with respect to the vertex ordering v 1 , . . . , v n satisfies (c). It suffices to show that if the entry (i, j) of adjacency matrix is 1 (denoting v i v j ∈ E(H)), then every entry directly above or directly to the left of it is 1. Due to symmetry, we only need to consider the entries above (i, j). For k < j, we have
H) and hence the entry at (i, k) is 1. This shows that (c) is satisfied.
(a)⇒(d): Suppose that H has no alternating 4-circuit. Order the vertices by decreasing degree,
We conclude this section with an enumerative result about threshold graphs, thereby showing the abundunce of bipartite swapping targets. Proposition 4.13. There are exactly n k isomorphism classes of threshold graphs n vertices and have exactly k loops, and there are exactly 2 n isomorphism classes of threshold graphs on n vertices.
Proof. Using characterization (c) of Theorem 4.12, we see that graphs with k loops correspond bijectively to paths on the Euclidean lattice (0, 0) to (k, n − k) using steps (1, 0) and (0, 1) (that is, consider the boundary between the 0's and the 1's up to the diagonal of the matrix) and there are exactly n k such walks. The second statement follows from summing over all k.
Remark. The n k classes can be constructed by arranging k looped vertices and n − k non-looped vertices in a row, and then connecting every looped vertex to all the vertices on its right.
Counting graph colorings
When H = K q , the set Hom(G, K q ) is in bijective correspondence with proper vertex colorings of G with q colors corresponding to the vertices of K q . The number of proper q-colorings of G is equal to P (G, q) = hom(G, K q ), the chromatic polynomial of G. As discussed in Section 2.2, we suspect that K q is GT, so that
. Unfortunately, when q ≥ 3, K q is not a bipartite swapping target, since it contains an induced triangle, which is not a bipartite swapping target by Example 4.3. Nevertheless, we still suspect that K q is strongly GT.
Conjecture 5.1. K q is strongly GT.
Note that Conjecture 5.1 implies Conjecture 2.7. Since K q is not a bipartite swapping target, we cannot directly apply the bipartite swapping trick. However, it turns out that we can still use the bipartite swapping trick to prove an asymptotic version of Conjecture 5.1. Here is the main result of this section.
Before we prove Proposition 5.2, let us deduce Theorem 2.8 from the Proposition. Remark. After the initial draft of this paper was written, F. Lazebnik observed (personal communication to the author via D. Galvin) that P (G, q) ≤ P (K d,d , q) N/(2d) whenever N/(2d) is an integer and q > 2 nd/2 4 , thereby improving the lower bound on q in Theorem 2.8 at least in the case when N is divisible by 2d. This proof uses a completely different method from this paper, and is inspired by Lazebnik's [7] use of the Whitney broken circuit characterization of the chromatic polynomial.
Proof of Theorem 2.8. From Proposition 5.2, we have
Let Hom surj (G, H) denote the subset of Hom(G, H) containing homomorphisms whose maps of vertices V (G) → V (H) is surjective. Also let hom surj (G, H) = Hom surj (G, H) . We know that
Indeed, if exactly i colors are used in the coloring, then there are q i ways to choose the i colors used, and hom surj (G, K i ) ways to color G using all i colors. Now
and
From playing with small examples, it seems that the P (G ⊔ G, q) ≤ P (G × K 2 , q) holds even when (4) and (5) are compared term-by-term. We state this as a conjecture. Observe that Conjecture 5.1 follows from this stronger conjecture.
Conjecture 5.3. If G is a simple graph, then for all positive integers i,
Although we are unable to prove Conjecture 5.3, we will prove the inequality for the most significant terms of (4) and (5) . Note that q i is a polynomial in q of degree i. If G is bipartite, then G × K 2 ∼ = G ⊔ G, so the two polynomials (4) and (5) are equal. So we shall assume that G is non-bipartite. Our strategy is to compare the coefficients of q i in (4) and (5) starting from the highest i, and show that on the first instance when the two coefficients differ, the coefficient in (5) is greater. This would imply that P (G, q) 2 < P (G × K 2 , q) for large q. Specifically, we claim the following.
Lemma 5.4. Suppose that G has N vertices and odd girth t, then
The proof of Lemma 5.4 requires several more lemmas.
, and the set of violated edges of G with respect to f contains a cycle of length ℓ, then i ≤ 2N − ℓ + 1, where
Proof. For each color c ∈ V (K i ), let f −1 (c) denote the number of vertices of G ⊔ G colored using c. Then c∈V (K i ) f −1 (c) = 2N , so that
Let v 1 , . . . , v ℓ ∈ V (G) be the cycle of violated edges. As we color each pair of vertices (v , some previously used color must be repeated at least one more time, thereby contributing at least one to the sum on the left-hand side of (6) . Since this is the case for each 1 ≤ i ≤ ℓ − 1, it follows that the left-hand side of (6) There is a parallel lemma for G × K 2 , whose proof we omit since it is completely analogous to the first part of Lemma 5.5.
, and the set of violated edges of G with respect to f contains a cycle of length ℓ, then i ≤ 2N − ℓ + 1.
Lemma 5.7. Suppose that G has N vertices and odd girth t, then every element of Hom surj (G ⊔ G, K i ) for i ≥ 2N − t + 1 has the bipartite swapping property.
Proof. Suppose that some f ∈ Hom surj (G ⊔ G, K i ) fails to have the bipartite swapping property, then the set of violated edges contains an odd ℓ-cycle, and ℓ ≥ t since t is the odd girth of G. Then Lemma 5.5 implies that i ≤ 2N − ℓ ≤ 2N − t, which contradicts i ≥ 2N − t + 1.
Lemma 5.8. Suppose that G has N vertices and odd girth t, then every element of Hom surj (G × K 2 , K i ) for i ≥ 2N − t + 2 has the bipartite swapping property. Furthermore, some element of
does not have the bipartite swapping property.
Proof. The first part is analogous to Lemma 5.7. For the second part, suppose that v 1 , . . . , v t is a t-cycle in G. Consider the coloring of G × K 2 which colors v 1 0 , v 2 0 , . . . , v t 0 all with the same color, and all other vertices of G × K 2 with different and distinct colors. Then the odd t-cycle is violated, and exactly 2N − t + 1 colors are used. Now we are ready to apply the bipartite swapping trick.
Lemma 5.9. Suppose that G has N vertices and odd girth t, then for i ≥ 2N − t + 1, the bipartite swapping trick gives an injective map
This map is a bijection when i ≥ 2N − t + 2, but fails to be a surjection when i = 2N − t + 1.
Proof. From Lemma 5.7, we see that when
, so that we can bijectively map it to a subset of Hom surj (G × K 2 , K i ). Note that the bipartite swapping trick preserves the surjectivity of the map of the vertices, so the image of Hom surj (G ⊔ G, K i ) lies in Hom surj (G × K 2 , K i ), and hence φ is an injection. When i ≥ 2N −t+2, from Lemma 5.8 we know that Hom surj (G×K 2 , K i ) ⊆ Hom bsp (G×K 2 , K i ), so that we can apply the bipartite swapping trick to Hom surj (G × K 2 , K i ) to obtain the inverse of φ.
When i = 2N − t + 1, from Lemma 5.8 we know that some element of Hom surj (G × K 2 , K i ) does not have the bipartite swapping property. Therefore, φ is not surjective.
Lemma 5.4 follows immediately from Lemma 5.9.
Otherwise, let t be the odd girth of G. Then using Lemma 5.4 and equations (4) and (5), we find that for q ≥ (2N ) 2N +2 ,
which is nonnegative as long as
Note that t ≥ 3, so q ≥ (2N ) 2N +2 suffices.
Stable set polytope
Let G be a graph. For any S ⊆ V (G), let 1 S ∈ R V be the characteristic vector of S, i.e., the component of 1 S corresponding to v ∈ V (G) is 1 if v ∈ S and 0 otherwise. The stable set polytope STAB(G) of G is defined to be the convex hull of the characteristic vectors of all independent sets of G, i.e., STAB(G) = conv {1 I : I ∈ I(G)} .
For instance, STAB(K 3 ) is the tetrahedron with vertices (0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1). For every
, and (7)
It follows that every point in STAB(G) also satisfies (7) and (8), and hence STAB(G) is contained in the polytope ESTAB(G) = x ∈ R V : x = (x v ) satisfies (7) and (8) .
Although we always have STAB(G) ⊆ ESTAB(G), the containment may be strict. For instance, (
It is well-known that the two polytopes are equal if and only if G is bipartite. Let vol(P) denote the volume of a polytope P. Recall from Section 2.4 the notation i V (G) = vol(STAB(G)). So we have
with equality if G is bipartite. Thus the inequality in Theorem 2.10 follows from the following stronger statement, which is what we will prove.
For a polytope P, let nP denote the image of P after a dilation at the origin by a factor n. So,
lattice points in nESTAB(G) correspond bijectively with I(G, n). Hence
Regarded as a function in n, i(G, n) is known as the Ehrhart polynomial of the polytope ESTAB(G).
It is related to the volume of ESTAB(G) by
Proof of Proposition 6.2. From Theorem 2.9 we have
Letting n → ∞ and using (9) gives Note that {T π,σ : (π, σ) ∈ S a ×S b } gives a dissection of STAB(K a,b ). Indeed, excluding the measurezero set of points with some two coordinates equal, the first a coordinates and the last b coordinates of every point can be ordered in a unique way, thereby obtaining a unique π and σ.
By symmetry, all T π,σ are congruent, so we can consider the one where both π and σ are identity permutations. We see that T π,σ is the simplex with one vertex at the origin, and the other vertices the rows of the matrix .
Weighted generalizations
In this section we discuss weighted generalizations of our results on graph homomorphisms. In applications in statistical mechanics and communication networks, these weights can be used to represent probabilities. Assign to each vertex of H a nonnegative real number weight λ w (also known as the activity or fugacity). For any f ∈ Hom(G, H), the weight of f is defined to be w(f ) = v∈G λ f (v) . Given a vector of weights Λ = (λ w : w ∈ V (H)), let
See [2] for the statistical mechanical motivation of this construction. When λ w = 1 for all w ∈ V (H), we have hom Λ (G, H) = hom(G, H). So the following result is a weighted generalization of Theorem 1.2. Theorem 7.1 (Galvin-Tetali [5] ). For any N -vertex, d-regular bipartite graph G, any H (possibly with loops), and any vector of nonnegative weights Λ on V (H), we have
We would like to know when Theorem 7.1 can be extended to non-bipartite graphs as well. 
holds for every N -vertex, d-regular graph G, and any vector of nonnegative weights Λ on V (H).
Definition 7.3.
A graph H (not necessarily simple) is strongly wGT if
for every graph G (not necessarily regular), and any vector of nonnegative weights Λ on V (H).
Finally we give a weighted generalization of our result on the stable set polytope. 
Proof. Define a vector of weights Λ n on H n by λ i = τ (i/n) for i ∈ V (H n ) = {0, 1, . . . , n}. We have
where the last step uses the bijective correspondence Hom(G, H n ) ∼ = I(G, n) ∼ = (nESTAB(G)) ∩ Z V (G) . By Riemann sum approximation,
Since H n is wGT, we may apply (11) to H n and Λ n to obtain
Letting n → ∞ in (16) and applying (15) yields the result.
Using Theorem 6.1 we obtain the following result about the stable set polytope. 
Setting τ = 1 yields Theorem 2.10 as a special case.
