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1. INTRODUCTION AND NOTATION 
In this paper we derive a number of sufficient conditions for the strong 
stability of the linear canonical system 
jg = H(t)x U-1) 
where J is an invertible constant skew-Hermitian matrix and H(t) is a continuous 
Hermitian matrix which is periodic of period w in t. There is no loss in generality 
in assuming that 
where p and q are positive integers such that p + q = n and I, , IQ are, respec- 
tively, p x p, q x q unit matrices. We use the methods of Jakubovic [4] and 
find that the tests obtained for the canonical system (1 .l ) to be strongly stable 
are very much similar to those of Jakubovic [4] for the linear Hamiltonian 
system; a real system (1.1) with H(t) symmetric and 
the I, denoting the n x n unit matrix. 
System (1 .I) is said to be stable if each solution x(t) is bounded for --co < 
t < 03 and is strongly stable if all neighboring canonical systems are stable, i.e., 
if there exists an E > 0 such that the system 
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is stable for any continuous Hermitian matrix K(t) of period w satisfying 
/ K(t) - H(t)i < 6 for 0 < t < W. 
Stability properties of the canonical system (1 .l) were considered in Coppel 
and Howe [l] where it was shown that system (1.1) is stable if and only if the 
monodromy matrix is J-unitarily similar to a diagonal matrix whose diagonal 
elements, the multipliers, have absolute value 1. Furthermore, system (1. I) 
is strongly stable if, in addition, there are no repeated multipliers of mixed type. 
Two strongly stable canonical systems are said to belong to the same domain 
of stability if and only if they can be continuously deformed into one another 
without ceasing to be strongly stable. In Coppel and Howe [I, 21, it was shown 
that if p and q are both positive, the domains of stability are characterized by a 
signature (T, i.e., a sequence of p plus and q minus signs without regard to their 
cyclic order, an integerj such that 0 < j < p/s where s is the order of imprimiti- 
vity of U, and an arbitrary integer m. The signature (J has order of imprimitivity 
s if (T can be partitioned into s, but not more than s, identical blocks (1 < s < n). 
If p or q is zero, there is only one domain of stability. We will be concerned with 
the sufficient conditions for a canonical system (1 .l) to belong to a domain of 
stability. 
Throughout this paper the following notation will be used: V denotes the 
vector space formed by all vectors x = (6, ,..., 6,) with complex coordinates, 
if(t) = {H(t)} is the set of all continuous n x n Hermitian matrices H(t) which 
are periodic of period w in t, 3’ = {X} is the set of all n x n J-unitary matrices, 
i.e., X*JX = J, 3(t) = {X(t)} is the set of all continuous curves X(t) 
(0 < t < W) in 9 with X(0) = I. 
2. CONVEX DOMAINS OF STABILITY 
The metric (x, y) -= i-ly* 1% is a symmetric Hermitian bilinear form. By 
definition, the vector space V with metric (x, y) is pseudounitary. The Gram 
matrix corresponding to the metric (x, y) is the matrix i J. Suppose H is a 
constant invertible Hermitian matrix. Then for the linear transformation 
L%? on V with matrix K = i J-lH we have: 
THEOREM 2.1 (Mal’cev [5, p. 2451). (1) Th e e 1 ementary divisors of (K - AI) 
are of two types. 
(I) (A - A,)” with A, real, 
(II) (A - a)“, (A - 6)” with c( compZex, 9m 01 # 0. 
(2) The space Y may be represented 
y- -gl + . 43, 
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where the subspaces a1 ,..., gr are pairwise J-orthogonal and each subspace either 
corresponds to an elementary divisor of Type I or is a direct sum of two subspaces 
corresponding to complex conjugate elementary divisors of Type II. 
(3) In each qf the subspaces ,pB, , we may choose a basis in which the matrix 
Khh of the transformation Z and the Gram matrix G,, have the corresponding forms 
(1) Km = Q&o), 
where Q&,,) denotes the m x m Jordan block with eigenvalue ho and Bh = 1 or -1 
depending on the properties of %; 
(II) Khh = cQ$’ Qot-)), n&a . . . . . . . . . 
Theorem 2.1 may be rewritten. 
THEOREM 2.1’. There exists an inbertible matrix T such that th matrices 
T-l J-l HT and T* JT are simultaneously reduced to box diagonal form: 
T-l J-l HT = i-l diag[Ku , Kaa ,..., Kr,.]; 
T* JT = i diag[G,, , G,, ,..., G,,]; 
where the Khh , G,, are one of the two types, (I) or (II), in Theorem 2.1. 
By Lemma 6 of Coppel and Howe [l] we know that every J-unitary matrix 
X may be written eJH where H is a Hermitian matrix. Hence by Theorem 2.1’ 
there follows 
THEOREM 2.2. Suppose X is a J-unitary matrix. Then there exists an in- 
vertible matrix T such that the matrices T-1 XT and T* JT are simultaneously 
reduced to box diagonal forms: 
T-IXT = diag[e”- 1fh , e i-lKaz i--‘Kvv ,..., e I, 
T* JT = i diag[G,, , Gas ,..., G,,], 
where the Khh , Ghh are one of the two types, I or II in Theorem 2.1. 
We may now designate a type to the eigenvalues of a J-unitary matrix X. 
Suppose ph , [ ph 1 = 1, is an m-multiple eigenvalue of the matrix X and 
the corresponding matrix iGhh has m, eigenvalues i and m2 eigenvalues -i, 
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m, $ rn2 = tit. Then we say there coincide q eigenvalues of positive type 
and m2 of negative type at the point ph . By calculation of the eigenvalues of ;GhI, 
it can be readily seen that when 6, = 1 we have mr > ma and when 6, = -1 
we have m2 3 m, . 
Eigenvalues of X which do not lie on the unit circle occur in pairs, ph , pi’, 
both m-multiples which are symmetric with respect to the unit circle. The matrix 
Ghh corresponding to these eigenvalues is of Type II of Theorem 2.1 and the 
matrix iGhh has m eigenvalues i and m eigenvalues -i. The m-multiple eigenvalue 
ph , 1 ph 1 # 1, will be called an m-multiple eigenvalue of positive type if / ph i < 1 
and of negative type if j ph 1 > 1. 
The spectrum of X arranged with eigenvalues of positive type in the first 
positions followed by eigenvalues of negative type will be denoted by t(X), 
i.e., f(X) = (pi”) ,..., pi+‘, pb21 ,..., ph-;‘>. The symbol Z will denote the set of 
all f(X) with X E B. 
We define 
arg(+) X = 2 (+) argph , arg(-) X = i arg p(;.’ 
h=l h-9+1 
and we now prove 
THEOREM 2.3. Suppose the curves Xl(t), X2(t) (0 < t < co) in Cf? have 
common endpoints. Then the curves Xl(t), X2(t) are homotopic in 99 without 
displacement of their endpoints if and only if 
arg(*’ X,(t)(t = arg(*) Xz(t)lt. P-1) 
In Coppel and Howe [I], for any J-unitary matrix 
there was defined 
arg+X = arg det X1 and arg_X = arg det X4, 
and it was shown that two closed curves in 9 are homotopic if and only if they 
have the same positive and negative indices n+ and n- . The indices of any 
closed curve X(t) (0 < t < T) in ‘3 are calculated from the formulas 
71 += -&- w+ X(t)lo’ s n- = -$ arg- X(t)lG (2.2) 
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so the curves X1(t) and X2(t) are homotopic in 9 without displacement of their 
endpoints if and only if the indices n, , n _ of the closed vcure formed equal zero. 
By (2.2) we see it is necessary and sufficient that 
argi Xl(t>l~ = argi X2(t)lt. (2.3) 
Thus we need only prove that (2.1) is equivalent to (2.3). 
Let X,(O) = X,(O) = X’, X,(U) = X,(U) = X”, X’ ax” be the curve X1(t), 
and x’ bX” be the curve X2(t). We denote the curve X’aX” bX’ by X(t) 
(0 < t < w): 
x(t) = ~~~:‘“- 2t) 
2 Cd , 
“,;::g;‘, 
, \ . 
The curve X(t) is closed, therefore changes in argk X(t), when t moves from 
0 to W, must be integral multiples of 2~ and we may write 
arg, X(t)if = 2~4 arg- X(t)it = 2~1 (2.4) 
where k and I are integers. For any k and 1 there exists a closed curve PJ)(t) 
(0 < t < W) in 99 such that 
arg(+) lPz’(t)l~ = arg, Ucksz’(t)l~ = 2?rk, 
arg(-) lP’)(t)l~ = arg- Uck*z’(t)l~ = 27fZ. 
(2.5) 
In fact the curve 
tPZ)(t) = diag[diag(eizVktlw, l,..., l), diag(ei2nz+, l,..., l)], 
where diag(ei21ik+, I,... 1) and diag(eiznztlw, l,... 1) are, respectively, p x p , 
and q x q matrices, satisfies these conditions. If ‘U,, is any fixed point on the 
closed curve iFJ)(t) and V(t) (0 < t < w) is the closed curve U,cX’aX”bX’cU, 
in 9, then we see that 
arg, V(t)]: = arg, X(t)]: = 2ak, 
Therefore 
arg- V(t)lt = arg- X(t)\; = 257Z. 
args LPmz)(t)lr = arg* V(t)]:, 
i.e., the curves lFJ)(t) and V(t) are homotopic in Q. In continuous deformation 
with fixed endpoints (U, “are” the fixed “endpoints”) the increments in arg(*) 
do not change and so we may write 
arg(*) V(t)ll = arg(*) Uck*z’(t)l~ 
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and by (2.5) 
arg(-) c’(t)l: -~~ 2~rl. 
As arg(*)X(t)ii = arg(*)V(‘(t)lt we have 
arg (+) x(t)j; = 27&, a% (-) X(t)jf = 27r1, 
i.e., for closed curves the arg(*-‘, respectively, have the same values as the arg, . 
If (2.1) is true, then k = 0, 1 = 0 in (2.6) and from (2.4) there follows (2.3). 
i.e., Xi(t) can be continuously deformed into X2(t) without variation of endpoints. 
If (2.1) is not true then K, I # 0 in (2.4), i.e., (2.3) is not true and it is impossible 
to have such a deformation. This completes the proof of the theorem. 
For two matrices A and B we use the notation A < B to mean that for an! 
vector x: 
We now define a curve H(t, s) E Z(t) to be increasikg if 
A curve f(s) E 2 will be called increasing if all eigenvalues of negative type 
lying on the unit circle and not coinciding with eigenvalues of positive type 
only move in a positive direction on the unit circle (in the sense of increasing 
argument) or remain in their places, and eigenvalues of positive type on the 
unit circle not coinciding with eigenvalues of negative type only move in a 
negative direction or remain in their places. 
A curve X(s) E 9 will be called increasing if t(s) = 5(X(s)) is increasing. 
If the s axis can be divided into a finite number of intervals on each of which 
the matrix H(t, s) has the form H(t, s) = H,(t) + sH,(t), HI(t) > 0, and on 
the ends of the intervals H(t, s) is continuous, then H(t, s) is said to be piecewise 
linear increasing in s. 
THEOREM 2.4. Suppose the curve H(t, s) E S(t) is a piecewise linear increasing 
curve in s (--CC < s < CO). Then the monodromy matrix X(w, s) of the corre- 
sponding canonical system is increasing in s. 
Suppose at s = s,, the canonical system with Hermitian matrix H(t, s) has an 
r-fold multiplier, eieo, of positive or negative type on the unit circle. Then in a 
small neighborhood of s = s, , the system may be written 
1% = [H(t, s,,) + E%(t)1 x (2.7) 
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where E is a real parameter varying in a sufficiently small neighborhood of the 
origin and H,(t) > 0. Let X(t, l ) be the fundamental matrix of (2.7) such that 
X(0, 6) = I. By standard theorems on the differentiability of solutions with 
respect to a parameter, X(t, e) is differentiable with respect to E at E = 0 and 
X,(t, 0) is the solution of the system 
g = J-'H(t, so) Y + J-lfqt) X(t, 0) 
which vanishes at t = 0. The variation of constants formula 
X,(t, 0) = X(t, 0) 1” X(u, 0)-l J-W,(u) X(% 0) du. 
0 
Also from Theorem 2.2 there exists an invertible matrix T such that 
T-lX(w, 0)T = exp(diag[zY,J, , A]), 
T* JT = i diag[$l,. , B], 
where 6, equals 1 or -1 according to positive or negative type. Hence 
where 
T-lX(w, E)T = exp(diag[zY&. , A]) + EC + o(e) 
C = T-lX,(w, 0) T 
= i-lT-lX(w, 0) T diag[&,Z, B-l] SW T*X*(u, 0) H,(u) X(u, 0) T du. 
0 
By Coppel and Howe [3], the eigenvalues of X(w, E) in the neighborhood of eiso 
have the form 
where the aj (j = 1,2,..., r) are eigenvalues of the upper diagonal r x r partition 
of the matrix 
s 
” T*X*(u, 0) H,(u) X(u, 0) T du. 
0 
As the matrix H,(u) is positive definite, the integrand of the Y x Y matrix under 
consideration will also be positive definite and hence the eigenvalues aj are 
positive real numbers. Since So = 1 or -1 according to positive or negative 
type of the multiplier, e ieo, the proof of the theorem is complete. 
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For convenience we write 
(i) [(H(t)) -2 ((X(w)) where H(t) E s(t) and X(w) is the monodromy 
matrix of the corresponding system, 
(ii) arg’=)[(X) =z arg(*)C where X E Y, 
(iii) if k’ C H(t) we denote by &?(t) the set of all curves X(t) E 3(t) 
of the corresponding canonical systems,dis the set of corresponding monodromy 
matrices, and .k is the set of corresponding spectra which is C 2. 
The set .NC Z’(t) is called convex if for H,(t), H2(t) E J@ the condition 
4(t) < ff(t) < f&(t) 
implies that H(t) E A. 
LEMMA 2.1. Suppose the set A! C X(t) is a domain of stability such that A? has 
the property: all closed curves E,(s) (0 < s < 1) which satisfy the conditions: 
(i) t,(s) is an increasing curve for 0 < s < 4, 
(ii) &(s)EAfor$<s< 1, 
(iii) .$(ss) $ J for some s0 , 0 < s0 < 3, 
are such that 
arg(+) &(s)lA = 2?rk, arg(-) &(s)li = 2&, (2.8) 
where k, 1 are integers which are not simultaneously zero. Then .A&? is convex. 
Suppose H,(t), H,(t) E JH and H(t) $ .&’ such that H,(t) < H(t) < H,(t). 
The curve 
(1 - 4s) f&(t) + 4sfw), 
Ho(ty s, = !(2 - 4s) El(t) + (4s - 1) H,(t), 
O<s<$ 
4GSG-a * 
is a piecewise linear increasing curve in s which first joins H,(t) to H(t) then 
H(t) to H,(t). As &I is a domain of stability, there exists a curve H,(t, s) 
(4 < s < 1) E &I joining H,(t) to H,(t) such that the closed curve 
has a corresponding closed curve to(s) E ((H(t, s)) in Z which satisfies condition 
(i), by Theorem 2.4; condition (ii), by choice; and condition (iii), by cssumption. 
As the linear space d(t) + ,BHl(t, s) (4 < s ,< 1) us simply connected, the 
curve H(t, s) is contractable in H(t) to a point. This contradicts the assumption 
that H(t) $ JZ and also implies 
arg(*) [o(s)\t = 0. 
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We have shown that if &’ is not convex then we may always find a closed curve 
&,0(s) satisfying conditions (i), (ii), and (iii) but not (2.8). Therefore .M is convex 
if all closed curves &,(s) satisfying conditions (i), (ii), (iii) also satisfy (2.8). 
We may now prove 
THEOREM 2.5. Suppose the unit circle is divided into I arcs, (Qp, , c&+,) 
(k = O,..., r - 1) and Aj’m is the set of all H(t) from tke domain of stability 
.AYjYn. = ~&‘~~(a) for which the corresponding canonical system bus p, multipliers 
of positive type and qk multipliers of negative type on the kth arc arranged such 
that there is no alteration of multipliers of di.erent type. Then A+?;~ is a convex 
stability region. 
We first note that on an arc (ale , Dk+r), the corresponding multipliers of 
different canonical systems belonging to Ajin cannot have arguments differing 
by multiples of 257. Since if this were so we could have the case of two curves 
with common endpoints belonging to djm(t) such that the closed curve formed 
has d arg(+) # 0 or d arg(-) # 0 and then by Theorem 2.3 &?Im is not a subset 
of djm. Such canonical systems belong to a domain of stability ~?~,~,(a) where 
either j’ #j, m’ # m or both situations occur. 
We now show that J&, is a domain of stability. As AT,,, C AjnL any two curves 
in dI?Tm(t) can be continuously deformed into one another with the curve of 
deformation lying in d&t). To show that JYI~ is a domain of stability we need 
show that the path of deformation may be chosen to lie entirely in djm(t). 
In fact suppose H,(t) and H,(t) belong to &Yj’m, then by Coppel and Howe [l] 
(Theorem 6) there exist J-unitary matrices G, , G, such that X1 = G,D,G;’ 
Xs = G,D,G;1 where X1 , X, are monodromy matrices of the canonical systems 
corresponding to H,(t) and H,(t), respectively, and D, , D, are diagonal matrices 
with diagonal elements of absolute value one. The matrices D, , D, belong to A;,,, 
and may be joined by a continuous diagonal curve D(s) (0 < s < 1) E J&;~. 
We join Gr to G, by a continuous J-unitary curve G(s) (0 < s < 1). Then 
X, is joined to X, by the curve G(s) D(s) G(s)-r which lies in &Tm. 
In order to prove convexity we need consider the closed curves &b(s) mentioned 
in Lemma 2.1. We may assume that all the elements of &h(s) lie on the unit circle. 
In fact by definition, the elements of s,(s) which do not lie on the unit circle 
can only exist for s on the open interval (0, 3). Suppose [sr , sz] is an interval 
in which &o(s) has elements which do not lie on the unit circle. Then by symmetry 
of the multipliers with respect to the unit circle, such elements must occur in 
pairs which the members are of opposing type. Continuous deformation of these 
elements onto the unit circle produces a curve f(s) which has all of its elements 
on the unit circle, a multiple element of differing type for s, < s < sa and the 
same properties as those of tc osivinal curve E,(s). 
Suppose the functions &a(s) (0 < s < 1, (Y = 1, 2,..., p) and #s(s) (0 < * < 1, 
B = p +- I,..., n) are, respectively, arguments of multipliers of negative and 
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positive type in the curve t(s). Th e motion of the multipliers in E(s) on the kth 
arc (& , c&+,) of the unit circle are now represented in the rectangle 0, < 
71 < @It+1 > 0 ,( s < 1, by the functions dN(s) and Z/~(S). The properties of the 
multipliers of systems in J#[~ are such that the functions &(s), #s(s) only cross 
the lines v = C$ (k = 0, l,..., Y -- 1) for 0 < s < 4. Since the multipliers 
of negative type not coinciding with multipliers of positive type have increasing 
arguments and multipliers of positive type not coinciding with multipliers of 
negative type have decreasing argument when 0 < s < 4 and as at least two 
curves q&,(s) and I,+,(S) intersect for 0 < s < -$ and also as the configuration 
of the types of multipliers on the arc ($ , ak+r) of the unit circle is the same for 
s = 0 and s = 4, the values arg(+)[(s)/i and arg(-‘E(s)]: cannot be simultaneously 
zero. An example is illustrated diagramatically in Fig. 1 where the heavy lines 
n 
3 =2Tf 3 
4 
ri = (- + -) 
arg(+)S(s) 1,’ = 0, q(-)&) ii = 2n 
FIGURE 1 
represent the arguments of multipliers of negative type and the dotted lines 
represent the arguments of multipliers of positive type. By Lemma 2.1 the 
domain of stability .A&‘;~ is convex. This completes the proof of the theorem. 
The domain of stability Aim is nonconvex if there is alternation of multipliers 
of different type on one of the arcs as illustrated in Fig. 2. 
THEOREM 2.6. Suppose the Hermitian matrices H,(t), H,(t) of two strongly 
stable canonical systems can be joined by a piecewise linear increasing curve H(t, s): 
H(t, 0) = H,(t), H(t, 1) = H,(t), which is such that the canonical system with 
Hermitian matrix H(t, s) (0 < s < 1) is strongly stable. Then the canonical system 
with H(t): HI(t) < H,(t) is also strongly stable and belongs to the same stability 
region as that of H,(t) and H,(t). 
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Q. = 0 
0 2 
0 = (- + -) 
arg(+)S(s) 1: = 0 arg(-)6(s) 1; = 0 
FIGURE 2 
By assumption, the matrix H(t, S) belongs to one of the domains of stability 
Mjm. . Let eieo be a point on the unit circle, for definiteness we suppose that the 
argument 8s is less than the argument of any multiplier of the system 
I$ = H(t, s) x, O<S<l (2.9) 
and that the first multiplier of system (2.9) in the direction of increase from eiso is 
of negative type. Then the arguments of the multipliers of (2.9) will have the 
following arrangement 
where the &‘s are the arguments of multipliers of negative type and the &‘s 
are the arguments of multipliers of positive type. By Theorem 2.4 the &(s) are 
nondecreasing and the &(s) are nonincreasing for 0 < s < 1. Therefore 
and we can find constants @s , @r ,..., @rk with @s = ti,, , $rk(0) < a,., such 
that Qi,, < $r,(l) < @I < JJ~,(O) < Spa < ... < #r&O) < GTk . As system (2.9) is 
strongly stable there is no interval (Dkr , Qk5+J such that 
where k’ # k” and 1 is some positive or negative integer. Therefore the curve 
H(t, S) (0 < s < 1) belongs to a set Aim. C &Ij,,, in which the corresponding 
canonical systems have exactly rr multipliers of negative type on the arc (QO , aI), 
ra multipliers of positive type on the arc (dil , @a), etc., of the unit circle. By 
Theorem 2.5, the set A;,,, is in fact a convex domain of stability. 
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3. SUFFICIENT CONDITIONS FOR CANONICAL SYSTEMS 
TO BE STRONGLY STABLE 
We are now able to derive a number of tests which are sufficient conditions 
for system (1.1) to be strongly stable. 
We begin by considering the canonical system 
where h(t) is a real periodic function of period w in t. The matrix 
X(t) = exp .[J-l jOt h(u) du] 
is a fundamental matrix for system (3.1). Therefore system (3.1) has a p-fold 
multiplier p(+) = e -ifi of positive type and a q-fold multiplier p(-) = ei’ of 
negative type. Here R = jt h(t) dt. System (3.1) is strongly stable if p(+) E p(h), 
i.e., if 
lm<fi<(k+I)7r, for some integer k. (3.2) 
A strongly stable system (3.1) belongs to a domain of stability .4’j,z(q) where 
0, = (++ ... +- ... -) has p plus signs followed by q minus signs. If the k 
in (3.2) is an even integer then system (3.1) will belong to a subset .&!j~(or) 
of &i?n(a,) which consists of canonical systems with p negative-type multipliers 
on the upper half and p positive-type multipliers on the lower half of the unit. 
System (3.1) belongs to a subset ~.@jz(q) of &Yjm(uJ consisting of canonical 
systems whose configuration of multipliers on the unit circle is inverse to those 
of JY$(DJ when the integer k in (3.2) is odd. By Theorem 2.5 the subsets 
.k’j~(or) and &$(~i) are convex domains of stability. 
Canonical systems with Hermitian matrices 
where h(t), h,(t) are periodic of period w, belong to the same stability region 
~4~~) if 
KTr < A2 < (k + 1) (1 = 1, 21, (3.3) 
where k is some integer and h, = sr h,(t) dt. In fact the system 
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where H(t, S) = [(l - S) h,(t) + s&(t)]1 G h(t, s)l (0 < s < 1) has a 
monodromy matrix 
X(w, s) = exp [J-l JIoy h(t, s) dt] 
and as s moves from 0 to 1 there is no coincidence of multipliers of positive 
and negative type if the inequality (3.3) holds. Moreover the inequality (3.3) 
also indicates that the canonical systems with Hermitian matrices H,(t), H,(t) 
also belong to the same convex domain of stability, either a k!$(~r) for an even k 
or a ~&$~(or) for an odd k. 
Let us now suppose that h,(t), h,(t) are, respectively, the smallest and largest 
eigenvalues of a Hermitian matrix H(t). Then the canonical system with 
Hermitian matrix H(t) is strongly stable if the inequality (3.3) holds. In fact 
for each fixed z the Hermitian matrix H(t) has a unitary matrix U(t) such that 
U(t) H(t) U(t)* = D(t), a real diagonal matrix and then for arbitrary vectors c 
c* H(t)r = b* D(t)b where b = U(t)c. 
Also 
c* H,(t)c = h,(t)b*b, 1= 1,2. 
As h,(t) and h(t) are, respectively, the smallest and largest value of the diagonal 
elements of D(t) we have 
Hence by Theorem 2.6 H(t) belongs to either a &$(or) or a ~%$(a,). The 
preceding argument is summed up in 
THEOREM 3.1. Suppose the smallest and largest eigenvalues, k(t) and h,(t), 
of the Hermitian matrix H(t) which is periodic of period w in t, satisfy the inequality 
kz- < h, < (k + 1)~ (I= 1,2) 
where k is some integer and h, = sl h,(t) dt. Then the canonical system (1.1) is 
strongly stable. 
By use of the theorem in Coppel and Howe [2], simple calculations show that 
the canonical system in Theorem 3.1 can only belong to the domains of stability 
~(~I)[o.-Q[le+(l-(--1)~/211 * 
Therefore Theorem 3.1 is valid for a very small set of canonical systems. 
Let us consider the canonical system 
dx 
1 x = H,(t) x 
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the h,(t) are scalar functions periodic of period w in t and 
System (3.4) has an r,-fold multiplier 86, /z, = J-Thu(t)dt, of positive type 
for 1 < p < 7 and an r,-fold multiplier, e%, of negative type for 7 - 1 < 
p < 7 + 7’. System (3.4) is strongly stable if 
-i/s, e # e% for 1 < p < 7 < v < 7 + 7’. 
This condition may be rewritten: System (3.4) is strongly stable if there exists a 
set of 7~’ integera mLlv such that 
2m,,rr < A, + Ez, < 2(m,, + 1)~ for 1 < p < 7 < v < 7 A T’. 
As the signature u of the domain of stability to which a stronQ stable system 
(3.4) belongs is determined by the arrangement of the values e U, 1 < p < 7 
and e%, r + 1 < p < 7 + r’, on the unit circle, we see that by choice of the 
values of h,(t) and T,, , we can obtain any of the possible configuration for the 
signature 0’. Also the indices j and m have values 
j = lp/s + i r, [T!! + l - (41)myy], 
LL=l 
7+7' 




where I is some integer causing j to be such that 0 < j < p/s, s being the order 
of imprimitivity of the corresponding signature (T and the mvrr are integers in 
the inequalities 
m,,n c A, < (m,, + 1)~ (1 < p G 7 + 7.‘) 
and it follows that by suitable choice of the values yU , h,(t) the indices j, m may 
be made to take any of the possible values. Hence every domain of stability 
Ajrn(u) contains canonical systems of the form (3.4). 
THEOREM 3.2. Suppose the Hermitian matrix H(t) in the canonical system (1.1) 
has the form 
H(t) = K,(t) + H,(t) 
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where 
Moreover suppose there exist G-T’ integers mrrv satisfying the condition 
2m,,r < A, + A, + 2KIo < R, + h, + 2&O < 2(mLLy + 1)7r, (3.5) 
where 
h, = jw h,(t) dt, 1 <P<T, 
0 
h, = SW h,(t) dt, T<V<T$-T, 
0 
t&,0 = SW h,o(t) dt, = 1,2, 
0 
with ho(t) and hzo(t) being, respectively, the smallest and largest a’genvalues of 
H,(t). Then the canonical system (1.1) is strongly stable. 
The Hermitian curve 
H(t, s) = [(I - s) k”(t) + shO(t)l I+ 4(t) = h(t, s) I+ HI(t) 
is increasing in s and by condition (3.5) we have 
2m,,n < k, -t R, + 24s) < 2(muV + 1)7r 
where 1 < p < T < Y < T + T’, 0 < s < 1, and R(s) = st h(t, s) dt. Therefore 
the canonical system with Hermitian matrix H(t, s) is strongly stable for s E [0, I]. 
For each fixed t there exists a unitary matrix U(t) such that U*(t) Ho(t) 
U(t) = D(t), a diagonal matrix and so for an arbitrary vector c 
Also 
c* H(t)c = b* D(t) 6 + c* HI(t)c where b = U(t)c. 
and 
c* H(t, 0)c = h,‘J(t) b*b + c* H,(t)c 
c* H(t, 1)c = hzo(t) b*b + c* H,(t)c. 
As h,o(t) and h,(t) are the smallest and largest values of the diagonal elements 
of D(t) we have 
qt, 0) < fJ(t) G w, 1) 
and by Theorem 2.6 the proof of the Theorem is complete. 
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Let us now consider the canonical system 
where C is a constant Hermitian matrix. From Coppel and Howe [l] (Corollary 
to Theorem 7) we know that the condition for system (3.6) to be strongly stable 
is that there should exist pq integers rn,,” such that 
2m,,r -c (A, + 4) w -=c 2(m,, + 1)~ (3.7) 
where 1 < p < p < Y < 71 and the h, are the diagonal elements in 
G* CG = F = diag[h, ,..., h,], 
G being a J-unitary matrix. 
We now prove 
THEOREM 3.3. Suppose that the canonical systems with constant Hermitian 
matrices C, , C, , such that 0 < C, < C, , are strongly stable. Then the canonical 
system with Hermitian matrix H(t), such that C, < H(t) < C, is strongly stable 
if the two canonical systems with Hermitian matrices C, , C, have the same set of pq 
integers m,, satisfying the correspondiq set of inequalities (3.7). 
Throughout the proof we shall assume that s varies from 0 to 1. Then the 
curve C(s) = (1 - s) C, + SC, is a continuous Hermitian curve connecting C, 
(s = 0) to C, (s = 1). As 0 < C, < C, we have C(s) > 0 and so C(s) is linear 
increasing. The canonical system 
J g = C(s) x 
is stable. In fact, a monodromy matrix for system (3.8) has the formexp[ J-lC(s)w]. 
As C(s) is positive definite Hermitian, for fixed s, there exists a unitary matrix 
U(s) such that 
C(s) = U-l(s) D(s) U(s) 
where D(s) is a diagonal matrix with real, positive, nonzero diagonal elements. 
Then 
and we have 
C(s)l/2 = U(s)-1 D(s)lP U(s) 
CY2(s) . i J-K’(s) C(s)-‘/” = C(s)l/* i J+2(s)ll2 
which is Hermitian since C(s)l12 and i1-l are Hermitian. Therefore J-W(s) 
has purely imaginary eigenvalues and hence the canonical system (3.8) is stable. 
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Since system (3.8) is stable, we know from Coppel and Howe [l] (Theorem 7), 
that for every fixed s, s = ss , there exists a J-unitary matrix G(Q) such that 
G-l@,,) J-T(s,,) G(s,,) = J-‘F(s,) 
= J-l ~~aglWJ,..., ~,(~o)l, 
where the X,(s,) are real. The holomorphicity of J-Q?(s) allows us to choose a 
continuous set of eigenvalues i-l&(s), 1 < p < p; i&(s), p + 1 < p < n, for 
J-X’(s). As the curve C(s) is increasing, by Theorem 2.4 the value h,(s) 
(1 < t.~ < n) is increasing at the point s = s,, if 
and as C, , C, are strongly stable such that 
2mw~ < hi(O) + uo,, UJ < (h,(l) + h,(l)) W < 2(m,, + l)?T, 
l<p*,cp<v<n 
it follows that 
2%~ < @UN + h”(S)) w < 2(m,, + l)rr, 1 < p < p < v < n 
meaning that the canonical system with Hermitian matrix C(s) is strongly 
stable. 
The statement of the Theorem is now obtained by applying Theorem 2.6. 
If the strongly stable canonical system 
Jg = C,x 
has 7 r-fold multipliers e%w of positive type and 7’ r,,-fold multipliers e%u of 
negative type, where 
‘fS I, = P, 
p=ril 
then simple calculations show that the canonical system in Theorem 3.3, with 
Hermitian matrix H(t) and C, < H(t) < C, belongs to a domain of stability 
with indices 
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where 1 is some integer causing j to be such that 0 < j < p/s, s being the order 
of imprimitivity of the corresponding signature CT and the m,, are T + 7’ integers 
defined by the inequalities 
mu,7 < h,w < (m,, + lb (1 < p < 7 + 7’). 
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