AF-DCGAN: Amplitude Feature Deep Convolutional GAN for Fingerprint
  Construction in Indoor Localization Systems by Li, Qiyue et al.
ar
X
iv
:1
80
4.
05
34
7v
3 
 [c
s.N
I] 
 11
 O
ct 
20
19
1
AF-DCGAN: Amplitude Feature Deep
Convolutional GAN for Fingerprint Construction in
Indoor Localization Systems
Qiyue Li, Member, IEEE, Heng Qu, Zhi Liu, Member, IEEE, Nana Zhou, Wei Sun, Stephan Sigg, Member, IEEE,
and Jie Li
Abstract—With widely deployed WiFi network and the unique-
ness feature (fingerprint) of wireless channel information, fin-
gerprinting based WiFi positioning is currently the mainstream
indoor positioning method, in which fingerprint database con-
struction is crucial. However, for accuracy, this approach requires
enough data to be sampled at many reference points, which
consumes excessive efforts and time. In this paper, we collect
Channel State Information (CSI) data at reference points by the
method of device-free localization, then we convert collected CSI
data into amplitude feature maps and extend the fingerprint
database using the proposed Amplitude-Feature Deep Convo-
lutional Generative Adversarial Network (AF-DCGAN) model.
The use of AF-DCGAN accelerates convergence during the
training phase, and substantially increases the diversity of the
CSI amplitude feature map. The extended fingerprint database
both reduces the human effort involved in fingerprint database
construction and the accuracy of an indoor localization system,
as demonstrated in the experiments.
Index Terms—Wi-Fi positioning, Fingerprint, Channel state
information, Generative adversarial network, Amplitude feature.
I. INTRODUCTION
As the demand for localization services increases, indoor
localization technology based on fingerprint recognition has
become the prevailing positioning technology due to its high
precision and minimal hardware requirements. In addition to
high accuracy, an indoor positioning system should have low
complexity and require little processing time to accommodate
mobile devices. Fingerprint-based indoor localization is an
effective method that can satisfy these requirements; however,
the received signal strength (RSS) or channel state information
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(CSI) from surrounding access points must be measured at
each reference point to build a fingerprint database [1].
Most of the fingerprint-based localization systems are based
on wireless local area networks (WLANs), which are available
in public places [2], [3]. Fingerprint-based localization consists
of two basic phases: 1) an offline phase (collect data at each
reference point to construct the fingerprint data and train the
classification model for the online phase) and 2) an online
phase (receive data online, compare the received data with the
fingerprint database to achieve localization) [4]. The training
phase is used to construct the fingerprint database by collect-
ing and preprocessing survey data related to each reference
point’s position. During the online phase, a mobile device
records real-time data and compares the received data with
the database. The reference point that most closely matches
the received data is assumed to be device’s location.
Many existing indoor localization systems use RSS for
fingerprints due to simplicity and low hardware requirements.
For example, the Horus system uses a probabilistic method to
estimate location with RSS data [5]. However, RSS data has
high variability over a fixed location due to multipath effects
in indoor environments [6]. This high variability can introduce
significant localization errors. Additionally, RSS values consist
of relatively coarse information that does not fully exploit the
many subcarriers in an orthogonal frequency-division multi-
plexing (OFDM) system. Instead, in the widely used OFDM
systems, CSI provides more precise multipath information
than RSS does by exploiting the different signal strengths
and phases in different subcarriers [7]. Some commercial off-
the-shelf network interface cards with IEEE 802.11n standard
provide detailed subcarrier amplitude and phase information
in the form of CSI. Thus, this paper considers the CSI-based
fingerprint for indoor localization.
One major issue of fingerprint-based localization is that it is
difficult to determine how much data is needed to obtain the
desired accuracy during the offline phase. In the next section,
we show that sampling more fingerprint data provides better
results. Thus, building a sufficiently large fingerprint database
is vital to high localization performance. However, this task
is time consuming and labor-intensive [1]. As an example,
it takes half an hour to collect the fingerprint data at one
reference point in our experiments. This excessive time to
perform fingerprint data collection affects the popularity and
applications of fingerprint-based localization.
To reduce the data collection cost, several methods have
2been proposed [1], [8], [9]. In particular, in [1], the authors
propose a method based on compressive sensing to recover
absent fingerprints. Their approach shows the hidden structure
and redundancy characteristics of fingerprints in a merging
matrix. In [8], the authors present a semi-supervised manifold
learning technique for building a fingerprint database from
partially labeled data, where only a small portion of the signal
strength measurements must be marked with the corresponding
coordinates. Note that these methods only reduce the number
of reference points or try to recover fingerprints; they fail to
reduce the number of samples to be collected and still require
a significant amount of time for data collection.
To expand the fingerprint database while reducing the
human effort, we present a method to increase the amount of
training data collected at each reference point based on gener-
ative adversarial nets (GAN) [10], [11]. Specifically, we first
transform the CSI data collected at each reference point into
amplitude feature maps. Then, through pixel transformation,
each amplitude feature map is transformed into an image with
the same resolution to construct the initial fingerprint database.
Because the initial database is constructed by mapping the
amplitude feature maps of the reference points, it contains
the location information of all reference points. Then, we
propose an Amplitude-Feature Deep Convolutional Generative
Adversarial Network (AF-DCGAN) model as well as a cor-
responding training algorithm that generates images similar
to the original amplitude feature maps. Finally, the generated
amplitude feature maps are merged into the initial fingerprint
database, resulting in an expanded database. As described in
the following section, the localization accuracy improves as
the number of samples in the fingerprint database increases.
We also evaluate the proposed fingerprint construction method
through extensive experiments in a typical indoor classroom
environment. The accuracy of the initial database reaches
1.34 m, while the accuracy of the expanded database reaches
0.92 m, indicating the effectiveness of the proposed method.
The main contributions of this paper are as follows:
1. We build a fingerprint database by converting processed
CSI data into amplitude feature maps. This approach visu-
alizes the position of the sampling points and allows us to
visually determine the locations of the testing points.
2. Based on the nature of the amplitude feature maps, an
AF-DCGAN model is proposed that converges quickly and
generates samples with improved diversity. We use the AF-
DCGAN model to generate additional amplitude feature
maps of the sampling points’ positions, which reduces the
collection time associated with each single sample point
and saves human effort.
3. Extensive experiments are conducted and the results show
that the proposed scheme can provide better performance
compared to state-of-the-art schemes.
The remainder of this paper is organized as follows. Sec-
tion II reviews the related work. Section III briefly describes
the basic idea underlying this paper. Section IV introduces the
CSI and the amplitude feature map conversion technique. Sec-
tion V presents the method for expanding the amplitude feature
maps based on AF-DCGAN, including the training algorithm
and data-generating steps. Simulation and experimental results
are shown in Section VI. Finally, Section VII concludes the
paper.
II. RELATED WORK
WiFi localization technology can be divided into two cat-
egories: positioning based on propagation models and posi-
tioning based on fingerprint. Although the propagation model-
based methods do not require signal sampling, fingerprint-
based positioning achieves higher accuracy [12], [13], [14],
[15]. Therefore, WiFi indoor positioning based on fingerprints
is gaining popularity.
Although building a fingerprint database for localization
purposes is highly efficient, collecting the data to construct the
fingerprint database usually requires significant human effort.
Many researchers have proposed solutions for the construction
of the fingerprint database to reduce human effort. In [1]
and [16], a novel approach based on compressive sensing is
presented to recover absent fingerprints. Jun et al. [17] present
the design, implementation, and evaluation of AP-Sequence.
This fingerprint-based localization system achieves extremely
low overhead in fingerprint map construction and maintenance.
The method in [18] leverages a more stable RSSI gradient
to build a gradient-based fingerprint map by comparing the
absolute RSSI values at nearby positions. A novel fingerprint
collection technique is proposed in [19] that detects WiFi APs
to form WiFi fingerprints from the signals collected by ZigBee
interfaces. In [20], an FM-based indoor localization system
that does not require proactive site profiling is presented to
construct the fingerprint database based solely on an estimate
of indoor RSS distribution.
The authors of [21] propose a fingerprint-based device-free
localization system named iUpdater to significantly reduce the
labor cost and increase the accuracy. It is able to accurately
update the whole database with RSS measurements at a
small number of reference locations, thus reducing the human
labor cost. Milioris et al. [22] use the Matrix completion
framework to build complete training maps from a part of
the reference fingerprints by learning the relevant fingerprint
structure. In [23], the authors propose AcMu, an automatic
and continuous radio map self-updating service for wireless
indoor localization that exploits the static behaviors of mobile
devices. By accurately pinpointing mobile devices with a novel
trajectory matching algorithm, they use stationary mobile
devices as reference points to collect real-time RSS samples.
The authors of [24] propose the Enriched Training Database
(ETD), which is a web-service that enables the management
and storage of training fingerprints and includes additional
enriching functionality. The user can automatically generate
virtual fingerprints based on propagation modeling of the
virtual training points through the enriching functionality. The
same authors also propose a new method to acquire training
fingerprint locations that eliminates the burden of manually
defining training points and covers areas with insufficient den-
sity to train fingerprints. In [25], the authors propose a novel
method to construct a comprehensive fingerprint database by
using the radio propagation model. To address the limitations
3of indoor dynamic measurements, the authors in [26] propose a
Gaussian process regression for fingerprint-based localization
that uses realistic and virtual indoor dynamic measurement
data.
However, most of these methods use modeling to reduce
the number of reference points or recover fingerprints based
on existing partial fingerprints. The accuracy of localization
systems decreases dramatically when many reference points
are omitted to reduce labor cost. In this paper, we attempt
to sample data at all the reference points and then generate
additional data using an AF-DCGAN model, which effectively
expands the number of fingerprints in the database. Thus,
we obtain better positioning performance with the expanded
fingerprint database, while also reducing the human effort.
III. BASIC IDEA
In a fingerprint-based indoor localization system, the more
data the fingerprint database contains, the higher its position-
ing accuracy is. We first conduct experiments to show this
relationship. We use different methods to construct fingerprint
databases and then perform localization experiments in a class-
room. The environment and floor plan are illustrated in Fig. 1.
We deploy a TL-WR742N wireless router as the transmitter,
equipped with one transmit antenna, and a ThinkPad laptop
equipped with Intel Wireless Link 5300 NICs (IWL5300)
with three receive antennas. We divide the classroom into 49
(7× 7) sections and set the center point in each section as the
corresponding reference point.
At each reference point, we collect 800 samples and test
several different fingerprint database construction methods,
including the Horus method [5], Gaussian process regression
(GPR) [27], Low-Rank matrix fill (LR-M) method [28] and
the thin spline interpolation method (SPL-M) [29]. The Horus
system requires reference point data uses location-clustering
techniques to reduce the computation requirements of the
algorithm. The GPR method uses half the reference points and
infers the posterior received RSS mean and variance at other
points to build a fingerprint database. The LR-M represents
the distribution of wireless fingerprints as a low-rank matrix
and constructs a dense radio map from relatively sparse mea-
surements using a revised low-rank matrix completion method.
The SPL-M method explores the use of different interpolation
functions to complete the fingerprint mapping necessary to
achieve the required accuracy. During the experiments, we
use 200, 400 and 800 samples at each reference point to build
three fingerprint databases of different sizes. Then, we use a k-
means clustering algorithm to perform positioning. The results
are shown in Fig. 2. The Y-axis indicates the mean error of
localization. These experiments show that, as the size of the
fingerprint database for each sampled data location increases,
the localization accuracy gradually increases. Larger training
datasets achieve more satisfactory results than smaller training
datasets. As the number of samples used in the database
increases, the mean error decreases.
However, it requires tremendous labor to sample a large
amount of wireless fingerprints. Inspired by unsupervised
learning [30], we use GAN to generate more sample data for
(a) The receiving antennas (MP) are placed behind the
measurement area to cover all the experiment area.
(b) The router is placed in front of the measurement area.
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(c) Floorplan of the experiment area.
Fig. 1: Illustration of the experimental enviroment (a class-
rom). The router is placed at the front of the measurement area.
The receiving antennas are placed behind the measurement
area to cover the measurement area.
each reference point, to expand the fingerprint database and to
improve the accuracy of the localization system. In the follow-
ing sections, we convert the CSI data into amplitude feature
maps and then extend the fingerprint database by the proposed
AF-DCGAN model. With this model, the convergence process
4200 400 800
1
2
3
4
5
Different numbers of fingerprint database samples
M
e
a
n
 e
rr
o
r   
(m
)
Horus
LR−M
SPL−M
GPR
Fig. 2: Localization accuracy of different fingerprint database
sizes. As the number of samples increases, the mean localiza-
tion error gradually decreases.
in the training phase is accelerated and the diversity of the
generated CSI amplitude feature map is increased dramatically.
Based on the extended fingerprint database, the accuracy of
the indoor localization system can be improved with reduced
human effort.
IV. CSI COLLECTION AND FEATURE MAP CONVERSION
In the field of wireless communication, Channel State Infor-
mation (CSI) is a channel attribute of the communication link.
It describes the signals attenuation factor on each transmission
path, that is, the value of each element in the channel gain
matrix H , such as signal scattering, multipath fading, shadow
fading or power decay of distance.
In the widely used OFDM system, CSI provides more
multipath information than does RSS, by including the signal
strength and phase of different subcarriers. Recently, some
IEEE 802.11n standard commercial off-the-shelf network in-
terface cards provide access to detailed subcarrier amplitude
and phase information via CSI. Specifically, with the Intel
5300 NIC, a sample of Channel Frequency Response (CFR)
over WiFi bandwidth can be obtained as CSI information,
including the number of transmit antennas Nt, the number
of receive antennas Nr, the number of subcarriers NS , the
packet transmission frequency f and the CSI matrix H [31],
which is a Nt×Nr×NS imaginary number matrix as follows:
H = (Huv)Nt×Nr (1)
Each pair of transmit-receive antennas (a TX-RX pair) is a
link, and Huv is the CSI data of the link formed by TX u and
RX v, containing the information of NS subcarriers.
Huv = (h
uv
1 , . . . , h
uv
k , . . . , h
uv
Ns
)T ,
1 ≤ u ≤ Nt, 1 ≤ v ≤ Nr, 1 < k < NS
(2)
Each hk characterizes the amplitude and phase of the
corresponding subcarrier which can be expressed as
huvk = |h
uv
k | e
j∠huv
k , 1 ≤ k ≤ NS (3)
where |huvk | denotes the amplitude response and e
j∠huv
k
denotes the phase response of subcarrier k. It has been shown
that the raw phase values reported by the wireless network card
are inaccurate, and the phase values vary greatly in some fre-
quency bands even in static environments [32]. Thus, currently
in most CSI-based localization algorithms the phase values are
not used to determine the positions of the target. In contrast,
the amplitude value for a given sub-carrier maintains a good
stability at a certain location, which is thus adapted in CSI-
based localization approaches [33]. To show the superiority of
our algorithmic approach, and to directly compare with related
work, we also limit ourselves to use amplitude information
only. Generalization to phase information is left for future
work.
In a defined space as shown in Fig. 1, the CSI data
clearly differs when people stand in different places. Fig. 3
shows the amplitude (|huvk |) of all subcarriers in one link
over time/packets when a person stands at three different
positions in a classroom. Fig. 3(a) is the three-dimensional
amplitude map of the reference position, and the distance of
the position of Fig. 3(b) and Fig. 3(c) from Fig. 3(a) is 1m
and 5m, respectively. As the figure shows, the difference in
the amplitude of the CSI increases as the distance between
the measurement locations increases. These characteristics of
CSI amplitude changes are exploited in building a fingerprint
database to perform indoor localization.
A. CSI collection
First, we evenly divide the designated indoor space into M
sampling spaces and use the centers of the sampling spaces as
reference points to form a reference point (RP) set as follows.
RP = [RP1, · · · , RPi, · · · , RPM ] (4)
where RPi denotes the reference point in the i-th (1 < i < M)
square grid.
Assume Nap wireless access points (wireless routers in
IEEE 802.11) are deployed in the indoor space. Then, each
CSI sample has Nap×Nt×Nr×NS dimensions. During the
collection stage, we obtain NX samples of CSI data at a fixed
rate when people stand at different reference points, forming
a time series set of the i-th reference point as follows.
CSIiNX = {csi
i
1,NX , · · · , csi
i
m,NX
, · · · , csiiNt×Nr,NX} (5)
where csiim,NX denotes the NX WiFi signals of the m-th (1 <
m < Nt ×Nr) link received by the i-th reference point, and
csiim,NX is a two-dimensional imaginary number matrix with
size NX ×NS .
B. Convert CSI to amplitude feature maps
The CSI amplitude varies significantly in different positions,
which can be exploited to perform indoor localization. To
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Fig. 3: Large changes occur in CSI amplitudes at different
locations: (a), (b) and (c) show three-dimensional patterns of
amplitude, subcarriers and packets at three positions separated
by 1 m and 5m.
obtain a fingerprint corresponding to a specific location, we
represent the characteristics of that location by plotting the
amplitude of the CSI as a feature map.
We randomly select 100 out of NX rows of the two-
dimensional imaginary number matrix csiim,Nx for m =
1 · · ·T to form T two-dimensional matrices of 100× NS , to
reconstruct the position information set at the i-th reference
point CSI
′
i as follows.
CSI
′
i = {csi
′i
1,T , · · · , csi
′i
m,T , · · · , csi
′i
Nt×Nr,T
} (6)
where csi
′i
m,T denotes T imaginary number matrices of 100×
NS of the m-th link at the i-th reference point RPi.
The real and imaginary parts of the imaginary number
matrices in the reconstructed position information set CSI
′
i
are selected to create amplitude feature maps to obtain the
amplitude feature maps set Φi ofNt×Nr links at RPi. Further,
we obtain a set of Φ of amplitude feature maps atM reference
points.
Φi = {φ
i
1,n ∪ · · · ∪ φ
i
k,n ∪ · · · ∪ φ
i
Nt×Nr,n
} (7)
Φ = {Φ1, · · · ,Φi, · · · ,ΦM} (8)
where φik,n denotes n amplitude feature maps of the k-th link
at the i-th reference point, and Φi denotes n amplitude feature
maps of Nt ×Nr links at the i-th reference point.
As shown in Fig. 4, the amplitude feature maps of two posi-
tions in M reference points obtained through data processing
are created so that the position information indicated by the
CSI data can be visualized.
In order to adapt to the image classification model and to
improve the accuracy of image classification, we transform
the data in the Φi of RPi into a picture with a resolution of
256×256. A training set of the i-th reference point is obtained
as follows. Then, we identify the initial fingerprint database
Φ
′
.
Φ
′
i = {φ
′i
1,n ∪ · · · ∪ φ
′i
k,n ∪ · · · ∪ φ
′i
Nt×Nr,n
} (9)
Φ
′
= {Φ
′
1, · · · ,Φ
′
i, · · · ,Φ
′
M} (10)
where φ
′i
k,n denotes the n amplitude feature maps of the k-th
link at RPi after the resolution transform, and Φ
′
i denotes the
n amplitude feature maps of the Nt ×Nr links at RPi.
V. AF-DCGAN MODEL AND TRAINING METHOD
To reduce the sampling time and human effort, we use
GAN to generate additional amplitude feature maps for each
reference point, thus expanding the initial fingerprint database.
In this way, we obtain additional samples similar to the initial
fingerprint database to expand the fingerprint database and to
improve the localization accuracy without additional human
effort.
A. AF-DCGAN model
GAN is inspired by two-player game theory. The two
players in the GAN model are the generative model (G) and
discriminative model (D) [34]. G captures the distribution of
sample data to generate a sample similar to the training data
with added noise that obeys a certain distribution (uniform,
Gaussian, etc.). Using this approach, the generated samples
approximate real samples taken at the same location. D is a
binary classifier that estimates the probability that a sample
comes from the training data. If the sample comes from the
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Fig. 4: Different colors represent different links: (a) and (b)
are feature maps of two sampling points from theM sampling
points. Given three antennas at the receiver and one antenna
at the transmitter, each link represents a path between the
transmitting end and the receiving end. Each subcarrier of
these three links has different amplitudes, thus resulting three
lines in the figures.
real training data, D outputs a high probability; otherwise it
outputs a small probability.
During training, one side is fixed, and the network weights
at the other side are updated and alternately iterated. During
the training process, both sides attempt to optimize their
networks, forming a rivalry that continues until the two parties
reach a dynamic balance (Nash Equilibrium). G restores the
distribution of the training data and creates samples increas-
ingly similar to the real data untilD can no longer discriminate
the results at an accuracy above 50%, at which point the
discriminator and generator have reached Nash equilibrium.
D and G play the following two-player minimax game with
the value function V (D,G) as follows:
min
G
max
D
V (D,G) =Ex∼Pdata(x){logD(x)}+
Ez∼Pz(z){log(1−D(G(z)))}
(11)
where Pdata(x) denotes the real sample set, z denotes the
signal with a uniform distribution. Pz(z) denotes the fake
sample set, G(z) is the output of the generator, and D(x)
is the output of the discriminator.
Convolutional neural networks perform well at supervised
learning tasks but have been rarely used for unsupervised
learning. DCGAN [35] combines a CNN using supervised
learning with a GAN using unsupervised learning. In this
paper, we extend the fingerprint database by using DCGAN
to generate additional amplitude feature maps. DCGAN is a
well-established GAN model; however, in our application, it
converges slowly when generating amplitude feature maps and
the model collapses during the training process. To resolve
these problems, the AF-DCGAN model is proposed in the
following section. Using AF-DCGAN accelerates convergence
and increases the diversity of the generated CSI amplitude
feature maps dramatically.
The AF-DCGAN model is depicted in Fig. 5(a) and
Fig. 5(b). And it is worth noting that in AF-DCGAN, the final
deconvolution layer size of the generator is 128× 128, which
allows us to directly generate images with 256× 256 pixels.
B. Training process
From WGAN [36], we know that the GAN has problems
such as difficult training, loss of generators and discrimina-
tors, lack of diversity of training samples and in generating
training samples. Therefore, generating a large number of CSI
amplitude feature maps by GAN is not easy. We test the
performances of WGAN and DCGAN, and the results are
shown in Fig. 6.
When the traditional DCGAN is applied to expand the CSI
fingerprint database, the diversity of the generated amplitude
feature maps is poor and yields no performance gains for the
indoor localization. Although WGAN reduces the difficulty of
GAN training, convergence is not reached in some settings,
and the generated pictures are worse than those of DCGAN.
When WGAN is used for our amplitude feature maps, the
model collapses quickly during the training process, and the
generated data seems to be random, as shown in Fig. 6(b).
WGAN proposes to use the Wassertein distance as an
optimization method to train GAN, but this still leaves dif-
ference between the mathematical and real implementation.
The Wassertein distance needs to satisfy the strong continuity
condition: Lipschitz continuity. To satisfy this condition, the
authors forced the Lipschitz continuity to be met by limiting
the weight to a range, but it also creates hidden dangers.
The Lipschitz constraint is in the sample space, and the
discriminator function D(x) gradient value is required to
be no more than a finite constant K . The weighted value
constraint ensures the boundedness of the weight parameter
and indirectly limits the gradient information. To solve these
problems, we imitate part of WGAN to improve DCGAN in
AF-DCGAN to improve the diversity of the generated samples.
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Fig. 5: Network structure of the AF-DCGAN model: (a) G is the generative model, implemented by a deconvolutional network;
Z is the signal, which has a uniform distribution; deconv represents the deconvolution layer in the CNN model; Ψ denotes the
feature maps generated by the deconvolutional layers in the generator. (b) Discriminative model, implemented by a convolutional
network. Φ′ are feature maps from the training set; Ψ are the generated samples; conv represents the convolution layer in the
CNN model; D(x) indicates the probability that the input sample stemmed from the training set corresponding to x or G(z)
as the input; FC denotes the fully connected layers in the CNN models.
We remove the Sigmoid function from the last layer of the
discriminator and return the normalized fully connected layer
to make sure the value of D(x) in loss function locates with
[0,1]. Specifically, after sending the first batch of training data
into discriminator, we normalize the output of full connection
layer D(x) with function Dnorm(x) =
D(x)−D1b min(x)
D1b max(x)−D1b min(x)
,
where D(x) is the output value of full connection layer,
D1b min(x) and D1b max(x) are the minimum and maximum
output value in the first batch of training data respectively.
The other batches are normalized in the similar way with
the same D1b min(x) and D1b max(x), clipping to 0 and 1
when out of range. Next, in our experiments, if Adam is
used, the discriminator’s loss sometimes collapses. When it
collapses, the cosine of the angle between the update direction
and the gradient direction given by Adam becomes negative. It
means that the discriminator’s loss gradient is unstable, so it is
not suitable to use a momentum-based optimization algorithm
such as Adam. Since the RMSProp optimization algorithm
is suitable for gradient instability, we change the adaptive
optimization algorithm from Adam to RMSProp to make
our model stable for amplitude feature maps from WGAN.
In addition, we do not use the Wassertein distance as an
optimization method to train the GAN model. The training
process is shown in Algo. 1.
We enter Φ
′
i sequentially into the AF-DCGAN model to
generate amplitude feature maps for all the locations to obtain
the set of generated amplitude feature maps as follows:
Ψ = {Ψ1, · · · ,Ψi, · · · ,ΨM} (12)
where Ψi denotes the amplitude feature maps of the Nt ×
Nr links generated by the generator corresponding to the i-
th reference point. Example amplitude feature maps generated
by the generator of a well-trained model are shown in Fig.7.
They look roughly similar, however, if we look at the details
of generated feature maps, we can notice a lot of differences.
Thus far, we have used the AF-DCGAN to generate
more amplitude feature maps, extending the initial fingerprint
database and greatly reducing the manual labor. We eventually
obtain the expanded fingerprint database Γ = {Φ
′
,Ψ}.
VI. VALIDATION EXPERIMENT
Experiments are conducted to evaluate the performance of
the proposed fingerprint database extension method.
A. Experiment Methodology
The experiment is conducted in the classroom, as shown in
Fig. 1. The circumscribed rectangle of the classroom is taken
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(b)
Fig. 6: CSI amplitude feature maps generated by GAN model:
(a) Maps from DCGAN in the 100th epoch. It can be seen
from the figure that all the subgraphs are exactly the same
and the sample diversity is very poor. (b) Maps from WGAN
in the 100th epoch. The model is difficult to converge during
the training process.
as the indoor positioning area (7m × 7m), which is evenly
divided into 49 square grids. The center point of each cell is
used as a reference point to form a set of reference points.
The distance between two adjacent reference points is one
meter. This distance is selected for the following reasons. As
shown in Fig. 3(a) and Fig. 3(b), the two positions are one
meter apart, and we can see the difference in their amplitude
maps, although they are similar. When the distances are too
close, the receiving paths of the adjacent locations are similar;
consequently, the features of the amplitude feature maps in
Algorithm 1 Training of AF-DCGAN Model.
Require: Φ
′
i from initial fingerprint database Φ
′
, the learning
rate LR, the clipping parameter c, the batch size bs, and
the number of iterations of the discriminator per generator
iteration fd.
1: Randomly initialize discriminator parameters w0, genera-
tor’s parameters θ0
2: for all training iterations do
3: for all t in fd do
4: Sample mini-batch of bs examples
{x(1), · · · , x(bs)} from the real data Φ
′
i
5: Sample mini-batch of bs examples
{z(1), · · · , z(bs)} from the noise prior pg(z)
6: dw ← ▽w[
1
bs
∑bs
i=1 fw(x
(i)) −
1
bs
∑bs
i=1 fw(gθ(z
(i)))]
7: w ← w + LR×RMSProp(w, dw)
8: w ← clip(w,−c, c)
9: end for
10: Sample mini-batch of bs examples {z(1), · · · , z(bs)}
from the noise prior pg(z)
11: gθ ← −▽θ
1
bs
∑bs
i=1 fw(gθ(z
(i)))
12: θ ← θ − LR×RMSProp(θ, gθ)
13: end for
14: In the generator G, output l feature maps with 256× 256
resolution constitute a set of Ψi.
Fig. 7: CSI amplitude feature maps generated by the AF-
DCGAN in the 60th epoch. It can be seen from the figure
that there are obvious differences among all the subgraphs,
which greatly improves the diversity of the samples.
the fingerprint database will be highly similar, which will
reduce the localization accuracy. As shown in Fig. 3(a) and
Fig. 3(c), the two positions are five meters apart, and we
can see that their amplitude maps are significantly different.
When the distances are too far apart, the feature differences of
the amplitude feature maps of adjacent locations will become
9larger, making certain features difficult to match and resulting
in reduced localization accuracy.
In the classroom, we deployed a TL-WR742N wireless
router as the transmitter, operating in IEEE 802.11n AP mode
and equipped with one transmitting antenna, and a ThinkPad
x201 laptop equipped with Intel Wireless Link 5300 NICs
(IWL5300) as receivers, with three receive antennas. The Lap-
tops operating system is Ubuntu 16.04, installed on a custom
system kernel with a modified network driver. The firmware
and driver of IWL5300 are modified to export the CSI of
each packet’s predicted IEEE 802.11 packet delivery from
wireless channel measurements made by the Linux 802.11n
CSI Tool [37] and containing information about all subcarriers.
The router was placed at the front of the measurement area.
The receiving antennas were placed behind the measurement
area to cover the whole area. To collect the CSI data, Ping
commands were executed on the laptop every 0.4 s to generate
network traffic 1. The AF-DCGAN model was implemented on
TensorFlow and accelerated by a GPU (GeForce GTX 1060).
During the experiments, we collected CSI data first. Then,
after processing it into amplitude feature maps, we use AF-
DCGAN to generate the additional amplitude feature maps.
We set the learning rate of the model LR = 0.0002, cutting
parameter c = 0.01, batch size bs = 49, and the number of it-
erations of discriminator per generator iteration fd = 2. When
transmitting CSI data, the volunteers stood at the reference
points (shown in Fig. 8 as the green circles). At each reference
point, 5000 data samples are collected. There are three links
and each link contains 30 groups of subcarriers. Thus, each
CSI sample has 1 × 3 × 30 dimensions. For each reference
point, we randomly select 100 samples from the 5000 samples
for 10000 times to draw the amplitude feature maps. After
pixel transformation, the obtained amplitude feature maps of
the three links form the initial fingerprint database. Then, we
use the AF-DCGAN model corresponding to each position to
generate 10000 additional amplitude maps for each reference
point that reflect the same type of reference point to extend
the initial database. In this way, the diversity of samples
generated at a single location can be increased, and the
localization accuracy can be improved. We call the extended
fingerprint database consisting of the newly generated feature
maps GOAFM.
During the localization step, a deep learning method is used
to classify the amplitude feature maps, similar to device-free
indoor localization in [38] and Deepfi in [39], [40], which are
commonly used for localization. For clarity, the architecture
is illustrated in Fig. 9, and is named Amplitude Feature
CNN (AF-CNN). We treat the AF-CNN as a classification
model to determine the reference point to which a test point
belongs. During the experiments, we select 20 points in the
experimental area as test points that differ from the reference
point (shown as the red stars in Fig. 8). Each point has 5000
samples. The test-sample point data are processed in the same
manner as explained above to obtain the amplitude feature
maps required for the test. Then, we put the amplitude feature
1The captured CSI data can be downloaded at
https://github.com/quheng54/dataset-for-AF-DCGAN
maps into the trained classification model for testing. The test
results output the first four best-matching reference points.
The first four best-matching reference points are selected
because the test points are often surrounded by four reference
points; thus, using the center of the resulting first four highest
matching reference points improves the localization accuracy.
Finally, we calculate the geometric center of the first four
highest matching points as the localization result.
'6
36
Fig. 8: Layout of the classroom for training/test positions.
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Fig. 9: Architecture of AF-CNN model.
Finally, we verify the superiority of the extension fingerprint
database by comparing the localization results using the initial
fingerprint database and the fingerprint database expanded by
AF-DCGAN. We also compare the localization results using
the initial fingerprint database and the fingerprint database
expanded by adding noise (ADNOI). During the experiments,
we simply add some Gaussian random noise to the sampled
data in original amplitude feature maps, with , to generate
an augmented fingerprint database. We name it 100% ADNOI
when the same amount of feature maps are supplemented, and
200% ADNOI when adding twice the amount of maps.
Additionally, we compare our method to existing methods
for building a fingerprint database with GPR and with the
existing localization methods FIFS [41] and DeepFi [39] to
demonstrate our method’s competitiveness.
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B. Localization performance
(1) Performance on different localization methods: We use
AF-CNN to conduct the localization experiment. Fig. 10(a)
shows the cumulative distribution function (CDF) of the
localization error for the initial fingerprint database and the
extended fingerprint database by adding noise. The red line
represents the CDF curve using the initial fingerprint database,
which has an average error of 1.34m. For this fingerprint
database, the minimum error distance is 0.12m, and the
maximum error distance is 2.68m. The probability of an error
distance within 1m is 47%, within 2m, 62%, and within 3m,
100%. The green line represents the CDF curve using the
initial database with an additional 100% of ADNOI, and its
average error is 1.25m. In this condition, the minimum error
distance is 0.05m, and the maximum error distance is 2.47m.
The probability of an error distance within 1m is 49%, within
2m, 73%, and within 3m 100%. The yellow line represents the
CDF curve when the test points are located using a fingerprint
database with an added 200% of fingerprints of amplitude
feature maps generated by adding noise for each point, and
its average error is 1.23m. For this fingerprint database, the
minimum error distance is 0.06m, and the maximum error
distance is 2.45m. The probability of an error distance within
1m is 50%, within 2m, 73%, and within 3m 100%.
These results demonstrate the validity of the database gen-
erated using ADNOI. We can use ADNOI to augment the
database without expending human effort while also improving
the localization accuracy. With 200% ADNOI is added, the
sample size of the fingerprint database is saturated and the
error is no longer reduced.
As shown in Fig. 10(b), the red line represents the CDF
curve using the initial fingerprint database. The blue line
represents the CDF curve using the initial database with an
additional 50% of GOAFM, and its average error is 1.21m. In
this condition, the minimum error distance is 0.06m, and the
maximum error distance is 2.63m. The probability of an error
distance within 1m is 50%, within 2m, 80%, and within 3m
100%. The black line represents the CDF curve when the test
points are located using a fingerprint database with an added
100% of fingerprints of amplitude feature maps generated by
AF-DCGAN for each point, and its average error is 1.18m. For
this fingerprint database, the minimum error distance is 0.04m,
and the maximum error distance is 2.23m. The probability of
an error distance within 1m is 53%, within 2m, 90%, and
within 3m 100%. The green line represents the CDF curve
with 150% of generated fingerprints of amplitude feature maps
added to the initial database, and its average error is 0.92m. In
this condition, the minimum error distance is 0.03m, and the
maximum error distance is 1.98m. The probability of an error
distance within 1m is 59%, within 2m, 100%, and within 3m,
100%. The yellow line represents the CDF curve with 200%
of generated fingerprints of amplitude feature maps added to
the initial database, it has an average error of 0.92m. For this
fingerprint database, the minimum error distance is 0.03m,
and the maximum error distance is 1.96m. The probability of
an error distance within 1m is 59%, within 2m, 100%, and
within 3m, 100%. The location results are shown in Tables
I and II. Error is represented by the mean error distance.
As shown in Fig. 10(b), for the initial fingerprint database,
having more fingerprint database samples available improves
the positioning accuracy. After adding the generated amplitude
feature maps to the initial database, the localization accuracy
improve. After adding 50% GOAFM to the initial database,
the accuracy is 1.21m, an improvement of 9.70%. After adding
100% GOAFM to the initial database, the accuracy is 1.18m,
an improvement of 16.00%, and after adding 150% GOAFM
to the initial database, the accuracy is 0.92m, an improvement
of 31.30%. After 150% GOAFM is added, the sample size of
the fingerprint database is basically saturated, and the error
is no longer reduced. So, after adding 200% GOAFM to the
initial database, the accuracy is the same as the 150% GOAFM
added to the initial database.
These results demonstrate the validity of the database gen-
erated using AF-DCGAN. In other words, we can use AF-
DCGAN to augment the database without expending human
effort while also improving the localization accuracy. As
shown in Fig. 10(c), adding GOAFM generated by the AF-
DCGAN is better than adding ADNOI to the initial database.
We also evaluate the performance of our localization method
based on our fingerprint database by comparing it with the
existing localization methods FIFS and DeepFi. We conduct
these three experiments in the classroom environment as
illustrated in Fig. 1. As shown in Fig. 11(a), Fig. 11(b), Tables
I and II, our method is superior to FIFS and DeepFi. When we
used the initial database for positioning, compared to FIFS, the
localization accuracy improved by 3.60%. When we added all
the GOAFM to the initial database, the localization accuracy
improved by 15.11%. When we added 150% of the GOAFM
to the initial database, the localization accuracy improved by
33.81%. In other words, we are able to significantly improve
the localization accuracy without expending additional labor to
collect more CSI data. As shown in Fig. 11(a) and Fig. 11(b),
the localization accuracy of the initial database is not better
compared with DeepFi, but after adding 150% GOAFM,
its positioning accuracy increases by 24.59%, even without
consuming additional labor to collect more CSI data.
TABLE I: Localization Error of Different Methods
Method Min. Max. Mean
Initial library 0.12m 2.68m 1.34m
Initial library and 100% ADNOI 0.05m 2.47m 1.25m
Initial library and 200% ADNOI 0.06m 2.45m 1.23m
Initial library and 50% GOAFM 0.06m 2.63m 1.21m
Initial library and 100% GOAFM 0.04m 2.23m 1.18m
Initial library and 150% GOAFM 0.03m 1.98m 0.92m
Initial library and 200% GOAFM 0.03m 1.96m 0.92m
FIFS 0.27m 2.71m 1.39m
DeepFI 0.29m 2.47m 1.22m
(2) Performance on different database construction methods:
In this subsection, we evaluate the performance of our AF-
DCGAN-based fingerprint database by comparing it with
existing methods of fingerprint database construction based
on GPR. We conduct these two experiments in the research
classroom using the same CSI dataset. For GPR modeling,
we select 4 of the 30 carrier models that are more accurate.
Then, we determine the geometric center of these 4 model
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Fig. 10: As the number of samples increases, the localization
accuracy of the fingerprints database increase.
positioning results as the final positioning result. The results
shown in Fig. 12(a), Fig. 12(b), Tables III and IV reveal that
our fingerprint database construction method is superior to
GPR. When we use the initial database for positioning, com-
pared to GPR , the localization accuracy improved by 23.42%.
When we add the 150% GOAFM to the initial database,
the localization accuracy improved by 47.43%. Moreover,
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(a) Initial database with FIFS and DeepFi.
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Fig. 11: Comparison to other localization methods.
TABLE II: Localization Range Probability of Different Meth-
ods
Method 1m 2m 3m
Initial library 47% 62% 100%
Initial library and 100% ADNOI 49% 73% 100%
Initial library and 200% ADNOI 50% 73% 100%
Initial library and 50% GOAFM 50% 80% 100%
Initial library and 100% GOAFM 53% 90% 100%
Initial library and 150% GOAFM 59% 100% 100%
Initial library and 200% GOAFM 59% 100% 100%
FIFS 23% 73% 100%
DeepFI 33% 88% 100%
the localization accuracy is significantly improved without
expending more labor to collect the CSI data because of the
AF-DCGAN.
TABLE III: Localization Error of Different Database Con-
struction Methods
Method Min. Max. Mean
Initial library and 50% GOAFM 0.06m 2.63m 1.21m
Initial library and 100% GOAFM 0.04m 2.23m 1.18m
Initial library and 150% GOAFM 0.03m 1.98m 0.92m
GPR 0.34m 3.34m 1.75m
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Fig. 12: Comparison with the other database construction
methods.
TABLE IV: Localization Range Probability of Different
Database Construction Methods
Method 1m 2m 3m
Initial library and 50% GOAFM 50% 80% 100%
Initial library and 100% GOAFM 53% 90% 100%
Initial library and 150% GOAFM 59% 100% 100%
GPR 24% 63% 83%
VII. CONCLUSION
In this paper, a novel approach was proposed to reduce the
collection of WiFi fingerprints. The new AF-DCGAN model
based on GAN was used to generate additional amplitude
feature maps similar to those in the reference database, which
effectively increased the number of samples in the training set.
We conducted exhaustive tests to demonstrate the performance
of the proposed method, and the results showed the superi-
ority of AF-DCGAN over the existing methods of building
fingerprint database and localization methods, i.e. the accuracy
of indoor WiFi positioning was improved without increasing
the labor involved in building the fingerprint databases. The
proposed scheme has limitations to be addressed in the future.
For example, CSI data is highly susceptible to environmental
changes, and localization accuracy will decrease when the
indoor environment changes significantly.
We envision localization to play a vital role in the future
society by its ability to offer enriched applications. To make
the localization more accurate we will consider more types
of information such as phase information in CSI data besides
the amplitude of CSI data in the future. Pretrained networks
and more complex CNN will be investigated for further
performance improvement. Besides, the GAN-based scheme
will be compared with other popular data generation method
such as SMOTE [42] in terms of accuracy and computational
complexity.
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