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Abstract. We establish not only sufficient but also necessary conditions for existence
of solutions to a singular multi-point third-order boundary value problem posed on the
half-line. Our existence results are based on the Krasnosel’skii fixed point theorem on
cone compression and expansion. Nonexistence results are proved under suitable a priori
estimates. The nonlinearity f = f(t, x, y) which satisfies upper and lower-homogeneity
conditions in the space variables x, y may be also singular at time t = 0. Two examples of
applications are included to illustrate the existence theorems.
Keywords: singular nonlinear boundary value problem; positive solution; Krasnosel’skii
fixed point theorem; multi-point; half-line
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1. Introduction
This work is concerned with the following multi-point third-order boundary value













−x′′′(t) = f(t, x(t), x′(t)), t > 0,
where 0 6 αj 6
n1∑
i=1
αi < 1 (j = 1, 2, . . . , n1), 0 < ξ1 < ξ2 < . . . < ξn1 < ∞,
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0 6 βj 6
n2∑
i=1
βi < 1 (j = 1, 2, . . . , n2), 0 < η1 < η2 < . . . < ηn2 < ∞. The nonlinearity
f : (0,∞) × [0,∞) × [0,∞) → [0,∞) is continuous and there exist 0 < α < β < ∞
such that Iα,β =
∫ β
α
f(t, 1 + t2, 1 + t) dt > 0. Moreover,
there exist constants λ1, λ2, µ1, µ2,(H)
0 < λ1 6 µ1, 0 6 λ2 6 µ2 < 1, λ1 + λ2 > 1
such that for all t > 0, x, y > 0 and for all 0 < c, d 6 1,
cµ1dµ2f(t, x, y) 6 f(t, cx, dy) 6 cλ1dλ2f(t, x, y).
Taking c = x(t)/y(t) and d = x′(t)/y′(t) in Hypothesis (H), we obtain a monotonicity
property for the nonlinearity f
f(t, x(t), x′(t)) 6 f(t, y(t), y′(t))
whenever
0 6 x(t) 6 y(t) and 0 6 x′(t) 6 y′(t).
By time-singularity, we mean that the function f in (1.1) is allowed to be unbounded
at the point t = 0.
Boundary value problems (BVPs for short) on the half-line arise naturally in many
applications in physics and engineering. Since the solution may represent a density,
temperature or a concentration, its positivity is required for physical considerations.
This motivates the study of such BVPs on positive cones of some functional Banach
spaces. Also, the nonlinearity f, which represents a physical law, is generally positive,
depends on t, x, and may depend on the first derivative. Some general existence
results for different classes of BVPs may be found in [1]. The particular case of
BVPs associated with second-order operators has recently received great attention
(see, e.g., [4], [11]). However, only few papers have considered problems for higher
order differential equations on infinite intervals of the real line (we refer to [5], [7]
for some specific results). In [9], a fourth-order m-point BVP is studied on the
bounded interval [0, 1] and existence of solutions is obtained by application of a fixed
point theorem on a cone while in [10], a third-order multi-point BVP is treated via
comparison arguments. Necessary and sufficient conditions for existence of solutions
are then provided. Some singular BVPs are discussed in [2], [8]. Following [9], [10],
our aim in this paper is to provide sufficient and necessary conditions for solutions of












It is a Banach space with the norm
‖x‖ = max{‖x‖0, ‖x‖1},
where ‖x‖0 = sup
t∈R+
|x(t)|/(1 + t2) and ‖x‖1 = sup
t∈R+
|x′(t)|/(1 + t). Notice that
lim
t→∞
x′(t)/(1 + t) = 0 implies that lim
t→∞
x(t)/(1 + t2) = 0, which justifies the
norm ‖·‖.
Definition 1.1. By a solution we mean a function x ∈ C3(0,∞) satisfying
problem (1.1). If further x′′(0+) := lim
t→0+
x′′(t) exists, then x is said to be a
C2[0,∞) ∩ C3(0,∞) solution.
The basic tool to be used in this work is the classical Krasnosel’skii fixed point
theorem on cone compression and expansion.
Lemma 1.1 ([6]). Let E be a Banach space and P ⊂ E a cone. Assume that Ω1
and Ω2 are bounded open subsets of E with θ ∈ Ω1, Ω1 ⊂ Ω2, where θ is the zero
element in E. Let A : P ∩ (Ω2 \ Ω1) → P be a completely continuous operator such
that either
‖Ax‖ 6 ‖x‖ ∀x ∈ P ∩ ∂Ω1, ‖Ax‖ > ‖x‖ ∀x ∈ P ∩ ∂Ω2,
or
‖Ax‖ > ‖x‖ ∀x ∈ P ∩ ∂Ω1, ‖Ax‖ 6 ‖x‖ ∀x ∈ P ∩ ∂Ω2.
Then A has a fixed point in P ∩ (Ω2 \ Ω1).
To show the compactness of a fixed point operator, we need the following com-
pactness criterion on unbounded intervals of the real line which can be easily derived
from Corduneanu’s Compactness Criterion (see [3]):
Lemma 1.2. Let W be a bounded subset of X . Then W is relatively compact if
the following two conditions hold:
(a) the sets {v(t)/(1 + t2), v ∈ W} and {v′(t)/(1 + t), v ∈ W} are equicontinuous
on any finite subinterval of (0,∞), i.e.
∀ I = [a, b] ⊂ R+, ∀ ε > 0, ∃ δ > 0, ∀ t1, t2 ∈ I, ∀u ∈ W,


























Before we state our main existence result, we need some auxiliary lemmas.
Lemma 2.1. Suppose that Hypothesis (H) holds and let x be a solution of prob-
lem (1.1). Then




G(t, s)f(s, x(s), x′(s)) ds
and



















K(ηi, s)f(s, x(s), x



























are positive and where the kernels are the Green functions defined by






t2 if s > t,
1
2
s(2t− s) if s 6 t
and K(t, s) = min(s, t).
P r o o f. Integrating the equation in (1.1) three times yields
















f(s, x(s), x′(s)) ds.

















































K(ηi, s)f(s, x(s), x
′(s)) ds = Af (x) > 0.

















f(s, x(s), x′(s)) ds.

























































































































G(t, s)f(s, x(s), x′(s)) ds.
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Hence,




G(t, s)f(s, x(s), x′(s)) ds.

The Green functions G andK satisfy G(t, s) 6 12 t
2 for all s, t > 0 and the following
estimates.










where γ(t) = min{t, 1}.
P r o o f. Since the function g(t) = t/(1 + t) is nondecreasing, we have t/(1 + t) 6






∀ t, s ∈ [0,∞).


















if t > s


















if t > s.

Lemma 2.3. Suppose that Hypothesis (H) holds and let x be a solution of prob-
lem (1.1). Then
x′(t) > γ(t)‖x‖1 ∀ t > 0.
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P r o o f. We have




K(t, s)f(s, x(s), x′(s)) ds










































f(s, x(s), x′(s)) ds






f(s, x(s), x′(s)) ds,
hence,






f(s, x(s), x′(s)) ds.
Finally,
x′(t) > γ(t)‖x‖1 ∀ t > 0.

3. Existence and nonexistence results
3.1. C3(0,∞) solutions. We first prove a nonexistence result.
Theorem 3.1. Suppose that Hypothesis (H) holds. Then a necessary condition





tf(t, 1 + t2, 1 + t)
(1 + t)µ2+1(1 + t2)µ1
dt < ∞.
P r o o f. Let x be a nontrivial solution of problem (1.1) and let c0 = c0(x) be a
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constant such that 0 < c0 6 min{1, 1/‖x‖}. By Hypothesis (H), we have


















































f(t, 1 + t2, 1 + t).
So,
f(t, 1 + t2, 1 + t)
(1 + t2)µ1(1 + t)µ2










f(s, 1 + s2, 1 + s)
(1 + s2)µ1(1 + s)µ2













f(s, 1 + s2, 1 + s)














tf(t, 1 + t2, 1 + t)
(1 + t)µ2+1(1 + t2)µ1



















































proving our claim. 
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Define a cone in X by
P =
{




′(t) > γ(t)‖x‖1 for all t > 0
}
.
The following estimates hold:
Lemma 3.1. For x ∈ P we have
M1‖x‖1 6 ‖x‖0 6 M2‖x‖1,
where













































































































































Now we are ready to state and prove our first existence result:













sf(s, 1 + s2, 1 + s) ds = 0.(3.3)
Then problem (1.1) has at least one positive solution.
P r o o f. Step 1. A fixed point formulation. For each x ∈ X , let 0 < c1 6 1 be a
positive constant such that c1‖x‖ 6 1. For all t > 0 we have

















λ1f(t, 1 + t2, x′(t))
6 c−µ1−µ21 (c1‖x‖)
λ1f(t, 1 + t2, c1(1 + t)‖x‖1)
6 c−µ1−µ21 (c1‖x‖)
λ1(c1‖x‖)
λ2f(t, 1 + t2, 1 + t)
6 c−µ1−µ21 f(t, 1 + t









K(t, s)f(s, x(s), x′(s)) ds




K(s, s)f(s, x(s), x′(s))
1 + s
ds




sf(s, 1 + s2, 1 + s)
1 + s
ds < ∞.








K(t, s)f(s, x(s), x′(s)) ds < ∞,
which allows us to define an operator A on X by




G(t, s)f(s, x(s), x′(s)) ds.
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Step 2. A : X → X is well defined. Indeed, for all t > 0
(Ax)′(t) = Af (x) +
∫ t
0




f(s, x(s), x′(s)) ds



















































Equations (3.3) and (3.2) imply that lim
t→∞
(Ax)′(t)/(1 + t) = 0. In addition,
A(P) ⊂ P . Indeed, by simple calculation, we get Ax(0) =
n1∑
i=1
αiAx(ξi) for x ∈ P .
Following the same steps as in the proof of Lemma 2.3, we can check that
(Ax)′(t) > γ(t)‖Ax‖1 ∀ t > 0.
Step 3. A fixed point of A is a solution of problem (1.1). Let




G(t, s)f(s, x(s), x′(s)) ds.
Differentiating x three times, we get successively
x′(t) = Af (x) +
∫ t
0









f(s, x(s), x′(s)) ds,
and
x′′′(t) = −f(t, x(t), x′(t)).




′(ηi) and from the fact that
















we deduce that Bf (x) =
n1∑
i=1








sf(s, 1 + s2, 1 + s)
1 + s









Step 4. Operator A : P → P is completely continuous.
(i) A is bounded. Indeed, let B ⊂ P be a bounded set. Then there exists a
constant M such that for all x ∈ B, ‖x‖ 6 M. Let c2 be a constant such that
0 < c2 6 min(1, 1/M). We have
















λ1f(t, 1 + t2, x′(t))
6 c−µ1−µ22 (c2M)
λ1f(t, 1 + t2, c2(1 + t)‖x‖1)
6 c−µ1−µ22 (c2M)
λ1(c2M)
λ2f(t, 1 + t2, 1 + t)
6 c−µ1−µ22 f(t, 1 + t










































f(s, 1 + s2, 1 + s) ds < ∞,





/B̆. Since ‖Ax‖0 6 M2‖Ax‖1, A(B) is bounded, as
claimed.
(ii) A is continuous. Let xn, x0 ∈ P be such that ‖xn − x0‖ → 0 as n → ∞; then
(xn)n is bounded. Let L = sup{‖xn‖, n = 1, 2, . . .} and let c3 be a constant such
316



















K(ηi, s)|(f(s, xn(s), x
′













































λ1f(t, 1 + t2, x′n(t))
6 c−µ1−µ23 (c3L)
λ1f(t, 1 + t2, c3(1 + t)‖xn‖1)
6 c−µ1−µ23 (c3L)
λ1(c3L)
λ2f(t, 1 + t2, 1 + t)
6 c−µ1−µ23 f(t, 1 + t
2, 1 + t).
By the Lebesgue dominated convergence theorem and Lemma 3.1, we deduce that
‖Axn −Ax0‖1 → 0 as n → ∞,
and by Lemma 3.1, we infer that
‖Axn −Ax0‖0 → 0 as n → ∞,
proving that A : P → P is continuous.
(iii) A is equicontinuous. Let B ⊂ P be a bounded set, and let t1, t2 ∈ [a, b] be


























f(s, x(s), x′(s)) ds
∣∣∣∣


























































f(s, x(s), x′(s)) ds
+
|t1 − t2|
(1 + t2)(1 + t1)
∫ t1
0






sf(s, x(s), x′(s)) ds
+
|t1 − t2|










f(s, x(s), x′(s)) ds



















f(s, x(s), x′(s)) ds
+
|t1 − t2|










f(s, x(s), x′(s)) ds



















f(s, 1 + s2, 1 + s) ds
+ C
|t1 − t2|


















































Therefore the operator A is equicontinuous.
















































which tends to 0 as t → ∞. In the same way we can prove that |(Ax)(t)/(1 + t2)| → 0
as t → ∞. We conclude that A : P → P is completely continuous.
(v) Let J0 = [α, β]. Then K(t, s)/(1 + t) > ε1 = α/(1 + β) for (t, s) ∈ J0 × J0.








K(t, s)f(s, x(s), x′(s)) ds > ε1
∫ β
α
f(s, x(s), x′(s)) ds
and
f(t, x(t), x′(t)) > f(t, (1 + t2)M1‖x‖1, (1 + t)ε2‖x‖1),
where ε2 = min(α, 1)/(1 + β). For each x ∈ P , let c4 = c4(x) be a positive constant
such that c4 min(M1, ε2)‖x‖1 > 1. For all x ∈ P and t ∈ J0, we have
f(t, x(t), x′(t)) > c−µ1−µ24 (c4M1‖x‖1)
λ1(c4ε2‖x‖1)




































































By Lemma 3.1, we have



































As a consequence, for R large enough, we obtain
‖Ax‖ > ‖x‖ ∀x ∈ P , ‖x‖ = R.
Furthermore, let 0 < r < 1 be selected sufficiently small and B = B(0, r). Then
for all x ∈ P ∩ ∂B, let 0 < c5 = c5(x) 6 1 be a positive constant such that
c5 max(M2, 1)‖x‖1 6 1. Hence for all positive t, we have
f(t, x(t), x′(t)) 6 cλ1+λ2−µ1−µ25 (M2‖x‖1)
λ1(‖x‖1)












































































sf(s, 1 + s2, 1 + s)
1 + s
ds.
Now if we choose
















for r small enough, then we arrive at the estimate
‖Ax‖ 6 ‖x‖ ∀x ∈ P ∩ ∂B.
By Lemma 1.1, we conclude that A has a fixed point x∗ ∈ P which satisfies r 6
‖x∗‖ 6 R. 























= 0, t > 0,
where λ > 0, 0 6 µ < 1, λ+ µ > 1.
We have

















(1 + t)1−µ(1 + t2)
dt.










































sf(s, 1 + s2, 1 + s) ds = 0.
From Theorem 3.2, problem (3.4) has at least a C3(0,∞) positive solution.
3.2. C2[0,∞) ∩ C3(0,∞) solutions. First, we prove a nonexistence result.
Theorem 3.3. Suppose that Hypothesis (H) holds. Then a necessary condition





f(t, 1 + t2, 1 + t)
(1 + t)µ2 (1 + t2)µ1
dt < ∞.
P r o o f. Suppose that x is a C2[0,∞) ∩ C3(0,∞) positive solution of prob-




f(s, x(s), x′(s)) ds = x′′(0) < ∞.
Let c0 be a constant such that 0 < c0 6 min{1, 1/‖x‖}. From Hypothesis (H), we
have the estimates














































f(t, 1 + t2, 1 + t).





















f(s, 1 + s2, 1 + s)
(1 + s)µ2 (1 + s2)µ1
ds 6 a0Bf (x)
−µ1Af (x)
−µ2 (x′′(0)) < ∞.

We end the paper by an existence result for a regular solution.











sf(s, 1 + s2, 1 + s) ds = 0.(3.7)
Then problem (1.1) has at least one C2[0,∞) ∩ C3(0,∞) positive solution.
P r o o f. Suppose that (3.6) and (3.7) hold. According to the proof of Theo-
rem 3.2, there exists a C3(0,∞) positive solution x̃ to problem (1.1) such that
r < ‖x̃‖ < R. Let 0 < c6 6 1 be a constant such that c6 max{M2, 1}‖x̃‖ 6 1.
We have
|(x̃)′′′| = f(t, x̃(t), x̃′(t)) 6 c−µ1−µ26 f(t, 1 + t
2, 1 + t).
Then |x̃′′′| is absolutely integrable on [0,∞), which implies that x̃ ∈ C2[0,∞); so x̃
is a C2[0,∞) positive solution of problem (1.1). 























= 0, t > 0,
where λ > 0, 0 6 µ < 1, λ+ µ > 1. By Theorem 3.4, problem (3.8) has at least one
C2[0,∞) ∩ C3(0,∞) positive solution whenever p > 0 and p+ µ < 1.
R em a r k 3.1 (Concluding remarks). Examples 3.1 and 3.2 show that in this
work existence of solutions was obtained under sub-linear growth in the second ar-
gument, the derivative x′ of the solution, of the nonlinearity f . In this case, one can
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take any power of x provided that f has a global joint super-linear growth in the
space arguments. The time singularity in Example 3.1, which has a killing effect,
has order 1/t in the vicinity of the origin. However, for a more regular solution to
exist, say of class C2[0,∞), we required in Example 3.2 that f behaves as tp−1 with
exponent 0 < p < 1− µ 6 0, in the vicinity of the time origin.
A c k n ow l e d gm e n t s. The authors would like to thank the anonymous ref-
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