Ceteris Paribus, highly productive industries should translate into high economic growth and high expected returns. To test this, we create a productivity factor using 4-digit industry-level total factor productivity estimates. This factor captures the difference in stock returns between high and low productivity industries. Between 1963 and 2002, the productivity premium contributes on average 0.75 to 2.41 percent per annum for the range of productivity factors we construct. Our results show that i) in accordance with our hypothesis, productivity has a robust, positive impact on returns, and this impact is bigger on smaller, growth firms, and ii) productivity helps price assets even when size, book-to-market, and momentum are taken into account. Finally, since 1990, firms in more competitive industries are more likely to show higher productivity and gain from it. JEL classification: G12
I. Introduction
In this paper, we examine the link between productivity and the cross-section of stock returns. Productivity plays an important role in modern theories of economic growth, dating back to classic works by Ramsey (1928) and Schumpeter (1934) . Ceteris Paribus, highly productive economies translate to high economic growth and high expected rates of return. Although the early models did not deal with uncertainty, the intuition would then follow that uncertainty surrounding the rate of productivity and economic growth should be a primary factor in pricing risky assets.
Our focus on the production side of the economy is in part motivated by the poor empirical performance of the consumption-based CAPM (CCAPM), which, while intuitively appealing, has yet to receive convincing empirical validation. On the other hand, the empirical weakness of the original CAPM of Sharpe (1964) and Lintner (1965) has given rise to the Fama-French (1992 ) three-factor model. Although factors such as size and book-to-market help explain a significant part of the cross-sectional variation in stock returns, it is still not clear whether these firm characteristics reflect risk differences or market imperfections. Our hypothesis is that productivity is related to both size and book-to-market, thereby providing some economic intuition for these two celebrated factors. As a robustness check, we also consider the impact of momentum as an additional factor, although the link between momentum risk and productivity is not obvious (in fact, the correlation between the two is -0.085).
First, with respect to size, Schumpeter recognized the "creative destructive" forces of capitalism generated by productivity and/or technological change. These forces primarily affect young firms as new industries are created and old ones die. Chamberlin et al. (2002) look at how productivity changes affect the stock market during the Internet Bubble, which was largely driven by young start-ups. RBC Financial Group also notes in a research report 1 that, "… (in) 56 percent of industries, micro employers had faster productivity gains than the industry average. This suggests that more often than not, relatively small firms have led bigger firms in productivity growth." Hence, productivity
should be negatively related to size. Second, with respect to book-to-market, it is in the nature of start-ups that book equity has not been built up through retained earnings and a consistent history of profitability. In addition, highly productive firms will experience high growth. Both observations translate to a lower book-to-market ratio.
Our line of research follows recent efforts to include additional state variables in the asset pricing model. 2 The idea that asset prices may be related to productivity has recently been examined by Balvers and Huang (2007) . They show that in a competitive complete market economy, the marginal rate of substitution in consumption of the representative agent is the same as the marginal rate of intertemporal transformation. The latter is the rate of return on investment, as in the early certainty model of Hirshleifer (1958) . Balvers and Huang implement this idea through the sensitivity of a security to a single aggregate productivity shock. While the results from their theoretical model are intuitively attractive, the empirical support is mixed.
In this paper, we contribute to the empirical evidence from a different perspective.
We make use of disaggregate (four-digit SICs) productivity data for the manufacturing sector, provided by the National Bureau of Economic Research (NBER) and the U.S.
Census Bureau's Centre for Economic Studies (CES). We follow the factor-mimicking portfolio technology introduced by Fama and French (1993) , which has revolutionized the empirical asset pricing literature, and has largely displaced the direct use of economic variables as in Chen, Roll, and Ross (1986) and factor analysis itself as in Lehmann and Modest (1988) .
By creating factor mimicking portfolios with respect to productivity, we capture the intuition that it is the stock market reaction to productivity changes, in creating uncertain capital gains and losses that causes risk, rather than the productivity changes themselves that influence returns. This is important since it is difficult to capture uncertain capital gains and losses in a representative agent economy 3 , as in the case of Balvers and Huang.
In examining the impact of productivity differences across industries, we attempt to address three main research questions. First, do stock returns reflect productivity, a fundamental determinant of growth? Second, is productivity priced in the stock market?
And third, are the well-known factors, namely, size and book-to-market related to productivity, thereby providing them with an economic interpretation as well as insight into why these firm characteristics may reflect risk factors?
To preview our results, we find that for the range of productivity factors we constructed, they contribute 0.75 to 2.41 percent annually. This is a similar order of magnitude to the Fama-French size premium, but less than the value premium. More 3 Capital gains and losses are not included in the GNP accounts since in aggregate the economy, like the representative agent cannot consume capital gains and losses.
importantly, productivity has a positive impact on returns as we hypothesized, and it is shown to be a significant factor in pricing assets, even after we control for size, book-tomarket, and momentum. We also find that the impact of productivity on firms is not universal. Instead, it has a higher impact on small and growth firms. Further, we show that book-to-market does explain priced information that is unrelated to productivity, and it is extremely robust.
Since our test assets are portfolios of manufacturing firms, our results also have implications for fund managers. Manufacturing, after all, accounts for more than 50 percent of the S&P500 companies in 2002. We find that size and momentum are not important factors for pricing assets in this sector.
The remainder of the paper is organized as follows. Section II discusses our model, data and summary statistics. Section III describes our asset pricing tests and results. Section IV extends the analysis to examine the impact of industry concentration on productivity and asset returns. Section V provides conclusions.
II. The Model, Data, and Summary Statistics
Theoretical asset pricing models are typically based on the first-order condition for a representative agent maximizing a von-Neumann-Morgenstern expected utility function. That is, for any security j,
where R j is the return on the jth risky asset, and γ is the marginal rate of substitution between time periods 0 and 1. 4 Expanding the expectation and assuming approximate normality, Rubinstein (1976) showed that (1) can be reformulated as an asset pricing model,
where the risk free rate, should one exist, is defined by the inverse of the expected marginal utility in time period 1, and a is a measure of the investor's Pratt-Arrow absolute risk aversion.
Equation (2) 
This specification results in a standard multi-factor model where the expected return on the j th security is equal to the risk free rate plus a series of risk premia determined by the covariance of the security's return with that on each risk factor. From the factor analysis of Lehmann and Modest, we would expect there to be at most three or four factors. The return on the market portfolio would be one factor, where following Cochrane (1991) and in the spirit of Hirshleifer and Ramsey, the market return in a complete market is equal to the return on investment. The two or three additional risk factors can then be viewed as hedging portfolios in the spirit of Merton (1973) , Stapleton and Subrahmanyam (1978) , and Breeden (1979) . One such hedging portfolio would be the return on a productivity factor which shifts the aggregate production function, and thus the return on investment.
In this paper, we will consider the following empirical specifications. First, we examine the empirical relevance of productivity and its impact on the overall stock market. Second, we consider the productivity factor within the context of the Fama-
French three-factor model to see whether size and book-to-market proxy for the more primal productivity factor. Finally, we extend the empirical model to include the welldocumented momentum factor.
Our productivity data come from the NBER-CES Manufacturing Sector Database.
This database contains annual industry-level data on output, employment, payroll and other input costs, investment, capital stocks, total factor productivity (TFP), and various industry-specific price indexes. We use the five-factor productivity estimate as our measure of productivity, where the five factors are: Capital, production worker, nonproduction workers, energy, and non-energy material. TFP reflects output per unit of a set of combined inputs. A change in TFP reflects the change in output that cannot be accounted for by the change in that set of combined inputs. Consequently, TFP represents the joint effects of many forces, such as research and development, technological breakthrough, economies of scale, managerial skill, and changes in the organization of production. Bartlesman and Gray (1996) describe the NBER productivity database where five-factor TFP is measured as follows:
where Q is real output,  i is the share of factor i in terms of revenues, and X i is the output of factor i, expressed in terms of log first differences. TFP growth is then estimated as the growth rate in real output minus the average growth rate from the five inputs, where the shares come from the Annual Survey of Manufacturers, with the capital share being the residual so the shares sum to one. In all cases the growth rates are expressed in real terms, so the productivity growth variable is an estimate of real productivity growth.
There is an active research agenda as to the correct deflator to calculate the real growth rates.
5 However, this does not seem to be significant for the resulting TFP Young (1995) 6 Firm-level productivity data are not publicly available. Note that our focus on the manufacturing sector is similar to many empirical studies in corporate finance, such as those related to financing decisions. In addition, measuring productivity in the service industry is challenging, due to the difficulty in measuring outputs and labour inputs (see Mark (1982) ).
1963, which is also the first year of the Fama-French factors. All productivity series are normalized to one in 1963. Following Fama and French, the productivity mimicking portfolio is constructed from July 1 in year t to June 30 in year t+1, and matched to productivity in year t-1. This is to allow a recognition lag, so that productivity changes can be absorbed by the market in the same way as for the Fama-French factors. We use monthly returns in all of our analyses.
Panel A of Table 1 reports the number of industries within the manufacturing sector per year and the number of firms per industry per year.
[ Table 1 ]
To provide an overview of the importance of productivity, we first construct a capital stock-weighted productivity growth index for the manufacturing sector as a whole. Figure 1 shows the annual stock market return and the productivity growth for the One hypothesis is that higher profits due to increased productivity are competed away in more competitive industries, thereby reducing any impact on stock market returns. We use the Herfindahl index to measure the degree of competition, where the index is calculated as the sum of squared shares of each firm within an industry, measured using market capitalization. Hou and Robinson (2006) and Massa, Rehman, and Vermaelen (2007) measure industry concentration using the Herfindahl index. 8 The intuition is that the higher the Herfindahl index, the more concentrated the industry is.
8 The Herfindahl index is superior to the concentration ratio because concentration ratios ignore the number of firms within the industry. Imagine two industries with the same four-firm concentration ratios, but one with only 10 firms and the other with 1,000 firms. The Herfindahl index takes this difference into account, whereas the concentration ratio does not.
Hence, there is an increased likelihood of reduced competition, as the stock market capitalization is divided among fewer firms.
Panel A in Table 2 shows that over this long period, there has been persistent growth in productivity, stock market value, and firm size. Interestingly, the correlation between the average productivity level and the Herfindahl index has not been consistently positive or negative. Before the 1990s, the correlation was generally positive indicating that there was greater productivity growth in less competitive industries dominated by large firms, but since then the correlation has turned negative. Even though the relationship is at best weak (only the correlation coefficients from 1996 to 1998 are statistically significant), this pattern is suggestive of the emergence of new industries in the 1990s during the technology boom. Prior to that, the technological advance was pioneered by mostly established firms with significant market power and high Herfindahl index values.
[ Table 2 ]
Panel B of Table 2 reports the average correlation amongst the variables in Panel A. The productivity level is highly positively correlated to the stock price index (0.831) and firm size (0.96), but negatively correlated to book-to-market (-0.409).
Next, we create a factor mimicking portfolio in the style of Fama-French to capture the productivity premium. To do this, we first calculate the monthly equallyweighted return for each 4-digit SIC industry. We use equally-weighted returns because our hypothesis is that productivity is driven predominantly by smaller firms. We then calculate the difference between the mean industry return in the top productivity quintile and that in the bottom quintile for each month from July in year t to June of year t+1. We name this factor PFSIC4Q, that is, the productivity factor formed on SIC 4-digit productivity quintiles (top quintile minus bottom quintile equally-weighted portfolios).
We use PFSIC4Q as the return on the factor mimicking portfolio throughout this paper. As a robustness check, we also construct alternative factors. For example, we repeat the above procedures for 3-digit SIC industries, we use deciles instead of quintiles, and value-weighted average returns in addition to equally-weighted returns. For comparison, we also calculate the industry SMB and HML for the manufacturing sector using the Fama-French methodology. Although the SMB and the HML for manufacturing firms have smaller excess returns compared to those from the full CRSP sample, they are still highly correlated: the correlation between SMB for manufacturing and SMB for the whole CRSP data base is 0.94, while for HML it is 0.73.
Consistent with our argument, most of the productivity factors are positively correlated with SMB, and all of them are negatively correlated with HML. Hence, in general terms, we can say that productivity does affect returns in the capital market and that as hypothesized, it is closely related to the Fama-French size and book-to-market factors.
[ Table 3 ]
III. Can Productivity Help Explain Stock Returns? III.A Factor Loading on Productivity Portfolios
To see whether productivity helps explain stock returns, we employ the following four factor time-series model: The above specification is designed, first of all, to test the hypothesis that productivity affects stock returns as Figure 1 suggests. In particular, we expect the productivity factor to have a bigger impact on small firms and on growth (i.e., low bookto-market, or B/M) firms. Second, it is designed to examine whether market excess return, SMB, and HML still have an impact on stock returns after controlling for productivity.
The dependent variable, R t , is the return on three different test portfolio groups.
The first group consists of 10 equally-weighted portfolios sorted by size; the second consists of 10 equally-weighted portfolios sorted by B/M; and finally, the third consists of 25 equally-weighted portfolios sorted by both size and B/M. These three portfolio groups are identical to those used by Fama and French (1993) .
Panel A of Table 4 shows the results for the first set of portfolios sorted by size.
The productivity beta, PF β , is highly significant, and its magnitude decreases monotonically with size. Hence, in accordance with our hypothesis, productivity has a bigger impact on smaller firms than on larger ones. The residual impact of the market excess return, as measured by β m , is also highly significant, but it is fairly uniform across different size portfolios. The residual impact of SMB and HML is mostly significant as well, except for two larger cap portfolios. Note that the sign of the t SMB e _ beta actually turns negative in the 9 th and 10 th decile portfolios. Overall, the positive impact of productivity on small firms is strong: The correlation between the average excess return on each size portfolio and its corresponding productivity beta is high at 0.839. In addition, the productivity betas are larger in magnitude than the betas of t SMB e _ and t HML e _ .
[ Table 4 ]
Panel B of Table 4 shows the results for test portfolios formed on B/M deciles.
Again, the productivity beta, PF β , is positive. However, the relationship between B/M and PF β is non-linear and U-shaped: Both high and low B/M portfolios have larger productivity betas. One would expect low B/M, that is, high growth stocks to be correlated with high productivity, but the relationship for high B/M firms is a surprise.
One explanation is the indirect relationship through size, that is, B/M may be correlated with size.
In order to disentangle the effects of productivity on B/M and size, Panel C of Table 4 shows the results for the 25 portfolios formed on both size and B/M quintiles.
Again, PF
β decreases with size. However, more importantly, we are able to isolate the impact of productivity on B/M portfolios by examining the beta pattern within each size quintile. For each size portfolio, B/M has in general, a negative relationship with the productivity beta. That is, growth firms have a higher productivity beta, as we hypothesized. These results are consistent with Schumpeter's argument that productivity changes generate new industries (captured here by small, growth firms), and the destructive forces of capitalism make them risky.
Note that the residual of HML isn't able to explain high growth firms (first quintile by B/M within each size quintile); it either has the wrong sign, or is statistically insignificant. Also, the residual of SMB has the wrong sign for high value firms (fifth quintile by size). However, overall, one cannot dismiss the observation that the residuals of SMB and HML have important explanatory power in the rest of the regressions, suggesting that in addition to proxying for productivity, size and B/M are robust risk factors in their own right.
III.B Asset Pricing Tests
The results in the previous section provided informal evidence that productivity helps explain the cross-section of stock returns. We now turn to two formal asset pricing tests:
the classic two-pass Cross-Sectional Regression (CSR) model 10 and the Stochastic Discount Factor (SDF) model.
III.B.1 Two-pass CSR approach
In the two-pass CSR model, we first run a time-series regression for each test portfolio. Using the estimated portfolio betas, we then run a cross-sectional regression, and estimate the risk premium for each factor. This procedure is summarized as follows. 10 This approach is the most widely used asset pricing test. See for example, Fama and French (1992) , Harvey and Siddique (2000) , Lettau and Luvdigson (2001) , and Li, Vassalou, and Xing (2004) , among others. For a discussion of this approach, see Chen, Roll, and Ross (1986) , Shanken (1992) , Jagannathan and Wang (1997), Ferson and Harvey (1993) , and Kan and Zhang (1999) .
where it R is the excess return on portfolio i in month t, it R is the average monthly excess return on portfolio i, t f is a vector of risk factors, β i is a vector of factor loadings, λ is a vector of risk premiums, n is the number of test portfolios, and T is the number of monthly observations in the sample.
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We estimate (5) using Generalized Least Squares (GLS), to account for the fact that the residuals may be correlated with each other. To assess whether the linear specification is correct, we report Shanken (1985) 's Cross-Sectional Regression Test (CSRT) statistic. This statistic measures the aggregate expected return errors; its finite sample distribution under the null hypothesis is provided by Shanken.
III.B.2. Stochastic Discount Factor Approach
The other asset pricing test we perform follows the Stochastic Discount Factor (SDF) approach. It can be implemented using the Generalized Method of Moments (GMM) pioneered by Hansen (1982) . The GMM method is widely used in asset pricing tests, including Jagannathan and Wang (1996 , 2002 , Jagannathan, Kubota, and Takehara (1998), Campbell and Cochrane (2000) , Lettau and Ludvigson (2001) , Hodrick and Zhang (2001 ), Farnsworth, Ferson, Jackson, and Todd (2002 ), Dittmar (2002 , among others. As discussed in Cochrane (2001) , there is no consensus on whether the two-pass CSR regression approach outperforms the SDF approach or vice versa.
Hence, we perform both tests.
The SDF approach directly tests (1), which in excess return format is:
where γ is the SDF, and R i is the excess return on portfolio i. The tradition is to specify the SDF as a linear function of a series of factors, i.e.,
where f is a vector of factors, a is a constant, and b is a vector of parameters. Kan and
Robotti (2008) 
With de-meaned factors, the vector of risk premiums is equal to:
As Cochrane (2001) explains, when factors are correlated, we should test H 0 : j b =0, to see whether or not to include factor j in an asset pricing model, rather than test H 0 : j λ =0. This is because j λ captures whether factor j f is priced, whereas j b captures whether factor j f is marginally useful in pricing assets, given the other factors.
If we reject H 0 : j b =0, then we should include factor j f when we price assets.
The literature compares the performance of competing asset pricing models using the Hansen and Jagannathan (1997) distance (the HJ distance). There are two nice interpretations of the HJ-distance. The first is that the HJ distance measures the minimum distance between the proposed SDF and the set of correct SDFs. The second is that it represents the maximum pricing error of a portfolio of excess returns that has a unit second moment. The smaller is the HJ distance, the smaller is the pricing error. Kan and Robotti (2008) suggest that a modification of the HJ distance is needed when de-meaned factors are employed. Their modified HJ distance uses the inverse of the covariance matrix (instead of the second moment matrix) of excess returns as the weighting matrix to aggregate pricing errors. We apply the modified HJ distance to compare model performance in this paper. We also employ Shanken (1992)'s correction to the standard errors of λ , to account for the fact that the betas estimated in the first step are used as regressors in the second step, thus creating an errors-in-variables problem.
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III.B.3 The Empirical Models
Our goal is to address the following two questions in the asset pricing tests: i) The dependent variable, R t , is the excess return on the test portfolio. To generate dispersion across the factors, we perform a three-way independent sort. All equities in our manufacturing sample are sorted into three portfolios according to productivity, size, and B/M. Hence, we have 27 equally-weighted portfolios formed from the intersection of the three independent sorts. Each portfolio has 474 monthly observations. Table 5 displays the formation and the mean excess return of each portfolio.
[ Table 5 ]
III.B.4. Empirical Results
Consider first the results from the two-pass CSR model. The first step of the model involves 27 time-series regressions, i.e., one for each of the test portfolio. Figure 2 summarizes the estimated betas of (or loadings on) the productivity factor, PFSIC4Q, for the four factor model with orthoganalized residuals in Table 4 . The portfolios are ordered according to Table 5 . The productivity betas are positive and significant for all of the test portfolios. Further, they monotonically decrease with size, in the same way as for the model in Table 4 , but the relationship with B/M is not as clear. However, within each of the size-B/M portfolio, the beta is the highest in the highest productivity portfolio.
[ Figure 2 ] Panels A and B of Table 6 shows the results from the SDF approach, with Panel A for the vector of pricing coefficients, b, and Panel B for the vector of risk premiums, λ.
First, the pricing coefficients of PFSIC4Q factor are positive and significant at five percent in Models 3 and 4. This result suggests that PFSIC4Q helps price assets, even in the presence of SMB, HML, and UMD. Second, Panel A shows that HML is highly significant in all four models, while SMB is never significant, and neither is UMD.
Hence, our results suggest that size and momentum are not useful in pricing assets in the manufacturing sector. Finally, the probability value of the modified HJ distance is close to zero, thus rejecting the hypothesis that the aggregate pricing error is zero at one percent. So it appears that there are other factors that may be important in explaining the cross-sectional variations in stock returns that are not considered here. Across the four models, the modified HJ distance in Model 4 is the smallest. This means that any misspecification present in Model 4 translates into a smaller pricing error than in the other three models.
[ Table 6 ]
Panels C of Table 6 shows the risk premium estimates from the two-pass CSR model. Rounded off to four digits, the estimated λ.'s are the same as those from the SDF model in Panel B. This confirms Cochrane (2001) and Jagannathan and Wang (2002) that the apparently "new" SDF approach is almost identical to the traditional CSR method.
The risk premium results in Panels B and C can be summarized as follows. First, the productivity risk premium is positive, although it is only significant at 10 percent in Models 3 and 4, as is the case for the market risk premium, M. (Note that the estimated market risk premium is quite reasonable: In Model 4, it is 0.50 percent per month, which translates to about six percent per annum.) Second, HML is a robust risk factor that is priced across all four models. However, the size (SMB) and momentum (UMD) premiums are not priced. Finally, Shanken (1995) 's CSRT statistics are significantly different from zero at one percent for all four models, again suggesting model misspecification.
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One might be troubled by the drop in statistical significance in the risk premium estimation. Ang, Liu, and Schwarz (2008) suggest that the issue may lie in the use of portfolios -as opposed to individual stocks -in asset pricing tests. They show that while portfolios improve the estimation of betas, they lead to higher asymptotic standard errors in the risk premium estimates.
The poor performance of the momentum factor for manufacturing stocks contrasts with the results from existing studies that use the whole CRSP database. To investigate, we construct a momentum factor using stocks from the manufacturing sector only.
Following Fama and French, we build six value-weighted portfolios based on size and returns in (-12, -2) months to create the manufacturing UMD. The latter has a mean of 0.5 percent per month, in contrast to a mean of 0.9 percent for the full CRSP sample.
Hence, the momentum premium in the manufacturing sector is considerably lower, and the difference is not due to size, as the way UMD is constructed, it has already neutralized the size effect. In order to explore the impact of past returns only, we follow Jegadeesh and Titman (1993) and create an alternative momentum factor based solely on past returns. We first sort stocks into deciles based on returns in (-12, -2) months, and construct a portfolio that longs stocks in the highest return decile and shorts stocks in the lowest return decile, with a one-month holding period. We find that this momentum factor has a mean of -0.4 percent. We conclude that momentum in manufacturing is much weaker than that in the full CRSP sample.
We have shown that productivity is a statistically significant risk factor. An important question to ask is whether it is economically significant. Consider the impact of ignoring productivity on returns. As shown in Model 4, Panel C of Table 6 , the productivity premium is 0.0030 per month. If we multiply it by one cross-sectional standard deviation (i.e., the standard deviation of the productivity beta estimates in the first step of the two-pass CSR approach), it translates into an excess return of 0.91 percent on an annual basis. This is economically significant because the Fama-French factors and momentum are already controlled for.
IV. Productivity and Market Structure
Next, we examine the impact of market structure on the relationship between productivity and stock returns. The Herfindahl Index measures the degree of concentration in each industry. It is constructed as the sum of squared market shares across all firms in the industry. Generally speaking, the larger the Herfindahl index, the less competitive the industry is, and vice versa. There are two opposite arguments about the relationship between the Herfindahl index and the cross-section of stock returns. The first is that in a more competitive industry, firms use more advanced technologies to improve productivity as a matter of survival. As a result, the product of the Herfindahl index and productivity should have a negative relationship to stock returns. The alternative argument is that in a concentrated industry (ie a high Herfindahl index), larger firms have the capability, in terms of capital, to use the latest technology to increase productivity.
We test the impact of the product of the Herfindahl index and productivity on the cross section of industry returns. The manufacturing sector includes exactly 20 2-digit SIC industries each year; we calculate the equally weighted monthly returns for each 2-digit SIC industries. Since Table 2 reveals that the correlation between productivity and the Herfindahl index changes sign around 1990, we divide the sample into two subperiods, and run a pooled OLS regression on the panel data. Table 7 shows the test results. The loading on the productivity factor itself is always positive and significant in the two sub-samples. However, the sign of the coefficient estimate of the interaction term for productivity and the Herfindahl index changes from insignificantly positive to significantly negative in the second sub-period.
In an unreported test, we do the same test using 4-digit SIC industry portfolios and find the productivity coefficient changes from insignificantly negative to significantly negative. It seems that since 1990, firms in more competitive industries are more likely to show higher productivity and gain from it. We acknowledge that in such a times-series cross-sectional setting we need to be cautious about the OLS t-statistics, since they are usually over-stated. However, we believe that the results still provide insight as to the impact of industry competition and productivity on equity returns.
[ Table 7 ]
V. Conclusion
In this paper, we examine the effect that productivity may have on stock returns.
We create a productivity factor using industry total factor productivity estimates from the NBER-CES database. This factor captures the difference in returns between industries with high productivity and industries with low productivity. On average, the productivity premium contributes 0.75 to 2.41 percent per annum for the range of productivity factors we construct, from July 1963 to December 2002.
Consistent with our hypothesis, productivity has a robust, positive impact on stock returns. We also expect productivity to come from small, growth firms. Indeed, we find that the productivity factor is positively correlated with the Fama and French size premium, SMB, and negatively correlated with their value premium, HML. In both a CAPM and a Fama and French framework augmented by the productivity factor, we find that for the 10 size portfolios, the productivity beta decreases monotonically with size. In other words, productivity has a bigger impact on smaller firms than on larger ones. We also find that within each size portfolio, the productivity beta is higher in lower book-tomarket portfolios. That is, growth firms have a higher productivity beta.
We then examine through asset pricing tests whether productivity is priced, and we find that it is indeed, even after controlling for SMB, HML, and the momentum factor, UMD. Our results show that, although SMB and HML contain some productivityrelated information, this is not the reason that the Fama-French model is able to explain the cross-section of stock returns. SMB and HML appear to contain other significant price information, unrelated to productivity. Our results show that productivity is a variable worth considering in asset pricing tests, above and beyond size and book-to-market. Finally, using the Herfindahl index, we find that since 1990, firms in more competitive industries are more likely to show higher productivity and gain from it.
Figure 1 Annual Stock Returns and Productivity Growth in the Manufacturing Sector
This figure represents the value-weighted annual stock returns in the manufacturing sector and the capital stock-weighted productivity growth. The sample period is from July 1963 to December 2002. Value-weighted returns are constructed from July 1 in year t to June 30 in year t+1. Productivity growth is the rate of change in the 5-factor productivity level in the calendar year t-1 for 4-digit SIC industries. This figure plots the loadings or the coefficient estimates of the productivity factor. The four-factor orthogonal OLS regression model is: Panel A presents the summary statistics for the capital-weighted average productivity, value-weighted stock price index, size, and B/M for each year. Panel B presents the correlation between each pair of variables. The productivity level is the annual 5-factor total productivity estimate from the NBER-CES Manufacturing Industry database. Both the productivity and the stock price level are normalized to one in 1963. Firm size is the market capitalization. The book-to-market ratio is book equity divided by market equity. The Herfindahl index is the sum of squared shares of each firm. The share of each firm is the market capitalization of the firm divided by the total capitalization of the industry. The higher the Herfindahl index, the less competition there is. Three asterisks (***) indicate statistical significance at 1 percent, two (**) indicate significance at 5 percent, and one (*) indicates significance at 10 percent. This table presents the annualized percentage returns of several alternative specifications of the productivity factor-mimicking portfolios. PFSIC4D is the productivity factor formed on SIC 4-digit productivity deciles (top decile minus bottom decile equallyweighted portfolios). PFSIC3Q is the productivity factor formed on SIC 3-digit productivity quintiles (top quintile minus bottom quintile equally-weighted portfolios). The correlation coefficient between mean excess returns and the beta of PFSIC4Q is 0.839. The correlation coefficient between mean excess returns and the beta of PFSIC4Q is -0.497. This table reports the results of the asset pricing tests using 27 size/Book-to-Market/productivity sorted manufacturing portfolios. Panels A and B show the results from the SDF approach: Panel A for the estimates of the pricing coefficients, b, and Panel B for the risk premiums, λ . Panel C shows the estimates of the risk premiums from the two-pass cross-sectional GLS regression approach.
Panel B: Portfolios Formed on B/M Deciles
Panel C: Portfolios Formed on Size and B/M Quintiles
Monthly data for M, SMB, HML, and UMD are obtained from Ken French's website. PFSIC4Q t is the monthly productivity factor. Three asterisks (***) indicate statistical significance at 1 percent, two (**) indicate significance at 5 percent, and one (*) indicates significance at 10 percent. are the residuals from regressing M, SMB, and HML on PFSIC4Q t , respectively. The Herfindahl index is the sum of squared shares of each firm in the industry. The share of each firm is the market capitalization of the firm divided by the total capitalization of the industry. Three asterisks (***) indicate statistical significance at 1 percent, two (**) indicate significance at 5 percent, and one (*) indicates significance at 10 percent. 
