next-day timeliness compared to the 1-2 week delay reported in traditional CDC ILI surveillance 1 . The assertion by Ginsberg et al. 1 , however, that internet search term estimates enable public health officials to respond better to seasonal and pandemic influenza does not take into account the current practice of public health, or the state of the art in electronic disease surveillance.
Local and state health departments in the U.S. have increasingly used electronic syndromic surveillance systems to monitor influenza-related morbidity 3 . The advantages of monitoring febrile, respiratory and ILI syndromes using electronic outpatient and emergency department (ED) data at the local and state level have previously been shown [4] [5] [6] [7] . The Distributed Surveillance Taskforce for Real-time Influenza Burden Tracking and Evaluation (DiSTRIBuTE) is a collaborative working group of state and local health departments conducting this type of syndrome-based surveillance as part of daily public health practice 8 .
Designed in a framework consistent with the Markle Foundation Connecting for Health guidelines for health-data sharing, security and patient privacy 9 , the DiSTRIBuTE network electronically receives data from regional health departments aggregated by day, syndrome, however, is the inability for health officials to characterize and understand increases in this system, collect additional information and obtain specimens from affected individuals for definitive diagnosis, particularly given the tenuous and inferred relationship between search queries and true illness. Without the ability to link detection to investigation and response 10 , this proposed surveillance system may offer little utility to public health practitioners.
Future research could illustrate whether the greater timeliness in ED visits at the city level compared to state-wide Google estimates reflects an underlying urban-rural difference, and investigate the utility of internet search queries for other surveillance needs such as epidemic acute gastroenteritis and allergic asthma. But closer cooperation with public health practitioners is required to create tools for investigation of such increases, and to enable more direct communication between public health authorities and the searching public. . a, Observed weekly proportion of fever, respiratory and influenza-like syndrome ED visits reported by DiSTRIBuTE network participant sites (blue), proportion of US CDC-reported sentinel ILI visits (red), and model ILI estimates based on Google search engine query data (black). Weekly DiSTRIBuTE visits were recorded year-round by participating US health department electronic surveillance systems representing 6 of 9 US surveillance regions, from 3 large-city and 5 state systems reporting 31 million total and 281,000 average weekly visits during the period. Weekly CDC-reported visits were recorded during each 33-week influenza season from all 9 US regions, covering 31 million total and 436,000 average weekly visits. b, CDC-collaborating laboratory influenza isolates reported in the US are shown by week (grey). c, Age-specific temporal epidemic response surface plot 3 shows relative increase in aggregated DiSTRIBuTE visit-proportion over lower-quartile baseline as colour-gradient by week and age group. We present previously unpublished data and analysis from a network of local health department electronic disease surveillance systems. These local systems capture near-time data and analyse it on a daily basis, with equal or greater timeliness as the Google system. The local surveillance data are used routinely to validate and characterize increases and epidemic signals, and to drill down into the data and reach out directly to facilities or clinicians to investigate events. Our working group had many concerns with the paper, they included: first, that the 1-2 week delay reported with US CDC sentinel physician network data was presented as a straw man comparison for evaluation of internet search timeliness; second, the lack of age-specific and regional aggregation, and inability to validate data or investigate epidemic signals in search data were critical shortcomings. Also, at the heart of our concern was a general question:
Simply, When is epidemic flu detected?
Despite the implicit assertion in the title of the Author's Letter "Detecting influenza epidemics using search engine query data" Nature 457, 1012-1014 (2009), we were concerned that the internet search data presented were not detecting influenza epidemics as much as following their course once well on there way. Detection implies identifying something that is otherwise hidden, and the early seasonal patterns and correlations suggest the emergence and early waves of influenza were not being detected in the search data (Supporting Figure 1a, shaded periods). The monumental (and commendable) data-driven approach Ginsberg et al. We agree with the Authors that a fixed-size moving correlation window can be additionally informative. However, we believe the expanding window week-by-week correlations based on cumulative seasonal data, as we present in our Communication Arising, provides an appropriate comparison for two reasons:
(1) public health knowledge of influenza at any point in time is based on the sum of the accumulated data to-date, not simply on the previous 10 weeks. Our wish was to present correlations based on each season's accumulated context. To address discrepancies due to limitations in early seasonal correlations, we presented our comparisons starting when correlation coefficients reached significance (p<0.05), which was the fifth week each season. To capture a correlation measure that mirrors the actual use of surveillance data, the expanding window provided a coefficient with significance based on the accumulated experience that season, with the final coefficient providing a summary measure for the entire season. For comparison, we present our analysis based on the expanding window showing correlation coefficients for the epidemic as elapsed (Supporting Figure 1b) , as well as on a 10-week moving window as the Authors suggest (Supporting Figure 1c) .
Nature Author Comment #2
As you can see in figure " a", our model's ILI percentages are typically underestimated during the week of Thanksgiving (week 47) each year. This makes sense, as search habits (much like physician visit habits) are different during holiday weeks. Our simple univariate model, which does not explicitly consider week-of-year as a variable, is not tuned to detect and adjust for this pattern. If you regenerate figure "d" while excluding week 47, the apparently massive dip in correlation disappears. Thus, it seems that your analysis is overly sensitive to a single week's variation.
We propose that you revise figure "d" using a fixed-size sliding window; preliminary analysis shows that N=10 weeks may be interesting. In this case, your first data point would be the correlation over weeks 40-49. However, as we don't have access to raw DiSTRIBuTe data, we cannot directly perform this analysis on your data.
We agree with the Authors that it makes sense that holiday behaviour can significantly impact internet search patterns. We are concerned, however, with what the implications are of having an underestimation in Google search fractions during the US Thanksgiving holiday that is inversely proportional to the actual observed shift in illness proportions seen in both the CDC and DiSTRIBuTE visit data.
To address the Author's concerns that Google week 47 data were not suitable for comparison with CDC visits (their gold standard), we followed their recommendation and removed it from the initial (Supporting Figure 1d) , and supplementary moving-window correlations (Supporting Figure 1e) . As suggested, the removal of this week from the Google data made the "apparently massive dip in correlation disappear". However, it did not erase lower correlation coefficients that were seen during the following weeks.
The removal of the Google week 47 effect did not show the analysis to be overly sensitive to a single week's variation. Rather it made the lagged increases and early waves in the Google estimate time-series more apparent during the 8 weeks that followed (shaded periods, Supporting Figure 1a ). Comparing the CDC and DiSTRIBuTE visit time-series data with Google estimates during this period found the patterns in the disease surveillance data sources to be consistent, while the increases and early waves seen in the internet search data appeared to be notably lagged. 
