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Abstract 
Empirical applications of the translog cost function often conclude that firms operate at increasing 
returns to scale. From the viewpoint of economic theory, this does not make sense. We demonstrate 
that empirical cost functions ignore the fact that differences in firm output depends on cost 
differences between firms. We show graphically and mathematically that ignoring this mechanism 
leads to an overestimation of returns to scale. We propose a slightly altered specification and test it 
empirically. The empirical results show that the alternative specification yields better statistical 
results and is consistent with economic theory. 
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1 introduction 
 
The empirical analysis of firms’ cost (and production) functions plays an important role in industrial 
economics. Cost functions provide useful information on the cost parameters and cost structure of 
an industry. Increasing computer power and data availability have induced a large number of 
empirical papers, often combined with stochastic frontiers. (see e.g Pels et al., 2003; Fries and Taci, 
2005; Goh and Yong, 2006) One of the main issues in empirical cost and production functions is the 
assessment of returns to scale in production. Empirical knowledge of returns to scale may play an 
important role in assessing the regulator’s response to industry consolidation (see e.g. Farrel and 
Shapiro, 2000).  
 
Many empirical studies in various industries find returns to scale to be increasing or not significantly 
different from constant, as Table 1 suggests.  This could be true for some sectors and some 
specifications of the cost function. In general however, increasing returns to scale are inconsistent 
with economic theory, and even constant returns to scale are not very likely. The influential paper 
on entry by Bresnahan and Reiss (1991) hinges on the condition that marginal costs are increasing 
for any market with more than one firm. In fact, it is pretty straightforward that a competitive 
equilibrium with fixed costs requires decreasing returns to scale, whereas increasing returns to scale 
are limited to (natural) monopoly markets (see e.g. Panzar and Willig, 1977). 
 
The discrepancy between the empirical studies and economic theory stems from the fact that the 
empirical cost functions implicitly take quantities as exogenous, whereas theory states that efficient 
firms grab a larger market share. In this paper, we will show that taking into the endogenous nature 
of quantities will lead to a different economic interpretation of empirical cost functions, and often to 
a different conclusion with respect to returns to scale. 
 
The remainder of this paper is organized as follows. Section 2 takes a brief look into recent empirical 
applications of the translog cost function and explores the conclusions. In section 3, we develop a 
simple model linking scale economies and market equilibrium and explaining why empirical cost 
functions fail to measure scale economies correctly. Section 4 follows up on the model, exploring 
what empirical cost functions do tell us about scale economies and how empirical results can be 
interpreted. The data and empirical illustration of our findings are then described in section 5. 
Section 6 concludes the paper. 
 
 
2. Findings in the recent literature 
 
A fairly large number of studies using the translog cost function has been published recently. We 
limit ourselves to studies that have appeared over the last fifteen years and that apply to markets 
where entry and exit are to a certain extent free. This leaves out studies regarding utilities, railways 
and so on. The majority of the studies focus on banks, mainly because of the availability of good 
quality data and the policy relevance of scale economies with respect to mergers. Table 1 
summarizes the results from these studies 
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Table 1 Summary of findings in recent empirical translog cost functions 
 reference  remark  industry  Scale 
economiesa 
sign of parameter of 
quadratic termb 
Altunbaș et al., 2001    banks  IRS  positive 
Altunbaș et al., 1997    banks  DRS  positive  
Berger et al., 1997    banks  IRS  ‐* 
         
Chua et al., 2005  concavity 
imposed 
airlines  IRS  positive 
  not imposed    IRS  negative 
Fries and Taci, 2005    banks  CRS  positive 
Goh and Yong, 2006  model A  airlines  IRS  negative 
  model B    IRS  negative 
  model C    IRS  negative 
Hansen and Zwanziger, 
1996 
California 1981  hospitals  CRS  mixed 
  California 1985    CRS  mixed 
  New York 1981    CRS  mixed 
  New York 1985    CRS  mixed 
  Canada 1981    CRS  mixed 
  Canada 1985    CRS  mixed 
Hughes and Mester, 
1993   
banks  IRS  mixed 
Hughes and Mester, 
1998   
banks  IRS  ‐* 
Humphrey, 1993    banks  DRS  positive 
Malhotra et al., 2001  1999 data  retail 
superannuation 
funds 
CRS  negative 
  2000 data    CRS  positive 
McCarthy and 
Urmanbetova, 2006 
  pulp and paper 
industry 
IRS  negative 
Mountain and Thomas, 
1999 
  banks  DRS  positive 
a: bold: scale elasticity significantly different from one 
b: bold: parameter significantly different from zero 
*: not reported 
 
The fourth column in table 1 shows that increasing returns to scale are often found in the empirical 
literature, and for many different industries. We found only three studies where economies of scale 
are significantly different from unity (implying CRS). It should be noted though that many studies do 
not report the statistical significance of the scale parameter.  The right hand column provides 
information on the shape of the cost function. The translog cost function is famous for its very 
flexible functional form, but flexibility comes at a cost. Concavity is not guaranteed, whereas one 
would expect a cost function to be concave. A positive sign for the parameter of the quadratic term 
implies that the cost function is concave, which is not always the case for all goods. 
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Some of the papers mentioned in the table are merely good and relevant applications of translog 
cost functions, whereas some of the others also address methodological issues. Chue et al. (2005) 
discuss the issue of concavity of the cost function, which is somewhat related to the issue addressed 
in our paper. Chue et al. (2005) impose local concavity on a translog cost function of airlines and 
note that this leads to a shift in conclusions. Not only does the sign of the parameter of the 
quadratic term switch, but the conclusion on scale economies also changes. The unrestricted version 
of the model suggests significant economies of scale, whereas the version with imposed concavity 
severely weakens this conclusion. This finding is much in line with ours, as we will see in the 
following section. Hughes and Mester (1993, 1998) find increasing returns to scale for banks. They 
conclude that scale economies are to a large extent caused by the fact that larger banks are 
perceived safer and therefore pay lower risk premiums. 
 
 
3. Scale economies and market equilibrium 
 
In this section, we develop a simple model describing firm’s behaviour in a market with free entry 
and fixed costs. Firms maximize profits: 
 
  (1) 
 
The backbone of the model is a single product translog cost function. Input prices are omitted for 
analytical tractability: 
 
  (2) 
 
Where F denotes fixed costs and   represents the cost elasticity of X. If  , the 
cost function exhibits increasing returns to scale,   denotes constant returns to scale 
and   implies the presence of decreasing returns to scale. From the log differential, we 
may define marginal costs as  .  In the competitive equilibrium, price equals marginal 
costs: 
 
  (3) 
 
Substitution of (2) and (3) into the profit function (1) yields a profit of: 
 
  (4) 
 
For profits to be positive, we require: 
 
  (5) 
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This implies that constant or decreasing returns to scale at the firm level are a necessary condition 
for profitability. This is simply a slightly different way of formulating the straightforward textbook 
knowledge that “…the supply curve of a competitive firm must lie along the upward sloping part of 
the marginal cost curve.” (Varian, 2006, p. 388).  
 
In imperfect markets, this conclusion does not hold per se, but it is fairly straightforward to argue 
that increasing returns to scale will lead to cut‐throat price competition and hence the exit of firms 
out of the market until constant (or decreasing) returns to scale are reached or only one firm is left. 
In equilibrium, increasing returns to scale is therefore feasible for natural monopoly markets only, 
whereas constant returns to scale in the presence of fixed costs can only prevail if firms have 
sufficient market power. 
 
Based on our analysis above we conclude that the vast majority of markets should operate at 
decreasing returns to scale. This is however not what we observe from empirical studies. We will 
argue below that the discrepancy between theory and practice follows from the implicit assumption 
in empirical cost studies that the firm‐level production does not depend on costs.1 We will adjust the 
model outlined so far by allowing for cost differences between firms and assess how this affects 
their individual output levels.  We adjust cost equation (2) to account for differences in cost levels, 
allowing parameter γ to vary between firms: 
 
  (6) 
 
Firms equate marginal costs to marginal revenue to maximize profits.: 
 
  (7) 
 
Where    can be linked directly to the conjectural variations theory. (see e.g. Bresnahan, 
1981 and Perry, 1982). The conjectural variation model assumes that each firm expects (conjectures) 
an output reaction by rival firms as a function of its own output. In a simple two firm game, the 
conjectural variations parameter may be written as  . The value of   can ten then be 
interpreted as a measure for the ferocity of competition. If  , firms behave consistent with 
the Bertrand model, whereas a market with   can be best described by the Cournot model. 
Monopoly or cartel markets are characterized by a unity value for the conjectural variations 
parameter. Sticking to the simple two‐firm case for instructional purposes and using a simple inverse 
demand relationship, such as  , we note that  , which equals 
zero for the Bertrand or competitive equilibrium.  
                                                            
1 Torres and Morrison Paul (2006) also address the issue of output endogeneity, but they do so from the angle 
of demand uncertainty. 
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Equation (7) reveals that marginal costs are equal for all firms in the competitive equilibrium. Figure 
1 below illustrates that cost differences in a competitive market may lead to erroneous conclusions 
regarding economies of scale. The upper half of figure 1 shows two firms with different marginal 
cost levels and otherwise identical cost functions.2 It is immediately clear that both firms operate at 
decreasing returns to scale, as the marginal cost curve is upward sloping. Since both firms are price 
takers, the low cost firm produces more than the high cost firm (XL>XH). The lower half of the figure 
shows how this translates to what the empirical researcher observes. She observes only two points: 
(lnXH, lnCH) and (lnXL, lnCL) in the lower half of figure 1.  We can hardly blame the empirical 
researcher for concluding that the cost structure in this market inhibits increasing returns to scale, 
whereas all firms are in fact experiencing decreasing returns to scale.  
 
Figure 1  Graphical representation of the competitive equilibrium 
Marginal costs, price
P
MCH
MCL
X
ln C
ln X
ln CH
ln CL
XLXH
lnXLlnXH
Estimated cost function
 
The graphic illustration is pretty straightforward for the competitive equilibrium, but it can be shown 
to hold for any market with little or no price dispersion.  We also note that the problem with the 
measurement of economies of scale lie in the endogenous nature of output, rather than in the 
specification of the translog cost function. This implies that our conclusion is likely to hold for other 
specifications as well, including parametric and non‐parametric frontier functions. Frontier functions 
take efficiency differences between firms into account, but they too ignore the fact that these 
differences have already affected firm behaviour and therefore bias the observed data points. Our 
                                                            
2 Cost differences are exaggerated for illustrational purposes. 
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findings are qualitatively consistent with Burnside’s (1996) observation that cross‐industry 
restrictions on the parameters induce an upward bias in the estimated degree of returns to scale. 
 
 
 
4. What empirical cost functions really tell us 
 
We have shown in the previous section that the implicit assumption that individual output does not 
depend on individual costs in empirical costs functions leads to incorrect interpretations of the 
parameters of the cost function. But what do these parameters tell us? Let us explore the model 
from the previous paragraph a little further to find out. Note that the incorrect observation of 
constant returns to scale stems from the fact that individual firms adjust their output based on cost 
differences. We rewrite equation (7) to find: 
 
  (9) 
 
And substitute this result into the cost equation: 
 
  (10) 
 
For the competitive case, equation (10) reduces to a form that looks somewhat like the translog cost 
function in equation (2), but has a different interpretation.  Note that   boils down to 
marginal costs divided by average costs, which equals the scale elasticity (see Goh and Yong, 2006, 
page 849, as well as equation (7) above). Note however that equation (10) suggests that   
should be in the equation, rather than just  . This removes the information on returns to scale 
from the equation, although it can still be evaluated through computation. Furthermore, the 
estimated parameter for   equals  , which equals the parameter from cost equation (2), 
but with an opposite sign.  
 
In the non‐competitive case, the parameter for    reflects a scaled version of the (average) 
conjectural variations parameter. A significant (negative) value for this parameter should normally 
coincide with positive price‐cost margins. Estimated values for this parameter may be compared 
with estimates from studies aimed at assessing the conjectural variations parameter (e.g. Brander 
and Zhang (1990) and Oum, Zhang and Zhang (1993)). 
 
 
5. An empirical illustration 
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We illustrate out theoretical findings by means of a simple empirical illustration. It is the purpose of 
this section to give a rough idea of how our proposed adjustment of the translog model works out in 
practice. We use data on US airfreight‐carriers for 2007. Other than passenger transport by air, air 
freighters deliver a more or less homogenous product. The Bureau of Transport Statistics provides a 
large amount of data on US air carriers, including financial data and data on outputs.3 We use tables 
T2 (U.S. Air Carrier TRAFFIC And Capacity Statistics by Service Class) and P‐12 (quarterly profit and 
loss statements). We aggregate the traffic data to quarterly data by carrier and region (BTS 
distinguishes between Atlantic, Domestic, International, Latin America, Pacific and System) and 
select carriers that do not transport passengers.4 This leaves us with a dataset of 135 observations, 
which is fairly small, but large enough for our purpose.  
 
We use operational quarterly expenses as a measure for costs and available ton miles as a measure 
for output. Table 2 provides the descriptive statistics for our dataset. It is clear from the figures that 
they cover a wide range of costs and outputs and that both are spread uneven over the population. 
About 70 percent of the observations lie in the first 10 percentile of the data. 
 
Table 2   Descriptive statistics 
  Mean  st Dev  Min   Max 
Operational expenses (x $1 000)  237 703  656 735  0.03  3 844 896 
Available ton miles (millions)  993  1 820  0.45  10 300 
number of observations: 135         
 
We standardized all variables to their own means and estimated equations (2) and (10) from the 
model in the previous section. Table 3 below provides the estimation results for both models. 
 
Table 3   Estimation results for logarithm of operational expenses 
variable  parameter  model 1 
(equation 2) 
model 2 
(equation 10) 
constant  F  0.212 
(0.3) 
‐8.48 10‐4
(‐0.0) 
    ‐0.356
(‐0.2) 
 
 
 / ‐   
1.095
(1.5) 
0.986
(25.1) 
 
P    0.004
(3.9) 
   
  ‐0.034
 (‐6.5) 
       
adj R2    0.69  0.89 
Log Likelihood    102.9  171.1 
                                                            
3 See http://www.transtats.bts.gov/databases.asp?Mode_ID=1&Mode_Desc=Aviation&Subject_ID2=0 
4 Carriers that transport passengers, also transport freight as a secundary output. The joint production process 
–although interesting for a sector study‐ complicates the analysis and would not serve the illustrational 
purpose of our analysis. Also note that prices of passenger air services are far from homogenous, whereas our 
theoretical analysis is based on that assumption. 
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F    151  351 
t‐values in brackets 
 
Model 2 clearly performs better from a statistical point of view. None of the parameters in model 1 
is significantly different from zero, which is probably due to data quality and the fairly simple nature 
of our analysis. Model 1 suggests that the industry is operating at increasing returns to scale, but 
given its poor statistical performance, this is not a very solid conclusion. It does however confirm our 
earlier statement on the discrepancy between economies of scale in empirical studies and economic 
theory. 
 
The model parameters of model 2 have the expected sign, except for the parameter of lnX2, which is 
expected to have the opposite sign from the same parameter in model 1. On top of that, concavity 
of the cost function requires this parameter to be negative, which it is not. The other parameters 
have the expected sign and order of magnitude. The model suggests that the market for air freight 
transport is not far from being competitive, with   being close to 0, though the difference is 
significant. We also find that –on average‐   is close to one, which is consistent with the low 
value for  . 
 
6. Conclusions 
 
Empirical cost functions do not take into account that cost differences between firms lead to 
behavioral responses. This omission may lead to erroneous conclusions on economies of scale. 
Efficient firms are likely to produce more output in markets with homogeneous prices. We show that 
this behavior may lead the empirical researcher to conclude that the market exhibits increasing 
returns to scale, whereas each firm in the market actually operates at decreasing returns to scale.  
 
We propose an alternative specification that takes into account behavioral responses and illustrate it 
using data on air freight carriers. Although the empirical results leave room for improvement, we 
show that the alternative specification sticks closer to economic theory and provides a better fit. 
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