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ABSTRACT

Three methods for optimizing a proportional and a proportionalintegral controller parameter problem were investigated on an
iterative analog computer.

The three methods were the parameter-

perturbation correlation method, the absolute biasing method, and the
variable step size method.
linear.

The process controlled was third order

The performance function used to judge the quality of the

controller was the time integral of the absolute value of error.

All

three methods required a trial and error adjustment of the parameters
used in these methods.
methods.

The optimum solution was obtained by all

The absolute biasing method, for both the proportional and

the proportional-integral controller problems, encountered difficulties with larger postconvergence oscillations than the other two
methods.

The rate of convergence was slowest for the variable step

size method but its results were the most stable of the three
methods.
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I.

INTRODUCTION

The control system design for a chemical process can affect the
design and equipment cost, operating cost, the production rate,
operator acceptance and other factors.

The effect of the control

system on these factors can be formed into a numerical measure of the
quality of the control system.

This measure is called various names,

but the name performance function will be used In this study.

The

best control system design is the solution of the optimum control
problem.

The optimum control is that control system which produces

the best value of the performance function for a given process and
performance function. 1

The type of control system used is limited

only by the performance function.
Solution of the optimum control problem requires increased
design work in order to find the optimum control system.

Some solu-

tions may require the use of a special controller, as for example, a
digital computer with cost, development, and operator training problems.

For these and for other reasons, the type of control system

may be specified as a type other than the optimum type.

The sub-

optimum control problem thus fonmed has a fixed controller type, but
the controller parameters which set the controller action rate are
varied to solve the problem.
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The value of the performance function depends on the controller
parameter values of a given suboptimum control problem.

This problem

can be solved by adjusting the controller parameter values in order
to search for the optimum controller parameter value in terms of the
performance function.

A.

THE PROBLEM
This study tested three methods for solving two similar sub-

optimum problems by means of an Iterative analog computer.

The three

solution methods were the parameter-perturbation correlation method
of Gonzalez and Huterspaugh, 2 the absolute biasing method of Howell ,3
and the variable step size method (a modification of the absolute
biasing method).

The two suboptimum control problems differed only

in that one had a single controller parameter value to be optimized
while the other had two controller parameter values to be optimized.
Both of the suboptimum control problems used the same third order
process and the same type performance function (Integral of absolute
error).
The controller, process, and performance function equations
which form the two suboptimum control problems are shown as Table I.
These equations together will be referred to as the simulation.

Two

controller equations are shown because a different controller is used
in each of the two problems.

The controller parameter being opti-

mized will be called the parameter (proportional or integral parameter).

Use of the proportional controller forms a one-parameter

-3-

Table I
Controller, Process, and Performance
Function Equations

Process Equation:
d3x

(it3"-

d2x + 7 dx + 5
Tll (fiT
3 dt b x- controller output. 0

Controller Equations:
error • x - setpoint
Proportional:

controller output= Kp(error)

Proportional-Integral:
controller output • Kp(error) +

fot

KtKp(error)dt

where Kp Is proportional parameter
Kt is integral parameter
Performance Function Equation:
Performance function • minimize fot lerrorldt
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optimization problem (for the proportional parameter).

Use of the

proportional-Integral controller forms a two-parameter problem (the
proportional and the integral parameters).
The process or plant used In the study was that of three first
order lags In series.

The time constants selected were 1/3, 1/2, and

I second for the first order lags.

This process was chosen because

root locus analysis showed this process to be stable at small values
of the controller parameter but unstable at large parameter values.
The optimum controller parameter values would be small and could not
be Infinite for this reason.
The performance function was based on the time Integral of the
absolute value of the error between the setpolnt and the process
value after a step change In the setpoint value.

The performance

function was the value of the time Integral defined above ten seconds
after the step change occurred, and the optimum performance function
was the smallest value possible.

The step change in the setpolnt was

a ten-unit Increase over the steady state value.
All three solution methods used a two-period cycle.

The parame-

ters were Increased or decreased by a small amount called the step
during the first period and then the simulation was solved, producing
the performance function for the changed parameter values In the second period.

This cycle was repeated until the cumulative effect of

the steps changed the parameter value to the optimum.

The three

methods differed in the calculation of the magnitude and direction of
the step.

The parameter-perturbation correlation method used the

approximate gradient to determine the size and direction of the step.
The absolute blaslng method had a fixed step size.

The direction of

-5-

this step depended on whether the last step had been successful.

If

the last step was successful, the following step was in the same
direction.

The variable step size method differed from the absolute

biasing method in that the step size varied and depended, in part, on
the gradient.

The solution method gains and time constants for the

calculation of the step size were the method parameters.

Each method

was tested at several different method parameter values to find the
effect of these parameters.

The effectiveness of each solution meth-

od was measured by the time required to solve the suboptimum control
problem and the amount of oscillation and the mean value of the controller parameters when the problem was solved.
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II.

REVIEW OF LITERATURE

Several methods have been developed to program an iterative
analog computer for optimizing a problem.

Bekey made a survey of

optimization methods usable on hybrid computers.4

Several methods,

including random search, Newton-Raphsom, Gauss-Newton, Fibonacci
search, appear very difficult to program on an iterative analog computer and were not considered for this problem.

The stochastic

approximation methods are useful where the performance function is
contaminated with noise, as may be the case with a real process.

The

problem studied was simulated on the computer and showed little noise
in the performance function, so the stochastic approximation methods
were not considered for this problem.
Bekey suggests one search method,

11

usable on an iterative analog computer.

exhaustive enumeration, 11 as
The parameter range is

divided into a number of equal intervals for this method.

The per-

formance function values are calculated for the parameter values at
the endpoints of these intervals or, if more than one parameter is
optimized, for all combinations of endpoint values.

The best per-

formance function value is selected from the calculation results, and
the parameter value that produced this performance function value is
selected as the optimum parameter value.

-7A.

ABSOLUTE BIASING METHOD
The hill-climbing methods avoid searching over the whole range

of the parameter space for the optimum by searching in the direction
that improves the performance function.
are divided into two groups:

The hill-climbing methods

the gradient methods, which require the

calculation of the local slope or gradient, and the nongradlent methods, which do not use stope Information.
climbing method is absolute biasing.

One nongradient hill-

Howell used this method to

optimize a transducer design.3
The parameter is changed In value between solutions of the simulation by adding a constant-sized step or perturbation to it.
step may be either positive or negative in sign.

This

If the addition of

the step improves the performance function value, then another step
of the same sign as the last step is added to the parameter value.
If the performance function has a worsened value after the addition
of the step, then a step opposite in sign to the previous step is
added to the parameter value.
A relaxation technique Is used with this method to optimize more
than one parameter.

The first parameter is adjusted until a local

optimum for that parameter is found.
adjusted for a local optimum.

Then the second parameter is

The other parameters are adjusted for

their local optlmums in turn; and then the cycle is repeated, startIng with the first parameter again.

Howell assumed the local optimum

was found one solution after the second change of step sign for that
parameter.
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Howell was able to optimiza six parameters with the program
shown in Figure 1 and Tables II and Ill.

A complex analog circuit,

which is not shown in Figure 1, caused the stepping switch to advance
one position one solution period after the second change of step sign
for that parameter.

Howell points out that a comparator and a flip-

flop could be used to count the sign changes in place of the complex
analog circuit but that extraneous noise caused the binary logic
devices to give incorrect signals to the stepping switch, and so he
used the complex analog circuit for this purpose.
Howell used a Rep Op driver to control his computer operation.
The Rep Op drive alternated two periods (the operate period and the
reset period) in a cycle.

The transducer and performance function

equations were solved during the operate period and reset to new
initial conditions during the reset period.

The performance function

value after the step was compared to the previous performance function value at the end of the operate period.

The parameter values

are changed by a step during the reset period.
Howell's circuit is shown in Figure 1.

Components 1, 2, 3, and

4 in Figure 1 determined whether the performance function value was
Improved.

Track-hold amplifiers 1 and 2 held the value of the per-

formance function and produced this value as the output of amplifier
2 in the next operate period.

Amplifier 1 tracked in the operate

period and amplifier 2 tracked during the reset period.

Amplifier 3

inverted the performance function value so it and the value of the
previous performance function value were opposite in sign.
tor 4 had an analog output.

Compara-

The output of comparator 4 was + 50

volts If the performance function value had improved and was - 50

-9-

- PERFORMANCE
FUNCTION
-~n + J

COMPARATOR
WITH
ANALOG OUTPUT

4

t1

BISTABLE
±50V OUTPUT

SIGN OF STEP SIGNAL

STEP SIZE

CONNECTED
TO 5 OTHER
PARAMETER
ACCUMULATORS

Figure 1.

Howell's Optimization Circuit

±50V
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Table II
Timing Table for Figure 1

Component

Rep Op Period
Operate
Reset

T/H Amp

Track

Hold

T/H Amp 2

Hold

Track

T/H Amp 6

Track

Hold

T/H Amp 7

Hold

Track

Switch 8

Open

Closed

Integrator 10

Operate

Operate

Stepping switch 13 advances one position during
the reset period following the second change in
sign for a given parameter.
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Table Ill
Function Symbol List for All Figures

Symbol

Function

error

Difference between process output and the setpoint

Kt

Integral control parameter

Kp

Proportional control parameter

Sp

Setpoint

X

Process output

Zl, Z2

Intermediate values within process

•

Performance function

e

Optimized parameter

-12-

volts if the value had worsened.

The sign of the step was determined

by the components 5, 6, 7, and 11.
changed using multiplier 5.

The sign of the step could be

The output of multiplier 5 was opposite

in sign from the input to the multiplier when the signal from comparator 4 was - 50 volts, but no sign change occurred when the comparator signal was+ 50 volts.
Component 11 produced a bistable function.

The output of this

component was+ 50 volts for any positive Input, and the output was
-50 volts for any negative input.

Track hold 6 tracked in the

operate period and track hold 7 tracked in the reset period.
Switch 8 was closed during the reset period and open otherwise.
This switch prevented the parameter value from changing during the
operate period.
taken.

Potentiometer 12 adjusted the size of the step

Stepping switch 13 changed which parameter was optimized and

advanced one switch position during the reset period following the
reset period where the second sign change occurred.
and 10 produced the parameter value.

The amplifiers 9

Howell used six parameter accu-

mulators like that formed by amplifiers 9 and 10, but only one is
shown In Figure 1.

Amplifier 10 was in the operate mode during the

optimization.
Howell reported that the computer completed about twelve solutions per second and converged to an optimum in the order of one minute.

He suggested solving the optimization problem several times,

using different initial conditions each time to check that the optimum found was the best performance function value for the whole range
of parameter values and not just a local optimum.
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B.

PARAMETER-PERTURBATION CORRELATION METHOD
Hill-climbing methods which use information about the local

slope or gradient to determine the direction of search are grouped as
the gradient methods.

The steepest descent method determines the

size and direction of the step change in the parameter as the product
of minus one, a constant, and the gradient.

Other methods, including

the Newton-Raphsom, are suggested by Bekey, but seem difficult to
program on an iterative analog computer. 4

The gradient can be calcu-

lated by the sensitivity equation method or by a finite difference
method.

The sensitivity equation is equivalent to the partial

derivative of the performance function with respect to the parameter.
This differential expression may be stated In terms of the simulation
equation and solved simultaneously with the simulation on an analog
computer.

This method can be used on an iterative analog computer,

though nonlinear simulation equations make programing difficult.
The gradient can be found by finite difference methods Including
the correlation method of O'Grady.5

O'Grady's method requires that

the parameter be perturbed with a small step change.
modes are controlled by the Rep Op driver.
two-period cycle.

The computer

The Rep Op driver has a

These periods are operate and reset.

The simula-

tion Is solved during the operate period and Is returned to the
initial condition during the reset period.

The parameter is per-

turbed by a small step during the operate period and the sign of this
step changes before each operate period.

The performance function Is

multiplied by the sign of this step applied to the parameter and an
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RC filter acts on the product.

The output of the RC filter is an

approximation to the gradient.
The theory of O'Grady's correlation method can be based on a
Taylor's series expansion of the performance function.

The perfor-

mance function value depends on the parameter value added to the
perturbation:
PF(P + AP) • PF(P) + Ap 3PF(P) + Ap2 a2pF(P)
ap

2

ap2

•••

The third and higher order terms are dropped because these terms are
very small when the perturbation is small.

When the performance

function expansion is multiplied by the sign of the perturbation, the
first term has an average value of zero, and the second term has an
average value of IAPj aPF(P), which is the output of the RC filter.
3p
The gradients for two or more parameters can be produced by this
method.

Each parameter requires a performance function multiplica-

tion circuit, an RC filter, and a parameter perturbation section.
O'Grady says that the signs of the perturbations could be changed in
a "mutually orthogonal binary sequence," which is produced by a
binary counter advanced one count at the start of each operate
period.

The sign of the first parameter perturbation is changed at

the start of the operate period, but the sign of the second parameter
ts changed at the start of every second operate period.

The sign of

the perturbation for the third parameter is changed every fourth time
the operate period begins.
The gradient from O'Grady's correlation was used in the steepest
descent method, called the parameter-perturbation correlation method,
by Gonzalez and Muterspaugh. 2

Part of Gonzalez and Huterspaugh's
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circuit for a two-parameter model matching problem is shown In Figure
2.

For the first parameter, components 3 and 4 constituted the cir-

cuit which multiplied the performance function by the sign of the
parameter.

Amplifier 2 was the RC filter, and amplifier I was the

parameter integrator for the first parameter.
tor output was the parameter value.

The parameter Integra-

Amplifiers 1 and 7 were In the

operate mode during the reset period and changed the parameter value
by a step down the gradient.

These parameter Integrator amplifiers

were in hold during the operate period.
Components 8, 9, 10, and 11 made up the simulation circuit.

The

parameter value from the parameter Integrators was not perturbed
directly but indirectly by the perturbation circuit, which included
units 12 through 22.

The perturbation circuit multiplied the simula-

tion functions by the perturbations and added the product separately
from the products of the parameters and these same functions.
Switches 13 and 3 closed only when the first parameter was perturbed negatively, and switch 14 closed only when the perturbation of
the first parameter was positive.

The second parameter was perturbed

positively when switch 19 was closed and was perturbed negatively
when switches 20 and 5 were closed.

Potentiometers 16 and 22

adjusted the size of the perturbations.
The computer used by Gonzalez and Muterspaugh was a high iteration rate model, ASTRAC 11, which made 1000 solutions per second and
required 0.2 second to optimize their problem.

They found that the

size of the perturbations, filter time constants and gains of the
parameter integrator were best chosen by trial and error.

-16-

11

Figure 2.

Paraaeter·Pert urbatfon
Correlation Method

•
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Ill.

A.

SUBOPTIMUM CONTROL PROBLEM PROGRAMING

COMPUTER EQUIPMENT
This problem was solved on an iterative analog computer, Applied

Dynamics Model AD 32 expanded to 48 amplifiers.

This computer allows

independent control of the mode of 20 amplifiers.

This feature

allowed the amplifiers solving the process, controller, and performance function equations to operate independently of the amplifiers
in the optimization sections.
This computer has patchable binary logic devices including "or"
gates, flip-flops, and monostables (called

11

pulsers" by the manufac-

turer), also hybrid devices which include comparators, binary controlled switches and track-hold amplifiers.
ventional in action on this computer.

The

11

or 11 gates are con-

The output of a flip-flop will

change logic state when the input to the flip-flop trigger makes a
logic zero to logic one transition.

When the input to a monostable

trigger makes a logic zero to logic one transition, the output of
that monostable will change from logic zero to logic one for a set
period of time and then return to logic zero.

A hybrid device passes

information and control signals between the conventional analog
equipment and the binary logic section of the computer.

A comparator

wtll produce a logtc one output when the sum of the analog inputs to

-18-

this comparator is negative, and it will have a logic zero output for
a positive sum of inputs.

A binary-controlled switch closes an ana-

log circuit when this switch has a logic one input and opens that
analog circuit when the switch input is logic zero.

The output of a

track-hold amplifier is the analog input signal times minus one when
the binary input is logic one.

When the binary input is logic zero,

the track-hold output keeps the value it had at the time the binary
input made the transition from logic one to logic zero.

The logic

and hybrid devices were used in the optimization section programing.
The computer program was divided into two sections:

the process,

controller and performance function section (simulation), which generated a performance function value given the controller parameters,
and the optimization section, which produced the controller parameters given the performance function value.

B.

SIMULATION PROGRAMING
Figure 3 is the computer patching diagram to represent the pro-

cess, controller, and performance function programs.

Tables Ill

(p. 11) and IV list the potentiometers and symbols used in this program.

The programing was conventional with the possible exception

that the product K(error) was multiplied by 2.5 before multiplier 12
in order to avoid inaccurate multiplier output at low voltage inputs.
The process, controller and performance function equations
the simulation -- was solved for a problem time of ten seconds.

This

program was tl.me scaled on the computer by X 1000, so the solution

-19-

SP

-REF.

Kp (ERROR)

aX

fKt '),(ERROR)
10
12

X
Ki

200
100

ABSOLUTE VALUE CIRCUIT
ALL INTEGRATORS
MODE
OPERATE
RESET

Figure 3.

REP OP
PERIOD
OP
IC

Process, Controller, and Performance
Function Program

Kp
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Table IV
Potentiometer List for Figure 3

Variable

Potentiometer
Setting

3

Time constant of 1/3-second lag

0.3

5

Time constant of 1/3-second lag

0.3

6

Controller setpotnt

0. 1

9

Sca 1 i ng factor

0.25

13

Sealing factor

o.-4

Potentiometer
Number

-21-

time was 0.01 second.

The optimization section produced the propor-

tional and integral parameter values.

The value of the performance

function was stored by a track-hold amplifier In the optimization
section.

The simulation section was controlled by the Rep Op driver

of the computer and was alternately placed in operate mode for 0.01
second period and in reset mode.

C.

MANUAL METHOD
One of the simplest methods of optimizing on an analog computer

is the manual method.

The computer operator functions as the optimi-

zation section while the simulation is solved on the analog computer.
The value of the performance function produced by the simulation is
displayed on an oscilloscope while the operator uses a potentiometer
to set the parameter value for the simulation section.

The Rep Op

driver alternately places the simulation in the operate mode for 0.01
second and in the reset mode for 0.005 second.

The simulation picks

up the parameter value from the potentiometer when it is In the reset
mode and produces the performance function value for that controller
parameter value at the end of the following operate period.

The

operator changes the parameter values until the potentiometer setting
that gives the smallest performance function value is found.

The

manual method was used to check the solutions found by the other
three optimization methods studied.
The proportional control problem required about five to ten
seconds to find the optimum for an experienced operator.

The

-22-

proportional-integral control problem took about fifteen to twentyfive seconds to be optimized.

The proportional control problem had

an optimum point at 0.56 for the proportional gain, and the proportional-integral problem was

optimt~ed

at 0.18 for the proportional

gain and 5.7 for the integral constant.

D.

PERFORMANCE FUNCTION CURVES
Five curves of the performance function values produced by con-

troller parameters are shown in Figure 4.

The value of the propor-

tional parameter input to the simulation program was constant for a
given curve.

The Integral parameter input was slowly increased from

zero to over 0.7 for each curve.

ihe simulation was controlled by

the Rep Op driver and was solved about 65 times a second.

ihe per-

formance function value produced by amplifier 16 (Figure 3, p. 19) at
the end of the operate period

~as

stored by a track-hold pair.

The

first track-hold amplifier tracked the output of amplifier 16 during
the operate period.

The second track-hold amplifier tracked the out-

put of the first track-hold amplifier during the reset period.
output of the second track-hold amplifier was plotted versus the
integral parameter value used.

The

-23-
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IV.

A.

PARAMETER-PERTURBATION CORRELATION METHOD

PROGRAMING
The Parameter-Perturbation Correlation Method was applied to

this suboptimum control problem.

5 and in Tables V and VI.

The circuit used is shown in Figure

This circuit differed from Gonzalez and

Muterspaugh's circuit shown in Figure 2 (p. 16) in the way the perturbation was put into the simulation.
The optimizing circuit made up of integrators A3, A4, 82, 83,
switches 2CN, 2DN, and amplifier 88 performed the function of components 1 through 7 In Gonzalez and Muterspaugh's circuit.

The inte-

grators A3 and A4 generated the approximate gradient, and integrators
82 and 83 changed the parameter values along the gradient.

The

track-hold amplifier 209 held the final value of the performance
function during the reset period.
Potentiometers A1 and A2 were added to permit adjustment of the
filter gain and time constants.

Potentiometers 81 and 82 adjusted

parameter integrator gain.
Potentiometers 89 and 810 adjusted the size of the perturbations.
The perturbations were positive when switches 1U1 and 102 were closed
and were negative when switches 101 and 1U2 were closed.

The
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Table V
Potentiometer List for Figure 5

Potentiometer
Number

Variable

Al

RC filter gain and time constant

A2

RC filter gain and time constant

81

Proportional parameter integrator gain

82

Integral parameter integrator gain

B9

Proportional parameter perturbation

810

Integral parameter perturbation

Potentiometer settings are given with the results.

Table VI
Timing Table for Figure 5

Componen_t

Operate

Reset

Ree OE Period (4 c~cles)
Reset
Reset
Operate
Oeerate

-

-

Operate

-Reset

T/H Amp. 209

Track

Hold

Track

Hold

Track

Hold

Track

Hold

Amp. A3, A4, 82, B3

Hold

Operate

Hold

Operate

Hold

Operate

Hold

Operate

Switch 1Ul, 2CN

Open

Open

Closed

Closed

Open

Open

Closed

Closed

Switch I OJ

Closed

Closed

Open

Open

Closed

Closed

Open

Open

Switch 102, 2DN

Open

Open

Open

Open

Closed

Closed

Closed

Closed

Switch 1U2

Closed

Closed

Closed

Closed

Open

Open

Open

Open

I
N

.......
I
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amplifiers Bl and B4 summed the parameter values and the perturbations.

The switches were controlled by the binary counter formed by

flip-flops I and 2.

This counter advanced one count at the start of

every operate period.

The logic for this operation is illustrated in

Figure 5 and Table VI.

B.

ONE-PARAMETER OPTIMIZATION RESULTS
The parameter-perturbation correlation method was applied to the

one-parameter optimization problem by holding amplifiers A4 and 83
(Figure 5) in the reset mode during the solution of this problem.
The effect of Integrator mode timing of the RC filter and parameter
Integrator was examined.

A three-period timing cycle was used in

place of the Rep Op cycle so that the optimization method steps could
be separated.

This cycle was generated by three pulsers (mono-

stables) connected in a closed chain.
Ing Period One.
Three.

The simulation was solved dur-

The simulation was in reset during Periods Two and

The sign of the perturbation was changed at the start of

Period Three.
The output of the integrator 82 was the Inverted scaled value of
the proportional constant.

The scaled value In volts was one hundred

times the proportional parameter.

The initial value of this integra-

tor was either 0 volts or 100 volts.

The output of the integrator

would change from the Initial value and either increase until the
amplifier overloaded at about± 150 volts or the output would move
toward the optimum value and converge Into a steady state oscillation
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about a mean value which would be near the optimum point.

The inte-

grator mode timing of the RC filter and parameter integrator and the
potentiometer settings were found to determine the results In any
given case.

The output of the parameter Integrator tended to oscil-

late in value because the sign of the performance function input to
the RC filter changed for each iteration of the timing cycle.

The

parameter value rate of change decreased as the parameter value converged to the optimized value.
The parameter

value was examined on the oscilloscope when the

parameter was optimized.

Figure 6 was drawn from the oscilloscope

for a run where the integrators of the RC filter and parameter integrator were In the operate mode for all three periods.

This drawing

shows one complete oscillation about a mean value, and this oscillation has a period of two timing cycles.

The potentiometer settings

used for this drawing were AI - 0.15; Bl - 0.4; 89- 0.1.

Period One

was 0.01 second In length, Period Two was 0.005 second, and Period
Three was 0.004 second.
Figure 6 shows that the parameter value was changed in different
directions during Periods Two and Three.

The sign of the perturba-

tion and of the performance function was changed at the start of
Period Three.

The performance function value has the same absolute

magnitude In Period Two and the following Period Three but different
signs.

The change of the parameter value during Period Three worked

against the optimization done In Period Two.
The effect of placing the RC filter and parameter integrator in
operate mode during Periods One and Two was compared to placing these
two

Integrators In operate mode during Period Two only.

These two
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integrators were in the hold mode during periods in which they were
not in the operate mode.

The RC filter and parameter integrator

placed in operate mode in Periods One and Two produced more oscillation and faster convergence than did placing them in operate mode in
Period Two only.

When potentiometer Bl was adjusted for equal oscil-

lation in both cases, the case where the RC filter and parameter
integrator were in the operate mode during Period Two only produced
convergence about three times faster than the other case, as shown in
Table VII.

Run A-1 shows the results of placing these two integra-

tors in operate mode for Periods One and Two, and run A-2 is the
result of placing these two integrators in operate mode for Period
Two only.
The time required to converge to a steady state oscillation was
measured by a watch with a second hand.

This oscillation was

observed on an oscilloscope for about twenty seconds and the peak-topeak values were taken from the largest oscillation observed.

The

mean value fell halfway between these peak values.
A two-period cycle produced by the Rep Op driver was used for
runs A-3 through A-13.

The periods were the operate period (0.01

second) and the reset period (0.007 second).

The sign of the pertur-

bation and of the performance function was changed at the start of
the operate period.
period also.

The simulation was solved during the operate

The simulation was reset to the Initial conditions and

the parameter was optimized during the reset period.

The Rep Op two-

period cycle gave results with about the same oscillation, mean
value, and convergence rates as did a three-period cycle with operation of the RC filter and parameter integrator tn Period Two only.
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Table VII
Results of Parameter-Perturbation Correlation Optimization
of the Proportional Control Problem

Run
No.

Potent i ome te r Settings
Bl
AI
89

0 s c i 1 I a t i on at
Convergence

<v e-e>

Mean Value
(V) at
Conversence

A-1

0. 15

0.26

0.001

10

57

A-2

o. 15

0.93

0.001

10

58

A-3

0.4

0.2

0.01

7

A-4

0.4

0.2

0.01

7

A-5

0.4

0.2

0.05

7

A-6

0.4

0.2

0.05

7

A-7

0.4

0.2

0.25

10

A-8

0.4

0.2

0.25

10

A-9

0.2

0.2

0.05

14

55

A-10

0.4

0.4

0.05

14

55

A-11

0.4

0.4

0.05

14

A-12

0.4

0. 1

0.05

3

A-13

0.2

0.075

0. 1

5

*

Initial parameter value was 100 V.
On all other runs, initial parameter
va 1ue was zero.

*
*

Approximate
Convergence
Rate (sec)
2

53.5

3

53

2

54.5

2

54.5

2

52.5

*

*
*

52.5

55
55

3

55.5

2
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The effect of the potentiometers was investigated with results
as shown in Table VII for runs A-3 through A-13.

Runs A-3 through

A-8 show the effect of potentiometer B9 (Figure 5, p. 25), which
adjusted the size of the perturbation used.

The larger potentiometer

sizes caused faster convergence, but oscillation did not increase
until the 0.25 value was used.

A still larger value would cause the

parameter to go to overload values.
little effect on these results.

The initial parameter value had

Run A-9 shows the effect of decreas-

Ing potentiometer Al, which adjusted the filter gain and time constant.

Runs A-10, A-11, and A-12 show the effect of potentiometer

Bl, which adjusted the gain of the parameter integrator.

These

potentiometers adjusted the weight given to changes caused by the
perturbations in the performance function.
large oscillations and fast convergence.

The results tend to link
The last run, A-13, shows

the fastest converging results found within a limit of 5 volts peakto-peak oscillation by trial and error setting of the potentiometers.
This method of optimization required a trial and error setting of the
optimization section potentiometers before use.

If the potentiome-

ters were set for slow enough convergence, the parameter value would
not converge to the optimum point but stopped at any point where the
performance function versus parameter curve had a low slope.

On the

other hand, if the potentiometers were set for too fast a convergence
rate, there would be large oscillation in the parameter value and the
parameter could even fall to converge to the optimum point.
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TWO-PARAMETER OPTIMIZATION RESULTS
The parameter-perturbation correlation method was expanded to

the two-parameter optimization problem.

In order to separate the

effects of the perturbations, one parameter perturbation changed
direction after each solution of the simulation and the other parameter perturbation continued in the same direction for two successive
solutions and then changed.

The perturbation directions were con-

trolled by the output of a binary counter.
The circuit used is shown in Figure 5 (p. 25).

The Rep Op two-

period cycle evolved In the one-parameter case was used In this part
of the study also.

The outputs of parameter integrators B2 and 83

were in both cases an oscillating output like that of the oneparameter results.

The increase in the number of potentiometers made

It more difficult to find potentiometer settings that produced good
results.
The effects of the settings of perturbation size (potentiometers
89 and 810) are shown in Table VIII for runs 8-1 through 8-8.

The

integral parameter in volts Is ten times the unsealed parameter
value, and the proportional parameter In volts is one hundred times
the unsealed parameter value.

The proportional constant was per-

turbed before each solution except for run 8-12.

The settings of the

perturbation size (potentiometers B9 and 810) which gave the results
in best agreement with the manual optimization were B9 - 0.02 and
BlO - 0.3.

This large difference can be explained in part by the

effect of control parameter perturbations on the performance function
values.

Table VIII
Results of Parameter-Perturbation Correlation Optimization
of the Proportional-Integral Control Problem

Run
No.

Potentiometer Settinfs
RC Filter Gain Perturbat on Size
810
A2
Al
!2.

Proportional Parameter
Value at Converfence
Mean Value Oscfl atfon
(V p-p)
(V)

7
8

8
14

2
2
2

70
62
58

6
6

>15
>15
10

18.5
17 .s
19.5

3
3
11

59
65
58

7

23
18.5
17.5

3
3
5

50
59
54

o.4
0.4
0.4

0.2
0.2
0.2

0.01
0.03
0.05

0.30
0.30
0.30

18.5
3
17.5
3
No Convergence

B-4
B-5

B-6

0.4
0.4
0.4

0.2
0.2
0.2

0.02
0.02
0.02

0.05
0.10
0.20

13.5
16
18

B-7
8-8
B-9

0.4
o.4
0.2

0.2
0.2
0.2

0.02
0.02
0.02

0.30
0.40
0.30

B-10

0.4
0.4
O.lt

0. 1
0.2
0.2

0.02
0.02
0.02

0.30
0.30
0.30

B-12*

Approximate
Convergence
Rate (sec)

57
65

B-1
B-2
B-3

B-11

Integral Parameter
Value at Converfence
Mean Value Osctl atfon
(V p-p)
(V)

6

9

6
lit

6
3

8
8
6
5
10
12

Parameter Integrator Gain
Potentiometer Settings:
Bl - 0.1; 82- 0.2

* Integral

constant perturbed each solution
Instead of proportional constant.

I

w

\n
I
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Near the optimum the performance function was relatively insensitive to changes in the control parameters.

A change in propor-

tional parameter of 4 volts changed the performance function value
about 0.5 volt around the optimum point.

A change in integral

parameter of 20 volts changed the performance function value by the
same amount (0.5 volt).
The filter gain and time constant (potentiometers Al and A2)
were reduced In setting for runs B-9 and B-10 compared to run B-11.
The effect of the reduced settings was increased oscillation and convergence rate, as was encountered in the one-parameter investigation.
In order to decouple the effects of the two parameters from each
other, one parameter was perturbed in a different direction for each
solution and the other parameter was changed every second solution.
The order in which the parameters were perturbed was studied in runs
B-11 and B-12 (Table VII 1).

The proportional parameter was perturbed

differently for each solution, and the Integral parameter perturbation was changed in direction every second solution In run B-11.

The

perturbation direction change frequency was reversed in run B-12.
The parameter that was perturbed most often showed less oscillation
than the other parameter.
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V.

A.

ABSOLUTE BIASING METHOD

PROGRAMING
The absolute biasing method circuit used for one parameter is

shown in Figure 7, and its adaptation for two parameters is shown In
Figure 8.

This circuit accomplished the same effects as the one used

by Howell (Figure 2, p. 16) but relies on binary logic equipment to
perform the sequential operations.

Howell used track-hold amplifiers

and switches but not hybrid or logic equipment.

Individual mode con-

trol of the parameter accumulators At and A2 replaced the stepping
switch used by Howell for multiparameter cases.

Both methods require

a two-period cycle from a Rep Op driver, but these two periods are
broken into a three-period cycle for the optimization circuits used
in this study.

The third period was formed by dividing the reset

period from the Rep Op driver into two parts.
Track-hold amplifier 2A9 tracked the performance function value
during the operate period and held the final performance function
value during the reset period.

The reset period was divided into two

parts, the test period and the step period, to create the three-step
cycle:

operate, test, and step.

The track-hold amplifier 2B9 held
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-40the performance function value from the previous iteration and
tracked during the step period to prepare for the next test period.
The operate period was 0.01 second in length, and the reset
period was about 0.01 second in length.

Pulser 4 divided the reset

period into the test and the step periods.

The test period was about

0.002 second in length, and the step period was the remaining part of
the reset period.
The present and previous performance function values were compared during the test period and the direction of the step was
changed if the present value was worse than the previous.

This step

was added to the parameter value during the step period.

Comparator

B7-1C9 compared the performance function values.

The output of the

comparator was logic one if the present value was worse than the previous value of the performance function.
During the test period, the

11

and 11 gate, Gl9, transmitted a logic

one signal from the comparator to change the logic state of the flipflop output.
flip-flop.

At all other times the comparator was isolated from the
The flip-flop controlled direction of the step through

switches 2U1 and 201.

The potentiometer AlO adjusted the step size.

The parameter accumulator AI integrated the ste·p during the step
period.

The parameter accumulator was in the hold mode during the

other periods.

The output of the parameter accumulator was the

scaled parameter value.
A two-parameter optimization as shown in Figure 8 required an
additional parameter accumulator, flip-flop, and a gate circuit to
cause the parameter accumulators to alternate Integration periods.
The direction of step switches (1U1, 101, 2Ul, and 2U2) were
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controlled in the same way for both accumulators.

The flip-flops 2

through 5 counted the number of times the step direction was changed.
The logic state last flip-flop changed after 16 changes.

The logic

state of the last flip-flop selected the parameter to be optimized.
The value of the other parameter was kept constant until the state of
the last flip-flop changed.

The length of the flip-flop counter can

be varied to change the number of sign changes required to switch
which parameter is being optimized.
Gates 1 and 2 combined the control signal from the binary
counter with one from gate 22.

The signal from gate 22 prevented the

Integration by any parameter accumulator except during the step
period, and the binary counter signal selected the accumulator to
Integrate during that period.

The accumulator Integrated when the

logic signal from the gate had lGgic one, and when not Integrating
was kept In HOLD.
The potentiometer settings (AIO and 810) are Important to the
success of this method and were found by trial and error.

The time

required to find useful potentiometer settings was much greater than
the time required to manually optimize this problem.

B.

ONE-PARAMETER OPTIMIZATION RESULTS
The absolute biasing method was applied to a proportional con-

trot problem.

The length of simulation period was shorter than the

problem time of ten seconds used elsewhere In this study, and the
optimum parameter value was 0.53 (53 volts).

Around the optimum

-42point the performance function value is flat (±0.1 volt) for the
parameter values 0.50 to 0.56 (S0-56 volts).

This characteristic may

have caused some of the range in the parameter values shown in Table
IX, which shows the results for this simulation and method.

The

parameter value in volts is scaled to be one hundred times larger
than the parameter.
The output of parameter accumulator Al was the controller
parameter and oscillated in value around the optimum value.

The con-

vergence rate is the same (except for run C-5), and the final values
are the same for a given step size adjustment of potentiometer AlO.
The convergence rate and parameter ranges were unaffected by the
Initial value of the parameter except for run C-5.

A difference in

the results from this method and those of the parameter-perturbation
correlation method is that the oscillation of the parameter values
was slower for this method.

In runs C-1 through C-5 the parameter

values would increase in value from low value to high value and back
again, the change spread out over several cycles.

The parameter-

perturbation correlation method changed parameter values between
solutions from one peak to the other peak of the oscillation in two
cycles because of the sign change between solutions in that method.
Changes In the length of the reset period were found to have the
same effect as the step size adjustment, potentiometer AlO.

Increase

In the reset period or increase in the step size adjustment, potentiometer AlO, increased convergence rate and tended to increase
oscillation.

The test period length had little effect on the results

in the range 0.002 to 0.009 second (dial).
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Table IX
Results of Proportional Control Problem Optimization
by Absolute Biasing
(Optimum parameter value 0.53 (53V))

Run
No.

-

Approximate
Convergence
Rate from
Initial
Value of
100 V (sec)

Approximate
Convergence
Rate from
Initial
Value of
0 V (sec)

Step Size
Potentiometer
Setting AlO

Oscillation
Period (sec)

Parameter
Range (V)

C-1

0. 1

<0.5

35 - 64

C-2

0.02

<0.5

48 - 58

<1

48 - 58

C-3

1.5

1.5

0.01

c-4

2

2

0.005

C-5

*

5

0.002

*

Did not converge to optimum
but converged to 60-72 V.

48 - 58
2

48 - 58
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A proportional-integral controller was introduced into the probThe proportional constant was fixed at 18.5 volts and the inte-

lem.

gral constant was optimized singly.

The results are shown in Table X.

The output of the parameter accumulator shows the same oscillation as
in the proportional control case and in most runs exhibits a slow
drift of the mean of the oscillation away from the optimum point.
The mean value of the parameter returns to the optimum point at
irregular intervals and then drifts away from it.

The size of the

oscillation Is listed in Table X, and the parameter range greater
than this oscillation is the drift.
The run C-10 converged to a mean about - 56 volts with 10-volt
peak-to-peak oscillation in less than one second.

Then the mean

would drift to around- 60 volts or the other way to about- 50 volts.
The return to the optimum was at irregular intervals (5 seconds to
40 seconds), and the parameter value would drift away again.

Parame-

ter values around the optimum produced performance function values
only slightly greater than the optimum value.

The performance func-

tion values for the parameter range of 50 to 60 volts in this problem
were no greater than two percent of the optimum performance function
value.

The performance function for the parameter range 45 to 65

volts was no greater than four percent of the optimum.
Again the step size adjustment, potentiometer AlO, affected the
rate of convergence and the size of the oscillation and of the drift.
In this case, there was an optimum ·potentiometer setting for AlO
which reduced oscillation and drift to a minimum.

This method

requires trial and error search for potentiometer setting, as did the
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Table X
Results of Proportional-Integral Control Problem
One-Parameter Optimization by Absolute Biasing
(Proportional parameter fixed at 0.185)

~

Approximate
Convergence
Rate from
Initial
Value of
0 V (sec)

Step Size
Potentiometer
Setting AIO

c-6

10

0.02

C-7

2

0.04

4

56 - 60

c-8

0.06

6

50 - 65

C-9

0.08

7

48 - 65

o. 10

10

45 - 68

Run

C-10

<1

Fast
Oscillations

<v e-e>

Parameter
Range (V)
40 - 58

-46parameter-perturbation correlation method, but has only one third as
many potentiometers to adjust.

C.

TWO-PARAMETER OPTIMIZATION RESULTS
The absolute biasing method was extended to a two-parameter opti-

mization problem, the proportional-integral control problem.

The

effect of the potentiometer settings and lengths of the flip-flop
chain on the optimization results Is shown in Table XI.

The integral

parameter values in volts are ten times the parameter, and those for
the proportional parameter are one hundred times the unsealed parameter.

The outputs converged to the Initial mean values and oscillated

about these mean values.

Then the parameters drifted away, to return

to the initial mean values at Irregular Intervals.

The effect

resembled the Integral constant optimization of the previous section.
The fast oscillation had a period of less than one second.

The drift

oscillation was the extreme range of the parameters in volts.

The

proportional parameter drifted to decrease in value, and the integral
parameter increased In value with the drift action.
The proportional parameter converged to a mean of 20 volts, and
the integral parameter to a mean value of 57 volts in the first 25
seconds of run D-1.

The proportional parameter then drifted to a

mean value of 18 volts and the integral parameter drifted to 70 volts
mean value.

These two parameters drifted and returned to the initial

mean values at the same times.

The other results were similar.

The

performance function values at the extreme drift values is expressed

Table XI
Results of Absolute Biasing Optimization of the
Proportional-Integral Control Problem

Proportional Parameter
Converged Values
Step Size
Initial
Oscillation
Potentiometer Size of
Drift
Fast
Binary Convergence Mean
Run
Settin~s
(V)
(V p-p) (V p-p)
BlO Counter Rate (sec)
AlO
No.
D-1
0-2
0-3

0.04
0.04
0.04

0.02
0.04
0. 10

128
32
32

25
10
15

20
20
20

8
8
10

o-4
D-5
0-6

0.04
0.02
0.01

0.04
0. 10
0.05

16
16
8

4
5

18
22
25

4

D-7
D-8

0.02
0.02

o.os

8
8

3
2

* Not

measured.

0.03

*

22
20

*
*
*
*

Integral Parameter
Converged Values
Initial
Osd 11 a don
Drift
Mean
Fast
(V)

(V p-p) (V p-p)

Increase in
Performance
Function
Due to Drift
(Percent)

10

57
58
52

10
9
18

15
17
22

9
10
6

8
4
6

60
48
42

4

8
16
14

8
2
3

10
8

so

22
12

3
4

9

to

57

*
*
*
*

I

.::-

......
I
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in percent of the performance function at optimum in Table XI.

The

penalty for the drift in the neighborhood of the optimum Is not
severe.
The parameters were optimized in turn.

In run 0-l the parameter

values changed little in the last three quarters of each turn during
the convergence to the initial mean values.

The parameter values

changed at the same rate over the entire turn for the other runs.
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VI.

VARIABLE STEP SIZE METHOD

The step size used in the absolute biasing method was fixed during a given run.

Large-size steps produced faster convergence and

greater oscillation around the optimum point than did smaller step
sizes.

Smaller step sizes appeared best around the optimum point

because they produce less oscillation in the parameter values.

The

absolute biasing method was modified to use a step that decreased in
size as the parameter converged to the optimum point.

The modified

method is referred to as the variable step size method.
The variable step size is determined by the sum of a constant
and of a varying component.

The varying component was equal to a

constant times the absolute value of the difference between the performance function value for the present iteration and that value for
the previous Iteration (and step).
Figure 4 (p. 23) shows that (for equal size steps) the performance function difference would decrease as the optimum point is
approached, and the varying component in the step size determination
would also decrease.

Decreasing step sizes would also decrease the

varying component.
The equation for the varying component is:

VC • K IAPFI.

K is a constant and APF Is the performance function difference.

The
This

-soequation can be written in terms of the performance function slope
(where SS is the step size) as:

VC • K(SS)Islopej.

The varying com-

ponent is not directly proportional to the slope of performance function versus parameter curve (Figure 4, p. 23).

The last equation

shows that the varying component does increase and decrease as the
slope changes (for constant step size).

A.

PROGRAMING
The absolute biasing method (Figures 6 and 7, pp. 30 and 38) was

modified by replacing potentiometers AlO and 810 with the equipment
shown In Figure 9.

The mode timing remained the same as used for the

absolute biasing method.
value circuit.

Amplifiers Ci and 84 formed an absolute

The performance function values for the present and

for the previous iterations were taken from track-hold amplifiers 2A9
and 289 of the absolute biasing method program and used as the absolute value circuit inputs.

Track-hold amplifier 2A10 tracked the

absolute value of the performance function value difference during
the operate period and held this value during the test and step periods.

This track hold was necessary because the output of the absolute

value circuit dropped to zero when track-hold amplifier 289 tracked
during the step period.

The potentiometers A7 and B7 adjusted the

amount of varying component used, and potentiometers AlO and 810
adjusted the size of the constant used in the step size determination.
The varying component and the constant were summed in amplifiers
C3 and c4.

The step size values from amplifiers C3 and C4 were the
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Stze Method
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inputs to the switch arm connections of switches lAl and 2Al in the
absolute biasing method program.

Potentiometers 87 and 810 and

amplifier C4 were not used for one-parameter optimization problems.

B.

ONE-PARAMETER OPTIMIZATION RESULTS
The variable step size method was applied to the proportional

control optimization problem.

The results are shown in Table XII.

These results can be compared to the absolute biasing method results
for the same problem, Table IX (p. 43).

The proportional parameter

value started from the Initial value and converged into the parameter
range.

The rate of convergence decreased as the parameter value

approached the optimum.

The parameter value did not drift but did

oscillate when converged.
The parameter value alternated between the high and low values
of the parameter range on successive iterations.

Runs E-1, E-2, and

E-4 show the results of reducing the step size constant (potentiometer AlO) for a constant varying component potentiometer value.

Runs

E-3, E-4, E-5, E-6 show the results when the varying component potenttometer (A7) was Increased while the step size constant potentiometer was held to a small constant value.

C.

TWO-PARAMETER OPTIMIZATION RESULTS
The proportional Integral control optimization problem was

solved by the variable step size method with results as shown in
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Table XII
Proportional Control Problem Optimization Results
by Variable Step Size Method
(Optimum parameter value 0.53 (53 V))

Run
No.

Approximate
Convergence
Rate from
Initial
Value of
100 V (sec)

Approximate
Convergence
Rate from
Initial
Value of
0 v (sec)

Step Size
Potent i ome te r
setttn s ;
arysng
Constant Component
A10
A7

0

Parameter
Ran9e (V)

E-2

2

2

0.01

o. 10
o. 10

E-3

5

4

0.002

0.05

48 - 50

E-4

3

3

0.002

0.10

50 - 52

E-5

2

2

0.002

0.20

49 - 52

0.002

0.40

47 - 54

o. 1

E-1

E-6

NOTE:

The oscillation period
was less than O.S second
for all runs.

47 - 58
50 - 53

-54-

Table XI I I.

This problem is the same one which was solved by the

absolute biasing method· and which gave the results shown in Table XI
(p. 47).

The parameter values started from initial values of zero

volts and converged to the mean values.

The parameter value had an

oscillation centered on the mean value at optimum.

The rate of con-

vergence decreased as the parameter values approached the optimum.
The parameter values did not change after they reached their convergence values.

The percent of increase of the performance function

for the converged parameters over the optimum performance function
value is shown as the "percent off optimum. 11

The approximate conver-

gence rate is the time period required for the performance function
percent off optimum value to decrease to ten percent.

Another time

period approximately equal to the convergence rate period was
required for the percent off optimum value to fall to the converged
value listed in Table XII I because the parameter convergence slowed
near the optimum.
The step size potentiometers (A7, AlO, B7 and BlO} were adjusted
by trial and error for a series of runs.

Runs F-1 and F-2 were the

runs which showed the least percent off optimum for the larger size
binary counters.

Runs F-3, F-4 and F-5 show the results of adjusting

potentiometers AlO and BlO (step constant component) for a 16-count
binary counter.

Runs F-6, F-4, F-7, F-8 show the results of poten-

tiometers A7 and B7 (varying component} adjustment.

The potentiome-

ters A10 and 810 were adjusted in runs F-9, F-10, F-11, and F-12 for
an 8-count binary counter.

Runs F-12, F-13, F-14, and F-11, F-15,

F-16 show the results of potentiometers A7 and B7 adjustment for two
adjustments of potentiometers AIO and BIO.

Table XIII
Results of Proportional-Integral Control Optimization by the Variable Step Size Method

Run
No.

Size of Approximate Proportional Parameter
Step Size Potentiometers Binary Convergence
Mean Oscillation
AlO B10
~
~
Counter Rate (sec)
.Jfl.
(V p·p)

F-1
F-2
F-3

zero zero 0.10 0.10
0.02 0.02 0.05 0.05
0.02 0.01 0.05 0.05

128
32
16

F-4
F-5
F-6

0.01 0.01 0.05 0.05
zero zero 0.05 0.05
0.01 0.01 0.01 0.01

16
16
16

F·7
F-8
F-9

0.01 0.01 0.10 0.10
0.01 0.01 0.15 0.15
0.02 0.03 0.05 0.05

16
16
8

5
3
8

17
16
16

3
2
2

F-10
F-11
F-12

0.01 0.03 0.05 0.05
0.01 0.01 0.05 0.05
zero zero 0.05 0.05

8
8
8

4
8
15

16
17
16

F-13
F-14
F-15

zero zero 0.10 0.10
zero zero 0.20 0.20
0.01 0.01 0.10 0.10

8

8

8

5
3
4

F-16

0.01

8

2

0.01

0.15 0.15

25
8
10

17
16
16

2
3
3

Integral Parameter Percent
Mean Oscillation
Off
..J!1 (V p-p)
Optimum
56
58
58

2
3
2

1
3
3

2
1

2
2

58
62
61

2
2
4

3
3
3

2
2
I

59
57
56

4
2
I

3
2
2

17
16
17

2
3
2

56
61
58

2
3
2

1
3
2

16

3

61

3

3

10
17
2
56
15
17
I
56
Failed to converge within 10% of optimum.

I

\1'1
\1'1
I
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VII.

CONCLUSIONS

The iterative analog computer may be used to obtain the optimum
controller parameters for a typical third order closed-loop process
system.

The. computer programs produced either the proportional

parameter alone

(on~-parameter)

parameters (two-parameter).

or the proportional and the integral

The solutions which ag·ree most closely

with the check solutions are runs A-13 and F-14.

Run A-13 (Table VII,

p. 32) produced a solution for the one-parameter problem with a mean
value of 0.555 (unsealed) compared to the check solution of 0.56.
Run F-14 (Table XI II, p. 55) produced a solution of 0.17 (proportional unsealed) and 5.6 (integral unsealed) for the two-parameter
problem compared to the check values of 0.18 and 5.7.
All of the solution methods tested produced solutions which
oscillated in parameter value after convergence was obtained.
~haracteristic

is inherent in the methods.

They continue driving

(stepping) toward optimum until the computer is stopped.
to overshoot the optimum point.

This

They tend

The parameter-perturbation correla-

tion method solutions alternated between a higher and a lower value
on successive iterations.

The parameter value at the solution of run

A-13 (Table VII, p. 32), for example, became 50.5 volts on one iteration and w,nt to 60.5 volts on the following Iteration.

This cycle
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repeated itself until the computer was stopped.

The variable step

size method solutions show a similar oscillation, as shown in Tables
XII and XIII (pp. 53 and 55).
The absolute biasing method solutions show a longer period of
oscillation than do the other methods and also show an Irregular
drift In solution value.

An example is run D-1 (Table XI, p. 47).

The proportional parameter converged to an oscillation between 16 and
24 volts and then slowly drifted In value until an oscillation
between 14 and 22 volts was reached.

The Integral parameter con-

verged to an oscillation between 52 and 62 volts which drifted to an
oscillation between 65 and 75 volts.

The parameter values returned

to the Initial oscillation values at Irregular Intervals.

The change

In the parameter mean values due to drift was about 20 percent, but
the performance function value Increase over the optimum value
because of drift was only 9 percent.

This small Increase in the per-

formance function value shows that It Is relatively Insensitive to
the variation In parameter values near the optimum.
The minimum amount of oscillation and drift in the solution, due
to the method used, increased in this order:

variable step size,

parameter-perturbation correlation, and absolute biasing.

The vari-

able step size method shows 2 volt (peak-to-peak) oscillation for the
best one-parameter solution (run E-3, Table XII, p. 53) and two
1 volt oscillations for the best two-parameter run (F-13, Table XIII,
p. 55).

The parameter-perturbation correlation method solutions show

a minimum oscillation of 3 volts (one-parameter run A-12, Table VII,
p. 32),and 3 and 5 volt oscillations for two-parameter solutions
(8 .. 12, Table VIII, p. 35).

The best absolute btastng method
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solutions show 10 volt oscillation and drift for one-parameter (C-2,
Table IX, p. 43) and 8 and 12 volts for two-parameter oscillation and
drift (D-8, Table XI, p. 47).
The speed of convergence varies with the parameters of the solution methods themselves.

The amount of oscillation in the solution

is also affected by the solution method parameter but the oscillation
amount is less sensitive to the method parameters than is the speed
of convergence.

An example of these effects is shown In Table IX

(p. 43) where the method parameter of step size (potentiometer AlO)
is changed from 0.1 to 0.002 over five runs (C-1 through C-5).

The

speed of convergence from 0 volts initial value slowed from less than
1 second to 5 seconds as the method parameter decreased.

Only the

first step of the method parameter decrease, from 0.1 to 0.02,
affects the amount of oscillation which decreases from 29 to 10 volts
peak-to-peak.

The further reduction in value of the method parameter

did not affect the oscillation but it did Increase the time required
for convergence from 1 to 5 seconds.

The method parameter effects

are discussed In more detail on pages 33, 34, 42, 52, and 54.
The 4-bit (8-count) size binary counter Is better than the
larger-size counter for use In the variable step size method twoparameter optimizations.
counters were not tested.

The 2 and 3-bit (2 and 4-count) size binary
The two-parameter problem is solved as

quickly with the 4-bit counter as it Is with 8, 6, or 5-bit (128, 32,
or 16-count) counters when equal step size potentiometer settings are
used.
Run F-1 (all F-sertes runs from Table XIII, p. 55) with an 8-bit
counter took 25 seconds to converge, whtle a similar run with a 4-bit
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counter, F-14, took only 5 seconds.

The 6-blt counter run F-2 took

8 seconds to converge but a 4-bit run (F-11) took only 4 seconds.
Comparison of four 5-blt counter runs (F-4, F-5, F-6, and F-8) with
four 4-bit counter runs (F-12, F-13, F-16, and F-17) of equal potentiometer settings shows the 4-blt counter runs to converge faster and
also to show equal or better percent off optimum values except for
runs F-5 and F-13, which are equal In convergence rate and In percent
off optimum values.
The three optimization methods whtch were programed on the computer can also be compared with the manual method used to find the
check solutions.

The three programed optlmtzatlon methods can opti-

mize a problem in the absence of the computer operator, but the
manual method requires the operator to perform the optimization of
the problem himself.

The time required by the manual method to solve

a problem (5 seconds, one-parameter; 15 seconds, two-parameter;
p. 21) is greater than the best programed method convergence times
(1 second, one-parameter, run A-1, Table VII, p. 32; 2 seconds, twoparameter, run F-16, Table XIII, p. 55).

The manual method parameter

values did not oscillate after convergence because the computer
operator stopped optimization at convergence.
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ADDENDUM
(This work done after thesis approval)

A.

A.

Performance Function Contours

B.

Optimization Convergence Paths

C.

Method Flow Charts

Performance Function Contours
Values of proportional and integral parameters which generated

the same performance function value were determined using the analog
computer.

This data was curve fit by eye to produce contours of con-

stant performance function value.

This result is shown in Figure A-1.

The surface inside the 15 unit curve may have small irregularities in
shape.

Either the possible irregularities or the low slopes near the

optimum could account for the optimization methods' failure to converge exactly to the optimum point.

B.

Convergence Paths
The optimization process was reduced in operating speed so one

iteration took two seconds instead of about 0.02 second.

The parame-

ter values (Kp, Kt) were plotted so that changes in these values
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during optimization could be followed.

Different potentiometer set-

tings were used for this work than were used at higher iteration
rates in the thesis.
The convergence path for the parameter-perturbation correlation
method is shown in Figure A-2.
toward the end of the path.

The rate of convergence was reduced

The "gable" shapes in the path are due

to the parameter perturbations coming through the RC filter.

Figure

A-5 shows how the perturbations affected the path.
The absolute biasing method convergence Is shown in Figure A-3.
The zigzag path shows that each parameter was optimized in turn.
path ended in an oscillation of the parameter values.
retraced a reversed

11

The

The parameters

L11 shaped figure during this oscillation.

The variable step size method convergence path is shown In Figure A-4.

This path is similar to the absolute biasing path except it

ended in a slow convergence rate instead of an oscillation.

c.

Method Flow Charts
Figure A-6 is a flow chart for the parameter-perturbation corre-

lation method.

The absolute biasing method is a special case of the

variable step size method.
is Figure A-7.

The variable step size method flow chart
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Section
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d

Figure A-S.

Pe rtu rbat ions
Kp
Kp
Kp
Kp

positive.
negative,
positive,
negative.

Kj
Kj
Kl
Kt

positive
positive
negative
negative

Segment of Parameter-Perturbatio n
Convergence Path Showing Sections

-69-

,,
generate approximation
to optimlz~tton surface
slope

generate
surface slope

add step to
proportional parameter
In down slope direction

add step to
integral
parameter to
~~~---go down slope

change sign of
proportional parameter
perturbation

J add

perturbation to
parameter

~--~--- pr~porttonal

every second
Iteration
change
integral
perturbation
sign
add perturbation to
integra 1
parameter

calculate performance
function value

Figure A-6.

Flow Chart for Parameter-Perturbation
Correlation Method
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Flow Chart for Variable
Step Size Method

