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2.3.4. Interpretación de los Parámetros . . . . . . . . . . . . . . . . . . . . 36
3. Análisis de Residuales y Diagnósticos 41
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Resumen
La regresión logı́stica bivariable considera una respuesta que contiene dos variables dicóto-
mas que tratan de ser explicadas por un conjunto de variables y que permite tener en cuenta
el nivel de asociación que existe entre las variables dicótomas a diferencia de los modelos
marginales usualmente utilizados. Este tipo de modelo no ha sido desarrollado en la literatu-
ra para tablas de contingencia.
En este trabajo se desarrollará la metodologı́a para la estimación de modelos logı́sticos biva-
riables para datos en tablas de contingencia utilizando metodologı́a GSK. Esto incluye tanto
la estimación del modelo como la evaluación de la calidad del modelo la cual incluye pruebas
de hipótesis y diagnósticos.

Introducción
Los métodos analı́ticos para respuestas de datos categóricos empezaron a tener impor-
tancia gracias al trabajo de Karl Pearson a principios del siglo XX. Hoy en dı́a uno de sus
aportes: las tablas de contingencia, son un elemento muy utilizado por los investigadores so-
bre todo en las áreas sociales (Correa, 2017). Durante los años 60 se empezaron a trabajar
los modelos para datos categóricos tales como modelos Loglineales y los modelos GSK. Es-
tos modelos son similares a los modelos de regresión para respuestas continuas pero estos
asumen respuestas de tipo binomial, multinomial y Poisson. Uno de los modelos que recibe
especial atención es el modelo de regresión logı́stica o también conocido como modelo logit,
el cual aplica para respuesta binaria y asume una distribución binomial. Para el caso donde
se modelan individuos, vı́a regresión logı́stica, existe un extenso desarrollo. Para el análisis
de estos modelos se utiliza principalmente la máxima verosimilitud para la realización de in-
ferencias (Agresti, 1996a). Existen otros métodos con propiedades asintóticas similares, uno
de estos métodos es los mı́nimos cuadrados ponderados.
Para la modelación de tablas de contingencia existe una metodologı́a de carácter general
conocida como GSK. Esta es una metodologı́a para el análisis de tablas de conteo, la cual
puede ser mucho más fácil de aplicar que los métodos de máxima verosimilitud. El método
GSK permite respuestas correlacionadas y no requiere varianza constante, además los cálcu-
los tienen una forma estándar fácil de aplicar para gran cantidad de modelos (Correa, 2017).
La regresión logı́stica bivariable considera una respuesta que tiene dos variables dicótomas
que tratan de ser explicadas por un conjunto de variables. Los investigadores usualmente ajus-
tan dos modelos marginales los cuales no tienen en cuenta el nivel de asociación que existen
entre las variables dicótomas (Correa, 2017).
En este trabajo se propone el desarrollo de la metodologı́a para la estimación de modelos
logı́sticos bivariables para tablas de contingencia utilizando metodologı́a GSK, incluyendo la
parte inferencial del modelo, pruebas de hipotesis, intervalos de confianza, e implementación
de una función en R que permita la estimación y evaluación de la calidad del modelo. Ade-
mas se realiza una aplicación del modelo a una situación real utilizando una de las bases de






La metodologı́a GSK fue desarrollada por Grizzle, Starmer y koch (Grizzle et al., 1969),
esta metodologı́a permite la estimación de parámetros de modelos lineales generalizados co-
mo es el caso de modelos con variable respuesta de distribución multinomial. Es una meto-
dologı́a flexible y poderosa para aplicar en diversas situaciones relacionadas con el manejo
de tablas de contingencia.
La metodologı́a GSK está definida en tres pasos: la definición de la variable dependiente
la cual no se refiere en sı́ a individuos sino a probabilidades o funciones de probabilidad,
la definición del modelo el cual depende del esquema de muestreo que se asume, si solo se
tiene una variable respuesta, o hay variables independientes o fijas, estas definiran estratos y
se debera considerar la construcción de una matriz de diseño, y la estimación y validación
del modelo donde se debe asegurar un tamaño de muestra para poder garantizar resultados
asintóticos. La justificación teórica del método se basa en lo descrito por Neyman (Neyman,
1949) y Wald (Wald, 1943).
El modelamiento de variables categorı́cas utilizando la metodologı́a GSK puede utilizar
funciones de la variable dependiente del modelo, cuya variabilidad queremos explicar, lla-
mada función respuesta. Para el caso de variables respuesta con distribución multinomial la
función respuesta formada se basa en las probabilidades de la variable respuesta o en las
tasas de ocurrencia. El objetivo es que esta función consiga linealizar la relación entre el pre-
dictor lineal y la esperanza de la variable respuesta, facilite la estimación de los parámetros
ampliando un espacio paramétrico restringido hacia los reales, y debe ser interpretable.
Para la formación de las funciones de la variable respuesta se parte de la tabla de frecuen-
cias de un conjunto datos hipotéticos donde se tienen J categorı́as con I factores o poblacio-
2
Poblaciones (factores) 1 2 . . . J Total
1 n11 n12 . . . n1J n1
2 n21 n22 . . . n2J n2
...
...
... . . .
...
...
I nI1 nI2 . . . nIJ nI
Tabla 1.1: Distribución de Frecuencias
Poblaciones (factores) 1 2 . . . J Total
1 π11 π12 . . . π1J π1
2 π21 π22 . . . π2J π2
...
...
... . . .
...
...
I πI1 πI2 . . . πIJ πI
Tabla 1.2: Tabla de Probabilidades
nes diferentes que permiten obtener la Tabla 1.1,donde cada celda de la tabla corresponde al
conteo de datos pertenecientes a la i-esı́ma población en la j-esı́ma categorı́a de respuesta.
A partir de la tabla de frecuencias se genera la Tabla1.2 en la cual las celdas representan
las proporciones en lugar de conteos, donde πij es la probabilidad de que un sujeto de la i-
ésima población tenga la j-ésima categorı́a. Ası́ se tienen variables respuesta multinomiales
a partir de las probabilidades de cada celda de la tabla de contingencia.
Sea π′ = [π′1, . . . , π′I ] donde π′i = [πi1, πi2, . . . , πiJ ] vector que denota la distribución
de Y en el nivel i, se tiene ası́ que a partir de las probabilidades de cada celda de la tabla
de contingencia se define a f (π) como una función de los elementos de π, estos elementos
tienen derivadas continuas hasta el segundo orden con respecto a πij , y f(π) es un vector
con u funciones respuesta, u ≤ (J − 1) I . Ası́ se tiene [f (π)]′ = [f1(π), . . . , fu(π)] (Grizzle
et al., 1969).
A partir de las respuestas observadas se tiene el vector π̂ = [π̂1, . . . , π̂i] donde π̂′i =
(π̂i1, . . . , π̂iJ). Se denota π̂ij =
nij
ni
la proporción muestral es decir la frecuencia observa-
da de la i-esı́ma subpoblación perteneciente a la j-esı́ma categorı́a sobre ni que es el total
de observaciones de la i-esı́ma subpoblación y E [π̂ij] = πij . Se tiene asi que [f (π̂)]
′ =
[f1(π̂), . . . , fu(π̂)] denota las funciones respuesta muestrales.




V1 0 . . . 0 . . . 0
0 V2 . . . 0 . . . 0
...
... . . .
... . . .
...
0 0 . . . Vi . . . 0
...
... . . . 0 . . . 0
0 0 . . . 0 . . . VI

(1.1)
V (π̂i) es el estimado de V (πi):




πi1(1− πi1) −πi1πi2 . . . −πi1πiJ
−πi2πi1 πi2(1− πi2) . . . −πi2πiJ
...
... . . .
...
−πiJπi1 −πiJπi2 . . . πiJ(1− πiJ)
 (1.2)
V (π̂) es una matriz bloque diagonal con V (π̂i) en la diagonal principal.






∣∣∣∣ πij = π̂ij]′ (1.3)
para m=1,. . . ,u con m la m-esı́ma función f construida y todas la IJ combinaciones
(i, j). La matriz de covarianzas asintótica de f (π̂) es Vf = HVH ′, y la versión muestral de
esta matriz de covarianzas es V̂f se obtiene substituyendo las proporciones muestrales en la
matriz V y H (Agresti, 1996a)(Grizzle et al., 1969).
Se asume que f(π) = Xβ, donde X es una matriz de diseño conocida u × v y β es
el vector de parámetros v × 1(Agresti, 1996a)(Grizzle et al., 1969). Si el modelo hipotético
ajusta los datos, la mejor estimación asintótica normal de β está dada por b cuando éste es el

















La prueba de bondad de ajuste del modelo usa el termino de residual
f̂ ′V̂ −1
f̂
f − b′(X ′V̂ −1
f̂
X)b,
el cual comparalas funciones respuestas muestrales con los valores del modelo predicho.
Bajo la hipótesis nula H0 : f(π) − Xβ = 0 el estadı́stico es asintóticamente χ2 con u × v
4
grados de libertad (Agresti, 1996a).
Las hipótesis sobre los contrastes y otros efectos de las variables explicativas tiene la
forma H0 : Cβ = 0, la cual es producida por métodos convencionales de regresión múltiple
ponderada dondeC es una matriz (d x v) de constantes arbitrarias de rango completo d ≤ v.El
estadı́stico esta dado por
Wc = b







la cual tiene asintóticamente una distribución χ2 con d grados de libertad si H0 es cierta
(Grizzle et al., 1969) (Agresti, 1996a)(Grizzle et al., 1969).
1.2. Regresión Logı́stica
Los modelos lineales generalizados (MLG) introducidos por Nelder y Wedderburn (Nel-
der and Wedderburn, 1972) permitieron extender los modelos de regresión que solo permitı́an
distribuciones normales de la variable respuesta a modelos con respuestas de distribucio-
nes diferentes, incluidas distribuciones para variables categóricas. Los modelos de regresión
logı́stica desarrollados por David Cox (Cox, 1958) forman parte de los modelos lineales gene-
ralizados, son modelos de regresión en el cual la variable respuesta es categórica y se estudia
la relación entre esta respuesta y una o más variables predictoras.
El modelo de regresión logı́stica ası́ como en general los MLG, tiene tres componentes:
La variable respuesta y que es una componente aleatoria y su correspondiente distribución de
probabilidad perteneciente a la familia exponencial con función de densidad de probabilidad
o función de masa de probabilidad que se puede expresar como:




wi (θ) ti (y)
)
(1.4)
Aqui h (y) ≥ 0 y t1 (y) , . . . , tk (y) son funciones de valor real evaluadas en la observa-
ción y y no dependen de θ, c (θ) ≥ 0 y w1 (θ) , . . . , wk (θ) de valor real evaluadas en θ y no
dependen de y (Casella and Berger, 2002).
Considerando una situación donde la variable de respuesta tome solo dos posibles valores
0 o 1, se tiene un modelo de la forma
yi = x
′
iβ + εi, (1.5)
donde yi es la i-esı́ma observación, x′i = [1, xi1, . . . , xik], β′ = [βo, . . . , βk] con yi varia-
ble aleatoria Bernulli y distribución de probabilidad P (yi = 1) = πi y P (yi = 0) = 1 − πi.
5
Lo que significa que la respuesta esperada E[yi] = 1πi + 0(1 − πi) = πi es la probabilidad
de que la variable respuesta sea 1.
Los términos del error solo toman dos valores por lo que no tienen varianza constante ni dis-
tribución normal: εi = 1−x′iβ cuando yi = 1 y εi = −x′iβ cuando yi = 0, y la varianza esta
dada por:
σ2yi = E{yi − E[yi]}
2




Como E[yi] = x′iβ = πi la variancia de los errores es igual a la varianza de las observa-
ciones y es función de la media.
El modelo planteado inicialmente yi = x′iβ+ εi debe cumplir con la restricción 0 ≤ yi ≤
1. Debido a que es una respuesta binaria que solo toma valores de 0 y 1, no hay respuesta
lineal si no una función monótona creciente o decreciente en forma de S o S invertida, según
sea el caso, esta es llamada función de respuesta logı́stica y tiene la forma:




Esta parametrización garantiza un curso monótono de la curva de la probabilidad πi bajo
la inclusión del enfoque lineal exp(x′iβ) sobre el rango de definición [0, 1] (Rao et al., 2008)
(Montgomery et al., 2015).
Esta función de respuesta logı́stica se puede linealizar definiendo una parte del modelo en
términos de la función media de la respuesta. Para este MLG la función de enlace, llamada







= log(odds) = logit(π) = x′iβ (1.8)
La regresión logı́stica es utilizada como alternativa al análisis discriminante lineal para
el modelamiento de datos categóricos ya que ésta es menos restrictiva; la regresión logı́sti-
ca no requiere seguir una distribución normal multivariada con igual matriz de varianzas y
covarianzas para todas las variables (Efron, 1975). Los resultados de la regresión logı́stica
han sido reportados en términos de logit, relación de odds, riesgo relativo, probabilidad pre-
dicha, probabilidad marginal y el cambio en la probabilidad predicha. Estos términos no son
equivalentes entre ellos por tanto su significado no es intercambiable (Peng and So, 2002).
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1.2.1. Estimación de los Parámetros del Modelo de Regresión Logı́stica
El método más comúnmente utilizados para la estimación de parámetros de un modelo de
Regresión Logı́stica es el método de máxima verosimilitud (?). Existes otros métodos para
la estimación de los coeficientes no tan ampliamente utilizados, estos métodos son mı́nimos
cuadrados ponderados no iterativos y el análisis discriminante (Hosmer Jr and Lemeshow,
2004).
1.2.2. Evaluación del Modelo de Regresión Logı́stica
Para la evaluación general del modelo se evalúa si el modelo logı́stico provee un me-
jor ajuste que el modelo nulo (modelo sin predictores). El modelo se examina mediante
tres pruebas las cuales se distribuyen como chi-cuadrado con grados de libertad igual al
número de predictores y éstas son: La prueba de Wald la cual se obtiene de un cálculo de
la matriz de covarianza La significancia de β es equivalente a la significancia del efecto
de x en π. Para determinar si β es significativo se utiliza la siguiente prueba de hipotesis:
H0 : β = 0 y H1 : β 6= 0. En esta prueba de hipótesis se calcula el estadı́stico de Wald
Z2 = β̂′(covβ̂)
−1
β̂ ∼ χ2df , donde df son los grados de libertad y se refiere al numero de com-
ponentes del vector β (Rao et al., 2008). También se tiene la prueba de razón de verosimilitud
cual se basa en la diferencia en deviance y la prueba de puntaje (score test) la cual se basa en
la distribución del gradiente del log de verosimilitud (Hosmer Jr and Lemeshow, 2004).
La prueba estadı́stica de los predictores individuales se realiza mediante la razón de vero-
similitud, la prueba de Wald y la prueba de puntaje (score test) siendo la prueba más potente
la razón de verosimilitud (Tabachnick and Osterlind, 2001).
Para evaluar el ajuste del modelo con respecto a los datos se tienen las pruebas Brown
chi-cuadrado, prueba Pearson chi-cuadrado, prueba basada en deviance y la prueba Hosmer-
Lemeshow. Con respecto a las medidas descriptivas existe la rho de McFadden (Menard,
2000)
Para la validación de las probabilidades predichas se busca el grado de asociación en el
cual las probabilidades predichas coinciden con las respuestas actuales, esto se puede expre-
sar en tablas de clasificación o medidas de asociación. Entre las medidas de asociación se
encuentran Tau-a, Gamma, estadı́stico d de Somers y el estadı́stico c (DeMaris, 1992). Para
las tablas de clasificación existen tres tipos, la tabla de éxito de predicciones, histograma de
probabilidades predichas, y la tabla de dos vı́as de clasificación, cuando el objetivo del análi-
sis es la clasificación, la tabla de clasificación es la más apropiada (Hosmer Jr and Lemeshow,
2004).
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El grado en el cual los datos coinciden con las predicciones se puede mostrar gráficamen-
te a través de una curva ROC (receiver operating characteristic) o un gráfico de superposición
de sensibilidad y especificidad versus probabilidades predichas (Afifi et al., 2003).
1.2.3. Estadı́sticos de diagnóstico y outliers
El análisis diagnóstico para el modelo de regresión logı́stica se hace con el objetivo de
identificar potenciales outliers y entender el mal ajuste de ciertas observaciones. Los estadı́sti-
cos de diagnóstico fueron propuestos por Pregibon (Pregibon, 1981), y se calculan a partir
de patrones de covarianza. Varios software contienen estadı́sticos de diagnóstico como lo son
los residuales Pearson y Deviance.
1.3. Regresión Logı́stica bivariable
La regresión logı́stica se puede extender para el caso en que se tiene una respuesta mul-
tinomial, en el caso de una respuesta bivariable donde se asume el caso en que dos variables
respuesta Y1 y Y2, cada una de ellas asumiendo dos posibles valores que corresponden a
asignaciones arbitrarias de una respuesta cualitativa, al ser relacionadas en una tabla de con-
tingencia con algunas covariables dan lugar a una combinación que genera una respuesta
categórica Y con J=4 categorı́as. Este modelo multicategórico describe el Odds para los tres
pares de categorı́as generadas.
Sea πj (x) = P (Y = j | x) para un conjunto de valores de X (conjunto de variables
explicativas) con
∑J
j=1 πj (x) = 1. Para un conjunto de observaciones se toma el conteo
de las J=4 categorı́as de Y en cada subpoblación como una multinomial con probabilidades






= αj + β
′
jX (1.9)
Se describe ası́ el efecto de X en los 3 logits generados. Los efectos varian de acuerdo
a la respuesta emparejada con la ultima categorı́a tomada como referencia. Las 3 ecuaciones



















McDonald (McDonald, 1993) estima los parámetros de regresión logı́stica considerando
los datos binarios bivariados, con posibles diferentes covariables para cada observación bina-
ria marginal y suponiendo que la correlación entre las observaciones pareadas es una molestia
utilizando ecuaciones de estimación de independencia (Independence Estimating Equation,
IEE), con varianza corregida. Este estimador asume que las respuestas son independientes
y estima via iteraciones, asumiendo que las ecuaciones normales cada vez se ajusta mejor a
la respuesta (Fitzmaurice, 1995). El estimador obtenido puede ser muy eficiente y robusto
comparado con el de máxima verosimilitud o el estimador de Liang y Zeger.
Schmidt y Strauss (Schmidt and Strauss, 1975) desarrollaron un modelo que se considera
una versión de ecuaciones simultáneas del modelo logit multivariado, en el cual las variables
dependientes son cualitativas y puede ser estimado por máxima verosimilitud. Este modelo
está diseñado para tratar la predicción conjunta de dos variables cualitativas, donde cada una
puede tomar un número arbitrario de valores, pero no se limita a dos variables dependientes,
pueden considerarse más variables, pero la función de verosimilitud se torna más compleja a
medida que el número de variables incrementa.
Cessie y Houwelingen (Le Cessie and Van Houwelingen, 1994) consideran el modela-
miento de respuestas binarias correlacionadas donde las probabilidades de respuesta margi-
nales permanecen logı́sticas, consideran diferentes medidas de asociación para la dependen-
cia entre las observaciones correlacionadas y para datos pareados correlacionados evaluan
la verosimilitud completa. Para un número arbitrario de de observaciones correlacionadas se
utiliza seudo-máxima verosimilitud para estimación de los parámetros.
Cengiz (Cengiz, 2005) analiza el caso especı́fico de modelos de regresión para respuestas
bivariadas tipo Bernoulli y los analiza usando enfoque bayesiano. Para la aplicación de los
modelos de regresión logı́stica bivariada usando un enfoque Bayesiano, utiliza método de
cuadratura, aproximación Laplace y muestreo Gibbs. Este enfoque da mejores resultados que
otros métodos como ecuaciones generalizadas estimadas.
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Capı́tulo 2
Regresión Logı́stica Bivariable para
Tablas de Contingencia usando
Metodologı́a GSK
Para el analista de datos es común obtener información de interés donde se tiene dos va-
riables respuestas dicótomas Y1 y Y2, y se quiere determinar la relación que existe entre estas
variables bajo unas condiciones especı́ficas, que son las que determinan cierto estrato. Para
ilustrarlo se tiene el siguiente ejemplo: teniendo en cuenta la información recolectada en la
encuesta de calidad de vida del municipio de Medellı́n del año 2011, donde se tiene informa-
ción de la posesión de vehı́culos motorizados, es decir la posesión de moto y carro, por parte
de los hogares del municipio y se quiere relacionar estas dos variables con la disponibilidad
de garaje y un determinado estrato socioeconómico de los hogares, tenemos ası́ que MC
corresponde a tener moto y carro, MC̄ tener moto y no tener carro, M̄C no tener moto y
tener carro y M̄C̄ no tener moto ni tener carro. Una subpoblación o estrato definido para este
ejemplo serian los hogares de estrato 1 y que no tienen garaje y se relacionarı́an las variables






Tabla 2.1: Tabla de contingencia para posesión de vehı́culos motorizados en el estrato 1 y sin
disponibilidad de garaje en el hogar
En muchas circunstancias hay información adicional sobre estas tablas 2× 2, como es el
tener más covariables cada una de ellas con diferente número de categorı́as. En la Tabla 2.2
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se ilustra la situación para el caso del ejemplo de la posesión de vehı́culos motorizados en la
ciudad de Medellı́n, donde se obtiene una tabla de contingencia 6 × 2 × 4, se generan para
este ejemplo 12 subpoblaciones o estratos, que corresponden a las posibles combinaciones
de los diferentes niveles para diferentes categorı́as de las covariables seleccionadas, para este
ejemplo la disponibilidad de garaje con 2 niveles y el estrato socioeconómico con 6 niveles.
A partir de esta tabla se puede obtener simultáneamente información de todos los estratos
socioeconómicos y de aquellos hogares que disponen o no disponen garaje, relacionado con
la posesión de vehı́culos motorizados.
Garaje Estrato M̄C̄ MC̄ M̄C CM
No
1 62534 3667 491 75
2 92104 8964 2282 514
3 51027 6852 5192 824
4 5516 751 2179 277
5 1245 118 1596 170
6 174 16 913 8
Sı́
1 340 45 19 5
2 983 153 214 41
3 2687 499 1309 255
4 1834 256 2213 296
5 1283 136 3200 244
6 235 15 1553 92
Tabla 2.2: Tabla de contingencia para posesión de vehı́culos motorizados en el municipio de
Medellı́n según la encuesta de calidad de vida de 2011.
Sean Y1 y Y2 dos variables respuesta, cada una de ellas asumiendo dos posibles valores
que corresponden a asignaciones arbitrarias de una respuesta cualitativa. Se puede obtener
ası́ la Tabla 2.3, una tabla 2×2, que relacionan a Y1 y Y2, cada una con dos posibles categorı́as
una correspondiente a fracaso, 0 y otra correspondiente a exito, 1 . Cada celda de la tabla
representa la probabilidad de ocurrencia de dos de las categorı́as, una categorı́a de Y1 y una
categorı́a de Y2, simultáneamente.
Teniendo en cuenta lo descrito en la Tabla 2.3 se define π(i)ql donde
i se refiere al estrato al que pertenece el sujeto.
q se refiere a la clasificación en la tabla con respecto a la variable Y2 donde q = 2




















Tabla 2.3: Tabla de contingencia para Y1 y Y2
l se refiere se refiere a la clasificación con respecto a la variable Y1 donde l = 2 corres-
ponde a la categorı́a 1 y l = 1 a la categorı́a 0.
Entonces π(i)ql es la probabilidad de que un sujeto del i-ésima subpoblación este en la
q-ésima categorı́a de Y2 y la l-ésima categoria de Y1. Esto se puede reexpresar como una
multinomial con j = 1, 2, 3, 4 categorı́as donde j corresponde a una de las q × l posibles
combinaciones generadas por las categorı́as de las varibles Y1 y Y2.
La Tabla 2.2 se puede representar como se muestra en la Tabla 2.4. En ésta se puede
observar cómo se clasifican las unidades de la población en I subpoblaciones o estratos, las
celdas contienen las probabilidades π(i)ql donde se tiene en cuenta lo descrito para la Tabla 2.3:













































































































Tabla 2.4: Distribución de Probabilidades para posesión de vehı́culos motorizados en el mu-
nicipio de Medellı́n según la encuesta de calidad de vida de 2011.
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2.1. Elementos básicos del Modelo
Se tiene que Y1 y Y2 al ser relacionadas en una tabla de contingencia con k variables re-
gresoras, cada una de ellas con un determinado número de categorı́as como se muestra en la
tabla 2.5 siendo I = P1 × P2 × · · · × Pk combinaciones que corresponden a las diferentes
subpoblaciones como se muestra en la Tabla 2.6, donde P corresponde al número de cate-
gorı́as que tiene cada covariable y el subindice corresponde a la covariable a la cual pertenece
determinado P , siendo k el número de covariables utilizadas y C(k)Pk la ultima categorı́a de la
variable k.
Subpoblación Categorı́a
X1 . . . Xk−1 Xk 1 2 3 4 Total
C
(1)













































































































































































Tabla 2.5: Tabla de distribución de probabilidades teórica

















































Tabla 2.6: Distribución de probabilidades para I subpoblaciones generadas.
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Ası́ se tiene que la distribución de la población es conceptualizada como el producto de I
subconjuntos multinomiales, donde cada subpoblación tiene el mismo número de categorı́as y
cada celda representa una combinación determinada de atributos como se muestra en la tabla


















22 = 1 (2.2)
La muestra tomada de la población puede ser representada como la Tabla 2.7 la cual tiene
la misma estructura del modelo poblacional. El modelo asume que de cada subpoblación se
toma una muestra aleatoria e independiente.Para el modelo poblacional se asume que cada
subpoblación es independiente de las demás subpoblaciones.

















































Tabla 2.7: Tabla de muestras
A esta tabla se le ajusta un modelo multinomial para la i-ésima subpoblación con la


















































































, los conteos n(i)ql con q = 1, 2 y l = 1, 2






22 = ni y como las muestras de los diferentes conjuntos de
X son independientes la función de probabilidad conjunta para todo el conjunto de datos es




























































i = 1, 2, . . . , I
2.2. Definición del modelo
La tabla de contingencia generada con las dos variables respuesta para cada estrato o sub-
población y las k covariables se distribuyen según se muestra en la Tabla 2.6, y a partir de ella
se generan dos funciones f1 y f2, dos funciones logit que están relacionadas con las variables
binarias Y1 y Y2 que consideran los eventos de interés. Y1 y Y2 generan 4 categorı́as en las
cuales puedo clasificar los individuos de cada uno de mis estratos, para ilustrarlo considere
los eventos de interés tener carro y tener moto, tener carro y no tener moto, tener moto y no
tener carro o no tener ninguno de los dos vehı́culos, estas corresponden a las 4 categorı́as que
es lo que describe la Tabla 2.3. La metodologı́a propuesta permite modelar la probabilidad
de éxito para cada variable de interes simultaneamente, para ello es necesario definir unas
funciones que tienen una distribución bernulli con probabilidades de éxito distintas, donde:
π1 (X) = P (W1 = 1|X) (2.5)
π2 (X) = P (W2 = 1|X) (2.6)
Para ilustrarlo considere que se puede estar interesado en la probabilidad de que los ho-
gares tengan moto y carro y la probabilidad de que los hogares tengan carro, sabiendo que Y1
es la variable respuesta tener o no tener moto y Y2 es la variable respuesta tener o no tener
carro .
π1 (X) = P (W1 = 1|X) = P (Tener moto y carro|X)
π2 (X) = P (W2 = 1|X) = P (Tener unicamente carro|X)
{W1} ⇔ {Y1 = 1, Y2 = 1}
{W2} ⇔ {Y1 = 0, Y2 = 1}
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En este caso se tiene que para la i-ésima población:
π
(i)





2 (X) = π
(i)
21 (2.8)
Ası́ vemos que W1 y W2 son dos nuevas variables condicionadas a X que surge permi-
tiendo modelar la probabilidad de éxito de un evento especifico relacionado con mi tabla de
contingencia, ya que dicho evento puede involucrar combinaciones de las categorı́as del par
de variables Y1 y Y2 como se mostró en el ejemplo.
El modelo lineal paramétrico que relaciona las variables de interés con un conjunto de
covariables para cada subpoblación es:
f̂ = Xβ + ε (2.9)
dónde f̂ es la función respuesta muestral.






























donde f (i)1 y f
(i)
2 son las dos funciones respuestas generadas para la i-ésima subpoblación

































A continuación se presenta la definición de la matriz de diseño y de los demás elementos
del modelo.
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2.2.1. Definición de la matriz de diseño
Matriz de Diseño para un Modelo Naive
En el modelo Naive los coeficientes generados son válidos tanto para f (i)1 como para f
(i)
2
lo cual lo hace un modelo no tan realista ya que genera las mismas probabilidades para ambas
respuestas, pero el real propósito de su construcción es el que es un modelo auxiliar que me





2 . . . z
(1)










2 . . . z
(k)
Pk−1
1 0 0 . . . 0 . . . 0 0 . . . 0 0 0 . . . 0
1 0 0 . . . 0 . . . 0 0 . . . 0 0 0 . . . 0
1 0 0 . . . 0 . . . 0 1 . . . 0 0 1 . . . 0














1 0 0 . . . 0 . . . 0 0 . . . 0 0 0 . . . 0
1 0 0 . . . 0 . . . 0 0 . . . 0 0 0 . . . 0
1 0 0 . . . 0 . . . 0 1 . . . 0 1 0 . . . 0
1 0 0 . . . 0 . . . 0 1 . . . 0 1 0 . . . 0
1 0 0 . . . 0 . . . 0 0 . . . 0 0 1 . . . 0














1 0 0 . . . 0 . . . 0 1 . . . 0 0 0 . . . 0














1 0 0 . . . 0 . . . 0 0 . . . 0 1 0 . . . 0
1 0 0 . . . 0 . . . 0 0 . . . 0 1 0 . . . 0
1 0 0 . . . 0 . . . 0 0 . . . 0 0 1 . . . 0














1 1 0 . . . 0 . . . 0 0 . . . 0 0 0 . . . 0
1 1 0 . . . 0 . . . 0 0 . . . 0 0 0 . . . 0
Tabla 2.8: Elementos de la Matriz de diseño X para un Modelo Naive
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1 y ε se distribuye aproximadamente normal. La matriz de diseño puede contener información
del estrato o subpoblación expresado en términos de la variable categórica asociados con el
estrato o subpoblación.
Para cada nivel de la variable X definimos una variable indicadora, es decir una variable
que toma el valor 1 para denotar la presencia de un atributo cualitativo y usa el valor 0 para
denotar la ausencia de este atributo, es decir si el nivel de la categorı́a considerada es o no
observada en una subpoblación (Dutta, 1982). Sea la variable z(k)r donde r es el r-ésimo nivel
de una variable X con r = 1, . . . , Pk − 1 y k se refiere a la k-ésima varible X tal que:
z(k)r =

0 el nivel r para la covariable k no es observado
1 el nivel r para la covariable k es observado
Los coeficientes del modelo para la variable indicadora z(k)r están dados por β
(k)
r , donde
k hace referencia a la covariable Xk y r a la r-ésima categorı́a de esta covariable y el primer







2 , . . . , β
(1)




2 , . . . β
(k−1)


























En el ejemplo de la posesión de vehı́culos motorizados por parte de los hogares según
la encuesta de calidad de vida del municipio de Medellı́n del año 2011 aparecen las cova-
riables X1 = estrato socioeconómico del hogar definido en los niveles 1,2, 3, 4, 5 y 6 y
X2 = disponibilidad de garaje con dos niveles: sı́ tiene garaje y no tiene garaje. Para cada ni-
vel de cada covariable se define una varible indicadora, por ejemplo para la covariable estrato





0 No pertenece al estrato 1 socioeconómico.
1 Pertenece al estrato 1 socioeconómico
(2.12)
Ası́, cada nivel de cada covariable se convierte en una variable indicadora y se tiene como
nivel de referencia a el último nivel para cada covariable, es decir para el caso de estrato so-
cioeconómico serı́a el estrato 6 y para el caso de la disponibilidad de garaje en el hogar serı́a,
























El modelo para la i-ésima población es:
f̂
(i)






































































1 0 0 0 0 0 0
1 0 0 0 0 0 0
1 0 1 0 0 0 0
1 0 1 0 0 0 0
1 0 0 1 0 0 0
1 0 0 1 0 0 0
1 0 0 0 1 0 0
1 0 0 0 1 0 0
1 0 0 0 0 1 0
1 0 0 0 0 1 0
1 0 0 0 0 0 1
1 0 0 0 0 0 1
1 1 0 0 0 0 0
1 1 0 0 0 0 0
1 1 1 0 0 0 0
1 1 1 0 0 0 0
1 1 0 1 0 0 0
1 1 0 1 0 0 0
1 1 0 0 1 0 0
1 1 0 0 1 0 0
1 1 0 0 0 1 0
1 1 0 0 0 1 0
1 1 0 0 0 0 1
1 1 0 0 0 0 1
Tabla 2.9: Elementos de la Matriz de diseño X para un modelo sencillo en el Ejemplo vehicu-
los motorizados
Matriz de Diseño para el Modelo General
Para generalizar ya que el modelo Naive planteado genera las mismas probabilidades para
las respuestas f1 y f2 y se quiere determinar las probabilidades de manera independiente para
cada respuesta planteada, se debe considerar el modelo:
f̂ = [O ◦X] β + ε (2.14)
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dónde O es una matriz de iguales dimensiones que la matriz de diseño construida para el











Entonces la matriz O tendrı́a la forma:
O =

0 0 . . . 0 . . . 0
1 1 . . . 1 . . . 1
0 0 . . . 0 . . . 0







0 0 . . . 0 . . . 0
1 1 . . . 1 . . . 1

Esto permite hacer referencia a la primera o a la segunda respuesta. Al realizar el produc-
to Hadamard entre la matriz O y la matriz X , se produce la matriz de diseño para el modelo
general. Es importante aclarar que debido al surgimiento de nuevos párametros relacionados
con f2 se debe introducir una notación para distinguirlos, siendo asi β
(k,2)
r la notación estable-
cida, donde k hace referencia a la covariable Xk, r a la r-ésima categorı́a de esta covariable
y el numero ′2 hace referencia a su relación con f2.
Para ilustrarlo teniendo en cuenta el ejemplo de posesión de vehı́culos motorizados en
el municipio de Medellı́n, un modelo parámetrico más realista que relaciona las variables de
interés con un conjunto de covariables da como resultado modelos diferentes para f1 y f2.
La matriz de diseño X generada tienen en cuenta los parámetros tanto para f1 como para
f2, en este caso se generan en total 14 parámetros. Los primeros 7 parámetros se relacionan
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con la respuesta f1 y para la segunda parte del modelo que se refiere a f2 se incorporan los 7
parametros restantes. . En forma mas general la matriz de diseño para probabilidades distintas
de f1 y f2 esta dada por los nuevos parámetros que surgen de una dicotomización ingresando
una variable indicadora que me indique si estoy trabajando con la respuesta 1 o la respuesta




























1 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 1 0 1 0 0 0 0
1 0 0 1 0 0 0 0 0 0 0 0 0 0
1 0 0 1 0 0 0 1 0 0 1 0 0 0
1 0 0 0 1 0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 1 0 0 0 1 0 0
1 0 0 0 0 1 0 0 0 0 0 0 0 0
1 0 0 0 0 1 0 1 0 0 0 0 1 0
1 0 0 0 0 0 1 0 0 0 0 0 0 0
1 0 0 0 0 0 1 1 0 0 0 0 0 1
1 1 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 1 1 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 1 1 1 0 0 0 0
1 1 0 1 0 0 0 0 0 0 0 0 0 0
1 1 0 1 0 0 0 1 1 0 1 0 0 0
1 1 0 0 1 0 0 0 0 0 0 0 0 0
1 1 0 0 1 0 0 1 1 0 0 1 0 0
1 1 0 0 0 1 0 0 0 0 0 0 0 0
1 1 0 0 0 1 0 1 1 0 0 0 1 0
1 1 0 0 0 0 1 0 0 0 0 0 0 0
1 1 0 0 0 0 1 1 1 0 0 0 0 1
Tabla 2.10: Elementos de la Matriz de diseño X para un Modelo General en el Ejemplo
vehı́culos motorizados
Se tiene para f1: z
(1)
1 = No dispone de garaje , z
(1)
2 = Sı́ dispone de garaje , este últi-
mo es el nivel de referencia para la primera variable, z(2)1 = Estrato 1, z
(2)
2 = Estrato 2,
z
(2)
3 = Estrato 3, z
(2)
4 = Estrato 4, z
(2)
5 = Estrato 5 y z
(2)
6 = Estrato 6 la cual es el nivel de
referencia para la segunda variable.
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Con respecto a f2: z
(1,2)
1 = No dispone de garaje , z
(1,2)
2 = Sı́ dispone de garaje , este últi-
mo es el nivel de referencia para la primera variable, z(2,2)1 = Estrato 1, z
(2,2)
2 = Estrato 2,
z
(2,2)
3 = Estrato 3, z
(2,2)
4 = Estrato 4, z
(2,2)
5 = Estrato 5 y z
(2,2)
6 = Estrato 6 la cual es el
nivel de referencia para la segunda variable.
















































El modelo para la i-ésima población es:
f̂
(i)





































































































2.3. Estimación del Modelo vı́a GSK
En esta sección se describe la estimación del modelo propuesto via GSK (Grizzle et al.,
1969).
2.3.1. Formación de funciones para la variable respuesta
La tabla 2.5 puede ser representada como un vector donde, los primeros 4 componentes
corresponden a la primera subpoblación y ası́ hasta los últimos 4 componentes que corres-
ponden a la última subpoblación I.Este vector permite bajo ciertas operaciones generar la












































Para definir las probabilidades para cada estrato o subpoblación en términos de π1 (x) y
π2 (x) el vector π se multiplica por una matrizA de dimensiones 4I×4I que es una matriz en
bloque y cuya estructura dependerá del problema que se esté abordando. El resultado es un
vector 4I × 1 en el cual cada 4 componentes aparecen las probabilidades de éxito y fracaso
































Para ilustrar la construcción de la matrizA se considera el ejemplo donde se esta interesa-
do en la probabilidad de que los hogares tengan moto π1 = P (Tener moto) y la probabilidad
de que los hogares tengan carro π2 = P (Tener carro), de acuerdo a las ecuaciones generadas
para este caso especı́fico se tiene:
π
(i)













0 1 0 1 0 0 0 0 . . . 0 0 0 0
1 0 1 0 0 0 0 0 . . . 0 0 0 0
0 0 1 1 0 0 0 0 . . . 0 0 0 0
1 1 0 0 0 0 0 0 . . . 0 0 0 0
0 0 0 0 0 1 0 1 . . . 0 0 0 0
0 0 0 0 1 0 1 0 . . . 0 0 0 0
0 0 0 0 0 0 1 1 . . . 0 0 0 0














0 0 0 0 0 0 0 0 . . . 0 1 0 1
0 0 0 0 0 0 0 0 . . . 1 0 1 0
0 0 0 0 0 0 0 0 . . . 0 0 1 1





































































































































































































































































































Multiplicando por una matriz K, una matriz de dimensiones 2I × 4I tal que K premulti-
plicando a Q de dimensiones 4I × 1 genera el vector respuesta f :
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
1 −1 0 0 . . . 0 0 0 0 . . . 0 0 0 0















0 0 0 0 . . . 1 −1 0 0 . . . 0 0 0 0















0 0 0 0 . . . 0 0 0 0 . . . 1 −1 0 0














































































































































































































































22 frecuencias observadas en la i-ésima subpoblación y ni el
































































































































El análisis vı́a GSK requiere estimar las varianzas y covarianzas de π̂. Como cada subpo-
blacion corresponde una variable multinomial, para la i-ésima subpoblación de una muestra






























































En el caso de la distribución multinomial, la matriz de covarianzas no es de rango comple-
to y frecuentemente requiere ser trabajada con una inversa generalizada (Tanabe and Sagae,















































































































































Luego Σπ̂ es una matriz en bloque diagonal de dimension 4I × 4I con elementos cero
fuera de la diagonal principal:
Σπ̂ =

Σ1 0 . . . 0 . . . 0
0 Σ2 . . . 0 . . . 0
...
... . . .
... . . .
...
0 0 . . . Σi . . . 0
...
... . . . 0 . . . 0
0 0 . . . 0 . . . ΣI






































Para funciones logaritmicas se tiene una matriz diagonal Dlineal 4I × 4I , con su diagonal
principal compuesta por a′i,que es la i-ésima fila de A:
Dlineal =

a′1π 0 . . . 0
0 a′2π . . . 0
...
... . . .
...
0 0 . . . a′4Iπ







































































La matriz de covarianzas estimada para las I subpoblaciones será:
Σ̂π̂ =

Σ̂1 0 . . . 0 . . . 0
0 Σ̂2 . . . 0 . . . 0
...
... . . .
... . . .
...
0 0 . . . Σ̂i . . . 0
...
... . . . 0 . . . 0
0 0 . . . 0 . . . Σ̂I

La matriz diagonal estimada es:
D̂lineal =

a′1π̂ 0 . . . 0
0 a′2π̂ . . . 0
...
... . . .
...
0 0 . . . a′4I π̂








2.3.2. Estimación de parámetros del modelo
Para el modelo f̂ = Xβ + ε, dónde V ar (ε) = Σε̂ y ε ∼ AN (0,Σε̂) 1 el estimador via






























La estimacion de f̂ denotada f̂∗ esta dada por:
f̂∗ = Xβ̂ (2.28)








Estos resultados son asintóticos (Agresti, 1996a), (Grizzle et al., 1969) y (Rao et al.,
2008).
2.3.3. Inferencia sobre el modelo
1. Prueba Global Sobre el Modelo
La prueba global para el modelo tiene en cuenta todos los coeficientes que componen a β̂
excepto a β0 y β
(,2)
0 . Se plantea la siguiente hipótesis:
H0 = β
(1)
1 = · · · = β
(k,2)=0
Pk−1
H1 = Al menos uno de los parámetros β
(1)













donde g es el rango de la matriz C.
Para el caso del modelo completo en el ejemplo utilizado la matriz C serı́a:
C =

0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 0 0 1 0 0
0 0 0 0 0 1 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0 0 0 0 0 1

Para el caso en que solo se quiera evaluar f1 la matriz C es:
C =

0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0

Para el caso en que solo se quiera evaluar f2 la matriz C es:
C =

0 1 0 0 0 0 0 0 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 0 0 1 0 0
0 0 0 0 0 1 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0 0 0 0 0 1

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2. Pruebas a Coeficientes individuales
Teniendo en cuenta que para el caso general f1 y f2 tienen probabilidades diferentes y se
generan coeficientes adicionales, se tiene que para f1 se generan la parte inferencial similar
a la descrita para el modelo Naive. Por tanto esta sección se centrara en la inferencia para
f2.
Para el caso de f2 la evaluación de la significancia de cada parámetro estimado teniendo








que es el parámetro asociado con la j-esı́ma categorı́a asociado a la i-esı́ma variable, se
debe generar ası́ un vector fila C tal que Cβ̂ sea el estimador del efecto de interés. Para

















r = 0 j = 1, 2, . . . , Pk − 1








3. Intervalos de Confianza















′ es la varianza estimada de Cβ̂
4. Pruebas Individuales Sobre las Variables
Teniendo en cuenta lo mencionado en el modelo Naive y siguiendo con el ejemplo utili-




Entonces el vector β̂ lo debo multiplicar en este caso por la matriz:
C =
[
0 1 0 0 0 0 0 0 0 0 0 0 0 0
]
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Entonces el vector β̂ lo debo multiplicar en este caso por la matriz:
C =

0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0
















Entonces el vector β̂ lo debo multiplicar en este caso por la matriz:
C =
[
0 1 0 0 0 0 0 0 1 0 0 0 0 0
]




































Entonces el vector β̂ lo debo multiplicar en este caso por la matriz:
C =

0 0 1 0 0 0 0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 0 0 1 0 0
0 0 0 0 0 1 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0 0 0 0 0 1










5. Pruebas de Contraste Sobre las Variables













En este caso C es una matriz:
C =

0 0 1 −1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 −1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 −1 0 0 0 0 0 0 0 0




































En este caso C es una matriz:
C =

0 0 1 −1 0 0 0 0 0 1 −1 0 0 0
0 0 1 0 −1 0 0 0 0 1 0 −1 0 0
0 0 1 0 0 −1 0 0 0 1 0 0 −1 0





















2.3.4. Interpretación de los Parámetros
La regresión logı́stica bivariable para tablas de contingencia tiene dos probabilidades de
interés π1 y π2 de acuerdo a lo establecido en las ecuaciones (2.5) y (2.6) y de acuerdo a ello
se construyen las variables respuesta como se establece en las ecuaciones (2.10) y (2.11).
El signo de los parámetros representa una influencia negativa o positiva en la variable
dependiente en este caso es la influencia sobre el logit de π(i)1 y π
(i)
2 . Por cada unidad que in-
crementa la covariable el logit de π incrementa β unidades cuando la covariable es continua.
En general el término π
1−π se conoce como el Odds, el cual entrega el número de éxitos
por cada fracaso obtenido. Si el Odds es mayor a 1 implica que la probabilidad de éxito es
mayor a la probabilidad de fracaso. Si el Odds es igual a 1 la probabilidad de éxito es igual
a la probabilidad de fracaso y se el Odds es menor a 1 existe mayor probabilidad de fracaso.
Para variables no continuas como es el caso de aquellas que solo toman valores de 0 ó 1 para
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= β0 +Xβ1 se tiene para el caso univariado:











= β0 + β1








































= log (OR) = β1
En este caso general β1 es el log (OR) y OR = eβ1 , se puede interpretar como una medi-
da de riesgo donde se entrega el número de éxitos cuando X = 1 sobre el número de éxitos
cuando X = 0 por cada fracaso (Rao et al., 2008).
Al trabajar con variables indicadoras es importante tomar por cada variable un nivel de re-
ferencia, como ya se habı́a mencionado en este capı́tulo. La matriz de diseño se construyó de
tal forma que permite trabajar cada nivel de cada covariable como una variable indicadora
Z
(k)
r , el efecto promedio de los niveles de referencia puede ser percibido mediante β0 y cuan-
do las observaciones muestrales se refieren a una sola variable indicadora los parámetros que
no están relacionados con estas variables se convierten en cero.
Para ilustrarlo tengamos en cuenta el ejemplo de vehı́culos motorizados las cuales corres-
ponden a: disponibilidad de garaje (Sı́ tiene y No tiene) con nivel de referencia es Sı́ tiene
garaje y estrato socioeconómico (1,2,3,4,5 y 6) con nivel de referencia el estrato 6.

































































6 = 1 Estrato 6
= 0 Otro
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Para el modelo más general las respuestas f1 y f2 en el que se determinan las proba-










































































































Las funciones se puede interpretar como a continuación, nótese que este análisis supone
la aditividad lineal de los coeficientes de las variables indicadoras. Para f1 se tiene:
Sı́ garaje + Estrato 6 E [f (π1|X)] = β0
No garaje + Estrato 6 E [f (π1|X)] = β0 + β(1)1
Estrato 1 + Sı́ garaje E [f (π1|X)] = β0 + β(2)1
Estrato 2 + Sı́ garaje E [f (π1|X)] = β0 + β(2)2
Estrato 3 + Sı́ garaje E [f (π1|X)] = β0 + β(2)3
Estrato 4 + Sı́ garaje E [f (π1|X)] = β0 + β(2)4
Estrato 5 + Sı́ garaje E [f (π1|X)] = β0 + β(2)5
No garaje + Estrato 1 E [f (π1|X)] = β0 + β(1)1 + β
(2)
1
No garaje + Estrato 2 E [f (π1|X)] = β0 + β(1)1 + β
(2)
2
No garaje + Estrato 3 E [f (π1|X)] = β0 + β(1)1 + β
(2)
3
No garaje + Estrato 4 E [f (π1|X)] = β0 + β(1)1 + β
(2)
4





Sı́ garaje + Estrato 6 E [f (π2|X)] = β0 + β(2)0


































































































































































































Cada valor de la variable indicadora indica una traslación paralela de la lı́nea de regre-
sión, puesto que afecta el intercepto manteniendo constante la pendiente. Ası́ las variables
indicadores tienen impacto solamente en el nivel de la variable dependiente, representado
por el intercepto de la ecuación (Dutta, 1982).
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Capı́tulo 3
Análisis de Residuales y Diagnósticos
3.1. Residuales en el Modelo GSK
Para el modelo GSK se pueden definir los residuales para la función de la respuesta y la
tabla original de conteos. Los residuales han sido utilizados en el análisis de datos categóri-
cos para determinar valores atı́picos de celdas. Estos valores atı́picos nos dan indicios de la
calidad del modelo que queremos ajustar a la tabla de contingencia.
En general para estos modelos como se habı́a definido en el capı́tulo 2, β̂ es el estimador
















Los residuales se definen como la diferencia entre los valores observados de f denotados
f̂ y los ajustados denotados f̂∗:
ê = f̂ − f̂∗ (3.1)

















3.1.1. Residuales para la Respuesta
Los residuales para la respuesta son la diferencia entre los valores observados de f deno-
tados f̂ y los ajustados denotados f̂∗, también llamados residuales crudos. Ası́ se tiene que
êt es el t-ésimo elemento del vector ê:







donde, f̂∗t corresponde al t-ésimo elemento del vector predicho por el modelo y f̂t es el
t-ésimo elemento observado. Cada subpoblación genera dos residuales, por tanto, el número
de residuales generados sera T = 2I , se tienen ası́ los residuales para los bloques de obser-
vaciones.
Estos residuales son la desviación entre las f observadas y las f ajustadas ó una medida
de la variabilidad de la variable respuesta que no explica el modelo ajustado.












donde dt es el t-ésimo elemento de la diagonal principal de la matriz Σ̂ê.
3.1.2. Residuales para la Tabla
Teniendo en cuenta que el modelo genera un f̂ que no es la probabilidad de las tablas si no
una función de dichas probabilidades sobre las muestras, se debe reconvertir estas funciones
f en las probabilidades de la tabla.
Como se habı́a mencionado en el capitulo 2 se tienen dos funciones con distribución binomial






























Obteniéndose pares de residuales para cada celda, cada uno correspondiente a los dos
modelos ajustados .





























Se tiene de la primera probabilidad de éxito el logit de π1 y el logit de π2, el cual es
el modelo propuesto, donde π̂∗1 y π̂∗2 son las probabilidades obtenidas a partir del modelo
estimado:
logit (π̂∗1) = X ′β̂
logit (π̂∗2) = X ′β̂















































Remover y adicionar unidades de observaciones (o individuos) de una de las celdas en la
tabla de conteos considerada es otra manera de establecer la robustez del modelo. Después de
remover o adicionar observaciones se estima nuevamente el modelo, si al remover unas pocas
observaciones de las celdas nos deja como consecuencia el rechazo del modelo podrı́amos
pensar que el modelo no es robusto. Teniendo en cuenta esto el método propuesto busca de-
terminar la contribución de las observaciones en el modelo por adición o remoción de estas en
una celda de la tabla de contingencia mientras las demás celdas permanecen constantes.Este
proceso se repite por cada celda.
El objetivo del método es identificar la influencia de la celda j de la subpoblación i cuan-
do se han removido s observaciones de esta celda en la estimación del parámetro θ mediante
una diferencia o cambio con respecto al modelo que contiene todas las observaciones. Es im-
portante aclarar que este parámetro θ en esta sección hace referencia a un valor del estadı́stico
de prueba, a un valor p para una prueba de hipotesis, a un valor de un párametro del modelo
(es decir uno componente de β) o a una predicción como se describira posteriormente con
mas detalle(Correa, 2017).
De manera general tenemos que ∆(i)− y ∆
(i)
+ son los cambios sobre del parámetro θ remo-


















j,0 es el valor del parámetro θ evaluado que tiene en cuenta todas los individuos del la
categorı́a j de la subpoblacion i.
θ̂
(i)
j,−s es el valor del parámetro θ evaluado removiendo s individuos del la categorı́a j
de la subpoblacion i.
θ̂
(i)
j,+s es el valor del parámetro θ evaluado adicionando s individuos del la categorı́a j
de la subpoblacion i.


























Ya definido el concepto general, en las siguientes subsecciones se aplica dicho concepto
para diferentes propuestas que podrı́an ayudar evaluar la robustez del modelo teniendo en
cuenta diferentes parámetros θ.
3.2.1. Efecto en el Test Global
El efecto en el test global se basa en los valores Chi cuadrado obtenidos para la prueba
global sobre el modelo definida en el capitulo 2 seccion 2.3.3 numeral 1. Se tiene en cuenta
ası́ la siguiente notación:
χ2M,0:Chi cuadrado calculada para el modelo ajustado utilizando todas los individuos.
χ2M,(i,j),−s: Chi cuadrado calculada para el modelo ajustado removiendo s individuos
de la categorı́a j de la subpoblación i
χ2M,(i,j),+s: Chi cuadrado calculada para el modelo ajustado adicionando s individuos
de la categorı́a j de la subpoblación i.
Una medida de sensibilidad de la bondad de ajuste para el modelo GSK, teniendo
en cuenta el cambio de la chi cuadrado ya sea adicionando∆M,(i,j),+sχ2 o quitando
individuos ∆M,(i,j),−sχ2 individuos de la categorı́a j de la subpoblación i es:
∆M,(i,j),−sχ2 = χ
2
M,(i,j),−s − χ2M,0 (3.15)
∆M,(i,j),+sχ2 = χ
2
M,(i,j),+s − χ2M,0 (3.16)















Estos cambios también podrı́an trabajarse no con el valor de la chi cuadrado sino con
el valor p para la prueba del test global como se indica a continuación, donde P indica






















































3.2.2. Efecto en un Test especı́fico
Para la prueba de hipótesis H0 : β
(k)
r = 0 se tiene que:
• pβ(k)r (i,j),0χ2 es el valor p calculado para la prueba de hipótesis ajustando el mo-
delo utilizando todas los individuos.
• pβ(k)r (i,j),−sχ2 es el valor p calculado para la prueba de hipótesis ajustando el mo-
delo removiendo s individuos de la categorı́a j de la subpoblación i.
• pβ(k)r (i,j),+sχ2 es el valor p calculado para la prueba de hipótesis ajustando el mo-
delo adicionando s individuos de la categorı́a j de la subpoblación i.
Los cambios se calculan de igual manera que se hizo para el test global, es importante
tener en cuenta que tambien se puede hacer el cambio para el valor chi cuadrado.
3.2.3. Efecto en los Parámetros
Sea:
• β(k)r (i,j),0 el coeficiente estimado de β
(k)
r utilizando todos los individuos.
• β(k)r (i,j),−s el coeficiente estimado removiendo s individuos de la i-ésima subpo-
blación de la j-ésima categorı́a.
• β(k)r (i,j),+s el coeficiente estimado adicionando s individuos en la i-ésima subpo-
blación de la j-ésima categorı́a.
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Los cambios para los parámetros del modelo removiendo y adicionando indivi-
duos de una celda especifica de la tabla de contingencia y los cambios relativos
están dados por:
∆β(k)r (i,j),−s = β
(k)
r (i,j),−s − β
(k)
r (i,j),0 (3.23)
∆β(k)r (i,j),+s = β
(k)





































3.2.4. Gráfico de Diagnósticos
El gráfico de diagnósticos es simple, se gráfica el número de observaciones re-
movidas o adicionadas vs.el estadı́stico de interés, permite detectar cuales celdas
pueden tener más efecto en el modelo propuesto y el peor de los casos serı́a que
se removiera solo una observación y el modelo sea rechazado.
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(a) Celda 1,1 (b) Celda 1,2
(c) Celda 1,3 (d) Celda 1,4
Figura 3.1: Gráfico de diagnósticos removiendo y adicionando observaciones contra el es-
tadı́stico de interés para la subpoblación 1 en el ejemplo posesión de vehı́culos motorizados
en el municipio de Medellı́n según la encuesta de calidad de vida de 2011
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(a) Celda 2,1 (b) Celda 2,2
(c) Celda 2,3 (d) Celda 2,4
Figura 3.2: Gráfico de diagnósticos removiendo y adicionando observaciones contra el es-
tadı́stico de interés para la subpoblación 2 en el ejemplo posesión de vehı́culos motorizados
en el municipio de Medellı́n según la encuesta de calidad de vida de 2011
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(a) Celda 3,1 (b) Celda 3,2
(c) Celda 3,3 (d) Celda 3,4
Figura 3.3: Gráfico de diagnósticos removiendo y adicionando observaciones contra el es-
tadı́stico de interés para la subpoblación 3 en el ejemplo posesión de vehı́culos motorizados
en el municipio de Medellı́n según la encuesta de calidad de vida de 2011
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(a) Celda 4,1 (b) Celda 4,2
(c) Celda 4,3 (d) Celda 4,4
Figura 3.4: Gráfico de diagnósticos removiendo y adicionando observaciones contra el es-
tadı́stico de interés para la subpoblación 4 en el ejemplo posesión de vehı́culos motorizados
en el municipio de Medellı́n según la encuesta de calidad de vida de 2011
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(a) Celda 5,1 (b) Celda 5,2
(c) Celda 5,3 (d) Celda 5,4
Figura 3.5: Gráfico de diagnósticos removiendo y adicionando observaciones contra el es-
tadı́stico de interés para la subpoblación 5 en el ejemplo posesión de vehı́culos motorizados
en el municipio de Medellı́n según la encuesta de calidad de vida de 2011
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(a) Celda 6,1 (b) Celda 6,2
(c) Celda 6,3 (d) Celda 6,4
Figura 3.6: Gráfico de diagnósticos removiendo y adicionando observaciones contra el es-
tadı́stico de interés para la subpoblación 6 en el ejemplo posesión de vehı́culos motorizados
en el municipio de Medellı́n según la encuesta de calidad de vida de 2011
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(a) Celda 7,1 (b) Celda 7,2
(c) Celda 7,3 (d) Celda 7,4
Figura 3.7: Gráfico de diagnósticos removiendo y adicionando observaciones contra el es-
tadı́stico de interés para la subpoblación 7 en el ejemplo posesión de vehı́culos motorizados
en el municipio de Medellı́n según la encuesta de calidad de vida de 2011
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(a) Celda 8,1 (b) Celda 8,2
(c) Celda 8,3 (d) Celda 8,4
Figura 3.8: Gráfico de diagnósticos removiendo y adicionando observaciones contra el es-
tadı́stico de interés para la subpoblación 8 en el ejemplo posesión de vehı́culos motorizados
en el municipio de Medellı́n según la encuesta de calidad de vida de 2011
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(a) Celda 9,1 (b) Celda 9,2
(c) Celda 9,3 (d) Celda 9,4
Figura 3.9: Gráfico de diagnósticos removiendo y adicionando observaciones contra el es-
tadı́stico de interés para la subpoblación 9 en el ejemplo posesión de vehı́culos motorizados
en el municipio de Medellı́n según la encuesta de calidad de vida de 2011
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(a) Celda 10,1 (b) Celda 10,2
(c) Celda 10,3 (d) Celda 10,4
Figura 3.10: Gráfico de diagnósticos removiendo y adicionando observaciones contra el es-
tadı́stico de interés para la subpoblación 10 en el ejemplo posesión de vehı́culos motorizados
en el municipio de Medellı́n según la encuesta de calidad de vida de 2011
57
(a) Celda 11,1 (b) Celda 11,2
(c) Celda 11,3 (d) Celda 11,4
Figura 3.11: Gráfico de diagnósticos removiendo y adicionando observaciones contra el es-
tadı́stico de interés para la subpoblación 11 en el ejemplo posesión de vehı́culos motorizados
en el municipio de Medellı́n según la encuesta de calidad de vida de 2011
58
(a) Celda 12,1 (b) Celda 12,2
(c) Celda 12,3 (d) Celda 12,4
Figura 3.12: Gráfico de diagnósticos removiendo y adicionando observaciones contra el es-
tadı́stico de interés para la subpoblación 12 en el ejemplo posesión de vehı́culos motorizados
en el municipio de Medellı́n según la encuesta de calidad de vida de 2011
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Capı́tulo 4
Programa en R para Regresión




Dentro de la función principal hay una serie de funciones auxiliares que permi-
ten generar los elementos necesarios para calcular los resultados de interés, estas
funciones se describen a continuación:









◦ La función ceros.a.5 corrige los ceros en 0,5. Esta corrección es comúnmente









◦ La función identidad permite construir una matriz diagonal con k elementos
iguales a 1 en su diagonal principal (tambien puede utilizarse la función diag
existente en R).
identidad<-function(k)diag(rep(1,k))
◦ La función bloque permite construir una matriz donde su primera fila esta
compuesta de ceros y debajo se adiciona una matriz diagonal con k elementos
iguales a 1 en su diagonal principal.
bloque<-function(k)rbind(0,identidad(k))
◦ La función repita toma dos matrices apartir de las cuales se genera una nueva
matriz de mayor dimension. La primera matriz aparece en las primeras co-
lumnas y la segunda se adiciona ocupando las ultimas columnas de la nueva























4.3. Ingreso de los Elementos de la función Princi-
pal
Para ilustrar el ingreso de los elementos de la función principal se utiliza la tabla
de contingencia 2.2 referente a la posesión de vehı́culos motorizados en el muni-
cipio de Medellı́n según la encuesta de calidad de vida de 2011.













El bloque principal de la matriz A para el caso donde se esta interesado en la
probabilidad de que los hogares tengan moto, Ecuación 2.17, y la probabilidad de





y finalmente se designa el número de estratos,número de variables, número de







La función principal genera los estimadores de los parámetros, las matrices de
varianzas y covarianzas, los residuales pseudo estandarizados y las pruebas chi
cuadrado para los parámetros. Esta función tiene como elementos. Se requiere
cargar la libreria MASS:
◦ N: Es la tabla de contingencia
◦ Nro.Estratos:Es el número de subpoblaciones
◦ A: Es el bloque representativo de la matriz A, este esta definida por el usuario
de acuerdo al problema que quiera resolver
◦ X: Es la matriz de diseño
A continuacion se incluye el programa y dentro de él se describe el propósito de
cada paso a realizar:
logistica.bivariable<-function(N,Nro.Estratos,A, X,nro.vars,
niveles,alpha,imprimir.inter=T){
# Construcción de la matriz A en bloque a partir de la introducción
# del bloque principal (Elemento A de la función)
A<-kronecker(identidad(Nro.Estratos),A)
#Convertir la matriz N en un vector
N<-matrix(t(N),ncol=1,byrow=F)
# Convertir los ceros que puedan haber en la matriz N a 0.5
# usando la funcion auxiliar ceros.a.5
N<-ceros.a.5(N)
















print(’p estimado del estrato’)
print(t(probab))































# Calcular (A*sigma pi-gorro*A’)
var.cov.pis<-A%*%varcov.grande%*%t(A)








# Calcular los betas utilizando inversa generalizada y













# Calcular matriz de varianzas y covarianzas de f* version nueva
B<-X%*%solve(t(X)%*%ginv(var.cov.f)%*%X)%*%t(X)%*%ginv(var.cov.f)
Sigma.f.asterisco<-B%*%var.cov.f%*%t(B)
print(’Sigma de las predicciones (f*)new’)
print(Sigma.f.asterisco)
































# Si la matriz de diseño no tiene incluido el intercepto use...
# Con<-matrix(0,ncol=ncol(X),nrow=filas.con)















} # Fin if
} # for i
} #fin if any



























} # Fin if
} # for i
} #fin if any
#Pruebas individuales sobre las variables


















} # for i























} # for i
#Pruebas chi cuadrado para los parámetros individuales para f1
chi.cua<-betaˆ2/diag(Sigma.beta)































#Intervalos de confianza f1







########Pruebas globales para los modelos










print(’Valor p prueba global f1’)
print(valor.ptempf1g)













print(’Valor p prueba global f2’)
print(valor.ptempf2g)
#Crear una lista de resultados que se van a utilizar
#en la funcion logistica.bivariable.diag.
list(beta=beta)
} # Fin función principal
4.5. Diagnosticos
La función para los diagnósticos llamada logistica.bivariable.diag tiene como
principal proposito calcular los resultados para los todos los modelos resultantes
al quitar o poner observaciones en las diferentes celdas de la tabla de contingen-
cia. Es ası́ como la función construida en este apartado contiene los elementos
necesarios para calcular los efectos de los parámetros en la sección 3.2.3, más
especı́ficamente los cambios relativos en el valor de los parámetros. Esta función
toma resultados auxiliares de la función principal donde están todas las observa-
ciones y finalmente genera un gráfico para cada celda de cada subpoblación que
permite visualizar los cambios relativos de los parámetros estimados. Este es solo
un ejemplo para el efecto de quitar o adicionar observaciones sobre los parámetros
estimados parámetros pero la función puede ser fácilmente adaptada a cualquiera
de los diagnósticos propuestos. Se describe en el programa a continuación:
◦ nro.obs: Entero positivo para adicionar y negativo para quitar obs. de la celda
(iii,jjj)
◦ N es la tabla de contingencia
◦ Nro.Estratos es el número de subpoblaciones
◦ A es el bloque representativo de la matriz A




#Toma resultados del modelo con los datos completos
resu.aux<-logistica.bivariable(N,Nro.Estratos,A, X,
nro.vars,niveles,alpha)
#Calcula el modelo de una celda especifica a la cual se
# le quitan o ponen observaciones
N[iii,jjj]<-N[iii,jjj]+nro.obs
if(N[iii,jjj]<0)N[iii,jjj]<-0
#Se ponen todos los elemtos de la función principal
#necesario para calcular el diagnostico de interes, en





































#Calcula el diagnostico de interes
beta.diag<-(beta-resu.aux$beta)/beta
return(c(iii,jjj,nro.obs,beta.diag=beta.diag))
} # Fin función diagnosticos
# Gráficos para los diagnósticos
alpha<-0.05
#Determina la celda en la cual queremos generar el
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3 grafico, ejemplo Celda (1,1):
iii<-1
jjj<-1
#Genera una matriz donde aparecen los cambios relativos
# para las observaciones eliminadas







#Grafica la celda especificada, en este caso 3 hace
#referencia al número de observaciones y 4 a beta cero






En este capı́tulo se aplica el modelo general al ejemplo que se ha venido trabajan-
do en los anteriores capı́tulos con respecto a la posesión de vehı́culos motorizados
en el municipio de Medellı́n y se muestran los resultados obtenidos.
Como se habı́a mostrado en la tabla 2.2 se generan 12 subpoblaciones o estratos,
a partir de esta tabla de contingencia se procederá a realizar la estimación y eva-
luación del modelo.
Los elementos de la matriz de diseño para este ejemplo se muestran en la tabla
2.10. La matriz A es una matriz 24× 48 y esta dada por:

0 1 0 1 0 0 0 0 . . . 0 0 0 0
1 0 1 0 0 0 0 0 . . . 0 0 0 0
0 0 1 1 0 0 0 0 . . . 0 0 0 0
1 1 0 0 0 0 0 0 . . . 0 0 0 0
0 0 0 0 0 1 0 1 . . . 0 0 0 0
0 0 0 0 1 0 1 0 . . . 0 0 0 0
0 0 0 0 0 0 1 1 . . . 0 0 0 0














0 0 0 0 0 0 0 0 . . . 0 1 0 1
0 0 0 0 0 0 0 0 . . . 1 0 1 0
0 0 0 0 0 0 0 0 . . . 0 0 1 1
0 0 0 0 0 0 0 0 . . . 1 1 0 0

Las frecuencias de la tabla y la matriz de varianzas y covarianzas por estrato
calculadas con base en la tabla de contingencia son:
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Frecuencias de la subpoblación
62534 3667 491 75
p estimado del estrato
0.9366004 0.05492234 0.007353932 0.001123309
Matriz de varianzas y covarianzas estimada del estrato
8.893627e-07 -7.704448e-07 -1.031602e-07 -1.575767e-08
-7.704448e-07 7.774182e-07 -6.049324e-09 -9.240311e-10
-1.031602e-07 -6.049324e-09 1.093332e-07 -1.237249e-10
-1.575767e-08 -9.240311e-10 -1.237249e-10 1.680542e-08
Tabla 5.1: Frecuencias y matriz de varianzas y covarianzas para la Sbpoblación 1
Frecuencias de la subpoblación
92104 8964 2282 514
p estimado del estrato
0.886775 0.08630517 0.02197104 0.004948779
Matriz de varianzas y covarianzas estimada del estrato
9.666977e-07 -7.368604e-07 -1.875854e-07 -4.225192e-08
-7.368604e-07 7.592292e-07 -1.825670e-08 -4.112158e-09
-1.875854e-07 -1.825670e-08 2.068889e-07 -1.046848e-09
-4.225192e-08 -4.112158e-09 -1.046848e-09 4.741093e-08
Tabla 5.2: Frecuencias y matriz de varianzas y covarianzas para la Subpoblación 2
Frecuencias de la subpoblación
51027 6852 5192 824
p estimado del estrato
0.7986071 0.1072384 0.08125831 0.01289616
Matriz de varianzas y covarianzas estimada del estrato
2.517158e-06 -1.340346e-06 -1.015627e-06 -1.611857e-07
-1.340346e-06 1.498370e-06 -1.363802e-07 -2.164432e-08
-1.015627e-06 -1.363802e-07 1.168408e-06 -1.640066e-08
-1.611857e-07 -2.164432e-08 -1.640066e-08 1.992307e-07
Tabla 5.3: Frecuencias y matriz de varianzas y covarianzas para la Subpoblación 3
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Frecuencias de la subpoblación
5516 751 2179 277
p estimado del estrato
0.6323513 0.08609423 0.2497994 0.03175513
Matriz de varianzas y covarianzas estimada del estrato
2.665174e-05 -6.241178e-06 -1.810856e-05 -2.302006e-06
-6.241178e-06 9.020064e-06 -2.465469e-06 -3.134167e-07
-1.810856e-05 -2.465469e-06 2.148339e-05 -9.093674e-07
-2.302006e-06 -3.134167e-07 -9.093674e-07 3.524790e-06
Tabla 5.4: Frecuencias y matriz de varianzas y covarianzas para la Subpoblación 4
Frecuencias de la subpoblación
1245 118 1596 170
p estimado del estrato
0.3978907 0.03771173 0.5100671 0.05433046
Matriz de varianzas y covarianzas estimada del estrato
7.656558e-05 -4.795509e-06 -6.486129e-05 -6.908783e-06
-4.795509e-06 1.159781e-05 -6.147495e-06 -6.548084e-07
-6.486129e-05 -6.147495e-06 7.986534e-05 -8.856561e-06
-6.908783e-06 -6.548084e-07 -8.856561e-06 1.642015e-05
Tabla 5.5: Frecuencias y matriz de varianzas y covarianzas para la Subpoblación 5
Frecuencias de la subpoblación
174 16 91 8
p estimado del estrato
0.6020761 0.05536332 0.3148789 0.02768166
Matriz de varianzas y covarianzas estimada del estrato
8.289981e-04 -1.153389e-04 -6.559898e-04 -5.766944e-05
-1.153389e-04 1.809627e-04 -6.032090e-05 -5.302937e-06
-6.559898e-04 -6.032090e-05 7.464712e-04 -3.016045e-05
-5.766944e-05 -5.302937e-06 -3.016045e-05 9.313283e-05
Tabla 5.6: Frecuencias y matriz de varianzas y covarianzas para la Subpoblación 6
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Frecuencias de la subpoblación
340 45 19 5
p estimado del estrato
0.8312958 0.1100244 0.04645477 0.01222494
Matriz de varianzas y covarianzas estimada del estrato
3.428926e-04 -2.236256e-04 -9.441970e-05 -2.484729e-05
-2.236256e-04 2.394109e-04 -1.249672e-05 -3.288612e-06
-9.441970e-05 -1.249672e-05 1.083049e-04 -1.388525e-06
-2.484729e-05 -3.288612e-06 -1.388525e-06 2.952442e-05
Tabla 5.7: Frecuencias y matriz de varianzas y covarianzas para la Subpoblación 7
Frecuencias de la subpoblación
983 153 214 41
p estimado del estrato
0.7066858 0.1099928 0.1538462 0.0294752
Matriz de varianzas y covarianzas estimada del estrato
1.490158e-04 -5.588092e-05 -7.816024e-05 -1.497463e-05
-5.588092e-05 7.037699e-05 -1.216533e-05 -2.330740e-06
-7.816024e-05 -1.216533e-05 9.358556e-05 -3.259990e-06
-1.497463e-05 -2.330740e-06 -3.259990e-06 2.056536e-05
Tabla 5.8: Frecuencias y matriz de varianzas y covarianzas para la Subpoblación 8
Frecuencias de la subpoblación
2687 499 1309 255
p estimado del estrato
0.5656842 0.1050526 0.2755789 0.05368421
Matriz de varianzas y covarianzas estimada del estrato
5.172328e-05 -1.251087e-05 -3.281909e-05 -6.393328e-06
-1.251087e-05 1.979296e-05 -6.094799e-06 -1.187298e-06
-3.281909e-05 -6.094799e-06 4.202846e-05 -3.114576e-06
-6.393328e-06 -1.187298e-06 -3.114576e-06 1.069520e-05
Tabla 5.9: Frecuencias y matriz de varianzas y covarianzas para la Subpoblación 9
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Frecuencias de la subpoblación
1834 256 2213 296
p estimado del estrato
0.3987823 0.05566427 0.4811916 0.06436182
Matriz de varianzas y covarianzas estimada del estrato
5.213198e-05 -4.826686e-06 -4.172444e-05 -5.580856e-06
-4.826686e-06 1.142982e-05 -5.824131e-06 -7.790072e-07
-4.172444e-05 -5.824131e-06 5.428272e-05 -6.734152e-06
-5.580856e-06 -7.790072e-07 -6.734152e-06 1.309401e-05
Tabla 5.10: Frecuencias y matriz de varianzas y covarianzas para la Subpoblación 10
Frecuencias de la subpoblación
1283 136 3200 244
p estimado del estrato
0.2638289 0.02796628 0.65803 0.05017479
Matriz de varianzas y covarianzas estimada del estrato
3.993897e-05 -1.517235e-06 -3.569964e-05 -2.722097e-06
-1.517235e-06 5.589999e-06 -3.784217e-06 -2.885466e-07
-3.569964e-05 -3.784217e-06 4.627319e-05 -6.789331e-06
-2.722097e-06 -2.885466e-07 -6.789331e-06 9.799975e-06
Tabla 5.11: Frecuencias y matriz de varianzas y covarianzas para la Subpoblación 11
Frecuencias de la subpoblación
235 15 1553 92
p estimado del estrato
0.1240106 0.007915567 0.8195251 0.04854881
Matriz de varianzas y covarianzas estimada del estrato
5.732556e-05 -5.180020e-07 -5.363048e-05 -3.177079e-06
-5.180020e-07 4.144016e-06 -3.423222e-06 -2.027923e-07
-5.363048e-05 -3.423222e-06 7.804946e-05 -2.099576e-05
-3.177079e-06 -2.027923e-07 -2.099576e-05 2.437563e-05
Tabla 5.12: Frecuencias y matriz de varianzas y covarianzas para la Subpoblación 12
80
Matriz K es una matriz 24× 48:
K =

1 −1 0 0 ... 0 0 0 0
0 0 1 −1 ... 0 0 0 0










0 0 0 0 ... 0 0 0 0
0 0 0 0 ... 1 −1 0 0


































17,8426 0,000000 0,0000 . . . 0,00000 0,000000
0,0000 1,059373 0,0000 . . . 0,00000 0,000000







0,00000 0,000000 0,00000 . . . 0,000000 0,000000
0,00000 0,000000 0,00000 . . . 1,151976 0,000000
0,00000 0,000000 0,00000 . . . 0,000000 7,58

Matriz de Varianzas y Covarianzas de f :
Σ̂f̂ =

2,831035e− 04 2,183207e− 05 0,000000e+ 00 . . . 0,000000e+ 00
2,183207e− 05 1,781890e− 03 0,000000e+ 00 . . . 0,000000e+ 00






0,0000000000 0,000000e+ 00 0,000000e+ 00 . . . 0,000000e+ 00
0,0000000000 0,000000e+ 00 0,000000e+ 00 . . . −4,034287e− 05
0,0000000000 0,000000e+ 00 0,000000e+ 00 . . . 4,607903e− 03

Matriz de varianzas y covarianzas del modelo:
Σ̂β̂ =

2,176961e− 04 −1,950895e− 04 . . . 1,887054e− 04
−1,950895e− 04 3,067880e− 04 . . . −1,589452e− 04





1,297732e− 04 −1,211366e− 04 . . . 1,972138e− 04
1,678692e− 04 −1,534492e− 04 . . . 3,767320e− 04
1,887054e− 04 −1,589452e− 04 . . . 6,463406e− 04

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Parámetro Estimación Intervalo de Confianza Valor chi-cuadrado Valor p
β0 -2.67752495 -2.70644329 ,-2.6486066 32931.876665 0.000
β
(1)
1 0.64689198 0.61256250 0.6812215 1364.033700 0.000
β
(2)
1 0.34939761 0.22990568 0.4688895 32.844217 0.000
β
(2)
2 0.57466204 0.43851367 0.7108104 68.437842 0.000
β
(2)
3 0.72950584 0.667665050.7913466 534.568818 0.000
β
(2)
4 0.06153143 -0.03371243 0.1567753 1.603305 2.1e-01
β
(2)
5 0.31904553 0.28689286 0.3511982 378.240065 0.000
β
(,2)
0 -2.05078149 -2.10526787 -1.9962951 5442.005812 0.000
β
(1,2)
1 1.86452865 1.80677797 1.9222793 4004.241086 0.000
β
(2,2)
1 4.47827908 4.33473129 4.6218269 3738.741370 0.000
β
(2,2)
2 1.51409551 1.32672422 1.7014668 250.839923 0.000
β
(2,2)
3 3.16256539 3.07986811 3.2452627 5618.143531 0.000
β
(2,2)
4 5.53253113 5.41294110 5.6521212 8221.554398 0.000
β
(2,2)
5 0.81135995 0.76153133 0.8611886 1018.510930 0.000
Tabla 5.13: Parámetros estimados
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β0 Niveles de referencia
β
(1)


















0 Niveles de referencia
β
(1,2)
1 No tiene garaje f2
β
(2,2)
1 Estrato 1 f2
β
(2,2)
2 Estrato 2 f2
β
(2,2)
3 Estrato 3 f2
β
(2,2)
4 Estrato 4 f2
β
(2,2)
5 Estrato 5 f2
Tabla 5.14: Asociación de los parámetros con las covariables
Parámetro Estimación Valor chi-cuadrado Valor p
β0 + β
(,2)






























5 1.18 3724.783 0.000
Tabla 5.15: Significancia de los parámetros para f2
Modelo Valor chi-cuadrado Valor p
f1 1654.696 0.000
f2 38317.69 0.000
Tabla 5.16: Prueba global para f1 y f2
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Modelo Variable Valor chi-cuadrado Valor p
f1 Garaje 1.343881e+03 1.469509e-47
f1 Estrato 8.546935e+02 2.198732e-43
f2 Garaje 11302.66 0.00
f2 Estrato 36048.3 0.00
Tabla 5.17: Pruebas individuales sobre las variables
Modelo Valor chi-cuadrado Valor p
f1 2.098657e+02 2.839741e-44
f2 23032.8 0.00






























El signo de los parámetros representa una influencia negativa o positiva en la va-
riable dependiente, en este caso es la influencia sobre los logit de π1 y π2. Ası́ se
tiene que para f1 según la tabla 5.13 el β
(2)
4 el cúal esta asociado con el estrato
socioeconómico 5 no es significativo, los demás parámetros si son significativos
y tienen una influencia positiva sobre la respuesta.
Para f2 según la tabla 5.15 todos los parámetros son significativos y tienen una
influencia positiva sobre la respuesta. En conclusión el tener garaje en el hogar y
el estrato socioeconómico tienen una influencia positiva sobre la variable depen-
diente del modelo.
Con respecto a las probabilidades, se tiene que f̂1 y f̂2 son los logit de π̂1 y π̂2, la
probabilidad de exito π1 y π2 se toman de el vector f̂ donde:




Por ejemplo para la probabilidad de que el estrato 1 con garaje tenga moto seria:
Estrato 1 + Sı́ garaje E [f (π1|X)] = β0 + β(2)1














◦ La metodologı́a GSK se ha utilizado para desarrollar el modelo logı́stico bi-
variable en el caso donde se tengan variables explicativas categóricas, o sea
tablas de conteos. Una ventaja de esta aproximación es que no requiere espe-
cificar la estructura de asociación entre las dos variables dependientes
◦ La metodologı́a en la parte inferencial se puede desarrollar de una forma di-
recta y simple aún en situaciones complejas tales como pruebas simultáneas.
◦ El método propuesto permite modelar simultáneamente parámetros que son
de relevancia en ciertas areas como lo es la epidemiologia, por ejemplo en
el análisis de sensibilidad y especificidad permitiendo calcularlas de manera
directa y no de manera marginal como si fueran independientes.
6.2. Recomendaciones
◦ Realizar estudios de potencia, y de efectos de ceros muestrales en las tablas.
◦ Serı́a recomendable buscar situaciones reales donde se pueda aplicar la me-
todologı́a para ver su complejidad a nivel de interpretación.
◦ En este trabajo se propusieron una serie de diagnósticos los cuales aún dejan
un amplio camino de exploración que puede ser planteada en posteriores
trabajos.
◦ El programa desarrollado puede mejorarse en su parte algorı́tmica y se puede
crear una libreria en R.
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