INTRODUCTION
That logic and language are closely related is almost true by definition. Logic is concerned with the study of valid inferences in arguments, and these are most commonly defined in terms of truth in models. Symbolic logic studies formal languages (logics) as models of certain aspects of natural languages, such as quantification, while abstracting away from certain other aspects of natural languages, such as ambiguity, as models typically do. Linguistics studies the structure of natural languages as well as the relation of language to other areas of cognitive science. The roles that logic in general, and modal logic in particular, play in linguistics are quite varied, as we shall see.
In linguistic semantics, logic is used to formalize, or interpret, an object language. We take as given that we want to study the semantics of some natural language, and in this chapter the language that we shall deal with is English. Above all else, we would like to directly interpret English sentences in some formally specified model. So even at this point we can see some connection to the Kripke semantics of modal operators: just as all of the other phenomena in this "applied" section of the handbook have been modeled with mathematical structures involving possible worlds, so too have these been used in semantic applications. For example, all manner of linguistic phenomena involving time have led to proposals for using the models from temporal logic. More generally, the main models of all types of intensional phenomena are closely related to the models in modal logic.
But so far we have only considered the matter of interpreting natural language directly. Usually, this is difficult or even impossible. (For example, consider the famous quantifier scope ambiguities in sentences like every handbook has a famous editor. The ambiguity is neatly expressed in logical notation as ∃∀ vs ∀∃: is there one person, let's call him Dov, who edits all the handbooks, or is it merely that every handbook has some editor or other? One lesson to take from such ambiguities is that it is impossible to associate a function from (English × models) to truth values in a way that respects our intuitions.) So one way or another, we translate natural language to some artificial language and then interpret that other language, in such a way that ambiguous sentences will be translated into multiple logical formulas. And here is a second place modal logic comes in: the language of higher-order modal logic has been used extensively to drive this translation process, as we shall see when we discuss Montague semantics.
We next turn to syntax, a field in which one finds several different uses of logic. There are syntactic frameworks which are heavily proof-theoretic, so the question of whether a given string is a sentence or not boils down to whether a related (formal) sentence is a theorem in some logical system. This proof-theoretic move is especially prominent in categorial grammar. Another quite different use of logic is as a meta language in which one formalizes a linguistic formalism declaratively. This is the move of model theoretic syntax, a research program we consider in depth in the second half our chapter. This application relates logic to linguistics in the same way that logic can be applied to formalize theories of other sciences, like set theory. However, the aims of this formalization are somewhat different from those of other areas, since model theoretic syntax is particularly interested in using decidable logics for this formalization so that matters can be implemented. This is of course one of the reasons why modal logics are attractive in this context, although much of the focus has been on monadic second-order logic of trees, which is decidable as well.
Applications of logic in linguistics have traditionally not been too concerned with meta-results. The main uses of modal logic in semantics are independent from the main concerns of modal logicians: completeness and correspondence. We are not aware of any serious application of the basic theory of modal logic in semantics, let alone the advanced theory that is showcased in various chapters of this handbook. The only exception is definability theory, interest in which is motivated by trying to find a logic for linguistic applications that has the right kind of "expressiveness." For example, the fact that most A are B is not first-order definable is of some importance for semantics. On the other side, the application of logic in syntax has led to more applications of sophisticated meta-results, for example proof theoretical results like cut-elimination or normalization in categorial grammar. It is interesting to note that definability is also of importance in model theoretic syntax, due to its relation to descriptive complexity theory. A related point: because so many current syntactic frameworks are designed with a hope of implementation, sharper theoretical results about them are called for.
In this chapter, we only survey applications of modal logic to the syntax and semantics of natural languages. We concentrate on these two applications because of the historical importance of modal logic in the development of natural language semantics and because of the significance of model theoretic syntax in current research in mathematical linguistics. There are many areas of applications of logic in linguistics that we do not mention, some of which are surveyed in the Handbook of Logic & Language [4] .
SEMANTICS
Linguistic semantics studies meaning in natural languages. The central assumption of current semantic theory is that meaning should be studied model theoretically, in the same way that semantics of logics are studied. Thus, the study of meaning is tied to the concept of truth. Of course, there are other ways to pursue the project of understanding meaning, most notably to tie it to action in some way. As it happens, for some purposes possible worlds semantics is even better for this second purpose than for the first; see, for example, [69] .
The interpretation of logical formulas usually involves the interpretation of subformulas in some systematic fashion. For instance, in propositional logic we have interpretational clauses like
[[ϕ ∧ ψ]] = [[∧]]([[ϕ]], [[ψ]])
where [[∧] ] is the boolean and function. The methodological principle that stipulates that all interpretations of complex expressions should involve the interpretations of its parts is called the "principle of compositionality," and it plays a central role in linguistic semantics. Whether that principle is in fact a meaningful restriction on semantic theory or whether it is vacuous is a point of ongoing debate. For one source that discusses the matter at length, see Janssen [41] .
Since natural language semantics applies model theoretic methods, the role of modal logic in this context involves the application of possible worlds semantics to natural languages, mainly to model intensional phenomena. However, in order to follow the principle of compositionality uniformly, the meanings of some expressions are modeled using higher-order logic. Thus, the most influential, systematic application of modal logic to linguistic semantics, usually referred to as Montague semantics after its founder, involved higher-order intensional logic. Although Montague's application of higher-order intensional logic to natural language semantics yielded many important results, almost all of the contemporary research is concerned with finding suitable alternatives to this framework. Many of these are surveyed in the Handbook of Logic and Language [4] . Another handbook in this area, with a more empirical and linguistic, as opposed to theoretical and logical, slant is the Handbook of Contemporary Semantic Theory [57] . There are many introductory textbooks in linguistic semantics, including [15, 22, 36] .
Possible Worlds in Semantics
The major use of modal logic in semantics stems from possible worlds semantics. Indeed, this is the only kind of application we are considering in this chapter. This is a good point to make a comment which relates to the place of this chapter in the overall handbook, and also one relating to current practice in the field of modal logic. One of the main subtexts in this volume is that research on modal logic has much to contribute to other areas. So the volume downplays the problematic points of possible worlds semantics by emphasizing topics in modal logic which are interest in areas far removed from those problems. In other words, one can put aside ontological worries (as one would like to do in any mathematical study) because in the kind of transition-system models emphasized in the study, these worries are not relevant. This kind of move is not appropriate for semantics: on the one side, problems about the status of possible worlds come up quicker and they persist; we shall shortly see an example. On the other side, there are few, if any, technical matters of interest in semantics. It is essentially all a matter of studying data from language, proposing treatments that use possible worlds, describing informal models related to the phenomena or the treatments, and occasionally working out the semantics of one or another formal logical language. In this section, we are mainly trying to provide a reader who is conversant with modal logic a feeling for what goes on in semantics.
Here is an example that motivates the use of possible worlds in semantics, taken from McCawley [64] . In a normative English sentence, two uses of a first person pronoun (I/me/myself) must be coreferential. And if the sentence has both a first person subject and object, the object must be the reflexive pronoun myself. So one cannot say I kissed me but instead must have I kissed myself. The only exception to this, and this is heart of the matter, is that "Multiple references for first-person pronouns arise when the sentence alludes to an alternative world in which the speaker . . . is presented as experiencing something from someone else's vantage point" (McCawley [64] ). For example, (1) I dreamed that I was Brigitte Bardot and that I kissed me.
This would not mean the same thing as I dreamed that I was Brigitte Bardot and that I kissed myself. Getting back to (1) , it shows what appears to be a hard-and-fast syntactic rule has to be understood in essentially semantic terms. (This is not as surprising as it might at first be: try formulating a principle of reflexive pronouns without using the semantic concepts of subject and object.)
(1) also shows that in some implicit sense speakers refer to "dream worlds" and more generally to alternative worlds of other kinds, or alternative ways this world could be. Note that the status of who I and me are in the dream world is problematic, but we shall not delve into this. The point is that if one wants to construct a formal semantics for (1) using Kripke models, then prima facie one would want to use worlds: a world where the speaker has a dream, and a world that represents what is happening in that dream. Note as well that what happens in dreams might be logically inconsistent, so Kripke models as one standardly finds them in modal logic are not going to be sufficient for representations of this kind. But they are a useful first step. Indeed, practicing semanticists have found the informal talk about possible worlds to be convenient and motivating. Like contemporary modal logicians, they are usually not interested in, or bothered by, worries about whether possible worlds are real. But again, the difference is that for modal logicians, the worries go away precisely because they tend to avoid modeling anything like an imaginary world, something which is evidently of linguistic interest.
For another example of why semanticists want to think in terms of possible worlds, consider the following contrasting sentences: (2) 1. It's certain that you'll find a job, and it's conceivable that it will be a good-paying one.
2. ??It's conceivable that you'll find a job, and it's certain that it will be a good-paying one.
This example is from McCawley [64] in a section entitled "'World-Creating' Predicates." (Incidentally, the quotes here are his, betraying already a certain discomfort with either the notion or the terminology. In any case, we shall expand on just this point below.
But the terminology again shows an embrace of possible worlds as well.) The question marks in (2ii) indicates a semantic anomaly. That is, what appears strange in (2ii) is not due to syntactic ill-formedness: from (2i) and the fact that certain and conceivable both take sentence complements, one would expect (2ii) to be grammatical. So one of the goals of any analysis would be a principled explanation of the different acceptability judgments between (2i) and (2ii). We encourage readers who are not familiar with semantics to attempt a translation into any logical language of (2i), and also to draw pictures of Kripke models to explain their intuitions. Incidentally, in both (2i) and (2ii), we are concerned with the "nonreferential" interpretations: there is no specific job that Gladys is looking for.
Since the sentences in (2) are in the future, a representation should have at least two worlds: the present world, in which (presumably) you do not have a job but are seeking one, and at least one future world. Thus we are inclined to model (2i), say, by having one actual world, w and many alternative worlds for the relatively-near future, each with the property that you find some job or other in it. This is quite typical for semantic analysis: if one is going to use worlds to represent alternatives which are only partially specified, then very quickly one must consider many alternatives. Frequently there will be infinitely many. It is the second half of the sentence which gives more trouble; it seems to require that in some (or perhaps some significant proportion of) the successors of w, your job is a good-paying one. And even with this sketch of a representation, we have not learned the lesson that (2) teaches. The point is that a use of it in the second part of (2i) is dependent on the existence of a job. If the existence of a job is in doubt, as it is in the first part of (2ii), then it is infelicitous to use it to refer to one later. This kind of reasoning could be fleshed out in a fuller analysis in several ways. One would be to use a theory of presupposition. Another would be to ground the whole discussion in Discourse Representation Theory (DRT) [43] or some "dynamic" theory which has enough theoretical apparatus around to talk about different occurrences of pronouns like it. In any case, a DRT analysis of the sentences in (2) would most likely use possible worlds at the very least.
One last comment: from more sophisticated examples, such as . . . it is more likely than not that it will be a good-paying one, we see that complex relations between worlds are going to be the norm rather than the exception. These relations can involve additional structure, as in this probabilistic setting, or various notions of nearness (as we find in treatments of conditionals).
Specific contributions: an overview
In an assessment of the importance of possible worlds semantics for linguistics, Partee [74] highlights the following six areas:
1. The identification of propositions with sets of possible worlds.
2. The analysis of intensional phenomena with functions from possible worlds to their extensions.
3. The semantics of propositional attitudes.
4. The semantics of conditionals.
5. The semantics of questions and the pragmatics of the question-answer relations.
6. Pragmatics in general, and presuppositions in particular.
Beginning with this subsection, we shall explore several of these contribution areas in detail. Some of these topics are not treated in our chapter: we won't have much to say about questions and answers or pragmatics. The prevalent view of the role of pragmatics in linguistics is that it is the part of semantics that is concerned with the context-dependent meaning of linguistic expressions. In the narrowest sense, pragmatics is concerned with the interpretation of indexical or deictic expressions, like personal pronouns, and that is the sense in which the term was used by Montague [99] . Since then, the subject matter of pragmatics has been extended to include many of the topics discussed by ordinary language philosophers like Austin, Grice, Strawson, and Searle. Thus, pragmatics now includes topics such as implicature, presupposition, and speech acts. There is also some overlap between pragmatics and sociolinguistics, though that overlap has little to do with modal logic. Of the subjects of pragmatics mentioned above, primarily indexicals and presuppositions have been analyzed using possible worlds semantics, although Posner [78] reconstructs communicative actions and ultimately speech act theory in terms of suitable iterations of modal operators for believing, causing, and intending.
Concerning work related to questions and answers, we only mention one quite recent reference, the dissertation Murakami [68] . This proposes an analysis of notions like complete and just complete answer to a question based on the modal logic of partitions.
With respect to the first two items listed by Partee, one set of notions worth keeping in mind goes back at least to Carnap [14] . He emphasized the distinction between extension and intension, and linked these to particular syntactic items as follows:
Expression
Intension Extension sentence proposition truth-value predicate property set individual term individual concept individual Note that the identification of propositions with sets of possible worlds is a special case of this analysis, since sets of possible worlds are essentially the same as functions from possible worlds to the set of truth values. In essence, this identification of propositions with sets amounts to the imposition of a boolean algebra structure on the set of propositions. This kind of structure needs to be supplemented with accessibility relations or other more typically modal structures to be relevant to our discussion.
Intensionality
We have yet to discuss intensionality in a general way, and now is the time to do just that. It is relatively uncontroversial that some linguistic expressions refer to objects. For instance, names refer to the object that they name. Frege [29] postulated that there is another dimension to "meaning" other than reference in order to explain the apparent difference between statements of the form a = b and a = a. While the latter is true a priori, the former, when true, typically requires some kind of observation. The difference between these two statements, according to Frege, is that, if a = b is true, a and b have the same reference (Bedeutung), but different sense (Sinn). However, Frege did not give a formal definition of "sense." Carnap [14] used the concepts of extension and intension as a model of reference and sense, which is one of the first and most influential applications of modal logic to natural language semantics. Carnap, however, used state descriptions, maximally consistent sets of literals, instead of Kripke models for the semantics of modal logic. Montague is credited with bringing together Carnap's analysis of sense and reference with Kripke's possible world semantics. (Incidentally, a different analysis of sense along algorithmic lines has been suggested in recent years by Moschovakis; see [67] .) David Lewis [59] expressed the motivation for this approach to natural language semantics particularly well: Thus, intensions are defined by Lewis to be functions from possible worlds (and possibly other indices, which are the relevant factors, above) to extensions. This is the central idea behind the possible world analysis of intensionality. So far, we have only mentioned the extensions of names: individuals. What about the extensions of other kinds of expressions? It has been part of the Fregean orthodoxy to consider the extension of a sentence to be its truth value. Since intensions are functions from possible worlds to extensions, the intensions of sentences are functions from possible worlds to truth values, or simply sets of possible worlds; i.e., those possible worlds in which the sentence is true. The intensions of sentences are also called "propositions." As Partee [74] points out, this analysis of the meaning of sentences gives a good approximation to the notion of "synonymity," since two sentences that have the same intensions are true in exactly the same possible worlds.
Other, classical, examples of intensional phenomena include intensional transitive verbs, like seek, and propositional attitude verbs, like believe. Interacting with both of these are the de re and de dicto distinctions. To illustrate this distinction, consider the following sentence, and note the intensional transitive verb: Barney wants to drive the fastest car in town. One reading of this sentence is where there is a specific car, say c, and Barney wants to drive c. (But the fact that c is the fastest car in town is not germane to Barney's wish: he just wants to drive c.) This is the de re reading. The de dicto reading is where Barney wishes to drive whatever car is the fastest in town; so if that description were to change referents over time, then Barney's desire would also change.
Before moving on, we should mention that the entire treatment of intensionality via possible worlds semantics is not universally accepted in semantics by any means. A good source for some criticisms is John Perry's side [76] of a discussion with Barbara Partee. In other areas as well, one has the feeling that the whole application of possible worlds in semantics is, as one prominent semanticist privately told one of us, a "counterfactual exercise": even though possible worlds semantics are the community's standard and the best thing known, many researchers believe that in the long run they cannot succeed at everything they are being applied to.
Propositional attitudes
The phenomena of interest in the context of propositional attitudes are belief and knowledge, and also the root modals like can, may, and should. The main lines of the standard treatments are probably closest to the heart of a semantically-oriented modal logician: one takes a space of worlds which is equipped with a relation corresponding to each attitude or modality of interest. Then one defines semantics for the attitudes themselves as modal operators in the expected way, by quantifying using the accessibility relations. Modal logicians will also recognize the parallel to the algebraic semantics of modal logic; see Chapter 6. The point is that by moving to the power set algebra of the set of worlds of a model is like moving to the space of intensions. So the propositional attitudes turn into operators on the intensional rather than extensional level. This is a two-edged sword: on the one hand, it allows us to explain why statements of identity are not preserved in modal contexts. But the down side is the problem of logical omniscience: logically necessary propositions wind up as being known by everyone at every point. So exactly the same advantages and disadvantages come up as in the theory of knowledge.
Here is one textbook treatment of the basics of propositional attitudes, following the final chapter of Heim and Kratzer [36] . This chapter is called a "first step" on the way to an intensional semantics, and the authors emphasize, and close with, the limitations of their work. The point for us concerns the treatment of the attitude verbs such as know and believe. The way things work syntactically, attitude verbs take sentences as their arguments; a verb phrase then results. So their categorial type (see Section 2.11 below) would be VP/S, and so their semantics is a function from propositions (i.e., functions from worlds to truth values) to VP meanings (here functions from individuals x to truth values). The semantics is then given by "Belief consistent" here a relation on worlds defined as follows: we say that w is belief consistent with w for (person) x if all of x's beliefs in w are true in w . (So in effect this treatment does not work on a set Kripke model whose accessibility relation is up to the semanticist to specify, but rather that the accessibility relation is given in terms of what we are calling belief consistency here.) To illustrate this, we consider a sentence of the form Mary believes S, where S is another sentence. Overall principles of compositionality insure that for all worlds w,
The definitions in the semantics are set up so that the following holds:
At this point we apply the general definition of [[believes] ] from (3) . We see that Mary believes S is true in a world w just in case for all worlds w which are belief consistent with w for Mary, S is true in w . So in this way we reconstruct the semantics of the attitudes which would be expected from the Kripke semantics of modal logic. We shall discuss how the calculation in (4) works when we turn to Montague grammar in Section 2.11. Before returning to a discussion of the modalities in language, here is another point on the treatment of belief in linguistics. McCawley [64] suggests a departure from what modal logicians might expect concerning belief when he writes, "Belief worlds may even conform to a different version of logic than the real world is taken to be subjected to; such worlds would be appropriate devices for analyzing such sentences as those in which an adherent of standard logic attributes beliefs to an intuitionist." But he also holds also that "one has a single set of beliefs at a time (possibly inconsistent beliefs, but a single set nonetheless)." So this seems to suggest that belief worlds might be paraconsistent in some sense. But later, in connection with wishes, he is of the opinion that "It will probably be clearest if one simply avoids terms such as 'wish world,' which misleadingly suggest that there is a single system of wishes whose simultaneous fulfillment is at issue, and instead use circumlocutions to say that a particular world corresponds to a particular wish. . . . These worlds may serve as reference worlds for other worlds that correspond to, say, the fulfillment of wishes, hopes, and so forth, that are contingent on the fulfillment of a given wish."
In any case, much of the linguistic discussion is not about these kinds of points, but rather questions of reference and presupposition. For example, here are sentences from McCawley [64] , page 426:
1. Arthur thinks that a unicorn has been eating his roses. He hopes he can catch it.
2. Arthur denies that a unicorn has been eating his roses. ??He hopes he can catch it.
The underlined it in the first sentence refers to the unicorn in the preceeding sentence. Actually, a unicorn is best understood non-referentially here; there is no particular unicorn which Arthur is thinking about, just some-unicorn-or-other. The point is that it is a property of think that it allows nonreferential NP's in its complement to be the antecedents of later pronouns (the subsequent it). In contrast, deny does not have this property. This is why the second sentence in (2 ii) is anomalous. This last example is intended to be more typical of the linguist's concerns than the previous paragraph on ontological points.
Conditionals
Modal-type notions are of central interest in work on conditionals, following Lewis [60] and Stalnaker [90] . The idea here is to analyze counterfactual conditionals (those whose antecedents are known or taken to be false) using a semantics that comes with some extra apparatus or other. One should see Chapter 18 for an extensive treatment of the logical systems that come from the natural semantics of counterfactual conditionals. But counterfactuals are only one type of conditionals, and another important type are indicative conditionals (where the antecedent is true). See von Kutschera [106] for a proposal on indicative conditionals related to, but different from, the standard treatment of counterfactuals.
As it happens, most contemporary work in semantics does not use the Lewis-Stalnaker semantics but instead works with elaborations based on it. Probably the main proposal in the area is due to Kratzer [55] . Her work allows one to work with the combination of conditionals and modals, as in If this is an article on linguistics, there must be examples from many languages. Kratzer's semantics makes use of a "modal base"; this is basically a spelled out version of an accessibility relation. It also uses a three-placed similarity relation on worlds. It was later observed by Frank [28] and independently Zvolensky [107] that sentences of the form If X, then it must be the case that X came out automatically true in Kratzer's semantics. Modal logicians might find it interesting to note that a similar debate about the adequacy of modal semantics crops up in areas like deontic logic. Indeed, one of the lessons we learned in writing this chapter is exactly that similar questions about the adequacy of various semantic proposals coming from modal logic come up independently in different forms. From the point of view of applied modal logic it would clearly be of value for people to pay close attention to points like this, in order to make theoretical contributions that could be appreciated by people in different fields.
Time and tense
Another semantic area where ideas of possible worlds semantics are put to use concerns time and tense in natural language. Our discussion of these issues is once again intended only as an invitation to this fascinating field. It is based largely on the survey of the area in Mark Steedman's draft textbook [91] and also on Dick Crouch's ESSLLI notes [21] . We have also again found McCawley's book [64] full of insightful examples and proposals; see Section 12.2 on Tense Logic.
1 An essential resource for researchers in this area is Robert I. Binnick's web site [5] entitled "The Project on Annotated Bibliography of Contemporary Research in Tense, Grammatical Aspect, Aktionsart, and Related Areas":
http://www.scar.utoronto.ca/∼binnick/TENSE/ In particular, the logic part of the site lists a large collection of papers relevant to the subject of this handbook chapter.
For readers of this handbook, perhaps the primary observation concerning the analysis of time in natural language is that the whole matter of temporal ontology is highly complicated and problematic. First of all, there are words, endings, and expressions which are usually used to indicate past, present, and future time references. But even these have exceptions. For example, ing usually indicates a present tense, but in examples like the editors are calling Larry tomorrow to complain that his paper contained a lot of misleading remarks, the word tomorrow changes this to a future time reference. Yet another point concerns embedded tenses; as our last example shows, it is not always 1 Indeed, at various places in this chapter we have marveled at McCawley's use of the best logical tools available to him. He wrote "I teach courses on logic from a linguists point of view, taking a broad view of the subject matter of logic (logic has suffered 23 centuries of myopia, which I try to make up for) and giving full weight to linguistic considerations in revising (or replacing) existing systems of logic to maximize their contact with natural language syntax and linguistic semantics." [65] We therefore wonder what he as a linguist would have found useful in the exploding logical literature. Although we never met him personally, we would like to think that some of our comments about various connections and possible applications would have inspired him (and those who follow in his footsteps). straightforward even to interpret these constructions, let alone represent and analyze them. For another example along the same lines, Sonia said that Rajiv liked to dance should have the same meaning as Sonia said "Rajiv likes to dance"; the problem then is to account for this sameness. Finally, important temporal information is often absent from the surface forms. Consider (6) John went to kindergarten with a bank president.
The intended meaning is that at some past time John went to kindergarten with some individual who would later become a president of a bank.
The first, and most basic, proposal for the representation of temporal phenomena is to add an explicit time parameter to propositional functions. So instead of a predicate like alive(x) which indicates whether an object is alive or not, we might have alive(x, t). Then one might want to translate various tense constructions into, say, a two-sorted first-order logic; the point is that one then has quantification over times and also a symbol < for the relation of preceding on times. Then one can translate a future sentence like Sonia will go as (∃t > t 0 )(go(Sonia, t))
Note that there is a "now" time t 0 ; this can be taken to be either a constant or a variable. However, this is usually not what is done. There are logical and also linguistic reasons for making other moves. In a comment directly related to this, Thomason [100] writes:
Physics should have helped us realize that a temporal theory of a phenomenon X is, in general, more than a simple combination of two components: the statics of X and the ordered set of temporal instants. The case in which all functions from times to world-states are allowed is uninteresting; there are too many such functions, and the theory has not begun until we have begun to restrict them. And often the principles that emerge from the interaction of time with the phenomena seem new and surprising.
The new and surprising principles here are the interactions of tense and modality that Thomason discusses in his handbook article [100] . But mention of physics also raises the question of the structure of time. In the linguistic literature, the emphasis nearly always is on what might be called linguistic time, the common-sense notion that we want to tease out and model from "people on the street". It is not the notion that we would get from physics.
An alternative way to go is to take the basic sentences of language to be tenseless and then to add temporal modal operators P (for the past) and F (for the future). This is the basic move of Tense Logic, usually mentioned in connection with its main developer, Arthur Prior.
These are interpreted on linear orders (L, <). The semantics is the standard one from temporal logic l |= P φ iff m |= φ for some m < l l |= F φ iff m |= φ for some m > l
So P and F are past and future modalities.
Let us see how this idea fares with some examples. We should think of an atomic proposition as representing an untensed assertion. After a moment's thought, one can see that the very question of whether "untensed assertions" are possible will be a source
The oracle speaks p The oracle spoke/has spoken P p The oracle will speak F p The oracle had spoken P P p The oracle will have spoken F P p The oracle never spoke ¬P p There will be a time after which the oracle will not speak F ¬F p There was a first time the oracle spoke P (p ∧ ¬P p) Figure 1 . Sentences and Priorean Translations of debate in this area. But let us ignore this and think of stative present tense assertions like the oracle speaks as an untensed assertion. Suppose that we take its semantics to be an atomic proposition p of the logic above. Then we can translate some English sentences as in Figure 1 .
It is important to make a few comments about the contents of the figure. As with all translations from natural language into a formal language, one has to be clear on what has been achieved and what some of the problems are.
We also mention some ways that the system can be fruitfully extended. For example, it is straightforward to add binary modalities S and U for since and until. With a little more work, we can also add now. The simplest way to do this is to work on models (L, <) with a distinguished l * for the "present moment". Then we add to the clauses in (7) the following
This proposal is due to Kamp [42] , and it is discussed further in Burgess [11] , Section 4B. Among the facts shown in these references is the fact that N is actually eliminable in this language. However, if one moves from a purely propositional setting one with more linguistically interesting phenomena, this reduction is rightfully lost. For example, consider (8) 1. The oracle predicted that there will be an earthquake.
2. The oracle predicted that there would be an earthquake.
A natural representation of (1) is P r(o, N F e); the important point is that the future operator F is evaluated from the vantage point of "now". This contrasts with (2) . Here a representation might be P r(o, F e). The difference is that the prediction in (2) is that there will be an earthquake at some point later than the prediciton, not the moment of utterance of the sentence. There are some linguistic problems with any treatment of time as an extra parameter. One problem again concerns embedded tenses; these are especially interesting for modal logic since all of the important problems in modal logic arise precisely because modalities in formal systems may be iterated, and because accessibility relations in models can be deep. The natural symbolization of (6) in a modal approach comes out as something like
But then consider John went to kindergarten with someone who has become a bank president. Here the intended reading is that the person became a bank president before the utterance time. So having F in the scope of P in the representation would be a mistake. Another problem is that many temporal phenomena pertain more to events that distributed in time and hence do not admit a nice formulation: Boris took piano lessons for six months. Sentences like P p may be rendered either in the simple past as The oracle spoke or in the present perfect as The oracle has spoken. This means that whatever differences we ascribe to the two English forms will not be representable in the Priorean formalism.
Further, the logic contains forms like P F P P F p which cannot be rendered into English except by transcribing the formal semantics into mathematical English. This is a problem not just for this work, but also for practially all accounts of any phenomenon which use recursion: the formalism will quickly contain forms not naturally renderable without heavy uses of devices like numbered or named pronouns.
For other natural English sentences that cannot be translated adequately in the Priorean formalism, consider The oracle did not speak. What we have here is an implicit reference to a particular time or set of times. So our sentence is not captured by ¬P p, since that sentence amounts to a universal quantification over past times.
Furthermore, one would suspect that since we can add operators corresponding to Since and Until, we might also add an operator Y for Yesterday. Suppose our semantics makes use of a function l → l − 1 and works by l |= Y φ iff l − 1 |= φ. However, here the a sentence like Yesterday the oracle spoke would correspond to Y p rather than Y P p. So we are left with a puzzle about why the natural language sentence uses the past tense marker in the first place.
Hinrichs [37] noted that the sentence Vincent left yesterday has two natural renderings:
However, these both fail to have the intended meaning: the Y operator shifts the evaluation point to the previous day, but then the P operator takes the past from this point. A similar problem, noted by Partee [73] and reiterated in Hinrichs' paper is that tense and negation do not work well in Prior's approach. Translating "Vincent did not leave" by either P (¬leave(V )) or the other alternative do not work. Even though the rest of our discussion has dwelled the shortcomings of the Priorean approach, some aspects of the temporal system of language clearly are captured in it. Further discussion of tense logic and standard logic may be found in van Benthem [103, 104] and also Chapter 11 of this handbook. We also discuss an extension of Prior's approach due to Patrick Blackburn in Section 2.8 below.
The reference time
One of the key contributions to this area comes in Reichenbach's textbook (on logic (!)) [82] . He points out that linguistic tense does not involve only "now" and "then" but also a third time, the reference time. So he described the tense system in terms of three times, S (the speech point), E (the event point), and R (the reference point). R is the time in a sentence "that we are really talking about".
For example, consider the difference between the simple past and past perfect in English. The simple past is exemplified by I saw John; the past perfect by I had seen John. The difference between these is that in the past perfect, E is prior to R (and both come before S): the speaker is describing an event from a vantage point (R) which is later than the time (E) of the event itself. In contrast, in the simple past, the event time and reference time are the same.
Incidentally, although Reichenbach seems to have preferred to think in terms of R, E, and S as points, there is good reason to prefer to take them to be intervals. The use of intervals in tense logic is a natural move, and many semantics papers do in fact make it. Here are some examples of the way various tense and aspect combinations in Reichenbach's system come out when we take R, E, and S to be intervals, writing < for the subinterval relation: We have completed a quick tour of some of the central proposals concerning temporal ontology. It goes without saying that we have barely scratched the surface, that further work is in large measure concerned with corrections and criticisms of the classical ideas, etc. But we would be remiss in ending without metioning that much of the current work is concerned not with points of time but rather with events; see for example, the book The Proper Treatment of Events [105] . Figure 2 contains a chart of some of the Reichenbach examples, worked in terms of events for S, E and R. The relation < is that of subevent.
Mary sees John Mary will see John Perfect E < R < S E < R = S E < R, S < R Mary had seen John Mary has seen John Mary will have seen John Progressive E = R, R < S E = R = S E = R, S < R Mary was seing John Mary is seeing John Mary will be seeing John 
Structure Name
English example Representation E-R-S Pluperfect I had seen
Future-in-the-past I would see
Future perfect I will have seen
Future perfect I will have seen 
Temporal reference and hybrid logic
Reference to specific times can be incorporated into a Prior-style formalism by using ideas from hybrid logic (see Chapter 14 of this handbook). The basic idea of hybrid logic is to add a new sort of propositional symbol to the underlying modal language; these symbols are called nominals, and they are typically written i, j, and k. When working with nominals, one adds a semantic constraint that they be true at exactly one point. In this way, nominals 'name' the unique point they are true at. This gives us a way of coping with some of the difficulties noted earlier. For example, we saw that The oracle could not speak could not be translated into the standard Priorean formalism; the simple representation ¬P p amounts to universal quantification over past times. But with the aid of nominals we have a better representation:
This anchors the silence of the oracle at a particular time in the past, namely the time named by the nominal i.
Moreover, we now have a way handling reference times. Consider the sentence The oracle had not spoken. This picks out some past time (the reference time) and locates the silence of the oracle before that. This cannot be handled in the standard Priorean formalism, but once again with the aid of nominals, we can capture its meaning:
This formula says that there is some time in the past (namely the one named by i) and that before that the oracle did not speak. In fact, as Blackburn [6] observes, all of Reichenbach's analyses can be handled in this way; the required hybrid representations are given in Figure 3 .
It's also worth remarking that the ideas of hybrid logic combine naturally with multidimensional modal semantics of the type mentioned above. For example, Blackburn [6] uses this style of semantics to interpret propositional symbols like yesterday. The use of such symbols avoids the problems associated with the yesterday operator Y . For example, the hybrid representation of Vincent left yesterday would be P (yesterday ∧ Vincent leave), and this has the required interpretation. Moreover, the hybrid approach also correctly classifies sentences such as Vincent will leave yesterday as semantically anomalous. This sentence would be represented by the hybrid formula
This formula is false at all points in all models, hence the anomaly.
A note on multidimensionality
One very interesting application of modal logic to semantic analysis is the use of multidimensional modal logic in connection with cross-world comparatives. Consider, for example, sentences like This article is shorter than it might have been. One approach to its semantics is to use not just a single world in the semantics, but to move to two or even more worlds. We might have an "actual" world and an "evaluation" world. For applications in semantics related to comparatives, see Cantwell [13] . By now there are also quite sophisticated modelings of tense and aspect; see, for example ter Meulen [94] .
Problems and prospects
Even with the move to a Reichenbachian treatment of tense and aspect, there are remaining stubborn problems. Many of these are especially pertinent to the discussion of the application of possible world semantics; they indeed cause one to either re-think the use of possible worlds, or to propose modifications or extensions of it. Consider, for example, the present relevance of the perfect. For example, Jimmy has lost his mind intuitively entails that Jimmy has not gotten it back.
It is also important to note that a lot of real-world knowledge goes into judgments about sentences using time and tense. For example (9) 1. ??James McCawley has written many books.
James McCawley wrote many books.
The first is anomalous, but only to one who knows that McCawley died in 1999. For someone who didn't know this, (9i) carries the implicature that McCawley is still alive. The point here is that (9i) and (9ii) are not equivalent, but the difference is due to background knowledge. So the entire system of time/tense/aspect interacts with the knowledge background of speakers and hearers. With this in mind, consider also, and note the difference between (10) 1. The authors have regretted that they never met McCawley. 2. The authors had regretted that they never met McCawley.
Many recent papers and books in the area emphasize the presence of causality and realworld knowledge in discourse about time; see Steedman [91] . Another book on this topic which emphasizes connections to logic programming and even robotics is van Lambalgen and Hamm [105] . 
Montague Semantics
As was mentioned above, Montague's application of higher-order intensional logic marked the starting point for applications of modal logic in natural language semantics. Montague developed his theory of natural language semantics over the course of three papers (collected in [99] ), each of which differs from the others in some respect. In the following, we give a survey of a "streamlined" approach, taken from Gamut [32] . Montague semantics consists of three parts: syntactic categories, semantic types, and operations on the members of each of these, where each operation on members of syntactic categories has a corresponding operation on the members of the corresponding semantic types. This correspondence is Montague's formalization of the principle of compositionality.
The theory of syntactic categories assumed in Montague semantics is loosely based on categorial grammar. The categories of categorial grammar are either basic categories or derived categories, which are formed by closing the basic categories under two operators: / and \. An expression that has a category of the form A/B is "looking to its right for" an expression of the category B to make an expression of the category A. And an expression of category B\A is looking to its left for an expression of category B to again make one of category A. Thus, derived categories have a functional behavior.
The full set of categories, CAT, is obtained by closing the basic categories, S (for sentence), CN (common noun), IV (intransitive verb), under the / operator. Thus, only one of the two operators of categorial grammar is used by Montague. Figure 4 has examples of the most common categories and some of their expressions.
At this point, we have described the set of syntactic categories and given examples. One forms the full set of expressions of the various categories by juxtaposition following the categorial rules. For example, John walks is an S because John is S/IV and walks is an IV. From this, believes John walks is an IV. And then Mary believes John walks is again an S. This is as it should be, since we have a grammatical sentence.
We return to the syntactic categories and expressions below, after a digression concerning the formal semantics. Let e and t be any distinct objects, and define the set T of semantic types by the following inductive definition:
The idea is that e stands for entity and t for truth value, s for a set of possible worlds, and a, b for the set of all functions from a to b (or rather for the set of functions from the set that a stands for to the set b stands for). The difference between syntactic categories and semantic types is that syntactic categories have a notion of "order" built-in. In the following, we will use upper-case letters for syntactic categories and lower-case letters for semantic types.
Given infinite sets of variables for each type a, denoted by VAR a , and, possibly empty, sets of constants for each type a, denoted by CON a , we define the well-formed expressions of type a, denoted by WE a , as follows:
We will use other connectives: ♦, ∨, →, ↔, ∃, to abbreviate their usual definitions in terms of the connectives above. The reason that these types are referred to as semantic types is that each type has a corresponding domain. Given a set of individuals, D, and a set of worlds, W , we define the domain of a type t, denoted by D t,D,W as follows:
where A B denotes the set of functions from B to A. We now define the interpretation of expressions. A model, M, is a triple, (D, W, I), where D is a non-empty set of individuals, W is a non-empty set of worlds, and I is an interpretation of the constants at a world. We define [[α] ] M,w,g , where M is a model, w ∈ W is a world, and g is a variable assignment. As usual, we denote the variable assignment that differs from g at most in that it assigns
This allows us to have formal terms for what we informally wrote above in (3).
There is a symmetry between λ-abstraction and application (i.e. β conversion), and ∧ abstraction and ∨ application. However, while the following form of β-conversion can only be applied in the extensional fragment of this system, it only holds in restricted cases in the intensional system. However, in the extensional system this equivalence fails. It is possible to extend this equivalence to a restricted set of expressions of the intensional system: the intensionally closed expressions, whose extension does not vary from world to world. The intensionally closed expressions in L, denoted by ICE L , is the minimal subset of WE L such that
. ICE L is closed under boolean connectives, quantifiers, and λ-abstraction.
The above mentioned symmetry is summarized in the following two theorems:
1. all free variables in γ are free for x in γ; and 2. either γ ∈ ICE L , or no free occurrence of x in β lies within the scope of , ∧ .
Now, we associate semantic types with syntactic categories as follows using the following function f :
With each syntactic category, A, we associate a set of basic expression of that category, denoted by B A , and a set of expressions of that category, denoted by P A .
The next step involves the definition of syntactic operations that create complex expressions. In the following, we will use the same rule numbers as [32] . Here are the first three rules:
(S1) If α ∈ P S/IV and β ∈ P IV , then F 1 (α, β) ∈ P S , and F 1 (α, β) = αβ , where β (S2) is the result of replacing the main verb in β by its third-person singular present form. If α ∈ P (S/IV)/CN and β ∈ P CN , then F 2 (α, β) ∈ P S/IV , and F 2 (α, β) = αβ.
Rule S1 simply makes the basic expressions of category A expressions of category A. Rule S2 combines noun phrases with verb phrases to make sentences, the side condition enforcing subject-verb agreement. Rule S3 combines determiners with common nouns to form noun phrases.
EXAMPLE 4. Here is a derivation for "every man walks":
F 2 (every, man) = every man F 1 (every man, walk) = every man walks
Since the syntactic derivations in Montague grammar are very straightforward, we will dispense with them in the rest of this article.
We now define a function → that associates with each expression of category A an expression of type f (A), its meaning. First, the translation of most basic expressions will simply be a constant. We will denote the constants corresponding to basic expressions using caps. Thus, the constant corresponding to walk is walk. The only exceptions to this rule are noun phrases, determiners, the verb be, and necessarily.
If α ∈ P S/IV , β ∈ P IV , α → α , and β → β , then
EXAMPLE 5. Here is the translation for "every man walks."
Now we will consider transitive verbs. Again, we first give a syntactic rule, followed by a semantic rule:
If α ∈ P IV/(S/IV) and β ∈ P S/IV , then F 6 (α, β) ∈ P IV , and F 6 (α, β) = αβ where β
is the accusative form of β if β is a syntactic variable; otherwise β = β. If α ∈ P S/IV , β ∈ P IV , α → α , and β → β , then
We will use the following two notational conventions from Gamut [32] . The first is just an instance of what computer scientists call uncurrying.
If γ is an expression of type a, b, t , α and expression of type a, and β (NC1) an expression of type b, then we may write γ(β, α) instead of (γ(α))(β).
Before discussing the second notational convention (N C2), we need to review how Montague proposed to treat transitive verbs. In Montague's system, the meanings transitive verbs are relations between individuals and second-order properties, i.e. they are of type s, s, e, t , t , e, t . Thus, since they are not relations between individuals, we can have a statement such as "John seeks a unicorn" be true, without it entailing the existence of unicorns. However, there are certain transitive verbs, so-called extensional transitive verbs which entail the existence of their arguments. For these expressions NC2 will allow us to move from Montague's higher-order interpretation of transitive verbs to relations between individuals. If δ is an expression of type s, s, e, t , t , e, t , then we may write δ * (NC2) instead of λyλxδ(x, ∧ λX ∨ X(y)).
The expression δ * refers to the relation that holds between x and y iff the relation δ holds between x and the intension of the set of all properties of y, i.e. ∧ λX ∨ X(y). For further details and discussion, see Gamut [32] . EXAMPLE 6. Here is a derivation for "every man loves a woman."
∀y(man(y) → ∃x(woman(x) ∧ love * (y, x))) N C2
The following rule schema is used to create different derivations for ambiguous sen-tences.
If α ∈ P S/IV and ϕ ∈ P S , then F 7,n (α, ϕ) = ϕ , where ϕ is the result of the following substitution in ϕ : (i) if α is not a syntactic variable he k , then replace the first occurrence of he n or him n with α, and the other occurrences of he n or him n with the appropriate anaphoric pronoun.; (ii) if α = he k , then replace every occurrence of he n and of him n with him k . (S8,n)
And the corresponding semantic rule:
If α ∈ P S/IV , ϕ ∈ P S , α → α , and ϕ → ϕ , then
Here is another derivation of "every man loves a woman." This time, "everybody loves him 1 " is derived first, and "a woman" is quantified in.
Now we can use quantifying-in to derive multiple interpretations of believe-sentences, corresponding to the above-mentioned de dicto-de re distinction. Assuming that the syntactic category of believe is IV/S, we need new syntactic and semantic rules for such expressions:
If α ∈ P IV/S and β ∈ P S , then F 11 (α, β) ∈ P IV , and F 11 (α, β) = αβ (S15) If α ∈ P IV/S , ϕ ∈ P S , α → α , and ϕ → ϕ , then
EXAMPLE 8. Here are derivations for John believes that a man walks. The first gives us the de dicto reading:
While the quantifying-in version gives the de re reading:
In addition to epistemic modalities, we can give a treatment of of sentential adverbs, like necessarily, using the following two rules:
If α ∈ P S/S and β ∈ P S , then F 11 (α, β) ∈ P S , and F 11 (α, β) = αβ (S20) If α ∈ P S/S , ϕ ∈ P S , α → α , and ϕ → ϕ , then
However, we need to distinguish non-logical adverbs, like rarely, from logical ones, like necessarily, because we want the meaning of the former, but not the latter, to vary across models. This is accomplished through meaning postulates, an invention of Carnap's [14] , which can be used to relate logical constants with expressions and also to relate expressions with each other, e.g. bachelor with ¬married. The relevant meaning postulate for necessarily would be:
We conclude this section with the example: Necessarily, John walks.
EXAMPLE 9.
necessarily λX( ∨ X(j)) walk . . . .
walk(j) necessarily(
∧ walk(j)) T 20
The preceding examples are meant to be illustrative of the way that higher-order intensional logic is used in Montague grammar to model the meanings of natural language expressions. There are many shortcomings of Montague's framework, some formal and some empirical, the rectification of which can be seen as the motivation for the majority of the current approaches in semantic theory. See [24] and [75] for additional details of Montague grammar and for discussions of its shortcomings.
SYNTAX

Mathematical Linguistics
Mathematical linguistics is concerned with models of natural languages and linguistic theories and their formal properties, especially those theories about syntax. The properties of interest are typically those of theoretical computer science, particularly from formal language theory, complexity theory, and learnability theory. Applications of logic to syntax combine the first two by giving tools to assess the complexity of formal languages descriptively. This line of research is related to finite model theory [25] and descriptive complexity theory [40] .
We will review the basics of formal language theory as it applies to this setting. For a more detailed introduction see Partee, ter Meulen, and Wall [72] , or, at a more advanced level and including many applications of modal logic, Kracht [54] . In order to model natural language syntax mathematically, we use strings. An alphabet is a finite set Σ of symbols, and a string over Σ is a finite sequence of elements of Σ. This includes the empty sequence, denoted by ε. A fundamental operation on strings is string concatenation which we will denote by juxtaposition. We denote the set of all strings over Σ by Σ * , and the set of all non-empty strings by Σ + . A (formal) language is a set of strings; i.e., a subset of Σ * . In the intended applications, Σ is the set of words (or even morphemes) of a natural language (rather than just letters of some alphabet), however, for the purpose of examples we will frequently just use letters. Mathematical linguistics uses formal languages as models of natural languages: we identify English with the set of English sentences.
The purpose of grammatical theories is to distinguish the well-formed (grammatical) strings from the ill-formed (ungrammatical) strings. This can be achieved in a number of ways, using automata, grammars, algebras, or logic. However, it is an important assumption of linguistic theory, dating back at least to American Structuralism, that sentences of natural languages are not just linear sequences, but that they contain hierarchical structures: constituents. Furthermore, the division of a string into constituents plays an important part in semantics, since the principle of compositionality stipulates that the meaning of a string depends on the meaning of the words and the way they are put together, the latter of which can be captured by the constituent structure. While automata, algebras, and logics can be used to define languages, formal grammars play a central role in mathematical linguistics because they can associate a hierarchical structure with the strings that they generate: the derivation tree. Note that not all formal grammars can associate derivation trees with the strings they generate, but for linguistic applications, grammars that do are typically more interesting. Thus, we distinguish the weak generative capacity, the set of strings generated by a grammar, from the strong generative capacity, the set of structural descriptions or trees assigned by the grammar to the strings that it generates.
We will be referring frequently to a particular class of grammars and the languages they generate: the context-free grammars (CFGs) and context-free languages (CFLs). CFGs are specified in terms of two alphabets, Σ and Γ, which are called the terminal and non-terminal alphabets, respectively. The terminal alphabet consists of the symbols that make up the strings that the grammar generates; the non-terminal alphabet can be thought of as corresponding to the syntactic categories of traditional grammar. In addition, CFGs are specified in terms of a finite set of rules, P , and a distinguished member of Γ, the start symbol, denoted by S. The rules in P are of the form A → w, where w ∈ (Σ ∪ Γ) * . CFGs derive strings of terminal symbols by successively rewriting non-terminal symbols. Let x, y, z ∈ (Σ ∪ Γ) * , and A ∈ Γ. We write xAz ⇒ G xyz to indicate that xyz can be obtained from xAz by using the rule A → y of G. We use ⇒ * G to denote the reflexive, transitive closure of ⇒ G . The language generated by a CFG, G, denoted by L(G), is defined as
The CFLs play a central role in mathematical linguistics; they are in some sense a yardstick, because they approximate many natural language languages reasonably well [33] and they can be processed efficiently [39] . On the other hand, many formalisms are defined for the explicit purpose of extending the weak generative capacity of CFGs, that is to obtain non-CF languages. The reason for this is that there are natural language phenomena that are not context-free [89] . There are also some proposals which only go beyond CFGs in terms of strong generative capacity, although they are weakly equivalent to CFGs. That is, they are interested in obtaining sets of structures which go beyond the sets of parse trees of CF languages, but which generate CF string languages. Both the Lambek calculus [101] and regular tree languages (see below) are examples of such proposals.
Preliminary: Logics of Strings
The logic of strings was first studied by logicians interested in decidability [10] . It was continued within formal language theory, and had an algebraic slant [77, 92] . The case of strings has not found many applications to linguistics, as the more involved settings below have. However, this simpler case is useful in getting an intuition about the more complex cases. For a more detailed introductions to this area see Khoussainov and Nerode [45] and Thomas [98] .
First of all, our intended models are what we shall call string structures. These are Kripke frames of the form
The idea is that a string on some alphabet gives rise to a frame as above. Adding a valuation amounts to specifying subsets of the model. Since we intend the atomic propositions to be the alphabet symbols, the subsets of the frame corresponding to these symbols correspond to the positions in the given word with the given symbols. Thus there is an extra condition that each world in the frame satisfy exactly one atomic sentence. A string model is a pair (W, v) consisting of a string structure W together with a valuation v that meets this extra condition. We usually omit the valuation from our notation. Let Σ be an alphabet, considered also as a set of atomic propositions for our modal language. A set of string models over Σ corresponds to a subset of Σ + of non-empty words over Σ. The correspondence associates to the string model (W, v) the string W 1 · · · W n , where n is the length of W and each W i is the unique element of Σ satisfied by i in the model W . Figure 5 contains the basic modal logic of strings which we will call L(→, → * ). The semantics in Figure 5 defines the relation W, i |= ϕ. We say that a string W satisfies a formula ϕ if W, 1 |= ϕ. A language L is definable in this (or another language) if there is a sentence ϕ so that L is exactly the set of strings satisfying a sentence ϕ.
Modal Logic of Strings
Syntax
Sentences In order to study the languages definable in L(→, → * ), we introduce a class of languages, called the star-free languages (the reason for the name will become apparent later). The star-free languages, which are defined in Figure 6 , were introduced by McNaughton and Pappert [66] to study first-order (FO) definable languages. It should be noted that star-free languages are sets of strings, and as such might well contain the empty string ε. Since we are going to be interested in classes of models which correspond to strings, and since the carrier sets our models must be non-empty, we are going to be interested in ε-free star languages as defined in Figure 7 . Here are some examples of formulas in L(→, → * ) and the star-free languages that correspond to them (taken from [19] ). Notice that we are using regular expressions (see below) to describe these star-free languages because they are shorter; these languages can also be described with star-free expressions.
EXAMPLE 10. The language (ab)
+ is defined by the formula
Here and in the following, · ϕ abbreviates ¬[·]¬ϕ. This formula says that the first letter is an a, the last letter is a b, and there are no consecutive a's or b's. Notice that (aa) + is not L(→, → * ) definable; in fact it is not even FO definable.
EXAMPLE 11. Let A = {a, b, c}. The language A * a(a + c) * is defined by the formula
W, j |= ϕ, and for all n, i ≤ n ≤ j, W, n |= ψ Figure 8 . Temporal logic of strings: PTL
The following proposition states the relationship between L(→, → * ) definability and star-freeness. There is also an algebraic characterization in Cohen et al. [19] which is omitted here.
However, there are star-free languages that are not definable in L(→, → * ).
Proof.We use a version of Ehrenfeucht games for L(→, → * ) between word models W and V . The r-round game works exactly as in the standard game for modal logic on Kripke models. There are distinguished points in the two models, and they are updated in each round of a play. The difference from the standard games is that player I may decide at each round to play a standard move or else a * -move. In the * -move, I picks one of the two structures and moves the distinguished point (say w i ) to some w j with j ≥ i. Then II does the same in the other structure. If the distinguished points are labelled differently at any round, then I wins the play; otherwise II wins.
To show that L = a * b(a + b + c) * is not definable, we show that for each r there are words w and v such that w ∈ L and v / ∈ L, but player II has a winning-strategy in the r-round game on the string models corresponding to w and v. We take
Let n i (b, W ) be the number of b points strictly greater than the distinguished point in W at the end of round i; similarly for n i (b, V ). The winning strategy for player II is to match a b with a b and a c with a c, and to maintain the assertion that either n i (b, W ) = n i (b, V ), or else both numbers are at least r − i (and similarly for c).
Temporal Logic of Strings
We can define all star-free languages if we add the temporal operator U, called until. This logic, which we will call PTL, is defined in Figure 8 . We can define the language from Proposition 13 in PTL. EXAMPLE 14. The language a * b(a + b + c) * is defined by the following formula
Thus, adding U gives us a more expressive language. In fact, Etessami and Wilke [26] have shown that there is an "until hierarchy," based on the nesting depth of U. The following theorem characterizes the expressive power of PTL extending the classical characterization of temporal logic by Kamp [44] . Figure 9 . The syntax and semantics of ε-free regular expressions 1. L is FO definable (over the signature < and monadic predicates corresponding to the alphabet letters).
L is definable in PTL.
3. L is star-free.
Proof.The equivalence (1) iff (3) is due to McNaughton [66] . For an accessible proof, see [25] . The equivalence (1) iff (2) uses Gabbay's [31] separation method, but can also be proved algebraically [19] . See also [30] .
EXAMPLE 16. The language (aa)
+ is not PTL definable.
Proof.See [92] .
We will now consider an extension of the star-free languages, called the regular languages, defined in Figure 9 .
Propositional Dynamic Logic of Strings
The regular languages were first logically characterized by Büchi who showed that they correspond to the languages definable in the monadic second order logic of strings (MSO). We will use propositional dynamic logic (PDL), defined in Figure 10, We will now define the automata theoretic model of the regular languages: finite automata. A finite automaton (FA) M is a structure (Σ, Q, F, q 0 , ∆) where Σ is a alphabet, Q is a finite set of states, F ⊆ Q is the set of final states, q 0 is the initial state, and ∆ is a finite set of transition rules of the form (q, a) → p with a ∈ Σ and p, q ∈ Q. We define the transition relation
where (q, a) → p is a transition rule in ∆. We say that M accepts a string w if (q 0 , w) ⇒
Syntax
Formulas Figure 10 . Propositional Dynamic Logic (PDL) on string models
One interesting observation, using the automata theoretic characterization of regular languages, is that they are closed under complementation (notice that "− " is not included in the definition of regular expressions).
THEOREM 18. The following are equivalent for a language L ⊆ Σ + :
4. L is accepted by a FA.
Proof.The equivalence (2) iff (3) is Büchi's theorem. Again, see [25] for an accessible proof. The equivalence (3) iff (4) is known as Kleene's theorem, see e.g. [39] . For a proof of the equivalence (1) iff (3), see Kracht [53] .
Two interesting results that use algebraic proofs show that it is decidable whether a regular language is definable in L(→, → * ) or in PTL [19] . Since it is decidable for any regular language L whether L = Σ + , it is decidable whether a formula in MSO is valid over string models [10] .
Variations
Other non-modal logics that have been studied in the context of strings include monadic transitive closure (MTC) [3] and least fixed point (MLFP) logic [79] , as well as logics with modular counting quantifiers [93] . The latter are of interest because they allow to extend FO logic so that (aa) + becomes definable without going to the full power of MSO. The logics MTC and MLFP define precisely the regular languages, since it is easy to see that PDL ≤ MTC ≤ LFP ≤ MSO. The equivalence then follows from theorem 18.
Extensions
The first proof that a natural language is not regular was given by Chomsky indexChomsky, Noam [16, 17] . Thus, we would have to find stronger logics to describe natural languages within this framework. This is however not the line of research pursued (Rounds [85] being a notable exception), for two reasons. First, decidability of the logical formalism employed is of some importance, as this line of research ultimately aims to contribute to computational linguistics. However, trying to find decidable extensions of PDL or MSO is quite challenging (a point we will revisit later). There exists a characterization of the CFLs in terms of an extension of MSO [58] , allowing quantification over special kinds of binary relations, so-called "matchings". Even though the question whether this logic is decidable is not addressed there, validity is undecidable for any logic characterizing CFLs, since the questions whether L(G) = Σ + is undecidable for CFGs. Such logics are also bound to be odd, since CFLs are not closed under complementation. The second problem is that using a logics for strings does not give a notion of strong generative capacity: the process of verifying that a formula is true of a string does not assign a structure to that string, as the process of deriving a string using a grammar does.
Digression
One point which should be of interests to modal logicians concerns the sense in which words are like (modal) sentences. The analogy is neatly captured in coalgebra (see Chapter 6) , especially in studies pertaining to coalgebraic logic. We are considering several functors on the category of sets. Here P is the power set functor, and P f is the finite power set functor. AtP rop is a set of atomic propositions, and A is an alphabet. We have the following analogies, Kripke semantics automata Functor F (x) on sets P(x) × P(AtP rop) deterministic :
Kripke model deterministic automaton final coalgebra canonical model regular languages notion of equivalence bisimulation bisimulation Kripke models, deterministic, and non-deterministic automata are described as coalgebras of the given functors. In both cases, the elements of the carrier of the coalgebra may be thought of as states. (However, coalgebras do not include specified "real worlds" or "start states".) In the case of the automata, the state sets might be infinite, but our use of P f insures that they will be finitely branching. The set {0, 1} in the automata functors is there to equip the state set with accepting and non-accepting states. The final coalgebra in each case turns out to be an important mathematical object, and the reader can see the sense in which the canonical model is the analog of the regular languages. Indeed, modal sentences might be thought of as the record of "possible observations" on Kripke models in the same way that words are on automata. Finally, from coalgebra we have a very general notion of equivalence, the coalgebraic bisimulation. The special cases of this are bisimulation of Kripke models and also the bisimulation of automata (the largest such is the Myhill-Nerode equivalence relation). See Rutten [86] for more information on the connection between automata and coalgebra.
Logics of Trees
Since extending the logic of strings to capture more complex string languages than the regular languages often leads to undecidability, one approach to extending the coverage of our logic is to describe more complex structures: move from strings to trees. Thus, the Kripke structures we will be considering are trees, and the logics will contain more complicated modalities to describe trees. One immediate advantage of this approach for linguistic purposes is that these logics will automatically be connected to strong generative capacity, since they describe sets of trees. One disadvantage is that the recognition or parsing problem, which in the string case just amounts to model checking, now involves satisfiability checking (see below). The extension of the descriptive approach to trees was originally also motivated by decidability questions [97] . Even though the connections to CFLs were pointed out by Thatcher [95] , this line of research did not find applications in linguistics until the development of constraint based grammar formalisms which replaced the derivational approach to natural language syntax. The work of Rogers [83] , Kracht [54] , and others provided formal models for these constraint based grammar formalisms and established formal language theoretic results for them at the same time.
As mentioned above our Kripke structures will now be trees. We will use the concept of tree domains [35] to define such Kripke structures. A (finite, binary) tree domain, T , is a finite subset of {0, 1} * , such that for all u, v ∈ {0, 1} * 1. if uv ∈ T , then u ∈ T , and
A string in T describes a path from the root to a node, where 0 means "go left" and 1 means "go right". We identify nodes with the path leading to them. Thus, ε is the root. The first condition above says that if there is a path to a node, then there is a path to any node above it (this is called prefix closure). The second condition says that if a node has a right daughter, then it has a left daughter (called left sibling closure).
The main relations between nodes in a tree that are of interest in linguistics are domination and linear precedence. We say that that a node u ∈ T dominates a node v ∈ T if for some w ∈ {0, 1} * , v = uw. A special case of domination is the parent-of relation, defined by: u is the parent of v if v = u0 or v = u1. We say that u linearly precedes v if for some x, y, z ∈ {0, 1} * , u = x0y and v = x1z. Following Rogers [83] , we will denote the domination relation by * , the parent-of relation by , and linear precedence by ≺. Thus, our Kripke frames will be variations of the form (T, , * , ≺), where T is a tree domain.
Regular tree languages
In order to generalize from strings to labeled trees, we will now consider ranked alphabets in which each symbol has an arity or rank. For surveys of tree languages see Gécseg and Steinby [34] or Thatcher [96] . Let Σ be a ranked alphabet. We will denote the set of n-ary symbols in Σ by Σ n . The set of terms over Σ is denoted by T Σ . A subset of T Σ is called a tree language.
In a number of settings, trees are considered to be labeled with boolean features, rather than with ranked symbols. We note that these two approaches commensurable using the following representation. Given a finite set of boolean features F = {f 1 , . . . , f n }, the binary ranked alphabet based on F , Σ F , is defined as
where each f i , ¬f i represents whether or not a feature holds at a given node and 0 or 1 represent the aritiy of the symbol. Thus, (f 1 , ¬f 2 , 0) would be a leaf symbol, and (f 1 , ¬f 2 , 2) would be an internal node symbol. The previous definition can be easily generalized to trees of any arity. The yield of a tree, t, is the string over Σ 0 which is obtained by concatenating the symbols at the leaves of t from left to right, or more formally:
A (bottom-up, non-deterministic) finite tree automaton (FTA) M is a structure of the form (Σ, Q, F, ∆) where Σ is a ranked alphabet, Q is a finite set of states, F ⊆ Q is the set of final states, and ∆ is a finite set of transition rules of the form f (q 1 , . . . , q n ) → q with f ∈ Σ n and q, q 1 , . . . , q n ∈ Q. An FTA is deterministic if there are no two transition rules with the same left-hand-side. It can be shown that the bottom-up variety of finite tree automata can be determinized, while the top-down variety cannot.
A context s is a term over Σ ∪ {x} containing the zero-ary term x exactly once. We write s[x → t] for the term that results from substituting x in s with t. Given a finite tree automaton M = (Σ, Q, F, ∆) the derivation relation ⇒ M ⊆ T Q∪Σ × T Q∪Σ is defined by t ⇒ M t if for some context s ∈ T Σ∪Q∪{x} there is a rule f (q 1 , . . . , q n ) → q in ∆, and
We use ⇒ * M to denote the reflexive, transitive closure of ⇒ M . A finite automaton M accepts a term t ∈ T Σ if t ⇒ * M q for some q ∈ F . The tree language accepted by a finite tree automaton M , L(M ), is
The following example is concerned with the Circuit Value Problem (CVP), in which the trees labeled with boolean functions are evaluated. It is interesting to note that a number of separation results of logically defined tree languages use trees labeled with boolean functions [79] . EXAMPLE 19. Let Σ = {∧, ∨, 0, 1}. The tree language CV P ⊆ T Σ such that each tree in CV P evaluates to true can be accepted by the following FTA, M = (Σ, Q, F, ∆), where
Given a finite sets of feature F = {f 1 , . . . , f n } and a feature f i ∈ F , we define the projection, π, that eliminates f i in the natural way:
This definition can be extended to arbitrary subsets G ⊆ F , where
we extend π to a tree homomorphismπ :
with c ∈ Σ 0 and f ∈ Σ n , n > 0. For a tree language L, we defineπ(L) = {π(t) | t ∈ L}.
We will consider the relationship between regular tree languages and the derivation trees of CFGs. PROPOSITION 20. (Thatcher [95] ) If L ⊆ T Σ is a regular tree language, then
While the yields of regular tree languages are CFLs, regular tree languages are more complex than the derivation trees of CFG. In order to compare the regular tree languages to the derivation trees of CFGs, we formalize the latter using the local tree languages.
The fork of a tree t, fork(t), is defined by
with c ∈ Σ 0 , f ∈ Σ n , n > 0, and root being the function that returns the symbol at the root of its argument. For a tree language L, we define
The intuition behind the definition of fork is that an element of fork(T Σ ) corresponds to a rewrite rule of a CFG. Note that fork(T Σ ) is always finite, since Σ is finite. A tree language L ⊆ T Σ is local if there are sets R ⊆ Σ and E ⊆ fork(T Σ ), such that, for all t ∈ T Σ , t ∈ L iff root(t) ∈ R and fork(t) ⊆ E.
We quote without proof the following two theorems by Thatcher [95] .
THEOREM 21.
[95] A tree language is a set of derivation trees of some CFG iff it is local.
THEOREM 22.
[95] Every local tree language is regular.
While there are regular tree languages that are not local, the following theorem, also due to [95] , demonstrates that we can obtain the regular tree languages from the local Figure 11 . Modal logic of trees: L core tree languages via projections. We will review the main points of the proof, because we will use some of its details later on.
THEOREM 23.
[95] For every regular tree language L, there is a local tree language L and a one-to-one projection π, such that L =π(L ).
Proof.Let L be a regular tree language. Assume that L is accepted by the deterministic FTA M = (Σ, Q, F, ∆). We define L terms of R and E as follows: R = Σ × F and
We then define L = {t ∈ T Σ×Q | root(t) ∈ R, fork(t) ⊆ E}. Notice that the trees in L encode runs of M . The tree homomorphismsπ based on the projection π : Σ × Q → Σ maps L to L as can be easily verified. It should be noted that, since M is deterministic, there exists exactly one accepting run for each tree in L(M ) and thus the homomorphismπ : L → L is one-to-one.
This rather technical result is of some importance in the context of linguistic application, for it implies that we can use frameworks of lower complexity to describe the same structures as a more complex framework if we use more complex categories or features. Since we can also add new categories as names for the more complex ones, we can use a less complex framework to describe the same structures as a more complex framework by adding more categories. Thus, parsimony would seem to imply that we should always use the simpler framework. However from the point of linguistics, the use of complex or additional features needs to be justified. To further elaborate on the previous point, we will have to keep in mind that all of the logics we will consider can define the local tree languages and all the languages they can define are regular. Thus undefinability will always mean undefinability over a fixed finite set of propositional variables, since we can always define a regular, undefinable tree language by using more features.
The basic modal logic of trees: L core
To the best of our knowledge, the first explicit use of modal logic to define tree languages can be found in [7] . Two variations of this logic were considered in [8, 9] , of which we will consider the latter. The basic modal logic of trees, L core , is defined in Figure 11 . Again, we say that a tree T satisfies a formula ϕ if T, ε |= ϕ. A language L is definable in this (or another language) if there is a sentence ϕ so that L is exactly the set of trees satisfying a sentence ϕ.
The following proposition establishes that L core is expressive enough to define any binary branching, local tree language. The restriction to binary branching is only due to the fact that we defined our tree domains to be binary branching. PROPOSITION 24. Let L ⊆ T Σ be a local tree language. There is a sentence ϕ G in L core that defines L.
Proof.By Theorem 21, there is a CFG G such that L is equal to the derivation trees of G. Let G = (Σ, Γ, P, S). Since we are only considering binary branching trees, every rule in P is of the form A → BC or A → a with A, B, C ∈ Γ and a ∈ Σ. We can simply encode the rules directly in our logic:
This ensures that the models of ϕ G are parse trees of G. However, we further need to ensure only the parse trees of G model ϕ G . So, we need to express that each node makes exactly one symbol true:
that the start symbol of the grammar is true at the root: S, that the terminal symbols are true at the leaves:
and that the non-terminal symbols are true at the internal nodes
As is observed by Blackburn and Meyer-Viol, this translation of a CFG into logical formulas brings with it a change in perspective. Instead of a procedural or derivational perspective that considers CFG rules to be rewrite rules, we move to a declarative or descriptive perspective that considers CFG rules to be constraints. This change in perspective is the main motivation for the application of logic in syntax, because of a similar change in perspective that occurred in a number of grammar formalisms proposed by linguists in the 1980s, most notably Chomsky's "Government and Binding" (GB) [18] and Gazdar, Klein, Pullum, and Sag's "Generalized Phrase Structure Grammar" (GPSG) [33] .
ID/LP Grammars
The rules of a CFG encode two kinds of information: the categories of a node and its children, and the order in which the categories of the children occur. Thus, a rule of the form A → BC tells us that a node labeled A can have two children, one labeled B, the other C, and that the node labeled B precedes the node labeled C. Linguists have observed that separating these two notions can lead to more compact grammars. Thus, ID/LP grammars have been proposed that consist of unordered rewrite (immediate dominance or ID) rules, A → B, C, and linear precedence (LP) rules, B < C. Linear precedence rules only apply to sisters, which is why we used < rather than ≺ which applies to arbitrary nodes. ID/LP grammars can be very naturally expressed in L core ; in fact ID/LP grammars are, in some sense, a very limited logic for trees. See Gazdar et al. [33] or Shieber [88] for applications and detailed examinations of ID/LP grammars.
Variations of L core
Two additional basic modal logics of trees have been considered by Blackburn and associates [7, 8] . The first includes the connectives ϕ ⇒ ψ and •(ϕ 1 , . . . ϕ n ). The latter is used in the context of trees with n children, so we will only consider the case where n is 2. Their semantics are given by T, v |= ϕ ⇒ ψ iff for all u, T, u |= ϕ → ψ, and T, v |= •(ϕ, ψ) iff T, u0 |= ϕ and T, u1 |= ψ. Notice that the purpose of • is to combine immediate dominance and linear precedence into one connective.
Blackburn and Meyer-Viol [8] define a modal logic of trees that differs from L core in that it contains modalities for the left and right daughter: ↓ 1 , ↓ 2 .
Temporal Logic of Trees
We now move on to an extension of L core , temporal logic. The syntax and semantics of propositional tense logic on trees, X until , is defined in Figure 12 . The main application of X until was given by Palm [70] , though with a different formulation which we will consider below. We follow here the formulation of Marx [63] , because it lends itself to a more direct proof of equivalence with FO. THEOREM 25.
[63] The following are equivalent for a tree language L ⊆ T Σ :
While the notion of regular expressions can be generalized to trees, the correspondence between star-free expressions and FO (or X until ) definability breaks down at this level. In fact, Thomas and Potthoff [81] showed that every regular language that does not contain unary branching symbols is star-free. The question whether FO definability of regular tree language is decidable is still open.
Syntax
Formulas Figure 13 . Conditional path logic of trees: L cp
Variations of X until
As was mentioned above, Palm's [70] application of X until was carried out using a different formulation which he called propositional tense logic and which Afanasiev et al. [1] called conditional path logic, L cp . The syntax and semantics of L cp are defined in Figure 13 .
X-bar theory
As was mentioned above, which non-terminals are used in a natural language grammar matters to linguists. The point again is that the label assigned to a node in a tree signifies the grammatical category of the constituent it dominates. One theory of the organization of non-terminals and their rules is X-bar theory, which provides the foundation for a variety of grammar formalisms, including GB and GPSG. There are many variations of X-bar theory, so the particular formulation discussed here may not agree with those found in other places. In terms of the organization of the non-terminals of a grammar, X-bar theory stipulates that there is a finite set of lexical categories, like N (oun), V (erb), P (reposition), A(djective), Adv(erb), corresponding to the parts of speech, and that all other nonterminals are projections of the lexical categories. The idea of a projection is best motivated by the following example. The constituent tall man consists of two words, a noun and an adjective. When considering what the category of the constituent should be, we should take into account that tall man behaves more like a noun than like an adjective, which can be verified by substituting tall man for a noun in a sentence, preserving grammaticality, and substituting it for an adjective in a sentence, not preserving grammaticality. Thus, the category of tall man should be derived from the category of man. The category that X-bar theory assigns to the phrase is called N (pronounced N-bar). N is a projection of N . While X-bar theory within GB considered N and N as atomic categories, the idea that the bar-level of a node is a syntactic feature is due to GPSG.
While there are various proposal for X-bar theory, we will assume that all rules of an X-bar grammar should be of the form
The non-terminal Y has different roles in the three rule schemata, each of which has a name in X-bar theory. In rule schema 11, Y is called the specifier ; in rule schema 12, it is called the adjunct, and in rule schema 13, it is called the complement. In each of the rules, the X or X on the right hand side is called the head.
It has been observed in a variety of contexts [48, 51, 70] that it is desirable to dispense with the bar-feature and to define the constraints posed by the X-bar schemata in terms Figure 14 . Dynamic logic of trees of projections. Thus, we would like to define a constraint that states that every node has a path to a leaf such that the node, the leaf, and all the nodes on the path have the same lexical features. This can expressed in L cp as follows. First, we state that a feature ϕ belongs to a head:
Then, we state that a feature ϕ is projected from a leaf:
Finally, we can restate the X-bar convention by requiring every node to be a projection, given a finite set of lexical features Lex:
Notice that we would need a feature to indicate that a node is the head in case two siblings share the same lexical feature. Furthermore, there are certain regularities that this head feature has to observe, such as that no two sisters may both be heads:
Dynamic Logic of Trees
The first descriptive characterization of the regular tree languages was obtained by Doner [23] , and Thatcher and Wright [97] . They generalized Büchi's theorem to trees.
THEOREM 26. The following are equivalent for a tree language L ⊆ T Σ :
1. L is regular.
L is definable in MSO.
Kracht [49] introduced PDL on trees in the context of model theoretic syntax. While the correspondence between X until and FO continues to hold in the generalization from strings to trees, the same is not true for the correspondence between PDL and MSO on strings, as was shown by Kracht, a topic we shall investigate in detail in the next section.
Undefinability: Inessential Features
The relationships between the three logics discussed above are well-understood, in that L core is properly included in X until , which is properly included in PDL, which in turn is properly included in MSO. There is a central property that can be used to describe the languages that can be defined in one logic, but not in another. This property was first introduced by Kracht [50] and it is defined in terms of inessential features.
Let F be a finite set of features, G ⊆ F , L ⊆ T Σ F , and π : Σ F → Σ F −G be a projection. We call the features in G inessential for L if the homomorphismπ : L → T Σ F −G based on π is one-to-one. The intuition for this definition of inessential features is that no two trees in L can be distinguished using features in G. Thus, given a tree t inπ(L), we can recover the features from G in t usingπ −1 , sinceπ is one-to-one.
EXAMPLE 27. The bar feature of the version of X-bar theory sketched above is inessential. To see that, notice that there is only one head (bar-level 0) which has a maximal projection (bar-level 2) and all projections in between are of bar-level 1.
While being an inessential feature is defined with respect to a language, being eliminable is defined with respect to a logic and a language. Let F be a finite set of features,
It should be noted that this definition of eliminability does not coincide with Kracht's [50] , who defines eliminable as being globally explicitly definable. Kracht's definition implies the definition used here, and thus is stronger. However, since we are interested in ineliminability, by contraposition, the definition employed here implies Kracht's definition of ineliminability.
The following, well-known, inclusions follow primarily from the definition of the three modal logics.
Proof.The first two inclusions follow from the definitions of these logics. The third inclusion follows from the fact that transitive closure is MSO-definable.
Next, we consider strictness of these inclusions.
PROPOSITION 29.
[87] Let F = {a, b}. The tree language L 1 ⊆ T Σ F such that each tree in L 1 contains a path from the root to a leaf at which exactly one a holds is not L core -definable, but is L cp -definable. PROPOSITION 30. Let Σ = {∧, ∨, 0, 1}. The tree language CV P ⊆ T Σ such that each tree in CV P evaluates to true is not L cp -definable, but is PDL tree -definable.
Proof.Potthoff [80] showed that CV P is not definable in an extension of first-order logic with modular counting quantifiers, and since L cp is equivalent to first-order logic on trees [1] , the undefinability follows. That CV P is definable in PDL tree is shown in [1] .
where each tree in L is a ternary branching tree such that p is true along a binary branching subtree and q is true at all leaves at which p is true. The language L 3 ⊆ T Σ {q} obtained from the projection that eliminates p is not PDL tree -definable, but is MSO-definable.
These three propositions demonstrate the strictness of the inclusion of the three modal logics and MSO. Next, we will consider how languages that are undefinable in one of these logics can be defined with additional features. THEOREM 32. [102] There exists a set of features F , a tree language L ⊆ T Σ F , and a subset G ⊆ F , such that G is ineliminable in L core (resp. L cp ) but eliminable in L cp (resp. PDL tree ).
Proof.Both of these constructions work the same way. Given two of our logics L 1 , L 2 , with L 1 < L 2 , pick a tree language, L, that is not definable in L 1 but is definable in L 2 , which exists by propositions 29 and 30.
By Theorem 28, we know that L is regular, and by Theorem 24, we know that any local tree language is definable in L 1 . Given a deterministic FTA M = (Σ, Q, F, ∆), with L = L(M ), we can use theorem 23 to construct a local tree language
The previous theorem can be strengthened in that it can be used to characterize the tree languages that are undefinable in some logic
THEOREM 33. [102] Any tree language that is not definable in L core (resp. L cp ) but is definable in L cp (resp. PDL tree ) can be defined with additional, inessential features in L core (resp. L cp ) that are not eliminable in L core (resp. L cp ).
Model Theoretic Syntax and Parsing
Recall that we generalized from strings to trees because we wanted to retain decidability and because we wanted to have a formalism that associates grammatical structure to an unstructured string. While decidability has been retained by this move, we need to say a little bit about how model theoretic syntax associates structures with strings. It should be noted that CFGs are formalisms that generate strings and that the structures that they assign to the strings arise in the process of generating the string, i.e. that trees are not a primary but a derived notion for formal grammars, Tree Adjoining Grammars being a notable exception. It should also be noted that, in our move to logics of trees, strings are no longer a primary notion because we are talking about trees directly. However, when we are interested in, say, checking whether a particular sentence is grammatical, we are given a string. So, while parsing, the process of determining whether a given grammar generates a given string, for CFG amounts to checking whether the grammar generates the string, this is not quite as straightforward here. The following quote from [2] gives an outline of how parsing in the logical framework might look like:
The intent here is to translate a given grammar G into a formula ϕ G such that the set of trees generated by the grammar is exactly the set of trees that satisfy ϕ G . Parsing, then, is just identifying the set of models of ϕ G that yield a given string.
Following an idea proposed by Cornell [20] in the context of parsing with finite tree automata, we can improve on the above parsing procedure by observing that we can describe the set of all trees that yield a given string w, ϕ w , and then simply check whether ϕ w ∧ ϕ G is satisfiable. Notice, though, that having moved from logics of strings to logic of trees entails that the complexity of parsing, which in the string case is that of model checking, now is that of satisfiability checking. For all of the modal logics considered here, satisfiability checking is EXPTIME-complete. This is still significantly better than MSO or even FO with * both of which are non-elementary. However, model checking for the modal logics considered here is linear. For another approach to parsing and model theoretic syntax, see Palm [71] .
Variations
Just as in the case of strings, monadic transitive closure (MTC) and least fixed point (MLFP) logic and logics with modular counting quantifiers have been considered on trees [79] , as well as Thomas' chain and anti-chain logics [98] . While, over trees, MLFP is equally expressive as MSO, the question whether this equivalence also holds for MTC is currently open.
Kracht [54] also considers a modal logic with quantifiers ranging over propositions which is equivalent to MSO over trees.
Extensions
While the fact that natural languages are not regular has been known since the 1950s, examples of non-context-free phenomena in natural languages were only found in the 1980s; see Shieber [89] . Thus, we again need to consider how to strengthen the logics employed here if we want this approach to be applicable to all natural languages.
One approach, a generalization of the logical characterization of CFLs to trees, is Langholm's [56] characterization of the indexed languages by an extension of MSO which generalizes the logical characterization of CFLs mentioned above to trees. The indexed languages are located strictly between the CFLs and the context-sensitive languages. However, as was pointed out above, since parsing with tree logics involves testing for satisfiability rather than model checking, using an undecidable logic makes this approach uninteresting to computational linguistics.
Other approaches to extending model theoretic syntax to non-regular tree languages include Rogers' [84] extension of MSO to n-dimensional trees and the approach by Mönnich and colleagues [47] that encodes non-regular tree language in regular tree languages. Both approaches have in common that they introduce a new level of abstraction, since the direct connection between a logical formula and the tree it encodes is only available via a translation, which is explicit only in the latter approach. While this move from trees to more complex structures is analogous to the move from strings to trees, the latter move still corresponds to structures employed by linguists (derivation trees) while the former does not. However, both approaches retain decidability. Whether decidable, non-regular extensions of PDL can be used to define interesting classes of tree languages is, at present, an open problem.
Assessment: Why Modal Logic for Syntax and Which One?
The foregoing multitude of tree logics raises two questions: what are the advantages and disadvantages of modal logics over classical logics for the description of trees, and similarly between the different modal logics? With respect to classical logic, the advantage is not, as in the general case, that modal logics are decidable while classical logic is not, since even MSO over trees is decidable. However, there is an advantage in complexity: all the modal logics considered are EXPTIME-complete [1] , while MSO and FO with * are not elementary. One exception is FO with two successors, S 1 , S 2 which is elementary [27] , but not very expressive, since not even * is FO definable from S 1 , S 2 . For further discussions of complexity theoretic aspects of MSO, see [61] .
Another more general question: why should logic be used at all to formalize grammatical theories? The first advantage that the approach outlined in this chapter has is that it connects a descriptive approach to grammars to a procedural approach: grammars formalized in these logics can be translated into tree automata which can be implemented. Another issue has to do with methodology in linguistics. While some linguists have become downright hostile towards formalization, the methodological paradigm of Government and Binding theory was to formulate more and more "principles;" i.e., general statements about the structure of sentences that were supposed to be true for all languages. However, it was quite unclear how one would check whether or not any new principle was consistent with all the previously stated principles. Formalizing principles from GB in one of these logics would allow to check whether an adding a given principle would make a particular theory contradictory. For further discussions of methodological issues in GB, see Hintikka and Sandu [38] .
CONCLUSION AND OPEN PROBLEMS
Like other areas of applied mathematics which use formal tools to model phenomena under consideration, logic in general, and modal logic in particular, is one of the main tools for modeling in mathematical linguistics. As we have seen, modal logic is used in semantics to give a formal model of the meanings of the object language, while it is used in syntax to formalize grammatical theories; i.e., the meta-language. While the use of logic in semantics has considerable history with many significant successes, the logical approach to syntax outlined here is relatively new, although its foundations date back further.
There are many applications of logic in linguistics that we have not discussed here, however, two stand out because they contain applications of modal logic: categorial grammar and feature structures. However, both of these topics have already received authoritative surveys in the Handbook of Logic & Language [4] .
One area of research in mathematical linguistics that has had considerable success in recent years has been the study of learnability of grammar formalisms, particularly of variations of categorial grammars; see Buszkowski [12] . Similar results for model theoretic syntax have not been obtained yet. While there exist interesting approaches to learning logical theories [62] which would seem to be relevant to extending learnability theory to model theoretic syntax, these approaches depend heavily on properties of their main tool, first-order logic. Thus, a significant amount of groundwork would have to be done before one could extend this approach to model theoretic syntax.
Further open problems in model theoretic syntax include computational implementations, for which some progress has already been made by the existing implementations of monadic second order logic [46] . However similar implementations of modal logics of trees or applications of the existing applications to linguistic problems do not seem to exist. The relationship between the different approaches to extending model theoretic syntax to non-regular tree languages outlined above is also currently open. For example, is there an easy way to translate between Rogers' extension in [84] of MSO to n-dimensional trees and the approach by Mönnich and colleagues [47] that encodes non-regular tree language in regular tree languages? Finally, while the different modal logics in this chapter were separated using the tree languages in Propositions 29, 30 and 31, it would be interesting to find linguistically motivated tree languages that can also separate these logics. Until such examples are found, very little motivation seems to exist to use the more expressive logics.
One interesting property that the logical approaches to both syntax and semantics outlined here have in common is that extending their empirical scope to different natural language phenomena depends on corresponding coverage of these phenomena in some syntactic theory. Since it is the main aim of model theoretic syntax to formalize linguistic theories, instead of being a linguistic theory, this dependence is clear here. In the case of semantic theory, coverage of linguistic phenomena depends, because of the principle of compositionality, on syntactic representations from which the semantic representations are built.
