Abstract. We prove that the critical problem for the fractional Laplacian in an annular type domain admits a nontrivial solution provided that the inner hole is sufficiently small.
Introduction
Let N ≥ 3 and Ω be a smooth bounded domain of R N . The classical formulation of Coron problem goes back to 1984 and says that if there is a point x 0 ∈ R N and radii R 2 > R 1 > 0 such that (1.1)
then the critical elliptic problem
in Ω, u = 0 on ∂Ω, admits a solution provided that R 2 /R 1 is sufficiently large [5] . A few years later Bahri and Coron [1] , in a seminal paper, considerably improved this existence result by showing, via sofisticated topological arguments based upon homology theory, that (1.2) admits a nontrivial solution provided that H m (Ω, Z 2 ) = {0} for some m > 0. Furthermore, in [7, 8, 11 ] the authors show that existence of nontrivial solution is possible also in contractible domains. Let N > 2s, s ∈ (0, 1) and consider the nonlocal fractional problem in Ω, u > 0
in Ω, u = 0 in R N \ Ω, involving the fractional Laplacian (−∆) s (see [6] ), up to a suitable normalization constant, as
Fractional Sobolev spaces are well known since the beginning of the last century, especially in the framework of harmonic analysis. More recently, after the paper of Caffarelli and Silvestre [2] , a large amount of papers were written on problems which involve the fractional diffusion (−∆) s , 0 < s < 1. Due to its nonlocal character, working on bounded domains imposes that an appropriate variational formulation of the problem is to consider functions on R N with the condition u = 0 in R N \ Ω replacing the boundary condition u = 0 on ∂Ω,
It is known thatḢ
and it is a Hilbert space; see [6, Theorem 6.5] , [13, Lemma 6] and the proof of [13, Lemma 7] . It has been proved recently [12, Corollary 1.3] that if Ω is a star-shaped domain, then problem (1.3) does not admit solutions and that for exponents larger that (N + 2s)/(N − 2s) the problem does not admit any nontrivial solution thus dropping the positivity requirement. It is then natural to think that, as in the local case s = 1, by assuming suitable geometrical or topological conditions on Ω one can get the existence of nontrivial solutions. The main result of the paper is the following Coron type result in the fractional setting. One of the main difficulties that one has to face in the proof of the above theorem is to get uniform estimate for the energy of truncations of the family of functions
We stress that Γ(N, s)U ε,z with some Γ(N, s) > 0 is a positive solution of (−∆) s u = u (N +2s)/(N −2s) in R N and it is called Talenti function for the fractional Laplacian. These properties are carefully obtained in Lemmas 2.2 and 2.3 by rather sofisticated estimates. In [3] , the author considers Coron problem for the particular case s = 1/2 and by using the Caffarelli reduction to transform the problem in a local form. As compared to the local case, it is an open problem if (1.3) has nontrivial solutions when a Z 2 -homology groups of Ω is nontrivial.
Preliminary results
First, we note that the space X 0 = {u ∈Ḣ s (R N ) : u = 0 in R N \ Ω} is naturally endowed with the norm
As an equivalent formulation of (1.3), u ∈ X 0 is a weak solution to problem
Of course, we have Proof. Let v ∈ X 0 \ {0}. Then, for every ϕ ∈ X 0 , we have
Then it is readily seen that R ∈ C 1 (X 0 \ {0}). Moreover, R ′ (v) = 0 if and only if, for every ϕ ∈ X 0 ,
Therefore v is a nontrivial solution of the equation
From a straightforward calculation, we see that u = λv satisfies (2.1) provided that λ > 0 solves
This concludes the proof.
We set B r = {x ∈ R N : |x| ≤ r} for r > 0. Let δ ∈ (0, 1/10] which will be fixed later. Without loss of generality, we may assume Ω ∩ B δ = ∅ and
be a smooth radially symmetric function such that
For δ, ε ∈ (0, 1/10] and z ∈ B 1 , we set
where the U ε,z were defined in (1.5). The next lemma will be crucial for the proof of Theorem 1.1.
Lemma 2.2. There exists
for each δ, ε ∈ (0, 1/10] and z ∈ B 1 , and
Proof. Let δ, ε ∈ (0, 1/10] and z ∈ B 1 . We define
Then we have
We remark that this is not a disjoint union. We can easily see that
We shall denote by C generic positive constants, possibly varying from line to line, and which do not depend on δ, ε ∈ (0, 1/10] and z ∈ B 1 . For each (x, y) ∈ R 2N , we have
From z ∈ B 1 , we have
So we can infer
We note
.
From (2.7), we also have
By the inequalities above, we obtain (2.5). Let z ∈ B 1 \ B 1/2 . In order to obtain (2.6) we need to consider the integrals on D and E. We have
Since |∇ϕ δ (x)| ≤ 1/δ for x ∈ R N , z ∈ B 1 \ B 1/2 and |tx + (1 − t)y| ≤ 4δ ≤ 2/5 for each (x, y) ∈ E and t ∈ [0, 1], we have
Thus, we obtain the second desired inequality.
Lemma 2.3.
There exists C 2 > 0 such that
Proof. Let δ, ε ∈ (0, 1/10] and z ∈ B 1 . We have
which yields (2.8). By a similar calculation, we can obtain (2.9) as well.
Let I : X 0 → R and I * :Ḣ s (R N ) → R be given, respectively, by
Lemma 2.4.
Assume that {u n } n ⊂ X 0 is a Palais-Smale sequence for I at the level c ∈ R. Then, there
Proof. The assertion follows directly from [10, Theorem 4] 
n in the notations therein. In fact, the nontrivial profiles ψ j solve equation (2.10) , are in finite number since their norm is bounded below by a positive constant and it can be proved that the rest sequence {r n } n therein goes to zero inḢ s (R N ) as n → ∞.
Let us set (2.12)
Then, we have the following energy doubling result for sign-changing solutions. Proof. Let u be a sign-changing solution to (2.1). Then u ± ∈ X 0 \ {0} and, by a direct computation,
for every x, y ∈ R N , where u − (x) = − min{u(x), 0}. This, in turn, implies
By multiplying equation (2.1) by u ± easily yields
It follows that
Combining (2.13)-(2.14) with S u
≥ S N/(2s) , concluding the proof.
Lemma 2.6. Let {v n } n ⊂ X 0 \ {0} be a Palais-Smale sequence for R at the level c such that
, is a Palais-Smale sequence for
Proof. By following the computations of Proposition 2.1, if λ n is defined as in (2.4), we have
for every ϕ ∈ X 0 , where {η n } n ⊂ X ′ 0 and η n → 0 as n → ∞. Hence, in turn, by multiplying this identity by λ n , we conclude that
for every ϕ ∈ X 0 , namely I ′ (u n )(ϕ) = ξ n , ϕ , where we have set ξ n := λ n η n ∈ X ′ 0 . Recalling (2.3) and (2.4), we have
4s . From R(v n ) = c + o(1) and (2.15) we have that {v n } n is bounded in X 0 and so is {λ n } n . In particular, it follows that
These facts imply that
concluding the proof.
We define a manifold of codimension one by setting Proof. Let {v n } n ⊂ M be a Palais-Smale sequence for R at a level c ∈ (R(U 1,0 ), 2 (2s)/N R(U 1,0 )). Then, by virtue of Lemma 2.6, the sequence u n = λ n v n , where λ n is defined as in (2.4), is a Palais-Smale sequence for I at a levelc with
where S is as in (2.12). We proved above that {λ n } n is bounded, and we may assume without loss of generality that λ n → λ ∞ . Notice that formula (2.16) implies that λ ∞ = c (N −2s)/(4s) > 0. Now, according to Lemma 2.4, if k = 0, then u j is strongly convergent to some u 0 in X 0 and we are done. If, instead, k = 1, we have two cases u 0 = 0 or u 0 = 0. In the first case I * (u 1 ) =c < 
by (2.11), we havec
which is a contradiction. If k ≥ 2, by a similar argument and again in light of (2.11), we havẽ c = lim
again yielding a contradiction. Therefore u n → u strongly in X 0 . Since λ n → λ ∞ > 0, {v n } n is strongly convergent in X 0 too.
Proof of Theorem 1.1 concluded
In the following proof, we will repeatedly use the fact that R(σu) = R(u) for every σ > 0 and every
From Lemmas 2.2 and 2.3, we can find C 3 > 0 with
for each ε ∈ (0, 1/10], δ ∈ (0, ε 2 ] and z ∈ B 1 . Hence, we can findε ∈ (0, 1/10] such that
where 2 − 2s N < ̟ < 1. Now, we fix δ =ε 2 and we define the barycenter
where K := sup{|x| : x ∈ Ω} + 1 and 1 BK is the characteristic function for B K . We also definē c := inf {R(u) | u ∈ M , β(u) = 0} .
Then,c > R(U 1,0 ). If not, there is a sequence {v n } n ⊂ M such that β(v n ) = 0 and R(v n ) → R(U 1,0 ). By Ekeland's variational principle, we may assume R ′ (v n ) → 0. Then by Lemma 2.4, taking a subsequence if necessary, we can infer that there exist {λ n } n ⊂ (0, 1) and {z n } n ⊂ Ω such that λ n → 0, z n → z ∈ Ω and either v n − ΠU λn,zn Ḣs = o(1) or v n + ΠU λn,zn Ḣs = o(1) as n → ∞.
From β(v n ) = 0 and β(v n ) → z, we obtain 0 ∈ Ω, which is a contradiction. Now, from Lemmas 2. (1, f (·) )), Int(B 1 ), 0) = 1, we obtain a contradiction. Taking into account Lemma 2.5, this contradiction proves the existence of a non-negative solution to (1.3). The strict positivity (in Ω) follows, for instance, as in [9] .
