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Abstract
In this thesis, we will study issues related to prediction problems and put an emphasis
on those arising when recurrent events are involved. First we define the basic concepts of
frequentist and Bayesian statistical prediction in the first chapter. In the second chapter,
we study frequentist prediction intervals and their associated predictive distributions. We
will then present an approach based on asymptotically uniform pivotals that is shown to
dominate the plug-in approach under certain conditions.
The following three chapters consider the prediction of recurrent events. The third
chapter presents different prediction models when these events can be modeled using ho-
mogeneous Poisson processes. Amongst these models, those using random effects are shown
to possess interesting features. In the fourth chapter, the time homogeneity assumption
is relaxed and we present prediction models for non-homogeneous Poisson processes. The
behavior of these models is then studied for prediction problems with a finite horizon. In
the fifth chapter, we apply the concepts discussed previously to a warranty dataset coming
from the automobile industry. The number of processes in this dataset being very large, we
focus on methods providing computationally rapid prediction intervals. Finally, we discuss
the possibilities of future research in the last chapter.
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In traditional statistical analysis, we use the information contained in a sample to make
inferences about the population where this sample was taken from. Usually, these infer-
ences are based on estimates, confidence intervals or hypothesis tests for parameters of a
specified model. If this model describes adequately the population, the analysis contain-
ing these inferences are appropriate for most scientific problems. On the other hand, we
also encounter problems where the understanding of the population’s behavior is not of
interest by itself; it is a means of foretelling future events. We call such problems predic-
tion problems. Since prediction problems are rarely a case of logical deduction, the use
of probabilistic and statistical tools are inevitable in any scientific approach used to solve
them. Many early papers deal with prediction; for example Pearson (1920), Baker (1935),
de Finetti (1937), or Wilks (1942). However, even if prediction problems are often encoun-
tered, statisticians are now devoting most of their attention to inferential problems. An
interesting discussion about the neglect of prediction analysis can be found in the preface
of Aitchison & Dunsmore’s (1975) book and this issue is also discussed in Geisser (1993).
Statistical prediction can be applied in many domains such as engineering, industry,
1
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business, and medicine. In each of these domains, it can be used for planning purposes
(predict the total medical cost of a population, predict a future number of insurance claims),
for process monitoring (predict the number of nuclear scrams in a power plant), or for
decision making (software debugging, determination of a maintenance policy). Since the
basic prediction concepts used in these applications are rarely mentioned in introductory
statistical books, this chapter will be devoted to defining these concepts. The definitions in
this chapter were derived from Aitchison & Dunsmore (1975), Nelson (1982), and Meeker
& Escobar (1998, Chapter 12).
1.1 Terminology
Let us assume that a set of random variables X = (X1,X2, . . . ,Xn) was drawn and is used
to predict the future random variable Y. We will usually assume that Y is univariate,
though it may be a function of a multivariate outcome (eg. a sum, a mean, an order
statistic). The density functions of X and Y are specified up to a common vector parameter
θ and will be denoted by f
X
(x; θ) and f
Y
(y; θ). Note that when no confusion can arise,
these densities will be denoted by f(x; θ) and f(y; θ) instead.
1.1.1 Point predictor and prediction interval
When we want to infer about an unknown parameter, two popular approaches are to find a
point estimate or an interval of possible values for this parameter. In a prediction problem,
we proceed in a similar way to predict the future random value Y: we can either try to
find a point predictor or a prediction interval.
Definition 1.1. A predictor Ŷ(x) is a function of the already observed x that is used to
predict the realization of the random variable Y.
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Both Ŷ(X) and Y are random variables and their difference, is called the prediction
error. When this error has an expectation of 0 we say that Ŷ(X) is an unbiased predictor
for Y. However, when we are looking for a predictor of a future random value the bias is
not the only concern; we also want the variance of the prediction error to be as small as
possible.
Definition 1.2. An unbiased predictor Ŷ(X) is called the the best unbiased predictor
for Y if its prediction error, Ŷ(X) −Y, has a smaller variance than any other unbiased
predictors of Y.
Among all the concepts introduced in this section, the prediction interval is the one we
will use the most often throughout this thesis.
Definition 1.3. An interval with lower and upper endpoints L(x) and U(x) is called a
(1− α) prediction interval for Y if
P [L(X) ≤ Y ≤ U(X)] = 1− α. (1.1)
When dim(Y) > 1, a region R(x) such that
P [Y ∈ R(X)] = 1− α,
is called a (1 − α) prediction region for the vector Y. The quantity 1 − α is called the
coverage probability of the prediction interval or prediction region.
This definition means that under repeated sampling of both X and Y, y will be included
in [L(x), U(x)], or R(x), in (1 − α)100% of the samples. If Definition 1.2 suggests an
appropriate way to compare unbiased predictors, it is more difficult to compare prediction
regions having the same coverage probability. Nevertheless, a possible way to quantify
their efficiency is to compare their expected volume. For example, when many (1 − α)
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prediction intervals are available, it seems appropriate to use the prediction interval having
the smallest value for E[U(X)− L(X)].
In general, the distribution of the three random variables L(X), Y, and U(X) will
depend on an unknown parameter θ. Therefore, it may be not possible to make (1.1)
independent of θ. In this case, we will call [L(x), U(x)] a (1− α) prediction interval for Y
if
P [L(X) ≤ Y ≤ U(X); θ] ≥ 1− α,
for all θ.
Because the preceding concepts are similar to those used to estimate a characteristic
(i.e. parameter) of a distribution, many prediction problems go unrecognized and are
incorrectly treated as estimation problems. This can lead to important errors. For example,
suppose that we wish to predict a new observation coming from the linear regression model
Y = Zβ+ε. If this prediction problem is incorrectly treated as an estimation problem, one
could use the previously observed sample to obtain a confidence interval for E[Y] = Zβ.
Because it does not take into account the variability of ε, this procedure will likely give
intervals that are too narrow and thus has a coverage probability below the desired level.
1.1.2 Tolerance interval
Another type of interval also used for prediction purposes is the tolerance interval. Many
early papers deal with these intervals, for example Wilks (1941), Wald (1942), and Scheffe
& Tukey (1945). We will present here two types of tolerance intervals for the random
variable Y; both are determined from the previously observed x.
Definition 1.4. Let CL,U(x) be the coverage probability of the interval [L(x), U(x)] given
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that X = x, i.e.
CL,U(x) = P [L(X) ≤ Y ≤ U(X) | X = x].
Therefore, CL,U(X) is a random variable taking values between 0 and 1. In general, it also
depends on θ and we may write CL,U(x; θ) to remind ourselves of this.
1. If P [CL,U(X) ≥ β] = γ, then [L(x), U(x)] is called a β-content tolerance interval
with confidence γ for Y.
2. If E[CL,U(X)] = β, then [L(x), U(x)] is called a β-expectation tolerance interval
for Y.
The following proposition shows the equivalence between a (1−α)-expectation tolerance
interval and a (1− α)100% prediction interval.
Proposition 1.1. The interval [L(x), U(x)] is a (1 − α) prediction interval for Y if and
only if it is also a (1− α)-expectation tolerance interval for Y.








P [L(X) ≤ Y ≤ U(X) | X = x]f(x; θ)dx




means that we integrate over the sample space of X. The equivalence between
these two types of intervals is then clear from Definition 1.3 and 1.4.
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The main difference between the two types of tolerance intervals is that the β-content
tolerance interval with confidence γ uses two parameters to describe the level of uncertainty:
γ quantifies the uncertainty due to the sampling of X, while β is due to the randomness of
Y. This is not the case for the β-expectation tolerance interval; it uses only one parameter
to incorporate both the sampling variability of X and Y. The β-expectation tolerance
intervals are used when we want to predict a single realization of Y. On the other hand, if
we wish to obtain an interval where at least a given proportion of units will lie within this
interval with a fixed confidence, a β-content tolerance interval with confidence γ is more
appropriate.
1.2 Prediction Intervals Under a Frequentist Frame-
work
As we mentioned previously, sometimes it is not possible to find a (1−α) prediction interval
with a coverage probability independent of the unknown parameter θ. We then have to
find a procedure such that the coverage probability is never less than 1−α for all possible
values of θ. Unfortunately, this approach often provides trivial prediction intervals (i.e.
intervals including all the possible values of Y).
Example 1.1. Let X and Y be exponentially distributed with a common θ. Suppose that
we want to find a positive constant c such that x ± c is a 90% prediction interval for Y.
The coverage probability of this interval will be a function of the unknown θ:













(x + c; θ)− F
Y






e−θ(x−c) − e−θ(x+c)] θe−θxdx








sinh (θc) = 0 when c is fixed, the only way we can have a coverage probability
never smaller than 0.9 for all θ is to set c = ∞, which is a trivial prediction interval for
Y.
In this section, we will present methods to find non-trivial prediction intervals under a
frequentist framework (i.e. when θ is unknown, but assumed constant). This exhaustive
list of methods can be divided in four categories: the pivotal method, the test-inversion
method, the plug-in method, and methods using approximate predictive densities. Only
the first two methods allow us to find exact prediction intervals, whereas the others are
used to find approximate prediction intervals. Methods using a Bayesian approach are also
available and will be presented in the next section.
1.2.1 Pivotal Method
An easy way to obtain exact prediction intervals is available when there exists a random
variable Z(X,Y) whose distribution does not depend on θ. Suppose that this variable,
called a pivotal random variable, is such that we can find some a and b where
P [a ≤ Z(X,Y) ≤ b] = 1− α.
Then, we can find an exact prediction interval for Y in terms of X if this equation can be
inverted into the form (1.1).
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Pivotals are often used when Y has a location-scale distribution. We recall that a
random variable has such a distribution, with location parameter µ and scale parameter
σ, when its density function f(t; µ, σ) can be written as









When Y and X have such a distribution, we can show that the random variable Z(X,Y) =
[Y−µ̂(X)]/σ̂(X) is a pivotal random variable when (µ̂(x), σ̂(x)) is the maximum likelihood
estimate of (µ, σ). In fact, this is true for all estimates of (µ, σ) having certain invariance
properties. Note that the maximum likelihood estimates are no longer satisfying these




(α) be the parameter-free α quantile of Z(X,Y). Then,
P [q
Z




(1− α2)] = 1− α,
when α1 + α2 = α. By rearranging these terms we have,
P [µ̂(X) + σ̂(X)q
Z
(α1) ≤ Y ≤ µ̂(X) + σ̂(X)qZ (1− α2)] = 1− α,
which gives us a (1−α) prediction interval for Y. When the quantiles of Z(X,Y) cannot be
obtained analytically, we can approximate them using a Monte Carlo method; a procedure
is suggested in Meeker & Escobar (1998, Section 12.4). The prediction interval is then
approximate but only because of Monte Carlo error, which can be made arbitrarily small.
This method allows us to find a non-trivial prediction interval for the problem presented
in Example 1.1.
Example 1.2. (Example 1.1 revisited) Let X and Y be exponentially distributed with a
common rate θ. Now suppose that we want a 90% prediction interval for Y. Since Y has
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a scale distribution with σ = θ−1 and x is the maximum likelihood estimate of σ, we know
that Z = Y/X is parameter-free. In fact, we can easily show that f(z) = (1 + z)−2 and
q
Z





(0.05) ≤ Y ≤ X(q
Z
(0.05))−1] = 0.90
and [x/19, 19x] is then a 90% prediction interval for Y. In Example 1.1 we were not able
to find a non-trivial prediction interval of the form x± c, but the pivotal method provided
us one of the form [c−1x, cx].
1.2.2 Test-Inversion Method
Another method uses hypothesis tests’ critical regions to obtain exact prediction intervals.
Unfortunately, this approach is usually only applicable to a limited number of problems.
First, we suppose that the distributions of X and Y depend only on a common parameter
θ, but that the values θ = θ1 for X and θ = θ2 for Y may be different. Then, we consider
the null hypothesis H0 : θ1 = θ2. If we can find a critical region Q1−α of level 1 − α, we
have
P [(X,Y) ∈ Q1−α|H0] = 1− α,
for all θ (= θ1 = θ2). Then if the region Q1−α can be projected onto the subspace X = x,
this new region R1−α(x) will be an exact (1− α) prediction region since
P [Y ∈ R1−α(X); θ] = 1− α
for all θ, where
R1−α(x) = {y; (x, y) ∈ Q1−α}.
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According to the critical region chosen, this method can give many different prediction
regions. For a specified alternative hypothesis HA, it is somewhat natural to use a critical
region that is uniformly or locally most powerful. However, it is not usually obvious to
determine which alternative hypothesis should be used to obtain an efficient prediction
region. Again, among many candidates, the one having the smallest expected volume
could be selected.
A method often providing similar results was suggested in Faulkenberry (1973). This
method requires the existence of a sufficient statistic for θ coming from the random vector
(X,Y). If such a statistic S(X,Y) is available, we try to find an interval [L(x), U(x)] such
that
P [L(X) ≤ Y ≤ U(X)|S(X,Y) = s] = 1− α
for all s. Because of the sufficiency of S(X,Y), this probability statement is independent
of θ. The prediction intervals are then equivalent under the conditional and unconditional
distributions:





Y |x(α; θ) be the α quantile of Y|X = x. Then, any intervals [qY |x(α1; θ), qY |x(1−
α2; θ)], where α1 + α2 = α, have a probability 1 − α of containing Y. To obtain a pre-
diction interval for Y, a naive method frequently applied uses the values drawn from
X = (X1, . . . ,Xn) to get an estimate of θ and substitutes it in qY |x(α; θ). This interval
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[q
Y |x(α1; θ̂(x)), qY |x(1− α2; θ̂(x))] is often called a plug-in prediction interval. This interval
is not an exact (1 − α) prediction interval, but provided that θ̂(X) has good asymptotic
properties, it will be an approximate (1 − α) prediction interval when n is sufficiently
large. For example, when θ̂(x) is the maximum likelihood estimate (m.l.e.), we know
that [q
Y |x(α1; θ̂(X)), qY |x(1 − α2; θ̂(X))] will tend towards [qY |x(α1; θ), qY |x(1 − α2; θ)] as n
increases because the m.l.e. converges towards θ almost surely under some regularity con-
ditions. Note that most of the time, m.l.e.’s are the estimates used to obtain plug-in
prediction intervals.
Plug-in prediction intervals are too narrow for most problems because they ignore
the uncertainty in θ̂(X) relative to θ. Therefore, these intervals usually have a coverage
probability smaller than 1 − α. This problem is more important for small or moderate
values of n, since as n increases, this problem will eventually disappear. This deficiency
of the plug-in intervals can be partially solved by calibrating the intervals, a technique we
will discuss in the next chapter.
1.2.4 Predictive density and likelihood method
When the density function of Y|x is fully known (i.e. parameter free), it is straightforward
to find exact prediction intervals for Y. Thus, a possible approach to find approximate
prediction intervals is to estimate this density. Such a function, denoted by f̃p(y|x), uses the
already observed x in order to be as close as possible to f(y|x; θ). Approximate prediction
intervals are then obtained by finding an interval [a, b] such that
∫ b
a
f̃p(y|x)dy = 1− α.
The plug-in method can also be seen as a method using an estimated predictive density
where f̃p(y|x) = f(y|x; θ̂(x)).
12 Prediction of recurrent events
A possible approximate predictive density, presented in Lejeune & Faulkenberry (1982),
is called the maximum likelihood predictive density (or MLPD). It is similar to the one
inspired by the plug-in method but uses θ̂(x, y) instead of θ̂(x) to estimate θ. This density
is given by
f̃p(y|x) = k(x) sup
θ
f(x, y; θ),
where k(x) is a normalizing constant. This approach is related to the argument followed
in Kalbfleisch & Sprott (1970) for the marginalization problem in multi-parameter likeli-
hood. The nuisance parameter here is θ, and the “parameter” of interest is now the random
variable Y. Predictive densities will be studied in greater detail in the next chapter.
Finally, there is a method which provides a likelihood function for Y based on the
observed value of x. A predictive density can then be derived from this predictive likelihood
to find approximate prediction intervals. This method was developed independently by
both Lauritzen and Hinkley (cf. Lauritzen (1974) and Hinkley (1979)). However, this
method requires the existence of a sufficient statistics for (X,Y) and gives trivial results
unless this statistic provides a genuine reduction of (X,Y).
Most of these methods are not easy to handle, and they all have theoretical shortcomings
in some settings. The Bayesian approach below also provides predictive densities which
converge to f(y|x; θ) as the number of Xi’s increases.
1.3 Bayesian Framework
While a frequentist framework specifies a model for the observable data given an unknown
but fixed parameter θ, a Bayesian framework treats this θ as a random quantity. We
will see in this section how prediction problems are relatively straightforward under this
framework. We will first define important prediction concepts inherent to this framework
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like the prior, posterior, and predictive distributions. Then, we will see how to find point
and set prediction from these distributions. Finally, we will present the non-informative
and empirical Bayes approaches.
1.3.1 Prior and Posterior Distributions
To explicitly incorporate the uncertainty about θ, we assign plausibilities on the various
possible values of θ through a density function denoted by π(θ). This density is often
called the prior density function of θ. The introduction of a prior density on θ suggests
that this parameter is a random variable. However, we rarely assume that θ has such a
random interpretation. We usually assume that θ is an unknown constant associated with
a prior density through subjective probability. The combination of this prior with f(x | θ)
provides us a density for X that is independent of θ and usually completely specified. This





We will see how a Bayesian approach usually simplifies the prediction problems. How-
ever, a difficulty introduced with this approach is that we now have to select a prior density
function. This choice must be a nice judgment between mathematical tractability and an
appropriate plausibility assessment for θ.
Although the incorporation of a prior distribution for θ gives us a marginal distribution
on X, we would like to point out that such an approach is different than modeling X
directly through the density function m(x), since the latter does not allow us to update
the plausibility of a certain θ once we observe x. This updating is done using Bayes’
theorem:
π(θ | x) = f(x | θ)π(θ)
m(x)
.
14 Prediction of recurrent events
This density is called the posterior density function of θ given x. It means that our prior
belief about the plausibility of a value of θ is re-evaluated once we observe that X = x.
1.3.2 Bayesian Predictive Density
We can now make plausibility assessments about the unknown θ once we observe x, but
our goal is to make the same kind of assessments about the future value of Y. The essence
of the Bayesian approach to the prediction problem is to determine a density function for y
given the outcome x. Note that such a function is often used in credibility theory (Herzog
1999). It can be seen as the average density of Y weighted by the updated plausibilities of
the possible values of θ given x. We then use this predictive density to obtain predictors
and prediction intervals.
Definition 1.5. Let Y be a random variable with density function f(y | θ). Given a
density f(x | θ) for X and a prior density π(θ) for θ, the Bayesian predictive density








f(y | x, θ)f(x | θ)π(θ)dθ∫
θ
f(x | θ)π(θ)dθ .
This is a density for Y given x but not the value of θ. This is one of the main reasons
why a Bayesian approach is often used in prediction: by integrating over θ, we eliminate
a parameter that is in fact a nuisance parameter. There are obvious similarities between
frequentist and Bayesian predictive density functions. For example, it is shown in Lejeune
& Faulkenberry (1982) that the MLPD can be identical to a predictive density using an
appropriate prior.
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1.3.3 Point and Set Predictions
In a Bayesian setting, the way we will choose a point predictor for the outcome of Y will
depend on how we view the consequences of being wrong. This is assessed by specifying
a loss function, L[Ŷ(x), y], which assigns a non-negative loss of predicting y with Ŷ(x).
Given that X = x, the goal will be to select the point predictor minimizing the Bayes
expected loss





















(Ŷ(x)− E[Y | x])2f̃p(y|x)dy +
∫
Y
(y − E[Y | x])2f̃p(y|x)dy
=
(
Ŷ(x)− E[Y | x]
)2
+ Var[Y | x].
The Bayes expected loss is then minimized when Ŷ(x) = E[Y | x]. This predictor is also
unbiased under this Bayesian setting:
E[Ŷ(X)−Y] = E [E[Y | X]]− E[Y]
= E[Y]− E[Y]
= 0.
Two other loss functions are also common: the all-or-nothing loss and the linear loss.
The following propositions give us the optimal predictor for both losses; the proofs are
presented in Aitchison & Dunsmore (1975, Chapter 3.1).
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0 if |Ŷ(x)− y| < ε
1 otherwise,
as ε → 0. The predictor minimizing the Bayes expected loss is the mode of the predictive
density function f̃p(y|x).





α(y − Ŷ(x)) if Ŷ(x) < y,
β(Ŷ(x)− y) otherwise.
The predictor minimizing the Bayes expected loss is the α/(β +α) quantile of the predictive
density function f̃p(y|x).
When a prediction interval is sought, it is easier to find one once we incorporate a prior
distribution on θ, the main difficulty under a frequentist approach being that the coverage
probability usually depends on θ. Let q
Y |x(α) be the α quantile of the predictive density
function f̃p(y|x). If α1+α2 = α, we call [qY |x(α1), qY |x(1−α2)] a Bayesian (1−α) prediction
interval for Y since
P [q















When θ is believed to be a random variable, a Bayesian (1 − α) prediction interval have
a clear interpretation: under repeated sampling of θ, X, and Y, this interval will contain
y in (1 − α) of the samples. The intervals also have a conditional coverage probability of
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1 − α for any observed x. However, these prediction intervals do not have a frequentist
interpretation when a prior distribution is used to represent the state of knowledge of a
fixed θ. Then, a Bayesian prediction interval is not an exact prediction interval in the sense
of Definition 1.3.
Clearly, (1 − α) prediction intervals for a given predictive density function are not
unique. It is then of interest to find the shortest (1− α) prediction interval. This interval
is given by the set Sk of all y such that f̃p(y|x) > k where k has to satisfy
∫
y∈Sk
f̃p(y|x)dy = 1− α.
1.3.4 Non-informative prior
We already mentioned that a prior density is chosen either for its mathematical convenience
or its ability to represent the plausibilities of θ. A prior motivated by a realistic argument
is often constructed from expert’s knowledge (Campodónico & Singpurwalla 1995, for
example), but if that type of information is not available, a prior is usually selected because
of its mathematical convenience. In that case, we may try to find a prior which contains
little or no information about θ. Such a prior aims not to favor a value of θ over another.
These priors are usually called non-informative priors in the literature but terms like vague
or diffuse priors could be more appropriate. This approach being relatively objective, it
may be more attractive than the usual subjective Bayesian approach.
Since we do not want to favor a value of θ over another, a logical prior could be the
flat prior π(θ) = c for all θ. Unfortunately, this distribution is often improper, in that
∫
θ
π(θ)dθ = ∞, and then does not seem adequate to be used as a prior density. However, if
this prior leads to a proper posterior for θ | x, we can still use it to find a predictive density
function. Another problem with this type of non-informative prior is its variability under
reparameterization. Usually, a flat prior on θ does not lead to a flat prior on a function of
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θ, which does not seem to be in accordance with a non-informativeness principle.
Another type of non-informative prior is called Jeffreys’ prior (Jeffreys 1961, p. 181).










log f(X | θ)
]
for i, j = 1, . . . , dim (θ). This type of prior has an interesting frequentist property: for
prediction problems where X is independent of Y, Datta, Mukerjee, Ghosh & Sweeting
(2000) showed that if there is a one-sided Bayesian (1 − α) prediction interval having a
frequentist coverage probability of 1 − α + o(n−1), then the prior used was necessarily
Jeffreys’ prior.
1.3.5 Empirical Bayes Methods
Another type of prior distribution can also provide posteriors where the information is
coming essentially from the data. They are the priors chosen using an empirical Bayes
approach. This approach was first introduced in Robbins (1955). We will briefly present
here the parametric approach. A complete description of non-parametric empirical Bayes
methods can be found in Carlin & Louis (1996, Section 3.2).
A parametric empirical Bayes approach uses a family of prior distributions that is
indexed by a vector parameter η. The marginal density function of X, m(x | η), is then
used to find a point estimate η̂(x). Then, we treat π(θ | η̂(x)) as a completely specified
prior distribution for θ. Due to the form of the marginal likelihood for parametric empirical
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Bayes models, the EM algorithm (Dempster, Laird & Rubin 1977) can be effective to find
these maximum likelihood estimates. In some other cases (Gaver & O’Muircheartaigh
1987, for example), estimates using a moment matching method are used.
Under this approach, a prediction interval for Y will be determined from the quantiles
of the predictive density function
f̃p(y | x; η̂) =
∫
θ
f(y | x, θ)π(θ | x; η̂)dθ.
Obviously, the problems we already encountered with the plug-in prediction intervals will
reappear here, since these new intervals also ignore the uncertainty about η. Carlin &
Louis (1996, Section 3.5) describe some approaches to correct this. In most of the cases,
we can easily associate them, from a mathematical point of view, with frequentist methods
discussed previously to deal with the dependency of the coverage probability on θ. Nev-
ertheless, it is expected that the ignorance of η will not affect the coverage probability to
the same extent as the ignorance of θ does.
1.4 Thesis Outline
In this thesis, we will study issues related to prediction problems and put an emphasis
on those arising when recurrent events are involved. We will mostly consider problems
where interval predictions are sought but we will also address some issues regarding point
prediction. Amongst others, here are two motivational examples:
• In a carcinogenicity experiment, a group of individuals are observed during a certain
amount of time and the number of tumors developed by each individual is recorded.
During such a study, is of interest for the research team to predict the remaining
number of tumors for one or some of the individuals in the study group. Such an
example will be considered in Chapter 4.
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• Information about a fleet of automobiles under warranty is collected over the years.
For planning purposes, it is of interest for the company to predict, at any given time,
the remaining number of warranty claims until all the warranties expire. Such a
dataset will be studied in Chapter 5.
In the second chapter, we will study frequentist prediction intervals and associated pre-
dictive distributions. Pivotal methods for obtaining intervals and predictive distributions
are discussed and shown to possess advantages that include a type of optimality. The fol-
lowing three chapters will consider the prediction of recurrent events. In the third chapter,
we will present different prediction models when these events can be modeled using homo-
geneous Poisson processes. Amongst these models, we will see that those using random
effects are robust to different types of model misspecifications. In the fourth chapter, the
time homogeneity assumption is relaxed and we will present prediction models for non-
homogeneous Poisson processes. The behavior of these models will then be studied for
prediction problems with a finite horizon. In the fifth chapter, we will apply the concepts
discussed in the previous chapters to a warranty dataset coming from the automobile in-
dustry. The number of processes in this dataset being very large, we will propose some
methods providing computationally rapid prediction intervals. Finally, we will discuss our




The purpose of this chapter is to discuss the usefulness of predictive distributions and to
assess the adequacy of their associated prediction intervals. In particular, we will present a
predictive distribution, derived through a process called calibration, that can be obtained
in many settings and has several nice properties.
In the first section, we will discuss how different prediction approaches can be derived
from predictive distributions and propose a criterion to compare them. In the ensuing
section, we will present calibration approaches, some obtained with asymptotic expansions
and others with bootstrap techniques. In the third section, we will describe an approach
which, in terms of average Kullback-Leibler distance, dominates the plug-in approach under
certain conditions. We will illustrate the methodology in the last section.
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2.1 Predictive Distributions
Bayesian predictive distributions were presented in Section 1.3.2 and we briefly mentioned
some frequentist ones in Section 1.2.4. In order to unify both paradigms, we will now
loosely define a predictive distribution as any distribution independent of θ constructed
from the observed data x in order to make predictive statements about the random variable
Y. Amongst others, such a definition was used in Harris (1989) and Barndorff-Nielsen &
Cox (1996). Its cumulative distribution function (c.d.f.) will be denoted by F̃p(y|x) and
its density by f̃p(y|x).
Without loss of generality, we will now consider one-sided prediction intervals of the
form (−∞, L(X)] and simply denote by Lα(X) an exact (or approximate) α prediction
interval. We can use a predictive density to obtain such an interval by finding the α
quantile of its distribution, i.e.
F̃p(Lα(x)|x) = α.
Therefore, plotting F̃p(y|x) along the range of Y|x will provide the realized (exact or
approximate) α prediction intervals for all α (0 < α < 1).
For example, the predictive density
f̃p(y|x) = f(y|x; θ̂(x)), (2.1)





can be used to find the Bayesian intervals mentioned in Section 1.3.3, and when Z(X,Y)
has a distribution that is independent of θ, the pivotal method presented in Section 1.2.1
has the predictive c.d.f.
F̃p(y|x) = P [Z(X,Y) ≤ Z(x, y)].
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When a prediction interval is sought, it is not easy to compare the adequacy of different
predictive methods. The only suggestion made so far was to select, among a class of
methods providing exactly the same coverage probability, the method giving the shortest
intervals (see Section 1.1.1). However, even when a such an idea can be applied, it can give
different results for any θ and any α. Nevertheless, since the vast majority of predictive
methods can be expressed through a predictive distribution, we can compare them using
these distributions. This comparison can be done by evaluating how close each density is
from the target density f(y|x; θ). A very common approach (e.g. Aitchison (1975), Murray
(1977), Ng (1980), Harris (1989), Vidoni (1995), and Komaki (1996)) has been to assess
this relative closeness with the average Kullback-Leibler (KL) distance (Kullback & Leibler
1951)):








Provided that we can obtain (or approximate) this distance, we can now compare different
methods and select the best one. This method can give different result for different values
of θ but no longer depends on the coverage probability α chosen. Furthermore, we will
see in Section 2.3 that we can find a method that is optimal, according to this criterion,
amongst a large class of predictive densities. Note that other criteria can be used, for
example Smith (1999) considered the mean squared error E[(f̃p(Y|X)− f(Y|X; θ))2].
Even if (2.3) is a function of the unknown θ, we can sometimes show that a method
dominates another for all possible values of θ. Examples of this were presented in Aitchi-
son (1975): assuming that X and Y are both gamma random variables with a common
known shape parameter, or both multi-normal with the same mean and variance, we can
always find a prior distribution such that the Bayesian predictive density (2.2) will always
dominate the plug-in density (2.1) according to (2.3). Since the plug-in method ignores
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the uncertainty in θ̂(X) relative to θ, the inadequacy of this method has to be expected
for some settings. However, we will present in the next section a procedure which usually
helps to “move” a predictive density closer to the target distribution. Such a procedure,
usually called calibration, is very often used in conjunction with the plug-in method.
2.2 Calibration
A family of prediction intervals Lα(X) indexed by α is obtained from a predictive c.d.f.
such that F̃p(Lα(x)|x) = α for any α. Therefore, α does not necessarily represent the
coverage probability of the prediction interval: we would like to obtain intervals with a
frequentist coverage probability of α, or a Bayesian posterior probability of α, but a lot of
predictive distributions do not satisfy this. Let H(α; θ) be the actual coverage probability
of Lα(x), i.e.
P [Y ≤ Lα(X); θ] = H(α; θ).
When the prediction intervals are associated with an exact (frequentist) prediction method,
H(α; θ) = α for any α and θ, but usually H(α; θ) converges to α as the information about θ
contained in X increases. In practice, since θ is unknown, H(α; θ) is usually approximated
by a function H̃(α) of α only. This procedure is often called calibration and provides an
approximate coverage probability of H̃(α) for the prediction interval (−∞, Lα(x)].
Calibration can be done using asymptotic expansions or simulations. It is often used in
conjunction with the plug-in method. For example, Cox (1975) and Barndorff-Nielsen &
Cox (1996) considered the plug-in approach of Section 1.2.3 and showed that under some
regularity conditions the coverage probability can be written as
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where n = dim(X). The idea is then to find a new interval, often in the same family of
prediction intervals (say Lα′(x)), that would absorb (or reduce) the d(θ)/n term in (2.4).
Vidoni (1995) and Komaki (1996) also used asymptotic expansions to improve the plug-in
method.
The idea of approximating H(α; θ) by simulation is usually more tractable (e.g. Har-
ris (1989), Beran (1990), and Meeker & Escobar (1998, Section 12.6)). For illustrative
purposes, we present here an algorithm based on parametric bootstrapping presented in
Meeker & Escobar (1998, Section 12.6). The idea is to obtain a value α′ such that the
approximated coverage probability H̃(α′) equals α. Note that we modified the original
algorithm to also consider the case where X and Y are not independent:
1. Choose a value of α, say α0 (preferably greater than α).
2. Simulate x∗1, . . . , x
∗
B from f(x
∗; θ̂(x)) where θ̂(x) is the m.l.e. based on the observed
sample x.
3. Simulate y∗1, . . . , y
∗
B from the conditional densities f(y|x∗i ; θ̂(x)).
4. Obtain the m.l.e.’s θ̂(x∗i ) where i = 1, . . . , B.











I(y∗i ≤ Lα0(x∗i )).
7. Repeat steps 2-6 for different values of α0 until an α
′ such that H̃(α′) = α is found.
Note that when the conditional c.d.f. of Y is easily obtained, we can eliminate the Monte
Carlo error due to the sampling of the y∗’s. We forego the third step in this algorithm and
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Performing such an algorithm can require a very substantial amount of computational
time, especially when the simulated datasets are large or if a numerical optimization pro-
cedure is required to obtain the m.l.e.’s. However, we can significantly reduce the compu-
tational time by modifying the 7th step: we can keep the x∗i ’s, θ̂(x
∗
i )’s, and y
∗
i ’s obtained
the first time steps 2-4 were performed and repeat only steps 5 and 6 for different values of
α0. This modification can increase the Monte Carlo error but will not introduce any bias.
This algorithm gives us a single prediction interval with an approximate coverage prob-
ability of α. In the next section, we will propose a prediction method which also uses a
calibration procedure but now gives prediction intervals for all α simultaneously.
2.3 A Proposed Approach
We already discussed that prediction based on pivotal quantities leads to exact prediction
intervals. Let us assume that the random variable Y|x is continuous for all x. It is well
known that F (Y|X; θ) is uniformly distributed on [0, 1] for any θ. Therefore, we are now
proposing to base our prediction of Y on the quantity
U = F (Y|X; θ̂(X)). (2.5)
This quantity can be exactly pivotal but is at least asymptotically pivotal in most settings;
under some regularity conditions θ̂(X) is consistent for θ and thus U is asymptotically
uniform on [0, 1]. In this section, we will discuss several nice properties of predictions
based on (2.5).
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G(u; θ) if U is a pivotal,
G(u; θ̂(x)) otherwise.
Now let uα be the α quantile based on G̃ and qY|x(p; θ) the p quantile of Y|x. We have








P [F (Y|x∗; θ̂(x∗)) ≤ F
Y|x∗ (qY|x∗ (uα; θ̂(x




P [Y ≤ q
Y|x∗ (uα; θ̂(x
∗))|x∗; θ̂(x)]f(x∗; θ̂(x))dx∗
= P [Y ≤ q
Y|X(uα; θ̂(X)); θ̂(x)]. (2.6)
Therefore, an α prediction interval is easily obtained and has the plug-in form
Lα(x) = qY|x(uα; θ̂(x)).
The associated predictive c.d.f. is given by
F̃p(y|x) = G̃(F (y|x; θ̂(x)))
and for any α
F̃p(Lα(x)|x) = G̃(FY|x(qY|x(uα; θ̂(x)); θ̂(x)))
= α.
We can also see from (2.6) that this approach yields exact prediction intervals for all α
only when G̃(u) = G(u; θ) for all θ, i.e. when U is exactly pivotal.
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Another nice feature of predictions based on (2.5) is that the coverage probability
associated with Lα(x) is simply the c.d.f. of U :
H(α; θ) = P [Y ≤ q
Y|X(uα; θ̂(X)); θ]
= P [U ≤ uα; θ]
= G(uα; θ).
Therefore the calibration procedure is done by approximating the c.d.f. of U by G̃.
We now present an algorithm to perform such a calibration. We note that unlike the
algorithm presented in the previous section, this one provides calibrated prediction intervals
simultaneously for all α.
1. Simulate x∗1, . . . , x
∗
B from f(x
∗; θ̂(x)) where θ̂(x) is the m.l.e. based on the observed
sample x.
2. Simulate y∗1, . . . , y
∗
B from the conditional densities f(y|x∗i ; θ̂(x)).
3. Obtain the m.l.e.’s θ̂(x∗i ) where i = 1, . . . , B.
4. Obtain u∗i = F (y
∗
i |x∗i , θ̂(x∗i )), so that the vector (u∗1, . . . , u∗B) is then a random sample
of U based on θ = θ̂(x).





I(u∗i ≤ u). (2.7)
6. For any α, u[Bα] ' uα, and an approximate α prediction interval for Y is given by
q
Y|x(u[Bα]; θ̂(x)).
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The Monte Carlo error due to the sampling variability of the y∗’s can be eliminated if we





P [F (Y |x∗i ; θ̂(x∗i )) ≤ u; θ̂(x)].
If one would choose to approximate the distribution of U with its U(0, 1) asymptotic
distribution, the associated predictive c.d.f. would then be
F̃p(y|x) = G̃(F (y|x; θ̂(x)))
= F (y|x; θ̂(x)),
the predictive c.d.f. of the plug-in approach. Therefore, interesting features are revealed
when we plot G̃(u) for all u ∈ [0, 1] versus the c.d.f. of a U(0, 1): for any α, the dif-
ference α − G̃(α) indicates the approximated loss in terms of coverage probability when
the plug-in method is used. Also, such a plot can serve as a diagnostic tool to indicate
whether the calibration was necessary. This can be especially useful when predictions are
made at different times during a longitudinal study. As soon as we observe no significant
differences between G̃(u) and u, it appears reasonable to use the simple plug-in method
for all subsequent predictions.
Another nice property is that when F (Y|X; θ̂(X)) is exactly pivotal, we can show that
its associated predictive density
f̃p(y|x) = g̃(F (y|x; θ̂(x)))f(y|x; θ̂(x)), (2.8)
where g̃(u) = dG̃(u)/du, dominates the plug-in predictive density with respect to (2.3).
Theorem 2.1. (Lawless & Fredette 2004) When U = F (Y|X; θ̂(X)) is pivotal, the pre-
dictive density (2.8) has an average Kullback-Leibler distance (2.3) at least as small as
f̂p(y|x) = f(y|x, θ̂(x)), the predictive density of the plug-in approach.
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Proof. Let ∆ be the difference between the two distances, and we have,




















g(u; θ) log(g(u; θ))du,









for any θ (Kullback & Leibler 1951). Therefore, by taking v(u; θ) = 1, we have ∆ ≥ 0.
When U is only asymptotically pivotal, some insight into the comparison of f̂p and f̃p






















where both integrals are non-negative. The first integral is small when the density g(u; θ) is
close to the uniform density on [0, 1] and the second is small when g̃(u) closely approximates
g(u; θ). The value of ∆(θ) can be either positive or negative when U is not pivotal, but it
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will be positive when g̃(u) is closer to g(u; θ) than is the uniform density. We conjecture
that this should be true in most settings.
In addition to the fact that it dominates the plug-in approach, it can be shown that the
predictive density derived from a pivotal quantity can be optimal amongst a large class of
predictive densities.
Theorem 2.2. (Lawless & Fredette 2004) Let W = q(X,Y) be a pivotal quantity with
c.d.f. G(w). Amongst all the predictive distributions that are functions of this pivotal, the
predictive c.d.f.
F̃p(y|x) = G(q(x, y))
has the density giving the smallest average Kullback-Leibler distance (2.3).
Proof. First we note that the minimization of (2.3) is equivalent to the maximization of
J(f̃p) = E[log(f̃p(Y|X))].
Now let F̃p(y|x) = R(w) for any c.d.f. R(w), thus f̃p(y|x) = r(w)|∂w/∂y| and
J(f̃p) = E[log(r(W))] + K(θ),





we can see that J(f̃p) is maximized when r(w) = g(w).
By taking r(w) = 1 over 0 ≤ w ≤ 1, we can see that the truth of Theorem 2.2 implies
the truth of Theorem 2.1.
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2.4 Illustrations
We will now illustrate the methodology with two simple examples. In the first one, (2.5)
is exactly pivotal and G̃(u) can be obtained analytically. In the second example, (2.5) is
asymptotically pivotal and its distribution must be approximated. In both cases, X and
Y are independent but we will consider settings involving dependence in Chapter 4 and 5.
2.4.1 Exponential distribution
Let X1, . . . ,Xn be a random sample from the exponential distribution with c.d.f. F (x; θ) =
1−exp{−x/θ} and let Y be an independent future observation with the same distribution.
The m.l.e. of θ based on X is θ̂(x) = x and (2.5) is
U = 1− exp{Y/θ̂(X)}
We can show that Y/θ̂(X) has a F distribution with (2, 2n) degrees of freedom (Lawless
2003, Section 4.6) and so U is exactly pivotal for all n. The density function of W =
Y/θ̂(X) being (1 + w/n)−(n+1), an easy calculation shows that U has c.d.f.
G̃(u) = 1− (1− 1
n
log(1− u))−n,
which converges towards G(u) = u as n goes to ∞. The α quantile of this distribution is
given by
uα = 1− exp{n[1− (1− α)−1n ]}
and a one-sided uα plug-in prediction interval will have an exact coverage probability of α.
The associated predictive c.d.f. is given by
F̃p(y|x) = G̃(F (y|x; θ̂(x)))








Any exact prediction interval can be obtained directly from this c.d.f. For example, a
95% equal-tailed prediction interval is given by the .025 and the .975 quantiles of (2.9).
Approximate plug-in prediction intervals are obtained the same way by using the quantiles
of the predictive c.d.f.






We can see that (2.9) converges towards (2.10) as n goes to ∞. This means that when n
is sufficiently large, the prediction intervals provided by the plug-in method will be similar
to the exact ones.
The left panel of Figure 2.1 shows G̃(u) for n = 10 and 30 and the right panel shows
the associated predictive c.d.f. (2.9) along with the plug-in predictive c.d.f. (2.10), all with
θ̂(x) taken equal to 1. There is a small difference between the exact method and the plug-
in method when n = 10 and they appear similar when n = 30. However, we must keep
in mind that prediction intervals are typically associated with upper and lower tails of
the distribution. Therefore, prediction intervals can differ substantially even if the c.d.f.’s
appear to be similar. For example, we can see from the right panel of Figure 2.1 that the
exact upper bound of a 99% one-sided prediction interval is 5.85 when n = 10 and 4.98
when n = 30 but the plug-in approach gives 4.61 in both cases.
Figure 2.2 shows α − G̃(α) for n = 10 and n = 30. It represents the loss in coverage
probability induced by using a one-sided α plug-in prediction interval instead of the exact
one. Obviously, the loss is smaller with n = 30 but it is interesting to note that even if the
plug-in prediction bound can differ substantially from the exact one when n = 10, the loss
in coverage probability is never greater than 3%.
34 Prediction of recurrent events








































































































Figure 2.1: Functions G̃(u) and F̃p(y|x), exponential distribution.
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Figure 2.2: The loss in coverage probability induced by using the plug-in approach.
Under this setting, the average KL distance can be obtained analytically for both
f̃p(y|x) and f̂p(y|x). Using the fact that the expectation of a Fisher(2, 2n) distribution is
n/(n− 1) and that the expectation of the logarithm of a sum of n exponential with rate θ
is ψ(n) + log(θ), where ψ(n) = Γ′(n)/Γ(n), we can show that the distance between f̂p(y|x)
and f(y; θ) is













n− 1 − log(n)− 1,
and











= (n + 1)ψ(n + 1)− nψ(n)− log(n)− 1.
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Now since ψ(n + 1) = ψ(n) + 1/n, we have
D(f̂p(y|x), f(y|x))−D(f̃p(y|x), f(y|x)) = 1
n(n− 1) ,
which converges towards 0 but, as stated by Theorem 2.1, this difference is always positive.
Finally, using the fact that ψ(n+1) = log(n)+O(n−1), we can show that the asymptotic












Let X1, . . . ,Xn be a random sample of log-normal random variables with parameters µ
and σ and let Y be an independent future observation with the same distribution. We
will obtain prediction intervals for Y based on a dataset presented in Lawless (1982, page
228). For our example, we will use the failure times of 15 bearings plus the censoring times
for the 8 bearings who had not failed after 80 million cycles. Even though the log-normal
distribution has a location-scale form for Y′ = log(Y), exact prediction intervals cannot
be obtained here because of the time censoring. Therefore, we will predict Y based on the
approximate pivotal







where Φ is the c.d.f. of a standard normal distribution.
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Based on the x observed, we approximated the c.d.f. of U with G̃(u) using the algorithm
presented in Section 2.3. The simulated x∗’s were also censored at 80 million cycles. The









The left panel of Figure 2.3 shows G̃(u) and the right panel shows F̃p(y|x). We also
added the functions G(u) = u and F̂p(y|x) = Φ( log(y)−µ̂(x)σ̂(x) ) on these panels. Again, we
can see that G̃(u) is very close to the c.d.f. of a U(0, 1) and the predictive c.d.f. is quite
close to the plug-in c.d.f. Nevertheless, these two c.d.f’s can provide quantiles that are
substantially different. For example, a 95% prediction bound is 157.12 using the plug-in
approach but 174.02 using an approximate pivotal. The latter quantile corresponds to
the 96.7% prediction bound of the plug-in approach. Meeker & Escobar (1998, Section
12.6) obtained the same calibrated 95% prediction bound using the algorithm presented in
Section 2.2. However, our proposed algorithm has the advantage of providing α prediction
bounds for any 0 ≤ α ≤ 1 simultaneously with a single simulation.
In these two examples, the exact or approximated loss in coverage probability of using
a plug-in approach is never greater than 2.5%. However, we will consider problems in
Chapter 4 and 5 where the loss will be much greater. This is probably due to the fact that
the number of unknown parameters will then be greater than one or two.
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Figure 2.3: Functions G̃(u) and F̃p(y|x), log-normal distribution.
Chapter 3
Prediction Models for Homogeneous
Poisson Processes
We will now consider the prediction of recurrent events, events which occur repeatedly
over time. Examples of recurrent events include successive tumors in cancer studies (Gail,
Santner & Brown 1980), automobile warranty claims (Lawless & Nadeau 1995), failures of
software (Raftery 1987), or scrams in a nuclear power plant (Martz, Parker & Rasmuron
1999).
We will now propose models to predict the number of future events for subjects already
under observation. In this chapter, the intensity function that we will use to model these
occurrences will be the one corresponding to a homogeneous Poisson process. First, we will
present different ways used to predict the future number of events using such a process.
Then, we will propose an alternative approach which uses a random effects model. Finally,
we will perform various simulations to compare these different approaches.
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3.1 Prediction of Recurrent Events
Let N(s, t) be the random variable representing the number of events occurring for a subject
in the time interval [s, t]; we write N(t) for N(0, t). We will now consider continuous
time processes where two events cannot occur simultaneously. Many different types of
such processes are discussed in the literature (see Snyder & Miller (1991) or Grandell
(1997)), but Poisson processes and renewal processes are the two most popular types used




P [N(t, t + ∆t) = 1|H(t)]
∆t
, (3.1)
where H(t) denotes the history of the process up to time t. Note that conditional on
H(0), (3.1) fully specifies the process {N(t), t > 0}. Renewal processes make the assump-
tion that (3.1) depends only on the time elapsed since the last event. These processes are
semi-Markovian. On the other hand, the Poisson processes are Markovian because (3.1)
depends only on t. The intensity, or rate, function is then simply denoted by λ(t), and
N(t) ∼ PP(λ(t))
means that N(t) is a Poisson process with rate function λ(t). Note that when λ(t) does
not depend on t, N(t) is called a homogeneous Poisson process (HPP).
This Markovian assumption leads to the following well known properties of Poisson
processes.
Proposition 3.1. If N(t) ∼ PP(λ(t)), then for all non-negative integers n,




where s < r and Λ(s, r) =
∫ r
s
λ(u)du. Therefore, N(s, r) is a Poisson random variable
with rate Λ(s, r).
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Proposition 3.2. If N(t) ∼ PP(λ(t)), then N(s1, r1) and N(s2, r2) are independent Pois-
son random variables for any non-overlapping intervals (s1, r1) and (s2, r2).
For prediction problems involving recurrent events, these two properties combined with
the fact that recurrent events data are often interval-censored make Poisson processes
relatively easy to use. On the other hand, the distribution of the future number of events
can be difficult to obtain when renewal processes are used. Since Poisson processes are
much easier to use than renewal processes, we thus recommend the use of Poisson processes
to predict recurrent events unless the Markovian assumption is clearly unreasonable.
Using the concepts presented in the previous chapters, we can now find point predictors
and prediction intervals for occurrences arising from Poisson processes. We will consider
homogeneous Poisson processes in this chapter and nonhomogeneous Poisson processes in
Chapter 4.
3.2 Prediction of Homogeneous Poisson Processes
Suppose that we have k individuals and Ni(s, t) denotes the number of events occurring
for the individual i in the time interval [s, t]. When these processes are time-homogeneous
we can write
Ni(t) ∼ PP(λi), (3.2)
where the processes are independent and i = 1, . . . , k. The rates can be either identical
or different ( i.e. λi 6= λj for at least one i and one j). We will also suppose here that
each process is observed up to a fixed time t1i and that the interest is to predict the sum
of the Ni(t1i, t2i)’s over a subset S of the k processes. It is clear from Proposition 3.1 that
∑
i∈S Ni(t1i, t2i) has a Poisson distribution with rate
∑
i∈S λi(t2i − t1i).
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According to the notation defined in Chapter 1, this is a prediction problem with X =
(N1(t11), . . . ,Nk(t1k)) and Y =
∑
i∈S Ni(t1i, t2i). Note that (N1(t11), . . . ,Nk(t1k)) and
(N1(t11, t21), . . . ,Nk(t1k, t2k)) will be denoted by N(t1) and N(t1, t2) respectively, whereas
∑
i∈S Ni(t1i, t2i) will be denoted by NS(t1, t2).
Let τij be the time of the jth occurrence coming from the ith process. Once we observe
N(t1) and the set of occurrence times τ , it is relatively straightforward to derive the
likelihood function for the λi’s from model (3.2) (Cox & Lewis 1966, Section 3.3):






































We can see that
L(λ1, . . . , λk|(N(t1), τ)) = L(λ1, . . . , λk|N(t1)),
which means that N(t1) is sufficient for λ1, . . . , λk when the Poisson processes are time
homogeneous.















We will see that this estimate of λi is often used to obtain point and set predictions for
NS(t1, t2).
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3.2.1 Point Prediction
The following proposition will show that an optimal point predictor for NS (t1, t2) is avail-
able under model (3.2). This proposition is valid only when all the λi’s are different, but
can be easily modified if some or all the λi’s are known to be identical.
Proposition 3.3. Let Ni(t) ∼ PP(λi) and S be a subset of (1, . . . , k). If λi 6= λj ∀ i, j =
1, . . . , k, an unbiased point predictor for NS (t1, t2) is given by
∑
i∈S(t2i − t1i)λ̂i, where
λ̂i = Ni(t1i)/t1i is the m.l.e. of λi. Furthermore, among all the unbiased predictors obtained
using the already observed sample N(t1), none of them has a prediction error with a smaller
variance.
Proof. First let us show that
∑
(t2i − t1i)λ̂i is an unbiased predictor for
∑
Ni(t1i, t2i).
















= E [NS (t1, t2)] .
We know from Proposition 3.2 that the random vectors N(t1) and N(t1, t2) are inde-
pendent. The variance of the prediction error is then given by
Var
[∑




















We will now show that
∑
(t2i− t1i)2 λit1i corresponds to the Cramer-Rao lower bound for the
variance of an unbiased estimator of E[NS (t1, t2)]. Since the second term in the right hand
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side of (3.4) is common for all unbiased predictors, this will be sufficient to prove that no
unbiased predictor of NS (t1, t2) based on N(t1) can have a prediction error with a smaller
variance. The Cramer-Rao bound for the multivariate parameter case is given in Kendall










where g(λ) is the expectation of NS (t1, t2) and the I−1ij ’s are the components of the inverse








= t2i − t1i































if i = j,
0 if i 6= j.





















Note that the usual regularity conditions are satisfied here.
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We can see that the predictor
∑
i∈S(t2i − t1i)Ni(t1i)/ti1 is no longer optimal when at
least two λi’s are identical. This points out the importance of correctly assessing the ho-
mogeneity/heterogeneity of the rates. The proof of the preceding proposition also suggests
a general method to find optimal predictors when the two samples of interest are indepen-
dent: a predictor will be the best unbiased predictor if it is an efficient estimator of the
expectation of the quantity to predict.
3.2.2 Prediction intervals
We saw in Section 1.2 that the literature provides some methods to find exact prediction
intervals. However, little work has been done on finding prediction intervals for discrete
random variables (Patel & Samaranayake 1991). One of the main obstacles is that pivotal
quantities are rarely available for these random variables. We will now present some ways
to find prediction intervals for HPP’s. However, some restrictions have to be made on the
rates or on the observation times in order to find exact prediction intervals.
The quantity NS (t1, t2) taking only integer values, an exact 1 − α prediction interval
for a discrete random variable is defined as an interval [L(N(t1)), U(N(t1))] with integer
endpoints such that
P [L(N(t1)) ≤ NS (t1, t2) ≤ U(N(t1)); λ] ≥ 1− α
for any vector λ = {λi : i = 1, . . . , k}, but the coverage probability is smaller than 1 − α
if we increase L(N(t1)) or decrease U(N(t1)). Note that the endpoints can be randomized
to obtain an interval with a coverage probability of exactly 1− α.
Exact 1 − α prediction intervals for NS (t1, t2) are available if either the rates or the
observation times are identical for all the processes in S. These two conditions are defined
as followed,
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• Condition 1: λi = λ∗ ∀i ∈ S.
• Condition 2: (t1i, t2i) = (t∗1, t∗2) ∀i ∈ S.
The random variable NS (t1, t2) will have a Poisson distribution with rate λ
∗ ∑
i∈S(t2i− t1i)
or (t∗2 − t∗1)
∑
i∈S λi under Condition 1 or 2 respectively. Note that both conditions are
trivially satisfied when we want to predict the number of occurrences of a single observation.
One method to obtain an exact prediction interval is given in Faulkenberry (1973). It
uses the sufficient statistic method presented at the end of Section 1.2.2. First, we see
that once we observe (Ni(t1i), Ni(t1i, t2i)) for all the observations in S, NS (t2) is a sufficient
statistic for λ∗ when Condition 1 is true or for
∑
i∈S λi when Condition 2 is true. The
conditional distribution of NS (t1, t2) given NS (t2) is binomial with density












Using this density, it is shown in Faulkenberry (1973) that an exact 1−α prediction interval
procedure is given by the biggest integer a and the smallest integer b such that
b∑
i=0




f(i|NS (t1) + a) < α2,
where α1 + α2 = α. Using similar approaches, Vit (1973) and Nelson (1969) found the
same prediction interval.
Approximate prediction intervals are also available by using the plug-in method pre-
sented in Section 1.2.3. These intervals will be close to exact prediction intervals when
NS (t1) is large enough and can be calibrated using one of the algorithms presented in
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Chapter 2. Under Condition 1, an interval is obtained by estimating λ∗ with λ̂∗ =
NS (t1)/
∑
i∈S t1i and finding the appropriate quantiles of a Poisson distribution with rate
λ̂∗
∑
i∈S(t2i− t1i). When Condition 2 is true, we estimate
∑
i∈S λi with NS (t1)/t
∗
1 and find
the quantiles of a Poisson distribution with rate (t∗2 − t∗1)NS (t1)/t∗1. Note that additional
conditions for the processes in Sc can provide better prediction intervals. For example,
if all the rates in {1, . . . , k} = S ∪ Sc are assumed to be identical, an approximate pre-










The maximum likelihood predictive density (MLPD) presented in Section 1.2.4 can also
be used to obtain an approximate prediction interval for NS (t1, t2) under Condition 1 or
2. However, this method usually provides intervals that are not easy to compute. We can
show that the MLPD for NS (t1, t2) given that NS (t1) = x can be written as


























i∈S t2i. When NS (t2) is
large, Lejeune (1975) showed that this MLPD can be approximated by a negative binomial






















We will often mention the negative binomial distribution in this thesis. Note that we are
always referring to the distribution where the first parameter is not necessarily an integer.
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It is often of interest to predict NS (t1, t2) when the rates and the observation times are
different (i.e. when Conditions 1 and 2 are not true). However, it does not seem possible to
use the sufficient statistic method to find an exact prediction interval. Nevertheless, when
all the Ni(t1i)’s in the subset S are sufficiently large, the plug-in approach can provide an
approximate prediction interval with a coverage probability close to 1−α. Since NS (t1, t2)
has a Poisson distribution with rate
∑
i∈S(t2i−t1i)λi, we can estimate this rate by replacing
the λi’s with their m.l.e.’s λ̂i = Ni(t1i)/t1i. An approximate 1−α prediction interval is then
obtained by finding the quantiles of this distribution. Unfortunately, the actual coverage
probability may be far from 1− α when some of the λ̂i’s are highly variable.
It is also possible to use the MLPD method when Conditions 1 and 2 are not true, but
the maximization of the joint density of (N(t1),NS (t1, t2)) with respect to {λi : i ∈ S}
is often difficult to obtain. Note also that the predictive likelihood approach, presented
in Section 1.2.4, is not of interest here since the sufficiency principle does not provide a
genuine reduction of the data.
It can also be useful to use a Bayesian approach to obtain approximate prediction
intervals. A natural prior for the λi’s is the conjugate gamma distribution. However, it is





This density is improper (i.e.
∫
λi
π(λi)dλi = ∞), but we can show that the posterior
distribution is always a (proper) gamma. The Bayesian approach being similar, from a
mathematical point of view, to the random effects model proposed in the next section, we
will forego here the presentation of the corresponding posterior and predictive densities.
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3.3 Prediction Models using Random Effects
We saw in the previous section that prediction problems involving Poisson processes are
not handled easily via known frequentist methods. Exact prediction intervals are only
available when the rates or the observation times are identical, a strict assumption in
many practical situations. Furthermore, when we relax these assumptions, the approximate
prediction intervals are only adequate when all the Ni(t1i)’s are large. In order to find better
approximate prediction intervals, we will propose in this section an approach using random
effects to model the different rates.
3.3.1 Random Effects Model
Again, let Ni(t) be a HPP with an unknown rate λi. Now, we will assume that the λi’s
are unobservable i.i.d. random effects. This may seem like a stringent assumption but
unobservable rates are often believed to be random in some sense. For example, the rates
may be affected by various unobserved covariates, random events, or shocks. If we let the
λi’s be gamma random variables, we have the following random effects model:
Ni(t)|λi ∼ PP(λi),
λi ∼ Gamma(a, b) (3.5)




with E[λi] = a/b and Var[λi] = a/b2. By assuming such a distribution on the unobservable
λi’s, we now have a model with only 2 unknown parameters, a and b, instead of k unknown
parameters in model (3.2).
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Although they look similar from a mathematical point of view, random effects mod-
els are different from Bayesian models. Random effects models assume an actual physical
model on unobservable quantities, while Bayesian models incorporate distributions on these
quantities based on subjective probabilities. Nevertheless, both approaches assume a ran-
dom distribution on unobservable quantities and many Bayesian concepts presented in
Section 1.3 can be used with random effects models.
Let π(λ; a, b) be the density function of the random effects. Once we observe N(t1),
the conditional density of the random effects is
π(λ|N(t1); a, b) = P [N(t1) = N(t1)|λ]π(λ; a, b)∫
λ














The λi|N(t1)’s are then independent Gamma(a + Ni(t1i), b + t1i) random variables. Since
only Ni(t1i) and t1i affect the conditional distribution of λi, we will use λi|Ni(t1i) instead
of λi|N(t1) to represent this random variable. Clearly, the choice of a gamma distribution
in model (3.5) was motivated by its nice mathematical properties when used with Poisson
processes. Nevertheless, we will see in Section 3.4 that predictors and prediction intervals
obtained using this model seem appropriate even when the real random effects are not
gamma.
Using this conditional density, the density function of NS (t1, t2) given N(t1) can be
found:
Proposition 3.4. Under the model given in (3.5), the density function of NS (t1, t2) given
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N(t1) is a convolution of |S| negative binomials with parameters a+Ni(t1i) and (b+t1i)/(b+
t2i).
Proof. First, let us find the density of Ni(t1i, t2i) given N(t1):
P [Ni(t1i, t2i) = n|N(t1); a, b] =
∫
λi


























Which is the density of negative binomial with parameters a+Ni(t1i) and (b+t1i)/(b+t2i).
Therefore, the density function of
∑
i∈S Ni(t1i, t2i) given N(t1) is a convolution of |S|
negative binomials and its density, denoted by p(n|N(t1)), is

























terms, which may not be
feasible when |S| or n is large. However, this problem in principle can be solved by using
a recursive formula to find p(n|N(t1)).
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Proposition 3.5. Under the model given in (3.5), the density function of NS (t1, t2) given
N(t1) can be written as






























A proof of this, which uses the probability generating function of NS (t1, t2) given N(t1),
can be easily derived from Klugman, Panger & Wilmot (2004, Example 4.60).
When n is very large, it can be more convenient to approximate p(n|N(t1); a, b) instead
of using a recursive formula. Such an approximation can be done by generating convolutions
of gamma random variables. This is due to the fact that the predictive density function
can be written as
p(n|N(t1); a, b) =
∫
λ
























where ψ(u; a, b) is the density of the convolution of |S| Gamma(a + Ni(t1i), (b + t1i)/(t2i −
t1i)) random variables. Once we generate B convolutions of gammas u
∗
1, . . . , u
∗
B, we can
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approximate the predictive density function with









An asymptotic expansion for p(n|N(t1); a, b) can also be derived using a result given in
Bender (1974) about asymptotic expansion for convolutions of random variables. For any
i ∈ S we can show that:

























When a and b are known (the case where a and b are unknown will be considered
in the next subsection), methods presented in Section 1.3.3 can be used to find unbiased
predictors and exact prediction intervals. For example, we can see that

















(t2i − t1i) (3.8)
and
E [E[NS (t1, t2)|N(t1)]−NS (t1, t2)] = E[NS (t1, t2)]− E[NS (t1, t2)]
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= 0.
Thus, provided with the full knowledge of a and b, (3.8) is an unbiased point predictor for
NS (t1, t2). It can also be derived from Section 1.3.3 that this predictor minimizes
E[(NS (t1, t2)− N̂S (t1, t2))2|N(t1)]
among all predictors N̂S (t1, t2).
When a and b are known, exact prediction intervals for NS (t1, t2) are available by using
quantiles of the predictive density f̃p(n|N(t1)) = p(n|N(t1); a, b) . Let q
NS |N(t1)
(α; a, b) be
the α quantile of this predictive distribution. Then, if α1 + α2 = α,
P [q
NS |N(t1)
(α1; a, b) ≤ NS (t1, t2) ≤
q
NS |N(t1)





(α1; a, b) ≤ NS (t1, t2) ≤
q
NS |N(t1)




(1− α)P [N(t1) = N(t1)]
= 1− α.
So, the interval [q
NS |N(t1)
(α1; a, b), q
NS |N(t1)
(1−α2; a, b)] is an exact 1−α prediction interval
with respect to Definition 1.3; under repeated sampling of λ, N(t1), and NS (t1, t2), the
interval obtained will contain n(t1, t2) for (1− α)100% of theses samples.
To conclude this section, we would like to mention that this random effects model can
be adapted if it is assumed that all the rates in S are identical. This model can written as
Ni(t)|λ ∼ PP(λ),
λ ∼ Gamma(a, b),
for all i in S. The conditional distribution of λ is then Gamma(a + n(t1), b +
∑
i∈S t1i),
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and the distribution of NS (t1, t2)|N(t1) is negative binomial with density
p(n|N(t1); a, b) = Γ(a + N(t1) + n)














This expression is also the Bayesian predictive distribution for a setting in which the
common rate λ is given a Gamma(a, b) prior distribution; see the end of Section 3.2.2.
Also, if it is possible to classify the observations in different groups, we can adapt this
model to assign a common rate for all the processes within a group.
3.3.2 Complete Specification of the Random Effects Model
In the previous subsection, we used the fact that a model with random effects, like a
Bayesian model, allows us to use posterior expectations and predictive densities to find
unbiased predictors and exact prediction intervals. However, if it is common to model a
state of knowledge through a fully specified prior distribution, it is a stringent assumption
to state that the distribution of the random effects is fully known. Therefore, when we use
a Gamma(a, b) distribution for the random effects λ, we should assume that none of these
parameters are known. In this subsection, we will discuss ways to estimate the parameters
a and b. These estimates will then substitute for the real parameters in the predictors
and prediction intervals previously mentioned. If these estimates are consistent, we will
then have approximately unbiased predictors and approximately exact prediction intervals.
Note that it is also possible to calibrate these plug-in prediction intervals.
First, obvious candidates for â and b̂ are the values maximizing the marginal likelihood




P [N(t1) = N(t1)|λ]π(λ|a, b)dλ
























The Ni(t1i)’s are then independent random variables, having a negative binomial distri-
bution with parameters a and b/(b + t1i). The marginal m.l.e.’s âmle and b̂mle can be
found using usual maximization techniques. Also, some routines specifically written for
the negative binomial distribution are available in standard statistical software.
Another way to obtain estimates of a and b is to match the first two unconditional
















The variance of Ri being different for each observation, we can replace (t1i)
−1 with its














where t−11 is the sample mean of (t1i)
−1, while R and S2R are respectively the sample mean
and variance of the Ri’s. Note that when all the t1i’s are identical, it is possible to show







When plug-in methods are discussed in the literature, the estimates used always focus
on how well they fit the data. This is done mostly through the maximization of a likelihood
function or the minimization of a specified discrepancy. However, it can be argued that the
ultimate goal is not to find a model that provides a good fit to the data but a model able
to predict adequately upcoming observations. Clearly, the goodness of a fit and its ability
to predict are usually not two competing goals but it may be of interest to find estimates
focusing on the latter. For example, if we especially want to find point predictors for
NS (t1, t2), one can select parameters that will make the point prediction of the (known)
NS (t
∗, t1) given N(t∗) as precise as possible. These estimates will differ according to the
value of t∗ and the discrepancy chosen, but a possible choice is
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and






Ni(t1i) and t ≤ min(t1i)}.
If the choice of the preceding quadratic discrepancy appears reasonable for point prediction
problems, the optimal choice of t∗z, with 0 < z < 1, requires more investigation.
It is expected that âdis and b̂dis should be close to âmle and b̂mle when the Ni(t1i)’s
are large. Furthermore, we may encounter situations where these values will make the
prediction model more robust to some types of misspecifications. For example, if the
processes are not time homogeneous and have rates that are decreasing over time, it is
expected that âdis/b̂dis would be smaller than âmle/b̂mle, which should reduce the potential
over-prediction.
We now have presented 3 methods to find estimates that will completely specify our
random effects model: m.l.e.’s, moment matching estimates, and estimates minimizing
a given discrepancy. However, if one does not wish to use plug-in methods, the only
alternative seems to be to use a Bayesian model with prior distributions on a and b.
It is highly likely that any choice of prior will require numerical integration to find the
predictive density function (3.6); Ngai & Stroud (1994) proposed distributions that are
computationally convenient for a similar model. Note also that priors on a and b will often
be non-informative given the rare availability of a state of knowledge for parameters of an
unobservable random quantity.
3.4 Simulations
In this section, we will study and compare, through extensive simulations, all the prediction
methods presented so far. One of the main objectives will be to evaluate the robustness
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of these methods with respect to different types of misspecifications. All the processes
simulated will be HPP’s but a lot of different types of rates will be used. They will be
either small or large, identical or different, fixed or random, and when they are random
they will be either gamma or non-gamma.
3.4.1 Point Prediction
For different sets of fixed λ = {λi : i = 1, . . . , k}, we generated B = 2, 000 samples
from k = 20 Poisson processes. We assumed that these processes were observed up to the
times t1 = {5, 5.5, . . . , 9.5, 10, . . . , 14.0, 14.5} and that we want to predict the number of
occurrences for each process up to the times t2 = {12.5, 12.5, . . . , 12.5, 17.5, . . . , 17.5, 17.5}.
These numbers were chosen in order to represent different values of t2i − t1i. Because the
observation times can always be rescaled into different units of time, their magnitudes are
of no particular interest.
In order to compare the ability of each point prediction method for Ni(t1i, t2i), we










where N̂i(t1i, t2i) is the point predictor provided by the method chosen. The value of D
represents, for a given sample of k processes, the root mean square error between the real
value of Ni(t1i, t2i) and its predictor.
First, simulations were produced for 8 sets of fixed λ, they were arbitrarily chosen
to reflect different orders of heterogeneity and magnitude (cf. Table 3.1). For each of
these sets, 6 methods were compared: a plug-in method assuming Poisson processes with
identical rates, another plug-in method assuming Poisson processes with different rates, a
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λ λ S2λ
{λi = 1 ∀i} 1 0
{0.5, 0.55, . . . , 1.5}\{1} 1 0.1
{λi = 221i} 1 0.3
{λi = 2287i2} 1 0.8
{λi = 10 ∀i} 10 0
{9.5, 9.55, . . . , 10.5}\{10} 10 0.1
{λi = 9 + 221i} 10 0.3
{λi = 9 + 2287i2} 10 0.8
Table 3.1: Sets of fixed rates used in the simulations.






and the three methods discussed in Section 3.3.2. The formula used to obtain N̂i(t1i, t2i)
for each of these methods is given in Table 3.2. The first two methods use their respective
best unbiased predictors (cf. Proposition 3.3). The Bayesian method uses the posterior
expectation of Ni(t1i, t2i) given Ni(t1i). Finally, the predictors for the 3 methods using
random effects are the plug-in predictors derived from (3.8). Table 3.2 also gives the
symbols used throughout this section to designate each of the methods discussed.
The results of some of these simulations are presented in Table 3.3. For a given set λ and
a given method, each cell contains the average value of (3.10) over the 2,000 samples. The
last column contains results assuming the full knowledge of λ (i.e. N̂i(t1i, t2i) = (t2i−t1i)λi).
Note that the discrepancies for the G(1
2
, 0) method are not presented; they were always
Prediction Models for Homogeneous Poisson Processes 61
Method Notation N̂i(t1i, t2i)










































Table 3.2: Predictor for each method.
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Poisson(λi) P(λ̂) P(λ̂i) G(âmle, b̂mle) G(âmm, b̂mm) G(âdis, b̂dis) True
λ = 1, S2λ = 0 2.284 2.919 2.297 2.603 2.341 2.248
λ = 1, S2λ = 0.1 2.918 2.807 2.670 2.605 2.929 2.213
λ = 1, S2λ = 0.3 3.992 2.651 2.681 2.664 3.038 2.163
λ = 1, S2λ = 0.8 5.239 2.554 2.557 2.571 2.562 2.120
λ = 10, S2λ = 0 7.190 9.221 7.225 8.145 7.359 7.075
λ = 10, S2λ = 0.1 7.498 9.294 7.534 8.152 7.747 7.171
λ = 10, S2λ = 0.3 7.971 9.285 7.911 8.087 8.195 7.206
λ = 10, S2λ = 0.8 8.723 9.282 8.279 8.197 8.783 7.183
Table 3.3: Comparison of the discrepancies of point predictors.
similar to those obtained with the P(λ̂i) method. In this table, the smallest average dis-
crepancy for a given set λ is written in bold font. For the cases where another method
provides an expected discrepancy that is not significantly bigger, at the 1% significance
level, this discrepancy is also written in bold font. These tests use the asymptotic mul-
tivariate normal distribution of each row of average discrepancies. Even if these tests do
not take into account that we are actually doing multiple comparisons, it does not greatly
affect the conclusions since a difference as small as 0.01 between two discrepancies is usu-
ally (statistically) significant. This is due to the fact that two discrepancies usually have
a strong positive correlation.
The first thing we notice in Table 3.3 is the good performance of the G(âmle, b̂mle)
method: even when this method does not provide the smallest average discrepancy, its
value is always close to the smallest one. This method seems to predict well for any values
of λ and S2λ. Note that since the λi’s are fixed, the notations λ and S
2
λ are used to represent
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the average and the heterogeneity of the λi’s. We can also see in this table that the P(λ̂)
and P(λ̂i) methods are not robust to the rate homogeneity/heterogeneity assumption. The
P(λ̂) method, which assumes that all the λi’s are identical, gives very high discrepancies
when the rates are highly heterogeneous (λ = 1 with S2λ =0.3 or 0.8) and the P(λ̂i) method,
which assumes that all the λi’s are different, fails to outperform the P(λ̂) method when the
rates are moderately different (λ = 10 with S2λ =0.1, 0.3 or 0.8). A good performance of the
P(λ̂) and P(λ̂i) methods when the homogeneity/heterogeneity of the rates was incorrectly
assumed was not expected, but the behavior of the P(λ̂i) method when λ = 10 is still
surprising. With a large expected number of observed events per process ranging from
45.0 (min t1iλi = 5 × 9.007) to 170.9 (max t1iλi = 15 × 11.787), it was expected that this
method could provide λ̂i’s that are close to the true λi’s.
The robustness of the G(âmle, b̂mle) method to the rate homogeneity/heterogeneity as-
sumption is easier to explain when we rewrite its predictor the following way:
N̂i(t1i, t2i) = (t2i − t1i)
(
âmle + Ni(t1i, t2i)
b̂mle + t1j
)

























where wi = b̂mle/(b̂mle + t1i). When the processes are PP(λi), we know that λ̂i a.s.−→ λi
as Ni(t1i) goes to infinity, and when the processes are PP(λ), âmle/b̂mle a.s.−→ λ as all the
Ni(t1i)’s go to infinity. The predictor is then a mixture between estimates of the expectation
of Ni(t1i, t2i) under the homogeneous and the heterogeneous assumption. Furthermore,
the weight wi is close to one when b̂mle is large, which is usually the case when the sample
suggests that the rates are homogeneous. This feature is very similar to the shrinkage
property of empirical Bayes point estimators Carlin & Louis (1996, Section 3.3).
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Table 3.3 also compares the three methods using random effects. If the G(âmle, b̂mle)
method seems to be the most suitable one, the G(âmm, b̂mm) method also performs very
well when the rates are reasonably heterogeneous. The third method uses the estimates
âdis and b̂dis, which minimize (3.9) with z arbitrarily chosen to be 0.25. This method seems
to predict adequately but not as well as the other two methods.
We also compared the average discrepancies of the P(λ̂), P(λ̂i), and G(âmle, b̂mle) meth-
ods when the λi’s are actual random variables. The results are presented in Table 3.4. The
first thing we notice is that the G(âmle, b̂mle) method is the one having the best perfor-
mance to predict the Ni(t1i, t2i)’s but this was expected since this method actually treats
λ as a random vector. However, a very interesting feature of the G(âmle, b̂mle) method is
that it seems robust to the real distribution of the random effects. In our simulations, we
can actually show that there are no (statistically) significant differences, at the 1% level,
between the discrepancies found with the G(âmle, b̂mle) method when the rates are gamma,
log-normal, or Weibull. We used these two other distributions because they are often used
to model non-negative random variables.
In conclusion, it appears from these simulations that the G(âmle, b̂mle) method is effective
to find point predictors of the number of occurrences coming from HPP’s. It seems very
robust to the rate homogeneity/heterogeneity assumption and it seems also robust to the
type of distribution of the rates when they are random variables.
3.4.2 Set Prediction
All the methods studied in this section can also be expressed via a predictive distribution
for Ni(t1i, t2i): a Poisson distribution with rate (t2i − t1i)λ̂ and (t2i − t1i)λ̂i respectively
for the P(λ̂) and P(λ̂i) methods and a negative binomial distribution with parameters
(Ni(t1i)+0.5, t1i/t2i) and (Ni(t1i)+ âmle, (b̂mle + t1i)/(b̂mle + t2i)) respectively for the G(12 , 0)
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Moments for λi Distribution for λi P(λ̂) P(λ̂i) G(âmle, b̂mle) True
Gamma 2.830 2.961 2.637 2.257
E[λi] = 1 , Var[λi] = 0.1 Log-normal 2.830 2.914 2.608 2.253
Weibull 2.840 2.925 2.635 2.262
Gamma 3.756 2.956 2.799 2.286
E[λi] = 1 ,Var[λi] = 0.3 Log-normal 3.638 2.948 2.775 2.236
Weibull 3.708 2.879 2.731 2.236
Gamma 5.127 2.907 2.837 2.238
E[λi] = 1 ,Var[λi] = 0.8 Log-normal 4.934 2.904 2.820 2.230
Weibull 5.179 2.882 2.820 2.233
Gamma 7.466 9.329 7.492 7.179
E[λi] = 10 ,Var[λi] = 0.1 Log-normal 7.405 9.318 7.446 7.129
Weibull 7.561 9.411 7.600 7.268
Gamma 7.816 9.212 7.744 7.119
E[λi] = 10 ,Var[λi] = 0.3 Log-normal 7.842 9.352 7.821 7.153
Weibull 7.804 9.258 7.765 7.125
Gamma 8.652 9.408 8.261 7.188
E[λi] = 10 ,Var[λi] = 0.8 Log-normal 8.619 9.309 8.182 7.163
Weibull 8.588 9.174 8.100 7.121
Table 3.4: Comparison of the discrepancies using different distributions for the rates.
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Poisson(λi) P(λ̂) P(λ̂i) G(12 , 0) G(âmle, b̂mle)
λ = 1, S2λ = 0 0.30 7.22 4.75 0.36
λ = 1, S2λ = 0.1 6.24 6.95 4.63 3.45
λ = 1, S2λ = 0.3 21.83 5.65 4.45 4.90
λ = 1, S2λ = 0.8 47.93 5.11 4.06 4.46
λ = 10, S2λ = 0 0.26 6.17 4.61 0.38
λ = 10, S2λ = 0.1 0.84 6.28 4.61 0.93
λ = 10, S2λ = 0.3 2.07 6.31 4.60 1.79
λ = 10, S2λ = 0.8 4.33 6.26 4.69 2.65
Table 3.5: Comparison of the average KL distance for different methods.
and G(âmle, b̂mle) methods. Therefore, when we know the real distribution of Ni(t1i, t2i),
we can compare the distance between these predictive densities and the real density of
Ni(t1i, t2i). This should give us an indication of the ability of each method to provide
adequate prediction intervals. The distance used will be the average Kullback-Liebler
distance given in (2.3) and it will be estimated by simulating B = 2, 000 samples of k = 20
Poisson processes. Let N∗j (t1) and N
∗
j (t1, t2) be the counts generated for the jth sample,
j = 1, . . . , B. The average KL distance is then estimated by
D̂
(







f(N∗j (t1, t2); λ)
f̃p(N∗j (t1, t2)|N∗j (t1))
]
,
where f(N∗j (t1, t2); λ) is the joint density of k Poisson variables and f̃p(N
∗
j (t1, t2)|N∗j (t1))
is the predictive density obtained from each of the 4 methods mentioned above.
The results of these simulations are given in Table 3.5. We can see that the two methods
adding extra variability on the fixed λ are usually performing better than the other two
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Moments for λi P(λ̂) P(λ̂i) G(12 , 0) G(âmle, b̂mle)
E[λi] = 1 ,Var[λi] = 0.1 2.844 4.814 2.304 0.435
E[λi] = 1 ,Var[λi] = 0.3 11.872 3.430 1.168 0.206
E[λi] = 1 ,Var[λi] = 0.8 30.916 2.340 0.491 0.136
E[λi] = 10 ,Var[λi] = 0.1 0.313 6.012 4.267 0.406
E[λi] = 10 ,Var[λi] = 0.3 2.672 5.105 3.481 0.489
E[λi] = 10 ,Var[λi] = 0.8 2.142 4.100 2.458 0.424
Table 3.6: Comparison of the average KL when the rates are random.
methods. We also see that when the G(âmle, b̂mle) method does not provide the closest
predictive density, it is never far out, which is not the case for the predictive density of
the G(1
2
, 0) method. Because they ignore the uncertainty about λ, the P(λ̂) and P(λ̂i)
methods are not expected to have predictive densities close to the true one when the
number of occurrences is small. However, the poor performance of the P(λ̂i) when λ = 10
indicates that even when the expected number of events per observations is between 45.0
and 170.9, the uncertainty about λ cannot be neglected. Another problem with the P(λ̂i)
method is the unavailability of a non-degenerate predictive density for Ni(t1i, t2i) when
Ni(t1i) = 0 (i.e. λ̂i = 0/t1i). In our simulations the problem was avoided by using 0.5/t1i
instead of 0.
When the rates are actual random variables, we can see from Table 3.6 that the
G(âmle, b̂mle) method usually outperforms the other 3 methods. Note that since the rates
are Gamma(a, b) the function f(N(t1, t2); λ) must be replaced by f(N(t1, t2)|N(t1); a, b),
the joint density of k negative binomials.
If predictive densities are of interest, the effectiveness of a method to find adequate
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prediction intervals should also be assessed by checking its ability to have the desired
coverage probability. When the rates are fixed, it is expected that the P(λ̂) and the
P(λ̂i) methods will have coverage probabilities below the desired level, especially when the
number of occurrences is insufficient to neglect the uncertainty about λ. As for the G(1
2
, 0)
and the G(âmle, b̂mle) methods, it is not clear what effect the introduction of a random
distribution on a fixed λ will have on their coverage probabilities. Note that since it is
usually computationally intense to calibrate a single dataset, calibration was not performed
on the thousands of samples generated for our simulations. Nevertheless, we will then find
the methods which are the most likely to have coverage proportions close to the desired
levels. Therefore, these methods will have to be calibrated less often and their prediction
intervals will then be obtained more rapidly.
To estimate the actual coverage probability of the prediction intervals, we simulated
B = 2, 000 samples of k = 20 Poisson processes for different sets of fixed λ. For each
of the processes simulated, we calculated a one-sided 90% prediction interval of the form
[0, L(N(t1))] for each method already investigated and the one suggested by Faulkenberry
(1973) and presented in Section 3.2.2. The quantity to predict being discrete, each inter-
val was randomized. The results are contained in Table 3.7. In each cell, we have the
proportion of the 2, 000 × 20 = 40, 000 counts that where included in the corresponding
90% prediction interval and the number in parentheses corresponds to the average length
of these intervals. The first thing we notice is how close to 0.9 the coverage proportions are
when the G(1
2
, 0) and G(âmle, b̂mle) methods are used. In both cases, it looks like the extra-
variability added was relatively appropriate to calibrate these intervals. When λ = 10, we
can also see that all the methods except P(λ̂i) have a coverage proportion very close to
the desired level. However, the P(λ̂) and the G(âmle, b̂mle) methods seem to use shorter
intervals to reach the desired proportion. The results are different when λ = 1. Except
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Coverage Probability P(λ̂) P(λ̂i) Faulk. G(12 , 0) G(âmle, b̂mle)
λ = 1, S2λ = 0
0.897 0.825 0.873 0.897 0.899
(7.774 ) ( 7.738) ( 8.605 ) ( 9.035 ) ( 7.836)
λ = 1, S2λ = 0.1
0.894 0.823 0.865 0.894 0.906
( 8.397) ( 7.472 ) ( 8.231) ( 8.689) ( 8.385)
λ = 1, S2λ = 0.3
0.869 0.844 0.854 0.905 0.911
( 8.878 ) ( 7.225 ) ( 7.790 ) ( 8.296) ( 8.288)
λ = 1, S2λ = 0.8
0.825 0.864 0.858 0.912 0.909
( 9.431) ( 6.889) ( 7.194 ) (7.765 ) (7.639)
λ = 10, S2λ = 0
0.896 0.837 0.893 0.899 0.897
(61.285) ( 61.283) ( 63.986 ) ( 64.330) ( 61.467)
λ = 10, S2λ = 0.1
0.905 0.840 0.893 0.899 0.907
(61.824 ) (61.085 ) ( 63.766 ) (64.112) ( 61.993)
λ = 10, S2λ = 0.3
0.905 0.843 0.896 0.902 0.910
(62.238 ) ( 60.884) ( 63.550) ( 63.896 ) ( 62.421)
λ = 10, S2λ = 0.8
0.902 0.844 0.897 0.903 0.914
(62.770 ) ( 60.718) ( 63.369 ) ( 63.717) ( 62.936)
Table 3.7: Coverage proportions (and average lengths) of 90% prediction intervals.
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for the P(λ̂) method when S2λ is small, both the methods that do not use random effects
have a coverage proportion under 90%. The poor performance of the method suggested by
Faulkenberry (1973) is probably due to the fact that this method cannot be randomized
properly.
It should be pointed out here that when the λi’s are identical (i.e. S
2
λ = 0), the
m.l.e.’s âmle and b̂mle obtained are often very large (> 10
6). Because λi = λ ∀i, it is not




close to 0. However, when âmle and b̂mle are very large, it may not be possible to get a
precise value of the predictive density function of Ni(t1i, t2i) via any statistical software.
Nevertheless, we can still obtain appropriate prediction intervals by finding quantiles of
a Poisson distribution that is equivalent to the negative binomial when âmle and b̂mle are
large:
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Random Effects with MLE’s
Figure 3.1: Empirical coverage probabilities of 90% prediction intervals.
A deeper study of these simulations also reveals a very interesting feature of the G(1
2
, 0)
method: when the rates are fixed but different, a study of the coverage proportion with
respect to the real value of the rates indicates that while the G(âmle, b̂mle) method has
a coverage proportion that decreases when the value of λi increases, the G(12 , 0) method
seems robust to the value of λi. Figure 3.1 presents this result for the case where λ = 10
and S2λ = 0.8. It seems to indicate an undesirable behavior for the G(âmle, b̂mle) method: it
provides an adequate prediction for an individual count when population average criteria
are considered (KL distance and coverage proportions) but does not necessarily predict
well for each individual unit. This feature can also probably explain why the G(âmle, b̂mle)
method usually gives shorter intervals than the G(1
2
, 0) method even if they usually have
similar coverage proportions: the G(âmle, b̂mle) method is covering more counts when the
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λi’s are small, but it is covering fewer counts when longer prediction intervals are needed.
When the rates are unobservable random variables, the 5 methods studied in Table 3.7
should have coverage probabilities below the desired level. Nevertheless, the G(1
2
, 0) and
G(âmle, b̂mle) methods should give better results since they treat the rates as random. This
is what we see in the simulations presented in Table 3.8. When the rates are random,
the 5 methods give coverage proportions below 90%. However, it is interesting to see that
there is a small loss of precision when we neglect the uncertainty about the random effects
distribution: the coverage proportions given by the G(1
2
, 0) and G(âmle, b̂mle) methods are
never smaller than 89%. Also, it is interesting to note that these 2 methods give similar
results whether the rates are gamma, log-normal, or Weibull. The average lengths of the
prediction intervals were calculated but are not included in this table, the G(âmle, b̂mle)
method always gave intervals having a smaller average length than the G(1
2
, 0) method.
In conclusion, the preceding simulations revealed very interesting properties of the
G(âmle, b̂mle) method. When the rates are fixed, this method gives relatively precise predic-
tors whether the rates are identical or different, and the variability added by this method
seems to give a reasonable calibration. When the rates are random, the real distribution
of the rates seems to have a small influence on this method. Finally, the effect of replacing
the unknown parameters by m.l.e.’s appears to be negligible.
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Moments for λi Distribution for λi P(λ̂) P(λ̂i) Faulk. G(12 , 0) G(âmle, b̂mle)
Gamma 0.855 0.826 0.872 0.897 0.889
E[λi] = 1 ,Var[λi] = 0.1 Log-normal 0.859 0.826 0.873 0.898 0.891
Weibull 0.854 0.825 0.870 0.897 0.892
Gamma 0.819 0.827 0.869 0.898 0.896
E[λi] = 1 ,Var[λi] = 0.3 Log-normal 0.829 0.824 0.868 0.897 0.894
Weibull 0.808 0.828 0.865 0.897 0.893
Gamma 0.788 0.835 0.861 0.901 0.898
E[λi] = 1 ,Var[λi] = 0.8 Log-normal 0.811 0.827 0.862 0.896 0.895
Weibull 0.785 0.837 0.864 0.904 0.897
Gamma 0.893 0.840 0.895 0.901 0.897
E[λi] = 10 ,Var[λi] = 0.1 Log-normal 0.891 0.839 0.892 0.898 0.895
Weibull 0.890 0.841 0.894 0.900 0.896
Gamma 0.883 0.841 0.893 0.899 0.894
E[λi] = 10 ,Var[λi] = 0.3 Log-normal 0.881 0.842 0.894 0.900 0.893
Weibull 0.881 0.839 0.893 0.898 0.893
Gamma 0.827 0.781 0.898 0.908 0.869
E[λi] = 10 ,Var[λi] = 0.8 Log-normal 0.858 0.836 0.891 0.898 0.888
Weibull 0.862 0.841 0.893 0.899 0.891





In this chapter, we will study prediction models for Poisson processes where the time
homogeneity assumption is relaxed. After defining such nonhomogeneous Poisson processes
(NHPP’s), we will propose some point predictors and prediction intervals for this type of
process. Finally, we will see that using a random effects model can improve the precision
of the predictions, when there is a sufficient degree of heterogeneity across the processes.
Throughout this chapter, the rate function defined in (3.1) will always be written under
the parametric form
λ(t; α, β) = αf(t; β),
where α is a scalar and β is a vector of low dimension. Using this parameterization, the
number of events in the time interval [t1, t2], still denoted by N(t1, t2) or N(t2) when t1 = 0,




This parameterization is convenient because f(t; β) and α both measure different as-
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pects of a NHPP. The function f(t; β) describes the behavior of the rate function with
respect to time. When f(t; β) is an increasing (decreasing) function with respect to t
events are likely to occur more (less) often as time goes by and when f(t; β) is constant the
process is a homogeneous Poisson process. Possible choices of functions f will be discussed
in Section 4.3. On the other hand, α represents the expected number of events up to a
certain horizon time T when F (T ; β) = 1. For example, if f(t; β) is a density function on
[0,∞), α corresponds to E[N(∞)].
Like in the previous chapter, more than one Poisson process will be considered here.
Rate heterogeneity between two (time) homogeneous Poisson processes can only be ad-
dressed by using two different scalars for their rates, but the heterogeneity between two
NHPP’s can be modeled in different ways. First, it may be reasonable to assume that
different processes have the same behavior over time but not the same expected number
of events. Such a scenario can be modeled using the rate function
λi(t; αi, β) = αif(t; β), (4.1)
where the subscript i denotes the ith process amongst k. Another way to model the
heterogeneity is to consider models with rate function
λi(t; α, βi) = αf(t; βi). (4.2)
Then, if F (∞; β) = 1 for all β, the expected number of events is the same for all processes
but their behaviors over time are different. Finally, we may want to use both types of
heterogeneity jointly by using the parametric form
λi(t; αi, βi) = αif(t; βi).
We believe that the first type of heterogeneity mentioned here can be applied to many
practical situations. This model will therefore be considered often in this chapter.
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4.1 Point Predictors and Prediction Intervals
Now we suppose that k processes with rate λi(t; αi, βi) are observed up to time t1i and we
wish to predict NS (t1, t2), the sum of all the Ni(t1i, t2i)’s in S ⊂ {1, . . . , k}. Except for
a few settings, it does not seem possible to find unbiased predictors for these processes.
Nevertheless, since NS (t1, t2) has a Poisson distribution with rate
∑
i∈S αi(F (t2i; βi) −
F (t1i; βi)), a predictor can be obtained by estimating α and β. Although biased, the
plug-in predictor
N̂S (t1, t2) =
∑
i∈S
α̂i(F (t2i; β̂i)− F (t1i; β̂i))
is adequate if the parameters are accurately estimated. In order to do so, we usually choose
the parameters maximizing the likelihood









 exp{−αiF (t1i; βi)}, (4.3)
where τij is the time of the jth occurrence coming from the ith process. This likelihood
function was easily derived from (3.3). Obviously, the m.l.e.’s will have different forms for
each heterogeneity assumption. Table 4.1 lists the equations these estimates must satisfy
for each form of heterogeneity. Note that the numbers of equations vary from 1 + dim(β)
to k(1 + dim(β)) according to the form chosen. Clearly, the preciseness of the estimates
will depend on the model selected. For example, model (4.1) should allow us to obtain an
estimate for β that is more precise than those obtained for the αi’s, the reason being that
all k processes are directly used to estimate β.
Similar problems are encountered when an exact prediction interval for NS (t1, t2) is
sought. Besides some trivial cases, it does not seem possible to find an exact prediction
interval using the methods presented in Section 1.2. An alternative is to construct an
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Table 4.1: Score equations for m.l.e.’s.
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approximate prediction interval by using the fact that NS (t1, t2) has a Poisson distribution.
For example, we can substitute the unknown parameters with their m.l.e.’s to obtain a
plug-in prediction interval. Such an interval is expected to have a coverage probability
below the desired one but it can be calibrated by simulating NHPP’s with rates α̂if(t; β̂i).
Another type of approximate prediction interval for NS (t1, t2) is also available with a model
like (4.2). We can modify Faulkenberry’s (1973) approach (cf. Section 1.2.2) to find an
exact prediction interval for a random variable having a Poisson distribution with rate
∑
i∈S α(F (t2i; β̂i)− F (t1i; β̂i)), a sufficient statistic for α now being available.
If Bayesian prediction intervals for NHPP’s are sought, many different types of prior
distributions are available in the literature (c.f. Kuo & Yang (1996) and Grandell (1997)
for exhaustive lists). If the choice of a prior will clearly depend on the form of f(t; β), some
general points can be noted about Bayesian prediction approaches for NHPP’s. First, it is
probably a restrictive assumption, but since α and β usually measure different aspects of
a Poisson process, they are usually modeled through independent priors. Also, due to the
form of the likelihood in (4.3), the prior distribution on α (or on the αi’s according to the
assumptions made) is usually gamma. Finally, we should point out that the introduction
of a prior on β will often lead to the use of a numerical integration technique to obtain the
predictive density.
4.2 Random Effects Model
When it is not reasonable to assume that the rates between the processes are identical,
it is clear from Table 4.1 that estimates of αi and βi could be imprecise for some of the
processes where only a little amount of information is available. Consequently, predictors
and prediction intervals obtained using these estimates could be imprecise as well. There-
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fore, we will present here a useful prediction model for NHPP’s with different rates. This
(rate) heterogeneity will be modeled using (4.1), where processes are affected by time in a
similar manner but do not have the same expected number of occurrences over the same
time interval.
As in Chapter 3, this model will use gamma random effects to incorporate heterogeneity
between processes:
Ni(t)|αi ∼ PP(αif(t; β)),
αi ∼ Gamma(a, b), (4.4)
where i = 1, . . . , k. Predictions will be made using predictive densities derived from
the density of NS (t1, t2) given N(t1) and the set of occurrence times τ = {τij : i =
1, . . . , k and j = 1, . . . , Ni(t1i)}. To find this density, we first need the conditional distri-
bution of the random effects:
π(α|(N(t1), τ); a, b, β) = L(α, β|(N(t1), τ))π(α; a, b)∫
α











































Then, the αi|(N(t1), τ)’s are independent Gamma(a + Ni(t1i), b + F (t1i; β)) random vari-
ables. Note that the times of the occurrences do not affect the conditional distribution
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of αi; only the knowledge of Ni(t1i) is required to determine its conditional distribution.
Therefore, this random variable will be denoted by αi|Ni(t1i).
Using this conditional density, we can find the density function for NS (t1, t2) given
N(t1).
Corollary 4.1. (of Proposition 3.4) Under the model given in (4.4), the predictive density
function of NS (t1, t2) given N(t1) is a convolution of |S| negative binomials with parameters
a + Ni(t1i) and (b + F (t1i; β))/(b + F (t2i; β)). Such density can be written as








Γ(a + Ni(t1i) + zi)
Γ(a + Ni(t1i))zi!
(
F (t2i; β)− F (t1i; β)




b + F (t1i; β)
b + F (t2i; β)
)a+Ni(t1i)
. (4.5)
We can see that the times of occurrences do not appear in (4.5). This means that
even if the number of occurrences for each process is interval-censored on [0, t1i], it will not
change the predictive density. Nevertheless, it may affect the preciseness of the estimate of
the unknown β. We also note that when f(t; β) = 1, the model given in (4.4) is identical
to model (3.5) for homogeneous Poisson processes. Then, the preceding density function
is identical to the one given in (3.6) since F (t; β) = t.





terms, which may not be
possible for some software when |S| or n are large. However, this problem can be solved
by using a recursive formula to find p(n|N(t1)).
Corollary 4.2. (of Proposition 3.5) Under the model given in (4.4), the density function
of NS (t1, t2) given N(t1) can be written as
p(n|N(t1); a, b) = P [NS (t1, t2) = n|N(t1); a, b, β]








b + F (t1i; β)
b + F (t2i; β)
)(a+Ni(t1i))















F (t2i; β)− F (ti1; β)
b + F (t2i; β)
)j+1
.
When n is very large, it can be more convenient to approximate p(n|N(t1); a, b) instead
of using a recursive formula. Such an approximation can be done by generating convolutions
of gamma random variables. Like in Chapter 3, we can show that









when B is large. Here, u∗i is a convolution of |S|Gamma(a+Ni(t1i), (b+F (t1i; β))/(F (t2i; β)−
F (t1i; β))).
An asymptotic expansion for p(n|N(t1); a, b) similar to (3.7) can also be derived here.
For any i ∈ S we can show that:
p(n|N(t1); a, b) ' Γ(a + Ni(t1i) + n)
Γ(a + Ni(t1i))n!
(
F (t2i, β)− F (t1i, β)
b + F (t2i, β)
)n (
b + F (t1i; β)





b + F (t2i; β)








1 + (1− s)F (t2j; β)− F (t1j; β)
b + F (t1j; β)
]−(a+Nj(t1j)
.
We will now present different ways to estimate the unknown parameters a, b, and β.
These estimates will substitute for the real parameters in the plug-in predictive density
Prediction Models for Nonhomogeneous Poisson Processes 83
f̃p(n|N(t1)) = p(n|N(t1); â, b̂, β̂). If these estimates are consistent, we will then have
approximately unbiased predictors and approximately exact prediction intervals. Note
that it will then still be possible to calibrate these plug-in prediction intervals.
Obvious candidates for â, b̂, and β̂ are those maximizing the marginal likelihood
L(a, b, β|(N(t1), τ)) =
∫
α
















































































− a + Ni(t1i)



















F (t1i; β) + b

 = 0.
These estimates will be denoted âmle, b̂mle, and β̂mle. Note that we have to use numerical
methods for most forms of f(t; β).
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We already discussed in Chapter 3 that the ultimate goal in prediction problems is
not just to find a model that provides a good fit to the data but that is able to predict
adequately future observations. Clearly, this can also be done with NHPP’s. For example,
if we especially want to find point predictors for NS (t1, t2), we can select parameters that
will make the point prediction of the (known) NS (t
∗, t1) given N(t∗) as precise as possible.
These estimates will differ according to the value of t∗ and the discrepancy chosen, but a
possible choice is
(âdis, b̂dis, β̂dis) = arg(a,b,β)[minD(a, b, β)],
where

















b + F (t∗z; β)
)
(F (t1i; β)− F (t∗z; β))
]2
and






Ni(t1i) and t ≤ min(t1i)}.
With NHPP’s, the estimation of unknown parameters based on their ability to predict
can also be done in a different way. Instead of minimizing a certain discrepancy, we can
select parameters maximizing the predictive density function given a portion of the data
already observed. At time t∗z, a fraction z of the
∑k
i=1 Ni(t1i) events had been observed, if
we let
M = {(i, j) : τij > t∗z},
the density function for the remaining observations is then:
p(τij : (i, j) ∈ M |N(t∗z); a, b, β) =
∫
α
p(τij : (i, j) ∈ M |α; a, b, β)π(α|N(t∗z); a, b, β)dα











 e−αi(F (t1i;β)−F (t∗z ;β)) ×
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The estimates for a, b, and β are then
(âmpe, b̂mpe, β̂mpe) = arga,b,β(max p({τij > t∗z}|N(t∗z); a, b, β)),
where mpe stands for maximum predictive estimate. Note that when z is close to zero, the
estimates obtained are identical to (âmle, b̂mle, β̂mle).
We now have presented 3 methods to find estimates that will completely specify our
random effects model: maximum likelihood estimation, estimation by minimizing a given
discrepancy, and maximum predictive estimation. However, if one does not wish to use
plug-in methods, the only alternative seems to be to use a Bayesian model with prior
distributions on a, b, and β. It is highly likely that any choice of prior will require numerical
integration to find the predictive density function. Note also that priors on a and b will
often be non-informative given the rare availability of a state of knowledge for parameters
of an unobservable random quantity.
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The last thing we have to specify in the random effects model (4.4) is the function
f(t; β). If the parameters a, b, and β are chosen among any positive real numbers,
the function f(t; β) is usually chosen from a small number of functions. We suggest
two ways to select such a function among a finite number of candidates. First, we can
use the likelihood given in (4.7) and select the function providing the highest value of
L(âmle, b̂mle, β̂mle|(N(t1), τ)). Also, for a given t∗z, we can use the predictive density (4.8)
and select the function maximizing p({τij > t∗z}|N(t∗z); âmpe, b̂mpe, β̂mpe). Since dim(β) is
not necessarily the same for all the functions considered, well known criteria like the AIC
or the BIC can be used for both approaches.
4.3 Empirical study
In this section, we will study the methods presented so far. While this was done through
extensive simulations in the previous chapter, different approaches for NHPP’s will be
studied by analyzing some simulated and real datasets. Instead of focusing on the ro-
bustness of random effects models with respect to various forms of misspecifications, we
will study here the effect of data accumulation on prediction. We conjecture that most of
the interesting features observed previously with processes that were time homogeneous
should still be true here. We recall that the features observed were mainly the robustness
of the methods using random effects to the rate homogeneity/heterogeneity assumption,
and their robustness to the true distribution of the random effects.
All the functions f(t; β) used in this section can be found in Table 4.2. These functions
were chosen mostly because of their popularity in the literature and their ability to char-
acterize different behaviors of NHPP’s. Note that for all functions we have α, β > 0. The
first model, called the EXP model in this section, is often referred to as the Goel-Okumoto
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MODEL αf(t; β) αF (t; β)
EXP αβe−βt α(1− e−βt)
GAM αβ2te−βt α[1− (1 + βt)e−βt]
LOG αβ/(βt + 1) α log(1 + βt)
POW αβtβ−1 αtβ
Table 4.2: A list of NHPP models.
model (Goel & Okumoto 1979) in the literature. For any value of β, the rate function is
decreasing with respect to t and since F (∞; β) = 1, the expected number of occurrences
in [0,∞) is finite and corresponds to α. The function associated with the second model
also has a finite expectation on [0,∞). However, its rate function is increasing on [0, 1/β)
and decreasing on (1/β,∞). This model will be referred to as the GAM model. The third
model always has a decreasing rate but the expected number of events on [0,∞) is not
finite, it will be referred to as the LOG model. The last model is the well known power law
model and will be called the POW model. It is the most flexible model studied here. Like
the LOG model its expectation is infinite, but its rate function can be either decreasing
or increasing depending on whether β is smaller or greater than 1. By letting β = 1, this
model can also be used to model homogeneous Poisson processes.
We will now use real and simulated datasets to study the effect of data accumulation on
point and set predictions. In order to do so, we will find predictors and prediction intervals
for
∑k
i=1 Ni(t1i, t2i) with different values of t1i converging towards t2i. This situation, called
finite horizon prediction, is commonly encountered since processes are often monitored
throughout a long period of time. The parameters will be chosen to reflect different levels
of heterogeneity and different magnitudes for the total number of events observed. These
processes will be simulated using the following proposition. A proof of this proposition can
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be found in Snyder & Miller (1991, Section 2.3).
Proposition 4.1. Let n be the realization of a Poisson random variable with rate αF (T ; β),
where F (t; β) is a positive-valued function that is invertible and increasing with respect to
t. Now, let u1, . . . , un be n independent realizations of an uniform distribution on [0, 1].
Then, the n values ti such that
F (ti; β)
F (T ; β)
= ui




The first dataset is a simulation of k = 25 processes over the time interval [0, 100].
We used the random effects model (4.4), with f(t; β) corresponding to the LOG function.
The parameters used were a = 10, b = 2, and β = 0.05. We chose these parameters to
obtain approximately 10 events per subject and a 5-fold variation between the Ni(100)’s; a
likely scenario in practical problems. We obtained
∑25
i=1 Ni(100) = 250 with the Ni(100)’s
ranging from 3 to 17. This dataset and the following ones are presented in Figure 4.1. Note
that the processes are sorted according to the number of occurrences, which explains the
greater number of events in the upper part of the plots. The second dataset was simulated
to obtain a similar variability but with a smaller number of events. The parameters used
were a = 10, b = 2, β = 0.02, and we used the EXP model from Table 4.2. Like for
the first dataset, we simulated k = 25 processes observed over the time interval [0, 100].
We also decided to simulate NHPP’s from model (4.1) where the αi’s are fixed effects.
This was done with the third dataset of k = 25 processes over the time interval [0, 100].
The parameters were (α1, α2, . . . , α25) = (0.4, 0.45, . . . , 1.6), β = 0.5, and the POW model
was used. With these parameters, this dataset is expected to have a variability amongst
the Ni(100)’s and a total number of events that are similar to those of the first dataset.
Prediction Models for Nonhomogeneous Poisson Processes 89




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.1: Recurrence data plots.
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Finally, the fourth dataset corresponds to times of development of mammary tumors from
a (control) group of 25 female rats observed over a period of 122 days (Gail et al. 1980).
To study the effect of data accumulation on the first dataset, Figure 4.2 and 4.3 con-
tain 90% prediction intervals for
∑25
i=1 Ni(t2i), where t2i = 100, using the different values
t1i = (15, 20, . . . , 95) for each process. Such predictions are useful in areas such as insur-
ance or warranty coverage, where it may be desired to predict, say, annual total claims
based on what we observed at different times of the year. The first part of Figure 4.2
presents plug-in prediction intervals using the m.l.e.’s (α̂1, . . . , α̂25, β̂) of the model without
random effects (4.1), these estimates were obtained using the equations in the second row
of Table 4.1. This figure also includes plug-in prediction intervals using (âmle, b̂mle, β̂mle)
to specify the distribution of the random effects. Finally, the last part of Figure 4.2 shows
exact prediction intervals using the real values of a, b, and β.
The first thing we notice in this figure is the similarity between the two types of plug-in
prediction intervals: they vary similarly over time and always agree on whether or not they
include the actual value of
∑25
i=1 Ni(100). However, the method using the random effects
usually gives, as expected, wider prediction intervals. We can also see that the plug-in
intervals from the random effects model are also wider than the prediction intervals using
the real parameters: they contain approximately 10 more integers for the first intervals
and only a few towards the end.
Figure 4.3 presents plug-in prediction intervals using the estimates (âdis, b̂dis, β̂dis) and
(âmpe, b̂mpe, β̂mpe). In both cases, we used z = 0.25 to obtain t
∗
z. We also tried z = 0.5 and
z = 0.75 but the results obtained were less accurate, especially with z = 0.75. We can
see that intervals using (âmpe, b̂mpe, β̂mpe) do not perform well. However, it is not the case
for those using (âdis, b̂dis, β̂dis): they include the real value as often as the first two plug-in
methods and their lengths are similar to the lengths of the real prediction intervals.
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Figure 4.2: Real and plug-in 90% prediction intervals for the simulated LOG dataset.
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Figure 4.3: Plug-in 90% prediction intervals for the simulated LOG dataset.
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t1i û (u = 1.609) v̂ (v = 0.916) β̂ (β = 0.050)
20 1.667 2.304 0.052
30 2.086 2.601 0.030
40 2.015 2.418 0.033
50 1.897 2.042 0.039
60 1.721 1.474 0.049
70 1.810 1.450 0.043
80 1.816 1.421 0.043
90 1.813 1.007 0.043
100 1.729 0.665 0.049
Table 4.3: Maximum likelihood estimates for the LOG dataset.
The study of this dataset also revealed interesting features about the m.l.e.’s
(âmle, b̂mle, β̂mle). First, if we use the whole dataset to find 95% confidence intervals for
a = 10 and b = 2, we can see that both intervals contain the real value but are relatively
large, [8.49, 24.18] for a and [0.75, 5.05] for b. However, using the reparameterization
u = log(a/b) and v = log(a/b2), we obtain two 95% confidence intervals having different
characteristics: a short confidence interval, [1.56, 1.90], for u = 1.61 and a larger one,
[-0.33, 1.66], for v = 0.92. The parameters u and v being the logarithms of the mean
and variance of the random effects, it seems that this dataset of 25 processes allows us to
obtain a relatively accurate estimate for the mean of the (unobservable) random effects,
but not for its variance. A similar feature is also shown in Table 4.3 which contains the
estimates (û, v̂, β̂) obtained using the data up to different values of t1i. We can see that the
mean is accurately estimated, even for small values of t1i. However, it is not the case for
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t1i (α̂1, . . . , α̂25, β̂) (âmle, b̂mle, β̂mle) (âdis, b̂dis, β̂dis) (âmpe, b̂mpe, β̂mpe)
20 4.37 2.98 2.53 3.64
30 4.30 3.14 2.86 4.91
40 3.37 2.55 2.25 2.99
50 2.51 1.95 1.88 2.05
60 1.74 1.40 1.48 1.42
70 1.59 1.36 1.37 1.37
80 1.29 1.14 1.13 1.13
90 0.65 0.60 0.60 0.60
Table 4.4: Absolute error of point predictors (LOG dataset).
the estimates of the variance since they vary substantially as t1i increases. This table also
shows that β is accurately estimated for moderate values of t1i. It is interesting to note that
these values of β̂ also correspond to the estimates of β obtained from the model without
random effects. In this dataset, the difference between these two estimates is unobservable
up to the third decimal.
Using this dataset, it appears that whether we are assuming that the αi’s are random or
not, the approaches using m.l.e.’s are equivalent. However, it does not seem to be the case
when we wish to predict only for a few processes. Table 4.4 presents the average distance
between the actual value of Ni(t1i, t2i) and its prediction. We can then see the advantage
of using random effects models; the three methods using them have a better performance.
The one using (âdis, b̂dis, β̂dis) usually gives the best prediction, followed closely by the one
using (âmle, b̂mle, β̂mle).
Many of the features mentioned above regarding the first dataset are also true for the
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second one. However, since the expected number of events per process is approximatively
50% smaller, it seems that it has affected the performance of the plug-in prediction inter-
vals. We can see in Figure 4.4 that the 90% plug-in prediction intervals using the estimates
(âmle, b̂mle, β̂mle) or (âdis, b̂dis, β̂dis) have coverage proportions that are far from the desired
one. We must keep in mind that successive prediction intervals are not independent but we
think that these results still suggests that these prediction intervals should be calibrated
for this dataset. This will be done later in this section.
As we mentioned earlier, the third dataset used fixed values for (α1, . . . , α25). It is
interesting to note that all the features mentioned in the analysis of the first dataset are
still valid for this dataset, where the total expected number of events was approximatively
the same. It seems that whether or not the αi’s are random has little impact on the
analysis. First, we can see from Figure 4.5 how well 90% plug-in prediction intervals
perform with respect to the real prediction intervals. The plug-in intervals presented in
this figure were obtained using the estimates (âmle, b̂mle, β̂mle), but the other three types of
estimations gave very similar results. Like for the first dataset, the model using random
effects gives m.l.e.’s of u = log(a/b) that are relatively stable as ti1 increases. This is not
the case for the estimates of v = log(a/b2), as they vary substantially over time. Finally,
point predictors using random effects again have smaller average distances from the actual
value of Ni(t1i, t2i).
The fourth dataset is the only one that was not simulated. The POW model was used
since it was usually the one giving the highest likelihood. The total number of tumors
recorded was 149 and, like for the second dataset, it does not seem enough to be able to
obtain adequate plug-in prediction intervals. Figure 4.6 shows plug-in prediction intervals
using (âmle, b̂mle, β̂mle). Clearly, the coverage proportion is below the desired level.
By looking at the second and fourth datasets, it seems that when the total num-
96 Prediction of recurrent events























































































Figure 4.4: Real and plug-in 90% prediction intervals for the simulated EXP dataset.
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Figure 4.5: Real and plug-in 90% prediction intervals for the simulated POW dataset.
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Figure 4.6: Plug-in 90% prediction intervals for the TUMOR dataset.
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Figure 4.7: Calibrated 90% prediction intervals for the simulated EXP dataset.
ber of events is small, it is important to calibrate the plug-in prediction intervals. Fig-
ure 4.7 shows calibrated 90% prediction intervals for the second dataset when the estimates
(âmle, b̂mle, β̂mle) are used. The values added by the calibration procedure are indicated
by a dotted line. The early intervals are usually very large but these new intervals are
clearly more appropriate. These calibrations were done by approximating the c.d.f. of
U = F (
∑25
i=1 Ni(t1, 100)|N(t1); â(N(t1)), b̂(N(t1)), β̂(N(t1))) using the algorithm described
in Section 2.3 with B = 1000. Figure 4.8 shows the calibration curves for different values
of t1. These curves approach the c.d.f. of an uniform distribution as t1 increases. However,
this is no longer the case when t1 is too close to 100. In such a case, the discrete random
variable
∑25
i=1 Ni(t1, 100) only has a few plausible values and the calibration approach is
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Figure 4.8: Calibration curves for the EXP dataset
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Figure 4.9: Calibrated 90% prediction intervals for the TUMOR dataset.
influenced by this fact.
Figure 4.9 shows the calibrated prediction interval for the fourth dataset. These new
intervals are clearly more appropriate than those obtained with the plug-in approach but
they still show some deficiencies: after 70 days, there is a sudden increase in the number
of tumors and we see that it leads to an over-prediction of the final value during a certain
amount of time. However, we don’t know the real distribution of the processes in this
dataset and if a calibration procedure can somewhat correct the uncertainty about the
unknown parameters, it does not correct model imperfection. We will present in the next
chapter a new function f(t; β) where dim(β) is determined by the dataset itself. We re-
calibrated this dataset using this function with dim(β) = 2 and the prediction intervals
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were then adequate.
Chapter 5
Prediction of Warranty Claims
With products under warranty, manufacturers often collect detailed claims data. When
this dataset is maintained properly, it is of interest to predict the eventual total number
of warranty claims using the data already observed. In this chapter, we will apply to a
warranty dataset the methods discussed previously for finite horizon prediction problems.
The number of processes in this dataset being very large, we will focus on methods providing
computationally rapid prediction intervals.
First, we will introduce the dataset of interest. Then, we will propose a prediction
model and discuss the assumptions made. Once the numerical results are presented, we
will discuss possible calibration approaches that are taking into account the significant size
of this dataset.
5.1 Motivating Dataset
First presented in Kalbfleisch, Lawless & Robinson (1991), this dataset contains warranty
information on one subsystem for 36,683 cars of one model type. Over a span of 571 days,
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the following times were recorded for each car: production time, sale time, claim time(s),
and the times at which these claims were reported. Each car had a one year or 12,000 mile
warranty, whichever came first.
We let Ni(t) be the total number of warranty claims for the ith car t days after it was
sold. Note that Ni(0) is not necessarily equal to 0 as some claims could occur between
the production day and the day of sale. Throughout this chapter, the quantity to predict
will be
∑
i Ni(365), the total number of warranty claims for this fleet of cars. To be able
to assess the validity of our predictions, we will only consider cars for which Ni(365) is
known, i.e. cars sold at least 365 days before the end of the data collection. The resulting
dataset contains 15,775 cars. Each of them had between 0 and 10 claims for a total of
2,620 claims. Only 44 of these claims occurred before the day of sale. Table 5.1 shows the
distribution of total claims amongst all the cars. Unlike the datasets studied so far, we
can see most of the cars (89%) never had a warranty claim, and only a few cars (1%) had
more than 2 claims before the end of the warranty. Figure 5.1 is a histogram of the claim
occurrence times during the year where each car is potentially under warranty. It appears
that the rate of occurrence of claims increases over the first 100 days after the sale and
decreases after that point. We can see a relatively abrupt change after approximately 250
days where the frequency decreases more rapidly; a possible explanation for this may be
that a significant number of cars are then no longer under warranty because of the mileage
drop-out. We can also notice a smaller frequency of claims between 40 and 80 days after
the sale.
When analyzing such massive datasets, it is often interesting to study a figure like
Figure 5.2. Instead of being grouped, each occurrence time is now plotted. The claims
for each car are represented along an invisible line. The first car produced appears at the
bottom while the last one, produced 207 days later, appears at the top. Although it is
Prediction of Warranty Claims 105








Table 5.1: Number of cars with the same number of claims.
















Figure 5.1: Histogram of the occurrence times.
106 Prediction of recurrent events
less apparent, this figure indicates the same features as Figure 5.1. In addition, we can
now see that the cars produced towards the end appear to have more claims than the first
ones and that some cars manufactured during a certain early period had fewer claims than
the others. We must keep in mind that most of the characteristics mentioned above are
not known to the statistician facing this prediction problem. When all the information
about the dataset is available, the quantity to be predicted is then completely determined.
Therefore, the features mentioned will not be taken into account in our prediction model.
5.2 Prediction Model Proposed
We will now propose a model to predict the total number of warranty claims or, equiva-
lently, the average number per vehicle. This model is a simple extension of model (4.4)
which now takes into account that Ni(0), the number of claims before the ith car was sold,
is not necessarily 0. First, we need to introduce the following notations:
k = The total number of cars (15,775).
τi,j = The age of the ith car when the jth claim occurs.
tsi = Sale time of the ith car.
St = {i : tsi ≤ t}
= Set of cars already sold at time t.





{tsi , Ni(0), Ni(0, t− tsi ), {τi,j : j = 1, . . . , Ni(0, t− tsi )}} if i ∈ St,
∅ if i ∈ Sct .
The prediction model proposed is then,
Ni(0)|αi ∼ Poisson(cαi),
Prediction of Warranty Claims 107
o





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.2: Warranty claims occurrences (time of sale is the origin).
108 Prediction of recurrent events
Ni(0, t)|αi ∼ PP(αif(t; β)),
αi ∼ Gamma(a, b), (5.1)
where i = 1, . . . , k. In this new model, the unknown parameters are a, b, c, and β. All the
assumptions made by using such a model, and suitable choices for f(t; β), will be discussed
later in this section.
Even with this extension, the predictive distribution will still be a convolution of neg-
ative binomials:
Proposition 5.1. Using the model given in (5.1), the density function for the number
of future warranty claims, given the information available at time t, is a convolution of
k− |St−365| negative binomials. k− |St| of these negative binomials have parameters a and
b/(b+c+F (365; β)), while the remaining |St|−|St−365| ones have parameters a+Ni(t− tsi )
and (b + c + F (t− tsi ; β))/(b + c + F (365; β)) where i ∈ St\St−365.
Proof. At time t, only the cars that have not been sold yet and those sold over the last
365 days are at risk of having any additional warranty claims. Therefore, the variable of






Ni(t− tsi , 365), (5.2)
where Sct is the set of cars still unsold at time t and St\St−365 is the set of all cars sold the
year before time t. When we condition on
⋃k
i=1 Hi(t), the total information available at
time t, each random variable in the first summation of (5.2) has the density




P [Ni(365) = n|αi; c, β]π(αi; a, b)dαi















b + c + F (365; β)
)a (
c + F (365; β)
b + c + F (365; β)
)n
,
which is the density function of a negative binomial with parameters a and b/(b + c +
F (365; β)).
As for the ith random variable in the second summation of (5.2), its density is








exp{−αi(F (365; β)− F (t− tsi ; β))}[αi(F (365; β)− F (t− tsi ; β))]n
n!
×
(b + c + F (t− tsi ; β))a+Ni(t−t
s
i ) exp{−αi(b + c + F (t− tsi ; β))}






Γ(a + Ni(t− tsi ) + n)
n!Γ(a + Ni(t− tsi ))
(
b + c + F (t− tsi ; β)




F (365; β)− F (t− tsi ; β)
b + c + F (365; β)
)n
,
which is the density function of a negative binomial with parameters a + Ni(t − tsi ) and
(b + c + F (t− tsi ; β))/(b + c + F (365; β)).
Like the density given in Proposition 4.1, we can evaluate this density by using recursive
formulae similar to the one given in Corollary 4.2 or by an approximation similar to (4.6).
The number of claims to predict being quite large in this dataset, the approximate density
will be used instead of the recursive formulae.
110 Prediction of recurrent events
A model like (5.1) provides a relatively simple predictive distribution for the total
number of claims. Such simplicity is especially important when the number of processes
considered in the convolution is large. However, some assumptions have to be made in
order to use this model. First, we assume that the total number of cars to be sold is
known. It does not appear to be a very restrictive assumption. Based on previous years
and early sales, the total number of cars to be produced is likely to be known quite rapidly
and the number of unsold cars is probably negligible as the company will try to liquidate
all cars unsold after a certain time. We are also assuming the absence of delay in the
report of a claim. It is possible to extend our model to take this delay into account but
the predictive density would then be more complex. In addition, this assumption should
not be too restrictive if the reporting delays are reasonably small.
The two assumptions mentioned above will not affect the adequacy of the predic-
tions made; they only affect the applicability of this model to other datasets. However,
model (5.1) makes other assumptions that could affect the quality of the predictions. For
example, it is expected, and verified as the data are collected, that the length of time
between the production and the sale of a car has an impact on the eventual number of
warranty claims. This is not directly accounted for in our prediction model but even a sim-
ple model extension to correct this would greatly complicate the predictive distribution.
For example, let us consider the model:
Ni(0)|αi ∼ Poisson((tsi − tpi )cαi),
Ni(0, t)|αi ∼ PP((tsi − tpi )αif(t; β)),
αi ∼ Gamma(a, b),
where tpi is the (known) production time of the ith car. Even if we estimate the distribution
of Tsi−tpi using simple Kaplan-Meier estimates, we can show that the predictive distribution
Prediction of Warranty Claims 111
would then be a convolution of mixtures of many different negative binomials. Note also
that since we are using the same random effect with Ni(0) and Ni(0, t), we are neglecting
the driver effect. It would not greatly complicate the predictive distribution to unlink these
effects but the results presented in this chapter are very similar under both models.
Another assumption that may affect the adequacy of our predictions is that the mileage
drop-out is not accounted for. Our model assumes that each car is at risk during one
complete year but it is not always the case; cars are no longer under warranty once they
were used for more than 12,000 miles. We believe that this problem can be partially solved
by using a flexible function f(t; β) that would be decreasing quickly as we approach the
end of the year.
We will now present different ways to estimate the unknown parameters a, b, c, and
β. These estimates will substitute for the real parameters in the predictors and prediction
intervals obtained from the distribution given by Proposition 5.1. First, we have to specify
completely the form of the non-negative function f(t; β). Since it is important to use a
function that is very flexible, instead of using a function proposed in the literature where
dim(β) is usually one or two, we are proposing the function
f(t; β) = exp{β1t + β2t2 + . . . + βqtq}. (5.3)
Even for moderate values of q, this function can have different changes in its (time) behavior
with up to q − 1 critical points. Note that in the cases where t and q are large, it is
recommended to use f(log(1 + t); β) instead of f(t; β). A difficulty introduced by using
this function is that F (t; β) =
∫ t
0
f(u; β)du now has to be evaluated numerically when
q > 1. However, simple numerical techniques like the trapezoidal method will give very
adequate approximations of this function.
The estimates considered here will be the maximum likelihood estimates. Given the
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information available at time t, the likelihood function is given by



































































(b + c + F (t− tsi ; β))a+Ni(t−tsi )
]
. (5.4)
This likelihood function will also be used to find a suitable value for q, the dimension
of the vector of unknown parameters β. We will initially fit model (5.1) with q = 1 and
iterate as long as there is a substantial improvement in the likelihood function (5.4). Using
the well-known fact that
− 2 log
(
L(â, b̂, ĉ, (β̂1, . . . , β̂q+1)|
k⋃
i=1






converges toward a X 21 distribution as t goes to infinity, we will iterate q as long as (5.5) is
greater than 3.84, the 95% quantile of this distribution. Our prediction model then has the
great advantage that the number of parameters used in the function f(t; β) is determined
by the dataset itself.
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5.3 Model Fitting
In this section, we will discuss issues regarding the fitting of our proposed prediction model.
We will first propose ways to reduce the computational time required to obtain maximum
likelihood estimates by using a conditional likelihood function and adequate starting values.
Then, we will assess the adequacy of the fitted model and present the prediction intervals
obtained.
5.3.1 Starting Values
With q + 3 parameters and up to 15,775 processes, the time required by non-linear maxi-
mization routines to obtain the maximum likelihood estimates is non-negligible. However,
we can reduce this time substantially by using a conditional likelihood function for the
vector β. Let g(·) be the joint density function of the ages at which the ith car has been
repaired over the interval (0, t− tsi ], the likelihood function can then be rewritten as
L
(








P [Ni(0) = Ni(0); a, b, c]×




P [Ni(0) = Ni(0),Ni(0, t− tsi ) = Ni(0, t− tsi ); a, b, c, β]×













F (t− tsi ; β)

 , (5.6)
where P [Ni(0) = Ni(0),Ni(0, t−tsi ) = Ni(0, t−tsi ); a, b, c, β] is the product of the probability
function of 2 negative binomials with parameters (a, b
b+c
) and (a + Ni(0),
b+c
b+c+F (t−tsi ;β))
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respectively. The likelihood function is then the product of








F (t− tsi ; β)
, (5.8)
where
τ(t) = {τij : i ∈ St, j = 1, . . . , Ni(0, t− tsi )}.
One can see that Lc(β|τ(t)) is the likelihood function for β when we condition on the
total number of claims per car. Empirical studies suggest that (5.7) depends little on β.
This means that the parameter β maximizing (5.8) will be close to the β̂ obtained by
maximizing (5.6). Thus, we are recommending to first find the one maximizing Lc(β|τ(t))
and use this value (say β̂c) as a starting value to maximize the original likelihood. These
two estimates being similar, we are essentially maximizing q parameters and then 3 instead
of q + 3 parameters all at once, a strategy that often leads to a substantial decrease in of
computational time. Note that this conditional likelihood function can also be used instead
of the original one to find an optimal value for q.
Once β̂c is found, we can also obtain starting values for a, b, and c in the original
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and












Using a technique similar to the moment matching approach presented in Section 3.3.2 we
obtain the starting values:
â0 =
F (t− ts; β̂c)R2















F (t− ts; β̂c) =
∑
i∈St F (t− tsi ; β̂c)
|St| ,
and R and S2R are respectively the sample mean and variance of the Ri’s.
To shorten the time required to obtain the maximum likelihood estimates, we can also
reparameterize f(t; β). The way this function is defined in (5.3) leads to high correlations
between the components of β̂ (or β̂c). Furthermore, a certain β̂i obtained will differ sub-
stantially from the β̂i obtained when we will iterate the value of q. This means that when
we will maximize Lc(β|τ(t)) with dim(β) = q + 1, we will not be able to use the vector
(β̂1, . . . , β̂q) as a starting value for the first q components of the new vector (β1, . . . , βq+1).
To correct these problems, we are suggesting the following reparameterization:
f(t; β) = exp{β1L1(t) + . . . + βqLq(t)}, (5.10)







These polynomials, called Laguerre polynomials, are of interest here because they are or-




they are easily obtained via the recursive formula
Ln+2(t) = [2(n + 1)− t + 1]Ln+1(t)− (n + 1)2Ln(t).
Using this reparameterization, the correlation between the components of β̂ are reduced
and the vector ((β̂1, . . . , β̂q), 0) now provides better starting values to find (β̂1, . . . , β̂q+1).
The following algorithm summarizes how to obtain maximum likelihood estimates when
we incorporate the features mentioned in this subsection:
Step q = 1
• Find β̂c using 0 as a starting value.
• Using this β̂c, find (â0, b̂0, ĉ0) given by (5.9).
• Find (â, b̂, ĉ, β̂) using (â0, b̂0, ĉ0, β̂c) as starting values.
Step q = i (i ≥ 2)
• Let β̂i−1c be the β̂c obtained in the previous step. We now obtain β̂c using (β̂i−1c , 0)
as starting values.
• If −2 log[Lc(β̂c)− Lc((β̂i−1c , 0))] < 3.84, we stop the algorithm and use the (â, b̂, ĉ, β̂)
found in the previous step. Otherwise, we use this new β̂c to find (â0, b̂0, ĉ0).
• Find (â, b̂, ĉ, β̂) using (â0, b̂0, ĉ0, β̂c) as starting values.
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5.3.2 Numerical Results















) = exp{β ′1L1(log(1 + t)) + . . . + β
′
qLq(log(1 + t))}.






now represent the logarithms of
E[Ni(0, t)/F (t; β
′
)], Var[α′i], and E[Ni(0)] respectively. Note that we now have, with-
out loss of generality, E[α′i] = 1. Until the end of this chapter, we will always use these
parameters instead of the previous ones. Thus, we will omit the ′ superscript from now on
to simplify the notation.
We develop predictions of the total number of warranty claims after 100 days and every
subsequent 50 days. Table 5.2 shows the number of warranty claims observed at times
t = 100, 150, . . . , 550 of this 571 day long longitudinal process. Based on the information
available at each given time, the optimal value for q = dim(β̂) was 1 after 100 and 150
days, 2 after 200 days, and 4 thereafter.
Table 5.3 shows the estimates obtained for a, b, and c throughout time. Although there
is still a certain amount of uncertainty about â at the end of the study, the approximate
95% confidence interval being (-9.78,-8.24), its point estimation does not vary much during
the study; with only 33% of the claims observed at t = 250, â = −8.90 is very close
to â = −9.01 obtained at the end. As opposed to â, there is only a small amount of
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Time Number of claims % q = dim(β̂)
100 49 1.9% 1
150 184 7.0% 1
200 457 17.4% 2
250 874 33.4% 4
300 1,392 53.1% 4
350 1,791 68.4% 4
400 2,160 82.4% 4
450 2,426 92.6% 4
500 2,555 97.5% 4
550 2,615 99.8% 4
571 2,620 100.0% 4
Table 5.2: Number of claims observed at every given time.
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Time â b̂ ĉ
100 -8.30 3.13 -6.16
150 -7.91 3.06 -6.10
200 -8.04 2.60 -5.89
250 -8.90 2.36 -5.88
300 -8.86 2.00 -5.88
350 -9.02 1.84 -5.88
400 -8.84 1.71 -5.88
450 -8.82 1.68 -5.88
500 -8.98 1.64 -5.88
550 -9.01 1.63 -5.88
571 -9.01 1.63 -5.88
Table 5.3: Estimates of a, b, and c.
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Time β̂ β̂c
250 (-0.31, -0.53, 0.12, -0.04) (-0.44, -0.40, 0.07, -0.03)
300 (-0.40, -0.47, 0.10, -0.04) (-0.48, -0.22, 0.00, -0.02)
350 (-0.40, -0.57, 0.13, -0.04) (-0.40, -0.36, 0.06, -0.03)
400 (-0.38, -0.48 , 0.10, -0.04) (-0.34, -0.32, 0.06, -0.02)
450 (-0.36, -0.47, 0.10, -0.03) (-0.33, -0.38, 0.08, -0.03)
500 (-0.40, -0.55, 0.12, -0.04) (-0.40, -0.53, 0.11, -0.04)
550 (-0.40, -0.56, 0.13, -0.04) (-0.39, -0.56, 0.12, -0.04)
571 (-0.40, -0.57, 0.13, -0.04) (-0.40, -0.57, 0.13, -0.04)
Table 5.4: Estimates of β when q = 4.
uncertainty about b̂ at the end of the study, its approximate 95% confidence interval being
(1.53,1.73), and at least two thirds of the claims had to be observed before we could obtain
a point estimate similar to the final one. Finally, since all the Ni(0)’s were observed in
the first 250 days, we obtained stable and relatively precise estimates for c = logE[Ni(0)]
quite rapidly.
For every time where q = 4 was chosen, Table 5.4 gives the estimate of β obtained
and its initial value β̂c. As t increases, the difference between these estimates appears
to be negligible. Such result suggests that little would be lost by estimating β only
through its conditional likelihood and then to estimate a, b, and c via the profile likelihood
Lp(a, b, c|β̂c, N(0), N(0, ts)) = L(a, b, c, β̂c|N(0), N(0, ts)) that can be derived from (5.7).
This procedure should reduce the computational time unless it is desired to estimate the
covariance between (â, b̂, ĉ) and β̂.
Table 5.5 presents some results on the appropriateness of using a reparameterization
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With reparameterization Without reparameterization
1.00 0.83 -0.01 0.65 1.00 -0.98 0.95 -0.91
1.00 -0.53 0.96 1.00 -0.99 0.97
1.00 -0.73 1.00 -0.99
1.00 1.00
Table 5.5: Correlation matrix of β̂ (t=571).
of f(t; β) with Laguerre polynomials (5.10) instead of (5.3). One of the reasons why we
suggested such parameterization was to reduce the correlations between the β̂i’s. This
table shows that although some correlations are still large with the new parameterization,
there is a clear amelioration from the original model.
To conclude this subsection, we will present some methods to asses how well model (5.11)
fits our dataset. First we compared the distribution of the total claims amongst all the
cars and their corresponding fitted values. Table 5.6 presents these results for some values
of t. The only systematic departure is that our model always overestimates the number
of cars without any claims. However, since the number of parameters estimated is greater
than the possible modalities for the Ni(t − tsi )’s, we cannot use statistics like Pearson’s
goodness-of-fit statistic to test if such departure is significant. The only exception is at
the end of the study since all the Ni(t − tsi )’s are then identically distributed as negative
binomials with parameters exp{b} and exp{b}/(exp{b}+ exp{c}+ exp{a}F (365; β)). We
can then use Pearson’s statistic and treat exp{b}/(exp{b}+ exp{c}+ exp{a}F (365; β)) as
a single unknown parameter. The p-value of this test is 15.0% and thus our model seems
adequate to model the Ni(365)’s.
In addition to the total number of claims for each car, we are also interested to as-
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t = 200 0 1 2 3 4+
Obs. 14,767 321 45 10 3
Fitted 14,798 285 48 11 4
t = 400 0 1 2 3 4 5 6+
Obs. 14,229 1,120 311 72 28 8 7
Fitted 14,255 1,102 280 88 31 11 7
t = 571 0 1 2 3 4 5 6 7+
Obs. 13,987 1,243 379 103 34 15 8 6
Fitted 14,008 1,249 339 113 41 16 6 5
Table 5.6: Distribution of the total claims amongst all the cars.
sess the validity of our function f(t; β) to model the occurrence times. It is clear from
Proposition 4.1, that at a given time t the set of all
uij =
F (τij; β)
F (t− tsi ; β)
,
where i = 1, . . . , k and j = 1, . . . , Ni(0, t − tsi ), would form a sample of independent




F (t− tsi ; β̂)
,
should behave like a sample of independent uniforms when the model is right. Figure 5.3
shows the empirical quantiles of the ûij’s versus the theoretical quantiles of an U(0, 1) using
the complete dataset. This figure clearly suggests that f(t; β) models adequately the τij’s.
Figure 5.4 shows this quantile-quantile plot when the model is fitted at times t=150, 250,
350, and 450. We can see the ûij’s also seem to be close to U(0, 1) at some early points in
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Figure 5.3: Quantile-quantile plot of the ûij’s (t=571).
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Figure 5.4: Quantile-quantile plots of the ûij’s.
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the study.
At the end of the study, all the τij’s are identically distributed with density function
f(t; β)/F (365; β). Thus, we also assessed the adequacy of f(t; β) by comparing the es-
timated density with the histogram of the occurrence times. This is done in Figure 5.5
where the estimated density is plotted with q=1, 2, 3, and 4. It is clear in this figure that
the estimated density with q = 4 is more adequate than the densities with smaller q. It
is interesting to study the behavior of this function with 4 critical points: it suggests that
buyers are using their warranty privileges very early after they bought their vehicles but
less in the next couple of weeks. After that, our model suggests an increase in the number
of claims for approximately 4-5 months and a decrease thereafter, probably because of the
mileage drop-out.
Figure 5.6 shows that the adequacy of f(t; β) when the model is fitted at earlier times
also appears to be good. We should note that at these earlier times, the cars were not
observed for the same amount of time and so late warranty claims are under-represented
in these histograms. However this was corrected by comparing them with the function
f ∗(u; β) =
∑
i∈St−u f(u; β)∑k
i=1 F (t− tsi ; β)
instead of f(t; β).
5.3.3 Prediction Intervals
Since our model seems adequate, we can now look at its ability to predict
∑k
i=1 Ni(365).
The upper panel of figure 5.7 shows 95% non-calibrated plug-in prediction intervals using
the information available after 100, 150, . . . , 550 days. The digit next to each interval is the
optimal value of q at that point. Early prediction intervals are clearly unsatisfactory but
the model starts to give better intervals halfway through the longitudinal study, when at


































Figure 5.5: Histogram of the occurrence times (t=571).









































































































Figure 5.6: Histograms of the occurrence times.
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Figure 5.7: Non-calibrated 95% prediction intervals
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least 50% of the claims are observed. Factors other than model imperfection can explain
the poor performance of the early prediction intervals. For example, some of these intervals
were obtained when few claims were observed and therefore provide inadequate m.l.e.’s to
use with a plug-in method. In addition, we saw in Figure 5.2 that a group of cars did not
behave like other cars in the sense that they had very few claims. Since these cars were
produced at an early period, this could partially explain the under-prediction early in the
study. The lower panel of Figure 5.7 also seems to indicate that the early under-prediction
is more due to poor estimation of the unknown parameters than model imperfection. This
panel shows 95% non-calibrated plug-in prediction intervals using the m.l.e.’s obtained
with the complete dataset and we can see that early prediction would be adequate if good
estimates could be used.
Even if they usually do not include the real value, we believe that the prediction intervals
obtained after 300 days are predicting well. These non-calibrated intervals are quite close
to the true value considering that we are ignoring the sampling variability in the estimation
of 7 unknown parameters. We will calibrate these intervals in the next section and see that
they will then contain the real value.
Figure 5.8 shows 95% non-calibrated plug-in prediction intervals for q = 1, . . . , 4. It is
interesting to notice that except for 2 cases (t = 200 and t = 250) the optimal value of q
is giving here the best prediction intervals (i.e. closer to the true value). Also, when t is
moderate or large the values of the likelihood functions based on models with q = 4 were
much greater than models with q < 4 and we can see in Figure 5.8 that the models with
q = 4 are providing much better prediction intervals than models with q < 4.
We think that the main advantage of using polynomials to model log f(t; β) is that
the dimension of β can then be easily determined by the dataset itself. When comparing
different types of function where β has the same dimension, we have no reason to believe
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Figure 5.8: Non-calibrated 95% prediction intervals using q = 1, . . . , 4
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a priori that our log-polynomial model would be the most adequate. For example, we can
see on Figure 5.9 95% non-calibrated plug-in prediction intervals using the EXP, GAM,
LOG and POW models presented in Table 4.2. For all these models dim(β) = 1 and we
can see that some of these models are predicting as well as our model with q = 1. In
practice, one should explore various parametric families in order to find one that describes
the problem at hand well.
5.4 Calibration
From a theoretical point of view, it is clear that calibrated plug-in prediction intervals are
more adequate than simple plug-in prediction intervals (see Theorem 2.1 for an example).
However, practical prediction problems are mostly handled using non-calibrated intervals.
Foregoing the fact that some scientists could be unaware of this procedure, the main reason
why intervals are not calibrated is because this procedure can be relatively time consuming.
This is especially true in problems like ours here, where the datasets are very large.
We will calibrate our intervals using the algorithm described in Section 2.3. The time
required to perform this algorithm can be divided into three categories: the time required
to simulate B datasets, the one required to obtain B sets of m.l.e.’s, and the time needed to
approximate the predictive density by simulating convolutions of gammas. Amongst these
three categories, the last one is of lesser importance and can be improved upon, when t is
large enough, by using a recursive formula to calculate the predictive density. As for the
first two categories, we will propose in this section some ways to reduce the time needed
for each of them.
When we are simulating datasets, the time required to simulate the (gamma) random
effects αi and the (Poisson) counts Ni(t− tsi ) is negligible. However, the simulation of the
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Figure 5.9: Non-calibrated 95% prediction intervals with different f(t; β)
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claim times τij can take a considerable amount of time. Each claim time is simulated by
generating an uniform number on [0, 1] and then finding the τ such that
u =
F (τ ; β)
F (t− tsi ; β)
.
In our case, the function F (τ ; β) cannot be inverted analytically and so all the τij’s have
to be found numerically.
We will now show how these times can be simulated more rapidly if we simulate discrete
times instead of continuous ones. First, let us split the interval [0, t−tsi ] in M short intervals
[tl−1, tl] where t0 = 0 and tM = t−tsi . Given that a (simulated) claim occurred on [0, t−tsi ],
we can show that
P [tl−1 ≤ τij ≤ tl] = F (tl; β̂)− F (tl−1; β̂)
F (t− tsi ; β̂)
. (5.12)
Therefore, by simulating a discrete integer between 1 and M with probabilities given
by (5.12), the associated claim time would be simulated from a distribution close to the
real one when M is large enough. This procedure is significantly faster than the usual one
since no numerical methods have to be used. In addition, the simulated claims will then
look more like the observed ones since these claims were reported in days.
Using this method, we simulated B = 1000 datasets at times t = 100, 150, . . . , 550
to calibrate the 95% plug-in prediction intervals first presented in the upper panel of
Figure 5.7. These new intervals are presented in Figure 5.10. We can see that these
intervals are now predicting well halfway through the process but they do not predict well
early in the process. Considering that our model seems adequate and that we saw in the
lower panel of Figure 5.7 that early prediction intervals using the final m.l.e.’s were good,
we believe that early prediction intervals are inadequate because the calibration curve
G(u; a, b, c, β) (see Section 2.3) cannot be approximated closely by G̃(u) = G(u; â, b̂, ĉ, β̂)
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Figure 5.10: Calibrated 95% prediction intervals.












Table 5.7: Approximated coverage probability of 95% plug-in intervals.
early on or because F (t; β) cannot extrapolate adequately. It is likely that adequate early
predictions can only be achieved when some prior information is available.
The calibration curves calculated at different points in the process are presented in
Figure 5.11. We can see that these curves are converging towards the c.d.f. of an uniform
distribution but we can also see that unless we are very close to the end of the process, it
is important to calibrate our intervals, especially for the lower quantiles. The importance
of calibrating the intervals is also shown in Table 5.7 which shows G̃(.975)− G̃(.025), the
approximated coverage probability of an equal-tailed 95% plug-in prediction intervals. We
can see that unless t is very close to 571, the non-calibrated prediction intervals do not
appear to have an acceptable coverage probability.
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Figure 5.11: Calibration curves.
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5.5 Calibration using asymptotic normality
We believe that it is clear from Table 5.7 and Figure 5.10 that plug-in prediction intervals
should be calibrated. However, the amount of computational time required to calibrate
these intervals is non negligible: using a 1395 Mhz processor, it took approximately 10 hours
to calibrate the early intervals and approximately 25 hours for the following ones. The
computational time required increases with t because more processes are incorporated in
the likelihood function as time goes by, and the maximization of the B likelihood functions
was by far what took most of the time to perform our algorithms. We will now propose a
method that will provide us prediction intervals which are similar to the calibrated intervals,
when t is large enough, but do not require the maximization of likelihood functions.
Let θ = (a, b, c, β) so that a calibrated prediction interval is obtained when we approx-
imate the distribution of




assuming that θ = θ̂(N(0), N(ts), τ(t)). Since m.l.e.’s have an asymptotic normal distribu-
tion, the distribution of U is asymptotically equivalent to the distribution of




where θ̂N ∼ N (θ, I−1(θ)) and I(θ) is Fisher’s information matrix. Therefore, calibrating
the intervals by approximating the distribution of Û instead of U should give us similar
intervals when t is large enough. However, these new intervals will be obtained quite
rapidly since we will not have to simulate the τij’s and no likelihood functions have to be
maximized.
At times t = 100, 150, . . . , 550 we generated samples of B values from Û and compared
them with samples of U in Figure 5.12. We also obtained these new calibrated intervals
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Figure 5.12: Quantile-quantile plots between Û and U.
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and compared them with those based on U in Figure 5.13. As expected, both distributions
are similar when t is large enough and so are their prediction intervals, especially the upper
ends. It is interesting to point out that this approach starts to give similar intervals at the
moment where the usual calibration approach starts to require a considerable amount of
computational time.
For finite horizon problems like this one, the use of this new calibration approach allows
us to recommend the following strategy to calculate prediction intervals: at first we obtain
the three types of intervals (simple plug-in, calibrated plug-in, and calibrated plug-in using
normal m.l.e.’s). When the two calibration approaches start to provide similar intervals,
we can cease the calculation of the longest approach. Finally, when the simple plug-in
intervals start to look like the approximated calibrated intervals, we can cease to calibrate
them.
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Figure 5.13: Comparison of calibration methods.
Chapter 6
Future Research and Other Topics
Interesting features about the prediction of recurrent events were revealed in Chapter 3,
4, and 5. Some of these features are related to specific issues arising from the use of plug-
in methods with random effects models, such as their robustness, their sensitivity, and
the determination of appropriate estimation procedures. In this chapter, we will explain
how these features could be investigated further and discuss possible model extensions for
NHPP’s. Other related prediction topics that could be interesting to study will also be
presented.
6.1 Robustness and sensitivity
We already discussed that it is relatively straightforward to find predictors and prediction
intervals when models with random effects are used. These models are also very flexible: we
can do predictions for unobserved processes by letting t1i = 0, a predictive distribution is
available even when Ni(t1i) = 0, we can model different groups of processes with different
parameters, and we can easily add covariates into the models when some are available.
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However, one can argue that by adding a distribution on unobservable rates, models with
random effects are highly parametric. It is then important to study the robustness of these
models to various types of misspecifications. For example, this was done in (3.11) where
we explained why predictors obtained from models with random effects are robust to the
rate homogeneity/heterogeneity assumption. In addition, we saw that approaches using
random effects are robust to the real distribution of these effects. Therefore, when the real
random effects are not gamma, it would also be interesting to show if a plug-in prediction
interval assuming gamma random effects has, when the total number of events observed is
large, an approximative coverage probability of 1− α.
In Section 3.4 and 4.3, we also saw that approaches assuming random effects can perform
well when the real rates are fixed. Especially, we saw in Table 3.7 that this extra variability
added can be just appropriate to have coverage proportions close to the desired level.
Therefore, we would like to investigate when random effects approaches are appropriate to
compensate for the uncertainty about the fixed rates. The work done in Datta et al. (2000)
could be useful here. This paper deals with frequentist validity of Bayesian prediction
methods and when the rates are fixed a plug-in random effects approach is actually an
empirical Bayes method.
As for the calibration of prediction intervals, we saw that even if it usually provides
better intervals by taking into account the uncertainty about the unknown parameters,
it is still using estimated parameters to simulate the processes. Therefore, it would be
interesting to study how sensitive this approach is.
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6.2 Model extensions
Experts’ knowledge or any other types of prior information were never considered in our
prediction models. However, we can think of many scenarios where such information
could be available. For example, warranty datasets collected in the previous years or
experts’ knowledge about the behavior of f(t; β) can be available when we wish to predict
automobile warranty claims. Therefore, we would like to develop some Bayesian prediction
models for this type of problem. When the prior information is adequate, a Bayesian
approach would be especially useful to improve our poor early predictions.
Experts’ knowledge regarding the mileage drop-out could also be useful. For example,
it could allow us to model this more explicitly by using
f(t; β) = f ∗(t; β)p(t),
where p(t) is a non-increasing function such that p(0) = 1 and p(365) = 0 which indicates
the approximated proportion of vehicles believed to be under warranty after t days.
In addition to the Bayesian extensions, we would also like to extend our prediction
models to take some other features into account. For example, models with covariates or
models where the β’s are also treated as random effects. Models using splines for f(t; β)
will also be considered.
Finally, little research has been done on goodness-of-fit tests when more than one NHPP
are considered. When we assessed the adequacy of our model in Section 5.3.2, we did it by
assessing the fit of the total counts and the occurrence times separately. We would like to
find some goodness-of-fit tests able to asses the adequacy of both features simultaneously.
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6.3 Other topics
Many other types of data are considered in prediction problems and we would like to study
some of them. First, the work we did so far can easily be modified to deal with some cost
prediction problems. Sometimes, costs arise over time from some random events and it
is of interest to predict the total cost over a certain time interval. The prediction of the
total cost of making repairs for cars under warranty is a good example. We can try to
predict such a total by modeling the events with Poisson processes and the cost per event
with a certain distribution, say G(c). It should then be relatively straightforward to derive
predictors and prediction intervals for the total cost.
We would also like to study prediction problems for multi-state models. Suppose, for
example, that we observe a fixed number of individuals over time as they are moving from
a state to another. It may be of interest to determine prediction regions for the number
of individuals in each state in a future time. Such problems can become very challenging
because of certain characteristics inherent to the datasets. Amongst many others, we can
encounter problems where the processes have certain forms of spatial dependencies or where
the data are aggregated (Kalbfleisch, Lawless & Vollmer 1983).
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