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 Code  MPP Award  Percent  Cummulative % 
1  CCSM  2,342,000  51%  51% 
2  CAM  1,085,00  24%  75% 
3  GCRM  375,000  8%  83% 
4  IMPACT  280,000  6%  89% 
5  GCM  100,000  2%  91% 
6  ATHAM  80,000  2%  93% 
7  POP  50,000  1%  94% 



































































































































































































































Third, the benchmarks will be used as an integral part of the system acceptance test and 
part of a continuous measurement of hardware and software performance throughout the 
operational lifetime of the NERSC-6 system.  
The NERSC evaluation strategy uses benchmark programs of varying complexity, 
ranging from kernels and microbenchmarks through stripped-down applications and full 
applications.  Each has its place: we use kernels and microbenchmarks to gain 
understanding, but applications to evaluate effectiveness and performance.   
 
The remainder of this document will concentrate on the NERSC-6 full application codes.  
For each of the codes a few key characteristics are presented, most of which have been 
obtained using the NERSC Integrated Performance Modeling (IPM) tool - an application 
profiling layer that uses a unique hashing approach to allow a fixed memory footprint and 
minimal CPU usage.  Key characteristics measured include the type and frequency of 
application-issued MPI calls, buffer sizes utilized for point-to-point and collective 
communications, the communication topology of each application, and in some cases, a 
time profile of the interprocessor communications.  Another key parameter of a 
completely different type is the computational intensity, the ratio of the number of 


































  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic 
56  30  7%  6  3%  32  7%  33.5  12% 






















  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic 
64  26  5%      18  3%  23  7% 










































  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic 
512  428  11%  98  6%  511  12%  565  21% 















































  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic 
256  143  7%  34  4%  111  5%  130  10% 


































  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic 
512  178  5%  52*  3%  230  5%  245  9% 






Parallelization The primary parallel programming model for MILC is a 4‐D domain decomposition with each MPI process assigned an equal number of sub‐lattices of contiguous sites. In a four‐dimensional problem, each site has eight nearest neighbors.  The code is organized so that message passing routines are compartmentalized from what is built as a library of single‐processor linear algebra routines.  Many recent production MILC runs have used the RHMC algorithm, which is an improvement in the molecular dynamics evolution process for QCD that reduces computational cost dramatically.   All three NERSC‐6 MILC tests are set up to actually do two runs each.  This is to more accurately represent the work that the CG solve must do in actual QCD simulations.  The CG solver will take insufficient iterations to converge if one starts with an ordered system, so we first do a short run with a few steps, with a larger step size, and with a loose convergence criterion.  This lets the lattice evolve from totally ordered.  In the NERSC‐6 version of the code, this portion of the run is timed as “INIT_TIME” and it takes about two minutes on the NERSC Cray XT4.  Then, starting with this “primed” lattice, we increase the accuracy for the CG solve, and the iteration count per solve goes up to a more representative value.  This is the portion of the code that we time.  Between 65,000 and 75,000 CG iterations are done (depending on problem size).    The three NERSC‐6 problems use weak scaling, and the only difference between the three is the size of the lattice; i.e., there are no differences in steps per trajectory or number of trajectories.  In Table 15, the local lattice size is based on the target concurrency.  Note that these sizes were chosen as a compromise between perceived science needs and a variety of practical considerations.  Scaling studies with larger concurrencies can easily be done using MILC.  Estimates of QCD runs in the time frame of the NERSC‐6 system include some of the lattices in the NERSC‐6 benchmark but also up to about 963 x 192.  Communication characteristics are 





























  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic 
256  488  25%  113  13%  203  9%  291  22% 
1024  n/a    456  13%  513  6%  1101  21% 













































  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic.  GFLOPs  Effic 
256  30  7%  517     665  31%  729  55% 









Franklin  213  1045  729 
Jaguar  129  1581  665 
BG/P  377  561  517 
HLRB‐II  694  993  890 




  CAM  GAMESS  GTC  IMPACT‐T  MAESTRO  MILC  PARATEC 




















29%    4%  9%  20%  120%  27% 
Cray XT4 % MPI 
large 
35%    6%  40%    23%  64% 
Cray XT4 % MPI 
extra large 
n/a  n/a  n/a  n/a  n/a  30%  n/a 
Cray XT4 avg 
msg size med 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For more information on the benchmarks see http://www.nersc.gov/projects/SDSA/software/?benchmark=NERSC5  
 
