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Recent research results show that there are significant gains in throughput to be realized with directional transmission and directional reception compared to using omnidirectional; however, no specific reservation/scheduling algorithms are presented [1] . In this article we propose a novel directional transmit and receive algorithm (DTRA) in wireless local area networks with directional antennas for quality of service support. To the best of our knowledge, all the previous work assumes omnidirectional reception at certain stages of the algorithms. However, the omnireceive requirement makes the protocol vulnerable to jamming. In this article no omniantennas or omnidirectional reception capability are assumed at all. The proposed algorithm exploits the beamforming capabilities of smart antennas to tailor resource access according to the services desired for individual traffic flows while limiting interference, probability of detection, and jamming in the network. Specifically, we present a TDMA-based MAC algorithm for load-dependent negotiation of slot reservations. Our new protocol offers four significant advantages: it assumes directional transmission/reception, it is distributed (i.e., it relies on local information only), it allocates slots to different links dynamically based on demand, and power control is easily carried out during neighbor discovery, reservation, and data transmission with very little overhead. We believe this is the first work on pure directional transmission and reception in wireless ad hoc networks. The algorithm can be used in many commercial and military applications. Preliminary simulation results indicate that DTRA performs much better than IEEE 802.11 for the network considered.
DTRA: Directional Transmission and Reception Algorithms in WLANs with Directional Antennas for QoS Support
ecently there has been strong interest in utilizing high-gain directional antennas for both transmission and reception in wireless ad hoc networks [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Directional antennas provide longer transmission range and higher data rate, and reduce signal interference in unnecessary directions as well as jamming susceptibility, and lower probability of detection (LPD). Furthermore, they greatly increase spatial reuse since it is possible to schedule multiple node pair transmissions simultaneously. Thus, one expects a mobile wireless network equipped with smart antennas to significantly improve performance in terms of quality of service (QoS, e.g., end-to-end delay and throughput), and its ability to thwart jamming and detection by hostile entities. The realizable gains for a specific network, however, depend on the capabilities of the antennas, transceivers, and control algorithms in use. There are many papers on control algorithms (medium access control, MAC) in wireless ad hoc networks using directional antennas ([1-10, references therein]; many references cannot be included here due to space limitation). However, all the previous work assumes omni-directional reception at certain stages of the algorithms (e.g., neighbor discovery, reservation, or scheduling). However, the omnireceive requirement makes the protocol vulnerable to jamming. Furthermore, in some systems, an omni-antenna might not be available or desirable. If there is even one omnidirectional frame in the protocol between a transmitter and a receiver, directional transmission must be limited in the coverage of the omnidirectional antennas. A chain is as strong as its weakest link. It is therefore necessary to develop algorithms for directional transmission and reception in wireless ad hoc networks.
Prior work on MAC in networks with directional antennas has covered a wide range of approaches including carrier sense multiple access with collision avoidance (CSMA/CA) [2] , space-division multiple access (SDMA) [3] , and time-division multiple access (TDMA) [4, 5] . In the SDMA protocol [3] , a node polls neighbors with an omnidirectional ready to receive (RTR) message that contains the node's training sequence. A training sequence indicates the directions in which a node accepts transmissions. Nodes that have data to send reply to the polling node using a directional request to send (DRTS) that contains each node's own training sequence. The polling node then replies to the accepted senders with a directional clear to send (DCTS) to complete the handshake. The use of directional antennas can therefore accommodate concurrent multiple senders to the polling node. Most of the R R work on scheduling multipoint transmissions has been performed in the context of TDMAbased networks with omnidirectional antennas. In [5] the authors propose an architecture that contains a high-rate mission data channel with an adaptive TDMA link scheduling protocol and an omnidirectional channel for neighbor discovery. The scheduling protocol is designed to take advantage of high-gain directional antennas. The link scheduling is adaptive to changes of node neighborhood topology caused by node mobility and link obstructions. However, the protocol still requires one separate omnidirectional control channel, which is vulnerable to detection and jamming.
The multihop request to send (RTS) MAC (MMAC) protocol proposed in [6] is a technique of using smart antennas to establish a multihop link through the RTS/CTS (clear to send) handshake. In MMAC, nodes keep profiles of the neighboring transceiver directions. Whenever a new data request arrives at the MAC layer, the MAC initiates carrier sensing in the direction of the intended receiver. If the channel is idle in that direction, the MAC then issues a directional RTS to the next hop in the path to the destination. Nodes on the path to the destination forward this RTS message directionally until the RTS reaches its destination. (The intermediate nodes on the path are neighbors discovered using omnidirectional reception.) The destination then replies with CTS directly to the sender, and the two nodes establish data communication. Neighboring nodes that fall within the range of this new directed link set their directional network allocation vector (DNAV) for the duration of the transmission. Similar to the directional RTS (other nodes when idle listen omnidirectionally) approaches, recently DA-MAC has been proposed [10] . DA-MAC uses directional listening to resolve the hidden terminal problem. It is assumed that each node is capable of listening to multiple nodes simultaneously with corresponding antenna patterns. Since a node does not know from where the signaling may come, it has to listen virtually in all directions; it is unclear if the current hardware can support this assumption. In this articl we only assume that a node can listen in one direction at any given time.
The algorithm proposed in this article performs link as opposed to node scheduling; it requires information only from one-hop neighbors to schedule a transmission; only the available slots at the sender and receiver are required to create a transmission schedule for the link that is conflict-free. The principal features that distinguish our MAC algorithm from others cited in the literature are its assumption about directional transmission/reception (no omni-antennas or omnidirectional reception capability) in the system and its ability to negotiate slot assignments on demand according to traffic load. When selecting slots for reservation, a node assesses slot occupancy, accounting for its reserved slots and also using information obtained from neighbors' transmissions for which it is either an intended or an accidental recipient. Preliminary simulation results indicate that DTRA performs much better than IEEE 802.11 for the network considered.
The rest of the article is organized as follows. We present the frame structure used in the TDMA algorithm. The neighbor discovery algorithm and the detailed directional transmission and reception algorithm are presented. Simple analysis about the overhead, waiting time for making reservation is given. We present simulation results and then conclude the article.
Frame Structure and Assumptions
Time is divided into frames, and each frame is divided into three subframes. As illustrated in Fig. 1 , the first subframe is devoted to neighbor discovery for detecting new nodes or nodes moved away; this is discussed later. The second subframes are used for two nodes to reassure their connection detected during neighbor discovery and to make data reservation; this is also discussed (we discuss why the second subframe is needed in the overhead analysis section). The third subframes are used for actual data transmission.
Each subframe is divided into slots. Each slot within the neighbor discovery/reservation period consists of multiple minislots. In both the neighbor discovery and reservation periods, we need a three-way handshaking for the purpose of power-level negotiation and reservation confirmation. The content of the 3-way messages used in neighbor discovery is different from that used in the reservation. For easy implementation, we will try to have the same message format in both cases (neighbor discovery and making reservation). The message length in the later case might be longer than the former one. Each mini-slot can accommodate 3-way handshaking messages used in both the neighbor discovery and reservation. We assume that there are n mini-slots in the first sub-frame and r mini-slots in the second sub-frame. The values of n and r may be different and can be configured during the network configuration time. The third subframe has M slots ( Fig. 1) .
In this article we assume that each node is equipped with one transceiver with a steerable antenna. All nodes are synchronized (either through GPS or other methods). A node must possess the following capabilities:
• Communication is half-duplex, but each node can rapidly switch between transmitting and receiving modes.
• Each node can form a single transmit or receive beam of arbitrary width ω < π radians and steer the beam in an arbitrary direction. Thus, each node has the ability to transmit and receive directionally.
• All nodes agree on the current time. A portion of each frame is dedicated to neighbor discovery, as shown in Fig. 1 . The protocol developed here is based on approaches in [7] [8] [9] 11] . In [9] it is assumed that when making a reservation, omnidirectional reception is used.
Neighbor Discovery and QoS Support Neighbor Discovery
In this section we first briefly review the neighbor discovery algorithms; details can be found in [7, 8] . Ongoing neighbor discovery occurs in the first subframe in Fig. 1 .
Scanning for Neighbors -For presentation purposes, we assume that a pair of nodes with directional antennas can communicate directly provided that the straight line connecting them is contained within both the current transmit beam of one node and the current receive beam of the other node.
n Figure 1 . TDMA frame structure.
Thus, the two nodes must point their beams at each other at the same time, and must be in the complementary transmit/receive mode (i.e., one must be transmitting and the other receiving). In a tactical network, communications are likely to take place in three dimensions. Not only will there be communications between terrestrial and airborne nodes, but also between terrestrial nodes located at various elevations and among airborne nodes flying at different altitudes. In order to formalize this condition, let (θ′, ϕ′) and (θ′′, ϕ′′) be the respective transmit and receive directions of the two nodes. For narrow-beam antennas, communication between the two nodes requires that the two beams point in opposite directions, and be in complementary transmit/receive mode; that is, θ′ = (θ′′ + π)mod 2π and ϕ′ = (ϕ′′ + π)mod 2π.
The key idea behind the neighbor discovery is to perform a search consistent with Eq. 1. We define a scan as a sequence (antenna-pointing directions and modes) that induces minimal coverage of the entire search volume by caps formed by the intersection of the volume (e.g., a hemisphere) and the beams of width ω centered over each pointing direction. Within each scan, nodes follow the predefined sequence, possibly in opposite polarities. When scanning, a node transmits an advertisement in each specified direction. When listening, a node waits for advertisements. If a listening node receives an advertisement, it responds directionally with its own advertisement and expects to receive an acknowledgment in return, all within a short time interval. Each portion of this three-way handshake can be used to exchange transmit power level information and refine directional information. An exemplary three-step handshake is presented later. An illustration of the algorithm is given in Fig. 2 . At the start of a scan, nodes 0, 2, and 4 decide to be in scanning mode, while nodes 1, 3, and 5 are in listening mode. According to the predefined search sequence, at time t 1 all of nodes 0, 2, and 4 are transmitting in a direction of 45°(we assume the y-axis is 0°), while all of the other three nodes are listening in a direction of 225°. No nodes are discovered at time t 1 . At time t 2 , nodes 0, 2, and 4 transmit in a direction of 90°, and other nodes are listening in a direction of 270°. Nodes 0 and 1 discover each other at time t 2 . The process continues until all the directions in the search sequence are visited.
Mode Selection -A node might detect all of its potential neighbors within a single scan of the sequence of directions, but it will usually require multiple scans to find them. The lower and upper limits on the number of scans necessary for all nodes in the network to discover all of their potential neighbors depends on the characteristics of the achievable network graph and the algorithm a node uses to select its mode, scanning or listening, for each scan. Here we present a deterministic mode selection algorithm. Each node is initialized with parameters N and j, where j ∈ {0, … N -1} (its unique identifier) and N is the maximum number of nodes in the network. Each node's ID, j, is coded into a binary form. If the number of digits is less than log 2 N, 0's are added to the left up to log 2 N digits. For example, if N = 16 and j = 3, its binary form is 0011. For scan i, if the ith digit is 0, it chooses listening mode; if it is 1, it chooses scan mode. Thus, during the first scan a node has the opportunity to detec half of its neighbors in the network (if they are within the reachable range). It can easily be proved that, for any two nodes, there is at least one different digit in their binary code, which in turn implies that the two nodes can be detected by each other in at most log 2 N scans if they are within the reachable range.
Note that in order for this scheme to work well, each node must be assigned the parameters N and j first. This can be done through a rendezvous point, which can be accessed by all the nodes. Once the node obtains these two parameters, there is no need to communicate with the rendezvous point anymore. As more nodes join/leave the network, the maximum number of nodes may change. Occasionally reconfiguration might be needed to have a more efficient algorithm. Other alternatives are to be investigated. In [8] a random mode selection algorithm is proposed that does not require the parameters N and j. Under this scheme, at the start of each scan a node decides randomly whether to be in scan or listen mode with equal probability (1/2), independent of the decisions made in previous scans.
Three-Way
Handshaking -This section describes a three-way handshake algorithm, including the actions taken by each node and the messages exchanged between the two nodes, designated nodes 1 and 2, at each pointing position (direction) during the neighbor discovery process. The message contents discussed are those that relate specifically to the handshake algorithm.
Handshake
Step 1 -Node 1 transmits message M 1,1 advertising itself to potential neighbors at transmit power level trn 1,1 = trn max , the transceiver's maximum transmit power level. Handshake Step 2 -Node 2 listens for a transmission. If none is received, node 2 abandons the handshake. Otherwise, if node 2 successfully receives M 1,1 , it knows that node 1 exists and may advertise itself to node 1, depending on the level of the received signal power, rcv 1,1 , measured by node 2. If rcv 1,1 < rcv min or rcv 1,1 > rcv max , node 2 computes a recommended increment for node 1's transmit power level, trn 1 ; more details can be found in [7] . If trn 1 < trn max , node 2 proceeds with the handshake. Upon identifying node 1 as a potential neighbor, node 2 begins the process of establishing future rendezvous times at which both nodes can reassess their neighbor relationship and make reservations. Node 2 transmits message M 2,1 to node 1 at transmission power level trn 1 . M 2,1 contains:
n Figure 2 . Illustration of the scanning algorithm. , it knows that node 1 confirms the reservation. It is also agreed that node 1 will always start the reservation process. The agreed minislots for reservation between two nodes are valid till the time when the two nodes detect each other again. At that time, they have the option to keep using the agreed minislot or select a different minislot. This completes the description of three-way handshakes.
Making a Reservation
As described in the previous section, during the neighbor discovery process, two nodes detect each other and agree on a future time slot at which the two nodes would reassure each other of the connection and see if they can make any reservations. Reassurance and reservation are done at the second subframe, as shown in Fig. 1 . When redetecting each other and making a reservation, one solution is for the two nodes to simply point each other in the direction agreed on during neighbor discovery at the agreed minislot. If the two nodes cannot find each other in that direction, they have to wait till their next agreed minislot in the following frames or neighbor discovery time.
At the time the two nodes agree to reassure their connectivity, they also agree that node A will initiate the three-way handshake. Node A will start the handshake, indicating its available slots and also whether node A wants to make a reservation. Message M 1 contains:
• Node A's identifier • Node B's identifier • trn 1 • Reservation/no reservation • k (minimum number of slots required)
• R_free 1 trn 1 is the transmission power node A uses. Node A indicates whether it desires to make a reservation in the reservation/no reservation bit. R_free 1 is the set of available slots within the frame (or over a fixed number of frames) for reservation ordered according to ranking based on releasing metric.
There are three cases to consider.
Node A Wants to Make the Reservation -In this case, node A indicates that it wants to make reservation and the number of slots desired. Node B computes the power level received from node A and also computes a set of free slots, which are common to both nodes. If the number of common slots is less than required, no reservation can be made (for QoS support see later section), but the two nodes keep the last direction in which they contacted each other and may continue in the next agreed minislot in the following frames. If the number of available common slots for both nodes is equal to (or greater than) that required by node A, node B replies to node A with a newly computed power level, trn 2 , and the set of common slots reserved for data transmission, R_free_com, through message M 2 , which contains: Node A Does Not Want to Make the Reservation, but Node B Does -In this case, node A indicates that it does not have any desire to make a reservation but indicates the available slots in case node B would like to make reservation. Node B computes the common available slots and replies to node A based on the following cases. If the number of common slots available for both nodes is less than node B needs, node B abandons the reservation (QoS support is discussed later) but the two nodes keep the last direction they contacted each other and may continue in the next agreed mini-slot in the following frames. If the number of common slots available is within the acceptable range, node B confirms the reservation by sending the set of slots reserved, R_free_com. Node B also computes a new power level for node A to use. Node A sends back a confirmation.
Neither Node A nor B Wants to Make a Reservation -In this case, node A indicates that it does not have any desire to make a reservation, but still indicates the available slots (as node A does not know yet if node B wants to make one). Node B replies with no reservation desired, but the two nodes keep the last direction they contacted each other and continue in the next agreed minislot. Node A also sends back an acknowledgment to confirm.
QoS Support
To provide QoS support, we set three priority queues for each neighbor. Priority 1 has the highest priority. Available slots are ranked with priority or releasing metric, which indicates the potential adverse impact of deallocating a slot. This is used, when necessary, in arbitration for reallocation of time slots serving lower-priority needs in order to serve higher-priority needs. When making a reservation, if there are not enough available slots for higher-priority traffic, slots allocated for lower priority can be asked to be deallocated according to its releasing metric or simply preempted by higher priority traffic. To ensure fairness, a threshold on the maximum number of slots for each priority class should be set. These thresholds will be configurable parameters.
Overhead Analysis
The total number of minislots required for a complete scan is log 2 N * L, where L is the number of directions within one scan to cover the whole volume. Let F be the total number of minislots in a frame. The time it takes to finish a complete scan is log 2 N * L*F/n. The portion of a frame devoted to neighbor discovery and reservation, or overhead, is (n+r)/F, where n and r are defined earlier.
Let the length of one frame be 1 s. For a beamwidth of 5°, it takes about 300 µs to finish the three-way handshake [7] , taking the beam switching time, guard time, and message lengths into account; therefore, the minislot length should be about 300 µs. Let one slot consist of 10 minislots; then one slot length will be 3 ms. One frame consists of 333 slots. Let n 1 be 10 * 10 = 100 and r 1 be 20 * 10 = 200. Then 100 * .3 ms = 30 ms/frame is devoted to neighbor discovery and another 60 ms/frame is devoted to reservation. The total overhead is about 9 percent. It takes 1050 beams to finish one complete hemisphere scan for a beamwidth of 5°. In practice, we expect the need for a true spherical scan will be rare, and usually a scan of at most half of the sphere (e.g., a hemisphere or half a hemisphere) is sufficient. If N =128, it will take 1050 * 7/100 = 70 s to finish one entire scan (all of the nodes in the hemisphere are detected) for deterministic mode selection. That is, a new node will be discovered on average in about a half minute and in 70 s maximum. Since N = 128, m (defined earlier) can be set at 2. In this case, any two-node pair can make reservation every 2 frames (or 2 s) at maximum, and on average, nodes can make a reservation within 1 s. If reservations can only be made during neighbor discovery, the waiting time for making new reservations would be too long. That is why the second subframe in Fig. 1 is introduced.
Preliminary Simulation Results
To evaluate its performance, this protocol has been implemented in QualNet. 1 In this simulation it is assumed that there is a cluster network of 14 nodes, initially uniformly distributed within a 200 m × 200 m area. All the nodes can reach each other in one hop (even with omnidirectional antennas). The traffic consists of seven bidirectional constant bit rate (CBR) streams between seven independent pairs of nodes. The mobility pattern is assumed to be the random waypoint model with maximum speed of 10 mi/h. There are 100 slots in one frame. The number of slots allocated for neighbor discovery is five, and the number of slots allocated for making reservation is four. There are six minislots in each slot, and the duration of a minislot is 0.5 ms. The overhead is therefore 9 percent. The performance is compared against an IEEE 802.11 system that uses a CSMA/CA system. The scenario is designed so as study the impact of the MAC protocol independent of rest of the networking stack. Figure 3 shows the throughput improvement of the protocol over the IEEE 802.11 system. The system throughput under DTRA can be six times that of the 802.11 system. The factor of 6 improvement is from the increased spatial reuse with directional antenna systems. Figure 4 shows the delay improvement of the protocol for the scenario described above. At very low loads, the 802.11 protocol has lower delay due to the contention nature of the protocol. At about 300 kb/s, the system saturates due to increased collisions, and the delay for certain packets could be infinity. At low loads, DTRA exhibits higher delay due to the scheduling of the protocol. Even at those low loads, nodes suffer only a single frame delay, which is still reasonably low. At higher load, the delay under DTRA remains low (compared to infinity in the IEEE 802.11 case).
Conclusions
In this article we have proposed a pure directional transmission/reception TDMA algorithm in wireless ad hoc networks with smart antennas. The protocol is distributed and can dynamically assign slots to links based on traffic demand. For the given example, we notice that for an overhead of 9 percent for neighbor discovery and reservation, the time (average or maximum) to make a reservation and discover new nodes is quite reasonable. The algorithm is useful when omnidirectional antennas are not available or desirable due to anti-jamming requirement. Preliminary simulation results show DTRA outperforms existing ones for some given network scenario. The next step is to carry out extensive simulation to investigate the performance of the DTRA in realistic networks to determine how well they perform. For example, simulations will be conducted for different node placement scenarios and different mobility patterns. The adaptability of the reservation scheme n Figure 4 . to traffic demand will be demonstrated while considering directional interference from other nodes. Special consideration must be given when three or more nodes are almost in a straight line.
