Objectives: To develop and test a set of measures of quality of care in the process of sepsis management, to determine the inter-rater reliability of case-note review in assessment of these measures and to assess our current standard of care.
Introduction
Sepsis is estimated to cause 10 000 deaths per year in the UK and appropriate measures of quality of care are required in order to improve its management. Our study had three principal objectives: first, to identify the key processes of care that should be delivered; secondly, to assess the reliability of measures of these processes and thirdly, to establish the current standards of care in sepsis management in our hospital.
Patients and methods

Failure modes and effects analysis
Failure modes and effects analysis (FMEA) is used to assess the risk of failure and harm in processes and to identify the most important areas for process improvements. 1 We asked an Infectious Diseases team to discuss five failure modes and allocate each a risk priority number. The risk priority number for each process was calculated by multiplying scores for three domains: likelihood of occurrence, likelihood of detection and severity of the failure mode. The maximum score for each domain was 10 so the range of possible risk priority numbers was 1 -1000.
Reliability of measures of processes of care from case-note review
We used a computer program to randomly select 100 cases from 3571 blood cultures taken between 1 January and 30 April 2006, in order to identify 40 cases with sepsis (the systemic inflammatory response syndrome plus an identifiable site of infection). We measured agreement between two independent groups, each with three members of staff from the infection unit. The observed agreement, expected 'chance' agreement, kappa statistic, proportions of positive ( p pos ) and negative ( p neg ) agreements and bias-adjusted kappa were calculated for each measure with the Diagnostic and Agreement Statistics spreadsheet. 2 In addition to data about processes of care, we evaluated outcome by identifying any adverse event relevant to sepsis that occurred using the Institute for Healthcare Improvement's Adverse Event Trigger Tool. 3 
Results
Failure modes and effects analysis
The FMEA meetings did not identify additional areas of concern not already covered in our five measures of quality of care. A delay in antibiotic administration was considered to be the highest risk failure mode, with a risk priority number of 280, and the lack of available nursing observations considered to be the lowest risk failure mode, with a risk priority number of 16.
Reliability of measures of processes of care from case-note review
Levels of agreement for objective measures, such as a time delay, were high (82.5% to 95.0%) with kappa of 0.43-0.75, representing at least moderate agreement (Table 1) . For more subjective measures, such as appropriateness of antibiotics, agreement was lower (62.5% to 77.5%) with kappa as low as 0.08, representing only slight agreement ( Table 2) . 4 Assessing the current standard of care
There were deficiencies in standards for all measures of quality of care (Table 2 ). Forty per cent of patients had an unacceptable delay (.4 h) in receiving an antibiotic, the measure with the highest risk priority number assigned by the FMEA team. Adverse events were frequent, with 15 out of 40 patients having an adverse event reported by at least one team. There was no in-patient mortality.
Discussion
The first aim of this project was to identify and test measures of quality of care important in the management of sepsis. We identified five measures from the previous literature and no additional areas of concern were identified by our teams. The calculation of a risk priority number gives a quantitative assessment of the level of risk attributed to each failure mode (Table 1) . We recognize that our multidisciplinary teams included members from Infectious Diseases and that further investigation with teams from other disciplines is required. The second aim of the study was to test the reliability of case-note review as a method of assessment of measures of quality of care in the management of sepsis. The kappa statistic compares the observed agreement with the agreement that could be expected to occur by chance. 4 The Cochrane Effective Practice and Organisation of Care Group define a reliable primary outcome measure as at least 90% agreement between two or more raters or kappa greater than or equal to 0.8. 5 However, there is considerable inconsistency in the level of kappa that is used to indicate acceptable agreement, for example, a kappa of 0.4 has been advocated for indicators of the quality of care of pneumonia. 6 Rather than selecting a single, arbitrary threshold for acceptability, it may be preferable to report agreement over the whole range of kappa from 0 to 1. 4 A kappa value becomes unreliable when the incidence rate for the discrete variable being measured is low, thus it is important to present the underlying observation rates in addition to the agreement and kappa statistic. 6 The low kappa scores achieved for some of our measures (e.g. 0.47 for delay in blood culture being taken) were initially surprising because the level of agreement was high (95%). The explanation is that there were very few cases in which there was a delay of over 24 h from onset of sepsis to having blood cultured. Therefore, when asked whether or not this delay had occurred, the reviewers could have predicted the answer before even looking at the case notes, so similar agreement could have easily occurred by chance. 7 The most complex and subjective measure with the lowest inter-rater reliability was the appropriateness of antibiotic therapy. Previous studies have reported kappa values for interrater reliability for composite quality indicators that are frankly not credible, for example, '.0.98 in all cases'. 8 When data abstraction is carried out by trained abstractors, the inter-rater reliability is likely to be the best possible, yet kappa values may be as low as 0.39 for composite quality indicators. 6 The key issue is whether or not the actual agreement is sufficient for the application of the quality indicator, it is essential to report the actual levels of agreement, not just kappa. 9 To try and improve the accuracy of data abstraction, we used teams of three and then compared agreement across these teams. However, previous research has questioned the value of using teams of two or more people to extract data. 10 Two independent, single reviewers may, therefore, be sufficient for data abstraction and tests of inter-rater reliability.
The main strengths of this study are that we have involved a multidisciplinary clinical team in a rigorous analysis of the reliability of key processes of care for patients with sepsis. Strengths in the analysis and reporting include the use of multiple reliability indicators and the reporting of raw data as well as per cent agreement and kappa.
An important weakness of the study was that we pre-selected patients with sepsis for detailed case-note review rather than reviewing a random sample of patients. This meant that we could not calculate the incidence of sepsis in the underlying (sample) population, which would have made our kappa values more reliable. 6 A second weakness is that the number of case notes reviewed was too small to achieve clinically significant kappa values in subgroup analyses. The decision to analyse 40 sets of notes was based on power calculations, but these had not taken into account the possibility of requiring subgroup analyses.
Conclusions and further work
Four of five of our measures of quality of care are suitable for the assessment of quality of care with at least moderate agreement as defined by kappa. The reliability could be improved further by increasing the clarity of start points in questions regarding timing. The measure regarding appropriateness of antibiotic prescribed needs further development.
