We formulate an implementation of a Jacobi iterative solver for sparse linear systems that iterates the distinct components of the solution with different precision in terms of mantissa length. Starting with very low accuracy, and using an inexpensive test, our technique extends the mantissa length for those component updates when and where this is required. Numerical experiments reveal that, for a solver that pursues IEEE double precision accuracy in the solution (i.e., mantissa of 52 binary digits), the precision required to reach convergence for the distinct components can differ significantly during the iteration so that, during most of this process, only a few components may require operating with the full length of the mantissa. Thus, with operations involving a longer mantissa yielding a higher power usage, energy savings can potentially be obtained by using a truncated format. Finally, we introduce a novel metric which quantifies the average mantissa length during the iteration, and exposes the resource savings of the Jacobi solver with adaptive mantissa.
INTRODUCTION
Power and energy presently pose two major obstacles to build faster computer architectures. Concretely, the end of Dennard's scaling [12] , combined with fixed power budgets, have resulted in the power dissipation capacity of CMOS technology severely constraining the number of transistors that can be active in current chips [14, 16, 29] . In addition, energy consumption exerts pressure on large supercomputing facilities, in terms of economic costs [20, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. 21] , but also at a much smaller scale, for example by reducing the battery lifetime of hand-held (mobile) devices.
Dark silicon (i.e., keeping only the necessary parts of the chip active) is currently fueling the development and adoption of heterogeneous architectures equipped with hardware accelerators (coprocessors), such as AMD and NVIDIA's graphics processing units (GPUs) or the Intel Xeon Phi [1] . Following this trend, applicationspecific coprocessors will eventually become the only path to keep up with the advances in computing performance predicted by Moore's Law [23] . However, for specialization to be a viable path to leverage dark silicon, it must provide reasonable acceleration and energy savings over a wide range of workloads, thus favoring the adoption of reconfigurable accelerators based on FPGAs (field programmable gate arrays) [26] .
Approximate computing (AC) has been proposed as a means to tackle the "utilization wall," by focusing only on those parts of the computation that have a visible effect on the quality of the result, thus trading off accuracy (and/or reliability) for energy consumption [22, 24, 27] . However, AC is, in general, inappropriate for numerical computations, where high accuracy is usually a must, and tiny errors can easily propagate to produce a useless solution.
In this paper, we consider the numerical solution of sparse linear systems via iterative algorithms. Concretely, we focus on the Jacobi method [25] , a component-wise relaxation (i.e., stationary) solver of appealing simplicity and parallelism. This type of iterative method naturally embeds a certain degree of error resilience in case of hardware outage or a low error rate [5, 3] . In our work, we exploit this fault tolerance differently, in order to formulate a specialized solver that can operate with component-wise variable precision. Specifically, our solver initially iterates with a very short mantissa, but relies on a light-weight test to adaptively extend its length component-wise, as it becomes necessary. By operating with reduced (adaptive) precision, we can expect a potential delay in the iteration convergence. However, the hope in this AC adaptive precision approach is that, with the utilization of longer mantissas drawing higher power consumption, energy savings can still be obtained by eventually implementing this technique in an energy-efficient FPGA circuit with multiple precision formats.
The rest of the paper is structured as follows. In Section 2 we describe related work. In Section 3 we briefly review the stationary solvers, focusing on the Jacobi method. This is followed by the major contributions of our paper: In Section 4 we derive an adaptivemantissa scheme for the Jacobi method; and in Sections 5-6 we experimentally evaluatate the convergence and the quantification of energy savings via a novel metric that captures the aggregated number of mantissa binary digits (bits) that can be saved with our technique. Finally, we close the paper in Section 7 with a number of concluding remarks and a discussion of future work.
RELATED WORK
AC has recently been proposed as a means to trade off accuracy for energy in general-purpose applications, thus helping to address utilization and energy challenges. The key is that many applications naturally embed a certain degree of tolerance to "errors," which can be leveraged to reduce the energy that is usually spent to guarantee correctness. For example, in image rendering, it may be reasonable to accept a small number of erroneous pixels from a video decoder in return for extended battery life. Other examples include probabilistic inference applications, audio signal processing, service profiling, Monte Carlo simulations, and machine learning algorithms; see [22, 27] and the references therein.
The effect of rounding errors and finite precision arithmetic on LA methods has been studied extensively in the recent decades. The general conclusion is that, during the operation of a numerically stable algorithm, tiny rounding errors in the floating-point arithmetic can accumulate to produce a solution with a quality that is bounded by the precision arithmetic and the conditioning of the problem [17] . For dense and sparse LA computations, the current practice is to perform all computations in double precision. The only significant exception is the use of mixed single-double precision arithmetic, in combination with iterative refinement, which can be, for example, applied in direct and iterative solvers for dense and sparse linear systems to produce a solution with double precision accuracy, at roughly the cost of operating with single precision arithmetic [4, 6, 7] .
Some recent work [15] proposes a significance-driven execution of the Jacobi method that reduces energy consumption via near threshold voltage computing (NTVC). This approach integrates an execution scheme that switches between highly concurrent nearthreshold (error-prone) execution and sequential above-threshold (error-free) execution, as the iteration converges. This technique thus points in the direction of a connection between AC and fault tolerance for soft (transient) errors, but operates at the level of the complete solver, applying a criterion that is too coarse to yield a practical switching point for the Jacobi method.
For the iterative solution of sparse linear systems, our work explicitly exposes the link between AC and fault tolerance. For example, in the event of bit-flips that corrupt the result from one or more arithmetic operations, fault tolerance aims to deliver a "correct" solution (as exact as possible with respect to the conditioning and the precision arithmetic). Compared with this, our proposal for AC also pursues convergence to the correct solution, but employs different precision levels during the iteration, which can be roughly viewed as errors introduced in the digits that are "chopped" during the computations. This insight paves the road to exploit AC in combination with recent advances in the development of fault-tolerant iterative solvers for sparse linear systems [8, 18, 13, 28] .
Following this idea, in this paper we revisit our previous work on fault tolerance for the Jacobi method [3] to elaborate on a version of this solver that adapts the precision of the computations where and when it is necessary. Our work thus provides a solution that is both more flexible and more powerful than a simple mixed precision approach, providing a common framework to tackle AC and fault tolerance in the iterative solution of sparse linear systems via the Jacobi method.
STATIONARY METHODS
Let us consider the linear system Ax = b, where A ∈ R n×n is a sparse matrix, b ∈ R n denotes the right-hand side vector, and x ∈ R n contains the solution. Stationary solvers, such as the Jacobi and Gauss-Seidel iterations [25] , apply component-wise relaxation to update, at each iteration k, each individual component of an approximate solution x {k} , with respect to A, b, and x {k−1} . In the particular case of the Jacobi method, this update can be explicitly formulated as:
where D ∈ R n×n is a diagonal matrix that only contains the diagonal entries of A, and x {0} corresponds to a starting solution guess [25] . An appealing property of the Jacobi method is that all components of x {k} can be obtained in parallel, as the update on any component x {k} i involves values from x {k−1} only. In contrast, the Gauss-Seidel method requires values from both the last and the current iterate, imposing a specific updating order that strongly constrains its concurrency.
From the numerical perspective, the Jacobi iteration converges if the spectral radius of the iteration matrix M is smaller than one [25] . This turns a Jacobi-based solver into an appealing approach for a variety of problems, including the approximate solution of sparse triangular solves in the context of iterative ILU preconditioning [10, 2] .
To close this short review, we note that the adaptive-mantissa version of the Jacobi method that we propose in this work preserves the convergence property of the original method, with the only limitation being a potential decrease in the convergence rate. In particular, the Jacobi iteration itself remains untouched, and the implementation is only extended with an additional test for the contraction property at the component level. This is used to identify those components of x {k} for which the following iterations have to be handled with a higher precision format.
MANTISSA-ADAPTIVE FORMULATION
OF THE JACOBI METHOD
Component-wise mantissa extension
We open this section by noting that, in the IEEE 754 doubleprecision binary floating-point format, the sign takes 1 bit; the exponent occupies 11 bits; and the "precision" of the significand (or mantissa) is 53 bits, with only 52 of these bits explicitly being stored. Overall, this offers a precision of 15-17 significant decimal digits [19] .
The concept we use to dynamically adapt the mantissa length is similar to the fault detection strategy proposed in [3] . Starting with the solver operating with a very short mantissa for all components, our approach checks whether the mantissa should be extended for a certain component by exploiting the property that, in a synchronous relaxation method such as Jacobi, the contraction property is fulfilled component-wise. Concretely, this property establishes that, for any component of the approximate solution vectors at iterations k and k − 1, ∃ 0 < θ i < 1 :
Furthermore, due to the linear convergence rate of the Jacobi iteration, the ratios
are, in general, different for the distinct components, but they remain constant up to convergence; i.e., c
. . = c i , where we note that c i > 1 is necessary for convergence.
The key to our approach is that in an execution with a certain precision arithmetic, deviations from this contraction constant c i indicate that this component has converged in the "current" format. More precisely, an exploding ratio z {k−1} i /z {i} i due to a very small z {k} i serves as an indication that the approximation for this component has converged for the system considered in the current precision. If that is the case, in the adaptive-mantissa version of the Jacobi method, the mantissa length is extended for this component. In a strongly coupled system, stagnation of a component might require higher precision for another, adjacent component. However, in a case where extending the component's precision does not resolve the problem, stagnation will propagate through the system, and eventually the adjacent component will also be extended.
To reduce the cost of the test, one can search for deviations from the contraction constant, not after every iteration, but at a lower pace. This is equivalent to considering a test based on the deviations between the ratio z
and c φ i , where the integer φ ≥ 1 determines the periodicity of the test. Now, the use of limited precision can be expected to introduce rounding effects that result in variations from the expected linear convergence rate. To account for these, a test which determines whether a component needs to iterate with a higher precision (i.e., longer mantissa length) could rely on a tolerance-based estimation of the difference. Concretely, for some thresholdδ , the extension condition
can be used to determine that a mantissa extension is necessary. In practice, we bound this threshold by setting
for some user-defined 0 < δ < 1. This ensures that stagnation, as indicated by z
. . smoothly approaches zero without violating the threshold condition.
In the application of this convergence check, the threshold controls how quickly the mantissa is extended: For small values of δ , minor deviations from the expected convergence rapidly trigger a mantissa extension; conversely, for large values of this parameter, the mantissa is extended only very gradually as the deviations need to be quite significant to induce an extension. Consequently, small thresholds can be expected to result in a convergence rate that is only slightly different from that of the Jacobi method operating with full precision, while large thresholds may typically result in a larger convergence delay. In case stagnation is detected, and the mantissa was extended for at least one of the components, the next iteration has to propagate the information made available via the higher accuracy, and should not trigger additional mantissa extension. Also, the subsequent iteration should be non-relevant for a mantissa extension, as the ratios z {k−φ } i /z {k} i need to realign. In summary, every mantissa extension is followed by two iterations where the components are updated without checking for stagnation. This can become a bottleneck for problems with fast convergence.
From equation (5) it is obvious that larger precision-related deviations from the contraction constant c i can be tolerated for larger differences from c φ i − 1. Hence, for an efficient realization, the periodicity of the test (i.e. the constant φ ) should be reasonably large. This also helps to reduce the overhead of the test. The disadvantage is that a low frequency can "waste" a high number of iterations. Alternatively, arbitrary thresholds can be chosen in the extension condition (4) by explicitly excluding the value 1. However, this results in a more complex extension test, and increased computational cost.
Implementation details
A practical detail that is important to note is that the first iteration cannot be used to derive the contraction constant rates c i in (5). For example, for a component where the matrix row contains a non-zero only on the diagonal, the exact solution is generated by the first update, and this component remains unmodified during the iteration. Typically, obtaining the contraction constants from the third or fourth iteration provides appropriate values. In practice this means that the initial 1-3 iterations are performed in full precision (i.e., using a mantissa of full length) to obtain exact values for c i .
The application of the threshold test every φ > 1 iterations tolerates larger rounding effects by choosing a larger threshold, as explained in Section 4.1. Also, when this condition is violated, we extend the mantissa length for the corresponding component by γ binary digits. The parameters γ and φ should be adapted to the target system: If the first iterations in full precision expose a fast convergence rate, the frequency should be increased (smaller φ ), and/or the extensions should be substantial (larger γ). The implementation of this strategy for a user-defined threshold δ is outlined in Figure 1 using MATLAB® code. There, the variable flag is used to ignore convergence perturbations in the two iterations following a mantissa extension.
EXPERIMENTAL EVALUATION

Setup and solvers
All the experiments in this section were performed using MAT-LAB (release R2014a) and IEEE 754 double-precision (64-bit) arithmetic, on a server equipped with two Intel Xeon E5-2670 sockets (2× 16 cores, operating at 2.6 GHz) and 64 GB of RAM.
For reference, in the evaluation we include two standard implementations of the Jacobi method, operating with full precision (mantissa of 52 bits) and a cropped format where the mantissa is truncated to 8 bits respectively. Hereafter, we will refer to these two respective versions as the full-mantissa Jacobi (or simply, Jacobi) and the 8bit-mantissa Jacobi. Obviously, the latter will typically not converge to a solution with high accuracy, but rather stagnate at a certain level. (In general, the 8bit-mantissa Jacobi could also diverge in case the perturbed system does not fulfill the contraction property.) Our adaptive-mantissa version of Jacobi is also started with a mantissa length of 8 binary digits, but this value is extended as dictated by the test (4)- (5) for the distinct components. This accuracy is sufficient for the iteration matrix to fulfill the contraction property. The default gradient used by the adaptive-mantissa Jacobi to extend the mantissa is γ = 8, but similar results were observed for γ = 4. We note that there exits an interaction among δ , φ , and γ, as they modulate the "speed" with which the precision is extended.
Benchmark problem and convergence criterion
The test problem is a 27-pt stencil discretization of the 3D Laplace problem using a uniform 16 × 16 × 16 mesh. This results in a system matrix of size 4,096 with 97,336 nonzeros and a condition number of 93.6. The solvers use a right-hand side vector b with all its components set to 1, and commence with the initial starting guess x {k} = 0. The convergence and stopping criterion are based on the relative residual norm,
being smaller than a certain convergence threshold τ.
Simulation of adaptive precision hardware
For our experimental analysis of the adaptive-mantissa Jacobi, the hardware that handles the distinct components with different accuracy (adaptive mantissa length) is emulated as follows. At iteration k, for a component i that is to be computed with a mantissa of length L +p i is computed using 64-bit arithmetic and the result is finally truncated to the desired precision.
For the 8bit-mantissa Jacobi, L {k} i = 8 during the complete iteration.
The reason to enforce this emulated mode is that our hardware does not support the necessary range of mantissa formats, and truncating the output of all floating-point operations (flops), via software, during the simulation is too expensive. We recognize that, mathematically, our "dot-based" emulated truncation, which operates at the level of the dot product that updates a given component x {k} i , is not identical to using an actual truncated format for all the computations (i.e., truncating per flop). However, we expect that the differences are similar to those resulting from the application of different reduction schemes in the accumulation for the dot products. Figure 2 compares, for a smaller variant of the Laplace benchmark (4 × 4 × 4 grid with n =64), the behaviour of the dot-based emulated truncation strategy and an actual execution where all flops are truncated to the desired precision ("flop-based" truncated precision processor). The left-hand side plots report the relative residual R x {k} as the iteration progresses, showing close convergence rates for both variants, independently of the value δ . The right-hand side plot summarizes the number of bits employed by the adaptive-mantissa Jacobi with dot-based and flop-based truncations, at each iteration, into three values: minimum, maximum, and average. Let us assume that, at iteration k, these values are respectively min {k} , max {k} and avg {k} . This means that the updates of all components in x {k} employ between min {k} and max {k} mantissa bits, and on average they utilize avg {k} bits. Note that these plots reflect a scenario where the initial 3 iterations are performed in full precision to obtain c i . In addition, we can observe a small gap in favor of the dot-based emulated truncation strategy from the point of views of all three bit quantification metrics, larger for δ = 0.9, which can be judged to be around 5 bits for the average number of bits.
Selecting the tolerance threshold δ
The plots in the left-hand side of Figure 3 compare the convergence rates of the two reference versions (full-mantissa Jacobi and 8bit-mantissa Jacobi) with that of the adaptive-mantissa Jacobi, for different values of the threshold δ , and the (16 × 16 × 16) 3D Laplace problem. The right-hand side plots in the figure visualize the variation of the minimum, maximum and average mantissa lengths for the adaptive-mantissa Jacobi across the iteration process. The plots on both sides also indicate the iterations where, for the adaptive variant, the mantissa of at least one component is extended by γ = 8 additional digits.
The plots on the left-hand side of the figure show that the 8bit-mantissa Jacobi does not converge, but stagnates at a certain residual level which is conformal with the constrained precision employed in this version. Conversely, the adaptive version presents minor convergence deviations from the Jacobi implementation using full precision for all three values of the extension threshold δ , with a gap that grows slightly with this parameter. This appealing behavior of the adaptive-mantissa Jacobi comes from a steady extension of the mantissa during the iteration, very rapid for δ = 0.1,
Figure 2: Convergence (left) and behavior of the mantissa length (right) for the adaptive-mantissa Jacobi using (the appropriate) truncated precision for all flops (solid lines), and the emulated truncation strategy that operates at the level of the dot products only (dotted lines). The test case is a 27-pt stencil discretization of the 3D Laplace problem using a 4 × 4 × 4 grid. For this experiment, φ = 1 and the mantissa was extended by γ = 4 bits when required by the threshold test using δ = 0.1 (top) and δ = 0.9 (bottom). and slower for the remaining two threshold values. For the smallest value of δ , the average mantissa length in the adaptive-mantissa iteration is extended close to full precision at about iteration 200. Compared to this, the results obtained with δ = 0.5 and 0.9 demonstrate that it is possible to operate most of the time with a much shorter average mantissa, and still attain (almost) the same level of accuracy in the intermediate and final residuals in about the same number of iterations.
In order to select the best value for δ as well as assess the actual savings that the adaptive-mantissa Jacobi renders, up to a certain iteration/convergence residual, we propose to quantify the computational cost, and therefore the potential savings, in terms of the number of mantissa bits (resources) that are "consumed" up to that point. For iteration k, we define the computational cost from the combination of nonzeros in the distinct rows of A, say nnz i (A), with the mantissa formats used in this iteration for each component:
Thus, assuming the desired relative residual stopping criterion has been reached at iterationk, we can define the total computational cost as:
For the full-mantissa Jacobi, we note that the total computational cost in this scenario is equivalent to the number of nonzeros of A, multiplied by the number of iterationsk and the value 52 (full mantissa length). For the adaptive-mantissa, the computational cost is obtained incrementally, by simply aggregating the cost of the distinct iterations into C [1,k] , while taking into account that the first three iterations are performed in full accuracy (to derive precise values for c i ). Figure 4 (left) compares the computational costs (in bits) of the full-mantissa Jacobi and the adaptive-mantissa variant for the three previous values of the extension threshold δ . Concretely, for δ = 0.1, the cost of the adaptive-mantissa Jacobi is close to that of the full-Jacobi implementation. This is expected from Figure 3 , where this threshold quickly extended the mantissa to 52 bits. Compared with the conventional Jacobi iteration, the differences in favor of the adaptive-mantissa version grow with the residual threshold (i.e., with the number of iterations). The right-hand side of Figure 4 exposes the computational savings that can be attained with the adaptive-mantissa Jacobi with respect to the conventional Jacobi iteration as a ratio. For this purpose, we now use a fine-grain range of values for δ ∈ (0, 1), and consider distinct points of the iteration execution, which is stopped when R x {k} < τ for three different values of the convergence threshold τ. For the selected φ = 10 and ) for different values of the bit extension gradient with solid, dashed and dotted lines corresponding to γ = 2, 4, and 8, respectively. The test case is a 27-pt stencil discretization of the 3D Laplace problem using a 16 × 16 × 16 grid. For the adaptive-mantissa Jacobi, φ = 10 and δ = 0.8. γ = 8, the results in this plot point in the direction of selecting a value for δ around 0.7-0.8, which renders computational savings of up to 32% for τ = 10 −12 and slightly above 45% for τ = 10 −4 and 10 −8 . Figure 5 reports the effect of the number of bits γ that are added to the mantissa (gradient), when the extension condition is violated, for the adaptive-mantissa Jacobi iteration applied to the 3D Laplace problem. Here we fix δ = 0.8, which was judged to be a reasonable value in our previous experiment. The results for γ = 4 and 8 show that the convergence rate for the adaptive version is only slightly worse than that of the full-Jacobi iteration, while the use of γ = 2, in combination with φ = 10, yields an increase in the length of the mantissa that cannot keep up with the convergence rate of the iteration.
Selecting the bit extension gradient γ
For a fixed checking frequency φ , the threshold δ for the extension condition, and the extension gradient γ, may affect each other resulting in a variety of computational costs/savings. Figure 6 confirms that, for this particular problem, the choices δ = 0.8 and γ = 8 are among the best options from the perspective of this metric.
Approximate triangular preconditioners
Jacobi-type iterations have been revisited recently as approximate sparse triangular solvers for incomplete factorization preconditioners such as ILU(0) on architectures providing ample hardware parallelism [10, 2] . The traditional exact forward/backward substitution involving the triangular factors are difficult to parallelize, and replacing them with a few inexpensive relaxation steps can result in a significant acceleration of the solver [2, 9] . However, the scenario for the application of the Jacobi iteration as a solver for these triangular systems differs from those that we considered earlier. In particular, as the incomplete factorizations, in general, only provide a rough approximation, the iteration process is not completed to convergence, but typically stopped after a few steps [10] . Also, the properties of the triangular factors typically result in very fast convergence for a Jacobi-type of solver [2] . This makes the problem of approximate sparse triangular solves inherently unattractive for the adaptive-mantissa Jacobi. Nonetheless, we target these problems to show that the adaptive-mantissa Jacobi can also be adapted to these requirements, and provide relevant computational savings in a not-so-favorable scenario.
For our practical evaluation, we choose the same benchmarks leveraged in [2] . The systems derive from incomplete factors in an ILU(0) factorization for matrices taken from the University of Florida Matrix Collection (UFMC [11] ). Table 1 lists some key characteristics. For each case, we optimized the configuration parameters φ , γ, and δ such that the improvement over the full-mantissa Jacobi is on average maximized over the relative residual thresholds τ = 10 −2 , 10 −4 , . . . , 10 −10 . Note that this is not equivalent to optimizing for each threshold as, due to the nonlinear relation between cost and relative residual threshold (indicated in the left of Figure 4 ), optimizing for a specific threshold may result in higher benefits. Table 2 reports the optimal configurations along with the iteration counts and the ratio between the computational cost of the adaptive mantissa and the full-mantissa Jacobi. As expected, using truncated precision (adaptive-mantissa Jacobi) often results in some convergence delay. For those systems exhibiting fast convergence, e.g., the DC problem, this delay is larger than the benefits obtained from the use of a lower precision format. For all other problems, except one case, the adaptive-mantissa strategy yields a variety of gains. Interestingly, the upper triangular factors typically allow for larger savings. A possible explanation is that the diagonal entries of these factors are large compared with the other entries in the respective row. If the diagonal component is large, the demand for higher precision very early results in the stagnation of this component. Otherwise, the information gets blurred by the other components, and the data first propagates through the system before the extension test detects the need for a mantissa extension. For triangular systems, this propagation can be especially slow. Overall, we notice that, despite the unpleasant scenario illustrated by these benchmarks, we were also able to reduce the overall computational cost for sparse triangular solves. However, we recognize that extracting these benefits required an optimization step to adapt the configuration parameters φ , γ, and δ to each specific problem. Table 1 : Some properties of the sparse triangular factors.
VECTOR-WISE ADAPTIVE EXTENSION
From the viewpoint of reconfigurable hardware, operating each component with a different precision (even from a very reduced discrete collection of these formats) can be quite complex to implement. Nonetheless, we point out that there is still some benefit to be gained by applying a "vector-wise" working precision (instead of a component-wise strategy), where a violation of the extension condition for one of the components triggers an extension for all of them. This results in a cheaper extension test (likely, only a few of the components have to be checked to decide whether an extension is due), and reduces the complexity of the complexity at the (potential) cost of smaller computational savings. Our results in Figure 7 show that the quasi-optimal parameters for the vector-wise strategy are similar to those identified for the component-wise approach. For this particular problem, and φ = 10, we observe that the difference in savings between the component-wise and vector-wise approaches is small, and that the practical values δ = 0.8 and γ = 8 are still quite optimal, independently of the selected convergence criterion threshold τ.
CONCLUDING REMARKS
We have exploited the component-wise contraction property of the Jacobi iteration for sparse linear systems to introduce a formulation of this method that dynamically and individually adapts the mantissa length to save resources, therefore, theoretically saving energy during computation. Concretely, a periodic and cheap extension test determines which components have to be extended by examining the deviations between the expected (theoretical) convergence rate and the observed (experimental) pace, while accommodating small differences due to rounding errors and avoiding Table 2 : Comparison of convergence delay and computational cost reduction for the configuration of the adaptive-mantissa Jacobi optimized over the considered relative residual thresholds τ. Figure 7 : Computational cost of the adaptive-mantissa Jacobi using a "vector-wise" precision extension for different values of the threshold δ and the bit extension gradient γ, when the iteration is stopped with a convergence criterion τ = 10 −4 (left) and τ = 10 −8 (right), respectively. The test case is 27-pt stencil discretization of the 3D Laplace problem using a 16 × 16 × 16 grid. For the adaptive-mantissa Jacobi, φ = 10.
stagnation. The parameters of the approach allow us to tune the periodicity, extension threshold, and bit extension gradient for each problem case.
The experimental results with a standard 3D Laplace benchmark, and a collection of sparse triangular linear systems appearing in the iterative application of ILU preconditioners, reveal that the potential savings for the component-wise adaptive-Jacobi iteration can reach up to 60%. Theoretically, a reduction of 50% could also be achievable by monitoring the residual over the iteration process, but this requires expensive residual computations with a computational cost similar to the iteration.
In practice, we envision that this approach can be applied to accelerate the computations and/or reduce the energy cost. For this purpose, we propose a realization using reconfigurable hardware for a vector-wise adaptive-Jacobi variant of the idea which simultaneously adapts the mantissa length for all components and leverages a small collection of discrete mantissa lengths (e.g., 8, 16, 24,. . . , 48, 52; or 16, 32, 48 and 52 bits).
