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We examine the stability of marginally Anderson localized phase transitions between localized
phases to the addition of many-body interactions, focusing in particular on the spin-glass to param-
agnet transition in a disordered transverse field Ising model in one dimension. We find evidence for
a perturbative instability of localization at finite energy densities once interactions are added, i.e.
evidence for the relevance of interactions - in a renormalization group sense - to the non-interacting
critical point governed by infinite randomness scaling. We introduce a novel diagnostic, the “suscep-
tibility of entanglement”, which allows us to perturbatively probe the effect of adding interactions
on the entanglement properties of eigenstates, and helps us elucidate the resonant processes that can
cause thermalization. The susceptibility serves as a much more sensitive probe, and its divergence
can detect the perturbative beginnings of an incipient instability even in regimes and system sizes
for which conventional diagnostics point towards localization. We expect this new measure to be of
independent interest for analyzing the stability of localization in a variety of different settings.
I. INTRODUCTION
Many-body localization (MBL) was born in investiga-
tions of the stability of Anderson localization – the phe-
nomenon that strong enough disorder exponentially lo-
calizes non-interacting wavefunctions – to the addition
of interactions [1, 2]. This stability was demonstrated to
all orders in perturbation theory, following early precur-
sors [3–5]. While the non-perturbative stability of MBL
remains an open question in various settings [6–9], it has
been proven that a stable MBL phase can exist in lo-
cal, strongly-disordered one dimensional spin chains [10].
More generally, understanding the stability of phenom-
ena to small changes, such as the introduction of interac-
tions, is a central enterprise in theoretical physics. In this
work, we add to this important literature by examining
the effect of interactions on marginally Anderson local-
ized critical points between Anderson localized phases.
While phases and phase transitions are traditionally
studied in the framework of equilibrium statistical me-
chanics, recent work has shown that there is a rich no-
tion of phase structure even within the out-of-equilibrium
MBL phase [11, 12]. Different MBL phases represent
distinct types of novel dynamical phenomena that may
be completely invisible to, or forbidden by, equilibrium
thermodynamics — a paradigmatic example being the re-
cently discovered Floquet MBL time-crystal phase [13–
15]. Localized phases can be understood as eigenstate
phases characterized by distinct patterns of long-range
order (LRO), both symmetry-breaking and topological,
in individual highly-excited MBL eigenstates [11, 12, 16–
19]; a phase transition between different localized phases
requires singular changes in the eigenspectrum proper-
ties. Indeed, the passage from localization to thermal-
ization is itself a dynamical phase transition involving a
singular change in the entanglement properties of highly
excited many-body eigenstates. While the nature of the
MBL-to-thermal phase transition has been a subject of
intense study [20–33], transitions between different MBL
phases have recently received considerably less attention
and are the focus of this work.
While our conclusions are quite general, for specificity,
the majority of our analysis will be presented for a disor-
dered transverse-field Ising model (TFIM) in one dimen-
sion. This model exhibits a localized, symmetry-broken
“spin-glass” (SG) phase with LRO, and a localized para-
magnetic (PM) phase with no order [11, 12, 22, 34, 35].
In the absence of interactions, the phase transition be-
tween the SG and PM phases is governed by an infinite-
randomness fixed point that is studied using the strong
disorder renormalization group (SDRG) [12, 35]. While
all single-particle (SP) eigenstates are exponentially lo-
calized in either phase, the critical point (CP) is only
marginally localized. The SP eigenstates corresponding
to SP energies E → 0 are only stretched exponentially
localized at the CP, and both the SP density of states
and localization length diverge in this limit [35].
Once weak interactions are added, localization remains
stable deep in the PM and SG phases, on account of the
usual arguments for the stability of Anderson localiza-
tion with strong enough disorder. The stability of local-
ization near the CP, however, requires careful consider-
ation. The CP exhibits “marginal” Anderson localiza-
tion due to the presence of (weakly) extended states in
the SP spectrum, which could aid in the formation of
long-range “resonances” that make the CP more suscep-
tible to thermalization [6, 36]. We note that the instabil-
ity towards thermalization may be visible in a perturba-
tive treatment of the interactions [5, 36], or it may have
a subtler non-perturbative origin, in which case it will
only be detectable at asymptotically large system sizes
and times [6]. Previous SDRG studies of the interacting
Ising model explicitly treat interactions as irrelevant –
even at finite many-body energy densities – and so do
not consider the resonances that could destabilize the
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2CP [12, 37]. The stability of this transition i.e. the rel-
evance of interactions to the non-interacting CP in RG
language, has been a major outstanding question in the
literature and is the subject of this work. We find evi-
dence in favor of a perturbative instability of the CP to
the addition to arbitrarily weak interactions.
This paper is organized as follows. In Sec. II, we study
a self-dual TFIM using various diagnostics accessible to
many-body exact diagonalization (ED). We find that
even for the small system sizes accessible to ED, the CP
thermalizes at a tiny interaction strength, λc ∼ 1/100th
the size of non-interacting couplings (see phase diagram
in Fig. 1), and the size of the critical interaction strength
drifts down with increasing system size. The small value
of λc, together with the incipient thermalization already
noticeable at small sizes, strongly suggests a perturba-
tive instability of the CP. We study this further using
a novel measure introduced in Sec. III, the susceptibility
of entanglement χS , which serves as a sensitive probe
of the effect of interactions on the entanglement proper-
ties of many-body eigenstates. We derive a perturbative
expansion for χS in terms of the non-interacting eigen-
states (Sec. IV), and use this to elucidate the low-order
processes that could destabilize localization at the CP
(Sec. V). We expect χS to be of independent interest in
examining the perturbative effect of interactions in dif-
ferent contexts.
II. MODEL AND DIAGNOSTICS
We study a disordered statistically self-dual TFIM in
a one dimensional spin-1/2 system of length L with open
boundary conditions:
H =
∑
i Jiσ
x
i σ
x
i+1 +
∑
i hiσ
z
i
+ λ
∑
i (h
∗σzi σ
z
i+1 + J
∗σxi σ
x
i+2) ≡ H0 + λV. (1)
The couplings {Ji} ∈ [0, J∗] and fields {hi} ∈ [0, h∗] are
drawn independently and randomly from uniform distri-
butions. When λ = 0, the model maps on to Anderson
localized non-interacting Majorana fermions via a Jordan
Wigner transformation, see App. A for a review. We ap-
propriately scale terms in the interaction by the strengths
of the non-interacting couplings J∗ and h∗, which al-
lows us to study a dimensionless parameter λ that sets
the interaction strength while preserving statistical self-
duality. As J∗ and h∗ are tuned to sweep across the
phase diagram, we pick max[J∗, h∗] = 1, which simply
sets an overall scale in the Hamiltonian (1) because of the
manner in which the interaction strength is scaled. We
note that localization is considered truly unstable only
if thermalization happens for any strength or configura-
tion of the disordered couplings, and we indeed observe
the same qualitative behavior for the analysis presented
in the subsequent sections even for “stronger” power-law
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FIG. 1. Finite size phase boundaries of the disordered self-
dual Ising model (1) in the vicinity of the CP, numerically
obtained using three diagnostics discussed in Sec. II. If there
is a direct MBL PM-to-SG transition for a non-zero inter-
action strength λ > 0, it will be at the self-dual J∗ = h∗
line (red). However, the most sensitive diagnostic, 〈G〉, al-
ready shows the onset of thermalization at a small value of
the dimensional interaction strength, λc ∼ 1% at the self-dual
J∗ = h∗ line. These phase boundaries are estimated using ex-
act diagonalization on systems of size L ≤ 14. We also find
that the boundaries strongly drift towards towards smaller λ
as L is increased, suggesting an instability of the CP for any
non-zero λ in the infinite size limit. The white shaded box
represents this possibility i.e. that the thermal phase extends
all the way to λc = 0, which is suggested by our data and
analysis but is inaccessible to finite-size numerics.
disorder.1.
The Hamiltonian in Eq. (1) has Z2 Ising symmetry
P =
∏
i σ
z
i , [H,P ] = 0. Deep in the SG phase, J
∗  h∗,
all many-body (MB) eigenstates look like pairs of Ising
symmetric superposition “cat” states with P = ±1 and
spins (approximately) aligned randomly along the x axis:
|n±〉 ≈ 1√2 (| ←→→ · · · ←〉 ± | →←← · · · →〉). Domain
wall excitations between oppositely oriented spins are lo-
calized, and the system shows long-range spin glass or-
der: connected correlation functions of σx evaluated in
|n±〉 are non-zero for arbitrarily distant correlators, but
with random sign [11, 22]. By contrast, without disor-
der, eigenstates at any finite temperature have a non-
zero density of delocalized domain walls which destroy
1 However, power-law disorder distributions with large exponents
are plagued with strong finite size effects since they have a
long tail to very small values; this leads to large separations of
scale between local couplings, effectively “cutting” the chain into
smaller pieces in finite-size numerics. Nevertheless, while more
challenging to demonstrate numerically, we expect the qualita-
tive arguments and resonant processes identified in this work to
also hold for power law disorder distributions that have been
considered in various works [38, 39]
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FIG. 2. Diagnostics of thermalization with increasing inter-
actions for ∆Jh = 0. (a) Average 〈r〉 plotted against λ. Note
the strong drift of the finite-size crossings towards smaller λ
with increasing system size. (b) 〈G〉 as a function of L for dif-
ferent λ. Averages are over the middle half of all eigenstates
in 3000 to 300 independent disorder samples for sizes ranging
from L = 8 to L = 14.
LRO in one dimension. In the opposite limit in the PM,
h∗  J∗, the eigenstates resemble random product states
in the z basis. Far enough from the CP, the localized non-
interacting SG and PM phases are stable to weak inter-
actions, thermalizing only at a strong enough interaction
strengths λ = λc > 0.
Without interactions, the SG-to-PM transition occurs
at ∆Jh ≡ log J∗ − log h∗ = 0 due to the Kramers-
Wannier duality which maps the PM and SG phases to
each other. This transition takes place across the entire
MB spectrum, and displays the same infinite random-
ness scaling at all energy densities. It has been argued
that interactions are irrelevant to the ground-state tran-
sition (where there are no MB resonances) [35]; we are
instead concerned about the fate of the CP to the addi-
tion of interactions at high energy densities. We study
the phase boundary to thermalization for different ∆Jh:
λc(∆Jh), focusing on ∆Jh = 0. The question is whether
λc(∆Jh = 0) = 0, so that infinitesimal interactions ther-
malize the non-interacting CP in the limit of an infinite
system. We now turn to a numerical exploration of the
phase diagram of this model as a function of ∆Jh and λ.
We start by probing the level repulsion in the eigenen-
ergies {En} within one Z2 symmetry sector P = 1, via
the ratio r = min(δn,δn+1)max(δn,δn+1) where δn = En+1 − En [40].
In Fig. 2a, we plot 〈r〉 vs. λ for ∆Jh = 0. The
average is taken over independent disorder realizations
and the middle half of the many-body eigenstates cen-
tered around the energy density corresponding to infinite-
temperature. The ratio changes from the localized Pois-
son value, 〈r〉 ∼= 0.39, to the thermal value, 〈r〉 ∼= 0.53, as
λ is increased [41]. The finite-size crossover to thermal-
ization takes place at the interaction strength λc(L1, L2)
where the curves for L1,2 cross. Note that these crossings
are happening at rather small value of the dimensionless
interaction, λc(12, 14) ∼= 0.05 even for the small sizes un-
der study. While the sizes are too small to estimate the
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FIG. 3. Entanglement diagnostics (a) Mean value of the en-
tanglement entropy across a horizontal cut on the phase dia-
gram of Fig. 1 for λ = 0.5. The entanglement entropy clearly
changes from 0 in the PM phase to a volume-law in the ther-
mal phase to log 2 in the spin-glass phase. (b) Mean value of
the entanglement entropy density s = S/Smax across a ver-
tical cut on the phase diagram of Fig. 1 for ∆Jh = 0. The
entropy density decreases to zero in the critical phase and
increases towards 1 in the thermal phase. Averages are over
the middle half of all eigenstates in 3000 to 300 independent
disorder samples for sizes ranging from L = 8 to L = 14.
asymptotic critical interaction strength λc at large L, the
locations of the finite-size crossings strongly drift towards
smaller λc with increasing L, consistent with the possi-
bility that infinitesimal interactions destabilize the CP.
The finite-size λc(L1, L2) from the crossings between the
two largest system sizes for different ∆Jh are shown in
Fig. 1 (blue).
A separate diagnostic for the MBL transition is G =
log
(
|〈n+1|Ô|n〉|
(En+1−En)
)
, which probes the ratio of matrix ele-
ments to energy gaps for a local operator Ô in nearby
energy eigenstates [42]. The MB energy spacings are ex-
ponentially small in L; Ô strongly mixes nearby eigen-
states in the thermal phase resulting in 〈G〉 ∼ L, while
the mixing is exponentially suppressed in the localized
phase resulting in 〈G〉 ∼ −L. Fig. 2b plots 〈G〉 aver-
aged over the middle half of the spectrum for various λ
and ∆Jh = 0 with Ô = σ
z
L/2. λc(L) is diagnosed by
the change in the sign of the slope of 〈G〉(L). Repeating
this for different ∆Jh gives the finite-size λc estimates
shown in Fig. 1 (black). Note that this diagnostic is more
sensitive to thermalization than 〈r〉 and, among the con-
sidered diagnostics, gives the smallest λc(∆Jh) finite-size
estimates, λc(L = 14) ' 0.01 at ∆Jh = 0. We emphasize
that λ is dimensionless, so it is quite striking that inter-
actions only 1/100th the value of the couplings is enough
to show indications of thermalization even at these small
sizes. This small value of λc(L) and the strong finite-size
drifts towards smaller λc(L) as L is increased, combined
with the typical tendency of thermalization to dominate
with increasing system size [27, 43, 44], strongly suggest
that interactions are a relevant perturbation to the non-
interacting Ising CP at finite energy densities.
Finally, the von Neumann entanglement entropy (EE)
4of eigenstates is another widely-used diagnostic to probe
the MBL transition [20–22]. The EE displays a “volume
law” scaling in the thermal phase, an area-law scaling
in the MBL phase, and a log scaling in the (putative)
critical phase [45, 46]. Deep in the MBL PM and SG
phases, since the eigenstates are product and cat states
respectively, the eigenstates EEs are approximately 0 and
log 2, respectively. The existence of three phases in this
system is clearly detected by the average half-chain eigen-
state EEs plotted in Fig. 3a along a path where ∆Jh is
tuned from -4 to 4 for a fixed value of (relatively large)
interaction strength λ = 0.5. Next, to probe the criti-
cal behavior, we plot in in Fig. 3b the average entropy
density, S/Smax, as a function of λ at ∆Jh = 0, where
Smax = (L/2) log 2 is the maximum EE for a subsystem of
size L/2. This quantity decreases to 0 with increasing L
in the localized/critical phase, while it saturates towards
1 in the thermal phase. The finite size estimates for λc
are again obtained from where these curves cross for the
largest pair of L’s, and are shown in Fig. 1 (green). This
measure gives λc(12, 14) ∼= 0.04, and hence detects ther-
malization more sensitively than 〈r〉 but less sensitively
than 〈G〉.
III. SUSCEPTIBILITY OF ENTANGLEMENT
The incipient thermalization at small λ motivates us
to introduce a new diagnostic, the susceptibility of en-
tanglement χS(E,L), which perturbatively probes the
effect of adding weak interactions on the entanglement
of eigenstates at energy density E/L — specifically, the
perturbative relevance of adding interactions may mani-
fest as a divergence in χS(E,L).
To define χS(E,L), we expand the half-chain EE,
S(n)(λ, L), of the n-th many-body eigenstate |n〉 at en-
ergy density E/L near interaction strength λ = 0:
S(n)(λ, L) = S
(n)
0 (L) + λS
(n)
1 (L) +
λ2
2 S
(n)
2 (L) + · · · ,
χS(E,L) ≡ 〈S(n)2 (L)〉typ(E), (2)
where 〈·〉typ(E) denotes the typical (median) value over
samples and eigenstates within small energy density
windows of δ = 0.05 centered around E/L. While
S(n)(λ, L) can be chosen to be any measure of entan-
glement of the eigenstate |n〉, in this work we choose
S(n) to be the second Renyi entropy of |n〉, i.e. S(n) ≡
− log(Tr[(TrB |n〉〈n|)2)]),2 where B is taken to be half
the system, and we observe the same qualitative behav-
ior for the von Neumann entropy. This choice of entropy
enables a simple analytical expression of S
(n)
2 in terms
of SP eigenstates (App. B), allowing us to better eluci-
date the different contributions to χS(E). It is known
2 Note that S
(n)
j in the expansion of Eq. (2) should not be confused
with the jth or nth Renyi entropy.
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FIG. 4. χS(E,L), obtained using Eqs. (2), (3) as a function of
energy density at ∆Jh = 0 (CP, main plot), ∆Jh = −1 (PM,
left inset) and ∆Jh = +1 (SG, right inset) with  = 10
−5, ob-
tained by taking the median over disorder samples and small
energy density windows of δ = 0.05 across the spectrum. No-
tice the different scale of the axes of the insets. The strong
increasing trend with L in the middle of the spectrum at the
CP points towards a perturbative instability. Errorbars de-
note a 2-percentile interval around the median.
that S
(n)
0 (L) ∼ log(L) for the marginally localized non-
interacting CP at ∆Jh = 0 [45, 46].
A key aim of using this susceptibility as a diagnostic is
to “subtract out” the non-interacting contribution to the
EE, which overwhelms the value of the EE at the CP at
small λ at small sizes, for example in Fig. 3b. If interac-
tions are perturbatively irrelevant, we expect the higher
order corrections to S
(n)
0 (L) to be small, and they should
not grow with L faster than S
(n)
0 (L). On the other hand,
if interactions are relevant, this may be manifested in a
strong growth of S
(n)
2 (L) with increasing L. Importantly,
the behavior of S
(n)
2 (L) detects a susceptibility towards
thermalization even when the total second order correc-
tion — obtained by multiplying S
(n)
2 (L) by λ
2/2 — may
still be tiny (less than one bit) at small λ and L. Hence
this measure serves as a much more sensitive test of an
incipient instability.
To start, we can estimate S
(n)
1 (L) and S
(n)
2 (L) numer-
ically using many-body ED and finite-difference deriva-
tives:
S
(n)
1 (L; ) =
S(n)(,L)−S(n)(−,L)
2
S
(n)
2 (L; ) =
S(n)(,L)+S(n)(−,L)−2S(0,L)
2 , (3)
where S(n)(, L) is the second Renyi entropy of the nth
MB eigenstate of the Hamiltonian in Eq. (1) with in-
teraction strength λ = . In doing the finite difference
calculations for a given disorder realization, all values
of the local fields and Ising couplings are kept the same
with only the interaction strength changing. The expres-
5sions above will agree with the “true” perturbative cor-
rections in the RHS of Eq. (2) in the limit → 0. Instead,
when the interaction strength  is larger than the typical
many-body level spacing, we expect (avoided) level cross-
ings in the many-body spectrum of the finite system. In
this regime, the interacting MB eigenstate |n(λ)〉 can no
longer be interpreted as being perturbatively related to
the non-interacting MB eigenstate |n(λ = 0)〉. Hence, to
probe the regime where non-degenerate perturbation the-
ory is valid, we use  ≤ 10−5, which we numerically find
is smaller than the typical many-body level spacing for
all the system sizes L ≤ 14.
Strikingly, even for this tiny value of  = 10−5 which is
three orders of magnitude smaller than the smallest es-
timate of λc ≈ 0.01 at these sizes, we find that χS(E,L)
shows a strong increasing trend with L for finite energy
densities at the CP (∆Jh = 0), strongly indicative of a
perturbative instability of localization (Fig. 4). In con-
trast, far from the CP in the SG/PM phases, the typi-
cal value of χS(E,L) is two orders of magnitude smaller
and there is no strong trend with L (shown in the in-
sets of Fig. 4), consistent with the stability of localiza-
tion in these regimes. Interestingly, we continue to see
this strong growth of χS(E,L) at the CP even for much
larger values of  that are in the non-perturbative regime
(but still well below the finite-size λc estimates).
Finally, we note that we have defined χS(E,L) in terms
of the second order correction to the entropy rather than
the first. This is because we find that S
(n)
1 (L) appears
with a random fluctuating sign, and its typical value is
thus small for large system sizes, while S
(n)
2 (L) typically
gives a strong positive correction. Even upon taking an
absolute value, the typical value of |S(n)1 (L)| is much
smaller than S
(n)
2 (L) with a much weaker growth with
system size. This is also because, S
(n)
1 (L) admits an ex-
pansion as a sum of contributions with fluctuating signs
that give a suppressed correction, as we show in App. B.
IV. PERTURBATIVE EXPRESSION OF χS(E,L)
Given that a strong growth of χS(E,L) with system
size is already visible in the regime of non-degenerate per-
turbation theory, we now try to understand its behavior
using a perturbative expansion of the second Re´nyi en-
tropy S(n)(λ, L) derived using second-order perturbation
theory on the non-interacting model H0 (App. B). The
many-body eigenstates and eigenvalues of H0 (obtained
by ‘filling’ SP orbitals in the fermionic language) are de-
noted |ψ0n〉 and E0n respectively. The expression for S(n)2
obtained by perturbing |ψ0n〉 to second order is of the
form (see Eq. (B12))
S
(n)
2 =
∑
k 6=n
ckng
2
kn +
∑
k 6=l 6=n
dklngkngln +
∑
k 6=n
eknαkn, (4)
where the functional dependence of the quantities on L
is implicit. The sums in Eq. (4) run over all many-body
eigenstates n and k of H0, ckn, dkln, and ekn are O(1)
numbers that are related to the properties of the many-
body wavefunctions (see Eqs. (B14)-(B16) for their def-
initions), and gkn and αkn involve ratios of matrix ele-
ments of the interaction and energy denominators that
can lead to large values of S
(n)
2 (see Eq. (B4) for their
definitions). Since the full expressions for S
(n)
1/2 are quite
complicated, we are not aware of an efficient algorithm
to compute all terms in the perturbative correction and
exact numerics are still limited to small system sizes ac-
cessible to many-body ED. Hence, in the rest of this work,
we use numerical observations to perform various approx-
imations that allow us to speculate on the behavior of
χS(E,L) at larger system sizes than those accessible to
exact numerics.
First, note that the gkn’s and αkn’s in Eq. (4) typically
appear with fluctuating signs. If one neglects correla-
tions between different terms, we expect the second and
third sums to not result in large contributions to S
(n)
2 .
Indeed, we numerically observe that the typical value of
S
(n)
2 receives its dominant contribution from the first sum
(involving g2kn) when n is a highly excited many-body
eigenstate, thereby allowing us to approximate
χS(E,L) = 〈S(n)2 (L)〉typ(E) ∼ 〈
∑
k 6=n
ckng
2
kn〉typ(E). (5)
This approximation is not valid when restricted to the
ground state, for which we find that the different terms
in the expansion conspire and cancel to give a small S
(n)
2
without a strong system size dependence, consistent with
arguments for the perturbative stability of the ground
state at and away from the CP [35].
Next, note that gkn is defined as (see Eq. (B4))
gkn ≡ Vkn
Ekn
≡
〈
ψ0k
∣∣V ∣∣ψ0n〉
E0n − E0k
, (6)
where Vkn is the matrix element of V between the MB
eigenstates of H0, |ψ0n/k〉, with MB energies E0n/k. Analo-
gous to the diagnostic 〈G〉 studied earlier, gkn probes the
ability of V to generate resonances between the eigen-
states of H0, and can systematically grow or shrink with
L. When written in terms of fermions, V is quartic
and fermion parity preserving (see Eqs. (A7) and (A13)).
Hence Vkn vanishes unless
∣∣ψ0k〉 and ∣∣ψ0n〉 differ in the oc-
cupation of two or four single-particle orbitals, and we re-
fer to these as “two-orbital” and “four-orbital” processes
respectively. This allows for an efficient polynomial in L
computation of all gkn for a given n (App. C).
Finally, we observe that ckn is an O(1) number (de-
fined in Eq. (B14)) that is bounded as −8 ≤ ckn ≤ 4.
Unfortunately, we have not been able to obtain a simi-
larly efficient numerical method for computing ckn. How-
ever, note that: (i) ckn is an O(1) number, so it cannot
be the source of any divergence in χS(E,L) with system
size and (ii) we have found that the primary role of ckn is
6to enforce the condition that the entanglement only re-
ceives a substantial contribution from processes that tog-
gle the occupation of SP orbitals with weight on opposite
or both sides of the entanglement cut. The latter state-
ment has been numerically verified, and we observe that
ckn is strongly bimodal, peaked at 0 and 4 (Fig. 5a), and
these peaks respectively correspond to whether or not the
orbitals involved straddle the entanglement cut. This is
consistent with the fact that resonances between orbitals
localized on the same side of the entanglement cut can-
not contribute to any extra entanglement. As a result,
despite the fact that ckn can be negative, the sum in the
first term of Eq. (4) is typically strongly positive. In the
next section, we examine the behavior of gkn to identify
the processes that could lead to a growth of χS(E,L).
V. RESONANT PROCESSES IN THE
NON-INTERACTING LIMIT
We begin by noting that the distributions of g2kn for
both two-orbital and four-orbital processes are broad on
a log-scale, so that the behavior of the typical value of
the sum in Eq. (5) is captured by the behavior of the
typical value of the maximum ckng
2
kn:
χS(E,L) ∼ 〈max
k 6=n
(
ckng
2
kn
)〉typ(E). (7)
for highly excited n. We have numerically verified that
this approximation captures the dominant contribution
to χS(E,L) and tracks its dependence on L for the sys-
tem sizes accessible to ED for which we can explicitly
compute ckn. Using this approximation for χS(E,L), we
now elucidate the non-interacting processes that could
lead to a perturbative instability of the CP for excited
states at larger sizes than those accessible to many-body
ED. Eq. (7) implies that, for a highly-excited eigenstate
|n〉, the susceptibility of entanglement is dominated by
the most resonant two/four orbital process relative
to |ψ0n〉, with orbitals straddling the entanglement cut.
Perturbative stability is determined by the scaling of
χS(E,L) with system size L, so we will be concerned
with the scaling of the typical most resonant processes
that straddle the cut. We find that these diverge with
L for highly excited states at the CP and, for the sizes
we have been able to study, we find that the four-orbital
processes are dominant over the two-orbital ones and cap-
ture almost the entire growth of χS(E,L). Note that this
sensitivity to the typical most resonant processes is qual-
itatively distinct from measures such as 〈G〉, which are
instead analogous to the typical gnk which is exponen-
tially decaying with L at and away from the CP.
We now identify possible sources of the instability of
the non-interacting Ising CP at ∆Jh = 0. As reviewed
in App. D, the SP eigenstates at the CP have a di-
verging localization length as the SP energy E → 0;
these orbitals are instead stretched exponentially local-
ized: |ψα(x)| ∼ e−
√
|(x−xα)|/ξ, where ψα(x) denotes the
α-th SP wavefunction. 3 Likewise, the density of states
diverges near E → 0, so that the typical energy spacing
between these stretched exponentially localized orbitals
also scales as a stretched exponential: δE ∼ e−
√
sL. By
contrast, away from E = 0 at the CP (or away from the
CP, ∆Jh 6= 0, at any E), the SP orbitals are exponen-
tially localized, with the energy spacings only fall off as
laws in L. The presence of extended orbitals near zero
energy can mediate two and four orbital resonances, as
we explain next.
We consider first the two-orbital processes which al-
low for a more transparent explanation, even though the
dominant contribution comes from four-orbital terms.
The relevant two-orbital processes are those in which
two stretched exponentially localized states, p and q,
with Ep,q ' 0 and ∆pq = |Ep ± Eq| ∼ e−
√
Rpq/∆,
have their occupations toggled between |ψ0n〉 and |ψ0k〉.
Since V is a sum of local operators, the matrix element
Vkn ∼ e−
√
Rpq/Ξ is itself stretched exponentially decay-
ing. The localization centers between these states are
typically separated by Rpq ∼ L. Thus, gkn = Vkn/∆pq
can be divergent depending on the relative sizes of ∆
and Ξ. As we discuss in App. D, the distributions of the
stretched-exponential forms of the end-end correlations
and energy gaps for the ground state at the CP were de-
rived in Ref. [47], and the scales of those were shown to
be comparable. We similarly expect a comparable scaling
for Ξ and ∆ for the matrix elements of local operators
and gaps involving extended SP orbitals near E = 0, so
that there is a finite probability for a resonance with a
divergent gkn. Fig 5b samples the energy distributions
of the SP orbitals involved in strongly resonant processes
(g2kn > 100) for randomly chosen excited states across
random samples, confirming that resonances are due to
two extended orbitals close to E = 0. By contrast, in typ-
ical processes involving exponentially localized orbitals,
the matrix element Vkn typically decays exponentially
with Rpq, while the energy difference only decays as a
power law so that there is typically no resonance.
Note that we are able to go to much larger sizes of
L ∼ 60 because of the polynomial in L scaling of the
time for computing gkn. However, the random sam-
pling of resonant states is not the same as sampling
〈maxk 6=ng2kn〉typ(E), which is more computationally in-
tensive. However, the random sampling still qualitatively
illustrates the types of processes that can lead to reso-
nances at the CP. Note also that the two body processes
considered here are first-order in the interaction strength,
and they probe a qualitatively distinct process from the
second-order processes analysed in Ref. [36], which also
studied the stability of marginal Anderson localized sys-
tems. Indeed, the Ising CP is stable to the processes
considered in Ref. [36] (App. E).
3 More precisely, the orbitals at SP energy E are stretched ex-
ponentially localized on a length scale ζ(E), with a crossover to
exponential tails on longer length scales, and ζ(E) → L as E → 0.
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FIG. 5. (a) Bimodal distribution of ckn for randomly sampled infinite temperature states (b-c) Distribution of SP energies of
orbitals involved in strongly resonant (g2kn > 100) (b) two orbital processes (Ep < Eq) (c) four orbitals processes (Ep < Eq <
Er < Es). Data is obtained by sampling 100 random processes for each of 30-60 many-body eigenstates for 80-250 disorder
realizations for various system sizes, and choosing the strongly resonant processes (g2kn > 100).
Next, we consider four-orbital processes involving or-
bitals p, q, r, s with energies Ep,q,r,s. The energy denom-
inator thus reads ∆pqrs = |Ep ± Eq ± Er ± Es|, where
the signs depend on the occupations of the four orbitals
in
∣∣ψ0n〉, as we explain in App. C. As shown in Fig 5c,
typical resonant four-orbital processes at these sizes in-
volve 1-2 extended orbitals near SP energy E = 0, and
2-3 exponentially localized orbitals with energies away
from zero. The wavefunctions of the localized orbitals
overlap with the stretched exponential wavefunctions in
order to obtain a substantial matrix element mediated by
the delocalized orbital(s). As the system size is increased
and the SP spectrum “fills in”, there are more delocal-
ized orbitals near E ≈ 0, and the resonant processes may
involve more extended orbitals. At the sizes amenable
to our analysis, we find that four-orbital processes are
dominant over two-orbital ones at the CP. Away from
the CP, all SP orbitals are exponentially localized and
four-orbital resonances are highly suppresed.
As a cautionary remark, we note that while we have
focused on identifying processes at the CP that can give
rise to resonant gkn’s, this alone is not enough to argue
for a diverging χS(E,L), and the ckn’s in Eq. (7) do play
a significant role. It is important that the most reso-
nant processes at the CP typically involve one or more
extended orbitals with weight on both sides of the en-
tanglement cut, and hence also give a positive ckn and
contribute to S
(n)
2 via Eq. (7). In contrast, we find that
the typical most resonant processes deep in the PM/SG
phases, obtained via flipping a few rare resonant SP or-
bitals, have a vanishingly small ckn ≈ 0 and do not con-
tribute substantially to S
(n)
2 . If, instead, we consider the
RHS of Eq. (7) which includes ckn then, in the PM/SG
phases, the resonances that contribute typically involve
localized orbitals within anO(1) distance of the entangle-
ment cut and there is no strong system size dependence,
consistent with the perturbative stability of the PM/SG
phases to interactions. Likewise, even though the pres-
ence of extended SP orbitals at the CP may, in principle,
also destabilize the ground state of the CP, we do not
see any signs of this in practice because (i) the energy
denominators in gkn when n is the ground state always
involve the sum of SP eigenenergies (as opposed to sums
and differences in excited states) and are less likely to be
resonant and (ii) when n is the ground state, the approx-
imation in Eq. (5) is not a good one and one needs to
consider the full expression Eq. (4) on account of various
correlations and cancellations between these terms.
In summary, it required a conspiracy of many factors
to conclude that the typical most resonant two/four body
process relative to |ψ0n〉 — which involves changing the
occupation of one or more extended SP orbitals at the CP
— is able to dominantly capture the behavior of S
(n)
2 for
excited states at the CP. We also note that while Eq. (5)
only considers a single MB state k relative to n, we are
not suggesting that a single pair of resonant MB states is
sufficient to thermalize the system at large sizes. Rather,
the resonance between the many-body eigenstates (n, k)
and the corresponding strong growth of S
(n)
2 (L) with L
is only capturing the perturbative beginnings of an incip-
ient instability towards thermalization. We remind the
reader that, at the sizes amenable to ED, the product
λ2S
(n)
2 (L)/2 is still much less than one bit of entangle-
ment, and hence the second order correction to S
(n)
0 (L)
is still very small in absolute terms. However, the strong
trend of growth of S
(n)
2 (L) with L strongly suggests that
the nascent signature in χS(E,L) may lead to a ther-
malizing cascade across the entire MB energy spectrum
as higher order processes and larger sizes are considered.
8VI. CONCLUDING REMARKS
We have presented a study of the stability of the
marginally Anderson localized spin-glass to paramag-
net critical point in a disordered transverse-field Ising
model. Within many-body ED, we obtain a finite-
size estimate for the critical (dimensionless) interaction
strength, λc(L) ∼ 1%. This already tiny value of λc(L)
even for modest system sizes L ≤ 14, coupled with a drift
towards smaller λc with increasing L, point to a pertur-
bative instability of the CP to the addition of interactions
i.e. λc = 0 in the asymptotic infinite size limit.
We introduced a new measure, the “susceptibility of
entanglement” χS(E,L), which perturbatively probes
the effect of adding interactions on the entanglement of
non-interacting eigenstates. This serves as a much more
sensitive probe of an incipient instability, and shows a
strong divergence with L at the CP even when estimated
to leading order in an arbitrarily weak interaction. Us-
ing a perturbative expansion for χS(E,L), we related
the susceptibility to the ratio of matrix elements and
energy differences in the non-interacting problem, and
identified that resonances mediated by extended single-
particle states at the CP are the leading order processes
contributing to the growth of χS(E,L) with system size
L. At these sizes and interaction strengths, the absolute
(in magnitude) correction to the non-interacting entan-
glement is still very small; but the strong divergence of
χS(L) with L points to the perturbative beginnings of an
incipient instability that could lead to full thermalization
across the MB energy spectrum as higher-order processes
and larger sizes are considered.
An important point is that a divergence in χS(E,L)
may be caused even if the addition of interactions leads
to a discontinuous change in the critical eigenstate en-
tanglement entropy, for example from S ∼ c1 logL in the
non-interacting limit to S ∼ c2 logL in the interacting
problem. While such a change does not correspond to
thermalization, it still points to a relevance of interac-
tions at the non-interacting infinite-randomness critical
point. This (weaker) effect seems unlikely for highly-
excited eigenstates at the CP, which already show signa-
tures of thermalization for small λ in finite size ED stud-
ies. However, it would be interesting to examine whether
interactions might be relevant in this weaker sense for the
ground state phase transition. Indeed, revisiting various
strong randomness RG treatments of the Ising transi-
tion [12, 37] - which explicitly ignore the possibility that
the interactions are relevant - with these considerations
in mind is an important direction for future work.
While this paper has focused on a perturbative insta-
bility of the CP to the addition of interactions, we note
that the system may also be subject to non-perturbative
instabilities on account of the diverging SP localization
length near E = 0 [6]. These effects, if present, would be
subdominant to the perturbative processes, and would
only be visible at asymptotically larger sizes than those
considered here. However, these may play a dominant
role once the system is perturbed slightly away from
criticality, in which case the non-interacting localization
length ξ(E) remains finite but may get very large as
E → 0. Due to the energy dependence of the localization
length, this case is not directly covered by the arguments
in Ref. [6] which assume a uniform ξ across the SP spec-
trum and predict an instability once ξ exceeds an O(1)
threshold. Instead, this requires a more nuanced analy-
sis along the lines of the recent study in Ref. [48], which
allowed for a distribution in ξ(E).
We reiterate that an instability of the marginally An-
derson localized CP corresponds to (asymptotic) ther-
malization in the presence of interactions, independent
of the details or strength of the disorder configurations.
However, stronger disorder, for instance generated by
power law distributions, is much harder to analyze nu-
merically because of strong finite-size effects. The power-
law disorder generates tails to very small couplings, which
effectively decouples the system into smaller pieces and
can make the system look more localized than it is. We
have repeated our analysis for power-law disorder and
broadly found qualitatively similar behavior. However,
even for (not too strongly disordered) power-law distri-
butions with exponent 2, we find that the many-body
energy spacings become small enough that a perturba-
tive estimate of S2(L; ) for small  runs into machine
precision issues. Hence prior numerical studies of MBL-
to-MBL phase transitions that use power-law distribu-
tions with large exponents [38, 39] should be interpreted
with caution.
Finally, while we have focused on the PM to SG
phase transition in a disordered TFIM, our considera-
tions are expected to apply more broadly to various pu-
tative MBL-to-MBL phase transitions with a marginally
Anderson localized non-interacting counterpart. Some
of these transitions, for example those between the “pi
spin-glass” (or discrete time crystal) phase and various
paramagnetic phases in a driven Ising model [13] are in
the infinite randomness universality class as the disor-
dered TFIM [49] and will be subject to a similar insta-
bility once interactions are added. Separately, Ref. [39]
considered a “particle-hole” symmetric disordered XXZ
chain; they found that the addition of interactions to
the non-interacting (critical) disordered XX chain could
produce a localized spin glass phase with spontaneously
broken particle-hole symmetry. In the fermion language,
the non-interacting limit of their model corresponds to
two decoupled and critical Majorana chains with an addi-
tional reflection symmetry, which enabled the possibility
of localization via symmetry breaking on adding interac-
tions — a possibility that is absent in the critical random
TFIM which corresponds to a single critical Majorana
chain. The disordered XXZ model represents a particle-
hole symmetric slice through a broader class of disordered
XYZ spin chains with localized spin-glass phases pointing
along the x/y/z directions [38]. If we consider the phase
diagram in this broader parameter space, our considera-
tions are expected to apply to transitions between glassy
9phases ordered in different directions. This model was
studied via “spectrum-bifurcation” RG in Ref. [38], and
this RG scheme again did not include the possibility of
instabilities at the critical lines. Ref. [38] also presented
an ED analysis, and found that they needed power-law
disorder with a large exponent (greater than 4) to pre-
vent thermalization at the critical lines — but this regime
is not trustworthy for the small sizes amenable to their
ED analysis, as discussed earlier.
In all, our work adds to the growing body of work on
non-equilibrium quantum criticality, and addresses long-
standing open questions about the nature and stability
of MBL-to-MBL phase transitions. We expect χS(E,L)
may be of independent interest for studying the effect of
interactions in a variety of settings, for example to probe
the existence of many-body mobility edges, another ma-
jor outstanding question in the literature. While we had
to rely on various approximations to study χS(E,L), it
would also be interesting to see if more exact methods
could be developed to study this quantity at larger sizes,
given its perturbative nature. Separately, different tech-
niques such as matrix product state based methods [50–
53], or numerical linked cluster expansions [43], or ma-
chine learning techniques [44, 54–56] may prove useful for
more large scale analyses.
Note Added— During the completion of this work, we
became aware of complementary work on the presence
of intervening thermal phases between MBL transitions
which will appear in the same arXiv posting [57].
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Appendix A: Jordan-Wigner Transformations of
Eq. (1)
In this appendix, we perform a Jordan-Wigner trans-
formation on the Hamiltonian Eq. (1) with open bound-
ary conditions. We split the Hamiltonian of Eq. (1) as
H = H0 + λV (A1)
, where H0 is the disordered transverse field Ising model
H0 =
L∑
j=1
hjσ
z
j +
L−1∑
j=1
Jjσ
x
j σ
x
j+1, (A2)
and V is the Kramers-Wannier self-dual interaction that
reads
V =
L−2∑
j=1
(h∗σzjσ
z
j+1 + J
∗σxj σ
x
j+2). (A3)
H has a Z2 parity symmetry, defined by the operator
P =
L∏
j=1
σzj , [P,H0] = 0, [P, V ] = 0. (A4)
To perform the Jordan-Wigner transformation to
fermions with creation and annhilation operators cj and
c†j , we apply the transformations:
σ+j = (−1)
∑
k<j nkc†j
σ−j = (−1)
∑
k<j nkcj
σzj = 2c
†
jcj − 1 = −(−1)nj (A5)
where nj = c
†
jcj and σ
±
j = σ
x
j ±iσyj , after which H0 maps
onto a superconducting Hamiltonian
H0 =
L−1∑
j=1
(
hj(2nj − 1) + Jj(c†jcj+1 + c†jc†j+1 + h.c.)
)
,
(A6)
and the interaction V maps onto
V =
L−1∑
j=1
(h∗ (2nj − 1) (2nj+1 − 1)
+ J∗(−1)nj+1(c†jcj+2 + c†jc†j+2 + h.c.)). (A7)
The expression for V can be simplified using the prop-
erty (−1)nj = 1 − 2nj . Furthermore, under the Jordan-
Wigner transformation of Eq. (A5), the parity operator
P of Eq. (A4) maps onto
P = (−1)L × (−1)
L∑
j=1
nj
(A8)
Since a superconducting Hamiltonian is better ex-
pressed in terms of Majorana fermions, we apply a second
set of substitutions
c†j =
1
2
(χ2j−1 + iχ2j)
cj =
1
2
(χ2j−1 − iχ2j) (A9)
where the χ2j−1’s and χ2j ’s are Majorana fermions that
obey the commutation relations
{χa, χb} = 2δab. (A10)
In terms of the Majorana fermions, the fermion number
and parity operators read
nj =
1
2
(1− iχ2j−1χ2j), P = (−i)L
2L∏
l=1
χl, (A11)
and H0 and V simplify to
H0 = −i
L−1∑
j=1
(hjχ2j−1χ2j + Jjχ2j+1χ2j) (A12)
V = −
L−2∑
j=1
(h∗χ2j−1χ2jχ2j+1χ2j+2
+J∗χ2jχ2j+1χ2j+2χ2j+3) (A13)
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At the critical point (when h∗ = J∗ ≡ C), V can be
written more elegantly as
V = C
2L−3∑
j=1
χjχj+1χj+2χj+3, (A14)
Appendix B: Perturbative expansion of the second
Re´nyi entropy
In this appendix, we compute the expression for the
susceptibility of entanglement entropy in terms of ma-
trix elements of the non-interacting problem. For sim-
plicity, we use choose the second Re´nyi entropy to be the
entanglement entropy. That is,
S(λ, L) ≡ − log (Tr ρ2red) (B1)
is the entanglement entropy of a particular eigenstate at
an interaction strength λ and system size L. We expand
S(λ, L) in powers of λ as shown in Eq. (2).
S(λ, L) = S0(L) + λS1(L) +
λ2
2
S2(L) + . . . (B2)
where S0(L) is the entanglement entropy in the non-
interacting limit and S1(L) and S2(L) are the first and
second derivatives of S(λ, L). To compute S1(L) and
S2(L) perturbatively, we start with a non-interacting
many-body wavefunction
∣∣ψ0n〉, and write the perturbed
wavefunction |ψn〉 up to O
(
λ2
)
as
|ψn〉 =
(
1− λ22
∑
k 6=n
|gkn|2
)∣∣ψ0n〉+ λ∑
k 6=n
gkn
∣∣ψ0k〉
+ λ2
∑
k 6=n
αkn
∣∣ψ0k〉+O (λ3) , (B3)
where {∣∣ψ0k〉} is the set of unperturbed non-interacting
many-body wavefunctions and
gkn ≡ 〈ψ
0
k|V |ψ0n〉
E0n−E0k
,
αkn ≡
∑
l 6=n
( 〈ψ0k|V |ψ0l 〉〈ψ0l |V |ψ0n〉
(E0n−E0l )(E0n−E0k)
)
− 〈ψ
0
n|V |ψ0n〉〈ψ0k|V |ψ0n〉
(E0n−E0k)2
,
(B4)
where V is the interaction, E0n and E
0
k are the many-
body energies of
∣∣ψ0n〉 and ∣∣ψ0k〉 respectively. Note that
in the cases we are working with, the Hamiltonian H0 and
interaction V are time-reversal symmetric, and thus gkn
and αkn are real numbers, which simplifies the following
analysis. Using Eq. (B3) we expand the density matrix
of |ψn〉 as
|ψn〉 〈ψn| =
(
1− λ22
∑
k 6=n
g2kn
)2 ∣∣ψ0n〉 〈ψ0n∣∣+ λ2 ∑
k 6=n
[
g2kn
∣∣ψ0k〉 〈ψ0k∣∣]+ λ22 ∑
k 6=l 6=n
[
gkngln
(∣∣ψ0k〉 〈ψ0l ∣∣+ ∣∣ψ0l 〉 〈ψk|)]
+
(
1− λ22
∑
k 6=n
g2kn
)
λ
∑
k 6=n
[
gkn
(∣∣ψ0k〉 〈ψ0n∣∣+ ∣∣ψ0n〉 〈ψ0k∣∣)]+ λ2 ∑
k 6=n
αkn
(∣∣ψ0k〉 〈ψ0n∣∣+ ∣∣ψ0n〉 〈ψ0k∣∣) (B5)
Defining the matrices
ρred ≡ TrB (|ψn〉 〈ψn|) , ρ0ll ≡ TrB
(∣∣ψ0l 〉 〈ψ0l ∣∣)
ρ0lm ≡ 12TrB
(∣∣ψ0l 〉 〈ψ0m∣∣+ ∣∣ψ0m〉 〈ψ0l ∣∣) , (B6)
where TrB represents the trace over a subsystem, using Eq. (B5) we obtain
ρred = (1− λ2
∑
k 6=n
g2kn)ρnn + λ
2
∑
k 6=n
[
g2knρkk + 2αknρkn
]
+ λ2
∑
k 6=k′ 6=n
[gkngk′nρkk′ ] + 2λ
∑
k 6=n
[gknρkn] +O(λ3), (B7)
and consequently
ρ2red =
[(
1− λ2 ∑
k 6=n
g2kn
)
ρnn
]2
+ 4λ
∑
k 6=n
gknρknρnn + 2λ
2
(∑
k 6=n
[
g2knρkkρnn + 2αknρknρnn
]
+
∑
k 6=k′ 6=n
gkngk′nρkk′ρnn
)
+ 4λ2
[ ∑
k 6=n
gknρkn
]2
+O (λ2) . (B8)
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Restricting to O (λ2), taking a trace, and rearranging terms, we obtain
Tr
(
ρ2red
)
= Tr(ρ2nn) + 4λ
∑
k 6=n
[gknTr (ρknρnn)] + 2λ
2
( ∑
k 6=k′ 6=n
[gkngk′nTr (ρkk′ρnn + 2ρknρk′n)]
+
∑
k 6=n
[
g2kn
(
Tr
(
ρkkρnn + 2ρ
2
kn − ρ2nn
))
+ 2αknρknρnn
])
+O (λ3) .
(B9)
Thus, using Eq. (B1) an expression for S(λ, L) that reads
S(λ, L) = − log Tr (ρ2nn)− 4λ∑
k
[
gkn
Tr(ρknρnn)
Tr(ρ2nn)
]
+ 8λ2
(∑
k 6=n
[
gkn
Tr(ρknρnn)
Tr(ρ2nn)
])2
− 2λ2
(∑
k 6=n
[
g2kn
Tr(ρkkρnn+2ρ2kn−ρ2nn)
Tr(ρ2nn)
]
+2
∑
k 6=n
[
αkn
Tr(ρknρnn)
Tr(ρ2nn)
]
+
∑
k 6=l 6=n
[
gkngln
Tr (ρklρnn+2ρknρln)
Tr(ρ2nn)
])
≡ S0 (L) + λS1 (L) + λ22 S2 (L) +O
(
λ3
)
. (B10)
Consequently,
S1(L) = −4
∑
k 6=n
[
gkn
Tr(ρknρnn)
Tr(ρ2nn)
]
, (B11)
S2(L) = −4
∑
k
[
g2kn
Tr(ρkkρnn+2ρ2kn−ρ2nn)
Tr(ρ2nn)
]
+ 16
(∑
k 6=n
[
gkn
Tr(ρknρnn)
Tr(ρ2nn)
])2
− 4 ∑
k 6=l 6=n
[
gkngln
Tr(ρklρnn+2ρknρln)
Tr(ρ2nn)
]
+ 4
∑
k 6=n
[
αkn
Tr(ρknρnn)
Tr(ρ2nn)
]
(B12)
S2(L) in Eq. (B12) can further be written as
S2(L) =
∑
k 6=n
g2kn
(
4− 4 Tr(ρkkρnn)Tr(ρ2nn) −
8 Tr(ρ2kn)
Tr(ρ2nn)
+ 16 Tr(ρknρnn)
2
Tr(ρ2nn)
2
)
+
∑
k 6=l 6=n
gkngln
(
16 Tr(ρknρnn)Tr(ρlnρnn)
Tr(ρ2nn)
2 − 4 Tr(ρklρnn)Tr(ρ2nn) +
8 Tr(ρknρln)
Tr(ρ2nn)
)
+ 4
∑
k 6=n
αkn
Tr(ρknρnn)
Tr(ρ2nn)
≡ ∑
k 6=n
ckng
2
kn +
∑
k 6=l 6=n
dklngkngln +
∑
k 6=n
eknαkn, (B13)
where ckn, dkln, and ekn, where they are all bounded O (1) quantities defined as
ckn ≡ 4
(
1− Tr(ρkkρnn)Tr(ρ2nn) −
2 Tr(ρ2kn)
Tr(ρ2nn)
+ 4 Tr(ρknρnn)
2
Tr(ρ2nn)
2
)
(B14)
dkln = 4
(
4 Tr(ρknρnn)Tr(ρlnρnn)
Tr(ρ2nn)
2 − Tr(ρklρnn)Tr(ρ2nn) +
2 Tr(ρknρln)
Tr(ρ2nn)
)
(B15)
ekn =
Tr(ρknρnn)
Tr(ρ2nn)
. (B16)
Appendix C: Computation of matrix elements and
energy gaps in the non-interacting model
In this section we exemplify the computation of ma-
trix elements of the interaction and energy differences
between the eigenstates of the non-interacting Hamilto-
nian of Eq. (A2) (Eq. (A12) in the Majorana fermion
language). We now recall the construction of many-body
eigenstates of the non-interacting Hamiltonian. H in
Eq. (A12) can be written as a 2L× 2L Hermitian matrix
in the basis of the Majorana fermions as
H = χ†Mχ, (C1)
where χ is (χ1 χ2 . . . χ2L)
T , a vector of Majorana
fermions. M is Hermitian as well as anti-symmetric, thus
its eigenvalues occur in pairs of real (+E ,−E), where we
assume E ≥ 0. If the eigendecomposition of M reads
M = QΛQ†, (C2)
where Λ is a diagonal, we obtain
H = χ†QΛQ†χ. (C3)
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The creation and annihilation operators of the single-
particle eigenstates of H {bn} and {b†n} are then encoded
in the vectors b = (b1 b2 · · · bL b†1 b†2 · · · b†L)T and b†,
where
b = Q†χ, b† = χ†Q. (C4)
Thus the eigenstates corresponding to single-particle en-
ergies +Eα and −Eα are b†α |0〉 and bα |0〉, where |0〉 is the
Fock vacuum that satisfies cj |0〉 ∀j. Using Eq. (C4),
with an appropriate labelling of the indices of Q, the
Majorana fermions can be written in terms of bα’s and
b†α’s as
χi =
L∑
α=1
(
Qi,αb
†
α +Qi,−αbα
) ≡∑
α 6=0
Qi,αb
t
α, (C5)
where for convenience we introduced the notation
btα ≡
{
b†|α| if α > 0
b|α| if α < 0
, (C6)
In Eq. (C5), since χi’s are real, the Qi,α’s satisfy
Q∗i,−α = Qi,α. (C7)
The interaction of Eq. (A14) at the critical point can
then be written in terms of the btα’s as
V = C
∑
i,α,β,γ,δ
Qi,αQi+1,βQi+2,γQi+3,δb
t
αb
t
βb
t
γb
t
δ
≡
∑
α,β,γ,δ
V(α,β,γ,δ)b
t
αb
t
βb
t
γb
t
δ, (C8)
where we have defined
V(α,β,γ,δ) ≡ C
∑
i
Qi,αQi+1,βQi+2,γQi+3,δ. (C9)
A similar expression can be obtained for the interaction
away from the critical point. Using Eq. (C8), we want to
obtain matrix elements between many-body eigenstates∣∣ψ0n〉 and ∣∣ψ0k〉. That is, we want to compute
Vkn ≡
〈
ψ0k
∣∣V ∣∣ψ0n〉 = ∑
α,β,γ,δ
V(α,β,γ,δ)
〈
ψ0k
∣∣ btαbtβbtγbtδ ∣∣ψ0n〉.
(C10)
In Eq. (C10), it is clear that all the matrix elements〈
ψ0k
∣∣ btαbtβbtγbtδ ∣∣ψ0n〉 vanish unless ∣∣ψ0n〉 and ∣∣ψ0k〉 differ in
the occupation of four or two of the single-particle or-
bitals, the computation of which we illustrate separately.
We first introduce the notations and conventions used
in the following subsections. For any tuple A =
(x1, x2, · · · , xn), we introduce
−A ≡ (−xn,−xn−1, · · · ,−x1). (C11)
We further introduce products
→∏
x∈A
f(x) = f(x1)f(x2) · · · f(xn),
←∏
x∈A
f(x) = f(xn)f(xn−1) · · · f(x1). (C12)
We also introduce a tuple concatenation operator ◦
that acts on tuples A = (x1, x2, · · · , xnA) and B =
(y1, y2, · · · , ynB ) as
C = A ◦B = (x1, x2, · · · , xnA , y1, y2, · · · , ynB ) . (C13)
We will also be using the usual set operation / (differ-
ence) for tuples instead. Furthermore, for any n-tuple
A, for any permutation σ that belongs to the permuta-
tion group Sn, we denote the corresponding permutation
of A as σ(A). Finally, we define tuples {Λn} with ele-
ments ordered in ascending order as the tuple containing
the indices of the single-particle orbitals that are occu-
pied in the many-body states {∣∣ψ0n〉}. Consequently, the
expression for the many-body state
∣∣ψ0n〉 reads
∣∣ψ0n〉 = →∏
α∈Λn
b†α |θ〉 , (C14)
where |θ〉 is the Bogoliubov vacuum defined by
bα |θ〉 = 0 ∀α. (C15)
1. Four-orbital processes
We first consider the matrix element of the interaction between two many-body eigenstates
∣∣ψ0n〉 and ∣∣ψ0k〉 which
differ in the occupation of four of the single-particle orbitals, say the orbitals O = (p, q, r, s) where 0 < p < q < r < s.
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Here, the matrix element can be non-zero only if
∣∣ψ0n〉 and ∣∣ψ0k〉 are of the forms
∣∣ψ0n〉 = →∏
α∈Λn
b†α |θ〉 = (−1)
∑
α∈On
α−1∑
β=1
nβ︸ ︷︷ ︸
ηn
→∏
α∈On
b†α |ψ〉 ,
∣∣ψ0k〉 = →∏
α∈Λk
b†α |θ〉 = (−1)
∑
α∈Ok
α−1∑
β=1
nβ︸ ︷︷ ︸
ηk
→∏
α∈Ok
b†α |ψ〉 , (C16)
where On,Ok ⊆ O are disjoint tuples such that On = O/Ok, and |ψ〉 is a many-body eigenstate in which the orbitals
p, q, r and s are unoccupied, i.e.
|ψ〉 =
→∏
α∈Λn/On
b†α |θ〉 , (C17)
and nβ is the occupation number of the single-particle orbital β in |ψ〉. The matrix element of Eq. (C10) then reads
Vkn = ηkηn
∑
σ∈S4
Vσ(Ok◦−On) 〈ψ| ←∏
α∈Ok
bα
→∏
α∈σ(Ok◦−On)
btα
→∏
α∈On
b†α |ψ〉

= (−1)
∑
α∈Ok
α−1∑
β=1
nβ+
∑
α∈On
α−1∑
β=1
nβ ∑
σ∈S4
(
sgn (σ)Vσ(Ok◦−On)
) 〈ψ| ←∏
α∈Ok
bα
→∏
α∈Ok
b†α
←∏
α∈On
bα
→∏
α∈On
b†α |ψ〉
= (−1)
∑
α∈O
α−1∑
β=1
nβ ∑
σ∈S4
(
sgn (σ)Vσ(Ok◦−On)
)
= (−1)
q−1∑
β=p
nβ+
s−1∑
β=r
nβ ∑
σ∈S4
(
sgn (σ)Vσ(Ok◦−On)
)
. (C18)
The energy differences between E0n and E
0
k then read
Ekn ≡ E0n − E0k =
∑
α∈On
Eα −
∑
α∈Ok
Eα. (C19)
An important observation is that the magnitudes of Vkn and Ekn in Eqs. (C18) and (C19) do not depend on the
occupations of any of the single-particle orbitals apart from the ones involved.
2. Two-orbital processes
We now discuss the case where
∣∣ψ0n〉 and ∣∣ψ0k〉 differ in the occupation of two single-particle orbitals, O = (p, q)
where 0 < p < q. Here too, the matrix element of the interaction can be non-zero only if
∣∣ψ0k〉 and ∣∣ψ0n〉 are of the
forms shown in Eq. (C16), where O = (p, q). The two-orbital matrix element of the interaction operator reads
Vkn = ηkηn
∑
γ
∑
σ∈S4
Vσ(Ok◦(γ,−γ)◦−On) 〈ψ| ←∏
α∈Ok
bα
→∏
α∈σ(Ok◦(γ,−γ)◦−On)
btα
→∏
α∈On
b†α |ψ〉

= ηkηn
[∑
γ
∑
σ∈S4
(
sgn (σ)Vσ(Ok◦(γ,−γ)◦−On)
) 〈ψ| ←∏
α∈Ok
bα
→∏
α∈Ok
b†α
(
b†γbγ
) ←∏
α∈On
bα
→∏
α∈On
b†α |ψ〉Θ (σ (Ok ◦ (γ,−γ) ◦ −On) , γ,−γ)
+
∑
γ
∑
σ∈S4
(
sgn (σ)Vσ(Ok◦(−γ,γ)◦−On)
) 〈ψ| ←∏
α∈Ok
bα
→∏
α∈Ok
b†α
(
bγb
†
γ
) ←∏
α∈On
bα
→∏
α∈On
b†α |ψ〉Θ (σ (Ok ◦ (−γ, γ) ◦ −On) ,−γ, γ)
]
,
(C20)
where we have defined a Θ symbol for a tuple A and elements a, b of the tuple as
Θ (A, a, b) =
{
1 if a appears to the left of b in A
0 if a appears to the right of b in A
. (C21)
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Thus, the matrix element of Eq. (C20) can be written as
Vkn = (−1)
∑
α∈Ok
α−1∑
β=1
nβ+
∑
α∈On
α−1∑
β=1
nβ
[∑
γ
∑
σ∈S4
(
sgn (σ)Vσ(Ok◦(γ,−γ)◦−On)δnγ ,0Θ (σ (Ok ◦ (γ,−γ) ◦ −On) , γ,−γ)
)
+
∑
γ
∑
σ∈S4
(
sgn (σ)Vσ(Ok◦(−γ,γ)◦−On)δnγ ,1Θ (σ (Ok ◦ (−γ, γ) ◦ −On) ,−γ, γ)
)]
= (−1)
∑
α∈O
α−1∑
β=1
nβ
[∑
γ
∑
σ∈S4
(
sgn (σ)Vσ(Ok◦(γ,−γ)◦−On)δnγ ,0Θ (σ (Ok ◦ (γ,−γ) ◦ −On) , γ,−γ)
)
−
∑
γ
∑
σ∈S4
(
sgn (σ)Vσ(Ok◦(γ,−γ)◦−On)δnγ ,1Θ (σ (Ok ◦ (γ,−γ) ◦ −On) ,−γ, γ)
)]
= (−1)
q−1∑
β=p
nβ∑
γ
(−1)nγ
∑
σ∈S4
(
sgn (σ)Vσ(Ok◦(γ,−γ)◦−On)Θ
(
σ (Ok ◦ (γ,−γ) ◦ −On) , (−1)nγγ, (−1)nγ+1γ
))
,
(C22)
where we have used the facts that
〈ψ|
←∏
α∈Ok
bα
→∏
α∈Ok
b†α
(
b†γbγ
) ←∏
α∈On
bα
→∏
α∈On
b†α |ψ〉 = δnγ ,0, 〈ψ|
←∏
α∈Ok
bα
→∏
α∈Ok
b†α
(
bγb
†
γ
) ←∏
α∈On
bα
→∏
α∈On
b†α |ψ〉 = δnγ ,1. (C23)
Meanwhile, the energy difference between E0n and E
0
k reads
Ekn ≡ E0n − E0k =
∑
α∈On
Eα −
∑
α∈Ok
Eα. (C24)
Unlike four-orbital processes, the magnitude of Vkn in Eq. (C22) does depend on the occupations of the orbitals other
than the ones directly involved in the process.
Appendix D: Review of the non-interacting model
In this appendix, we review the properties of the non-
interacting (λ = 0) limit of the Hamiltonian Eq. (1).
In this limit, the Hamiltonian is the well-known dis-
ordered transverse field Ising model of Eq. (A2) which
has been widely studied in literature in various con-
texts [35, 47, 58–63]. For concreteness, we assume uni-
form distributions in the couplings {Ji} ∈ [0, J∗] and
fields {hi} ∈ [0, h∗] in Eq. (A2) and open boundary
conditions. Since H0 is statistically Kramers-Wannier
self-dual, its eigenstates undergo a phase transition be-
tween a “spin-glass” phase to the paramagnetic phase at
log J∗ = log h∗. As shown in Eq. (A12) of App. A, the
Hamiltonian of Eq. (A2) can be written as a quadratic
Hamiltonian of 2L Majorana fermions. The properties
of H0 can thus be understood using the single particle
eigenstates of Eq. (A12).
The model of Eq. (A2) has been solved using the
Strong Disorder Renormalization Group (SDRG), a real-
space renormalization group [35, 64]. This RG procedure
proceeds by diagonalizing the strongest on-site/nearest-
neighbor term in the Hamiltonian, projecting onto its
low-energy subspace and decimating the site/bond asso-
ciated with that term. Each step of the RG moves lower
in energy and changes the distributions of the couplings
{Ji} and the fields {hi} [64]. The nature of the RG fixed
point is different at the critical point (where {hi} and
{Ji} are chosen from identical distributions) and away
from the critical point [35].
At the critical point, typical end-end correlation func-
tions 〈σx1σxL〉GS in the many-body ground state scale
stretched exponentially, and so does the typical energy
gap ∆EGS above the many-body ground state [35, 47,
59, 64]. That is, for a system size of L with open bound-
ary conditions,
〈〈σx1σxL〉GS〉typ ∼ e−
√
L
Ξ , 〈∆EGS〉typ ∼ e−
√
L
∆ , (D1)
where the distributions of Ξ and ∆ are derived in
Ref. [47]. In terms of the single-particle eigenstates of
Eq. (A12), we find that a few of the single-particle eigen-
states close to E = 0 are “extended”, or more precisely
stretched exponentially localized at the critical point,
consistent with the scaling of the typical correlations in
Eq. (D1). That is, we find that the wavefunction of the
α-th single-particle eigenstate (one with energy Eα) has
the form
|ψα(x)| ∼
 exp
(
−
√
|x−Rα|
ξext
)
if Eα ≈ 0
exp
(
− |x−Rα|ξloc
)
otherwise
, (D2)
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FIG. 6. Various properties of the non-interacting model at the critical point ∆Jh = 0 or log J
∗ = log h∗ (a-b) Spatial profile
of a typical single-particle eigenstate with energy (a) E ≈ 0 (b) E ∼ O(1) for L = 5000. Figures show the weights |Qi|2 of the
eigenstates on the i’th Majorana fermion χi. (c) Single-particle density of states (d) Typical Inverse Participation Ratio (IPR)
of the single-particle eigenstates. A lower IPR indicates lesser localization. (e) Typical second moment of the single-particle
eigenstates. (f) Growth of the typical second moment of the single-particle eigenstates closest to E = 0 with system size L.
where Rα is the localization center, ξext and ξloc are
the second moments of the wavefunctions. Examples of
single-particle wavefunctions at the critical point close to
and away from E = 0 are shown in Figs. 6a-b. Indeed,
the typical IPR’s (resp. second moments) of the single-
particle orbitals appear to decrease (resp. increase), as
shown in Fig. 6d (resp. Fig. 6e). However, the second
moments of the stretched exponentially localized orbitals
saturate to a constant for large L. The growth of the
second moment of the single-particle orbital closest to
E = 0 with system size is shown in Fig. 6f. Furthermore,
as shown in Fig. 6c the single-particle density of states
at the critical point diverges as E → 0, and scales as
ρ(E) ∼ dk
dE ∼
1
L2
dL
dE ∼ −
1
E (log E)3 , (D3)
where k denotes momentum. These properties can also
be derived using the fact that the (positive part of the)
single-particle spectrum of Eq. (A12) at the critical point
is identical to that of the well-studied one-dimensional
fermion random hopping model [34, 65–67].
Meanwhile, away from the critical point in the Hamil-
tonian Eq. (A2), the typical correlation functions and
energy gaps in the ground state [35, 59]
〈〈σx1σxL〉GS〉typ ∼ exp
(
− L
M
)
, 〈∆EGS〉typ ∼ 1
Lδ
.
(D4)
Furthermore, the single-particle spectrum away from the
critical point shows a uniform density of states, and the
single-particle eigenstates are all exponentially localized,
with the form
|ψα(x)| ∼ exp
(
−|x−Rα|
ξloc
)
, (D5)
where Rα is the localization center and ξloc is the second
moment of the wavefunction.
Appendix E: Nandkishore-Potter delocalization
mechanism
In this appendix, we briefly comment on a delocaliza-
tion mechanism due to resonances mediated by extended
states in the single-particle spectrum, as exemplified by
Nandkishore and Potter (NP) in Ref. [36]. NP considered
non-interacting fermion models where the single-particle
energy eigenstates are exponentially localized with a lo-
calization length (i.e. the second moment) that scales
with the single-particle energy E as ξ(E) ∼ E−ν for some
ν > 0 such that it diverges as E → 0. In summary,
they show that single-particle orbitals localized far away
from each other hybridize at second order in perturbation
theory via a hopping process mediated by the extended
states at E = 0, showing that delocalization is inevitable
if νd > 1 + Υ, where d is the dimension of the system
and the single-particle density of states as E → 0 scales
as ρ(E) ∼ EΥ.
To apply the NP argument to the Hamiltonian
Eq. (A2), note that the (positive part of the) single-
particle spectrum of the non-interacting model Eq. (A2)
is identical to that of a non-interacting model of spinless
fermions with random hopping strengths [66]. This is
evident when is written in terms of Majorana fermions,
shown in Eq. (A12). The localization length of the single-
particle eigenstates in these models thus scales as − log E ,
as can be derived from Eq. (D3) using the Thouless the-
orem that relates the single-particle density of states to
the localization length in one-dimensional random hop-
ping systems [66, 68]. Thus, since as E → 0 we have
ρ (E) ∼ − 1E (log E)3 , ξ (E) ∼ − log E (E1)
one might naively conclude that Υ = −1 and ν = 0
for the present model, which is marginal according to
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NP. However, a closer look shows that this model is not
delocalized due to NP.
We first reproduce the intuitive version of the NP con-
dition [36] with a slight generalization. Using Eq. (E1),
the number of orbitals N(R) within a distance R that a
given localized orbital can be connected in second-order
perturbation theory via the mediation of extended or-
bitals close to E → 0 can be estimated as follows: [36]
N(R) ∼
∫ Emax(R)
0
dE ρ (E) ξ (E) (E2)
where Emax (R) is the maximum energy for which the
localization length ξ (E) ≥ R, and the factor of ξ(E) in
Eq. (E2) should be interpreted as the number of orbitals
of energy E that connect to a given localized orbital. Note
that Emax (R) ∼ exp(−R) using Eq. (E1), Thus, using
Eqs. (E1) and (E2), we obtain
N(R) ∼
∫ e−R
0
dE
E (log E)2 ∼
1
R
. (E3)
Thus, the number of orbitals that a given orbital connects
to does not increase with increasing R, and a delocaliza-
tion at the critical point in the present model is different
from the Nandkishore-Potter mechanism.
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