Organizational knowledge typically comes from numerous independent sources, each with its own semantics. This paper describes a methodology by which information from large numbers of such sources can be associated, organized, and merged. The hypothesis is that a multiplicity of ontology fragments, representing the semantics of the independent sources, can be related to each other automatically without the use of a global ontology. That is, any pair of ontologies can be related indirectly through a semantic bridge consisting of many other previously unrelated ontologies, even when there is no way to determine a direct relationship between them. The relationships among the ontology fragments indicate the relationships among the sources, enabling the source information to be categorized and organized. An evaluation of the methodology has been conducted by relating numerous small, independently developed ontologies for several domains. A nice feature of the methodology is that common parts of the ontologies reinforce each other, while unique parts are deemphasized. The result is a consensus ontology.
Introduction
Corporate information searches can involve data and documents both internal and external to the organization. The research reported herein targets the following basic problem: a search will typically uncover a large number of independently developed information sources -some relevant and some irrelevant; the sources might be ranked, but they are otherwise unorganized, and there are too many for a user to investigate manually. The problem is familiar and many solutions have been proposed, ranging from requiring the user to be more precise in specifying search criteria, to constructing more intelligent search engines, or to requiring sources to be more precise in describing their contents. A common theme for all of the approaches is the creation, use, and manipulation of ontologies for describing both requirements and sources [4, 8, 12, 14, 20, 23, 27, 30, 34, 36, 37, 40] .
Unfortunately, ontologies are not a panacea unless everyone adheres to the same one, and no one has yet constructed an ontology that is comprehensive enough (in spite of determined attempts to create one [1, 21, 33] , such as the Cyc Project [22] , underway since 1984). Moreover, even if one did exist, it probably would not be adhered to, considering the dynamic and eclectic nature of the Web and other information sources.
There are three approaches for relating information from large numbers of independently managed sites: (1) all sites will use the same terminology with agreed-upon semantics (improbable), (2) each site will use its own terminology, but provide translations to a global ontology [9, 17] (difficult, and thus unlikely), and (3) each site will have a small, local ontology that will be related to those from other sites (described herein). We hypothesize that the small ontologies can be related to each other automatically without the use of a global ontology. That is, any pair of ontologies can be related indirectly through a semantic bridge consisting of many other previously unrelated ontologies, even when there is no way to determine a direct relationship between them. Our methodology relies on sites that have been annotated with ontologies [28] ; such annotation is consistent with several visions for the Semantic Web [5, 6, 18] . The domains of the sites must be similar -else there would be no interesting relationships among them -but they will undoubtedly have dissimilar ontologies, because they will have been annotated independently.
Some researchers have attempted to merge a pair of ontologies in isolation, or merge a domain-specific ontology into a global, more general ontology [38] . Others have used this merging approach as a means for constructing a large global ontology [10] . Recently progress has been made in determining semantic similarity among separately developed entity classes [29] and refining the semantics of concepts in a thesaurus [16] . However, to our knowledge, no one has previously tried to reconcile a large number of closely related, domain-specific ontologies. We have evaluated our methodology by applying it to a large number of independently constructed ontologies; our preliminary results were first reported in [32] .
The information interchange problem
People need information in order to make decisions. The information can come from a variety of sources, and is assembled dynamically and uniquely for each specific problem. Also, the information must be fused and presented coherently, with inconsistencies identified and possibly resolved. Standards and conventions, such as XML, can help in making sources syntactically consistent. However, the information will likely be represented and conceptualized differently at each source.
To address this, efforts are underway to standardize DTDs and XMLSchemas for various domains, based on ontologies. People developing Web pages will refer to these ontologies and use the concepts in the XML tags on their pages. Users will request groups of agents to assemble information from many sources, including Web pages. Agents will access the Web pages and be able to understand their content 1 , because the ontologies provide the semantics for the tags used on the pages (see Figure 1) .
A problem of semantic reconciliation will arise in two ways: (1) an individual source might refer to more than one ontology, and (2) Web pages retrieved from different sources will likely be based on different ontologies. In both cases, agents trying to form a coherent picture must be able to relate concepts that are explained in terms of different ontologies [35] . This requires that the ontologies be either merged or related. Figure 1 . In response to a user's request, agents assemble information from Web sites and other sources, each having its semantics defined by a different ontology, possibly represented in a formalism such as the OWL Web Ontology Language [11] .
In relating a given Web page to an ontology, we have found that the Web page typically has many concepts that are not included in the ontology. The concepts could be ignored, with the result that agents will not be able to access and use them, the ontology could be augmented to include them, or other ontologies could be found that already include them. The first approach loses semantics, the second requires the ability or permission to extend an existing ontology, and the third, generally the best, still requires relationships to be established among the several ontologies chosen to represent the Web page.
For example, a user, interested in a comparison of the conductivity of aluminum versus copper wire, might initiate a simple search on the term "conductor." A standard search engine could return a ranked list of 1,980,000 Web pages, as Google TM recently did, some of which would concern orchestra and railroad conductors. The methodology we describe below would construct a merged ontology from the small ontologies associated with each of the first 100 or so pages. The merged ontology, centered on the term "conductor" and revealing the three mostly disjoint sub-ontologies for its three word senses, would be pre- sented to the user, as shown in Figure 2 . Based on this, the user could select a node to retrieve a page, or iterate by selecting a node from which to initiate a refined search.
Reconciling independent ontologies
In agent-assisted information retrieval, a user will describe a need to his agent, which will translate the description into a set of requests, using terms from the user's local ontology. The agent will contact on-line brokers and request their help in locating sources that can satisfy the requests. The agents must reconcile their semantics in order to communicate about the request. This will be seemingly impossible if their ontologies share no concepts. However, if their ontologies share concepts with a third ontology, then the third ontology might provide a semantic bridge to relate all three. Note that the agents do not have to relate their entire ontologies, only the portions needed to respond to the request.
The difficulty in establishing a bridge will depend on the semantic distance between the concepts, and on the number of ontologies that comprise the bridge. Our methodology is appropriate when there are large numbers of small ontologies -the situation we expect to occur in large and complex information environments. Our metaphor is that a small ontology is like a piece of a jigsaw puzzle, as depicted in Figure 3 . It is difficult to relate two random pieces of a jigsaw puzzle until they are constrained by other puzzle pieces. We expect the same to be true for ontologies.
Two concepts can have the following seven mutually exclusive relationships between them: subclass, superclass, equivalence, partOf, hasPart, sibling, or other. If a request contains three concepts, for example, and the request must be related to an ontology containing 10 concepts, then there are 7·3·10 = 210 possible relationships among them. Only 30 of the 210 are correct, because each of the three concepts in the request has exactly one correct relationship with each of the 10 concepts in the source's ontology.
The correct ones can be determined by applying constraints among the concepts within an ontology, and among multiple ontologies. Once the correct relationships have been determined, we make use of equivalence and sibling or, where those do not exist, the most specific superclass or partOf.
In Figure 3 , the ontology fragment on the left is represented as partOf(Wheel, Truck), while the one on the right is represented as partOf(Tire, APC). There are no obvious equiv-alences between these two fragments. The concept Truck in the first ontology could be related to APC in the second by equivalence, partOf, hasPart, subclass, superclass, or other. There is no way to decide which is correct. When the middle ontology fragment partOf(Wheel, APC) is added, there is evidence that the concepts Truck and APC, and Wheel and Tire could be equivalent.
This example exploits the existence of the relation partOf, which is common to all three ontologies. Other domain-independent relations, such as subclassOf, instanceOf, and subrelationOf 2 , will be necessary for the reconciliation process. Moreover, the reflexivity, symmetry, asymmetry, transitivity, irreflexivity, and antisymmetry properties are needed for relating occurrences of the relations to each other [31] . Domain concepts and relations can be related to each other by converse/inverse, composition, (exhaustive) partition, part-whole with 6 subtypes [7, 39] , and temporal attitude. There must be some minimum set of these fundamental relations that are understood and used by all local ontologies and information system components.
In attempting to relate two ontologies, a system might be unable to find correspondences between concepts because of insufficient constraints and similarity among their terms. However, trying to find correspondences with other ontologies might yield enough constraints to relate the original two ontologies. As more ontologies are related, there will be more constraints among the terms of any pair, which is an advantage. It is also a disadvantage in that some of the constraints might be in conflict. We make use of the preponderance of evidence to resolve these statistically.
Experimental methodology
We conducted experiments in three domains. We asked one group of 54 graduate students in computer science to construct a small ontology for the Humans/People/Persons domain, a second group of 28 students to construct a small ontology for the Buildings domain, and a third group of 25 students to construct a small ontology for the Sports domain. The ontologies were written in OWL [11] and were required to contain at least 8 classes with at least 4 levels of subclasses; a sample ontology is shown in Figure 4 . In this and all other figures the directed link is from superclass to subclass.
We merged the files in each of the three domains using all syntactic and semantic information available in the component ontologies. Our system merges the component files one-at-a-time into a resultant merged file. For each node in the resultant file, we maintain a reinforcement value, which indicates how many times the node has been matched as ontologies are merged. We also maintain reinforcement values for class-subclass links. The details of the methodology are presented in Section 5 and the results in Section 6. The methodology includes:
-string matching for node names, including plural-pairs, -checking for antonyms and synonyms, -making the algorithm commutative, -removing circularities in the merged ontologies, -incorporating disjoint-class definitions, and -identifying noun "classifiers," such as "Apartment" in "ApartmentBuilding" to determine subclass relationships.
Ontology-merging techniques
Our objective is to make use of all of the syntactic or semantic information that is available to achieve the best possible merger of the component ontologies. The syntactic information available is the names of the nodes, for which we employ various string-matching techniques. The semantic information includes the semantics associated with a subclass link in the ontologies, prefixes that indicate antonyms, and evolving synonym sets.
Substring matching
Our principle technique for merging two ontologies relies on simple string and substring matching. The name of a node from one ontology is systematically compared to each of the nodes from another ontology using the following prioritized rules:
-If an exact match is found, then the comparisons cease and a value of 1.0 is assigned as a match. -If the node names are antonyms of each other, then the merging attempt is aborted. We detect antonyms formed by prefixes such as anti, dis, im, in, non, and un. In general, antonym checking prevents some mergers and produces a correspondingly larger number of total classes compared to uninformed string matching. Antonyms are a convenient Figure 5 . The best substring match common to both Student and Rodentia is dent, an undesirable match.
way to subdivide concepts or domains into subconcepts and opposites, and were widely used in the student-produced ontologies. For example, it is typical that "People" might be divided into "Students" and "NonStudents," or "Citizens" and "NonCitizens." -If the names are not identical, then we check for plural pairs that follow the traditional rules of grammar such as building-buildings, calf-calves, knife-knives, and thesistheses. The match value is set to 1.0 as if the node names were identical. -If the shorter string is wholly contained at the end of the longer string, then the nodes are not merged but the node with the shorter string name is asserted to be a super class of the node having the longer name. The use of noun classifers is discussed further in Section 5.7. For example, the string "Animal" matches the end of the string "WildAnimal," so "Animal" is assumed to a superclass of "WildAnimal." -Otherwise, the match value is based on the extent to which the leading substring of the shorter name matches the leading substring of the longer name. For example, the first five characters of "Animal" and "Animate" are identical, and a match value of 5/7 = 0.71 is assigned.
The best match for each node is found, and if its match value exceeds a threshold value (set at 0.50 for our experiments), a successful match is declared. The merging technique works inter ontology, not intra ontology. For example, in the final ontology for the "People" domain, there are distinct classes for "Animal" and "Animate" -strings that would be expected to merge -because one of the component ontologies made a distinction between the two concepts.
We investigated using "dot-plot" matching [24] ; however, dot-plots matches were not restrictive enough to give good results for cases involving the interior portions of the strings. For example, "Student" partially matches with "Rodentia" (Figure 5 ).
Merged-name list and synonyms
For each node, we maintain a list of all names that have been merged in reinforcing the concept. Originally this was done to allow a progression of name variations to merge; however, now we use it to confirm that node merges make sense. This "synset" approach disclosed that the dot-plot string matching was too inexact, permitting, for example, the successive "wandering" matches of Agent, Student, Entity, and Rodentia.
We also initialized synsets for some of the nodes with synonyms obtained from WordNet [26] . The use of synonyms increases the number of nodes that are merged and increases node reinforcement values. For example, from WordNet we include the synonyms "Person" and "Human," which would not have been found using string-matching techniques.
Many-to-one node merging
Our original algorithm sought a best match for each node on the left with at most one from the right; however, a node in the right-hand ontology might match many nodes from the left. In Figure 6 , in which the ontology on the left is merged into the ontology on the right, the resultant ontology depends on the order of merging. In the top portion of the figure, the discriminating semantics between "Animals" and "Animate" is lost.
One-to-one node merging
In one-to-one node merging, the nodes in one ontology merge with the best matched node from the other, regardless of the order of merging. For example, if two nodes from the Figure 7 . One-to-one merging prevents several distinct nodes from collapsing onto a single node in the resultant ontology. For this merging order, the many-to-one technique would have produced an ontology with the leaf node "Animal" refinforced by 3. left-hand ontology match with a single node in the right-hand ontology, then only the best pair is matched; the other node is not merged, as shown in Figure 7 . Although the nodes "Animals" and "Animate" both match well with "Animal," only "Animals" is merged with "Animal." If the order of merging is reversed (as in the bottom portion of Figure 6 ), then the number of nodes remains the same; however, the name of a merged node might be different. To avoid differences in names of merged nodes, we maintain a list of all names that have been merged for a given node, as discussed in Section 5.2.
With one-to-one merging, the amount of merging is less than for the many-to-one algorithm -an effect that generally produces a slightly larger merged ontology than the many-to-one technique; however, the merging is now commutative.
Cycle removal
Cycles can appear in the final merged ontology if, via a direct subclass link or transitive closure, node A is both a subclassOf and superClassOf node B. Several of our studentproduced ontologies had conflicting information that created cycles. When cycles are detected, they must be removed, either automatically or by seeking user intervention. Our algorithm removes the weakest reinforced link in a cycle and ensures that there is at least one path from all nodes to the root node. See Figure 8 .
Transitive-closure link removal
We considered removing from our merged ontologies all transitive closure class-subclass links, and reinforcing the remaining links. For example, if A has subclass B and B has subclass C, then it appears needless to assert explicitly that A has subclass C. Figure 9 shows the result of removing the weakly reinforced, redundant link from "Thing" to "Person" in Figure 8 and reinforcing the other links.
However, this approach can introduce results that clearly violate a "consensus" in a merged ontology. Suppose the links from A to B and B to C have reinforcement values that are much less than the reinforcement of the direct link from A to C. Removing the Figure 8 . Cycle removal eliminates the link between "Person" and "Animal." The weakly reinforced link between "Thing" and "Person" might be removed as shown in Figure 9 . Figure 9 . The direct link between "Thing" and "Person" in the merged ontology of Figure 8 is removed, and the remaining links are reinforced. direct link and reinforcing the remaining links gives the impression that the consensus supports the weakly reinforced links. Our conclusion was to abandon the procedure and leave link reinforcement values unchanged. The relationships among "Humans," "Female," and "Women" in Figure 10 , which are taken from our results, illustrate how using transitive closure can violate a clear consensus.
Noun classifiers
Nouns are sometimes used as adjectives to restrict the meaning of other nouns. For example, the term "office building" suggests a special type of "building," and it is reasonable to Figure 10 . The consensus is that the concept "Women" is more strongly linked to "Humans" than "Female." Removing the direct link from "Humans" to "Women" and reinforcing remaining links violates that consensus. Node and link reinforcements are shown in parentheses.
infer that "office building" is a subclass of "building," even if the link is not explicit in an ontology. We have not fully automated this process, and use a hand-generated list of nouns that could be the target of classifiers in the domain of the ontologies. In addition, we use the heuristic of matching the shorter string name (the superclass) to the end of the longer string (the subclass) as noted in Section 5.1.
The identification of noun-noun pairs is not straightforward if there is no space or hyphen separating the nouns. WordNet does not recognize the string "OfficeBuilding" but easily finds the meaning of "office building" or "office-building." Ontology builders need a set of conventions for entering knowledge. We prefer the use of "camel-case," which allows words to be easily extracted. Without conventions for representing compound words, extraction becomes very difficult. From "warmbloodedanimal," one might extract "war," "warm," "arm," "blood," "loo," "ode," "animal," "ma," and "mal" to name a few.
Discussion of results
In the Humans/People/Persons ontology domain the component ontologies described 864 classes, while the merged ontology contained 389 classes in a single graph with a root node of the OWL concept owl:Thing. All of the concepts were related, i.e., there was some relationship (path) between any pair of the merged concepts (see Figure 11) .
Next, we constructed a consensus ontology by counting the number of times classes and subclass links appeared in the component ontologies when we performed the merging operation. For example, the class "Human" and its matching classes appeared 53 times (one of the 54 students used the term "Sapiens(Man)," which failed to match the other nodes). The subclass link from Mammals (and its matches) to Humans (and its matches) appeared 10 times. We termed these numbers the "reinforcement" of concepts and links. We then removed from the merged ontology any classes or links that were not reinforced above a threshold level.
Finally, we applied an equivalence heuristic for collapsing classes that have common reinforced superclasses and subclasses: if all reinforced subclasses of X are also reinforced subclasses of Y , and all reinforced superclasses of X are also reinforced superclasses of Y , then equivalence holds between X and Y . This heuristic is similar to an inexact graph matching technique such as [25] . Figure 12 shows the collapsed consensus ontology for the domain of "Humans," now containing 20 classes related by 25 subclass links. All nodes are reinforced at least 5 times and all links, except as noted, reinforced at least 3 times. The weakly reinforced links "Female-Women" and "Male-Men" could be omitted but are included to illustrate the transitive closure trade-off. Figures 13 and 14 show the results for the domains of "Buildings" and "Sports," which are based on 28 and 25 component ontologies, respectively. For these two domains, the reinforcement threshold for concepts and links is 3.
A consensus ontology is perhaps the most useful organization for information retrieval by humans, because it represents the way most people view the world and its information. For example, if most people wrongly believe that crocodiles are a kind of mammal, then most people would find it easier to locate information about crocodiles if it were placed in a mammals grouping, rather than where it factually belonged.
The information retrieval measures of precision and recall are based on some degree of match between a request and a response. The length of a semantic bridge between two concepts can provide an alternative measure of conceptual distance and an improved Figure 13 . The consensus ontology for the "Building" domain contains 23 concepts and 26 links. "Office" is considered both "NonResidential" and "Commercial." The concepts "Plant" (a subclass of "LivingThing") and "Factory" (a subclass of NonLivingThing) appear in different branches of the ontology. The merged ontology is derived from 28 component ontologies.
notion for relevance of information [2, 3, 15] . Previous measures relied on the number of properties shared by two concepts within the same ontology, or the number of links separating two concepts within the same ontology [13] . These measures not only require a common ontology, but also do not take into account the density or paucity of information about a concept. Our measure does not require a common ontology and is sensitive to the information available.
Although promising, our experiments and analysis so far are preliminary and ongoing. We used the following simplifications:
-We did not make use of properties of the classes, as would a complete implementation of subsumption. -Our string-matching algorithm did not use a thorough morphological analysis to separate the root word from its prefixes and suffixes. We do, however, handle singular and plural noun forms in most cases, and discriminate between antonym pairs. -We used only subclass-superclass information, and have not yet made use of other important relationships, notably partOf as suggested in Figure 3 .
We are addressing some of these limitations in our continuing research. Moreover, our hypothesis, that a multiplicity of ontology fragments can be related automatically without Figure 14 . The final consensus ontology for the "Sports" with 18 concepts and 20 links. "Soccer" is classified slightly more strongly as a subclass of "Sports" rather than "OutdoorSports." the use of a global ontology, appears correct, but our investigation is continuing according to the following plan: -We are improving the algorithm for relating ontologies, based on methods for partial and inexact matching, making extensive use of common ontological primitives, such as subclass and partOf. The algorithm will take as input ontology fragments and produce mappings among the concepts represented in the fragments. It will use constraints among known ontological primitives to control computational complexity. Some of these details are presented in Appendix A. -We are developing metrics for success in relating ontologies, based on the number of concepts correctly related, as well as the number incorrectly matched. The quality of a match will be based on semantic distance, as measured by the number of intervening semantic bridges.
Conclusion
Imagine that in response to a request for information about a particular topic, a user receives pointers to more than 1,000 documents, which might or might not be relevant. The technology developed by our research would yield an organization of the received information, with the semantics of each document reconciled. This is a key enabling technology for knowledge-management systems. The technique could be applied off-line by search engines such as Google TM , thereby providing ontologies that do not exist today for refining queries. Our premise is that it is easier to develop small ontologies, whether or not a global one is available, and that these can be automatically and ex post facto related. We are determining the efficacy of local annotation for Web sources, as well as the ability to perform reconciliation qualified by measures of semantic distance. The results of our effort will be (1) software components for semantic reconciliation, and (2) a scientific understanding of automated semantic reconciliation among disparate information sources.
Appendix A. Heuristics for merging component ontologies
Using the relations of Section 3, our methodology is embodied in the following algorithm, similar to one used for plausible inferencing among Cyc relationships [19] .
Given ontologies A and B, both based on the OWL specification [11] , having nodes -Considering an additional ontology C introduces constraints that enable relations to be added as follows:
• If n A (i1) ≡ n C (j 1) ∧ n C (j 2) ≡ n B (k2) ∧ n A (i1) ⊆ n A (i2) ∧ n B (k1) ⊆ n B (k2) ∧ n C (j 1) ⊆ n C (j 2) ∧ there are no known relationships between n A (i1) and n B (k1) ∧ there are no known relationships between n A (i2) and n B (k2) then the relationship between n A (i1) and n B (k1) and n A (i2) and n B (k2) is either sibling, subclass, superclass, or equivalence; • If n A (i1) ≡ n C (j 1) ∧ n C (j 2) ≡ n B (k2) ∧ n A (i1) partOf n A (i2) ∧ n C (j 1) partOf n C (j 2) ∧ there are no known relationships between n A (i1) and n B (k1) ∧ there are no known relationships between n A (i2) and n B (k2) then the relationship between n A (i1) and n B (k1) and n A (i2) and n B (k2) cannot be other. 
