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Die Stromaufnahme eines Weichenmotors 
weist über die einzelnen Weichenumläufe 
hinweg ein stochastisches Verhalten auf und 
hängt von vielen verschiedenen Faktoren 
ab. Ziel des vorliegenden Beitrags ist die Mo-
dellierung der zeitlichen Veränderungen der 
Stromstärke beim Stellstrom mit Methoden 
der Zeitreihenanalyse unter Einbeziehung 
exogener Variablen wie z. B. der Lufttempe-
ratur. Dies ermöglicht in der Folge die Erken-
nung und ggf. Prognose anormalen Anlagen-
verhaltens.
Einleitung
Eisenbahnweichen sind zentrale Elemente der 
Schieneninfrastruktur, deren einwandfreies 
Funktionieren ist wesentlich ist für einen rei­
bungslosen und sicheren Bahnverkehr. Gleich­
zeitig sind Weichen aufgrund ihrer komplexen 
Bauweise bei zugleich hohen mechanischen 
Belastungen und umweltbedingten Einflüssen 
besonders anfällig für Störungen und Defekte. In 
der Praxis existieren daher bereits seit geraumer 
Zeit verschiedene Systeme zur Weichenüber­
wachung. Zu nennen sind hier z. B. das System 
Sidis W von Siemens [1] oder das System POSS1 
des niederländischen Unternehmens Strukton 
Rail [2]. Ziel ist dabei eine zuverlässige automati­
sierte Zustandserfassung bzw. Anomaliedetekti­
on [3, 4] sowie eine darauf aufbauende (modell­
gestützte) Fehlerursachendiagnose [5, 6]. Unter 
Einbeziehung geeigneter Prognoseansätze [7, 8] 
ebnet dies schließlich den Weg hin zu einer Kos­
ten einsparenden prädiktiven Instandhaltung 
der entsprechenden Elemente der Schienenin­
frastruktur und erhöht damit die Verfügbarkeit 
im Bahnbetrieb.
Das Grundprinzip der zuvor exemplarisch ge­
nannten Systeme zur Weichenüberwachung 
besteht nun darin, dass sie während des Wei­
chenumlaufs quasi kontinuierlich (z. B. mit Ab­
tastraten um 50 Hz) die Stromaufnahme (Strom­
stärke) des Weichenmotors messen, die nicht 
zuletzt mit der benötigten Kraft zum Verstellen 
der Weichenzungen korreliert. Die dabei ent­
stehenden Stromumlaufkurven (Abb.  1) lassen 
leicht erkennen, wie die Stromaufnahme über die 
Dauer des Weichenumlaufs variiert. Die höchste 
Stromaufnahme erfolgt in der Regel zu Beginn, 
d. h. beim Start des Motors und beim Lösen des 
Weichenverschlusses, während die eigentliche 
Bewegung der Zungen normalerweise eine 
weitgehend konstante bzw. über die Zeit leicht 
abnehmende Stromaufnahme auf mittlerem Ni­
veau bewirkt. Mit dem Abschalten des Weichen­
motors am Ende des Umlaufs sinkt die gemes­
sene Stromstärke sodann wieder auf 0 Ampere. 
Auffälligkeiten der Stromumlaufkurve können 
z. B. darin bestehen, dass während der eigentli­
chen Zungenbewegung eine erhöhte Stromstär­
ke gemessen wird oder dass der Umlauf länger 
dauert als gewöhnlich (Abb. 1, Kurve (b)). Neben 
komplexeren Ansätzen zur Anomaliedetektion 
[3,  4] kann folglich in vielen Fällen das Integral 
der Stromumlaufkurve, d. h. die Fläche unterhalb 
der Kurve (Abb. 1) als Indikator für mögliche Stö­
rungen herangezogen werden [9].
Im Hinblick auf die Prädiktion von Weichen­
störungen ist es ferner sinnvoll, wenn nicht 
sogar notwendig, den zeitlichen Verlauf der 
Integralwerte oder vergleichbarer, aus den 
Stromumlaufkurven abgeleiteter Merkmals­
parameter, über die einzelnen Weichenum­
läufe hinweg mathematisch zu beschreiben, 
um anschließend modellbasiert weitere Werte 
vorherzusagen. Diese können dann im Sinne 
der Störungsprognose z. B. mit vorgegebenen 
Schwellenwerten (Alarmschwellen) verglichen 
werden. Abweichungen zwischen zuvor pro­
gnostiziertem Normalverhalten und tatsächlich 
gemessenen Werten können zudem zur Stö­
rungsdetektion verwendet werden, während 
ungewöhnliche Trends in den Prognosewerten 
auf sich allmählich anbahnende Defekte (De­
gradationseffekte) hindeuten können. Hinsicht­
lich der Beschreibung des Zeitreihenverlaufs 
der Stromaufnahme von Weichenmotoren bzw. 
daraus abgeleiteter statistischer Merkmale wur­
de hierzu in [10] exemplarisch eine Modellie­
rung mittels eines klassischen ARIMA­Ansatzes 
[11] gewählt. García et al. [12] haben ferner die 
Dauer von Weichenumläufen mittels eines so­
genannten VARMA­Modells [13] modelliert. 
Der vorliegende Beitrag untersucht und ver­
gleicht nun verschiedene Zeitreihenmodelle 
für die Integralwerte der Stromumlaufkurven – 
genauer deren diskrete Version – in Bezug auf 
die Prognosequalität bei unterschiedlichen 
Prognosehorizonten. Eine detaillierte Darstel­
lung der betrachteten Modellvarianten folgt 
im nächsten Abschnitt. Wie sich herausstellt, 
spielen dabei Umwelteinflüsse – d. h. vor allem 
die Temperatur – eine wichtige Rolle [4], wes­
halb neben herkömmlichen Zeitreihenmodel­
len (ARMA, VARMA) auch eines mit exogenen 
Variablen (VARMAX) verwendet wird.
Zeitreihenmodelle
Autoregressive Modelle (AR = „Auto­Regressive“) 
sowie Ansätze mit gleitendem Mittelwert (MA = 
„Moving Average“) bilden die Basis für viele An­
Modellierung der Stromaufnahme  
von Weichenantrieben
Vergleich verschiedener Zeitreihenmodelle mit und ohne exogene Variable  
im Hinblick auf die Prädiktion von Weichenstörungen
DANIEL FÄSSLER | THORSTEN NEUMANN | 
DANIELA NAREZO GUZMÁN 
Abb. 1: Exemplarische Stromumlaufkurven. (a) Normalverlauf; (b) gestörter Verlauf mit erhöhter 
Stromstärke während der Zungenbewegung und erhöhter Umlaufdauer Alle Abb.: eigene Darstellung
1POSS ist eine eingetragene Marke der Strukton Rail.
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wendungen im Bereich der Zeitreihenmodellie­
rung und ­prognose [11]. Die Kombination aus 
beiden Ansätzen, das sogenannte ARMA­Modell, 
gilt als eines der Standardmodelle für stationäre 
Zeitreihen mit bekannten Erweiterungen wie 
beispielsweise dem in [10] eingesetzten ARIMA­
Modell, das auch (nicht­lineare) Trends in den 
Daten abbilden kann. Vergleiche mit anderen 
Methoden zur Prognose von Zeitreihendaten 
[14, 15] zeigen dabei, dass sich die genannten 
Ansätze eher für kurzfristige Prognosen eignen, 
während die Ergebnisse mit wachsendem Prog­
nosehorizont tendenziell schlechter werden.
Das klassische ARMA­Modell beschreibt hier­
bei den Wert Xt einer (stationären) Zeitreihe 
zum Zeitpunkt t als Linearkombination aus 
vorherigen Werten (Xt­1,…,Xt-p) und stochas­
tischen Fehlertermen Zt für den aktuellen (t) 
sowie die vorangegangenen Zeitschritte t­1, 
t­2,…,t­q. Die Fehlerterme Zt für t=0, ±1, ±2,… 
werden dabei zumeist als weißes Rauschen 
modelliert. Die Grundgleichung des ARMA­
Modells (mit Drift) lautet also:
mit entsprechend näher zu bestimmenden 
(reellen) Parametern c (Drift) sowie a1,…,ap für 
den „AR“­Teil und b1,…,bq für den „MA“­Teil. Die 
beiden Parameter p und q geben ferner an, wie 
weit in die Vergangenheit das Modell jeweils 
schaut, und bestimmen damit maßgeblich 
dessen Verhalten (z. B. bezüglich Periodizitä­
ten). Man schreibt daher oft auch ARMA(p,q), 
wenn man die Struktur (Ordnung) des Modells 
explizit angeben möchte.
Eine vektorwertige Variante des oben be­
schriebenen ARMA­Modells für die n­dimensi­
onale Zeitreihe (Xt)t=0,±1,±2,… mit Xt=(Xt(1),…,Xt(n))T 
bildet das sogenannte VARMA­Modell mit der 
Gleichung
Der Driftparameter C ist in diesem Fall ge­
nau wie die Fehlerterme Zt für t=0,±1,±2,… 
ein n­dimensionaler Vektor, und A1,…,Ap 
bzw. B1,…,Bq sind geeignete n×n–Matrizen. 
VARMA(p,q)­Modelle der Dimension n entspre­
chen demnach n miteinander verschränkten 
eindimensionalen ARMA(p,q)­Zeitreihen.
Von besonderer Bedeutung für den im weite­
ren Verlauf betrachteten Anwendungsfall der 
Eisenbahnweiche sind ferner Modelle, die zu­
sätzlich sogenannte exogene Variablen Ut (hier 
insbesondere die Temperatur) in die Betrach­
tung mit einbeziehen. Die entsprechende Er­
weiterung des VARMA­Modells lautet
und wird als VARMAX bezeichnet [16]. Ist hier­
bei Ut=(Ut(1),…,Ut(m))T für t=0, ±1, ±2,… jeweils 
ein m­dimensionaler Vektor, so sind die zusätz­
lichen Koeffizienten E0,…,E(r-1) in kanonischer 
Weise n×m­Matrizen. 
Es sei noch darauf hingewiesen, dass in den 
weiteren Abschnitten ausschließlich der Fall 
r=1 betrachtet wird. Die zuvor angegebene 
Gleichung des VARMAX­Modells vereinfacht 
sich damit zu
mit einer geeigneten n×m­Matrix E.
Auswertung und Analyse
Datengrundlage
Als Datengrundlage für die folgenden Un­
tersuchungen dienen die Stromumlaufkur­
ven einer Eisenbahnweiche bei Groningen in 
den Niederlanden, welche mit dem Überwa­
chungssystem POSS des Infrastrukturbetrei­
bers Strukton Rail in den Jahren von 2012 bis 
Anfang 2018 erfasst wurden. Insgesamt liegen 
66 797 Umlaufkurven vor, die nach Umlaufrich­
tung der Weiche differenziert werden können. 
Abb.  2 zeigt exemplarisch die Summen der 
Einzelmesswerte pro Umlaufkurve, d. h. der 
mit 50 Hz abgetasteten Stromstärken am Wei­
chenmotor, für den Zeitraum 1. Januar 2013 
bis 31. Dezember 2016 farblich unterschieden 
nach Umlaufrichtung. Die dargestellten Sum­
menwerte entsprechen dabei sinngemäß dem 
Integral der jeweiligen Umlaufkurve.
Man erkennt leicht den Versatz beim Niveau 
der Stromstärken, der mutmaßlich auf ei­
nen richtungsabhängig unterschiedlichen 
Kraftaufwand beim Verstellen der Weichen­
zungen hindeutet. Auffällig ist ferner der 
jahreszeitlich periodische Verlauf mit eher 
höheren Stromstärken im Winter und niedri­
geren Stromstärken im Sommer. Offensicht­
lich liegen hier starke Abhängigkeiten von 
externen Umweltbedingungen wie der Tem­
peratur vor [4]. Noch deutlicher wird dieser 
Effekt zum Beispiel in der Darstellung von 
Abb.  3. Die angegebenen Temperaturwerte 
entsprechen dabei der Lufttemperatur in 
ca. 150  m Entfernung von der betrachteten 
Weiche.
Abb. 2: Zeitreihe der gemessenen Stromstärken (d. h. Summenwerte pro Umlauf) differenziert 
nach Umlaufrichtung
Abb. 3: Einfluss der Temperatur auf die gemessenen Stromstärken
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Parameterbestimmung
Gemäß der zuvor beschriebenen Modell­
gleichungen der im Weiteren verwendeten 
Zeitreihenansätze (d. h. ARMA, VARMA und 
VARMAX) sind bei der Modellierung zum 
einen die Strukturparameter p und q so­
wie zum anderen die jeweils auftretenden 
Koeffizienten(matrizen) zu bestimmen. Hier­
zu wurden verschiedene Zeitausschnitte mit 
jeweils 100 aufeinanderfolgend gemessenen 
Umlaufkurven im verfügbaren Datensatz aus­
gewählt, mit denen die betrachteten Modelle 
i. S. einer geschachtelten Optimierung trai­
niert wurden. Die Bestimmung der Koeffizi­
enten – unter Annahme bekannter Parameter 
p und q – erfolgte dabei mit einer Kombinati­
on aus Maximum­Likelihood­Schätzung und 
Kalman­Filter [17]. Für die Strukturparameter 
selbst wurden ganzzahlige Werte zwischen 
0 und 4 angenommen, wobei die optima­
le Lösung für p und q durch systematisches 
Durchprobieren aller Kombinationen („Grid 
Search“) ermittelt wurde. Als Gütemaß für die 
Optimierung diente dabei das sogenannte 
Akaike­Informationskriterium (AIC) [17].
Ergebnisse
Mit den trainierten Modellen können sodann 
die nächsten k unmittelbar auf den gewählten 
Trainingszeitraum folgenden Weichenumläufe 
(Testdaten) prognostiziert werden. Die Qua­
lität der Prognose wird dabei im Folgenden 
über die Wurzel des mittleren quadratischen 
Fehlers (RMSE=Root­Mean­Square­Error), d. h.
mit den prognostizierten Werten Ŷi und den 
tatsächlich gemessenen Werten Yi bewertet.
Abb.  4 zeigt exemplarisch für den Zeitraum 
16. bis 24. Juli 2013 die tatsächliche und pro­
gnostizierte Zeitreihe bei Verwendung des 
ARMA­Ansatzes. Man erkennt sofort das cha­
rakteristische, periodische Zickzackmuster 
(Periode 2), welches sich aufgrund der sich 
im Zeitverlauf notwendigerweise abwech­
selnden Umlaufrichtungen unmittelbar aus 
den unterschiedlichen Stromstärkeniveaus 
pro Umlaufrichtung (Abb. 2) ergibt. Insofern 
überrascht es nicht, dass die optimalen Pa­
rameter p=4 und q=2 für das hier gezeigte 
ARMA­Modell Vielfache von 2 sind. Die RM­
SE­Werte für einen Prognosehorizont von 1, 
10 bzw. 50 Weichenumläufen sind in Tab. 1 
dargestellt.
Offensichtlich ist das ARMA­Modell trotz kor­
rekter Wiedergabe der Zickzackstruktur der 
Zeitreihe nicht in der Lage, die zeitlichen Vari­
ationen im Testdatensatz adäquat abzubilden, 
und neigt eher zu konstanten Prognosewerten 
pro Umlaufrichtung (Abb. 4).
Eine Möglichkeit, das oben genannte peri­
odische Muster der Zeitreihe aus Abb.  4 bei 
der Modellierung zu durchbrechen, besteht 
in der Verwendung eines zweidimensiona­
len VARMA­Modells anstelle von ARMA. Die 
beiden Komponenten Xt(1) und Xt(2) des Zeit­
reihenvektors Xt=(Xt(1), Xt(2))T entsprechen in 
diesem Fall den beiden Umlaufrichtungen 
(d. h. genauer den nach Umlaufrichtung dif­
ferenzierten Stromstärkewerten) der Weiche. 
Xt enthält also stets als Paar die (aufsummier­
ten) Stromstärkewerte für einen Umlauf in 
die eine Richtung und wieder zurück in die 
andere Richtung. Dabei kann zwischen den 
Umläufen in der Realität natürlich ein mehr 
oder weniger langes Zeitintervall liegen, so­
dass der einheitliche Zeitindex t bei Xt(1) und 
Xt(2) eigentlich nur als chronologische Num­
merierung der zuvor genannten Umlaufpaare 
zu interpretieren ist.
Abb.  5 zeigt die Ergebnisse der VARMA­
Prognose unter Verwendung desselben Da­
tensatzes wie in Abb. 4. Durch die Trennung 
der beiden Umlaufrichtungen erkennt man 
sofort den bereits in Abb.  2 festgestellten 
Versatz der Stromstärken. Man sieht infolge 
des Wegfalls des Zickzackmusters aus Abb. 4 
aber auch, dass die betrachteten Zeitreihen 
neben den schon zuvor festgestellten jah­
reszeitlichen Schwankungen (Abb.  2) offen­
sichtlich noch weitere periodische, in diesem 
Fall tageszeitliche Variationen aufweisen. Die 
Periodendauer liegt dabei jedoch deutlich 
über den im Rahmen der Optimierung zuge­
lassenen Werten für die Strukturparameter 
p und q, weshalb eine korrekte Abbildung 
dieser Muster bei der Prognose offenbar 
nicht gelingt. Da zudem die Periodendauer 
bezogen auf den (Nummerierungs­)Index 
t des VARMA­Modells variiert, ist auch eine 
Erhöhung der Modellordnung (d. h. größere 
Werte für p und q) nicht sinnvoll, zumal dies 
die Komplexität des Modells bzw. die Anzahl 
zu schätzender Koeffizienten unnötig erhö­
hen würde.
Insofern tendiert das VARMA­ wie bereits das 
ARMA­Modell aus Abb.  4 zu eher konstanten 
Abb. 4: ARMA(4,2)­Prognose
Abb. 5: VARMA(1,0)­Prognose
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Prognosewerten (Abb. 5). Zu bemerken ist in 
diesem Zusammenhang aber die verglichen 
mit ARMA deutlich niedrigere Ordnung (p=1 
und q=0) des VARMA­Modells bei ansonsten 
ähnlicher Prognosequalität (Tab. 1).
Eine deutliche Verbesserung der Prognose 
(Tab. 1) bringt die Verwendung eines entspre­
chend optimal gewählten VARMAX­Modells, 
das wie das zuvor diskutierte VARMA­Modell 
mit p=1 und q=0 eine sehr niedrige Ordnung 
aufweist, zusätzlich aber die Temperatur als 
exogene Variable Ut einbezieht. Jedem Wei­
chenumlauf ist in diesem Zusammenhang 
in dem zur Verfügung stehenden Datensatz 
eine Temperaturmessung zugeordnet, sodass 
sich passend zum Zeitreihenvektor Xt=(Xt(1), 
Xt(2))T ein Temperaturvektor Ut=(Ut(1), Ut(2))T er­
gibt, wobei bezogen auf Matrixdimensionen 
in der weiter oben beschriebenen, allgemei­
nen Modellgleichung des VARMAX­Modells in 
diesem Fall n=m=2 gilt.
Abb.  6 zeigt erneut die tatsächlichen sowie 
die prognostizierten Zeitreihen für den Zeit­
raum 16. bis 24. Juli 2013, diesmal unter Ver­
wendung des beschriebenen VARMAX(1,0)­
Modells, wobei die Temperaturwerte für den 
Prognosezeitraum als bekannt vorausgesetzt 
werden. Dies entspricht der Annahme einer 
verfügbaren, von der Weichenüberwachung 
unabhängigen Wetter­ bzw. Temperatur­
vorhersage. Offensichtlich lassen sich damit 
wesentliche Merkmale der betrachteten Zeit­
reihen sehr gut abbilden, was mit ARMA und 
VARMA zuvor nicht möglich war.
Schlussfolgerungen
Die Analysen des vorangegangenen Ab­
schnitts zeigen, dass sich die untersuchten 
Zeitreihendaten der Weichenüberwachung 
mit gängigen Zeitreihenmodellen prinzipi­
ell abbilden lassen. Vor allem der VARMAX­
Ansatz, bei dem die Temperatur als exogene 
Variable linear in das Modell eingeht, scheint 
hier geeignet.
Tatsächlich deuten weiterführende Betrach­
tungen der Relation zwischen Temperatur 
und Stromstärke bei dem hier analysierten 
Datensatz allerdings auf eine nicht­lineare 
Abhängigkeit zwischen den genannten 
Größen hin. Die mittels Kleinste­Quadrate­
Schätzung berechnete Kurve in Abb.  7 hat 
beispielsweise die Form
mit geeigneten reellen Koeffizienten. Die ex­
plizite Berücksichtigung dieses nicht­linearen 
Zusammenhangs in einem geeigneten Zeit­
reihenmodell lässt demnach weitere Verbesse­
rungen bei der Prognose erwarten.
Ein möglicher Schwachpunkt der im vorlie­
genden Beitrag verwendeten Art der An­
wendung multivariater Zeitreihenmodelle 
besteht allerdings in der Paarung jeweils 
zweier Weichenumläufe pro Zeitreihenvek­
tor. Da zwischen den beiden Umläufen eines 
solchen Paares naturgemäß unterschiedli­
che, mitunter längere Zeitintervalle liegen 
können (z. B. Abb.  4), kann es hier insbe­
sondere im VARMAX­Fall durch die statische 
(d. h. nicht dynamisch angepasste) Matrix E 
zur unerwünschten Berücksichtigung veral­
teter Temperaturwerte pro Umlauf kommen. 
Ob bzw. in welchem Umfang sich dieser Ef­
fekt negativ auf die Prognosegüte auswirkt, 
bleibt zu prüfen.
Besondere Sorgfalt ist ferner erforderlich, falls 
die Messwerte einzelner Weichenumläufe (z. B. 
aufgrund von Störungen des Messsystems) 
fehlen, damit es im Rahmen der Modellim­
plementierung nicht versehentlich zu einer 
zwischenzeitlichen Vertauschung der beiden, 
sich im realen Zeitverlauf normalerweise stets 
abwechselnden Zeitreihenkomponenten Xt(1) 
(Umlauf in eine Richtung) und Xt(2) (Umlauf in 
die andere Richtung) kommt.
Inwieweit sich ansonsten alternative Modellie­
rungsansätze basierend auf neuronalen Netzen 
oder Ähnlichem zur Modellierung und Prognose 
der hier untersuchten Weichenüberwachungs­
daten eignen, ist Teil weiterer Forschung.
Abb. 6: VARMAX(1,0)­Prognose mit Temperatur als exogener Variable
Abb. 7: Nicht­lineare Abhängigkeit zwischen Temperatur und gemessener Stromstärke
Tab. 1:  Prognosegüte (RMSE) der untersuchten Zeitreihenmodelle
Modell p q
Prognosehorizont
1 Umlauf 10 Umläufe 50 Umläufe
ARMA 4 2 3,9 16,4 12,5
VARMA 1 0 2,3 17,1 12,7
VARMAX 1 0 3,8 6,8 5,8
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