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Abstract
New oscillation results are obtained for the second order nonlinear difference equation
∆
(
rnf (∆xn−1)
)+ g(n, xn) = 0,
and its functional form
∆
(
rnf (∆xn−1)
)+ g(n, xτn) = 0.
The role played by the argument τn on the oscillation of the functional equation is explored. In partic-
ular, we characterize a class of sequences {τn} which have a harmless effect on the oscillation of this
type of equations. Some of our results generalize, improve or unify known fundamental oscillation
results for several particular cases of the above equations.
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Recently, the oscillation and nonoscillation problems of second order difference equa-
tions have received a great amount of attention. This is probably due to the closeness of
such phenomenon to those of the analogous differential equations. In addition, these equa-
tions have many applications in physics and in other fields (see [1,2,16,26]). In this paper
we consider a class of second order nonlinear difference equations, with a general nonlin-
ear difference term, of the forms
∆
(
rnf (∆xn−1)
)+ g(n, xn) = 0, (1)
and
∆
(
rnf (∆xn−1)
)+ g(n, xτn) = 0, (2)
where {rn}nn0 is a positive real sequence, f :R → R is a continuous increasing function
such that xf (x) > 0 for x = 0, g :N(n0)×R → R (N(n0) = {n0, n0 + 1, . . .}: n0 is a pos-
itive integer) is a continuous function such that xg(n, x) > 0 for x = 0 and all n ∈ N(n0)
and {τn} is a positive integer valued sequence for n ∈ N(n0) such that limn→∞ τn = ∞.
Choosing the above classes of equations for this study is motivated by the numerous
research on the oscillatory properties of several particular cases of (1) and (2). For example,
the linear difference equation
∆(rn∆xn−1)+ qnxn = 0 (3)
has been studied by [6,7,13–15,18–20,27,28,43]. The discrete Emden–Fowler equation
∆2xn−1 + qn|xn|ν−1xn = 0, ν > 1, (4)
and its generalizations
∆(rn∆xn−1)+ qnφ(xn) = 0, φ has the same properties as f, (5)
∆(rn∆xn−1)+ g(n, xn) = 0 (6)
have been investigated by [21,22,36–40]. Another very important special case of (1), which
arises in the theory of radial solutions for the p-Laplacian equation on an annular domain
(see [5] and the references cited therein), is the half-linear equation
∆
(
rn|∆xn−1|p−2∆xn−1
)+ qn|xn|p−2xn = 0, p > 1, (7)
and its more general form
∆
(
rn|∆xn−1|p−2∆xn−1
)+ g(n, xn) = 0, p > 1, (8)
have been studied by [3,8–10,23,24,29–33]. Finally, the delayed or advanced versions of
the above equations (which are prototypes of (2)) have been investigated by many authors
(e.g., [34,35,41,42]).
It is known (see [16]) that the delay argument k plays a key role in the oscillation theory
of both first order linear difference equations∆xn + qnxn−k = 0, (9)
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x˙ + h(t)x(t − k) = 0.
In particular when h(t) ≡ ν and qn ≡ q , where ν and q are nonnegative constants [16,
Theorems 7.2.1, 2.2.3], imply, respectively, that (9) is oscillatory if and only if q > kk/
(k + 1)k+1 and the above delay differential equation is oscillatory if and only if νk > 1/e.
This delay-effect has been shown to be harmless on the oscillation of differential equations
of higher orders by [4,25]. It seems, for the best of the authors knowledge, that [11] is
the only work which studies the role of the delay on the oscillation of the second order
difference equations by establishing that the delay k in the second order linear difference
equation
∆2xn−1 + qnxn−k = 0 (10)
is also harmless on the oscillation.
In this work we explore and emphasize such role for Eq. (2). In the next section, we
establish several fundamental comparison results. Some of these results enable us to char-
acterize a class of sequences {τn} which have a harmless effect on the oscillation of (2).
Accordingly, we unify and improve many known oscillation criteria to several particular
cases of (1) and (2).
By a solution of (1), we mean a nontrivial sequence {xn} satisfying (1) for n n0. While
a solution of (2) is a nontrivial sequence {xn} which is defined for n ∈ {m,m+ 1, . . . ,0} ∪
{−1} and satisfies Eq. (2) for all large n, say, n n0, where m = min{0,minn0 τn}.
A solution {xn} of (1) or (2) is said to be oscillatory if for every n0 > 0 there exists
n n0 such that xnxn+1  0. Otherwise, that is when {xn} is either eventually negative or
eventually positive, it is called nonoscillatory. Equation (1) or (2) is called oscillatory if all
its solutions are oscillatory. So, any of these equations is called nonoscillatory if it has at
least one nonoscillatory solution.
Throughout this work we assume that the following condition holds:
∞∑
i=n0
γf−1
(
γ
ri
)
= ∞ for any γ = 0, (11)
where f−1 is the inverse function of f . Also, the following monotonicity property of g
will be required for some of our results:
g(n, x) is increasing with respect to x for each n ∈ N(n0). (12)
2. Main results
Lemma 1. Assume that xn is a nonoscillatory solution of (2). Then there exists n¯ ∈ N(n0)
such that xn∆xn > 0 for all n ∈ N(n¯).
Proof. First, we assume that xn > 0 for all n ∈ N(n1) and some n1 ∈ N(n0). Since τn →
∞ as n → ∞, one can find n2 ∈ N(n1) such that τn > n1 for all n ∈ N(n2) and hence
xτn > 0 for all n ∈ N(n2). Consequently Eq. (2) yields( )∆ rnf (∆xn−1) < 0 for all n ∈ N(n2). (13)
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we obtain
rnf (∆xn−1) < rn3f (∆xn3−1) = −c < 0, n ∈ N(n3).
Rearranging,
∆xn−1 < f−1
(
− c
rn
)
, n ∈ N(n3).
Summing from n3 to n,
xn − xn3 <
n∑
i=n3
f−1
(
− c
ri
)
, n ∈ N(n3).
But, according to (11), ∑∞i=n3 f−1(−c/ri) = −∞, the above inequality implies that
limn→∞ xn = −∞ which is a contradiction.
If xn < 0 for all n ∈ N(n1), then similar reasoning implies a contradiction. We omit the
details to avoid repetition. 
Lemma 2. Assume that g(n, x) satisfies (12). If the inequality
∆
(
rnf (∆xn−1)
)+ g(n, xτn) 0 (14)
has a positive solution xn > 0 for all n ∈ N(n0). Then Eq. (2) has a positive solution un
such that
0 < un < xn, n ∈ N(n¯0) for some n¯0 ∈ N(n0). (15)
Proof. Since xn > 0 for all n ∈ N(n0), we conclude from Lemma 1 that ∆xn > 0 for all
n ∈ N(n¯), where n¯ ∈ N(n0). Summing (14) from k ∈ N(n¯) to n, we get
rn+1f (∆xn)− rkf (∆xk−1)+
n∑
i=k
g(i, xτi ) 0, n k ∈ N(n¯). (16)
As n → ∞, we see that
∞∑
i=k
g(i, xτi ) < ∞ exists
as otherwise inequality (16) yields limn→∞ rn+1f (∆xn) = −∞ which contradicts the
eventual positivity of ∆xn. Thus (16) implies
∞∑
i=k
g(i, xτi ) rkf (∆xk−1), k ∈ N(n¯). (17)
Rearranging, we obtain
f−1
(
1 ∞∑
g(i, xτ )
)
∆xk, k ∈ N(n¯).rk+1
i=k+1
i
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from n1 to n− 1,
xn¯ +
n−1∑
k=n1
f−1
(
1
rk+1
∞∑
i=k+1
g(i, xτi )
)
 xn, n ∈ N(n1). (18)
Consider the space S of all sequences {zn}nn¯ such that
xn¯  zn  xn, n n¯.
Define an operator T on S by
(T z)n =
{
xn¯ +∑n−1k=n1 f−1( 1rk+1 ∑∞i=k+1 g(i, zτi )), n n1,
xn¯, n¯ n < n1.
(19)
It follows from (18) that
xn¯  (T z)n  xn, n ∈ N(n¯),
that is T S ⊆ S. Let us now construct the successive approximation sequence {{z(r)n }nn¯}r0
as follows:
z(0)n = xn, z(r)n = (T z(r−1))n for r = 1,2, . . . ,
where T r = T (T r−1), r = 1,2, . . . . Since
z(1)n = (T z(0))n = (T x)n  xn = z(0)n
and T is increasing, then
xn = z(0)n  z(1)n  z(2)n  · · · xn¯, n ∈ N(n¯).
Hence there exists {zn} ∈ S such that limr→∞ z(r)n = zn. Using Lebesgue monotone con-
vergence theorem, it follows from (19) that
zn =
{
xn¯ +∑n−1k=n1 f−1( 1rk+1 ∑∞i=k+1 g(i, zτi )), n ∈ N(n1),
xn¯, n¯ n < n1,
which implies that zn satisfies (2) and 0 < xn¯  zn  xn, n ∈ N(n¯). The proof is com-
plete. 
Note that if there exists xn > 0 for n ∈ N(n¯) such that (18) holds, then the same argu-
ments of the previous proof imply that the conclusion of Lemma 2 holds. Conversely, if xn
is an eventually positive solution of Eq. (2), then one can show easily that (18) holds using
similar reasoning as in the above proof. Thus we obtain the following interesting result.
Theorem 3. Assume that (12) holds. Then Eq. (2) has an eventually positive solution if and
only if inequality (18) has a positive solution.The following result is the Sturm comparison theorem for equations of the form (2).
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with respect to the second variable and xJ (n, x) > 0 for x = 0 and all n ∈ N(n0). If {r¯n}
is a positive real sequence,
δg(n, δx) δJ (n, δx) for all (n, x) ∈ N(n0) ×R+, δ = ±1,
rn  r¯n for all n ∈ N(n0), (20)
and Eq. (2) is a nonoscillatory, then the second order nonlinear difference equation
∆
(
r¯nf (∆xn−1)
)+ J (n, xτn) = 0 (21)
is nonoscillatory.
Proof. Since (2) is nonoscillatory, then it has a solution xn which is either eventually
positive or eventually negative. If xn > 0 for n n¯, where n¯ is sufficiently large, then (18)
holds which implies, in view of (20), that
xn¯ +
n−1∑
k=n1
f−1
(
1
r¯k+1
∞∑
i=k+1
J (i, xτi )
)
 xn, n ∈ N(n1).
According to Theorem 3, Eq. (21) has a positive solution on N(n¯); say, zn. If xn < 0 for
all n ∈ N(n¯), we let xn = −yn, where yn > 0 for all n ∈ N(n¯). Thus Eq. (2) becomes
∆
(
rnf (−∆yn−1)
)+ g(n,−yτn) = 0,
or
∆
(
rn
(−f (−∆yn−1)))+ (−g(n,−yτn))= 0. (22)
Let F(x) = −f (−x) and G(n,x) = −g(n,−x) for all x > 0 and n ∈ N(n¯). It follows
that F and G satisfy the same assumptions of f and g, respectively. Thus yn is a positive
solution of the equation
∆
(
rn∆F(∆yn−1)
)+ G(n,yτn) = 0
for all n ∈ N(n¯). According to the first part of this proof, we conclude that the equation
∆
(
r¯nF (∆un−1)
)+ (−J (n,−uτn))= 0
has an eventually positive solution. Rearranging the above equation, it follows that
∆
(
r¯nf (−∆un−1)
)+ J (n,−uτn) = 0
has an eventually positive solution. Therefore, Eq. (21) has an eventually negative solution.
This completes the proof. 
Remark 5. (1) From the above proof one notices that the negative solution of the nonoscil-
latory equation (2) leads to a contradiction exactly as the positive one. Therefore, in the
proofs of the next results, when we assume that (2) (or (1)) is nonoscillatory we consider
only positive solutions to avoid repetition.
(2) Theorem 4 generalizes and improves [8, Theorem 5.1] and [41, Theorem 2]. It also
extends [33, Theorem 2], which is stated for (7), to the more general equation (2) in the
positive coefficients case.
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(I) If the difference equation
∆
(
rnf (∆xn−1)
)+ g(n, xn+β1) = 0 (23)
is nonoscillatory, then the equation
∆
(
rnf (∆xn−1)
)+ g(n, xn−β2) = 0 (24)
is nonoscillatory.
(II) If the difference equation (24) is nonoscillatory, then the equation
∆
(
rn−β1−β2f (∆xn−1)
)+ g(n, xn+β1) = 0 (25)
is nonoscillatory.
(III) If Eq. (25) is nonoscillatory and rn−β1−β2  rn for all n ∈ N(n0), then Eq. (23) is
nonoscillatory.
Proof. Assume that Eq. (23) is nonoscillatory, one can assume that it has an eventually
positive solution xn. From Lemma 1, an integer n¯ ∈ N(n0) exists such that xn∆xn > 0 for
all n ∈ N(n¯). Then xn+β1 > xn−β2 , n ∈ N(n¯+ β2), and hence (23) implies that xn satisfies
the difference inequality
∆
(
rnf (∆xn−1)
)+ g(n, xn−β2) 0, n ∈ N(n1 + β2).
Applying Lemma 2, it follows that (24) has an eventually positive solution. Thus (24) is
nonoscillatory. This proves case (I). To prove case (II), one assumes as usual that (24) has
an eventually positive solution xn. Proceeding as in the proof of Lemma 2, we obtain (17),
with τn = n−β2, which according to the fact that ∆(rnf (∆xn−1)) 0 for all n ∈ N(n¯) (n¯
is suitably chosen), implies that
∞∑
i=k
g(i, xi−β2) rk−β1−β2f (∆xk−β1−β2−1), k ∈ N(n¯ + β1 + β2).
Rearranging, we get
f−1
(
1
rk−β1−β2+1
∞∑
i=k+1
g(i, xi−β2)
)
∆xk−β1−β2 .
Summing from n1 = n¯+ β1 + β2 to n − 1, we obtain
xn¯ +
n−1∑
k=n1
f−1
(
1
rk−β1−β2+1
∞∑
i=k+1
g(i, xi−β2)
)
 xn−β1−β2, n ∈ N(n1).
Set yn = xn−β1−β2 , we get
xn¯ +
n−1∑
f−1
(
1 ∞∑
g(i, yi+β1)
)
 yn, n ∈ N(n1),k=n1 rk−β1−β2+1 i=k+1
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eventually positive solution and hence is nonoscillatory. This proves case (II).
Finally, the proof of case (III) is a direct application of Theorem 4. This completes the
proof. 
One of the important consequences of Theorem 6 is the equivalence between the
nonoscillation of (23) and (24) when {rn} satisfies that
rn−β1−β2  rn eventually.
This leads to the following interesting result in which the delay and the advance arguments
are harmless on the oscillation.
Corollary 7. Assume that g, β1 and β2 are as in Theorem 6. Then the difference equation
∆f (∆xn−1)+ g(n, xn+β1) = 0
is nonoscillatory if and only if the difference equation
∆f (∆xn−1)+ g(n, xn−β2) = 0
is nonoscillatory.
The following special result of the above corollary is of particular interest.
Corollary 8. Assume that β is any integer and (12) holds. Then the difference equation
∆f (∆xn−1)+ g(n, xn+β) = 0
is nonoscillatory if and only if the corresponding ordinary difference equation
∆f (∆xn−1)+ g(n, xn) = 0
is nonoscillatory.
Theorem 9. Assume that g, β1 and β2 are as in Theorem 6. Then:
(i) If τn  n + β1, n ∈ N(n0), and Eq. (23) is nonoscillatory, then Eq. (2) is nonoscilla-
tory.
(ii) If τn  n − β2, n ∈ N(n0), and Eq. (2) is nonoscillatory, then Eq. (24) is nonoscilla-
tory.
(iii) If n−β2  τn  n+β1 and rn−β1−β2  rn for all n ∈ N(n0), then Eq. (2) is nonoscil-
latory if and only if either (23) or (24) is nonoscillatory.
Proof. The reader can see that the proof of (i) and (ii) is obtained by direct application of
Lemma 2 while (iii) can be proved using the previous two parts, that is (i) and (ii), and the
part (III) of Theorem 6. We omit the details. 
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instance, Corollary 8 leads to the next fundamental result for the half-linear difference
equation:
∆
(|∆xn−1|p−2∆xn−1)+ qn|xn|p−2xn+β = 0, β ∈ Z, p > 1. (26)
Corollary 10. Equation (26) is nonoscillatory if and only if Eq. (7) in which rn ≡ 1 is
nonoscillatory, or equivalently if and only if the discrete Riccati inequality
∆wn +wn
(
1 − 1
Φ(Φ−1(wn)+ 1)
)
+ qn  0, (27)
where Φ(x) = |x|p−2x, Φ−1(x) = |x|p/(p−1)x, has a solution wn such that wn > −1 for
all n ∈ N(n0).
Proof. By making use of Corollary 8, we see that (26) is nonoscillatory if and only if (7)
is nonoscillatory as required. The rest of the proof is a direct application to [9, Lemma 2]
which asserts that (7) is nonoscillatory if and only if there exists wn > −1, n ∈ N(n0),
such that (27) holds for all n ∈ N(n0). 
Remark 11. When p = 2 in (26), Corollary 10 improves [41, Lemma 2] (when rn ≡ 1).
Liu and Cheng [24] proved Theorem 6(I) for special cases of (7) and (26); namely, the
equation
∆
(
rn(∆xn−1)p
)+ qnxpn = 0,
and its advanced version
∆
(
rn(∆xn−1)p
)+ qnxpn+β = 0, β ∈ Z+,
where p is a quotient of positive odd integers.
Next we establish some comparison results when f satisfies either one of the following
conditions:
f−1(uv)
f−1(v)
 f−1(Mu) for some M > 0 and all u > 0, v ∈ R − {0}, (28)
δx−1f (δx) is increasing for all x > 0, δ = ±1, (29)
or
δx−1f (δx) is decreasing for all x > 0, δ = ±1. (30)
First we need the following lemma which generalizes [21, Lemma 4.1(a), (b)].
Lemma 12. Assume that ∆(rnf (∆xn−1)) 0, n ∈ N(n0). Then
xn  xn0−1 +
n∑
f−1
(
rn0f (∆xn0−1)
)
, n ∈ N(n0).i=n0 ri
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xn  xn0−1 + f−1
(
rnf (∆xn−1)
) n∑
i=n0
f−1
(
M
ri
)
. (31)
Proof. Since {rnf (∆xn−1)} is nonincreasing on N(n0), then
xn − xn0−1 =
n∑
i=n0
f−1
(
rif (∆xi−1)
ri
)

n∑
i=n0
f−1
(
rn0f (∆xn0−1)
ri
)
which proves the first part of the lemma.
When (28) holds, we have
xn − xn0−1 
n∑
i=n0
f−1
(
M
ri
)
f−1
(
rif (∆xi−1)
)
 f−1
(
rnf (∆xn−1)
) n∑
i=n0
f−1
(
M
ri
)
. 
Theorem 13. Assume that (12) and (28) are satisfied and {hn} be defined by hn =
min{n, τn} for n ∈ N(n0). If the equation
∆
(
rnf (∆xn−1)
)+ g(n,Ωnxn) = 0, n ∈ N(n2), (32)
is oscillatory such that
0 <Ωn =
n∏
k=hn
f−1(Mrn)
∑n
i=n1 f
−1(M/ri)− 1
f−1(Mrn)
∑n
i=n1 f−1(M/ri)
,
n2 ∈ N(n1 + 1) for some n1 ∈ N(n0),
and τn > 1 + n1, for all n ∈ N(n2), then Eq. (2) is oscillatory.
Proof. For the sake of contradiction one assumes that (2) has an eventually positive solu-
tion, say, xn. Using Lemma 1, we see that ∆xn is also eventually positive. Thus, one can
find an integer n1 ∈ N(n0) such that xn−1 > 0, ∆xn−1 > 0 and xτn > 0 for all n ∈ N(n1).
According to (28) and (31), we get
xn  xn1−1 + ∆xn−1f−1(Mrn)
n∑
i=n1
f−1
(
M
ri
)
.
Rearranging,
xn
xn−1

f−1(Mrn)
∑n
i=n1 f
−1(M/ri)
f−1(Mrn)
∑n
i=n1 f
−1(M/ri)− 1 , n ∈ N(n1 + 1).
Choosing n2 ∈ N(n1 + 1) such that τn > 1 + n1 for all n ∈ N(n2), it follows that
xn −1xhn−1
 (Ωn) , n ∈ N(n2),
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xn satisfies the inequality
∆
(
rnf (∆xn−1)
)+ g(n,Ωnxn) 0, n ∈ N(n2).
Now Lemma 2 implies that Eq. (32) is nonoscillatory. But this conclusion contradicts the
assumption that (32) is oscillatory. The proof is complete. 
Theorem 14. Assume that (12) and (29) hold. If the second order difference equation
∆(rn∆yn−1) + g
(
n,f−1(yτn)
)= 0 (33)
is oscillatory, then Eq. (2) is oscillatory.
Proof. To the contrary, one can assume that (2) is nonoscillatory. Thus, Eq. (2) can be
assumed to have an eventually positive solution xn. Using similar arguments as those em-
ployed in the proof of Lemma 2, we obtain (17). On the other hand, condition (29) implies
(see [17, p. 83]) that f (∆xk−1)∆f (xk−1), k ∈ N(n1). Combining this with (17), we get
∞∑
i=k
g(i, xτi ) rk−1∆f (xk−1), k ∈ N(n1).
Let uk = f (xk), k ∈ N(n1). Then un satisfies that
∞∑
i=k
g
(
i, f−1(uτi )
)
 rk−1∆uk−1, k ∈ N(n1).
Using the same reasoning of the proof of Lemma 2, one can see easily that (33) has an
eventually positive solution. That is, Eq. (33) is nonoscillatory which is a contradiction to
our assumptions. The proof is complete. 
Theorem 15. Assume that (12) and (30) hold. If Eq. (33) is nonoscillatory, then Eq. (2) is
nonoscillatory.
The proof is similar to the proof above. We omit the details.
For equations of the form
∆
(
rnf (∆xn−1)
)+ qnf (xn) = 0, (34)
the above two theorems lead to the following result.
Corollary 16.
(i) If (3) is oscillatory and (29) holds, then Eq. (34) is oscillatory.
(ii) If (3) is nonoscillatory and (30) holds, then Eq. (34) is nonoscillatory.
Remark 17. Corollary 16 agrees with some recent results for the half-linear equation (7)
(see [12]).
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particular case of (1), can be restated to a corresponding functional difference equation.
For example, in view of Corollary 8 and [43, Theorems 1, 2] we obtain the following new
oscillation and nonoscillation criteria for Eq. (10).
Corollary 18. Assume that β ∈ Z, α0 = 3 − 2
√
2. Then the following statements hold:
(1) If there exists n0 ∈ N(1) such that
2m+1n0−1∑
i=2mn0
qi 
α0
2m+1n0
for every m ∈ N(1),
then (10) is nonoscillatory.
(2) If there exists n0 ∈ N(1) and α > α0 such that
2m+1n0−1∑
i=2mn0
qi 
α
2mn0
for every m ∈ N(1),
then (10) is nonoscillatory.
For half-linear functional difference equations one can obtain many new oscillation
criteria. For instance, the following Hinton–Lewis type oscillation criterion is a direct ap-
plication of Theorem 6(II) and [33, Theorem 5].
Corollary 19. Assume that
∑∞
i=n0 qi < ∞, and
lim
k→∞
(
k∑
i=n0
r
1−p˜
i−β
)p−1( ∞∑
i=k
qi
)
> 1, p˜ = p
p − 1 .
Then the delay difference equation
∆
(
rn|∆xn−1|p−2∆xn−1
)+ qn|xn|p−2xn−β = 0, p > 1, β > 0,
is oscillatory.
We conclude this section by the following extension of our previous ideas to the neutral
difference equations:
∆
(
rnf
(
∆(xn−1 − δxn−σ )
))+ g(n, xτn) = 0 (35)
and
∆
(
rnf
(
∆(xn−1 − δxn−σ )
))+ g(n, xn) = 0, (36)
where δ > 0, σ ∈ N(1). Instead of studying the oscillatory properties as before, we con-
sider here what so called almost oscillation. A solution {xn} of either (35) or (36) is called
almost oscillatory if it is either oscillatory or limn→∞ xn = 0. Consequently, any of the
above neutral equations is called almost oscillatory if all its solutions are almost oscilla-
tory.
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that xn > 0 eventually. Define a new sequence {yn} by
yn−1 = xn−1 − δxn−σ , n 1. (37)
From (35), we conclude that
∆
(
rnf (∆yn−1)
)+ g(n, xτn) = 0,
and hence
∆
(
rnf (∆yn−1)
)
 0, eventually,
which implies that ∆yn is nonoscillatory. If ∆yn < 0 eventually, similar arguments as those
employed in the proof of Lemma 1 lead to limn→∞ yn = −∞ which according to the
definition of yn implies that limn→∞ xn = ∞. Therefore, one can find a positive integer
subsequence {nk}, nk → ∞ as k → ∞ such that
xnk−1 = sup{xn: n nk − 1} and lim
k→∞xnk−1 = ∞.
Thus
ynk−1 = xnk−1 − δxnk−σ > xnk−1(1 − δ) → ∞ as k → ∞, (38)
which contradicts the negativity of yn. Thus ∆yn must be eventually positive and hence yn
is eventually of one sign. If lim supn→∞ xn = ∞, then as in (38) one can prove easily that
lim supn→∞ yn = ∞ which implies that yn is eventually positive. When lim supn→∞ xn =
S > 0, it follows from (37) that
lim
n→∞yn  (1 − δ)S > 0.
Thus yn is also eventually positive in this case. The above discussion proves the following
result.
Lemma 20. Assume that xn is not almost oscillatory solution of (35) and yn is defined by
(37). Then there exists n¯ ∈ N(n0) such that
xnyn > 0 and yn∆yn > 0 for all n ∈ N(n¯).
Now all previous results in this work can be restated easily for (35) and (36) with mi-
nor modifications to the corresponding proofs. In particular the term f (∆xn) should be
replaced with f (∆yn), where yn is defined by (37). Next we list some of these results. The
proofs of these results are left to the reader.
Lemma 21. Assume that (12) holds and the inequality
∆
(
rnf
(
∆(xn−1 − δxn−σ )
))+ g(n, xτn) 0 (39)
has a positive solution xn for n ∈ N(n0) such that lim supn→∞ xn > 0. Then Eq. (35) has
a positive solution un such that 0 < un < xn for all n ∈ N(n¯0) and some n¯0 ∈ N(n0) and
lim supn→∞ un > 0.
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nonzero upper limit if and only if inequality (39) has an eventually positive solution with
nonzero upper limit.
Theorem 23. Assume that the function J and the sequence {r¯n} satisfies the assumptions
of Theorem 4. If Eq. (35) is not almost oscillatory, then the second order nonlinear neutral
difference equation
∆
(
r¯nf
(
∆(xn−1 − δxn−σ )
))+ g(n, xτn) = 0
is not almost oscillatory.
Theorem 24. Assume that β1, β2 and g are defined as in Theorem 6. The following state-
ments hold:
(I) If the difference equation
∆
(
rnf
(
∆(xn−1 − δxn−σ )
))+ g(n, xn+β1) = 0 (40)
is not almost oscillatory, then the difference equation
∆
(
rnf
(
∆(xn−1 − δxn−σ )
))+ g(n, xn−β2) = 0 (41)
is not almost oscillatory.
(II) If Eq. (41) is not almost oscillatory, then the equation
∆
(
rn−β1−β2f
(
∆(xn−1 − δxn−σ )
))+ g(n, xn−β1) = 0 (42)
is not almost oscillatory.
(III) If Eq. (42) is not almost oscillatory and rn−β1−β2  rn for all n ∈ N(n0), then Eq. (40)
is not almost oscillatory.
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