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Abstract
This paper continues work begun in [2], in which we introduced a theory of Gowers
uniformity norms for singular measures on Rd. There, given a d-dimensional measure
µ, we introduced a (k + 1)d-dimensional measure ∆kµ, and developed a uniformity
norm ‖µ‖Uk whose 2
k-th power is equivalent to ∆kµ([0, 1]d(k+1). In the present work,
we introduce a fractal dimension associated to measures µ which we refer to as the kth-
order Fourier dimension of µ. This k-th order Fourier dimension is a normalization
of the asymptotic decay rate of the Fourier transform of the measure
∫
∆kµ(x; ·) dx,
and coincides with the classic Fourier dimension in the case that k = 1. It provides
quantitative control on the size of the Uk norm. The main result of the present paper
is that this higher-order Fourier dimension controls the rate at which ‖µ−µn‖Uk → 0,
where µn is an approximation to the measure µ. This allows us to extract delicate
information from the Fourier transform of a measure µ and the interactions of its
frequency components, which is not available from the Lp norms- or the decay- of the
Fourier transform. In future work [1], we apply this to obtain a differentiation theorem
for singular measures.
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1 Introduction
This paper continues work begun in [2]. There, for any measure µ on the d-dimensional torus
we introduced the k + 1-dimensional measure ∆kµ, a singular analogue of the object ∆kf
relevant in the definition of Gowers’ uniformity norms, ‖ · ‖Uk , from additive combinatorics.
In the discrete setting, these uniformity norms provide a notion of pseudorandomness by
acting as a measure of the extent to which a function f on, say, [1, N ], correlates with k−1st
degree (phase) polynomials, and are useful because they encode arithmetical properties of f
in the following sense: roughly, it is not difficult to show that appropriate control on the Uk
norm of a function guarantees that that function’s support must contain many k + 1-term
arithmetic progressions a, a + b, . . . , a+ kb, as well as other linear patterns.
The U2 norm of a function is identical to the L4 norm of that function’s Fourier trans-
form. Also connected to the decay of an object’s Fourier transform is the notion of Fourier
dimension dimF µ of a measure µ from Geometric Measure Theory. For µ a measure on R
d,
define dimF µ to be
dimF µ := sup{β ∈ [0, d] : |µ̂(ξ)| . (1 + |ξ|)
−β
2 }
In [5], it was shown that a singular measure on R with a sufficiently large Fourier dimen-
sion must in its support contain 3-term progressions, but the case of higher-term progressions
was left wide-open as it is not amenable to the spectral methods employed there. The pur-
pose of the present paper is to present a higher-order generalization of the Fourier dimension
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condition inspired by the relationship enjoyed between the notions of Fourier dimension and
the U2 norm, and to develop the technology we need in the forthcoming paper [3] in order
to exploit this higher-order Fourier dimension so as to demonstrate progressions and other
linear patterns in Rd.
One interpretation of the present work is the following. Many problems in Harmonic
Analysis have appeared to rely crucially on the curvature properties of the set under question,
though in recent years it has been found that these problems have analogues where the notion
of curvature no longer seems to be present ([7],[8], [6]). Further, several problems in Additive
Combinatorics about the arithmetic structure of sets are known to be determined by the large
values of the Fourier transform, which in a continuous context corresponds to the large values
at asymptotic frequencies. The earlier paper [2] and the present work together attempt to
suggest a new framework in which to attack such problems for sets in Rd. In particular, the
notion of higher-order Fourier decay presented here requires either cancellation in the Fourier
transform of a measure or large sets of small values, to which traditional direct Fourier decay
and Lp methods are insensitive. As an application of this viewpoint, we use the main result
of the present paper to prove in [1] that measures with sufficiently large k−1-st order Fourier
dimension differentiate (in the sense of the Hardy-Littlewood differentiation theorem) Lp for
p′ < k.
1.1 Review of [2]
In [2], we defined the Uk norm for a measure µ and showed it to be equivalent to
‖µ‖Uk = ∆
kµ(Tk+1)
1
2k (1)
We verified that this does indeed define a norm, and agrees with the norm ‖f‖Uk Gowers
introduced for functions in [4].
Given µι ∈ U
k, ι ∈ {0, 1}k, we furhter introduced, for µ := {µι}ι∈{0,1}k , the measure on
Tk+1
∆k(µ) := ∆k({µι}ι∈{0,1}k) (2)
and showed that it exists whenever each µι ∈ U
k, and we proved a Gowers-Cauchy-Schwarz
Inequality
∣∣∆k(µ)(Tk+1)∣∣ := |< µ >| (3)
≤
∏
ι∈{0,1}k
‖µι‖Uk (4)
Setting µi = {µiι′}iι′∈{0,1}k−1 for i = 0, 1, we defined ∆
k(µ0,µ1) = ∆
kµ, and showed that
̂∆k(µ0,µ1)(ξ;η) =
∑
c∈Zk−1
̂∆k−1(µ0)(−ηk;η
′ − c) ̂∆k−1(µ1)(ξ + ηk; c) (5)
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Note that if µι ≡ ν for each ι, then ∆
k(µ) := ∆kν and also that ‖µ‖2
k
Uk
= ∆̂kµ(0; 0).
For k ∈ N, extend the definition of ‖µ‖Uk+1 to be infinity when ∆
kµ is undefined. Define
Uk+1 to be the space of all finite measures µ on Td for which ‖ |µ| ‖Uk+1 < ∞. Then the
following theorem is a rephrasing of part of Theorem 1.2 from [2].
Theorem 1.1. Let µ be a measure on Td. Then for all k, the finite measure ∆k+1µ exists
if and only if µ ∈ Uk+1.
Further, the following identities hold for all µ ∈ Uk+1
∆̂k+1µ(ξ;η) =
∑
c∈Zk
∆̂kµ(−ηk+1;η
′ − c)∆̂kµ(ξ + ηk+1; c) (6)
‖µ‖2
k+1
Uk+1 =
∑
c∈Zk
|∆kµ(0; c)|2 (7)
For definitions, the reader should refer to [2].
In this paper, we continue our study of measures with finite Uk norm, and single out a
particularly nice geometric class of such measures: those with what we term here positive
k − 1st order Fourier dimension.
Although control over Uk norms suffices to present progressions in the discrete context,
in the continuous setting more quantitative control is necessary. For 3-term progressions,
this is naturally provided by the Fourier dimension of the measure µ. Indeed, since it is the
U2 norm which controls 3-AP’s and ‖µ‖4
U2
=
∑
ξ∈Z |µˆ(ξ)|
4, the decay rate of µˆ provides finer
information than the U2 norm.
However, this Fourier dimension will not suffice to obtain sufficient quantitative control in
the case of higher-term patterns. Since ‖f‖U3 =
∑
η |∆̂
2f(0; η1, η2)|
2, and one may compute
(or use Theorem 1.1 to find) that ∆̂2f(0;η) =
∑
c fˆ(η1− c)fˆ(η1− η2 + c)fˆ(c)fˆ(η2− c), if no
information beyond that |fˆ(η)| ≤ |η|−
β
2 with β < 1 is hypothesized, then we just fall short
of obtaining useful decay information for ∆̂2f(0;η) and obtain no information whatsoever
about ∆̂3f .
Instead, since
‖µ‖Uk =
∑
η∈Zk−1
|∆̂k−1µ(0;η)|2 (8)
preserving the relationship between the uniformity norm and Fourier dimension we make the
following definition
Definition 1.2. For k > 1, we define the kth-order Fourier dimension of a measure µ on Rd
to be the supremum over all β ∈ (0, d) for which
|∆̂iµ(0;η)| . (1 + |η|)−
i+1
2
β (9)
for all i ≤ k.
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If µ is a measure with nontrivial compact support on Td, then we identify it with a
measure on Rd in the natural way in order to define its higher-order Fourier dimension.
We further say that the measure µ possesses a kth order Fourier decay of β if for all
i ≤ k,
|∆̂iµ(0;η)| ≤ C(1 + |η|)
i+1
2
β (10)
Note that since ∆̂kµ can be computed purely in terms of µ̂ by Proposition 1.1, we need
not assume that ∆kµ exist in order to define the k-th order Fourier dimension. However,
using the methods of [2], it is not hard to show that positive kth order Fourier dimension
implies the existence of ∆kµ.
The statement that µ have a k-th order Fourier dimension of β < d is just the statement
that the measure ∆kµ on Rd(k+1) have a classical Fourier dimension of (k + 1)β < (k + 1)d.
If in analogy with the additive combinatorial ∆kf we think of d∆kµ(x; u) as telling us about
the size of the intersection of the measure µ with the shifts µι·u, ι ∈ {0, 1}k of itself around
the point x, then an assumption of higher order Fourier dimension can be thought of as
the assertion that distribution of where these shifts are largest is fairly “dispersed”, in that
it doesn’t correlate too strongly with any high frequency e−2piiη·. So while classical Fourier
dimension tells us that the mass of a measure is in some sense distributed “fairly,”, higher
order Fourier dimension tells us that the set of distances between areas of large density are
themselves distributed evenly, as well as as the distances between these distances, and so
on. From this perspective, it is the appropriate generalization of the relationship between
the U2-norm and the linear Fourier dimension.
One might ask whether such decay assumptions are possible aside from the trivial case
of Lebesgue measure. In future work, we pursue an affirmative answer.
Higher-order Fourier dimension gives us quantitative control that the Uk norm does not
in the following sense.
Let φn be an approximate identity with Fourier transform φ̂n essentially supported in the
ball B(0, 2n+1).
Further, set µn = φn ∗ µ.
In this paper, we seek to show that the k-th order Fourier dimension of µ gives control
on the size of
‖µ− µn‖Uk+1 (11)
and in fact provides a convergence rate depending on this Fourier dimension so that (11) is
summable in n.
Inspired by Theorem 1.1, we introduce the decomposition
‖µ‖2
k+1
Uk+1 =‖µ‖
2k+1
Uk+1,<N + ‖µ‖
2k+1
Uk+1,≥N (12)
‖µ‖Uk+1,<N :=
∑
η∈Zk
φ̂
[k]
N (0;η)|∆̂
kµ(0;η)|2
 12k+1 (13)
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‖µ‖Uk+1,≥N :=
(
‖µ‖2
k+1
Uk+1 − ‖µ‖
2k+1
Uk+1,<N
) 1
2k+1
(14)
The work in this paper comes down to controlling these expressions.
1.2 Results
1.2.1 Outline
Let k ∈ N, µ be a measure on Td, (φn) an approximate identity, µn := φ
∗k
n ∗ µ be k-copies of
φn convolved with µ.
In Section 2, we describe the main decomposition and tool used in this paper; namely,
a splitting of the norm ‖µ‖Uk into the part coming from the low frequencies of ∆
k−1µ,
‖µ‖Uk,≤N and the part coming from the high frequencies of ∆
k−1µ, ‖µ‖Uk,>N , where N is
some large parameter. We also obtain a “monotonicity result”, Lemma 2.1, which bounds
‖µn‖Uk,>N−‖µ‖Uk,>N by ‖µ‖Uk,≤N−‖µn‖Uk,≤N , and which we will need in order to leverage
control on ‖µ‖Uk,>N , and ‖µ − µn‖Uk,≤N into control on ‖µn‖Uk,>N (under a higher-order
Fourier decay assumption on µ) when we prove the main result in the following section.
The main result of this paper is Proposition 3.1, which, supposing that the measure µ on
Rd possesses a k-th order Fourier dimension close enough to d , gives a bound on ‖µ−µn‖Uk+1
which decays exponentially in n. It is in Section 3 that we put together the pieces from the
rest of the paper in order to obtain this result.
The easy ingredient in the main result occurs in Section 4, where we show how to use
control on ‖µ‖Uk in order to obtain control on ‖µ‖Uk+1,≤m (Lemma 4.1). This allows for the
induction used to prove the main result in the previous section. We also formally define the
concept of higher-order Fourier dimension here.
In Section 5, we establish, via an analogue of a Gowers-Cauchy-Schwarz Inequality, an
analogue of a triangle inequality for ‖µ‖Uk,>N , of the form
‖f + g‖Uk,>N ≤ Cmax(‖f‖Uk , ‖g‖Uk)max(‖f‖Uk,>N , ‖g‖Uk,>N)
This is the important final piece to proving the main result; when combined with Lemma
2.1 and Lemma 4.1, and an assumption of higher-order Fourier decay, Proposition 3.1 follows
without much work. This is also the difficult part of the proof.
In Section 6, we prove the various identities necessary to derive the results of Section 5.
The primary ingredient in obtaining the results of Section 5, however, comes from Section
7, where we perform the Fourier transform calculation needed to represent one of the key
objects in Setion 6 on the spatial side, which we need in order to obtain bounds on it in
Section 5.
1.2.2 Overview of the Approach
The main result of this paper is Proposition 3.1, which, given a measure µ on Rd of k-th order
Fourier dimension close enough to d and setting µn = φn ∗µ for an approximate identity φn,
gives a bound on ‖µ− µn‖Uk+1 which decays exponentially in n.
We prove Proposition 3.1 by induction on k. When k = 2, it holds immediately by the
identity ‖µ‖U2 = ‖µ̂‖L4 .
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According to Theorem 1.1, we have that ‖g‖2
k
Uk
= ∆̂kg(0; 0) and ‖g‖2
k+1
Uk+1
=
∑
η∈Zk |∆̂
kg(0;η)|2.
Assuming Propostion 3.1 holds for some k, we have that ̂∆k(µ− µn)(0; 0) = ‖µ − µn‖
2k
Uk
is
exponentially small in n; since for all η, | ̂∆k(µ− µn)(0;η)| ≤ ̂∆k(µ− µn)(0; 0) by Lemma
4.1, this says that
‖µ− µn‖
2k+1
Uk+1,≤2m :≈
∑
η∈Zk,|η|∞≤2m
| ̂∆k(µ− µn)(0;η)|
2 ≤ 2m( ̂∆k(µ− µn)(0; 0))
2 (15)
is exponentially small in n (for small enough m which depends on n). (Fact 1)
So Proposition 3.1 follows from getting an exponentially decaying bound on
‖µ− µn‖
2k+1
Uk+1,>2m :≈
∑
η∈Zk,|η|∞>2m
| ̂∆k(µ− µn)(0;η)|
2 (16)
for some not too-large m.
The assumption of k-th order Fourier dimension guarantees that ‖µ‖Uk+1,>2m is expo-
nentially decaying in m. We may also show, based on Fact 1 above, that ‖µn‖Uk+1,>2m is
exponentially decaying in m (think of Fact 1 as the statement that µ is about µn as far as
‖ · ‖Uk+1,≤2m is concerned; then a sort of “monotonicity” result (Lemma 2.1) tells us that µn
is similarly about the same as µ as far as ‖ · ‖Uk+1,>2m is concerned.)
Modulu an appropriate choice of m, what is left is to combine the exponential decay of
‖µ‖Uk+1,>2m and ‖µn‖Uk+1,>2m into exponential decay of ‖µ−µn‖Uk+1,>2m . This is asking for
a sort of triangle inequality for ‖·‖Uk+1,>2m , but unfortunately ‖·‖Uk+1,>2m is not a norm and
a direct triangle inequality is not a available. Instead, we have Proposition 5.2, a weighted
triangle inequality. As in the case of the triangle inequality for ‖ · ‖Uk+1, this follows from
expanding out the expression for ‖a + b‖Uk+1,>2m into a sum of products of terms involving
a’s and b’s, and applying a sort of Gowers-Cauchy-Schwarz to each such product (Lemma
5.1).
The proof of Lemma 5.1 is a straightforward sequence of calculations on the Fourier side,
together with a bound on the physical side. In detail, we want to take
∑
|η|>2m |
̂∆k(f1, f2)(0;η)|
2,
fi ∈ {a, b}
2k−1 , and bound it by an expression with half as many cross terms, say
C(
∑
|η|>2m
|∆̂kf1, f1|
2)
1
2 (
∑
|η|>2m
|∆̂kf2, f2|
2)
1
2 (17)
This is not something we know to do, but we do show the bound C(
∑
|η|>2m |f̂1, f1|
2)
1
4 , and
rearranging (f1, f1) into the form (f
′
1, f
′
2) , where f
′
i ∈ {a, b}
2k−1 has half as many cross terms
as either of the original fi, (which doesn’t affect the sum, by Lemma 4.2) and iterating yields
Lemma 5.1.
The argument to obtain the bound of C(
∑
|η|>2m |f̂1, f1|
2)
1
4 is: writing
̂∆k+1sj>0(f1, f2)(0; 0) :≈
∑
η∈Zk,|ηj |>2m
| ̂∆k(f1, f2)(0;η)|
2 (18)
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we have
∑
|ηj |>2m
| ̂∆k(f1, f2)(0;η)|
2 =
∑
η∈Zk
̂∆ksj>N(f1, f1)(0;η)
̂∆k(f2, f2)(0;η) (19)
(Lemma 6.2), which by Cauchy-Schwarz is bounded by
C[
∑
η∈Zk
| ̂∆ksj>2m(f1, f1)(0;η)|
2]
1
2 (20)
which by Lemma 6.3 is
C[
∑
|ηj |>2m
̂∆k
sj>N,sj+ηj>2M
(f1, f1)(0;η) ̂∆k(f2, f2)(0;η)]
1
2 (21)
where ̂∆ksj>2m,sj+ηj>2m(f1, f1)(0;η) is given by the same sum as
̂∆ksj>N(f1, f1)(0;η), but re-
stricting the sum to be only over those cj so that |cj + ηj | > 2
m.
Applying Cauchy-Schwarz to this gives us
C
[
[
∑
|ηj |>2m
| ̂∆k(f2, f2)(0;η)|
2
∑
|ηj |>2m
| ̂∆k
sj>N,sj+ηj>2M
(f1, f1)(0;η)|
2]
1
2
] 1
2
(22)
and the first sum here is of the same form as what we started with, except that it will have
either twice as many a′s and half as many b’s as what we started with, or the reverse (which
is what we wanted so that after finitely many applications of this process, we end up with
‖a‖2
k+1
Uk+1,>2m
or ‖b‖2
k+1
Uk+1,>2m
. So Lemma 5.1 is reduced to showing that the second sum above
is bounded (actually, it likely should exhibit some decay, but we do not know how to take
advantage of this). We bound the second sum by
∑
| ̂∆k
sj>N,sj+ηj>2M
(f1, f1)(0;η)|
2 (23)
Lemma 7.1 allows us to write this sum in physical space. If we set aside the technicalities
owing to the fact that the a and b may be measures, let ψ̂ ≈ 1|·|>2m, and write f1 = (g1, g2),
gi ∈ {a, b}
k−2, we would have that the sum is the same as
∫
∆k−2g1(x;u
′′)∆k−2g2(x− (uk−1 − t− a);u
′′)∆k−2g1(x− uk;u
′′)∆k−2g2(x− (uk−1 − t− b)− uk;u
′′)
(24)
·∆k−2g1(x;u
′′)∆k−2g2(x− (uk−1 − a− t;u
′′)∆k−2g1(x− uk;u
′′)∆k−2g2(x− (uk−1 − a− s)− uk;u
′′)
(25)
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·ψ(a)ψ(b)ψ(s)ψ(t) dt ds da db dx du (26)
First bounding this by replacing the ψ’s by |ψ|’s, by applying Cauchy-Schwarz we may
disentangle the |φ(t)| so that instead of hitting both the uk−1’s on the top line and only one
of the uk−1’s on the bottom line, it hits all of the uk−1’s, and so may be integrated out, and
similarly the effect of the other |ψ|’s may be removed. This is the point of Lemma 7.1, but
the proof is greatly complicated by the fact that we are dealing with measures, and so must
take care not only to smooth everything with mollifiers, but also that when we take limits
after the application of Cauchy-Schwarz, we reassemble the measures ∆k−2g1 · · ·∆
k−2g2 into
∆k(g1, g2) (actually, in this lemma, we combine the result following Cauchy-Schwarz into
∆k(g1, g1)∆
k(g2, g2)).
2 A Decomposition of the Norm
Throughout the rest of this section, fix φ = (φn)n∈N, an approximate identity on T
d such
that φn has compact support on the Fourier side for each n ∈ N, and such that φ̂n ≈ 1B(0,2n).
Further, set φcn = 1− φn.
For µ ∈ Uk and N ∈ N, define
‖µ‖Uk,≤N =
∑
η∈Zk
|φ̂
[k]
N (0;η)|
2|∆̂kµ(0;η)|2
 12k
‖µ‖Uk,>N =
∑
η∈Zk
|(1− φ̂
[k]
N )(0;η)|
2|∆̂kµ(0;η)|2
 12k
The first inequality of Corollary 5.1applied to µι ≡ µ tells us that if we truncate the high
frequencies of µ by convolving with φ∗
k
n to obtain µn, the resulting measure ∆
k+1µn cannot
have greater Fourier mass than the truncation to low frequencies of ∆k+1µ.
The following tells us that any surplus mass exhibited by ∆kµn restricted to an annlus
in frequency space, is bounded by the deficit of the Fourier mass of ∆kµn on the ball that
annulus surrounds.
Lemma 2.1. Let µ belong to Uk+1. If for some ǫ, ‖µ‖2
k+1
Uk+1,<m
= ‖(∗k+1φn) ∗ µ‖
2k+1
Uk+1,<m
+ ǫ,
then
‖µ‖2
k+1
Uk+1,>m ≥ ‖(∗
k+1φn) ∗ µ‖
2k+1
Uk+1,>m − ǫ (27)
Proof. Suppose µ, ǫ as above.
We may write
‖µ‖2
k+1
Uk,≤m + ‖µ‖
2k+1
Uk+1,>m = ‖µ‖
2k+1
Uk+1 (28)
By Corollary 5.1,
‖(∗k+1φn) ∗ µ‖
2k+1
Uk+1 ≤
∫
|
∫
φ[k]n ∗∆
kµ(x; u) dx|2 du (29)
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which using Plancherel, we write on the Fourier side as∑
η∈Zk
|φ̂
[k]
n (0;η)|
2|∆̂kµ(0;η)|2 = ‖µ‖2
k+1
Uk+1,<n ≤ ‖µ‖
2k+1
Uk+1 (30)
So
(28) ≥ ‖(∗k+1φn) ∗ µ‖
2k+1
Uk+1 (31)
At the same time,
‖(∗k+1φn) ∗ µ‖
2k+1
Uk+1 =‖(∗
k+1φn) ∗ µ‖
2k+1
Uk+1,≤m + ‖(∗
k+1φn) ∗ µ‖
2k+1
Uk+1,>m (32)
=‖µ‖2
k+1
Uk+1,≤m − ǫ+‖(∗
k+1φn) ∗ µ‖
2k+1
Uk+1,>m
by hypothesis.
Using (31), which states that (28) ≥ (32), we have shown that
‖µ‖2
k+1
Uk+1,≤m + ‖µ‖
2k+1
Uk+1,>m ≥ ‖µ‖
2k+1
Uk+1,≤m − ǫ+‖(∗
k+1φn) ∗ µ‖
2k+1
Uk+1,>m (33)
and so we are done.
3 The main theorem
Throughout this section, µ will refer to a measure in Uk(T) of k-th order Fourier decay of
β, so that |∆̂kµ(ζ)| ≤ Cµ|ζ |
− k+1
2
β, φn = 2
nφ(2n·) for φ such that (φn) forms an approximate
identity on Td, and µn := (∗
kφn) ∗ µ. Constants will be assumed to depend on Cµ and φn
unless stated otherwise.
Here we develop the quantitative estimate which shows how one may put to use an
assumption of higher-order Fourier decay to control the terms in a decomposition of the Uk
norm, and in particular how determine how quickly µn→µ ∈ U
k. This is naturally useful
when dealing with measures with good higher-order Fourier dimensions, and will be the
primary ingredient in [3]and [1].
Proposition 3.1. With µ and hypotheses as above, and setting
rk :=
( k∏
j=3
[
2−
23j−2
23j−2 − [1− (j+1)β
jd
]
])
(2β − d) (34)
we have the bound
‖µ− µn‖Uk ≤ C2
−
rk
2k
n (35)
where the constant depends only on the choice of φn, and the constant CF appearing in
|∆̂jµ(0; η)| ≤ CF |η|
−(j+1)β
2 , j = 1, . . . , k (36)
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Proof. Our proof is inductive. The k = 2 case is immediate since ‖µ−µn‖
4
U2 ≈
∑
|c|>2n |µ̂(c)|
4 ≤
C
∑
|c|>2n |c|
−2β ≈ 2(2β−d)n. (It is here that orthogonality between µ − µn and µnis crucial,
and for this reason we think of the methods of Sections 5 and 6 as substituting for this
orthogonality for higher Uk.)
Suppose that the claim holds for some particular k. Set f = µn and g = µ − µn. Then
we have that
∆̂kg(0; 0) = ‖g‖2
k
Uk ≤ C2
−rkn (37)
Since |∆̂kg(0; η)| ≤ ∆̂kg(0; 0), we have by Lemma 4.1 that
|∆̂kg(0; η)| ≤ 2−rkn (38)
for all η.
Let m > 0 ∈ R. Then
‖g‖2
k+1
Uk+1,<m ≤
∑
η∈Zk
|φ̂
[k]
m (0; η)|
2|∆̂kg(0; η)|2 . 2dkm2−2rkn = 2−2rkn+dkm (39)
By the reverse triangle inequality applied to ‖ · ‖Uk+1,<m, we have
|‖µ‖Uk+1,<m − ‖(∗
kφn) ∗ µ‖Uk+1,<m| (40)
=|‖f + g‖Uk+1,<m − ‖f‖Uk+1,<m| ≤ ‖g‖Uk+1,<m (41)
≤2
−2rkn+dkm
2k+1 (42)
We will use that
‖µ‖2
k+1
Uk+1,>m (43)
.
∑
|η|>2m
|∆̂kµ(0; η)|2 (44)
.
∑
|η|>2m
|η|−(k+1)β (45)
.2−((k+1)β−kd)m (46)
By Lemma 2.1, we then have that
‖f‖2
k+1
Uk+1,>m ≤ ‖µ‖
2k+1
Uk+1,>m + 2
−2rkn+kdm (47)
.2−((k+1)β−kd)m + 2−2rkn+kdm (48)
Applying Proposition 5.2, we then have that
‖g‖Uk+1,>m ≤ C
(
2−((k+1)β−kd)m + 2−2rkn+kdm
) 1
23k−2 (49)
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Hence
‖g‖2
k+1
Uk+1 = ‖g‖
2k+1
Uk+1,≤m + ‖g‖
2k+1
Uk+1,≤m (50)
.2−2rkn+kdm +
(
2−((k+1)β−kd)m + 2−2rkn+kdm
) 1
23k−2 (51)
Up to constants, this is minimized when we choose m = 2
3k−2
(k+1)β+(23k−2−1)kd
rkn, at which
time the exponents −[((k + 1)β − kd)m](23k−2) and −2rkn+ kdm are both equal. Plugging
this value of m in to (50), we obtain, up to constants, the bound
‖g‖Uk+1 . 2
−
[
2− 2
3k−2
23k−2−[1−
(k+1)β
kd
]
]
rkn
= 2−rk+1n (52)
So the claim is completed by induction.
It is worth noting that rk = rk(β) increases as β increases and is positive for β close
enough to d, as one would expect.
4 Low Frequency Components
Our goal in this section is to prove Lemma 4.1, which tells us that ∆̂kµ(0; 0) = ‖µ‖2
k−1
Uk−1
controls ∆̂kµ(0;η) for any η. Informally, this means that the sum of the small frequencies
of ∆kµ is controlled by the a constant multiple (depending on our definition of “small”) of
‖µ‖2
k−1
Uk−1
.
In order to prove Lemma 4.1, we will need to know the affect of permuting the measures
µι on ∆
k+1µ. This we record as Lemma 4.2 at the end of the present section.
Lemma 4.1. Let µ ∈ Uk be a signed measure and suppose that k ≥ 2. Then for any η ∈ Zk,
|∆̂kµ(0;η)| ≤ ∆̂kµ(0; 0) (53)
Proof. We first claim that for any ε ∈ Zk, we have
|∆̂kµ(0; ε)| ≤ |∆̂kµ(0; 0, . . . , 0, εk)| (54)
To see this, let ς be any vector in Zk. We use Corollary 3.2of [2]to write
∆̂kµ(0; ς) = lim
n→∞
∫
e−2piiς·uΦn ∗∆
k−1µ(x− uk;u
′)Φn ∗∆k−1µ(x;u′) dx du (55)
Changing variables by sending uk 7→ −uk + x, this becomes
(55) = lim
n→∞
∫
e−2piiς
′·u′e−2piiςk(x−uk)Φn ∗∆
k−1µ(uk;u
′)Φn ∗∆k−1µ(x;u′) dx duk du
′ (56)
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= lim
n→∞
∫
e−2piiς
′·u′|
∫
e−2piiςkxΦn ∗∆
k−1µ(uk;u
′) dx|2 du′.
This shows that
∆̂kµ(0; ς) = lim
n→∞
∫
e−2piiς
′·u′|
∫
e−2piiςkxΦn ∗∆
k−1µ(uk;u
′) dx|2 du′. (57)
Letting ς = ε and taking absolute values in (57), we then have
|∆̂kµ(0; ε)| ≤ lim
n→∞
∫
|
∫
e−2piiεkxΦn ∗∆
k−1µ(x;u′) dx|2 du′ (58)
Now using (55) and (56) again with ς = (0, . . . , 0, εk), the right-hand side of (58) is
= lim
n→∞
∫
e−2piiς·uΦn ∗∆
k−1µ(x− uk;u
′)Φn ∗∆k−1µ(x;u′) dx du (59)
=∆̂kµ(0; ς) = ∆̂kµ(0; 0, . . . , 0, εk)
since we chose ς = (0, . . . , 0, εk).
So we have shown
|∆̂kµ(0; ε)| ≤∆̂kµ(0; 0, . . . , 0, εk) (60)
which was the claim.
Now let η ∈ Zk be a vector. By the claim, we have that
|∆̂kµ(0;η)| ≤∆̂kµ(0; 0, . . . , 0, ηk) (61)
Since k ≥ 2, the last entry of the vector (0, . . . , 0, ηk) is distinct from the first entry, so
when we use Lemma 4.2 to interchange them, we can write the right-hand side of (61) as
∆̂kµ(0; ηk, 0, . . . , 0) where this does in earnest have a last entry of 0.
Now letting ε = (ηk, 0, . . . , 0) and applying the claim (54) once more, we then have that
|∆̂kµ(0; ηk, 0, . . . , 0)| ≤∆̂kµ(0; 0, . . . , 0, 0) (62)
and combining this with (61), we have
|∆̂kµ(0;η)| ≤∆̂kµ(0; 0) (63)
which is what we sought to show.
Lemma 4.2. Let k ∈ N, µι, ι ∈ {0, 1}
k be measures on Td, µ = {µι}ι∈{0,1}k+1. For π any
permutation of {1, . . . , k} and k-tuple (x1, . . . , xk), let π(x1, . . . , xk) = (xpi1, . . . , xpik). Define
piµ = {µpiι}ι∈{0,1}k+1
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π∆k+1µ =∆k+1(piµ)
Define also piµ0 = {µpi0ι′}ι′∈{0,1}k , and piµ1 = {µpi1ι′}ι′∈{0,1}k .
Then
̂π∆k+1(µ)(ξ;η) = ∆̂k+1(µ)(ξ; πη) (64)
Further,
∆̂k+1(µ)(ξ;η) = ∆̂k+1(µ)(ξ;η′, ξ − ηk+1) (65)
Proof. (65) is an immediate consequence of the change of variables x 7→ x+uk+1, so we turn
to (64).
Since the claim trivially holds for k + 1 = 1, 2, we will assume it holds for some k and
show that it then holds for k + 1 as well.
Proposition 3.1tells us that
∆̂k+1(µ)(ξ;η) =
∑
c∈Zk
∆̂k(µ1)(ξ + ηk+1; c)∆̂k(µ0)(ηk+1; c− η′) (66)
Thus our inductive hypothesis applied to the terms in the sum gives us the claim for
π any permutation of [1, . . . , k + 1] fixing k + 1. So it suffices to show the claim for π the
transposition (k, k + 1).
We compute on the Fourier side via two applications of Proposition 3.1that
∆̂k+1(µ)(ξ;η) =
∑
c∈Zk
∆̂kµ0(ξ + ηk+1; c)∆̂kµ1(ηk+1; c− η′)
=
∑
c
( ∑
a∈Zk−1
̂∆k−1(µ00)(ξ + ηk+1 + ck;a) ̂∆k−1(µ01)(ck;a− c′)
)
( ∑
b∈Zk−1
̂∆k−1(µ10)(ηk+1 − ηk + ck; b) ̂∆k−1(µ11)(ck − ηk; b− c
′ + η′′)
)
and that each of these series converges uniformly. Uniform convergence in c′ means it is valid
to interchange the order of summation. We do so, then send b 7→ −b+ a and c′ 7→ −c′ + a
so this becomes
∑
,a∈Zk,c∈Zk−1,b∈Zk−1
(
̂∆k−1(µ00)(ξ + ηk+1 + ck;a) ̂∆k−1(µ01)(ck;a+ c′ + a)
)
(
̂∆k−1(µ10)(ηk+1 − ηk + ck;−b+ a) ̂∆k−1(µ11)(ck − ηk;−b+ a+ c
′ − a+ η′′)
)
=
∑
(b,ck)
( ∑
a∈Zk−1
̂∆k−1(µ00)(ξ + ηk+1 + ck;a) ̂∆k−1(µ10)(ηk+1 − ηk + ck;a− b)
)
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( ∑
c′∈Zk−1
̂∆k−1(µ01)(ck; c′) ̂∆k−1(µ11)(ck − ηk; c
′ − b+ η′′)
)
Applying again two iterations of Proposition 3.1to collect together terms, this becomes
∑
(a,ck)∈Z
k
̂∆k(piµ1)(ξ + ηk; a, ck) ̂∆k(piµ0)(−ηk; a− η′′, ck − ηk+1) (67)
= ̂∆k+1(piµ)(ξ; η1, . . . , ηk−1, ηk+1, ηk) (68)
This completes the induction, and we have shown that
̂∆k+1(piµ)(ξ;η) = ∆̂k+1(µ)(ξ; πη) (69)
5 Frequency-Restricted Cauchy-Schwartz and Triangle
Inequalities
The purpose of this section is to establish certain variants of the (Gowers)-Cauchy-Schwarz
inequality and the triangle inequality which control how the different frequencies of a measure
µ may interact to affect the frequencies of ∆kµ and the Uk+1 norm of µ. These will provide
a substitute for orthogonality in Uk, which is needed since two functions on Td with disjoint
frequency supports may still interact in Uk in complicated ways. In more detail, the main
result says that if the portion of the Uk+1 norm of µ1 and µ2 coming from high frequencies
are both small, in the sense that for i = 1, 2, ‖µi‖Uk+1,>N is small for some N , then so too
is any “cross-term” ∆k+1>N ({µι}ι∈{0,1}k+1)(T
k+2) where µι ∈ {µ1, µ2}. It goes a way towards
amending the failure of a true Cauchy-Schwarz result for ∆k+1>N .
Given µι ∈ U
k, ι ∈ {0, 1}k, N ∈ N, and j ∈ [1, k] an integer, let ∆ksj>N(µ) and
∆ksj>N,ηj+sj>N(µ) be defined as in Section 6. The results of Section 6 will be used throughout
this section.
Lemma 5.1. Suppose that µι ∈ {µ1, µ2} for all ι ∈ {0, 1}
k, with ‖µi‖Uk+1 ≤ A and
‖µi‖Uk+1,>N < ǫ for i = 1, 2. Then∑
η∈Zk,‖η‖∞>N
|∆̂k(µ)(0;η)|2 (70)
=:∆k+1s∞>N(µ,µ) ≤ C(A) ǫ
2−2(k−1) (71)
Proof. We can write
∑
‖η‖∞>N
≤
∑k
j=1
∑
η,sj>N
, so it suffices to check that such a bound as
above holds for one such sum.
Our proof will be by induction on the number l of components ιn of ι = (ι1, . . . , ιk) upon
which µι depends.
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If l = 0, then µι = µκ for every ι, κ ∈ {0, 1}
k so that µι = µ1 or µ2 for every ι, and so
the sum in question is ‖µi‖Uk+1,>N ≤ ǫ by hypothesis.
So suppose that
∑
η∈Zk,sj>N
|∆̂k(ν)(0;η)|2 ≤ C(A) ǫ2
−2(l−2)
(72)
(ν = {νι}ι∈{0,1}k) whenever both νι ∈ {µ1, µ2} and νι is such that whether νι = µ1 or µ2
depends on only l − 1 components of ι.
Now assume that µι ∈ {µ1, µ2} depends on at most l components of ι.
Let π be a permutation so that µ′ι := µpiι depends on at most the first l components (but
not the remaining k − l). Write µ′ := {µpiι}ι∈{0,1}k .
Then
∑
η,sj>N
|∆̂k(µ)(0;η)|2 (73)
=
∑
η,sj>N
|∆̂k(µ′)(0; πη)|2
=
∑
η,spij>N
|∆̂k(µ′)(0;η)|2
So we may assume that µ is already of such a form that µι does not depend on the last k− l
components of ι.
Set ι(l) = (ιk, · · · , ιl+1). Then unless l = 0 (and we may suppose it does not), we then
have that µ0ι′ and µ1ι′ depend on at most l − 1 components of ι
′, so that
the components of ν := {µ0ι′}ι∈{0,1}k depend on only l − 1 components of ι (74)
According to Lemma 6.2
∑
η∈Zk,sj>N
|∆̂k(µ)(0;η)|2 (75)
=
∑
η∈Zk
̂∆ksj>N(µ0,µ0)(0;η)
̂∆k(µ1,µ1)(0;η)
Writing, as in (74, ν for (µ0,µ0), we then have the bound
[
∑
η∈Zk
|∆ksj>N(ν)(0;η)|
2]
1
2 [
∑
η∈Zk
|∆k(µ1,µ1)(0;η)|
2]
1
2 ≤ A2
k+1
[
∑
η∈Zk
|∆ksj>N(ν)(0;η)|
2]
1
2 (76)
since by the Gowers-Cauchy-Schwarz inequality we have
〈µ1,µ1〉 ≤
∏
ι∈{0,1}k+1
‖µι‖Uk+1 ≤ A
2k+1 .
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Since µ0ι′ = µ1ι′, when we apply Lemma 6.3 we get
(76) =A2
k+1
 ∑
η∈Zk,sj>N
̂∆k(ν)(0;η) ̂∆ksj+ηj>N(ν)(0;η)
 12 (77)
Applying Cauchy-Schwarz to this, we have that
(77) ≤A2
k+1
[ ∑
η∈Zk,sj>N
| ̂∆ksj−ηj>N(ν)(0;η)|
2
] 1
4
[ ∑
η∈Zk,sj>N
|∆̂k(ν)(0;η)|2
] 1
4
=: A2
k+1
P1 · P2
(78)
using Lemma 7.1 to bound P1, we have
P1 ≤C
′|〈ν〉|
1
4 ≤ C ′ (79)
According to our inductive hypothesis, since the components νι of ν = (µ0,µ0) depend on
only l − 1 components of ι as stated in (74), (77) is bounded then by C ′′[ǫ2
−2(l−2)
]
1
4 , or in
other words, we have shown that
(75) ≤ C ǫ2
−2(l−1)
(80)
Thus by induction, (72) holds for ν with the stated properties regardless of what l is;
since the largest that l can be is k, (71) follows.
We may now prove the main result of this subsection, a relative triangle inequality.
Proposition 5.2. Let µ1, µ2 ∈ U
k+1 with ‖µi‖Uk+1 ≤ A, ‖µi‖Uk+1,>N < ǫ. Then
‖µ1 + µ2‖Uk+1,>kN ≤ C(A) ǫ
1
23k−2 (81)
Proof. We expand the expression, obtaining
‖µ1 + µ2‖
2k
Uk+1,>kN (82)
=
∑
µ,µι∈{µ1,µ2}
∆k+1>kN(µ)(T× T
k+1)
≤C
∑
µ,µι∈{µ1,µ2}
∆k+1s∞>N(µ)(T× T
k+1)
Applying Proposition 5.1, this is bounded by C(A) ǫ2
−2(k−1)
.
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6 Truncations
Our primary goal in this section is Lemma 6.3.
Recall that in Section 2, we fixed an approximate identity φ on Td such that φn has
compact support on the Fourier side for each n ∈ N, and such that φ̂n ≈ 1B(0,2n). We then
set φcn = 1− φn.
Let µι ∈ U
k, ι ∈ {0, 1}k. Define g⋆jf to denote the partial convolution
∫
g(y)f(x; u1, . . . , uj−1, uj−
y, uj+1, . . . , uk−1 dx dy du for j < k and ⋆k = ⋆ to denote convolution on the x variable above.
We define
∆ksj>N(µ) = ∆(φ
c
N ⋆j ∆
k−1(µ0),∆
k−1(µ1)).
and
∆ksj−ηj>N,sj>N(µ) = ∆(φ
c
N ⋆j ∆
k−1(µ0), φ
c
N ⋆j ∆
k−1(µ1))
Since T [|φcN ⋆j ∆
k−1(µi)|, |φ
c
N ⋆j ∆
k−1(µi)|] < ∞, one has from Proposition 2.3of [2]the
following
Lemma 6.1. Let µι ∈ U
k, ι ∈ {0, 1}k, N ∈ N, and 1 ≤ j ≤ k. Then ∆ksj−ηj>N,sj>N(µ) and
∆ksj>N (µ) exist and for j ≤ k − 1
̂∆ksj−ηj>N,sj>N(µ)(ξ;η) =
∑
c∈Zk−1
φ̂cN(cj)φ̂
c
N(cj − ηj)
̂∆k−1(µ0)(ξ + ηk; c) ̂∆k−1(µ1)(ηk; c− η′)
̂∆ksj>N(µ)(ξ;η) =
∑
c∈Zk−1
φ̂cN(cj)
̂∆k−1(µ0)(ξ + ηk; c) ̂∆k−1(µ1)(ηk; c− η′)
̂∆ksk−ηk>N,sk>N(µ)(ξ;η) =
∑
c∈Zk−1
φ̂cN(ξ + ηk)φ̂
c
N(ηk)
̂∆k−1(µ0)(ξ + ηk; c) ̂∆k−1(µ1)(ηk; c− η′)
̂∆ksk>N (µ)(ξ;η) =
∑
c∈Zk−1
φ̂cN(ξ + ηk)
̂∆k−1(µ0)(ξ + ηk; c) ̂∆k−1(µ1)(ηk; c− η′)
Further, each of these sums is uniformly absolutely convergent in η′.
‘
Lemma 6.2. Let µι, ι ∈ {0, 1}
k be measures in Uk+1. Then the following identity holds.
∑
η∈Zk,sj>N
|∆̂k(µ)(0; η)|2 (83)
=
∑
η∈Zk,
̂∆ksj>N(µ0,µ0)(0; η)
̂∆k(µ1,µ1)(0; η)
Proof. The only thing we will do is apply Proposition 3.1and rearrange terms. To start, by
that Proposition
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∑
η∈Zk,sj>N
|∆̂k(µ)(0; η)|2 (84)
=
∑
η∈Zk,sj>N
(∑
a
̂∆k−1(µ1)(ηk; a) ̂∆k−1(µ0)(ηk; a− η′)
)
·
(∑
c
̂∆k−1(µ1)(ηk; c) ̂∆k−1(µ0)(ηk; c− η
′)
)
Rearranging the sum, sending a 7→ −a + c and η′ 7→ −η′ + c, and collecting terms, this
becomes
∑
(a,ηk)∈Z
k
( ∑
η′,sj>N
̂∆k−1(µ0)(ηk; η
′) ̂∆k−1(µ0)(ηk; η′ − a)
)
(85)
·
(∑
c
̂∆k−1(µ1)(ηk; c) ̂∆k−1(µ1)(ηk; c− a)
)
and applying Proposition 3.1once more gives us the desired result.
Lemma 6.3. Let µι, ι ∈ {0, 1}
k be signed measures in Uk . Then
∑
η∈Zk
| ̂∆ksj>N(µ)(0;η)|
2 (86)
=
∑
η∈Zk
∆k(µ1,µ1)(0;η)∆ksj,sj−ηj>N(µ0,µ0)(0;η)
Proof. As in the previous lemma, we expand (using the definition of ̂∆ksj>N(µ)(0; η)) and
rearrange the sums using the absolute convergence guaranteed by Proposition 3.1of [2]and
Lemma 6.1. We write the case j < k, the case j = k being similar.
(86) =
∑
η∈Zk
( ∑
a∈Zk−1,sj>N
̂∆k−1(µ0)(ηk;a) ̂∆k−1(µ1)(ηk;a− η′) (87)
·
( ∑
c∈Zk−1,sj>N
̂∆k−1(µ0)(ηk; c) ̂∆k−1(µ1)(ηk; c− η
′)
)
Sending a 7→ −a + c and η′ 7→ −η′ + c makes this
∑
η,a,c
φ̂cN(cj − aj)φ̂
c
N(cj)
(
̂∆k−1(µ0)(ηk; c− a) ̂∆k−1(µ1)(ηk;η′ − a)
)
(88)
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·(
̂∆k−1(µ0)(ηk; c) ̂∆k−1(µ1)(ηk;η
′)
)
Regrouping, this is
∑
(a,ηk),sj>N
(∑
η′
̂∆k−1(µ1)(ηk;η
′) ̂∆k−1(µ1)(ηk;η′ − a)
)
·
(∑
c
φ̂cN(cj)φ̂
c
N(cj − aj)
̂∆k−1(µ0)(ηk; c) ̂∆k−1(µ0)(ηk; c− a)
)
=
∑
(a,ηk)
∆k(µ0,µ0)(0;a, ηk)∆ksj ,sj−aj>N(µ0,µ0)(0;a, ηk)
7 Key Spatial Estimates
Lemma 7.1. Let µι be measures in U
k.
Then ∑
η∈Zk
| ̂∆ksj−ηj>N,sj>N(µ)(0;η)|
2 ≤ 16
∏
ι∈{0,1}k
‖µι‖Uk (89)
∑
| ̂∆ksj−ηj>N(µ)(0; η)|
2 ≤ 2
∏
ι
‖µι‖Uk (90)
Proof. By Lemma 2.1and Proposition 3.1of [2], both of the above expressions are T [ν,ν] for
an appropriate choice of ν.
By Lemma 6.1, each such ν = ∆(ν0,ν1) where νi ∈ {µi, φ
c
N ⋆j ∆
k−2µi}. So both of the
above expressions may be expressed further in the form
T [∆(ν0,ν1),∆(ν0,ν1)].
Recalling the definitions of T [, ],∆(, ) as well as 3.2of [2], this takes the form
lim
n2→∞
lim
n1→∞
∣∣∣∣∣∣
∫ ∏
ι∈{0,1}k+1
C|ι|Φn2 ∗ φn1 ⋆ φ
[r]
n1
∗ νι(x− iy; u) dx dy du
∣∣∣∣∣∣
for appropriate choices of νι, Φι. Since ‖φ
c
N‖L∞ ≤ 2, by Lemma 5.5followed by Proposition
5.2of [2]we have the claimed bounds.
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