Purpose: To develop and test a novel parameter-free non-iterative wavelet domain method for reconstruction of undersampled multicoil MR data. Theory and Methods: A linear parallel MRI method that operates in the Stationary Wavelet Transform (SWT) domain is proposed. The method is coined COnvolution-based REconstruction for Parallel MRI (CORE-PI). This method computes the SWT of the unknown MR image directly from subsampled k-space measurements, without modifying the RF excitation pulse. It then reconstructs the image using the wavelet filter bank approach, with simple linear computations. The CORE-PI implementation is demonstrated by experiments with a numeric brain phantom and in vivo brain scans data, with various wavelet types and high reduction factors. It is compared to the well-known parallel MRI methods GRAPPA and l1-SPIRiT. Results: The experimental results show that CORE-PI is suitable for different 1D Cartesian k-space undersampling schemes, including regular and irregular ones, and for wavelets of different families. CORE-PI accurately reconstructs the SWT coefficients of the unknown MR image; this waveletdomain decomposition is fully computed despite the k-space undersampling. Furthermore, CORE-PI provides high-quality final reconstructions, with an average NRMSE of 0.013, which is significantly lower than that obtained by GRAPPA and l1-SPIRiT. Moreover, CORE-PI offers significantly faster computation times: the typical CORE-PI runtime is about 60 seconds, which is about 20% shorter than that of l1-SPIRiT and 55%-75% shorter than that of GRAPPA. Conclusion: COnvolution-based REconstruction for Parallel MRI advantageously offers: (a) flexible 1D undersampling of a Cartesian k-space, (b) a parameter-free non-iterative implementation, (c) reconstruction performance comparable or better than that of GRAPPA and l1-SPIRiT, and (d) robust fast computations.
INTRODUCTION
Two main approaches have been developed for solving the problem of MR scan time reduction: Parallel Imaging (PI) and Compressed Sensing (CS). In PI, data are acquired simultaneously by a set of radiofrequency coils, and the reconstruction method utilizes additional information about the individual coils' sensitivity maps for solving the image recovery inverse problem. [1] [2] [3] PI methods such as SENSE 2 and GRAPPA 3 have been successfully demonstrated for a wide range of applications and are standard on all clinical imaging systems.
Despite their proven success, there are still some factors which make implementation of PI methods not straightforward in all cases. SENSE, for example, involves fast straightforward computations for regular Cartesian k-space undersampling, 2 and although it is mathematically solvable for other trajectories (e.g., irregular or non-Cartesian), these cases are too computationally extensive to be directly solved in practice. As a result, the irregular SENSE problem is usually solved using iterative computations. [4] [5] [6] Furthermore, classical PI methods do not utilize the benefits of image properties in non-Fourier (NF) transform domains, as they conventionally operate either in the Fourier domain (e.g., GRAPPA, 3 SPIRiT 7 ), the spatial domain (e.g., SENSE, JSENSE 8 ), or a Fourier-space hybrid domain (e.g., SPACE-RIP 9 ). CS methods, in contrast, utilize image sparsity in other transform domains, such as the wavelet transform (WT) domain, and commonly recover the image using convex optimization tools. Research in CS-MRI has flourished over the past decade, following the seminal work of Lustig et al., 10 with many applications already shown. [11] [12] [13] Early works used the decimated Discrete Wavelet Transform (DWT) as a sparsity-promoting mechanism. 10, 14 However, later works utilized the undecimated DWT, also known as the Stationary Wavelet Transform (SWT), since it is superior to the decimated DWT in terms of shift invariance, reduced artifacts, and faster convergence. 15, 16 Despite the many improvements suggested for CS-MRI, the clinical implementation of CS-based methods is currently hindered by their requirements for irregular random sampling and parameter tuning, and by the associated heavy iterative computations. 17 The WT and wavelet-based tools have made an enormous impact on signal and image processing following Mallat's celebrated work in the early 1990s. 18 This success may be attributed to the attractive properties of wavelet analysis: stability, simplicity, localization, multiresolution decomposition, and compact representation. Wavelets are utilized for a broad range of applications, 19, 20 including: denoising of medical images, 15, 21 deconvolution for image restoration, 22 edge detection, 23, 24 and image compression. 25 In this paper, we present a novel reconstruction approach that utilizes advantageous concepts from both PI and the sparsifying WT. This reconstruction approach is suitable for parallel acquisition of 2D Cartesian k-space data with a high 1D subsampling. It utilizes the wavelet decomposition compactness and employs efficient multicoil data processing in the SWT domain. Furthermore, this approach enables flexible 1D Cartesian undersampling schemes and recovers the image in a parameter-free noniterative process.
More specifically, we introduce a reconstruction method termed COnvolution-based REconstruction for Parallel MRI (CORE-PI). This method includes two mains stages: (a) computation of the full SWT of the unknown MR image by utilizing subsampled k-space data and the wavelet filter bank decomposition algorithm, and (b) image reconstruction via the Inverse Stationary Wavelet Transform (ISWT).
The major contributions of this paper are: (a) derivation of the mathematical relations between the subsampled Cartesian k-space data and the SWT representation of the MR image, (b) development of a non-iterative (i.e., forward) reconstruction method suitable for flexible and practical 1D Cartesian k-space undersampling, and (c) experimental testing with numerical and in vivo data showing the validity of the method for various wavelet types and 1D undersampling schemes, both regular and irregular.
Experimental results demonstrate that CORE-PI obtains high-quality reconstructions better than those of the wellestablished PI methods GRAPPA and l1-SPIRiT. Key advantages of CORE-PI are that it is linear and non-iterative, hence it offers faster computations than the above methods. Moreover, it does not require any parameter tuning.
THEORY
The proposed CORE-PI method operates in two steps: it first computes the full SWT decomposition of the unknown MR image directly from the undersampled k-space data, and then reconstructs the image with the ISWT. CORE-PI in its current form is designed for 2D Cartesian k-space data with undersampling along one dimension, since random undersampling in two dimensions is considered impractical due to hardware limitations. 10 Although the incoherent artifacts required for CS can also be achieved with trajectories such as radial and spiral, 13, [26] [27] [28] such non-Cartesian trajectories are computationally demanding when combined with CS iterative reconstruction.
The first step of CORE-PI is implemented using a technique termed here as COnvolution-based REconstruction (CORE). Given subsampled k-space data from a set of coils, this technique calculates the full convolution between the unknown MR image and a known user-defined kernel, following mathematical concepts described in Ref. [29] . In the proposed method, CORE is implemented twice, with two kernels representing the low-pass and high-pass SWT analysis (decomposition) filters. This two-channel process yields the full set of SWT coefficients of the unknown image. Then, in the second step, the image is reconstructed utilizing the SWT synthesis filter bank, which implements the ISWT.
2.A. Discrete wavelet transform
We begin with a brief introduction to the DWT and its efficient computation using multiresolution analysis (MRA). A detailed description of this theory can be found in many textbooks, e.g., Ref. [19] .
Wavelets are translated-dilated variants of a function w that is termed the mother wavelet. The DWT of a continuous signal f ðx 0 Þ and the Inverse DWT, are defined by,
where j and l are integers related to the discretization obtained by dyadic sampling described by:
wð2 jt x 0 À lÞ, and w j;l are the corresponding DWT coefficients.
2.B. DWT filter bank
The DWT coefficients of a signal may be efficiently computed in the MRA approach by passing the signal through a series of filters, known collectively as a filter bank. 18 The signal can be reconstructed by applying the inverse process. We describe the filter bank method here shortly for a discrete signal f ðxÞ.
2.B.1. Decomposition
The DWT coefficients are obtained by a two-channel analysis filter bank, where at each level the signal is simultaneously passed through a low-pass filter and a high-pass filter, and decimated (i.e., down-sampled), as shown in Fig. 1(a) . The process is initiated at level j ¼ 0 by decomposition of the signal itself. More specifically, at any level j the signal f j ðxÞ is convolved with a Low-pass Decomposition (LoD) filter h LoD ðxÞ and then decimated, producing the j-th level wavelet approximation coefficients set a jþ1 ðxÞ. The signal is simultaneously convolved with a High-pass Decomposition (HiD) filter h HiD ðxÞ and decimated, producing the j-th level wavelet details coefficients set d jþ1 ðxÞ. In summary,
where Ã denotes a convolution and # 2 denotes down-sampling. At the next level, the result of the low-pass channel is decomposed in a similar manner. Importantly, due to the down-sampling, the MRA process described in Eq. (2) yields the coefficients of the decimated DWT (we will return to this point later on).
2.B.2. Reconstruction
Signal reconstruction involves the inverse process. At level j, the approximation coefficients a jþ1 ðxÞ and details coefficients d jþ1 ðxÞ are: (a) up-sampled using zero-filling, (b) convolved separately with the appropriate filter, i.e., a Low-pass Reconstruction (LoR) filter h LoR ðxÞ or a High-pass Reconstruction filter (HiR) h HiR ðxÞ, and (c) summed [ Fig. 1(b) ]. In summary,
where " denotes up-sampling.
2.C. Stationary wavelet transform
The WT is a highly redundant transform, and the filter bank approach traditionally utilizes this property by calculating the decimated DWT, which contains only a portion of the full WT coefficients. This is a practical method since it enables efficient signal reconstruction. However, it is wellestablished that the decimated DWT has two main disadvantages 15 : first, it is not shift-invariant, i.e., spatial shifts in the input signal or in the decimation locations produce different sets of DWT coefficients. Secondly, iterative thresholding in the DWT results in pseudo-Gibbs artifacts in the image.
These disadvantages of the decimated DWT may be avoided by replacing it with the SWT, which is simply an undecimated version of the filter bank computation. 15, 30 In the SWT computation the down-sampling is not implemented. Therefore, at all levels, vectors containing the SWT coefficients are of length N, and the filters are up-sampled versions of those designed for the decimated DWT. The SWT firstlevel decomposition and reconstruction are schematically depicted in Fig. 2 . The SWT is shift-invariant, and offers reduced artifacts when used in an iterative thresholding process. 15, 16 In the next two sections, we derive the mathematical relationship between the acquired subsampled k-space data and the SWT coefficients and describe the proposed reconstruction method.
2.D. CORE theory
This section describes the CORE process, which calculates the convolution between the unknown image f ðx; yÞ and a known user-defined convolution kernel gðxÞ from subsampled k-space data. A more practical description of the CORE process, using matrix formulation, is described in Appendix A.
Consider a parallel MRI acquisition scheme with N C coils and a 2D Cartesian k-space of an unknown image f ðx; yÞ of size NxN. Without loss of generality, we assume that the k-space subsampling is along the frequency encoding dimension, such that the acquired data include a subset of k-space columns, with locations designated by the set K x , and with N K designating the number of acquired k-space columns. It is emphasized that the 1D subsampling patterns may be arbitrarily and flexibly chosen.
The CORE process objective is to compute the 1D convolution image, defined for a target pixel ðx 0 ; y 0 Þ by
where gðx 0 À xÞ is a shifted version of gðÀxÞ, centered at x 0 .
Notice that the convolution in Eq. (4) is performed along rows, i.e., along the dimension perpendicular to the undersampling direction. The convolution is hence defined for every image row separately, i.e., for every y 0 independently. The signal acquired by coil n c at k-space pixel ðk x ; k y Þ is,
where Cðn c ; x; yÞ is the sensitivity map of coil n c . Notice that a part of the inner term in Eq. 
where k x ¼ K x ðn k Þ denotes the location of the n k sampled k-space column. Rðn c ; n k ; yÞ is a 1D vector of length N; Eq. (6) shows that it can be obtained by applying an inverse 1D Fourier transform to the signal acquired by coil n c along the n k k-space column, i.e.,
where F À1 y denotes a 1D inverse Fourier transform along the y axis. Since there are N c coils and N k acquired k-space columns, there are in total N c Á N k such vectors, each denoted by Rðn c ; n k ; yÞ. From here on these vectors are all assumed to be known, since they can be computed from the acquired data.
Since our goal was to compute the convolution image pixel f conv ðx 0 ; y 0 Þ, without loss of generality we now set y ¼ y 0 (where y 0 2 ½1; N). For simplicity, we also define a variable n ck that runs from 1 to N c N k , counting all possible combinations of a coil and an acquired k-space column. Now let us obtain from each vector Rðn c ; n k ; yÞ only the value that corresponds to y 0 ; let us also place all of these N c N k values in a new vector denoted by R y0 ðn ck Þ ¼ Rðn c ; n k ; y 0 Þ 8n k 2 ½1; N k ; n c 2 ½1; N c ; y 0 2 ½1; N:
We now multiply each of the values in the vector R y0 ðn ck Þ by a corresponding weight denoted by W y 0 ðn ck ; x 0 Þ that is specific to the target pixel ðx 0 ; y 0 Þ and the combination of coil n c and k-space column n k (the weights computation will be addressed in the following). Next, we sum over all the weighted values. Using the above definition of R y0 ðn ck Þ [see Eq. (6)], and rearranging terms, this summation becomes,
where we have defined that M y 0 ðn ck ; xÞ ¼ Cðn c ; x; y 0 ÞÁ expðÀiK x ðn k Þ Á xÞ. Now let us explain the weights computation stage. The weights should be computed so that the two right-most summations in the last row of Eq. (8) would equal gðx 0 À xÞ, i.e.,
In other words, given the user-defined function gðxÞ, and the estimated sensitivity maps Cðn c ; x; yÞ, Eq. (9) the unknowns. Eq. (9) is an underdetermined system of equations, since there are N c N k unknowns but only N equations. Accordingly, the solution is found using the least-squares (LS) approach, as described in Appendix A. We therefore assume from here on that a set of weights W y 0 ðn ck ; x 0 Þ is found such that Eq. (9) is fulfilled. By substituting Eq. (9) into the right-hand side of Eq. (8) we obtain,
The left-hand side of Eq. (10) is fully known since the vector R y 0 ðn ck Þ is obtained from the acquired data (as explained above) and the weights W y 0 ðn ck ; x 0 Þ are computed from Eq. (9) . Notably, the right-hand side of Eq. (10) is exactly the right-hand side of Eq. (4), hence we obtain,
Equation (11) shows that after W y 0 ðn ck ; x 0 Þ and R y 0 ðn ck Þ are determined, the convolution image target pixel ðx 0 ; y 0 Þ may be easily computed from them. Clearly, this equation may be applied for fully computing f conv ðx; yÞ in a pixel-wise manner; in fact, different pixels may be computed in parallel as there is no dependency between them (see Appendix A).
We emphasize that f conv ðx; yÞ may be fully computed despite the subsampling of k-space data, due to the utilization of multicoil data. The derivation described above shows that the CORE method utilizes the mathematical relations between the Fourier transform of sensitivityweighted data and the convolution operation for constructing the convolution image synthetically. We also emphasize that this process does not employ any convolution operation on the acquired data, i.e., the k-space data are not blurred. Moreover, CORE does not apply an inverse 2D Fourier transform to the subsampled k-space, hence it avoids aliasing which might be related to k-space zero-filling. Instead, CORE applies a 1D inverse Fourier transform only along fully sampled k-space columns and utilizes the resulting set of N c N k vectors (the R y 0 ðn ck Þ vectors) for constructing the convolution image.
We now offer a different point of view to the theory outlined here. The process of constructing f conv ðx; yÞ from the set of R y 0 ðn ck Þ vectors may be interpreted as finding the representation of this image in a high-dimensional space spanned by the set of these vectors. The basis vectors are the R y 0 ðn ck Þ vectors, and the coefficients that represent the convolution image target pixel ðx 0 ; y 0 Þ in this basis are the weights W y 0 ðn ck ; x 0 Þ. Once a representation is found (i.e., the weights are computed), the target pixel value is simply obtained as a linear combination of the basis vectors, as described by Eq. (11) . This basis approach to parallel MRI reconstruction has been suggested by Sodickson and McKenzie, 31, 32 who argued that the target image lies in a space spanned by a "mixed Fourier and sensitivity maps basis". 25 The CORE process may fit into this generalized approach with one major difference: in their approach, the target image is the unknown MR image f ðx; yÞ, whereas here the target image is the convolution image f conv ðx; yÞ. Furthermore, in the proposed CORE-PI method, there are two target images, corresponding to the SWT approximation and details components, as will be discussed next.
2.E. CORE-PI: using CORE for SWT computation
We now turn to the main part of this work, which links the above SWT filter bank computation with the CORE computation. In the proposed reconstruction method, CORE is applied twice, with two kernels corresponding to the first-level SWT low-pass and high-pass decomposition filters. In other words, the CORE computation is performed separately with gðxÞ ¼ h LoD ðxÞ and gðxÞ ¼ h HiD ðxÞ, both along the rows dimension, resulting in two convolution images denoted by a 1 ðx; yÞ and d 1 ðx; yÞ, respectively. Fundamentally, according to the theory described above, this procedure gives exactly the approximation coefficients vector and details coefficients vector of the first-level filter bank decomposition of f ðx; yÞ (Fig. 2) . Here, the SWT decomposition is performed for each row separately, i.e.,
Stated differently, for any image row y 0 2 ½1; N L , the two CORE computations yield the rows a 1 ðx; y 0 Þ and d 1 ðx; y 0 Þ, which constitute together the first-level SWT decomposition of the row f ðx; y 0 Þ, where f ðx; yÞ itself is unknown. We emphasize that this method fully calculates the 1D SWT decomposition of f ðx; yÞ from undersampled k-space data without explicit knowledge of f ðx; yÞ; the only prior knowledge required concerns the coils sensitivity maps.
Once the two convolution images described in Eq. (12) are obtained, the process of image reconstruction consists of applying the inverse SWT. This is simply performed by applying the first-level SWT synthesis filter bank [ Fig. 2(b) ] for each row separately. This is obtained by convolving each of the signals with the corresponding synthesis filter and then summing the results (Fig. 3 
To summarize, we propose the CORE-PI method, which first computes the full SWT decomposition from the parallelly acquired subsampled k-space data, and then reconstructs the image using the ISWT filter bank; our CORE-PI algorithm is described in Appendix B. Advantageously, CORE-PI operates is a forward non-iterative manner and requires as input only the k-space samples and an estimation of the coils sensitivity maps. The latter may be obtained either from preliminary low resolutions scans or from the k-space central area obtained in high-resolution scans.
MATERIALS AND METHODS

3.A. Data acquisition
3.A.1. Brain phantom simulation
A parallel MRI acquisition of a realistic brain phantom with eight coils was simulated using the toolbox described in Ref. [33] . This simulation and all other computations (described below) were carried out in Matlab R2017a (The MathWorks Inc., Natick, MA, 2000) on an HP-Spectre 9360 computer, with Intel CORE TM core i7 (7th generation) and 16 GB of RAM.
In vivo experiments: brain scans of two healthy volunteers were performed using a 7T whole-body scanner (Philips Achieva, Best, the Netherlands) equipped with a quadrature transmit head coil and a 32-channel receiver coil array (Nova Medical, Wilmington, MA, USA) at the Leiden University Medical Center (LUMC). The scans were approved by the LUMC ethical committee.
Low-resolution scans (gradient echo, TR/TE/FA = 250 ms/1.9 ms/40°, 60 9 60 matrix, scan time 16 s) were performed initially for estimating the coil sensitivity maps. Each pixel in these scans corresponded to a patch of 4 9 4 pixels in the following high-resolution scans. The sensitivity maps were computed from the data using a Sum of Squares (SOS) reconstruction. Next, a series of high-resolution scans with different image contrasts was acquired. The FOV in all sequences was 240 9 240 mm and the acquisition matrix was of size 240 9 240 pixels. T 1 -weighted scans used a gradient echo sequence with TR/TE/FA = 4.3 ms/2.05 ms/ 7°, TI = 1100 ms, 60 RF excitations per inversion pulse; scan time for full k-space coverage was 16 s. T 2 -weighted contrast scans used a turbo spin echo sequence with TR/TE/FA = 2 s/ 70 ms/90°and eight refocusing RF pulses; scan time (full kspace coverage) was 66 s. T 2 *-weighted contrast scans used a gradient echo sequence with TR/TE/FA = 250 ms/15 ms/ 40°; scan time (full k-space coverage) was 62 s. In all cases, the acquired fully sampled k-space data was imported to an external computer and subsampled retrospectively.
3.B. k-space sampling schemes
To demonstrate the CORE-PI flexibility in processing undersampled k-space data, four different subsampling schemes were applied. In all cases, the undersampling was performed along the k-space horizontal dimension, i.e., only a subset of the columns was used for the CORE-PI reconstruction. This resulted in a computation of the 1D SWT of f ðx; yÞ along the rows, as explained above. It is emphasized however that the CORE-PI is more general, and undersampling may be applied instead along the vertical encoding dimension; in this case, the 1D SWT will be computed along the columns.
The four undersampling schemes were (Fig. 4 , top row): (a) periodic, i.e., equi-spaced acquisition of k-space columns, (b) varying-period, in which k-space columns were sampled with different densities at the center and periphery of k-space, (c) variable-density random undersampling, implemented here using the SparseMRI toolbox, 34 and (d) random with a uniform distribution.
3.C. Reconstruction methods
The proposed CORE-PI method was implemented using our own code, according to the algorithms described in Appendices A and B. The 1D SWT analysis and synthesis filters were computed using Matlab's wavelet toolbox. Reconstructions were performed with the Daubechies-2 wavelet, except for an experiment that compared CORE-PI performance for different wavelet types, in which the Haar, Daubechies-5, Symlet-4, and Coiflet-1 wavelets were implemented (Fig. 5) .
The proposed method was compared with the well-known GRAPPA 3 and l1-SPIRiT 17 autocalibration methods, which were implemented here using Lustig's toolbox. 34 The parameters of these two methods were manually optimized for our in vivo dataset. The chosen parameters were as follows: the Tykhonov regularization constant was 0.01, the threshold for the wavelet-domain soft-thresholding was k ¼ 0:05, the size of fully sampled k-space center which was used by GRAPPA FIG. 3 . Schematic illustration of the proposed CORE-PI method. The two CORE units produce the approximation and details coefficients sets corresponding to the 1D SWT of f ðx; yÞ along rows, i.e., each row of f ðx; yÞ is transformed to the SWT domain separately. The * operator denotes a 1D convolution, performed here for every image row separately as part of the Inverse SWT calculation.
Medical Physics, 46 (1), January 2019 and l1-SPIRiT for their kernels calibration was 20 9 20 pixels, and the kernel size was 5 9 5 pixels.
3.D. Reconstruction quality measure
In all experiments, reconstruction quality was quantified using the Normalized Root-Mean-Square Error (NRMSE) in relation to a gold standard image that was computed from the fully sampled k-space. All images were masked prior to the NRMSE computation using a binary mask obtained by thresholding the gold standard image. The gold standard was computed using the method suggested by Roemer et al. for combining multichannel data, 35 since this method is optimal for combining complex multicoil data in terms of pixel-wise SNR maximization. Roemer's merging function is given by: 
where f (n c , x, y) = C(n c , x, y) f(x, y) is the image of coil n c .
RESULTS
This section includes results from simulations and in vivo experiments demonstrating the performance of the proposed CORE-PI reconstruction method.
4.A. Phantom exp. I: different sampling schemes
CORE-PI was first implemented using the simulated eight-coil k-space data of a realistic brain phantom. Four experiments were performed using different k-space undersampling schemes (Fig. 4, top row) : periodic, varying-period, variable-density, and random undersampling. In all cases, kspace was undersampled with a reduction factor of R ¼ 10.
According to the theory described above, CORE-PI first computed the 1D SWT decomposition of the unknown image, comprised of the approximation (low-pass) coefficients and the details (high-pass) coefficients (Fig. 4 , second and third rows). These coefficients, which were computed from only 10% of k-space data, are compared with those obtained from the fully sampled phantom k-space data (Fig. 4, left column) . The comparison shows that despite the high reduction factor, and for all four sampling schemes, FIG. 4 . The simulated brain phantom (left column) and its CORE-PI reconstructions from 10% of k-space data (second to fifth columns), for four different kspace undersampling schemes (first row). CORE-PI first computes the 1D SWT approximation matrix a 0 ðx; yÞ (second row) and the details matrix d 0 ðx; yÞ (third row) simultaneously, and then computes the final reconstruction (fourth row). All images are displayed in the intensity range [0, 1]; the intensity of the details matrices (third row) was doubled, and that of the reconstruction error maps (fifth row) was magnified by a factor of 10 for improved visualization of the relatively small errors.
Medical Physics, 46 (1), January 2019 CORE-PI computed the SWT decomposition accurately. Stated differently, in all cases, CORE-PI computed from highly subsampled k-space data the full SWT decomposition of the unknown MR image and obtained a decomposition that was highly similar to the SWT decomposition of the fully sampled data. For example, in the periodic sampling scheme experiment, the maximal reconstruction error of the SWT coefficients computed by CORE-PI was smaller than 0.004%.
After the SWT coefficients were obtained, CORE-PI computed the inverse SWT and then produced the final reconstructions (Fig. 4, fourth row) . It is evident from Fig. 4 that excellent reconstructions were obtained for all four undersampling schemes. The reconstruction error maps, which were magnified by a factor of 10 (Fig. 4, bottom row) , show that the periodic and varying-period schemes yielded negligible errors; their NRMSE values were in the order of 10 À5 and 10 À4 , respectively. The variable-density and random schemes resulted in small errors, with NRMSE values of 0.01 and 0.004, respectively.
To summarize, using only 10% of k-space data, CORE-PI computed the SWT-domain image representation with high accuracy. The obtained SWT coefficients were highly similar to those computed from the fully sampled gold standard data. Furthermore, CORE-PI produced high-quality final reconstructions for both regular and irregular subsampling schemes.
4.B. Phantom exp. II: comparison of different wavelets
To validate that CORE-PI is generally suitable to a wide range of wavelet types, it was implemented with periodic undersampling with four types of wavelets from different families: Haar, Daubechies-5, Symlet-4, and Coiflet-1. The results presented in Fig. 5 demonstrate that CORE-PI accurately estimated the low-pass and high-pass coefficients for all wavelet types: the SWT decompositions that CORE-PI produced from the 10-fold regularly undersampled data (Fig. 5 , first and second rows) were highly similar to the SWT decompositions of the fully sampled gold standard (Fig. 4, left column) . Furthermore, CORE-PI produced accurate final reconstructions regardless of the underlying wavelet type (Fig. 5, third row) ; the NRMSE values of these reconstructions were in the order of 10 À5 for all wavelet types.
4.C. In vivo Experiment I: comparison to SWT coefficients from fully sampled data
To demonstrate its validity to in vivo data, CORE-PI was implemented to T1-weighted and T2*-weighted data obtained from brain scans with a 32-coils array. Figure 6 shows such an experiment with a heavily T 2 *-weighted scan, with periodic undersampling and acceleration factors ranging from 3 to 5. As expected, the noise level increased with the reduction factor both in the SWT coefficients and final reconstructions. However, the SWT coefficients that CORE-PI computed from the undersampled data were very similar to those obtained from the fully sampled data, and the final reconstructions exhibit good quality. The NRMSE values were 0.0142, 0.0209, and 0.0335, for R = 3, 4, and 5, respectively. Notably, CORE-PI accurately estimated the anatomical structures seen in the gold standard image for R = 3. However, residual artifacts are visible in R = 4 and more significantly in R = 5. This indicates that the R = 5 is probably the maximal acceleration factor applicable for this dataset.
4.D. In vivo experiments II: comparison to GRAPPA and l1-SPIRiT
The performance of CORE-PI was compared to that of the well-established GRAPPA and l1-SPIRiT reconstruction methods, in experiments with in vivo data from T1-weighted and T2*-weighted scans. The experiments were performed with a reduction factor of R = 4, using either regular or irregular undersampling schemes. The results presented in Figs. 7-9 show that the reconstructions of CORE-PI are comparable to those of GRAPPA and l1-SPIRiT, and exhibit a lower reconstruction error. Inspection of the reconstruction error maps in Fig. 7 shows that (except for a few pixels around the nose area) the error of CORE-PI is generally lower than that of GRAPPA and l1-SPIRiT. Similarly, in Figs. 8 and 9, the reconstruction error of CORE-PI is lower than that of both methods.
In these three experiments, the average NRMSE of CORE-PI was 0.013 AE 0.002; it is significantly lower than the average NRMSE of SPIRiT, 0.021 AE 0.005 and that of GRAPPA, 0.024 AE 0.006.
4.E. Runtimes
To compare the computational runtimes of CORE-PI with those of GRAPPA and l1-SPIRiT, the experiments displayed in Figs. 7-9 were repeated five times, and the average and standard deviation of the runtimes were obtained. The results are reported in Table I .
The typical runtime of CORE-PI was 59.7 s. It is about 20% shorter than the average runtime of l1-SPIRiT (73.7 s), and about 3-fold shorter than the average runtime of GRAPPA (196.0 s). Although the number of cases studied is limited, this may be indicative of the improved performance of CORE-PI compared to l1-SPIRiT and GRAPPA.
DISCUSSION
In this study, we have developed and demonstrated a novel parallel MRI paradigm for convolution-based reconstruction in the SWT domain. The corresponding mathematical relations between the SWT decomposition of the unknown MR image and the undersampled multicoil k-space data were fully derived. As shown, these relations enable direct computation of the image SWT decomposition from the subsampled Fourier measurements, and image reconstruction via the SWT synthesis filter bank.
5.A. Relation to previous work
The proposed method, CORE-PI, is unique and fundamentally different from both classical parallel MRI methods and more recent CS methods. CORE-PI operates in 9 . In vivo experiment results with an irregular undersampling scheme and R = 4. Left column: gold standard reconstruction obtained from fully sampled data (top), and the varying-periodic undersampling scheme (bottom) used for the other methods. The 20 9 20 pixels fully sampled area around k-space center was used only for GRAPPA and l1-SPIRiT, not for CORE-PI, which uses 1D undersampling patterns. Middle and right columns: reconstructions obtained with GRAPPA, l1-SPIRiT, and the proposed CORE-PI method (top row), and their fourfold magnified error maps (bottom row), with the corresponding NRMSE values.
the SWT domain, where data is sparse, hence utilizing the wavelet representation compactness; this feature is usually unexploited by classical parallel MRI methods. Furthermore, in contrast to CS-based methods, CORE-PI operates in a linear forward manner, utilizing the filter bank approach, hence avoiding heavy iterative computations that are commonly needed in CS methods. Moreover, CORE-PI does not exclude the option of applying nonlinear operations in the wavelet domain, e.g., soft-thresholding used for denoising. 15 CORE-PI differs from convolution-based autocalibration PI methods such as GRAPPA and l1-SPIRiT in several aspects. First, GRAPPA and l1-SPIRiT are coil-by-coil methods, i.e., they reconstruct individual coil images and merge them, whereas CORE-PI performs single-image reconstruction. Secondly, GRAPPA and l1-SPIRiT utilize calibration kernels for synthesizing coil-specific unacquired k-space data, using numerous convolutions; in this process, each unacquired k-space point is estimated from its neighborhood. In contrast, CORE-PI synthesizes a single image in the image domain, without performing any explicit convolution (either in k-space or in the image domain). Instead, CORE-PI utilizes estimated sensitivity maps and mathematical relations to directly compute the result of a virtual convolution between the unknown MR image and a user-defined kernel (this result is the convolution image).
On the other hand, CORE-PI shares some similarities with autocalibration methods. First, autocalibration methods usually obtain the calibration kernels from densely sampled data around k-space center but may also obtain them from a separate scan. Likewise, CORE-PI may obtain the sensitivity maps either from a densely sampled k-space center or from a separate scan. Secondly, both CORE-PI and l1-SPIRiT formulate the reconstruction process as an inverse problem. However, l1-SPIRiT solves that problem using an iterative process, while CORE-PI offers a non-iterative solution. Finally, both l1-SPIRiT and CORE-PI utilize the wavelet transform during the reconstruction process. However, l1-SPIRiT uses this transform for promoting sparsity through an l1-penalty term incorporated in the optimization problem, while CORE-PI utilizes the wavelet transform filter bank implementation for a direct reconstruction of the MR image. CORE-PI is also different from other (non-CS) methods that exploit wavelet domain advantages for MRI. Such methods have applied the WT for conventional applications such as image denoising, 36, 37 wavelet-domain regularization, 10, 38 classification, 39 and feature extraction, 40 whereas CORE-PI uniquely utilizes the SWT for direct image recovery. Our approach is also essentially different from the NF approach of Healy and Weaver, 41 who proposed to utilize the SWT benefits by modifying the RF pulse into wavelet-shaped spatial-encoding profiles. In their approach, the waveletshaped pulses were used for direct acquisition of SWTdomain data. 42, 43 CORE-PI, in contrast, calculates the SWT coefficients directly from the Fourier domain measurements, hence the benefits of SWT-domain processing are obtained utilizing standard RF pulses.
Our approach shares some similarity with the generalized basis approach for parallel MRI suggested by Sodickson and McKenzie. 31, 32 Their approach views the acquired MR signals as projections of a target image onto a high-dimensional space; the basis of this space was related to a mixture of the sensitivity maps and the Fourier spatial harmonics. They have shown that various PI techniques (including SMASH and SENSE) may be derived as private cases of the generalized approach, with different formalisms for recovering the image. The major difference between their approach and ours is that they considered the target image to be the unknown MR image (the spin density image), whereas here the target image is the convolution image. Furthermore, in CORE-PI there are two distinct target images, which contain the SWT approximation and details coefficients. Hence, instead of seeking a representation in the Fourier domain, the space domain, or their hybrid domain, CORE-PI seeks the MR image representation in the SWT domain. Furthermore, in contrast to the classical PI methods that reconstruct the image through a matrix inversion process, 31, 32 CORE-PI applies the SWT filter bank method for image reconstruction. Therefore, although it shares several concepts with the generalized basis approach, the CORE-PI reconstruction technique is essentially different from other methods that were attributed to that approach. 31, 32 
5.B. CORE-PI properties
One of the major attributes of the CORE-PI method is its simplicity: this method is non-iterative, and it includes linear computations. Additionally, CORE-PI reconstructs every image row separately; hence, it is highly suitable for parallel computation.
CORE-PI also offers robustness and flexibility regarding the undersampling scheme. The brain phantom experiments (Fig. 4) and the in vivo experiments (Figs. 7-9 ) described above demonstrate that CORE-PI is suitable for a variety of undersampling schemes, including regular and irregular ones. In this aspect, CORE-PI is more flexible Figs. 7-9 , all with a reduction factor of R = 4. Each experiment was repeated five times, and the average and standard deviation of the computation times were computed. Notably, the typical CORE-PI runtime is shorter than that of l1-SPIRiT by about 20% and shorter than that of GRAPPA by 55%-75%.
In vivo experiment and corresponding figure GRAPPA (s) l1-SPIRiT (s) CORE-PI (s) than GRAPPA and the original SENSE method, 2 which were suitable only for periodic undersampling. While methods that generalized SENSE and GRAPPA, as well as the more recent l1-SPIRiT method, are suitable for a variety of undersampling schemes, these methods involve iterative computations hence their computational burden is much heavier than that of CORE-PI.
CORE-PI also offers flexibility regarding the wavelet type choice. The results presented in Fig. 5 demonstrate that CORE-PI produces high-quality images for all wavelet types. From a theoretical point of view, this finding may be explained by the fact that CORE-PI computes the forward SWT from the acquired data (using the two CORE computations), and then computes the inverse SWT (using the synthesis filter bank). These two complementary processes should result in the same outcome regardless of the decomposition basis. It is indeed demonstrated here that the final reconstructions are very similar and accurate; the reconstruction errors are unnoticeable even when magnified by a factor of 10, as shown in the last row of Fig. 5 .
Another striking appeal of CORE-PI is that it does not require tuning of any parameters (e.g., a soft threshold or regularization parameter). Only a wavelet type should be chosen, but -as shown above -various options are possible and this choice generally does not affect the method performance.
5.C. Comparison with GRAPPA and l1-SPIRiT
The proposed CORE-PI method was compared to the well-known GRAPPA and l1-SPIRiT methods. The results presented above (Figs. 7-9) show that CORE-PI obtains a higher reconstruction accuracy than GRAPPA and l1-SPIRiT. Advantageously, CORE-PI achieves this high-performance level without the need for tens of iterations. Furthermore, the CORE-PI possible parallelization offers another advantage in relation to the iterative CS reconstruction methods since the latter contain sequential computations and hence can be parallelized only along the coil dimension. CORE-PI therefore offers a reduced computational cost, without compromising the reconstruction quality. In the experiments described above, the runtime of CORE-PI was about 20% shorter than that of l1-SPIRiT, and 55%-75% shorter than that of GRAPPA.
5.D. Practical limitations
The possible drawback of the method is its reliance on sensitivity mapping, which might affect the reconstruction quality. This is a known issue in PI methods, which has been addressed before by development of methods using for example auto-calibration 3 and joint estimation of the MR image and sensitivity maps, 8 or optimization of the coil geometry. 44 Additionally, CORE-PI is currently limited to only 1D Cartesian undersampling. The method may potentially be expanded to additional non-Cartesian undersampling schemes such as radial; however, it seems that it is not applicable to 2D undersampling schemes such as CAIPIRINHA. 45 
5.E. Further developments
CORE-PI may be integrated with methods utilizing the wavelet transform for various purposes. For example, methods developed for medical image fusion, such as CT-MRI or PET-MRI fusion, often compute the wavelet transform of each method separately and perform wavelet domain image fusion. [46] [47] [48] Such methods may utilize the wavelet decomposition that is inherently computed in CORE-PI for more efficient, and potentially more accurate, image fusion. Secondly, CORE-PI computations may be integrated within methods for image classification. For example, a recent method developed for brain image classification using the SWT 39 could implement CORE-PI for computing the SWT-domain coefficients prior to the classification stage. A third example concerns wavelet-based noise filtering methods 21, 36, 37, 49, 50 : instead of the conventional process of image reconstruction followed by wavelet-based denoising, the denoising could be implemented at an intermediate step of CORE-PI, in the SWT domain, prior to applying the ISWT. The result would be a denoised final reconstructed image. In summary, the current work may lay the foundation for a new family of algorithms utilizing the SWT for MRI.
CONCLUSIONS
The CORE-PI method presented here offers a new paradigm for reconstruction from highly undersampled multicoil k-space data. This method calculates the SWT coefficients of the unknown MR image directly from k-space measurements, without a need for special RF excitation pulses; hence, the benefits of SWT-domain processing are obtained utilizing standard RF pulses. This work may therefore lay the theoretical foundation for a new family of algorithms utilizing the SWT for real-time MRI.
CORE-PI advantageously offers: (a) flexible 1D undersampling of a Cartesian k-space, (b) robustness to the underlying wavelet type, (c) a parameter-free non-iterative implementation, (d) reconstruction performance improved with regard to that of GRAPPA and l1-SPIRiT, and (e) shorter runtimes than those of GRAPPA and l1-SPIRiT. The CORE-PI method may therefore be considered as an alternative to CS reconstruction. Recall that the vector R y 0 ðn ck Þ is computed from the acquired kspace data by applying the 1D inverse Fourier transform to fully sampled k-space columns; this computation is performed in a preliminary step of the algorithm, since it does not depend on the location of the target pixel. The weights vector W y 0 ðn ck ; x 0 Þ, on the other hand, is specific to the target pixel ðx 0 ; y 0 Þ; these weights associate the user-defined kernel function with the modulated sensitivity maps.
The CORE algorithm that is presented here computes the convolution image row-by-row, i.e., it computes each row independently, yet all the pixels in a row are computed simultaneously. For this aim, the above equation will be generalized for computation of all the pixels in an arbitrary row y 0 . Furthermore, for simplicity, the algorithm will be described in a matrix-form notation.
The general structure of the CORE algorithm is described in Algorithm 1. This algorithm first performs preliminary computations of matrices that are not specific to any target pixel. Then, its main part consists of a "for" loop that computes all image rows one after the other (this loop can be, of course, replaced by a parallel computation). Inside this loop, three steps are performed, as will be explained here.
INPUTS
The inputs to the CORE algorithm are the acquired k-space signals S n c K x ðn k Þ; k y À Á , the locations of acquired k-space columns K x , the estimated sensitivity maps Cðn c ; x; yÞ, and the user-defined kernel function gðxÞ.
MATRICES DEFINITIONS
Let G be an NxN matrix that contains all the possible shifted versions of gðÀxÞ centered around x 0 , i.e., Gðx 0 ; :Þ ¼ gðx 0 À xÞ. Since gðx 0 À xÞ is mostly zeros but contains a small structure centered at x 0 , the matrix G resembles a diagonal matrix (Fig. 10) .
Let us define the three matrices R; M y0 and W y0 as "tall" matrices of the same size ðN c N k Þ Â N. These matrices have N c N k rows, corresponding to all the possible combinations of an acquiring coil and an acquired k-space column. Recall that we have defined the variable n ck ¼ 1 : N c N k to count all these combinations. Each of the above three matrices is explained in detail in the following. 
