Abstract. We give a geometric approach to the relation between the irreducible components of the characteristic varieties of local systems on a plane curve arrangement complement and the associated pencils of plane curves discovered recently by M. Falk and S. Yuzvinsky [10] in the case of line arrangements. In this case, this geometric point of view was already hinted to by A. Libgober and S. Yuzvinsky, see [15] , Section 7.
Introduction
Let A be a line arrangement in the complex projective plane P 2 and let M(A) be the corresponding complement. The characteristic varieties V m (M(A)) and the resonance varieties R m (M(A)) describe the jumping loci for the dimension of the twisted cohomology group H 1 (M(A), L), with L a rank one local system on the complement M(A), see for details section 3 below.
Recently M. Falk and S. Yuzvinsky [10] have shown that the existence of a global d-dimensional irreducible component E in R 1 (M(A)) with d > 0 is equivalent to the existence of a pencil C of plane curves on P 2 with an irreducible generic member such that (i) the pencil C has d + 1 fibers C t , each one of them being the union of lines in A (possibly with some multiplicities);
(ii) these d + 1 degenerate fibers C t correspond to a partition of the set of lines in A.
This surprizing equivalence is established in [10] via a combinatorial approach, based on the description of the irreducible components of the resonant variety R 1 (M(A)) in terms of generalized Cartan matrices obtained by Libgober and Yuzvinski [15] . In this note, we reprove this result in the more general setting of curve arrangement complements M via Arapura's results on the irreducible components of the characteristic variety V 1 (M(A)), [1] . To pass from the irreducible components of the characteristic variety to the irreducible components of the resonance variety, we use one of the main result in [9] (see D. Cohen and A. Suciu [4] in the case of line arrangements).
Though our main result contained in Theorem 4.1 is not as precise as the description of the line arrangements in [10] , we feel that our geometric approach brings light to what would be otherwise a mysterious property. In fact, we can recover most of the additional results in [10] concerning the combinatoric of the arrangement under the additional hypothesis that all the irreducible curves in our arrangement are smooth and intersecting transversally. In the general case, at each base point one has a pencil of plane curve singularities which can be studied, see for instance [12] and [5] .
In section 2 we collect some basic facts on rational mappings f : P 2 → P 1 and the associated pencils. Lemma 2.4 intends to clarify the key notion of admissible map used by Arapura in [1] .
In section 3 we give the main definitions and properties of characteristic and resonant varieties. In Proposition 3.6 we reprove in a special case Libgober's result [13] , saying that a positive dimensional irreducible component of a characteristic variety is a coordinate component if and only if it is a non-essential component. This expains why we can focus in the next section on essential components.
In section 4 we state and prove the main result of this note, Theorem 4.1. As a consequence, we obtain a necessary numerical condition involving self-intersection numbers for the existence of essential positive dimensional irreducible component of a characteristic variety. This is practically the same condition as that in Theorem 4.1.1 in Libgober [13] , which was established via the use of adjunction ideals.
Finally in section 5 we discuss the complements M which are in an obvious way K(π, 1)-spaces, and we conclude with Example 5.2 where several of the above features are clearly illustrated. In particular we point out several differences to the case of line arrangements.
A list of very interesting related open questions may be found in Libgober [14] .
2. On rational maps from P 2 to P 1 Let f : P 2 → P 1 be a rational map. Then there is a minimal non-empty finite set A ⊂ P 2 such that f is defined on U = P 2 \ A. We recall the following basic fact.
Proposition 2.1. Any morphism f : U → P 1 is given by a pencil C : α 1 P 1 + α 2 P 1 of plane curves having the base locus V (P 1 , P 2 ) the minimal finite set A. This pencil is unique up-to an isomorphism of P 1 .
(1) V (P 1 , P 2 ) = {x ∈ P 2 | P 1 (x) = P 2 (x) = 0} = A (in particular, these polynomials have no common factor), and (2) for any point x ∈ U, one has f (x) = (P 1 (x) : P 2 (x)). It is well known, see for instance [11] , p. 150, that a morphism f : U → P 1 is given by a line bundle L ∈ P ic(U) and two sections s 1 , s 2 ∈ Γ(U, L) which do not vanish both at any point in U. In fact L = f * (O(1)) and s i = f * (y i ), with y 1 , y 2 a system of homogeneous coordinates on P 1 . With this notation, one has f (x) = [a : b] where [a : b] ∈ P 1 is such that as 2 (x) − bs 1 (x) = 0. Since U is smooth, we have P ic(U) = Cℓ(U) and similarly P ic(P 2 ) = Cℓ(P 2 ), see for instance [11] , p. 145. On the other hand, the inclusion j : U → P 2 induces an isomorphism j * : Cℓ(P 2 ) → Cℓ(U), as codim A = 2, see [11] , p. 133. It follows that j * : P ic(P 2 ) → P ic(U) is also an isomorphism, i.e. any line bundle L ∈ P ic(U) is the restriction to U of a line bundle O(D) and the global sections of L are nothing else but the restrictions of global sections of the line bundle O(D), which are the degree D homogeneous polynomials.
Proposition 2.2. Let B ⊂ P 1 be a finite set and denote by S the complement P 1 \B. For any surjective morphism f : M → S there is a pencil C : α 1 P 1 + α 2 P 1 of curves in P 2 such that any irreducible component C j of C is in one of the three following cases.
(1) C j is contained in a curve C b in the pencil C, corresponding to a point b ∈ B; (2) C j is strictly contained in a curve C s in the pencil C, corresponding to a point s ∈ S; (3) C j is a horizontal component, i.e. C j intersects the generic fiber C t of the pencil C outside the base locus. Moreover, C j is in the first case above if and only if the homology class γ j of a small loop around C j satisfies
Proof. Let i : S → P 1 be the inclusion and set g = i • f : M → P 1 . Then g is a rational map P 2 → P 1 and there is a minimal non-empty finite set A ⊂ P 2 such that g can be extended to a morphism g 1 : U = P 2 \ A → P 1 . We apply to g 1 Proposition 2.1 and get the corresponding pencil C. Let C j be an irreducible component of C. Then either g 1 (C j ) is a point, which leads to the first two cases, or g 1 (C j ) is dense in P 1 , which leads to the last case. The strict inclusion in the second case comes from the surjectivity of f .
The last claim is obvious. For instance, in the first case, if δ b is a small loop at b, then one has H 1 (f )(γ j ) = m j · δ b , with m j > 0 the multiplicity of the curve C j in the divisor g ′ distinct points in B. Note also that the second case cannot occur if all the fibers C s for s ∈ S are irreducible. Note that the fibers C s may be non-reduced, i.e. we consider them usually as divisors. Saying that C j is contained in C s means that C s = m j C j + ..., with m j > 0. On the other hand, C is a reduced curve.
We conclude this section by the following easy fact.
Lemma 2.4. Let X and S be smooth irreducible algebraic varieties, dim S = 1 and let f : X → S be a non-constant morphism. Then for any compactification
′ smooth, the following are equivalent.
(i) The generic fiber F of f is connected.
(ii) The generic fiber
(iii) All the fibers of f ′ are connected.
If these equivalent conditions hold, then f ♯ :
Proof. Note that D = X ′ \X is a proper subvariety (not necessarily a normal crossing divisor) with finitely many irreducible components
To show that (ii) implies (iii) it is enough to use the Stein factorization theorem, see for instance [11] , p. 280, and the fact that a morphism between two smooth projective curves which is of degree one (i.e. generically injective) is in fact an isomorphism.
To prove the last claim for f , note that there is a Zariski open and dense subset S 0 ⊂ S such that f induces a locally trivial topological fibration f :
. The inclusion of S 0 into S induces an epimorphism as well at the level of fundamental groups. Let j : X 0 → X be the inclusion. Then we have seen that f • j induces an epimorphism as well at the level of fundamental groups. Therefore the same is true for f . The proof for f ′ is completely similar.
3. Local systems, characteristic varieties, and resonance varieties 3.1. Local systems on S. Here we return to the notation S = P 1 \ B, with B = {b 1 , ..., b k } a finite set of cardinal |B| = k > 0. If δ i denotes an elementary loop based at some base point b ∈ B and turning once around the point b i , then using the usual choices, the fundamental group of S is given by
It follows that
Therefore, the rank one local systems on S are parametrized by the (k−1)-dimensional algebraic torus
Here λ j ∈ C * is the monodromy about the point b j ∈ B. For λ ∈ T(S), we denote by L λ the corresponding rank one local system on S.
The twisted cohomology groups H m (S, L λ ) are easy to compute. There are two cases. Case 1 (L λ = C S ). Then we get the usual cohomology groups of S, namely we have
. This case corresponds to the case when at least one monodromy λ j is not 1.
3.2. Local systems on M. Let γ j be an elementary loop around the irreducible component C j , for j = 1, ..., r. Then it is known, see for instance [6] , p. 102, that
where d j is the degree of the component C j . It follows that the rank one local systems on M are parametrized by the algebraic group 
is the same as determining the Euler characteristic χ(M) = 3 − χ(C) and this can be done, e.g. by using the formula for χ(C) given in [6] , p. 162.
In the sequel we concentrate on the case L ρ = C M and assume χ(M) known. Then we have H m (M, L ρ ) = 0 for m = 0 and m ≥ 2, and dim
, see for instance [7] , p. 49. To study these cohomology groups, one idea is to study the characteristic varieties
An irreducible component W of such an m-th characteristic variety V m (M) is called a coordinate component if W is contained in a subgroup of T(M) defined by an equality ρ j = 1 for some j. Let C(j) be the plane curve obtained from C by discarding the j-th component C j . Let M(j) = P 2 \ C(j) be the corresponding complement. Then the inclusion M → M(j) induces an epimorphism H 1 (M) → H 1 (M(j)) and hence an embedding ι j : T(M(j)) → T(M) (M(j) ), see [2] , [10] , [13] . An irreducible component W which is not non-essential is called a global or essential component. Assume given a surjective morphism f : M → S such that f ♯ : π 1 (M) → π 1 (S) is surjective. This gives rise to an embedding f * : T(S) → T 0 (M), which implies in particular k ≤ r. More precisely, if we start with L λ ∈ T(S), then the monodromy ρ j of the pull-back local system f * L λ = L ρ is given by (i) ρ j = 1 if the component C j is not in the first case of Proposition 2.2, and by
if the component C j is in the first case of Proposition 2.2, i.e. g 1 (C j ) = b i in the notation from the proof of Proposition 2.2. Recall that m j is the multiplicity of
Corollary 3.4. With the above notation, the pull-back local system f * L λ = L ρ satisfies ρ j = 1 for all j = 1, ..., r if and only if (i) The curve C consists exactly of the fibers of the associated pencil C corresponding to the points in B.
(ii) For all j = 1, ..., r, if we set g 1 (C j ) = b i(j) , then λ m j i(j) = 1. 3.5. Arapura's results. We recall here some of the main results from [1] , applied to the rank one local systems on M, with some additions from [13] , [9] . Let W be a positive dimensional irreducible component of V 1 (M). To simplify the discussion we assume that 1 ∈ W , and hence W ⊂ T 0 (M). Let d W = dim W . Then there is a surjective morphism f W : M → S W with connected generic fiber, such that the following hold. (ii) For a generic local system L ∈ W one has dim
Conversely, if f : M → S is a surjective morphism with connected generic fiber as considered in Proposition 2.2, and |B| ≥ 3, then W = f * (T(S)) is a positive dimensional irreducible component of V 1 (M). And the irreducible components of V m (M) are precisely the irreducible components W of V 1 (M) with dim W ≥ m + 1.
All these claims follow directly from [1] . The fact that S has to be rational in this situation is noted in [13] , and it follows from the fact that a compactification M ′ of M is simply-connected and hence, via Lemma 2.4, we get that a compactification S ′ of S is simply-connected as well. A different proof follows from Proposition 5.10 (2) in [9] . The various relations involving d W were also noted in [13] , see also Proposition 6.3 in [9] .
It is clear that any non-essential component is a coordinate component. The following converse result on positive dimensional coordinate components W of V m (M) was obtained by Libgober [13] . For reader's convenience we include a proof here in the case 1 ∈ W . Let W be a positive dimensional irreducible component of V 1 (M) such that 1 ∈ W . Let f W : M → S W be the corresponding morphism as described above. If W is contained in the subtorus of T 0 (M) given by ρ j = 1, then the discussion before Corollary 3.4 implies that the corresponding component C j of C is not in the first case of Proposition 2.2. This in turn implies the existence of an extension f (j) : M(j) → S W , whose generic fibers are still connected (being obtained from those of f by adding at most finitely many points). It follows that W = ι j (W j ), with
In view of this result, it is natural to study first the non-coordinate positive dimensional components. Indeed, the other components come from simpler arrangements, involving fewer components C j 's.
3.7. Resonance varieties. Let H * (M) be the cohomology algebra of the surface M with C-coefficients. Right multiplication by an element z ∈ H 1 (M) yields a cochain complex (H * (M), µ z ). The resonance varieties of M are the jumping loci for the degree one cohomology of this complex:
One of the main results in [9] gives the following. For the case of hyperplane arrangements see [4] .
Theorem 3.8. The exponential map exp :
We say that an irreducible component E of some R m (M) (which is a vector subspace in H 1 (M)) is a coordinate component, resp. a non-essential component, if it corresponds under the above isomorphism to a coordinate (resp. non-essential) component of V m (M). Proposition 3.6 can be reformulated as follows. 
The main result
In this section we prove the following result which applies to an arbitrary plane curve arrangement.
Theorem 4.1. Let C = ∪ i=1,r C i be a plane curve arrangement in P 2 , having r irreducible components C i , for i = 1, r. Let M = P 2 \ C be the corresponding complement. The following are equivalent. (iii) there is a pencil C of plane curves on P 2 with an irreducible generic member and having d+1 fibers C t whose reduced supports form a partition of the set of irreducible components C i , for i = 1, r.
Proof. The equivalence between (i) and (ii) follows from Theorem 3.8. And the equivalence between (ii) and (iii) follows from Arapura's results recalled in subsection 3.5 combined with Proposition 2.2 and Corollary 3.4.
Note that the condition (ii) above can be reformulated as the existence of a global irreducible component W in the characteristic variety
The following result is similar to Theorem 4.1.1 in Libgober [13] and closely related to the discussion in [15] , just before Proposition 7.2.
Corollary 4.2. Assume the equivalent statements in Theorem 4.1 above hold. Let f : P 2 → P 1 be the rational morphism associated to the pencil C. Let π : X → P 2 be a sequence of blowing-ups such that g = f • π is a regular morphism on X. If C denotes the proper transform of the (reduced) curve C under π, then the self intersection number ofC is non-positive, i.e.
C ·C ≤ 0.
Proof. There is a partition ofC = ∪ i=1,d+1Ci ofC as a union of disjoint curvesC i , such that g(C i ) = b i for i = 1, ..., d + 1. It follows that
Each curve is contained in the support of the positive divisor g −1 (b i ), and hence by Zariski's Lemma, see [3] , p. 90, we get (i) For each base point p ∈ X , the multiplicity
(ii) p∈X n p = D 2 , where D is the degree of the pencil.
(iii) j=1,r m(C j ) = kD, where m(C j ) ≥ 1 is the multiplicity with which C j occurs in the corresponding fiber of the pencil.
To resolve the indeterminacy points of the associated pencil (i.e. to determine the map π : X → P 2 ), one has in this case just to blow-up once the points in the base locus X . This is a direct consequence of the property (i) above.
Assume moreover that m(C j ) = 1 for all j = 1, r, i.e. all C b for b ∈ B are reduced.
Then, again by (i) above, it follows that mult p (C) = kn p for any p ∈ X . On the other hand, by (iii) we get deg C = kD. Finally, in this very special case we get
This happens for instance in Example 3.4 in [10] : the Ceva arrangement given by the pencil ax d + by d + cz d = 0 with (a : b : c) ∈ P 2 satisfying a + b + c = 0. There are 3 special fibers, corresponding to
In the case of a general line arrangement, the conditionC ·C ≤ 0 may bring new non-trivial information on the arrangement. In particular it can be used as a test for candidates to the base locus X of a pencil associated to a given arrangement. In Example 3.6 in [10] the B 3 -arrangement consists of 9 lines, and the base locus X consists of 3 points of multiplicity 4 and 4 other points of multiplicity 3. As a result we haveC
This latter arrangement is associated to the pencil ((
2 ) which has again 3 special fibers (this time non-reduced!), corresponding to (
Fibered complements and K(π, 1)-spaces
Let f : M → S be a morphism associated to a plane curve pencil C with base locus X , as in Theorem 4.1 and Corollary 4.2 above. Consider a fiber C s of the pencil C corresponding to s ∈ S = P 1 \ B. We say that C s is a special fiber of C if either C s \ X is singular , or if C s \ X is smooth and exists a point p ∈ X such that
where µ denotes the Milnor number of an isolated singularity.
Let C spec be the union of all the special fibers in the pencil C. (There is a finite number of such fibers, and they are easy to identify, see [12] , [5] ). Let B ′ be the union of B and the set of all s ∈ S such that C s is a special fiber. We call C ′ = C ∪ C spec the extended plane curve arrangement associated to the plane curve arrangement C and denote by M ′ the corresponding complement. We set S ′ = P 1 \ B ′ . With this notation, we have the following result. Proof. Note that for any p ∈ X , the family of plane curve isolated singularitis (C s , p) for s ∈ S ′ is a µ-constant family. Using the relation between µ-constant families and Whitney regular stratifications, as well as Thom's First Isotopy Lemma, see for instance [6] , pp. 11-16 and especially the proof of Proposition (1.4.1) on p. 20, we get the first claim above. The second claim is an obvious consequence, as explained already in [10] .
Example 5.2. We discuss now the following curve arrangement, considered already in Example 4.8 in [8] . The curve C consists of the following: three lines C 1 : x = 0, C 2 : y = 0 and C 3 : z = 0 and a conic C 4 : x 2 − yz = 0. The corresponding pencil can be chosen to be f = (x 2 : yz), and the set B = {b 1 , b 2 , b 3 } is given by b 1 = (0 : 1), C 1 = 2C 1 , b 2 = (1 : 0), C 2 = C 2 ∪ C 3 ,and b 3 = (1 : −1), C 3 = C 4 .
The base locus of this pencil is X = {p 1 = (0 : 0 : 1), p 2 = (0 : 1 : 0)} and it is easy to check that there no special fibers. It follows that f : M → S is a locally topologically trivial fibration with fiber C * (a smooth conic minus two points). Hence the complement M of this curve arrangement is a K(π, 1)-space, where the group π fits into an exact sequence 1 → Z → π → F 2 → 1 with F 2 denoting the free group on two generators.
Note also that mult
hence the property (i) in Example 4.3 does not hold for arbitrary curve arrangements.
A local system L on S is given by a triple (λ 1 , λ 2 , λ 3 ) with λ 1 ·λ 2 ·λ 3 = 1. With this notation, the pull-back local system f * L is given by (ρ 1 , ρ 2 , ρ 3 , ρ 4 ), where ρ 1 = λ 2 1 , ρ 2 = ρ 3 = λ 2 and ρ 4 = λ 3 (recall the discussion before Corollary 3.4. With this, it is easy to check that the irreducible component given by f * T(S) coincide to the irreducible component predicted in Example 4.8 in [8] by computation using the associated integrable connections. Indeed, the ρ i 's satisfy the equation ρ 1 · ρ 2 · ρ 3 · ρ Let C be the proper transform on C under the blowing-up π : X → P 2 of the two points in X . Then C · C = C · C − 3 2 − 3 2 = 7 > 0. This is not in contradiction with Corollary 4.2, since in order to resolve the indeterminacy points of f in this case we have to blow the points p 1 , p 2 ∈ X corresponding to the tangents of the conic C 4 at p 1 and p 2 . The new multiplicities are mult p 1 C = mult p 2 C = 3
and hence for the new proper transformC we get C ·C = C · C − 3 2 − 3 2 = −11.
