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Abstract
We prove the existence of a solution to an equation governing the number density within a
compact domain of a discrete particle system for a prescribed class of particle interactions taking
into account the effects of the diffusion and drift of the set of particles. Each particle carries a number
of internal coordinates which may evolve continuously in time, determined by what we will refer to as
the internal drift , or discretely via the interaction kernels. Perfectly reflecting boundary conditions
are imposed on the system and all the processes may be spatially and temporally inhomogeneous.
We use a relative compactness argument to construct a sequence of measures that converge weakly
to a solution of the governing equation. Since the proof of existence is a constructive one, it provides
a stochastic approximation scheme that can be used for the numerical study of molecular dynamics.
Keywords: Convergence Theorem, Diffusion, Particle interactions.
1. Introduction
Under fairly general conditions, set out in section 2.2, we prove the existence of at least one measure-
valued solution to the following equation:∫
C
f(z)Pt(dz) =
∫
C
f(z)P0(dz) +
∫ t
0
∫
C
1
2as(z)△f(z)Ps(dz) ds+
∫ t
0
∫
C
bs(z) · ∇f(z)Ps(dz) ds
+
∫ t
0
∫
C
Hs(z) · ∇̂f(z)Ps(dz) ds+
∫ t
0
∫
C
f(z)Is(dz) ds
+
I∑
i=1
J∑
j=1
1
i! j!
∫ t
0
∫
Ci+j
Ks,i,j(z1, . . . , zi, dw1, . . . , dwj)
×
{
j∑
m=1
f(wm)−
i∑
n=1
f(zn)
}
Ps(dz1) · · ·Ps(dzi) ds (1.1)
for t > 0 and f a member of a suitable class of test functions obeying the boundary condition ∂f/∂n = 0,
where n is the outward pointing unit normal. This condition corresponds to the imposition of perfectly
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reflecting boundaries. In equation (1.1), C is the configuration space consisting of a physical domain Ω
and a collection of internal degrees of freedom and Pt is the measure representing the number density
of particles in C. The functions at, bt and Ht are rates associated with diffusion and the external
and internal drifts respectively. The measure It describes a source term for the system and Kt,i,j are
interaction kernels describing the interplay of particles within the domain.
This equation has many potential applications for the quantitative description of molecular systems.
It generalizes Smoluchowski’s coagulation equation [1] and simple diffusion models, e.g., [2]. Existence
theorems for coagulation and fragmentation processes have been developed for spatially and temporally
inhomogeneous conditions in, e.g., [3, 4, 5, 6, 7, 8] (see also the references therein). The case of ‘cluster
coagulation’, extending this work, where the coagulation rate may have non-trivial dependence on some
internal coordinates has been examined in [9]. For a survey of some of the known exact solutions and
a discussion of the mathematical and physical reasons for studying the coagulation equation see the
review article [10].
Diffusion processes with boundary conditions have been studied using SDE techniques by, e.g.,
[11, 12, 13]. However we do not follow this route since here it is our aim to produce a constructive proof
for the existence of solutions to equation (1.1). This is in order to provide a Monte Carlo approximation
scheme capable of simple computer implementation that can simulate the underlying physical system
accurately.
The existence problem for combined diffusion, coagulation and fragmentation processes has received
some attention in [14, 15, 16, 17] for the case of spatially and temporally homogeneous diffusion co-
efficients. Van Dongen discusses the case when the diffusion coefficients are non-zero and equal for
masses no larger than some given mass and zero for larger masses. As a separate case he considers
the situation when all diffusion coefficients are equal. Collet & Poupaud found a local existence result
in the former case for a restricted range of coagulation kernels and a global existence result in the
latter case. Guias¸ [18, 19], developing the work in [14], has presented a numerical approach to this
problem by dividing the domain into cells then solving each cell as a homogeneous coagulation system
with appropriate transfer of particles between neighbouring cells; thus combining a finite element and
Monte Carlo approach. Guias¸ provides the necessary mathematical theorems to justify this strategy.
In contrast to this combined finite element and Monte Carlo method, our resulting numerical approach
is purely stochastic in nature, and the diffusion, drift and other rate coefficients may have spatial and
temporal dependence, we also allow for more general forms of particle interaction to take place.
The paper is organized as follows. In section 2 we give definitions of the physical domain and
configuration space, and describe the hypotheses we will be making. Then we introduce the class of
test functions and describe the boundary condition they obey. Before beginning the mathematical
assault on the problem, we relate the boundary condition on the class of test functions to appropriate
Neumann boundary conditions on the particle number density when such a density exists with respect to
Lebesgue measure and certain extra differentiability conditions are assumed. Additionally in section 3
we characterize the boundary conditions associated with the internal degrees of freedom.
Section 4 is devoted primarily to the proofs of proposition 4.15 and theorem 4.17 that are needed
in section 5. Proposition 4.15 provides a bound for an appropriate stochastic generator associated with
the diffusion and drift terms in equation (1.1), whilst theorem 4.17 provides a result that allows us to
deduce the uniform convergence of a discrete approximation to the derivative terms in the integrand of
the RHS of equation (1.1). To implement the diffusion process each particle’s position is displaced by
a multivariate normal random variable that is scaled proportional to the square root of the time step.
The resulting displacement is modified to account for the drift terms and for any reflections off the
boundaries. Since in a finite time the distance travelled by such a particle becomes unbounded as the
time steps decrease, the proof relies on the cancellation of motions in opposite directions and it is this
that requires delicate analysis, particularly in a neighbourhood of the boundary. We point out that the
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use of such a multivariate normal random variable makes direct contact with the mathematical definition
of Brownian motion and with the paper of Roth [20] on generating a Feller semi-group associated with
a simple diffusive process.
In section 5 we formulate a relative compactness argument for a sequence of stochastic processes
taking values in an appropriate product space. The components of each term in the sequence comprise a
measure representing an approximation to the particle number density at each time and a non-negative
real number approximating that time. This fictitious time is expedient for recasting equation (1.1) as a
pair of equations with no explicit time-dependence. Tightness of the sequence is proved and Prohorov’s
theorem is used to deduce the existence of a convergent subsequence. We verify that the limit is a
solution to equation (1.1) in the weak sense when the Linear Growth Condition holds and in the vague
sense if the growth condition on the internal drift and self-interaction kernel are relaxed. Finally a new
sequence of processes is presented with the same jump chain of measures but with modified holding
times determined by the the fictitious time variable. This has the effect of removing the fictitious time
quantity from the construction. This final result, theorem 5.31, provides a simple approximation scheme
that is in essence a simple extension of that of Marcus [21] and Lushnikov [22] except that the holding
times are determined deterministically from the current state. We remark that proposition 5.29 and
theorem 5.31 can be modified simply to remove all spatial dependence and in this way we recover the
earlier results of [7, 8].
In section 6 we provide an explicit description of the approximation scheme for generating sample
paths for the stochastic processes, while in section 7 we make some remarks about potential applications
to physical situations. These include a brief discussion of the implications and limitations of the various
hypotheses assumed in the proof. Appendices A, B and C contain important supporting results that
do not fit naturally within the main text.
2. Definitions and Hypotheses
For any pair of Banach spaces X and Y , let Cb(X ;Y ) denote the bounded continuous functions from
X to Y and write Cb(X) = Cb(X ;R). Let C
n(X ;Y ) denote the n-times continuously differentiable Y -
valued functions on X . We denote by Cc(X) the compactly supported real-valued continuous functions
on X and define Cnc (X) = C
n(X) ∩ Cc(X). Additionally MB(X) denotes the space of bounded non-
negative Borel measures onX ,B(X) is the Borel σ-algebra ofX andM(X) is the space of bounded Borel
measurable functions on X . For any P ∈ MB(X) and f ∈M(X) we will write P (f) =
∫
X f(x)P (dx).
2.1. The Configuration Space C
Definition 2.1 Let Ω = ω−1(−∞, 0) be a bounded open subset of the Euclidean inner product space
(Rd1 , · ), with the induced norm denoted by ‖ · ‖, and where ω ∈ C2(Rd1) with ‖∇ω(x)‖ > 1 for all
x ∈ ∂Ω = ω−1{0}. Let Ω be the closure of Ω and write ∇ = (∂1, . . . , ∂d1) for the gradient operator on
Rd1 and △ for the Laplacian.
Definition 2.2 Define the expressions
‖∇ω‖∞ = sup
x∈co(Ω)
(
d1∑
i=1
|∂iω(x)|2
) 1
2
and ‖∇∇ω‖∞ = sup
x∈co(Ω)
 d1∑
i,j=1
|∂i∂jω(x)|2

1
2
(2.1)
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where co(A) denotes the convex hull of the set A.
Definition 2.3 Let a
(m)
µ 6 b
(m)
µ for m ∈ N and µ = 1, . . . , d2. Define the sequence of compact sets
Γm =
∏d2
µ=1[a
(m)
µ , b
(m)
µ ] ⊂ Rd2 . We endow Γm with the Euclidean inner product induced from Rd2 and
write a dot for this inner product and ‖ · ‖ for the Euclidean norm. In addition we let ∇̂ = (∂̂1, . . . , ∂̂d2)
denote the gradient operator on Rd2 .
Definition 2.4 Define the configuration space C, and its extension C#, both subsets of N× Rd1 × Rd2
by
C =
∞∪
m=1
({m} × Ω× Γm) and C# =
∞∪
m=1
({m} × co(Ω)× Γm), (2.2)
and endow each with the Euclidean metric induced from R1+d1+d2 . Define the three restrictions: πm :
C→ N, πΩ : C→ Ω and πΓ : C→ Rd2 by
πm(z0, z1, . . . , zd1+d2) = z0; (2.3)
πΩ(z0, z1, . . . , zd1+d2) = (z1, . . . , zd1); (2.4)
πΓ(z0, z1, . . . , zd1+d2) = (zd1+1, . . . , zd1+d2), (2.5)
so that πΓ(z) ∈ Γpim(z). It is useful to define e0, e1, . . . , ed1 , ê1, . . . , êd2 to be the canonical basis for
R1+d1+d2 in the obvious way. For convenience we will refer to πm(z) as the mass of a particle with
coordinates z.
2.2. Hypotheses
In this subsection we present two choices of physical hypotheses that are sufficient to prove an
appropriate convergence result.
Hypothesis 2.5 Suppose the source rate is given by the continuous map I : [0,∞) → MB(C), with
I : t 7→ I(t) ≡ It satisfying the boundedness condition
Λ(I∨2) ≡ sup
{
It(π
(I∨2)
m ) : 0 6 t <∞
}
<∞ (2.6)
where we define π
(q)
m (z) = (πm(z))
q and where I some the non-negative integer defined implicitly by
equation (1.1).
Hypothesis 2.6 Suppose the diffusion coefficient a : [0,∞)× C → R (with a(u, z) ≡ au(z) ≡ σu(z)2)
is continuous and there exists a bound σ∞ such that
0 < σu(z) 6 σ∞ (2.7)
for all u ∈ [0,∞) and z ∈ C. Write
σminT,m = 1 ∧ inf{σt(z) : z ∈ C, πm(z) 6 m, 0 6 t 6 T }, (2.8)
which is strictly greater than zero by continuity on the compact set [0, T ]× π−1m {1, . . . ,m}.
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Furthermore assume that the drift function b : [0,∞)×C→ Rd1 (with b(u, z) ≡ bu(z)) is continuous
and obeys the boundedness condition ‖bu(z)‖ 6 b∞ for some b∞ ∈ R and additionally satisfies the
boundary condition
bu(z) · n(πΩ(z)) = 0 where n(x) =
∇ω(x)
‖∇ω(x)‖ (2.9)
for all u ∈ [0,∞) and z ∈ C such that πΩ(z) ∈ ∂Ω.
Hypothesis 2.7 Suppose the internal drift rate H : (t, z) 7→ Ht(z) ≡ (Ht,1(z), . . . , Ht,d2(z)) is a
continuous function from [0,∞)× C to Rd2 where
H∞m ≡ 1 ∨ sup{‖Ht(z)‖/πm(z) : z ∈ C, πm(z) 6 m, t ∈ [0,∞)} <∞ (2.10)
for all m ∈ N. As a matter of notational convenience we set H∞0 = 1. We will also impose the boundary
conditions: Ht,µ(z) > 0 whenever (πΓ(z))µ = a
(pim(z))
µ and Ht,µ(z) 6 0 whenever (πΓ(z))µ = b
(pim(z))
µ .
The purpose of these boundary conditions is to ensure that the internal drift does not take particles
outside of the domain of the internal coordinates.
Hypothesis 2.8 Suppose there exist uniformly continuous interaction kernels Ki,j for i = 1, . . . , I,
j = 1, . . . ,J and (i, j) 6= (1, 1) with Ki,j : [0,∞)× Ci →MB(Cj) ∼=
⊗j
k=1MB(C) where we write
Ku,i,j(z1, . . . , zi, B1 × · · · ×Bj) = Ki,j(u, z1, . . . , zi)(B1 × · · · ×Bj) (2.11)
which we require to be totally symmetric in B1, . . . , Bj ∈ B(C), totally symmetric in z1, . . . , zi and to
satisfy
i∑
l=1
πm(zl) =
j∑
n=1
πm(wn), Ku,i,j(z1, . . . , zi, dw1, . . . , dwj)–a.e. (2.12)
for all z1, . . . , zi ∈ C, i = 1, . . . , I, and j = 1, . . . ,J , i.e., the interaction is mass preserving. Moreover
we assume that there exists a constant K∞ such that
1
i! j!
Ku,i,j(z1, . . . , zi,C
j) 6 K∞πm(z1) · · ·πm(zi) for (i, j) 6= (1, 1). (2.13)
In addition we assume that there exists a continuous (though not necessarily uniformly continuous) self-
interaction kernel, K1,1 : [0,∞) × C →MB(C) where we write Ku,1,1(z,B) = K1,1(u, z)(B) satisfying
πm(z) = πm(w), Ku,1,1(z, dw)–a.e. and possessing the bound:
K∞m ≡ 1 ∨ sup{Kt,1,1(z,C)/πm(z) : z ∈ C, πm(z) 6 m, t ∈ [0,∞)} <∞. (2.14)
Analogous to our definition of H∞0 we set K
∞
0 = 1.
Hypothesis 2.9 We assume that the initial measure-valued particle density has finite mass: P0(πm) <
∞.
Remark 2.10 If both K∞m and H
∞
m are bounded functions on N then we say the system obeys the
Linear Growth Condition. In which case we may chose K∞ and H∞ such that for all m ∈ N0 we have
K∞m 6 K∞, H
∞
m 6 H∞ and equation (2.13) still holds. When this additional condition holds we will be
able to prove that equation (1.1) holds in the weak sense. When it does not we show that equation (1.1)
is true in the vague sense.
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2.3. The Class of Test Functions
Definition 2.11 Define the normed space of functions
F = {f : f(m, ·) ∈ C2(Ω× Γm), for all m ∈ N, |‖f |‖ <∞
and ∇ω(πΩ(z)) · ∇f(z) = 0 for all z ∈ C such that πΩ(z) ∈ ∂Ω} (2.15)
where F and its subspaces have the norm |‖ · |‖ defined by
|‖f |‖ = max{‖f‖∞, ‖∇f‖∞, ‖∇̂f‖∞, ‖∇∇f‖∞} (2.16)
with
‖∇f‖∞ = sup
x∈C
(
d1∑
i=1
|∂if(z)|2
) 1
2
; ‖∇∇f‖∞ = sup
x∈C
 d1∑
i,j=1
|∂i∂jf(z)|2

1
2
(2.17)
and
‖∇̂f‖∞ = sup
x∈C
(
d2∑
µ=1
|∂̂µf(z)|2
) 1
2
. (2.18)
Furthermore we define Fc = F ∩ Cc(C) and let the map R : F→ N0 be given by
R(f) =
{
max{πm(supp f)} if f ∈ Fc;
0 otherwise.
(2.19)
Remark 2.12 By proposition A.1 (Fc, |‖ · |‖) is separable, therefore there exists a dense sequence
fn ∈ Fc. We set f0 = 1. Proposition B.2 implies that for each f ∈ Fc ∪{f0} there exists a second-order
continuously differentiable extension f# : C# → R with the property that |‖f#|‖# is finite, where we
define the mapping |‖ · |‖# on each extension by equations (2.16–2.18) with C replaced by C#.
The reason for introducing these extensions is to allow us to assume that the test function is defined
on a convex domain for each integral mass. This allows us to make elementary estimates using Taylor’s
theorem applied to f# without regard for the possibility that the straight line segment between the two
points of interest may not lie entirely within the domain of the unextended test function f . In this way
we need not assume any convexity property of the physical domain Ω.
Definition 2.13 Let the sequence (fn)
∞
n=1 ∈ Fc be a dense subset of (Fc, |‖ · |‖) with the following
properties
|‖f#n |‖# 6 2n; H∞R(fn)K∞R(fn) 6 2
1
2n (2.20)
and (fn)
∞
n=1 is closed under the operation f 7→ f(·) 1pim(·)<k for all k ∈ N.
Remark 2.14 It follows from definition 2.13 that for every f ∈ F there exists a subsequence of fn such
that
bp-lim
k→∞
fnk = f ; bp-lim
k→∞
∂ifnk = ∂if ; bp-lim
k→∞
∂i∂jfnk = ∂i∂jf (2.21)
for i, j = 1, . . . , d1 and
bp-lim
k→∞
∂̂µfnk = ∂̂µf (2.22)
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for µ = 1, . . . , d2 (where bp-lim denotes bounded pointwise convergence, i.e., bp-lim
n→∞
fn = f if and only
if fn(z) → f(z) as n → ∞ for all z ∈ C and sup
n
sup
z∈C
|fn(z)| < ∞). Moreover if f ∈ Fc then we may
assume that
R(fnk) 6 R(f) (2.23)
for all k.
Definition 2.15 We endow MB(C) and its subspaces with the complete metric generating the weak
topology given by
dweak(P,Q) =
∞∑
n=0
4−n(|P (fn)−Q(fn)| ∧ 1) (2.24)
and where f0 = 1. We write Pn ⇀ P to signify weak convergence.
Remark 2.16 We note that since C is separable MB(Ck) ∼=
⊗k
j=1MB(C) and if Pn ⇀ P then
Pn
⊗k ⇀ P⊗k.
Finally, to establish our conventions, let us make note of the following definition and the subsequent
remark; they will play a frequent roˆle in proving the convergence of various quantities in the rest of the
paper.
Definition 2.17 If (X, dX) and (Y, dY ) are metric spaces and f : X → Y is a continuous function we
define the modulus of continuity by
w(f, δ) = sup
dX(x,y)6δ
dY (f(x), f(y)) (2.25)
whenever the RHS exists.
Remark 2.18 The function f is uniformly continuous if and only if
lim
δ→0
w(f, δ) = 0. (2.26)
In particular if f : X → Rm is continuous and compactly supported then f is uniformly continuous and
equation (2.26) holds.
3. Neumann Boundary Conditions on the Number Density
In this section we relate the properties of weak/vague solutions to equation (1.1) to the boundary
conditions on the number density with respect to Lebesgue measure when such a quantity exists. Let
us write z = (m,X ) and X = (x,X) with m ∈ N, x ∈ Ω, X ∈ Γm and assume that the following
definitions can be made with respect to Lebesgue measure: It({m} × dX ) = Imt (X ) dX ,
Kt,i,j(z1, . . . , zi, {n1} × dY1, . . . , {nj} × dYj) = Km1,...,mi,n1,...,njt,i,j (X1, . . . ,Xi,Y1, . . . ,Yj) dY1 . . . dYj ,
(3.1)
where K
m1,...,mi,n1,...,nj
t,i,j and I
m
t are continuous functions on their respective domains, Pt({m}× dX ) =
cmt (X ) dX , with at ∈ C2b (C), bt ∈ C1b (C;Rd1), Ht ∈ C1b (C;Rd2). Suppose too that cmt (X ) is continuously
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differentiable in time and twice continuously differentiable on Ω × Γm, then we discover for all X ∈
Ω× (Γm)◦ (the interior of Ω× Γm) that
∂cmt (X )
∂t
= 12△(at(z)cmt (X )) −∇ · (bt(z)cmt (X )) − ∇̂ · (Ht(z)cmt (X )) + Imt (X )
+
I∑
i=1
J∑
j=1
1
i! (j − 1)!
∞∑
m1,...,mi=1
n1,...,nj−1=1
∫
Ω×Γn1
dY1 · · ·
∫
Ω×Γnj−1
dYj−1
∫
Ω×Γm1
cm1t (X1) dX1 · · ·
∫
Ω×Γmi
cmit (Xi) dXi
×Km1,...,mi,n1,...,nj−1,mt,i,j (X1, . . . ,Xi,Y1, . . . ,Yj−1,X )
−
I∑
i=1
J∑
j=1
cmt (X )
(i− 1)! j!
∞∑
n1,...,nj=1
m1,...,mi−1=1
∫
Ω×Γn1
dY1 · · ·
∫
Ω×Γnj
dYj
∫
Ω×Γm1
cm1t (X1) dX1 · · ·
∫
Ω×Γmi−1
c
mi−1
t (Xi−1) dXi−1
×Km1,...,mi−1,m,n1,...,njt,i,j (X1, . . . ,Xi−1,X ,Y1, . . . ,Yj). (3.2)
This follows by considering a suitable sequence of test functions concentrated at z and compactly
supported in Ω × (Γm)◦. Now multiply equation (3.2) by f(z) ∈ Fc, subtract the time derivative of
equation (1.1) and apply the divergence theorem to leave the boundary terms:
0 =
∫
Γm
∫
∂Ω
[ 12f(z)∇(at(z)cmt (X )) − 12at(z)cmt (X )∇f(z)− f(z)cmt (X )bt(z)] · n(x)dS dX
−
d2∑
µ=1
∫ b(m)1
a
(m)
1
dX1 · · ·
∫ b(m)µ−1
a
(m)
µ−1
dXµ−1
∫ b(m)µ+1
a
(m)
µ+1
dXµ+1 · · ·
∫ b(m)
d2
a
(m)
d2
dXd2
∫
Ω
[Ht,µ(z)c
m
t (X )f(z)]
Xµ=b
(m)
µ
Xµ=a
(m)
µ
dx (3.3)
where n(x) is the outward pointing unit normal at x. The last two terms in the first integrand on
the RHS vanish by the definition of the boundary condition on the test functions and by hypothe-
sis 2.6 respectively. By taking a suitable sequence of test functions concentrated at z we deduce that
∂(at(z)c
m
t (X ))/∂n = 0 for x ∈ ∂Ω and cmt (X ) = 0 whenever Xµ = a(m)µ or b(m)µ and Ht,µ(z) 6= 0.
4. Perfectly Reflecting Boundaries
The diffusion, internal and external drifts of each individual particle are to be approximated by
a sequence of discrete jumps in the particle’s position in the configuration space C. To complicate
matters these jumps may involve reflections off the boundaries of the physical domain. In this section
we provide some detailed calculations giving estimates and convergence results for our diffusion and
drift approximations which will be vital in section 5.
Proposition 4.1 (a) If x, y ∈ ∂Ω with ‖y − x‖ = θ 6= 0, and n(x) = ∇ω(x)‖∇ω(x)‖ then there exists a
constant B0 such that
|n(x) · k̂| 6 B0θ where k̂ = y − x‖y − x‖ . (4.1)
(b) If x, y ∈ Ω with ‖∇ω(x)‖ > 1 and ∇ω(y) 6= 0 then there exists a constant A0 such that
‖n(y)− n(x)‖ 6 A0θ. (4.2)
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Proof. (a) Use Taylor’s theorem with y = x+ θk̂ and the facts that ω(x) = ω(y) = 0 and ‖∇ω(x)‖ > 1
to deduce that
|n(x) · k̂| 6 |θ−1ω(x+ θk̂)− θ−1ω(x) −∇ω(x) · k̂| 6 B0θ (4.3)
where B0 =
1
2‖∇∇ω‖∞.
(b) Compute
‖n(y)− n(x)‖ =
∥∥∥∥ ∇ω(y)‖∇ω(y)‖ − ∇ω(x)‖∇ω(x)‖
∥∥∥∥ (4.4)
=
∥∥∥∥‖∇ω(x)‖ − ‖∇ω(y)‖‖∇ω(x)‖ ‖∇ω(y)‖ ∇ω(y) + ∇ω(y)−∇ω(x)‖∇ω(x)‖
∥∥∥∥ (4.5)
6
∣∣ ‖∇ω(x)‖ − ‖∇ω(y)‖ ∣∣+ ‖∇ω(y)−∇ω(x)‖
‖∇ω(x)‖ (4.6)
6 2‖∇ω(y)−∇ω(x)‖ 6 A0θ (4.7)
where A0 = 2‖∇∇ω‖∞.
Definition 4.2 Let ξ : Ω× Rd1 → Ω be defined by
ξ(x, k) = x∗, for some x∗ such that ‖x+ k − x∗‖ = min{‖x+ k − y‖ : y ∈ Ω}. (4.8)
This exists by the compactness of Ω.
Proposition 4.3 If x ∈ ∂Ω, k · n(x) = 0 and ‖k‖ < 12B−10 then
‖ξ(x, k)− x− k‖ 6 2B0‖k‖2. (4.9)
Proof. Consider y = x+K where K = k − 2B0‖∇ω(x)‖−1‖k‖2n(x), then
ω(y) 6 (k − 2B0‖∇ω(x)‖−1‖k‖2n(x)) · ∇ω(x) + 12‖∇∇ω‖∞‖K‖2 (4.10)
6 −B0‖k‖2(1− 4B20‖k‖2) 6 0, (4.11)
and thus y ∈ Ω, it follows that
‖ξ(x, k)− x− k‖ 6 ‖y − x− k‖ = 2B0‖∇ω(x)‖−1‖k‖2 6 2B0‖k‖2 (4.12)
as required.
Definition 4.4 Define the map γ : Ω×Rd1 → Ω by the following procedure. If x ∈ Ω and k ∈ Rd1 \{0}
then let x0 = x and k̂0 = k/‖k‖, let ϑn = inf{t ∈ [0, ‖k‖−
∑n−1
i=1 ϑi] : xn+ tk̂n /∈ Ω}, xn+1 = xn+ϑnk̂n,
k̂n+1 = k̂n − 2(k̂n · n(xn+1))n(xn+1). We set γ′(x, k) = limn→∞ xn (this exists since the {xn} are
contained in the compact ball of radius ‖k‖ centred at x, so there exists an accumulation point, which
is unique since
∑∞
n=1 ‖xn − xn−1‖ =
∑∞
n=0 ϑn is finite). We define γ
′(x, 0) = x. Finally we set
γ(x, k) = γ′(x, k) if
∑∞
n=0 ϑn = ‖k‖ otherwise let γ(x, k) = ξ(γ′(x, k), (‖k‖ −
∑∞
r=0 ϑr)k̂∞), where we
remark that proposition 4.1 implies that for n > m, ‖k̂n− k̂m‖ 6 2
∑n
i=m+1 |k̂i ·n(xi)| 6 2B0
∑n
i=m+1 ϑi
which shows that the k̂n are Cauchy and the completeness of the (d1 − 1)-dimensional Euclidean sphere
implies that k̂n → k̂∞ for some k̂∞ with ‖k̂∞‖ = 1 and n(γ′(x, k)) · k̂∞ = 0.
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Definition 4.5 Define for r > 0,
∂Ωr = {y ∈ Ω : d(y, ∂Ω) < r}. (4.13)
where d(y,A) = inf{‖y − a‖ : a ∈ A}.
Proposition 4.6 There exists 0 < δ < 12B
−1
0 such that for all x, y ∈ ∂Ω2δ with ‖x− y‖ < 2δ we have
‖n(x)− n(y)‖ 6 A0‖x− y‖ and if additionally x, y ∈ ∂Ω then |n(x) · (x− y)| 6 B0‖x− y‖2.
Proof. Since ‖∇ω‖ > 1 whenever x ∈ ∂Ω, ∂Ω is compact and x 7→ ‖∇ω(x)‖ is continuous, it follows
that there exists η > 0 such that ‖∇ω(x)‖ > 1 + η for all x ∈ ∂Ω. The uniform continuity of ∇ω
on Ω implies that there exists δ0 > 0 such that if ‖x − y‖ < δ0 then ‖∇ω(x) − ∇ω(y)‖ < η and
thus ‖∇ω(y)‖ > ‖∇ω(x)‖ − ‖∇ω(x) − ∇ω(y)‖ > 1. Let 2δ = δ0 ∧ B−10 and the result follows by
proposition 4.1.
Proposition 4.7 For all z ∈ C with πΩ(z) = x, k such that
∞∑
r=0
ϑr = ‖k‖ and γ(x, k) 6= x2 we have
that
|(γ(x, k)− x− k) · ∇f(z)| 6 2(2B0 +A0)‖∇∇f‖∞‖k‖3 (4.14)
for each f ∈ F.
Proof. Suppose that x1, . . . , xN ∈ ∂Ω with γ(x, k) = xN+1 and N > 1 then
|(γ(x, k)− x− k) · ∇f(z)| =
∣∣∣∣∣
N∑
r=1
ϑr(k̂r − k̂0) · ∇f(z)
∣∣∣∣∣ (4.15)
=
∣∣∣∣∣
N∑
r=1
r∑
p=1
ϑr(k̂p − k̂p−1) · ∇f(z)
∣∣∣∣∣ (4.16)
=
∣∣∣∣∣2
N∑
r=1
r∑
p=1
ϑr(k̂p · n(xp))n(xp) · [∇f(z)−∇f(zp)]
∣∣∣∣∣ (4.17)
6 2B0‖∇∇f‖∞‖k‖
N∑
r=1
r∑
p=1
ϑrϑp + 2‖∇∇f‖∞‖k‖ϑN |k̂N · n(xN )| (4.18)
6 2B0‖∇∇f‖∞‖k‖3 + 2‖∇∇f‖∞‖k‖ϑN(|k̂N−1 · n(xN−1)|+A0ϑN−1)
(4.19)
6 2(2B0 +A0)‖∇∇f‖∞‖k‖3 (4.20)
where zp = (πm(z), xp, πΓ(z)). We have made use of proposition 4.1 to derive inequality (4.19) and that
‖∇f(z)−∇f(zp)‖ 6
p∑
r=1
‖∇f(zr−1)−∇f(zr)‖ 6 ‖∇∇f‖∞
p−1∑
r=0
ϑr 6 ‖∇∇f‖∞‖k‖, (4.21)
noting that the straight line segment [zr−1, zr] is contained within C to derive inequality (4.18). In
the event that no such N exists the above proof shows that |(xN+1 − x − k) · ∇f(z)| 6 2(2B0 +
A0)‖∇∇f‖∞‖k‖3 for all N > 1 and the conclusion follows from γ(x, k) = γ′(x, k) = limN→∞ xN .
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Proposition 4.8 (a) If δ is as in proposition 4.6, x ∈ ∂Ωδ and |k · n(x)| > (A0 + B0)‖k‖2 then
γ(x, k) = x2.
(b) If γ(x, k) = x2 and x = πΩ(z) for some z ∈ C then |(γ(x, k)− x− k) · ∇f(z)| 6 2‖∇∇f‖∞‖k‖2 for
each f ∈ F.
Proof. (a) If x1 /∈ ∂Ω then γ(x, k) = x+ k = x1 = x2 and there is nothing to prove, so we assume that
x1 ∈ ∂Ω. It follows by proposition 4.1 that ‖n(x)− n(x1)‖ 6 A0‖k‖ and we have
k̂1 = k̂0 − 2(k̂0 · n(x1))n(x1), (4.22)
so that
|k̂1 · n(x1)| = |k̂0 · n(x1)| > |k̂0 · n(x)| − ‖n(x)− n(x1)‖ > B0‖k‖. (4.23)
Proposition 4.1 also implies that γ(x, k) = γ(x1, (‖k‖ − ϑ0)k̂1) = x1 + (‖k‖ − ϑ0)k̂1 = x2 /∈ ∂Ω.
(b) We have
|{γ(x, k)− x− k} · ∇f(z)| = |{(‖k‖ − ϑ0)(k̂1 − k̂0)} · ∇f(z)| (4.24)
= |2ϑ1(k̂0 · n(x1))n(x1) · {∇f(z)−∇f(πm(z), x1, πΓ(z))}| (4.25)
6 2‖∇∇f‖∞‖k‖2 (4.26)
where we have made use of the boundary condition n(x1) · ∇f(πm(z), x1, πΓ(z)) = 0 and that the line
segment [x, x1] lies within Ω.
Definition 4.9 Define the map jNID : [0,∞)× C→ Rd2 associated with the internal drift to be(
jNID(u, z)
)
µ
= a(pim(z))µ ∨ (πΓ(z)µ + c−2N Hu,µ(z)) ∧ b(pim(z))µ for µ = 1, . . . , d2. (4.27)
Proposition 4.10 If f ∈ Fc, uNs → s and cN →∞ as N →∞ then
c2N
(
jNID(u
N
s , z)− πΓ(z)−
HuNs (z)
c2N
)
· ∇̂f(z)→ 0 (4.28)
uniformly on C as N →∞.
Proof. We may assume that πm(z) 6 R(f) as otherwise the terms in the sequence are identically zero.
By the boundary conditions on the internal drift (hypothesis 2.7) and equation (4.27), if c2N (j
N
ID(u
N
s , z)−
πΓ(z))µ 6= Hµ(uNs , z) then either Hµ(uNs , z) > c2N (jNID(uNs , z) − πΓ(z))µ and (jNID(uNs , z))µ = b(pim(z))µ
letting us deduce that Hµ(u
N
s , z+(j
N
ID(u
N
s , z)−πΓ(z))µêµ) 6 0, or Hµ(uNs , z) 6 c2N (jNID(uNs , z)−πΓ(z))µ
and (jNID(u
N
s , z))µ = a
(pim(z))
µ leading toHµ(u
N
s , z+(j
N
ID(u
N
s , z)−πΓ(z))µêµ) > 0. Let gµ(λ) = Hµ(uNs , z+
λ(jNID(u
N
s , z)− πΓ(z))µêµ)− c2N (jNID(uNs , z)− πΓ(z))µ then gµ : [0, 1]→ R is continuous and additionally
gµ(0) and gµ(1) are either zero or have opposite sign. Therefore there exists λµ ∈ [0, 1] such that
gµ(λµ) = 0. Take λµ = 1 if c
2
N (j
N
ID(u
N
s , z) − πΓ(z))µ = Hµ(uNs , z). Set ζ(µ) = z + λµ(jNID(uNs , z) −
πΓ(z))µêµ), then we have that ‖ζ(µ) − z‖ 6 ‖H(uNs , z) 1pim(z)6R(f)‖c−2N 6 H∞R(f)R(f)c−2N and∣∣∣∣c2N (jNID(uNs , z)− πΓ(z)− H(uNs , z)c2N
)
· ∇̂f(z)
∣∣∣∣
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6 ‖∇̂f‖∞
d2∑
µ=1
|c2N (jNID(uNs , z)− πΓ(z))µ −Hµ(uNs , z) 1pim(z)6R(f)| (4.29)
6 ‖∇̂f‖∞
d2∑
µ=1
|Hµ(uNs , ζ(µ)) 1pim(ζ(µ))6R(f) −Hµ(uNs , z) 1pim(z)6R(f)| (4.30)
6 ‖∇̂f‖∞
d2∑
µ=1
w(Hµ(·, ·) 1pim(·)6R(f), |uNs − s|+H∞R(f)R(f)c−2N ) (4.31)
which tends to zero uniformly on C as N → ∞ using the uniform continuity of Hµ(·, ·) 1pim(·)6R(f) on
[0, s+ 1]× C and the definition of the modulus of continuity (equation (2.25)).
Proposition 4.11 If Z ∼ N(0, IId1), n ∈ Rd1 with ‖n‖ = 1, l > 0, m > 1 and cN → ∞ as N → ∞
then there exist constants Dl,m1 and D
l,m
2 such that
EZ(‖Z‖l 1|Z·n|6c1−m
N
(A+B‖Z‖m)) 6
Dl,m1 A+D
l,m
2 B
cm−1N
. (4.32)
Proof. If d1 > 1 then write ‖Z‖ = r and Z · n = r sin θ, then compute:
EZ(‖Z‖l 1|Z·n|6c1−m
N
(A+B‖Z‖m))
=
22−
1
2d1√
πΓ(12d1 − 12 )
∫ ∞
0
∫ sin−1((c1−m
N
(Ar−1+Brm−1))∧1)
0
cosd1−2 θ dθ rl+d1−1e−
1
2 r
2
dr (4.33)
6
√
π
2
1
2d1−1Γ(12d1 − 12 )cm−1N
∫ ∞
0
(Ar−1 +Brm−1)rl+d1−1e−
1
2 r
2
dr (4.34)
6
2
l
2−
1
2
√
π(AΓ(12 (l + d1 − 1)) + 2
m
2 BΓ(12 (l +m+ d1 − 1)))
Γ(12d1 − 12 )cm−1N
, (4.35)
whereas if d1 = 1 and l > 0 then
EZ(‖Z‖l 1|Z·n|6c1−m
N
(A+B‖Z‖m)) =
√
2
π
∫ ∞
0
rle−
1
2 r
2
1r6A+Brm dr (4.36)
6
1
cm−1N
√
2
π
∫ ∞
0
rle−
1
2 r
2
(Ar−1 +Brm−1) dr (4.37)
6
2
l
2−
1
2 (Γ(12 l)A+ 2
m
2 Γ(12 (l +m))B)√
π cm−1N
. (4.38)
The situation is more delicate when d1 = 1 and l = 0. First consider B 6= 0, in this case we use that
1r6c1−mN (A+Brm)
6 1
r∈[0,2Ac1−m]∪[ 12 cNB
−
1
m−1 ,∞)
(4.39)
which follows by noting that the function f(r) = c1−mN (A + Br
m) − r has exactly two positive roots
with f(2Ac1−mN ), f(
1
2B
− 1
m−1 cN ) 6 0 provided that
cN > 2
1
m−1A
1
mB
1
m(m−1) . (4.40)
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To prove this, the inequality 2(1− 2−X)X > 1 for X > 0 is useful. It follows that
EZ(‖Z‖l 1|Z·n|6c1−m
N
(A+B‖Z‖m)) 6
√
2
π
∫ 2Ac1−mN
0
e−
1
2 r
2
dr
+
√
2
π
∫ ∞
1
2 cNB
−
1
m−1
e−
1
2 r
2
(2B
1
m−1 c−1N r)
m−1 dr (4.41)
6
2
3
2A+ 2
3(m−1)
2 Γ(12m)B√
π cm−1N
. (4.42)
When B = 0 the computation proceeds as above except that we note that there is only one zero of the
function f . The finite number of times when inequality (4.40) may be violated can be dealt with by
taking either Dl,m1 or D
l,m
2 suitably large.
Corollary 4.12 If cN →∞ as N →∞ then there exist a function Fl(A) such that
EZ
(‖k‖l 1|k·n(x)|6A‖k‖2) 6 Fl(A)
σminu,pim(z)c
l+1
N
(4.43)
for all z ∈ C, where l ∈ N0, x = πΩ(z), Z ∼ N(0, IId1) and k =
σu(z)Z
cN
+
bu(z)
c2N
.
Proof. We make use of a special case of Ho¨lder’s inequality: |X+Y |l 6 2l−1(|X |l+ |Y |l) which follows
for l > 1 by considering the vectors (X,Y ) and (1, 1) together with the pair of conjugate indices l and
l
l−1 . By inspection this inequality also holds for l = 0. If |k · n(x)| < A‖k‖2 then
|Z · n(x)| 6 α+ β‖Z‖
2
cN
(4.44)
where
α =
b∞ + 2Ab
2
∞ sup
N
c−2N
σminu,pim(z)
and β =
2Aσ2∞
σminu,pim(z)
. (4.45)
The result is completed by the use of proposition 4.11.
Proposition 4.13 The following is a (Taylor’s theorem) identity
F (x+ h, y + k)− F (x, y) =
∫ 1
0
hD1F (x, y + tk) dt+
∫ 1
0
kD2F (x+ th, y + tk) dt
+
∫ 1
0
∫ s
0
h2D21F (x+ th, y + sk) dt ds (4.46)
where F : R2 → R is continuously differentiable, has continuous second order partial derivative in the
first argument and the domain of f contains the closed cuboid consisting of the points with coordinates
(x + th, y + sk) for s, t ∈ [0, 1].
Proof. Write t = sr in the last integral on the RHS and perform the integrals.
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Remark 4.14 Proposition 4.13 implies that if k =
σu(z)Z
cN
+
bu(z)
c2N
, x = πΩ(z) and
GN (u, z, Z) =
∫ 1
0
[γ(x, k)− x− k] · ∇f(πm(z), x, (1 − t)πΓ(z) + tjNID(u, z)) dt
+
∫ 1
0
k · (∇f(πm(z), x, (1− t)πΓ(z) + tjNID(u, z))−∇f(z)) dt
+
d1∑
i,j=1
∫ 1
0
∫ s
0
(γ(x, k)− x)i(γ(x, k)− x)j
× (∂i∂jf#(πm(z), (1− t)x+ tγ(x, k), (1 − s)πΓ(z) + sjNID(u, z))− ∂i∂jf(z)) dt ds
+
d1∑
i,j=1
1
2 (γ(x, k)− x− k)i(γ(x, k)− x+ k)j∂i∂jf(z)
+
∫ 1
0
[jNID(u, z)− πΓ(z)] ·
(
∇̂f#(πm(z), (1− t)x+ tγ(x, k), (1− t)πΓ(z) + tjNID(u, z))
− ∇̂f(z)
)
dt
+
(
jNID(u, z)− πΓ(z)−
Hu(z)
c2N
)
· ∇̂f(z) +
d1∑
i,j=1
bibj
2c4N
∂i∂jf(z) (4.47)
then if Z ∼ N(0, IId1),
EZ
(
c2NG
N (u, z, Z)
)
= EZ
(
c2Nf
(
πm(z), γ(x, k), j
N
ID(u, z)
)− f(z))
− 12au(z)△f(z)− bu(z) · ∇f(z)−Hu(z) · ∇̂f(z). (4.48)
Proposition 4.15 If f ∈ Fc ∪ {f0}, cN →∞ as N → ∞ then there exists some constant L such that
for all z ∈ C ∣∣c2NEZ (f(πm(z), γ(πΩ(z), k), jNID(u, z))− f(z))∣∣ 6 Lπm(z)H∞R(f)|‖f#|‖# (4.49)
for all N where Z ∼ N(0, IId1) and k =
σu(z)Z
cN
+
bu(z)
c2N
.
Proof. If f = f0 there is nothing to prove, so we assume that f ∈ Fc. If x = πΩ(z) ∈ ∂Ωδ then
propositions 4.7 and 4.8(b) imply that∣∣c2NEZ ({γ(x, k)− x− k} · ∇f(z))∣∣
6 2c2N‖∇f‖∞EZ( 1‖k‖>δ‖k‖) + EZ(c2N{γ(x, k)− x− k} · ∇f(z) 1γ(x,k)=x2)
+ EZ(c2N{γ(x, k)− x− k} · ∇f(z) 1γ(x,k) 6=x2) (4.50)
6 2(δ−1‖∇f‖∞ + ‖∇∇f‖∞ + (2B0 +A0)δ−1‖∇∇f‖∞)EZ(c2N‖k‖2) (4.51)
6 4(δ−1‖∇f‖∞ + ‖∇∇f‖∞ + (2B0 +A0)δ−1‖∇∇f‖∞)(σ2∞d1 + b2∞ sup
N
c−2N ) (4.52)
whereas if x 6∈ ∂Ωδ then∣∣c2NEZ ({γ(x, k)− x− k} · ∇f(z))∣∣ 6 2c2N‖∇f‖∞EZ( 1‖k‖>δ‖k‖) (4.53)
6 2‖∇f‖∞δ−1EZ(c2N‖k‖2) (4.54)
6 4‖∇f‖∞δ−1(σ2∞d1 + b2∞ sup
N
c−2N ). (4.55)
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Note that ∣∣c2NEZ (k · ∇f(z))∣∣ = ∣∣cNEZ (σu(z)Z · ∇f(z)) + bu(z) · ∇f(z)∣∣ (4.56)
= |bu(z) · ∇f(z)| (4.57)
6 b∞‖∇f‖∞ (4.58)
so that if we set
L0 = 4(1 + δ
−1 + (2B0 +A0)δ
−1)(σ2∞d1 + b
2
∞ sup
N
c−2N ) + b∞ (4.59)
then Taylor’s theorem in the form of proposition 4.13 and hypothesis 2.7 give the upper bound∣∣EZ (c2N [f (πm(z), γ (x, k) , jNID(u, z))− f(z)])∣∣
6
∣∣EZ (c2N{γ(x, k)− x} · ∇f(z))∣∣+ 12‖∇∇f#‖#∞EZ(c2N‖k‖2)
+ c2N‖∇̂f#‖#∞EZ
(‖jNID(u, z)− πΓ(z)‖ 1[1,R(f)](πm(z))) (4.60)
6 L0|‖f#|‖# + 12‖∇∇f#‖#∞
(
σ2∞d1 + b
2
∞ sup
N
c−2N
)
+H∞R(f)‖∇̂f#‖#∞πm(z) (4.61)
6 Lπm(z)H
∞
R(f)|‖f#|‖# (4.62)
where
L = L0 + 1 +
1
2 (σ
2
∞d1 + b
2
∞ sup
N
c−2N ). (4.63)
Proposition 4.16 Suppose f ∈ Fc, cN → ∞ as N → ∞, Z ∼ N(0, IId1) and zt = (πm(z), x, (1 −
t)πΓ(z) + tj
N
ID(u
N
s , z)) for t ∈ [0, 1] and k =
σuNs (z)Z
cN
+
buNs (z)
c2N
then for each s ∈ [0,∞),
IN (z, t) =
d1∑
i=1
c2NE
Z
[γ(x, k)− x− k]i[∂if(zt) + d1∑
j=1
[ 12 (γ(x, k)− x+ k)]j∂i∂jf(z)]
→ 0 (4.64)
uniformly on C× [0, 1] as N →∞.
Proof. We may assume that N > N0 where for all N with N > N0 we have that v
N
s 6 s + 1. Set
Cδ = π−1
Ω
(∂Ωδ), if z /∈ Cδ then
|IN (z, t)| 6 2δ−2EZ (c2N‖k‖3‖∇f‖∞ + c2N‖k‖3δ‖∇∇f‖∞) (4.65)
6
8(‖∇f‖∞ + δ‖∇∇f‖∞)
δ2cN
(
σ3∞E
Z(‖Z‖3) + b
3
∞
c3N
)
→ 0 (4.66)
uniformly on (C\Cδ)×[0, 1]. Now consider the more tricky case when z ∈ Cδ. Let zt1 = (πm(z), x1(k), (1−
t)πΓ(z) + tj
N
ID(u
N
s , z)). We drop the (z, t) dependence for notational convenience and write I
N =
IN1 + I
N
2 + I
N
3 where
IN1 =
d1∑
i=1
c2NE
Z
[γ(x, k)− x− k]i[∂if(zt) + d1∑
j=1
[ 12 (γ(x, k)− x+ k)]j∂i∂jf(z)] 1‖k‖>δ
 ; (4.67)
IN2 = c
2
NE
Z
(
[γ(x, k)− x− k] · ∇f(zt1) 1‖k‖<δ
)
; (4.68)
IN3 =
d1∑
i=1
c2NE
Z
[γ(x, k)− x− k]i[∂if(zt)− ∂if(zt1) + d1∑
j=1
[ 12 (γ(x, k)− x+ k)]j∂i∂jf(z)] 1‖k‖<δ
 ,
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(4.69)
then IN1 obeys the same bound as inequality (4.66) and therefore vanishes uniformly on C
δ× [0, 1] in the
limit N → ∞. If γ(x, k) = x2 then γ(x, k)− x − k = −2ϑ1k̂0 · n(x1)n(x1) and therefore the boundary
condition on the class of test functions: n(x1) · ∇f(zt1) = 0 (definition 2.11) implies that
IN2 = c
2
NE
Z
(
[γ(x, k)− x− k] · ∇f(zt1) 1γ(x,k) 6=x2 1‖k‖<δ
)
. (4.70)
Proposition 4.8 implies that γ(x, k) 6= x2 only if |n(x) · k| 6 (A0 + B0)‖k‖2. If γ(x, k) 6= x2 and∑∞
n=0 ϑn = ‖k‖ then proposition 4.7 gives an estimate for |(γ(x, k)−x−k) ·∇f(z)|. If γ(x, k) 6= x2 and∑∞
n=0 ϑn 6= ‖k‖ then we may still use proposition 4.7 and add an extra term given by proposition 4.3.
In consequence
|(γ(x, k)− x− k) · ∇f(zt1)| 6 |(γ(x, k)− x− k) · ∇f(zt)|+ |(γ(x, k)− x− k) · [∇f(zt1)−∇f(zt)]|
(4.71)
6 2(2B0 +A0)‖∇∇f‖∞
(
∞∑
n=0
ϑn
)3
+ 2B0
(
‖k‖ −
∞∑
n=0
ϑn
)2
‖∇f‖∞
+ 2‖∇∇f‖∞‖k‖2 (4.72)
6 [2{(2B0 +A0)δ + 1}‖∇∇f‖∞ + 2B0‖∇f‖∞]‖k‖2. (4.73)
Accordingly
|IN2 | 6 [2(2B0 +A0)δ‖∇∇f‖∞ + 2B0‖∇f‖∞]EZ(c2N‖k‖2 1|n(x)·k|6(A0+B0)‖k‖2) (4.74)
6
[2(2B0 + A0)δ‖∇∇f‖∞ + 2B0‖∇f‖∞]F2(A0 +B0)
cNσmins+1,R(f)
→ 0 (4.75)
uniformly on Cδ × [0, 1] using corollary 4.12. Split IN3 = IN4 + IN5 where
IN4 =
d1∑
i=1
c2NE
Z
[γ(x, k)− x− k]i[∂if(zt)− ∂if(zt1) + d1∑
j=1
[ 12 (γ(x, k)− x+ k)]j∂i∂jf(z)]
× 1γ(x,k) 6=x2 1‖k‖<δ
)
; (4.76)
IN5 =
d1∑
i=1
c2NE
Z
[γ(x, k)− x− k]i[∂if(zt)− ∂if(zt1) + d1∑
j=1
[ 12 (γ(x, k)− x+ k)]j∂i∂jf(z)]
× 1γ(x,k)=x2 1‖k‖<δ
)
(4.77)
and notice that
|IN4 | 6 4‖∇∇f‖∞EZ
(
c2N‖k‖2 1|n(x)·k|6(A0+B0)‖k‖2
)
(4.78)
6
4‖∇∇f‖∞F2(A0 +B0)
cNσmins+1,R(f)
→ 0 (4.79)
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uniformly on Cδ × [0, 1] using corollary 4.12. Now decompose IN5 as IN5 = IN6 + IN7 + IN8 + IN9 where
IN6 = 2
d1∑
i,j=1
EZ
(
c2N
ϑ21
‖k‖2k · n(x1)(k − k · n(x1)n(x1))jn(x1)i∂i∂jf(z) 1γ(x,k) 6=x2 1‖k‖<δ
)
; (4.80)
IN7 = 2
d1∑
i,j=1
EZ
(
c2N
ϑ21
‖k‖2k · n(x1)(k − k · n(x1)n(x1))jn(x1)i∂i∂jf(z) 1‖k‖>δ
)
; (4.81)
IN8 =
d1∑
i=1
EZ
(
c2N [γ(x, k)− x− k]i
(
∂if(z
t)− ∂if(zt1)
+
d1∑
j=1
[
1
2 (γ(x, k)− x+ k)−
ϑ1
‖k‖(k − k · n(x1)n(x1))
]
j
∂i∂jf(z)
 1γ(x,k)=x2 1‖k‖<δ
(4.82)
=
d1∑
i=1
EZ
c2N [γ(x, k)− x− k]i
∂if(zt)− ∂if(zt1) + d1∑
j=1
[x1 − x]j∂i∂jf(z)

× 1γ(x,k)=x2 1‖k‖<δ
)
(4.83)
and
IN9 = −2
d1∑
i,j=1
EZ
(
c2N
ϑ21
‖k‖2k · n(x1)(k − k · n(x1)n(x1))jn(x1)i∂i∂jf(z)
)
. (4.84)
We observe that |IN6 | is bounded by a half of the RHS of inequality (4.79) and therefore it too tends to
zero uniformly on Cδ × [0, 1]. We bound IN7 easily:
|IN7 | 6 2δ−1‖∇∇f‖∞EZ
(
c2N‖k‖3
)
6
8‖∇∇f‖∞
δcN
(
σ3∞E
Z(‖Z‖3) + b
3
∞
c3N
)
→ 0 (4.85)
uniformly on Cδ × [0, 1]. Note that∣∣∣∣∣∣∂if(zt)− ∂if(zt1) +
d1∑
j=1
[x1 − x]j∂i∂jf(z)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
d1∑
j=1
[x− x1]j
∫ 1
0
[∂i∂jf(sz
t + (1− s)zt1)− ∂i∂jf(z)] ds
∣∣∣∣∣∣
(4.86)
6 ‖k‖
d1∑
j=1
w(∂i∂jf, ‖k‖+ c−2N H∞R(f)R(f)) (4.87)
and
d1∑
j=1
w(∂i∂jf, ‖k‖+ c−2N H∞R(f)R(f)) 6
d1∑
j=1
w(∂i∂jf, σ∞‖Z‖c−1N + b∞c−2N + c−2N H∞R(f)R(f)) (4.88)
which is bounded and, by the uniform continuity of ∂i∂jf , tends to zero uniformly on C
δ× [0, 1] at each
Z ∈ Rd1 . Therefore
|IN8 | 6 2EZ
c2N‖k‖2 d1∑
j=1
w(∂i∂jf, σ∞‖Z‖c−1N + b∞c−2N + c−2N H∞R(f)R(f))
 (4.89)
6 4EZ
[σ2∞‖Z‖2 + b2∞c−2N ] d1∑
j=1
w(∂i∂jf, σ∞‖Z‖c−1N + b∞c−2N + c−2N H∞R(f)R(f))
 (4.90)
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which goes to zero uniformly on C× [0, 1] by the dominated convergence theorem. Let
IN10 = −2
d1∑
i,j=1
EZ
(
c2N
ϑ21
‖k‖2k · n(x)(k − k · n(x)n(x))jn(x)i∂i∂jf(z)
)
. (4.91)
Then proposition 4.1 implies that
|IN10 − IN9 | 6 8A0EZ(c2N‖k‖3)‖∇∇f‖∞
6 32A0c
−1
N [σ
3
∞E
Z
(‖Z‖3)+ b3∞c−3N ]‖∇∇f‖∞ → 0 (4.92)
uniformly on Cδ × [0, 1]. We need to show that IN10 → 0 uniformly, to this end set Z to be the rotation
of Z by angle π about the axis n(x):
Z = 2Z · n(x)n(x) − Z, (4.93)
and notice that for any integrable function g(Z) we have EZ(g(Z)) = EZ(12 [g(Z) + g(Z)]). We also
define
k =
σuNs (z)Z
cN
+
buNs (z)
c2N
, (4.94)
so that k · n(x) = k · n(x) and
k − k · n(x)n(x) = −(k − k · n(x)n(x)) + 2(buNs (z)− buNs (z) · n(x)n(x))
c2N
. (4.95)
Thus IN10 = I
N
11 + I
N
12 + I
N
13 + I
N
14 where
IN11 = −2
d1∑
i,j=1
EZ
(
k · n(x) ϑ
2
1
‖k‖2 (buNs (z)− buNs (z) · n(x)n(x))jn(x)i∂i∂jf(z)
)
; (4.96)
IN12 =
d1∑
i,j=1
EZ
(
c2Nk · n(x)
(
ϑ
2
1
‖k‖2 −
ϑ21
‖k‖2
)
(k − k · n(x)n(x))jn(x)i∂i∂jf(z)
× 1k·n(x)<−B0{‖k‖∨‖k‖}2
)
; (4.97)
IN13 =
d1∑
i,j=1
EZ
(
c2Nk · n(x)
(
ϑ
2
1
‖k‖2 −
ϑ21
‖k‖2
)
(k − k · n(x)n(x))jn(x)i∂i∂jf(z)
× 1−B0{‖k‖∨‖k‖}26k·n(x)60
)
; (4.98)
and
IN14 =
d1∑
i,j=1
EZ
(
c2Nk · n(x)
(
ϑ
2
1
‖k‖2 −
ϑ21
‖k‖2
)
(k − k · n(x)n(x))jn(x)i∂i∂jf(z) 1k·n(x)>0
)
. (4.99)
We continue to bound:
|IN11| 6 2b∞‖∇∇f‖∞EZ (‖k‖) 6
2b∞‖∇∇f‖∞
cN
(
σ∞E
Z(‖Z‖) + b∞
cN
)
→ 0 (4.100)
uniformly on Cδ × [0, 1] as N → ∞. Furthermore if k · n(x) < −B0‖k‖2 then for all r ∈ [0, 1] we have
that
ω(x+ rk) = ω(x) + rk · ∇ω +
d1∑
i,j=1
r2
∫ 1
0
(1 − s)kikj∂i∂jω(x+ srk) ds (4.101)
6 ω(x)− r {‖∇ω(x)‖B0 − 12r‖∇∇ω‖∞} ‖k‖2 6 0 (4.102)
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where we have recalled that B0 =
1
2‖∇∇ω‖∞ and ‖∇ω(x)‖ > 1 as z ∈ Cδ. It follows that ϑ0 = ‖k‖
and therefore that ϑ1 = 0. This and the corresponding remark for ϑ1 imply that I
N
12 = 0. Turning our
attention to IN13 we derive the bound
|IN13| 6 ‖∇∇f‖∞EZ
(
c2N‖k‖2 1|k·n|<B0‖k‖2
)
+ ‖∇∇f‖∞EZ
(
c2N‖k‖2 1|k·n|<B0‖k‖2
)
(4.103)
6
2‖∇∇f‖∞F2(B0)
cNσmins+1,R(f)
+ 2σ2∞‖∇∇f‖∞EZ(‖Z‖2 1|Z·n(x)|<(2B0b2∞c−2N +b∞+2B0σ2∞‖Z‖2)/cNσmins+1,R(f))
+
2‖∇∇f‖∞b2∞
c2N
. (4.104)
This tends to zero uniformly on Cδ × [0, 1] by using proposition 4.11.
Next we consider the expression (
ϑ21
‖k‖2 −
ϑ
2
1
‖k‖2
)
k · n(x). (4.105)
If ϑ1, ϑ1 6= 0 we deduce that∣∣∣∣∣
(
ϑ21
‖k‖2 −
ϑ
2
1
‖k‖2
)
k · n(x)
∣∣∣∣∣ =
∣∣∣∣∣∣ 1‖∇ω(x)‖
(
ϑ1
‖k‖ +
ϑ1
‖k‖
) d1∑
i,j=1
[
ϑ20
‖k‖2kikj
∫ 1
0
(1− s)∂i∂jω(x+ sϑ0k) ds
− ϑ
2
0
‖k‖2kikj
∫ 1
0
(1− s)∂i∂jω(x+ sϑ0k) ds
]∣∣∣∣∣ (4.106)
6 ‖∇∇ω‖∞(‖k‖2 + ‖k‖2) 6 2(A0 +B0)(‖k‖+ ‖k‖)2, (4.107)
whereas if ϑ1 = 0 and ϑ1 6= 0 so that ω(x + ϑ0k̂0) = 0 and ϑ1 = 0, we may set x1 = x + ϑ0k̂0 and
K = k − ϑ0k̂0 to derive
ϑ1
‖k‖k · n(x) = k · n(x)−
ϑ0
‖k‖k · n(x) (4.108)
= K · n(x1) +K · (n(x)− n(x1)) (4.109)
6 A0‖K‖ ‖k‖+B0‖K‖2 6 (A0 +B0)(‖k‖+ ‖k‖)2 (4.110)
where we have used proposition 4.1 and the result that if K · n(x1) > B0‖K‖2 then
ω(x+ k) = ω(x1 +K) > ω(x1) +K · ∇ω(x1)−B0‖K‖2 > 0. (4.111)
This allows us to conclude that ω(x+ k) /∈ Ω. Accordingly if k · n(x) > 0 then∣∣∣∣∣
(
ϑ21
‖k‖2 −
ϑ
2
1
‖k‖2
)
k · n(x)
∣∣∣∣∣ 6 2(A0 +B0)(‖k‖+ ‖k‖)2. (4.112)
In consequence we are led to a bound for IN14:
|IN14| 6
8(A0 +B0)‖∇∇f‖∞
cN
EZ
([
σ∞‖Z‖+ b∞
cN
]3)
→ 0 (4.113)
uniformly on Cδ × [0, 1].
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Theorem 4.17 If f ∈ Fc ∪ {f0} with extension f# ∈ C2(C#), uNs → s and cN →∞ as N →∞ then
lim
N→∞
EZ
(
c2N [f
(
πm(z), γ (x, k) , j
N
ID(u
N
s , z)
)− f(z)])
= 12as(z)△f(z) + bs(z) · ∇f(z) +Hs(z) · ∇̂f(z). (4.114)
uniformly on C where x = πΩ(z), Z ∼ N(0, IId1) and k =
σuNs (z)Z
cN
+
buNs (z)
c2N
.
Proof. The case f = f0 is trivial, so consider f ∈ Fc. By remark 4.14, we must prove that
EZ
(
c2NG
N (uNs , z, Z)
) → 0 uniformly on C as N → ∞. In terms of the modulus of continuity of
∂̂if
# we compute∣∣∣∣c2N [jNID(u, z)− πΓ(z)] · ∫ 1
0
EZ
(
∇̂f#(πm(z), (1− t)x+ tγ(x, k), (1− t)πΓ(z) + tjNID(u, z))− ∇̂f(z)
)
dt
∣∣∣∣
6 H∞R(f)R(f)
d2∑
µ=1
EZ
(
w
(
∂̂µf
#,
σ∞‖Z‖
cN
+
b∞
c2N
+
H∞R(f)R(f)
c2N
))
→ 0 (4.115)
uniformly on C by noting that
w
(
∂̂µf
#,
σ∞‖Z‖
cN
+
b∞
c2N
+
H∞R(f)R(f)
c2N
)
6 2|‖∇̂f#|‖# (4.116)
and using the dominated convergence theorem together with the fact that ∂̂if
# is uniformly continuous.
Similarly,∣∣∣∣c2NEZ(k) · ∫ 1
0
(∇f(πm(z), x, (1− t)πΓ(z) + tjNID(u, z))−∇f(z)) dt∣∣∣∣
=
∣∣∣∣bu(z) · ∫ 1
0
(∇f(πm(z), x, πΓ(z)(1− t) + jNID(u, z)t)−∇f(z)) dt∣∣∣∣ (4.117)
6 b∞
d1∑
i=1
w
(
∂if,
H∞R(f)R(f)
c2N
)
→ 0 (4.118)
uniformly on C as N →∞,∣∣∣∣∣∣c2N
d1∑
i,j=1
∫ 1
0
∫ s
0
EZ ((γ(x, k)− x)i(γ(x, k)− x)j
× (∂i∂jf#(πm(z), (1− t)x+ tγ(x, k), (1− s)πΓ(z) + sjNID(u, z))− ∂i∂jf(z))) dt ds∣∣∣∣
6
∣∣∣∣∣∣EZ(c2N‖k‖2)
d1∑
i,j=1
w
(
∂i∂jf
#,
σ∞‖Z‖
cN
+
b∞
c2N
+
H∞R(f)R(f)
c2N
)∣∣∣∣∣∣→ 0 (4.119)
and ∣∣∣∣∣∣c2N
d1∑
i,j=1
bibj∂i∂jf(z)
2c4N
∣∣∣∣∣∣ 6 b
2
∞‖∇∇f‖∞
2c2N
→ 0 (4.120)
uniformly on C as N →∞. Using proposition 4.10 it remains only to prove that∣∣∣∣c2N ∫ 1
0
EZ
(
[γ(x, k)− x− k] · ∇f(πm(z), x, πΓ(z)(1− t) + jNID(u, z)t)
)
dt
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+ 12c
2
N
d1∑
i,j=1
EZ ((γ(x, k)− x− k)i(γ(x, k)− x+ k)j∂i∂jf(z))
∣∣∣∣∣∣→ 0 (4.121)
uniformly on C as N →∞ which is a direct consequence of proposition 4.16.
5. Convergence of the Sequence of Stochastic Processes
In this section we use a relative compactness argument to deduce the existence of a sequence of
measures that converge weakly to a weak solution to equation (1.1) in the case of the Linear Growth
Condition or a vague solution to equation (1.1) if the more general growth conditions are satisfied.
The strategy is to consider spaces of discrete measures with bounded total mass and investigate the
two component process (PN , uN) where uN is an approximation to the time. By using uN instead
of the true time we may utilize a stochastic generator that has no explicit time dependence and it is
moderately easy to write down a set of rules that solve the associated martingale problem. We proceed
to show that the sequence of stochastic processes is tight and Prohorov’s theorem reveals the existence
of an accumulation point. We verify that this accumulation point is a solution to equation (1.1) in the
relevant sense. Once this is done we prove a result that allows us to dispense with the fictitious time
variable.
It is advantageous to introduce an extra process associated with the fictitious time variable, the
purpose of which is to bound the total rate of all processes away from zero. This clock process does not
alter the current state of the measure describing the stochastic particle ensemble, it merely advances
the fictitious time variable. In this way we can be sure that if all the other rates momentarily become
zero the computed holding time in the current state remains finite.
Throughout this section we assume that mN and cN are sequences of positive real numbers that
tend to infinity as N →∞.
Definition 5.1 Define spaces of measures by
MC = {P ∈ MB(C) : P (πm) 6 C}, and MN =
{
P =
1
N
n∑
i=1
δzi : zi ∈ C, P (πm) 6 mN
}
(5.1)
where δz is the Dirac measure concentrated at z. It is convenient to set E
N = MN × [0,∞).
Definition 5.2 We put the metric D(·, ·) on E = MB(C) × [0,∞) and its subspaces in terms of
equation (2.24) by defining
D((P, u), (Q, v)) = dweak(P,Q) + |u− v| (5.2)
and let D˜ be the Skorohod metric on the space of ca`dla`g functions DE [0,∞) derived from D where if ρ
is a metric on a space X then the Skorohod metric ρ˜ on DX [0,∞) is defined by (cf. equation (3.5.2) in
[23])
ρ˜(x, y) = inf
λ∈Λ
[
γ(λ) ∨
∫ ∞
0
e−T sup
t>0
ρ(xt∧T , yλ(t)∧T ) dT
]
; γ(λ) = ess sup
06t<s
∣∣∣∣log λ(s) − λ(t)s− t
∣∣∣∣ (5.3)
where
Λ = {λ ∈ C([0,∞), [0,∞)) : λ is a strictly increasing Lipschitz function with γ(λ) <∞}. (5.4)
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Remark 5.3 We adopt the notational conventions for the mass-weighted source moments:
Λt ≡ It(C) and Λ(q) = sup{It(π(q)m ) : 0 6 t <∞}. (5.5)
Definition 5.4 Let νNn :MB(C)×B(C)n → R be defined by νNn (P,B1×· · ·×Bn) = N−nνn(NP,B1×
· · · ×Bn) where
νn(P,B1 × · · · ×Bn) =
∑
σ∈Sn
ζ(σ)
∏
disjoint cycles
(i1 ,...,ik) of σ
P (Bi1 ∩ . . . ∩Bik). (5.6)
Here Sn is the symmetric group on {1, . . . , n} and ζ is the signature homomorphism.
Remark 5.5 By proposition C.1
νNi
(
1
N
n∑
k=1
δwk , {z1} × · · · × {zi}
)
=
N−i
if there exists an injection α : {1, . . . , i} → {1, . . . , n}
such that zr = wα(r) for r = 1, . . . , i;
0 otherwise.
(5.7)
Definition 5.6 Define the sequence of generators AN :M(EN )→M(EN ) to be
AN (F )(P, u) = Nr{F (JNCLK(P, u))− F (P, u)}
+N
∫
C
{F (JNI ((P, u), z))− F (P, u)}Iu(dz)
+Nc2N
∫
C
EZ
{
F
(
JN0
(
(P, u), z,
σu(z)Z
cN
+
bu(z)
c2N
))
− F (P, u)
}
P (dz)
+N
I∑
i=1
J∑
j=1
1
i! j!
∫
Ci+j
Ku,i,j(z1, . . . , zi, dw1, . . . , dwj)
× {F (JNi,j((P, u), z1, . . . , zi, w1, . . . , wj))− F (P, u)}νNi (P, dz1, . . . , dzi) (5.8)
where Z ∼ N(0, IId1), and the jumps: JNCLK : EN → E, JNI : EN × C → E, JN0 : EN × C× Rd1 → E,
and JNi,j : E
N × Ci × Cj → E for i = 1, . . . , I and j = 1, . . . ,J are given by
JNCLK(P, u) =
(
P, u +
1
ρN (P, u)
)
; (5.9)
JNI ((P, u), z) =
(
jNI (P, z), u +
1
ρN(P, u)
)
; (5.10)
jNI (P, z) =
P +
1
N
δz if P (πm) +
πm(z)
N
6 mN
P otherwise;
(5.11)
JN0 ((P, u), z, k) =
(
P +
1
N
(δ(pim(z),γ(piΩ(z),k),jNID(u,z)) − δz), u+
1
ρN (P, u)
)
; (5.12)
JNi,j((P, u), z1, . . . , zi, w1, . . . , wj) =
(
P +
1
N
(
j∑
m=1
δwm −
i∑
n=1
δzn
)
, u+
1
ρN (P, u)
)
for i = 1, . . . , I, j = 1, . . . ,J ; (5.13)
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and
ρN (P, u) = N
r + Λu + c2NP (C) + I∑
i=1
J∑
j=1
1
i! j!
∫
Ci
Ku,i,j(z1, . . . , zi,C
j)νNi (P, dz1, . . . , dzi)
 . (5.14)
Notice that the image of each of the jumps is a member of EN whenever P ({z}) 6= 0 in equation (5.12)
and νNi (P, {z1}× · · ·× {zi}) 6= 0 with
∑j
m=1 πm(wm) =
∑i
n=1 πm(zn) in equation (5.13). This provides
the motivation for definition 5.4
Remark 5.7 The generators AN define a standard Markov jump process:
AN (F )(P, u) = ρN (P, u)
∫
EN
{F (X)− F (P, u)}µN ((P, u), dX) (5.15)
with transition function µN : EN ×B(EN )→ [0, 1] defined by
µN ((P, u), ·) = rN
ρN(P, u)
δJNCLK(P,u)
+
N
ρN (P, u)
∫
C
Iu(dz)δJNI ((P,u),z)
+
Nc2N
ρN (P, u)
∫
C
P (dz)EZ
(
δJN0 ((P,u),z,σu(z)Zc
−1
N +bu(z)c
−2
N )
)
+
N
ρN (P, u)
I∑
i=1
J∑
j=1
1
i! j!
∫
Ci+j
Ku,i,j(z1, . . . , zi, dw1, . . . , dwj)
×νNi (P, dz1, . . . , dzi)δJNi,j((P,u),z1,...,zi,w1,...,wj). (5.16)
Note that
ρN (P, u) 6 N(r + Λ(0) + c2NmN + IJK∞mIN +K∞mN ). (5.17)
In consequence the generators are bounded for each N and according to section 4.2 [23] there exists a
sequence of EN -valued random variables (PNt , u
N
t ) such that
MNt (F ) = F (P
N
t , u
N
t )− F (PN0 , uN0 )−
∫ t
0
AN (F )(PNs , uNs ) ds (5.18)
is a martingale for each F ∈M(EN ) for any random initial condition (PN0 , uN0 ) ∈ EN .
Hypothesis 5.8 Let uN0 = 0 for all N , and suppose that there exists a sequence P
N
0 ∈ MN with
PN0 ⇀ P0 as N → ∞ such that PN0 is deterministic with PN0 (πm) bounded above. For notational
convenience we define
Ξ = sup
N
PN0 (πm). (5.19)
Remark 5.9 By considering the bounded measurable functions πLu (P, u) = u∧L and Φf (P, u) = P (f)
where f ∈ F we find that
MNt (π
L
u ) = u
N
t ∧ L−
∫ t
0
ρN (PNs , u
N
s )
{(
uNs +
1
ρN (PNs , u
N
s )
)
∧ L− uNs ∧ L
}
ds (5.20)
and
MNt (Φf ) = P
N
t (f)− PN0 (f)−
∫ t
0
∫
C
f(z) 1PNs (pim)+pim(z)/N6mN IuNs (dz) ds
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− c2N
∫ t
0
∫
C
EZ{f(πm(z), γ(πΩ(z), σu(z)Zc−1N + bu(z)c−2N ), jNID(uNs , z))− f(z)}PNs (dz) ds
−
I∑
i=1
J∑
j=1
1
i! j!
∫ t
0
∫
Ci+j
KuNs ,i,j(z1, . . . , zi, dw1, . . . , dwj)
{
j∑
m=1
f(wm)−
i∑
n=1
f(zn)
}
× νNi (PNs , dz1, . . . , dzi) ds (5.21)
where Z ∼ N(0, IId1), are martingales for each N .
Proposition 5.10 Let
(FNt )t>0 be a filtration adapted to (PN , uN). Suppose that πu(P, u) = u and
π
(2)
u (P, u) = u2 then
MNt (πu) = u
N
t − t and MNt (π(2)u ) (5.22)
are FNt -martingales for each N .
Proof. We have
E(uNt ∧ L) = t+
∫ t
0
E(AN (πLu )(PNτ , uNτ )− 1) dτ (5.23)
= t+
∫ t
0
E
(
ρN (PNτ , u
N
τ )
{(
uNτ +
1
ρN (PNτ , u
N
τ )
)
∧ L
− uNτ ∧ L−
1
ρN (PNτ , u
N
τ )
})
dτ 6 t. (5.24)
Hence by the monotone convergence theorem uNt is of class L
1 and E(uNt ) 6 t. Furthermore if t > s,
E|E (uNt ∧ L− t | FNs )− (uNs ∧ L− s)| = E ∣∣∣∣∫ t
s
E
(
ρN (PNτ , u
N
τ )
{(
uNτ +
1
ρN (PNτ , u
N
τ )
)
∧ L
− uNτ ∧ L−
1
ρN (PNτ , u
N
τ )
}
| FNs
)
dτ
∣∣∣∣ (5.25)
6 E
{
(t− s)P
(
uNt > L−
1
rN
| FNs
)}
(5.26)
6
(t− s)E(E(uNt |FNs ))
L−N−1r−1 6
t(t− s)
L−N−1r−1 → 0 (5.27)
as L→ ∞, the conditional form of the monotone convergence theorem and Fatou’s lemma then imply
that uNt − t is an FNt -martingale. Similarly
E((uNt )
2 ∧ L2) = t2 +
∫ t
0
E
(
ρN (PNτ , u
N
τ )
{(
uNτ +
1
ρN (PNτ , u
N
τ )
)2
∧ L2
− (uNτ )2 ∧ L2 −
2uNτ
ρN (PNτ , u
N
τ )
})
dτ (5.28)
6 t2 + tr−1N−1. (5.29)
Thus the monotone convergence theorem gives that E((uNt )
2) <∞. Moreover
E
∣∣∣∣∣E
(
(uNt )
2 ∧ L2 −
∫ t
s
ρN (PNτ , u
N
τ )
{(
uNτ +
1
ρN (PNτ , u
N
τ )
)2
− (uNτ )2
}
dτ | FNs
)
− (uNs )2 ∧ L2
∣∣∣∣∣
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6 (t− s)E
{
E
(
{2uNt +N−1r−1} 1uNt 6L− 1rN | F
N
s
)}
(5.30)
= (t− s)E
(
{2uNt +N−1r−1} 1uNt 6L− 1rN
)
→ 0 (5.31)
as L → ∞ by the dominated convergence theorem. Applying the conditional form of the monotone
convergence theorem and Fatou’s lemma on the LHS we deduce that
E
(
(uNt )
2 −
∫ t
s
ρN (PNτ , u
N
τ )
{(
uNτ +
1
ρN (PNτ , u
N
τ )
)2
− (uNτ )2
}
dτ | FNs
)
= (uNs )
2 a.s. (5.32)
and thus MNt (π
(2)
u ) is an FNt -martingale.
Proposition 5.11 For all N and t > 0,
E((PNt (πm))
i) 6 Qi(t) i = 0, . . . , I, (5.33)
where Qi is an increasing polynomial on [0,∞) of degree less than or equal to i.
Proof. We prove the result by induction. If i = 0, then we can take Q0(t) = 1. For 0 < i 6 I,
we assume the result holds for all r < i, set F ((P, u)) = (P (πm))
i 6 miN in equation (5.18) and take
expectations to deduce that
E((PNt (πm))
i) = (PN0 (πm))
i +N
∫ t
0
E
([
PNs (πm) +
πm(z)
N
]i
− [PNs (πm)]i
)
× 1PNs (pim)+pim(z)/N6mN IuNs (dz) ds (5.34)
6 Ξi +
i−1∑
r=0
i! Λ(i−r)
(i − r)! r!
∫ t
0
Qr(s) ds ≡ Qi(t), (5.35)
where we have made use of hypothesis 2.5.
Proposition 5.12 For all T > 0, f ∈ Fc ∪ {f0} there exist an increasing polynomial Q on [0,∞) of
degree no more than I + 1 such that
(a) E sup
06t6T
|MNt (Φf )| 6
(Q(T )
N
) 1
2
K∞R(f)H
∞
R(f)|‖f#|‖#; (5.36)
(b) E sup
06t6T
|MNt (Φpim)| 6 2
(
TΛ(2)
N
) 1
2
(5.37)
(c) for all ǫ > 0 there exists RT (ǫ) > 0 such that
P
(
sup
06t6T
|uNt − t| > RT (ǫ)
)
6 ǫ. (5.38)
(d) In particular
P
(
sup
06t6T+1
|uNt − t| > N−
1
4
)
6 2(T + 1)
1
2 r−
1
2N−
1
4 → 0 as N →∞. (5.39)
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Proof. The previsible increasing processes associated with the martingales equations (5.20-5.21) are
given by
〈MN (F )〉t =
∫ t
0
ρN (PNs , u
N
s )
∫
EN
{F (X)− F (PNs , uNs )}2µN ((PNs , uNs ), dX) ds (5.40)
= rN
∫ t
0
{F (JNCLK(PNs , uNs ))− F (PNs , uNs )}2 ds
+Nc2N
∫ t
0
∫
C
EZ{F (JN0 ((PNs , uNs ), z, σuNs (z)Zc−1N + buNs (z)c−2N ))− F (PNs , uNs )}2PNs (dz) ds
+N
∫ t
0
∫
C
{F (JNI ((PNs , uNs ), z))− F (PNs , uNs )}2 IuNs (dz) ds
+N
I∑
i=1
J∑
j=1
1
i! j!
∫ t
0
∫
Ci+j
KuNs ,i,j(z1, . . . , zi, dw1, . . . , dwj)
× {F (JNi,j((PNs , uNs ), z1, . . . , zi, w1, . . . , wj))− F (PNs , uNs )}2νNi (PNs , dz1, . . . , dzi) ds
(5.41)
leading to
〈MN(Φf )〉t 6 1
N
∫ t
0
∫
C
f(z)2IuNs (dz) ds
+
c2N
N
∫ t
0
∫
C
EZ{f(πm(z), γ(πΩ(z), σuNs (z)Zc−1N + buNs (z)c−2N ), jNID(uNs , z))
− f(z)}2PNs (dz) ds
+
1
N
I∑
i=1
J∑
j=1
1
i! j!
∫ t
0
∫
Ci+j
KuNs ,i,j(z1, . . . , zi, dw1, . . . , dwj)
×
{
j∑
m=1
f(wm)−
i∑
n=1
f(zn)
}2
νNi (P
N
s , dz1, . . . , dzi) ds. (5.42)
Write k = σuNs (z)Zc
−1
N + buNs (z)c
−2
N and x = πΩ(z). The inequality
c2NE
Z([f(πm(z), γ(x, k), j
N
ID(u
N
s , z))− f(z)]2)
6 2c2NE
Z([f(πm(z), γ(x, k), j
N
ID(u
N
s , z))− f(πm(z), x, jNID(uNs , z))]2)
+ 2c2N [f(πm(z), x, j
N
ID(u
N
s , z))− f(z)]2 (5.43)
6 2c2NE
Z(‖k‖2‖∇f#‖#2∞ ) + 4‖f‖∞H∞R(f)‖∇̂f‖∞πm(z) (5.44)
6 4
[(
σ2∞d1 + b
2
∞ sup
N
c−2N
)
‖∇f#‖#2∞ + ‖f‖∞H∞R(f)‖∇̂f‖∞
]
πm(z) (5.45)
then shows that
〈MN (Φf )〉t 6 S(t)
4N
(5.46)
where
S(t) =
{
4Λ(0)t+
[
16σ2∞d1 + 16b
2
∞ sup
N
c−2N + 16
]∫ t
0
PNs (πm) ds
+ 4
∫ t
0
PNs (πm) ds+ 4IJ (I + J )2K∞
∫ t
0
(
PNs (πm)
)I
ds
}
K∞R(f)H
∞
R(f)|‖f#|‖#2. (5.47)
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It follows by proposition 5.11 that if
Q(t) = 4
[
4σ2∞d1 + 4b
2
∞ sup
N
c−2N + 5
]∫ t
0
Q1(s) ds+ 4Λ
(0)t+ 4IJ (I + J )2K∞
∫ t
0
QI(s) ds (5.48)
then E〈MN (Φf )〉T 6 14Q(T )N−1K∞R(f)H∞R(f)|‖f#|‖#2. Doob’s L2-Inequality(
E sup
06t6T
|MNt (F )|
)2
6 4E〈MN (F )〉T (5.49)
gives part (a). Our definitions R(f0) = 0 and H
∞
0 = K
∞
0 = 1 are essential to check the n = 0 case.
Furthermore inequality (5.42) and the mass preserving property of the interaction kernels given by
hypothesis 2.8 give 〈MN (Φpim)〉t 6 tΛ(2)/N , and thus inequality (5.49) leads to part (b).
By proposition 5.10, MNt (πu) and M
N
t (π
(2)
u ) are martingales. In consequence the increasing process
associated with MNt (πu) is given by equation (5.41) with F = πu, thus
〈uN − t〉t 6 t
rN
6
t
r
(5.50)
and hence
E sup
06s6t
|uNs − s| 6 2
(
t
rN
) 1
2
. (5.51)
Inequality (5.38) follows from inequality (5.49) applied to uNt − t and the Markov inequality, with
RT (ǫ) = 2T
1
2 r−
1
2N−
1
2 ǫ−1 establishing part (c). If we set ǫ = 2(T + 1)
1
2 r−
1
2N−
1
4 then part (d) follows.
Proposition 5.13 There exist an increasing polynomial Q̂ on [0,∞) of degree no more than I such
that (a)
E|AN (Φf )(PNt , uNt )| 6 Q̂(t)K∞R(f)H∞R(f)|‖f#|‖# (5.52)
for all f ∈ Fc ∪ {f0} and t > 0 and (b)
|AN (Φpim)(PNt , uNt )| 6 Λ(1). (5.53)
for all t > 0.
Proof. (a) Setting x = πΩ(z), k = σuNt (z)Zc
−1
N + buNt (z)c
−2
N and Z ∼ N(0, IId1) we have
|AN (Φf )(PNt , uNt )| 6 IuNt (|f |) + c
2
N
∫
C
|EZ (f(πm(z), γ(x, k), jNID(uNt , z))− f(z)) |PNt (dz)
+
I∑
i=1
J∑
j=1
1
i! j!
∫
Ci+j
KuNt ,i,j(z1, . . . , zi, dw1, . . . , dwj)
×
∣∣∣∣∣
j∑
m=1
f(wm)−
i∑
n=1
f(zn)
∣∣∣∣∣ νNi (PNt , dz1, . . . , dzi) (5.54)
6 Λ(0)‖f‖∞ + LH∞R(f)|‖f#|‖#PNt (πm)
+K∞R(f)P
N
t (πm)‖f‖∞ + IJ (I + J )K∞PNt (πm)I‖f‖∞ (5.55)
where we have used proposition 4.15 with L given by equation (4.63). Accordingly equation (5.52)
follows with
Q̂(t) = Λ(0) + (L + 1)Q1(t) + IJ (I + J )K∞QI(t) (5.56)
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where we have made use of proposition 5.11. The n = 0 case is dealt with by using the definitions
H∞0 = K
∞
0 = 1.
(b) Inequality (5.53) follows directly from inequality (5.54) together with the mass conserving property
of the interaction kernel (hypothesis 2.8).
Proposition 5.14 For all T > 0 and ǫ > 0 there exists LT (ǫ) such that for all N > 1 we have that
P
(
sup
t6T
PNt (πm) > LT (ǫ)
)
< ǫ. (5.57)
Proof. If t 6 T we have from the martingale definition
PNt (πm) 6 P
N
0 (πm) +
∫ T
0
|AN (Φpim)(PNt , uNt )| dt+ |MNt (Φpim)| 6 Ξ+ TΛ(1)+sup
t6T
|MNt (Φpim)|. (5.58)
Take the supremum and expectation and apply proposition 5.12(b) to find
E
(
sup
t6T
PNt (πm)
)
6 KT (5.59)
where
KT = Ξ+ TΛ
(1) + 2(TΛ(2))
1
2 (5.60)
and thus, if LT (ǫ) = KT /ǫ then Markov’s inequality gives equation (5.57).
Corollary 5.15 For all T > 0 and 0 < η 6 1,
inf
N
P
(
(PNt , u
N
t ) ∈MLT (η/2) × [0, T +RT (η/2)], 0 6 t 6 T
)
> 1− η. (5.61)
Proof. This is immediate from propositions 5.12 and 5.14.
Proposition 5.16 For all C > 0, the space MC is a compact subset of MB(C).
Proof. First we show that MC is closed. Suppose pn ∈ MC with pn ⇀ p, then for each L ∈ N set
πLm(z) = L ∧ πm(z), we have that C > pn(πLm) → p(πLm). Thus p(πLm) 6 C and by taking L → ∞, the
monotone convergence theorem implies that p(πm) 6 C, i.e., p ∈ MC since p(C) 6 p(πm) 6 C and so
p ∈MB(C).
Next we show sequential compactness. Suppose pn ∈ MC , write pn = λnqn with qn(C) = 1 and
λn = pn(C). Then λn ∈ [0, C] and therefore there exists a convergent subsequence λnk → λ. If λ = 0,
then for any bounded continuous function f on C we have pnk(f) 6 λnk‖f‖∞ → 0 as k → ∞, i.e.,
pnk ⇀ 0. If λ 6= 0 then we may assume, by passing to a further subsequence if necessary, that λnk > 12λ
for all k and we find that for any η > 0 we have
qnk
(
π−1m {1, . . . , ⌈2C/λη⌉}
)
= 1− qnk
(
π−1m {⌈2C/λη⌉+ 1, . . .}
)
> 1− λnk
η
Cqnk(πm) > 1− η (5.62)
where ⌈x⌉ = min{n ∈ Z : n > x}. Note that since πm is continuous π−1m {1, . . . , ⌈2C/λη⌉} is closed
and bounded, and thus compact. Accordingly the qnk form a tight sequence of probability measures.
C. G. Wells 29
Prohorov’s theorem (theorem 3.2.2, [23]) implies that there exists a further subsequence qnk(r) which
converges weakly to a probability measure q. Hence
dweak(pnk(r) , λq) =
∞∑
l=0
1
4l
(|λnk(r)qnk(r)(fl)− λq(fl)| ∧ 1)→ 0 as r →∞ (5.63)
with limiting measure λq ∈MC by closure. It follows that MC is sequentially compact.
Corollary 5.17 The sequence (PNt , u
N
t ) obeys the compact support condition (remark 3.7.3, [23]).
Definition 5.18 The modulus of continuity of an element x ∈ DE [0,∞) is defined to be
w′(x, δ, T ) = inf
ti
max
i
sup
s,t∈[ti−1,ti)
D(xs, xt) (5.64)
where 0 = t0 6 t1 6 · · · 6 tn−1 6 T 6 tn and min{ti − ti−1} > δ.
Proposition 5.19 For any T > 0 and η > 0,
limsup
N
P(w′((PN , uN), δ, T ) > η) 6 η (5.65)
for sufficiently small δ.
Proof. We investigate the partition given by tj = 2jδ, then for x ∈ DE [0,∞),
w′(x, δ, T ) 6 2max
j
sup
2jδ6s<2(j+1)δ
D(x2jδ , xs). (5.66)
It follows that
P(w′((PN , uN), δ, T ) > η) 6 P
(
max
j
sup
2jδ6s<2(j+1)δ
D((PN2jδ , u
N
2jδ), (P
N
s , u
N
s )) >
1
2η
)
(5.67)
6
2
η
E
(
max
j
sup
2jδ6s<2(j+1)δ
D((PN2jδ , u
N
2jδ), (P
N
s , u
N
s ))
)
. (5.68)
If 2jδ 6 T and 2jδ 6 s 6 2(j + 1)δ and we write Φfn(P, u) = P (fn) we have
D((PN2jδ , u
N
2jδ), (P
N
s , u
N
s )) 6
∞∑
n=0
1
4n
(|PNs (fn)− PN2jδ(fn)| ∧ 1) + |uNs − uN2jδ| (5.69)
6
∞∑
n=0
1
4n
(∣∣∣∣MNs (Φfn)−MN2jδ(Φfn) + ∫ s
2jδ
AN (Φfn)(PNτ , uNτ ) dτ
∣∣∣∣ ∧ 1)
+ |uNs − uN2jδ| (5.70)
6
∞∑
n=0
1
4n
(∣∣∣∣2 sup
06τ6T+2δ
|MNτ (Φfn)|+
∫ s
2jδ
|AN (Φfn)(PNτ , uNτ )| dτ
∣∣∣∣ ∧ 1)
+ 2 sup
06τ6T+2δ
|uNτ − τ |+ 2δ. (5.71)
Thus propositions 5.12 and 5.13 give
E
(
max
j
sup
2jδ6s<2(j+1)δ
D((PN2jδ , u
N
2jδ), (P
N
s , u
N
s ))
)
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6
∞∑
n=0
1
4n
(∣∣∣∣2E sup
06τ6T+2δ
|MNτ (Φfn)|+ 2δQ̂(T + 2δ)K∞R(fn)H∞R(fn)|‖f#n |‖#
∣∣∣∣ ∧ 1)
+ 2E sup
06τ6T+2δ
|uNτ − τ |+ 2δ (5.72)
6
∞∑
n=0
1
4n
(∣∣∣∣∣2K∞R(fn)H∞R(fn)|‖f#n |‖#
[(Q(T + 2δ)
N
) 1
2
+ δQ̂(T + 2δ)
]∣∣∣∣ ∧ 1)+ 4(T + 2δNr
) 1
2
+ 2δ (5.73)
where we have made use of inequalities (5.36) and (5.50) and checked the n = 0 case separately.
Consequently
limsup
N
P(w′((PN , uN ), δ, T ) > η) 6
4δ(1 + Q̂(T + 2)∑∞n=0 2− 12n)
η
6 η (5.74)
whenever δ 6 14η
2[1 +
√
2Q̂(T + 2)/(√2− 1)]−1 ∧ 1.
Corollary 5.20 The laws of the random variables (PN , uN) are relatively compact in the space of
probability measures defined on DE [0,∞) equipped with the weak topology.
Proof. Note that since C is polish so too is E. The result follows by applying proposition 3.7.4 of [23],
together with corollary 5.17 and proposition 5.19.
Corollary 5.21 There exists a subsequence (PNn , uNn) converging in distribution (which we denote by
⇒) to (P, u) ∈ CE [0,∞) almost surely.
Proof. Corollary 5.20 implies the existence of a subsequence converging to an element of DE [0,∞). By
theorem 3.10.2 [23] to prove the corollary it will suffice to check that the distance between neighbouring
states vanishes uniformly as N → ∞. We have for any (p, v) ∈ EN , z, z1, . . . , zI , w1, . . . , wJ ∈ C and
k ∈ Rd1 that by using ‖fn‖∞ 6 |‖fn|‖ 6 |‖f#n ‖# 6 2n for all n ∈ N0 that
D((p, v), JNCLK(p, v)) =
1
ρN (p, v)
6
1
rN
; (5.75)
D((p, v), JNI ((p, v), z)) 6
∞∑
n=0
1
4n
(∣∣∣∣fn(z)N
∣∣∣∣ ∧ 1)+ 1ρN (p, v) 6 2N + 1rN ; (5.76)
D((p, v), JN0 ((p, v), z, k)) =
∞∑
n=1
4−n
(∣∣∣∣fn(πm(z), γ(πΩ(z), k), jNID(v, z))− fn(z)N
∣∣∣∣ ∧ 1)+ 1ρN (p, v)
(5.77)
6
2
N
+
1
rN
; (5.78)
D((p, v), JNi,j((p, v), z1, . . . , zi, w1, . . . , wj))
=
∞∑
n=0
4−n
(∣∣∣∣∣
∑j
m=1 fn(wm)−
∑i
l=1 fn(zl)
N
∣∣∣∣∣ ∧ 1
)
+
1
ρN (p, v)
6
2(I + J )
N
+
1
rN
. (5.79)
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Proposition 5.22 For all t > 0,
sup
06s6t
Ps(πm) <∞ a.s. (5.80)
Proof. Observe that PNns (πm∧L)⇒ Ps(πm∧L) by weak convergence, moreover, since by corollary 5.21
the limit is almost surely continuous in time the convergence is almost surely uniform on compact sets
(theorem 3.10.1 in [23]). Thus sup
06s6t
PNns (πm ∧ L) ⇒ sup
06s6t
Ps(πm ∧ L). Now Fatou’s lemma implies
that
E
(
sup
06s6t
Ps(πm ∧ L)
)
6 liminf
n
E
(
sup
06s6t
PNns (πm ∧ L)
)
6 Ξ + tΛ(1) + 2(tΛ(2))
1
2 . (5.81)
Taking L→∞ and using the monotone convergence theorem yields
E
(
sup
06s6t
Ps(πm)
)
6 Ξ + tΛ(1) + 2(tΛ(2))
1
2 . (5.82)
Accordingly P
(
sup
06s6t
Ps(πm) <∞
)
= 1.
Definition 5.23 Let Vt = {(p, v) ∈ DE [0,∞) : sup
06s6t
ps(πm) < ∞}, then proposition 5.22 implies that
P(P ∈ Vt) = 1 for all t > 0.
Remark 5.24 Since E is separable, so too is DE [0,∞) by theorem 3.5.6 of [23]. Now the Skorohod
representation theorem (theorem 3.1.8 Ibid.) implies that there exists a common probability space
(Ω,F ,P) on which (PNn , uNn) are defined and (PNn , uNn)(̟) D˜→ (P, u)(̟) as n→∞ for all ̟ ∈ Ω.
Proposition 5.25 If for all t > 0, (pn, vn) ∈ Vt∩DENn [0,∞) and (p, v) ∈ CE [0,∞)∩Vt with pns ⇀ ps
and sup
s6t
|vns − s| → 0 as n→∞ then for every f ∈ Fc, (a)
∫ t
0
∫
C
f(z) 1pns (pim)+pim(z)/Nn6mNn Ivns (dz) ds→
∫ t
0
Is(f) ds (5.83)
as n→∞ and (b)∫ t
0
∫
Ci+j
Kvns ,i,j(z1, . . . , zi, dw1, . . . , dwj)
{
j∑
m=1
f(wm)−
i∑
n=1
f(zn)
}
νNni (p
n
s , dz1, . . . , dzi) ds
→
∫ t
0
∫
Ci+j
Ks,i,j(z1, . . . , zi, dw1, . . . , dwj)
×
{
j∑
m=1
f(wm)−
i∑
n=1
f(zn)
}
ps(dz1) . . . ps(dzi) ds (5.84)
as n→∞.
Proof. (a) For all compactly supported functions f ,
f(z) 1pns (pim)+pim(z)/Nn>mNn = 0 (5.85)
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for large enough n, as by Fatou’s lemma we have limsup
n
pns (πm ∧ L) 6 ps(πm ∧ L) 6 ps(πm) and thus
the monotone convergence theorem implies that limsup
n
pns (πm) 6 ps(πm). Equation (5.85) follows by
the condition mNn → ∞. Continuity of the map t 7→ It (hypothesis 2.5) implies that Ivns (f) → Is(f)
and thus∣∣∣∣∫
C
f(z) 1pns (pim)+pim(z)/Nn6mNn Ivns (dz)− Is(f)
∣∣∣∣ 6 ∣∣∣∣∫
C
f(z) 1pns (pim)+pim(z)/Nn>mNn Ivns (dz)
∣∣∣∣
+ |Ivns (f)− Is(f)| → 0 (5.86)
as n→∞. We know that
∣∣∣∣∫
C
f(z) 1pns (pim)+pim(z)/Nn6mNn Ivns (dz)
∣∣∣∣ 6 Λ(0)‖f‖∞ and hence the dominated
convergence theorem implies that∫ t
0
[∫
C
f(z) 1pns (pim)+pim(z)/Nn6mNn Ivns (dz)− Is(f)
]
ds→ 0 as n→∞. (5.87)
(b) We make separate arguments depending on whether we are considering the self-interaction kernel
corresponding to (i, j) = (1, 1) or not. If (i, j) 6= (1, 1) we have by hypothesis 2.8 that the function
K(s, z1, . . . , zi) =
∫
Cj
Ks,i,j(z1, . . . , zi, dw1, . . . , dwj)
{
j∑
m=1
f(wm)−
i∑
n=1
f(zn)
}
(5.88)
is bounded in modulus by (i + j)i! j!K∞‖f‖∞πm(z1) · · ·πm(zi). We assume that n > n0 where
sup
n>n0
sup
06s6t
vns 6 t + 1. Moreover since C is separable, MB(Cr) ∼=
⊗r
i=1MB(C) and pns ⇀ ps implies
that (pns )
⊗r ⇀ ps
⊗r. Then if f ∈ Fc and r < i and α : {1, . . . , i} → {1, . . . , r} we find
1
N i−rn
∣∣∣∣∫
Cr
K(vns , zα(1), . . . , zα(i))pns (dz1) · · · pns (dzr)
∣∣∣∣
6
(i+ j)i! j!
N i−rn
‖f‖∞K∞R(f)i−r
(
sup
06s6t
pns (πm)
)r
→ 0 (5.89)
as n→∞. Recalling that
νNni (p
n
s , B1 × · · · ×Bi) = N−in
∑
σ∈Sn
ζ(σ)
∏
disjoint cycles
(i1,...,ik) of σ
Nnp
n
s (Bi1 ∩ · · · ∩Bik) (5.90)
it follows that∣∣∣∣∫
Ci
K(vns , z1, . . . , zi)νNni (pns , dz1, . . . , dzi)−
∫
Ci
K(vns , z1, . . . , zi)pns (dz1) · · · pns (dzi)
∣∣∣∣→ 0. (5.91)
Furthermore we have∣∣∣∣∫
Ci
K(vns , z1 . . . , zi) pns (dz1) · · · pns (dzi)−
∫
Ci
K(s, z1, . . . , zi) ps(dz1) · · · ps(dzi)
∣∣∣∣
6
∫
Ci
w(K, |vns − s|) pns (dz1) · · · pns (dzi)
+
∣∣∣∣∫
Ci
K(s, z1, . . . , zi) pns (dz1) · · · pns (dzi)
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−
∫
Ci
K(s, z1, . . . , zi) ps(dz1) · · · ps(dzi)
∣∣∣∣ . (5.92)
The first term on the LHS vanishes as n → ∞ by the uniform continuity of K (which follows by the
uniform continuity given by hypothesis 2.8), equation (2.26), combined with the fact that pns (C) →
ps(C) < ∞, the second term vanishes by the aforementioned weak convergence of (pns )⊗i. Accordingly
for each s,∫
Ci
K(vns , z1, . . . , zi)νNni (pns , dz1, . . . , dzi)→
∫
Ci
K(s, z1, . . . , zi) ps(dz1) · · · ps(dzi) (5.93)
as n→∞. The LHS is ca`dla`g and therefore integrable in time, for large enough n the LHS has modulus
bounded above by∣∣∣∣∫
Ci
K(vns , z1, . . . , zi) pns (dz1) · · · pns (dzi)
∣∣∣∣ 6 (i+ j)i! j! ‖f‖∞K∞(1 + sup
06s6t
ps(πm)
i
)
<∞ (5.94)
then the dominated convergence theorem yields equation (5.84).
The proof for the self-interaction kernel is similar, though in this case we remark that K is supported
on [0,∞)× supp f and therefore the uniform continuity of K comes from the mass preserving property
of the self-interaction kernel.
Definition 5.26 Let (P, u) be as in corollary 5.21 then for all f ∈ Fc (or for all f ∈ F if the linear
growth condition is satisfied), define
Mt(f) = Pt(f)− P0(f)−
∫ t
0
Is(f) ds−
∫ t
0
Ps
(
1
2as△f + bs · ∇f
)
ds−
∫ t
0
Ps
(
Hs · ∇̂f
)
ds
−
I∑
i=1
J∑
j=1
1
i! j!
∫ t
0
∫
Ci+j
Ks,i,j(z1, . . . , zi, dw1, . . . , dwj)
×
(
j∑
m=1
f(wm)−
i∑
n=1
f(zn)
)
Ps(dz1) . . . Ps(dzi) ds. (5.95)
Proposition 5.27 For all f ∈ Fc and all t > 0,
MNnt (Φf )⇒Mt(f) as n→∞. (5.96)
Proof. Since (PNn , uNn) converges in distribution to (P, u) with P((P, u) ∈ CE [0,∞)) = 1 we may
prove this result by considering those sequences of sample paths with limit in CE [0,∞).
By corollary 5.21 and the convergence in distribution of uNn ⇒ u, an almost surely continuous limit
in time, theorem 3.10.1 in [23] implies that the convergence is almost surely uniform on the compact
set [0, t], i.e., for almost all of the sample paths
sup
06s6t
|vns − s| → 0 as n→∞ (5.97)
where for convenience we have written vn = uNn(̟).
Let pns = P
Nn
s (̟), with p
n
s ⇀ ps. If k =
σvns (z)Z
cNn
+
bvns (z)
c2Nn
with Z ∼ N(0, IId1) then∣∣∣∣c2Nn ∫
C
EZ(f(πm(z), γ(πΩ(z), k), j
Nn
ID (v
n
s , z))− f(z)) pns (dz)
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−
∫
C
(12as(z)△f(z) + bs(z) · ∇f(z) +Hs(z) · ∇̂f(z)) ps(dz)
∣∣∣∣ (5.98)
6
∥∥∥c2NnEZ(f(πm(z), γ(πΩ(z), k), jNnID (vns , z))− f(z))
− (12as(z)△f(z) + bs(z) · ∇f(z) +Hs(z) · ∇̂f(z))
∥∥∥
∞
sup
n
pns (C)
+
∣∣∣∣∫
C
(12as(z)△f(z) + bs(z) · ∇f(z) +Hs(z) · ∇̂f(z)) pns (dz)
−
∫
C
(12as(z)△f(z) + bs(z) · ∇f(z) +Hs(z) · ∇̂f(z)) ps(dz)
∣∣∣∣ . (5.99)
The first term on the RHS of inequality (5.99) converges to zero by theorem 4.17 and the weak conver-
gence implying pns (C)→ ps(C). The second term tends to zero by the weak convergence pns ⇀ ps since
the integrand is a bounded continuous function on C. The ca`dla`g property implies that
c2Nn
∫
C
EZ(f(πm(z), γ(πΩ(z), k), j
Nn
ID (v
n
s , z))− f(z)) pns (dz) (5.100)
is integrable in time, and proposition 4.15 implies it is bounded in modulus by LH∞R(f)|‖f#|‖#(1 +
ps(πm)) for large enough n, and thus the dominated convergence theorem gives
c2Nn
∫ t
0
∫
C
EZ(f(πm(z), γ(πΩ(z), k), j
Nn
ID (v
n
s , z))− f(z)) pns (dz) ds
→
∫ t
0
∫
C
(12as(z)△f(z) + bs(z) · ∇f(z) +Hs(z) · ∇̂f(z)) ps(dz) ds. (5.101)
Proposition 5.25 and the weak convergence results pnt (f) → pt(f), pn0 (f) → P0(f) then complete the
proof.
Proposition 5.28 Suppose f ∈ Fc (or f ∈ F if the linear growth condition holds), f = bp-lim fnk ,
∇f = bp-lim∇fnk , ∂i∂jf = bp-lim ∂i∂jfnk , ∇̂f = bp-lim ∇̂fnk and R(fnk) 6 R(f) (with nk > 1)
whenever f ∈ Fc, then for all t > 0,
Mt(fnk)⇒Mt(f) as k →∞. (5.102)
Proof. Set F = sup
k
|‖fnk |‖. Then for every (p, v) ∈ CE [0,∞) we have |fnk(z)| 6 F , pt(F ) < ∞ and
hence by the dominated convergence theorem pt(fnk)→ pt(f) as k →∞. Furthermore Is(F ) 6 FΛ(0),
so that Is(fnk) → Is(f) and therefore
∣∣∣∫ t0 Is(F ) ds∣∣∣ 6 tFΛ(0). A final application of the dominated
convergence theorem yields
∫ t
0 Is(fnk) ds →
∫ t
0 Is(f) ds, where we have made use of the continuity
condition, hypothesis 2.5, to justify the integrability of the LHS with respect to Lebesgue measure.
Additionally by proposition 5.22 almost surely (p, v) ∈ CE [0,∞)∩Vt, therefore we have for s ∈ [0, t]
| 12as(z)△fnk(z) + bs(z) · ∇fnk(z) +Hs(z) · ∇̂fnk(z)| 6 (12σ2∞ + b∞ + 1)FH∞R(f)πm(z) (5.103)
when f ∈ Fc. We use the bound
| 12as(z)△fnk(z) + bs(z) · ∇fnk(z) +Hs(z) · ∇̂fnk(z)| 6 (12σ2∞ + b∞ + 1)FH∞πm(z) (5.104)
when the linear growth condition holds (recall remark 2.10). To deal with both conditions at once set
H∞ = H
∞
R(f) when f ∈ Fc. Therefore ps((12σ2∞+b∞+1)FH∞πm) <∞ thus the dominated convergence
theorem implies that
ps(
1
2as△fnk + bs · ∇fnk +Hs · ∇̂fnk)
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→ ps(12as△f + bs · ∇f +Hs · ∇̂f) (5.105)
6 (12σ
2
∞ + b∞ + 1)FH∞ sup
06s6t
ps(πm) (5.106)
which is integrable on [0, t] when f ∈ Fc. and hence∫ t
0
ps(
1
2as△fnk + bs · ∇fnk +Hs · ∇̂fnk) ds→
∫ t
0
ps(
1
2as△f + bs · ∇f +Hs · ∇̂f) ds. (5.107)
The integrability of the LHS comes from the continuity of ps(
1
2as△fnk + bs · ∇fnk +Hs · ∇̂fnk).
For the interaction kernel terms with (i, j) 6= (1, 1) the dominated convergence theorem implies that∫
Cj
Ks,i,j(z1, . . . , zi, dw1, . . . , dwj)
{
i∑
m=1
fnk(wm)−
j∑
n=1
fnk(zn)
}
→
∫
Cj
Ks,i,j(z1, . . . , zi, dw1, . . . , dwj)
{
i∑
m=1
f(wm)−
j∑
n=1
f(zn)
}
(5.108)
the LHS being bounded by (i + j)K∞Fπm(z1) · · ·πm(zi). In consequence a further application of the
dominated convergence theorem implies that∫
Ci+j
Ks,i,j(z1, . . . , zi, dw1, . . . , dwj)
{
i∑
m=1
fnk(wm)−
j∑
n=1
fnk(zn)
}
ps(dz1) · · · ps(dzi)
→
∫
Ci+j
Ks,i,j(z1, . . . , zi, dw1, . . . , dwj)
{
i∑
m=1
f(wm)−
j∑
n=1
f(zn)
}
ps(dz1) · · · ps(dzi). (5.109)
We deduce that∫ t
0
∫
Ci+j
Ks,i,j(z1, . . . , zi, dw1, . . . , dwj)
{
i∑
m=1
fnk(wm)−
j∑
n=1
fnk(zn)
}
ps(dz1) · · · ps(dzi) ds
→
∫ t
0
∫
Ci+j
Ks,i,j(z1, . . . , zi, dw1, . . . , dwj)
{
i∑
m=1
f(wm)−
j∑
n=1
f(zn)
}
ps(dz1) · · · ps(dzi) ds (5.110)
since the integrand on the LHS is continuous by hypothesis 2.8 (and assuming that ps is continuous
which is almost surely true) and is bounded in modulus by K∞F (i + j) sup
06s6t
ps(πm)
i which in turn is
integrable on [0, t].
For the self-interaction kernel term i = j = 1, we have for all z ∈ C by the dominated convergence
theorem, ∫
C
Ks,1,1(z, dw){fnk(w) − fnk(z)} →
∫
C
Ks,1,1(z, dw){f(w)− f(z)} (5.111)
which is bounded by 2FK∞R(f) if f ∈ Fc and bounded by 2FK∞πm(z) when the linear growth condition
holds. It follows by the dominated convergence theorem that∫
C2
Ks,1,1(z, dw){fnk(w)− fnk(z)}ps(dz)→
∫
C2
Ks,1,1(z, dw){f(w) − f(z)}ps(dz). (5.112)
Under either the linear growth condition or f ∈ Fc the RHS is bounded and integrable in time, so that∫ t
0
∫
C2
Ks,1,1(z, dw){fnk(w)−fnk (z)}ps(dz) ds→
∫ t
0
∫
C2
Ks,1,1(z, dw){f(w)−f(z)}ps(dz) ds. (5.113)
Putting these results together proves the proposition.
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Proposition 5.29 Almost surely, for all f ∈ Fc (or for all f ∈ F if the linear growth condition holds)
and for all t > 0, Mt(f) = 0.
Proof. For each t ∈ Q+ and n ∈ N we have by proposition 5.27, proposition 5.12 and Fatou’s lemma
E|Mt(fn)| 6 liminf
k
E|MNkt (Φfn)| = 0, (5.114)
so that Mt(fn) = 0 almost surely. Observe that
P({Mt(fn) 6= 0 for some n and t ∈ Q+}) = 0 (5.115)
and since every f ∈ Fc (or f ∈ F if the the linear growth condition holds) is the limit in the sense of
proposition 5.28 of a subsequence fnk (with nk 6= 0) we have thatMt(f) = 0 for all t ∈ Q+. Recall from
corollary 5.21 that almost all the sample paths of (P, u) are continuous in time, and hence Mt(f) = 0
for all f and for all t > 0 except on a set of zero probability.
Definition 5.30 Define the random variables
vNt = sup (u
N )−1[0, t] and QNt = P
N
vNt
. (5.116)
Theorem 5.31 The sequence of random variables QNk ∈ DMB(C)[0,∞) converges in distribution to P
as k → ∞, where DMB(C)[0,∞) is equipped with the Skorohod metric d˜weak derived from dweak using
equation (2.24).
Proof. Observe that if sup
06t6T+1
|uNt − t| 6 N−
1
4 , then sup
06t6T
|vNt − t| 6 2N−
1
4 . Now equation (5.3)
implies that
d˜weak(Q
N , PN ) 6
∫ ∞
0
e−T sup
06t6T
dweak(Q
N
t , P
N
t ) dT. (5.117)
Since d˜weak(Q
N , PN ) is a non-negative random variable bounded above by 43 we have that
E sup
06t6T
dweak(Q
N
t , P
N
t ) = E
∞∑
n=0
4−n( sup
06t6T
|PNvNt (fn)− P
N
t (fn)| ∧ 1) (5.118)
6
∞∑
n=0
4−n
(
1 ∧ E sup
06t6T
∣∣∣∣∣MNvNt (Φfn)−MNt (Φfn) +
∫ vNt
t
AN (Φfn)(PNs , uNs ) ds
∣∣∣∣∣
)
(5.119)
6
∞∑
n=0
4−n
(
2E sup
06t6T+2
|MNt (Φfn)|+ 2N−
1
4 Q̂(T + 2)K∞R(fn)H∞R(fn)|‖f#n |‖#
)
+ 43P
(
sup
06t6T+1
|uNt − t| > N−
1
4
)
(5.120)
6
2
√
2√
2− 1[(Q(T + 2))
1
2N−
1
2 +N−
1
4 Q̂(T + 2)] + 83 (T + 1)
1
2 r−
1
2N−
1
4 (5.121)
on using proposition 5.12(d). Thus
E(d˜weak(Q
N , PN ))→ 0 as N →∞, (5.122)
it follows that d˜weak(Q
Nk , PNk)→ 0 in probability. Now apply corollary 3.3.3 and remark 3.3.4 of [23]
to deduce that QNk ⇒ P .
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6. The Discrete Approximation Scheme
Theorem 5.31 combined with the construction of sample paths to the martingale problem for jump
processes (e.g., section 4.2 [23]) provide us with a technique for generating the sample paths of the
processes QN . We start with an initial weak approximation pN0 ∈ MN to P0 at time t = 0. Given the
sample path generated up to and including time t, the procedure is then to compute τ−1 = ρN (pNt , t)
from equation (5.14) and set pNs = p
N
t for s ∈ (t, t+ τ). With probabilities
Λt
ρN (pNt , t)
,
c2Np
N
t (C)
ρN (pNt , t)
,
r
ρN(pNt , t)
,
∫
Ci
Kt,i,j(z1, . . . , zi,C
j)νNi (p
N
t , dz1, . . . , dzi)
i! j! ρN(pNt , t)
(6.1)
for i = 1, . . . , I and j = 1, . . . ,J , determine pNt+τ by rules (1), (2), (3) and (i, j) respectively where
rule (1) is to select an element z ∈ C according to the law It/Λt and let pNt+τ = pNt + N−1δz if this
is in MN , otherwise set pNt+τ = p
N
t . Rule (2) is to choose an element of C according to p
N
t /p
N
t (C)
and compute its evolution under the diffusion, external and internal drifts: i.e., choose Z according to
the N(0, IId1) distribution and let z
′ = (πm(z), γ(πΩ(z), σt(z)Zc
−1
N + bt(z)c
−2
N ), j
N
ID(z)) then let p
N
t+τ =
pNt +N
−1 (δz′ − δz). Rule (3) is to do nothing: pNt+τ = pNt . Rule (i, j) is to select z1, . . . , zi according
to the law
Kt,i,j(z1, . . . , zi,C
j)νNi (p
N
t , dz1, . . . , dzi)∫
Ci
Kt,i,j(z1, . . . , zi,C
j)νNi (p
N
t , dz1, . . . , dzi)
(6.2)
then choose w1, . . . , wj in accordance with the law
Kt,i,j(z1, . . . , zi, dw1, . . . , dwj)
Kt,i,j(z1, . . . , zi,Cj)
(6.3)
and set pNt+τ = p
N
t + N
−1
(
j∑
m=1
δwm −
i∑
n=1
δzn
)
. In terms of computer implementation, the scheme
may be augmented by the use of majorants and their associated fictitious jumps. The computation of
efficient majorants for these processes will depend on the precise form of the interactions.
7. Applications to Gas Phase Dynamics
The approximation scheme presented in section 6 may be readily applied to the problem of the
simulation of the formation of particle clusters in a reactor. In this section we point out some of
the limitations of the method and to what extent they limit practical applications. We also point
out how the rather general interaction kernels may be constructed to describe a selection of common
phenomonena.
One of the major limitations of the current work is that hypothesis 2.8 precludes a purely local
interaction, i.e., where πΩ(z1) = . . . = πΩ(zi) = πΩ(w1) = . . . = πΩ(wj), Kt,i,j(z1, . . . , zi, dw1, . . . , dwj)-
a.e. Further restrictions on the diffusion, drift and interaction kernels need to be made to yield the
corresponding existence results. In the literature, e.g., [18, 19, 17, 24], the diffusion coefficients are
usually assumed to be spatially homogeneous. This rules out some important physical applications, in
particular we are not able to deal with those situations where the temperature of the gas may vary
according to its position in the reactor vessel.
Included within the model defined by equation (1.1) is that discussed in [25]. In this paper Turing
showed by analysing the Fourier series of the concentration that a diffusion-reaction system can exhibit
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catastrophic instability from a homogeneous equilibrium when non-homogeneous perturbations are in-
troduced. The catastrophic instability refers to the divergence of the local particle concentration in
finite time and arises when the magnitude of one of the Fourier coefficients becomes infinite. It follows
from Parseval’s theorem that the particle density is not square integrable for all time and a localized
version of equation (1.1) with quadratic or higher order terms will not in general have a solution in
the weak/vague sense. For this reason it seems unlikely that solutions to a localized version of the
model can be found except in a number of special cases. Let us mention a number of approaches to
this problem. In [26], the existence and uniqueness of a suitably regular solution to the Smoluchowski
coagulation equation was assumed, the stochastic particle approximation could then be compared to
the solution and convergence established. However Norris [7] has shown that uniqueness need not
hold for general coagulation kernels even in the homogeneous setting. Deaconu & Fournier [17] use a
spatially inhomogeneous mass-flow technique to generate solutions to a mollified version of the pure
coagulation equation. In this case the spatial independence of the diffusion coefficients (and absence
of drift term) in the domain Rd1 allows them to exploit the properties of the heat kernel to make an
a priori estimate of the local particle density. This estimate is uniform in the quantity ǫ determining
the mollification, and allows the ǫ → 0 limit to be taken. The theorem is proved under conditions of
uniform ellipticity on the diffusion terms. In the discrete case the coagulation kernel obeys a bound
of the form K(m,m′) 6 C(m + m′). Laurenc¸ot & Mischler [16] have used weak compactness and a
diagonal argument together with the results of [27] to deduce an existence theorem under more general
conditions, in particular fragmentation is taken into account and the uniform ellipticity condition is
dropped.
In those cases where no existence result is known for the localized version of equation (1.1) we can
make the following heuristic arguments from order of magnitude considerations. Supposing a well-
behaved limit exists it might be expected that our model approximates the localized version well on
condition that both the effective range of the particle interaction is large compared to the hydrodynamic
scale (∼ N−1/d1) and tends to zero, i.e., the interaction localizes, as N →∞. In this way the interaction
terms correctly detect the limiting particle density as N →∞. From the point of view of the simulation
of molecular dynamics it would be relevant to mollify the interactions on any macroscopic scale over
which the limiting particle concentration has a suitably small variation, indeed the pointlike particle
limit assumed in the derivation of equation (1.1) is itself unphysical, and would need to be modified in a
way that prevents infinite particle densities from arising if the molecular dynamics were to be correctly
described.
Now let us turn to the possible applications of the model. The individual particles can carry
additional information that evolve with time and during interactions with other particles; these might
include discretely changing quantities such as electric charge or the number of active sites, such as in the
theory of soot formation arising from combustion theory, where free radicals on the surface of the soot
particles lead to sites where binding to other particles can occur. The number of these sites typically
decay with time. To incorporate this decay process into the model we include an internal coordinate
taking values on a closed finite interval which contains all non-negative integers less than the largest
possible number of active sites for a particle of the given size. The coagulation kernel will depend on
the number of active sites of each of the potential coagulation partners and the self-interaction kernel
will describe, possibly amongst other things, the rate at which the active sites decay.
Often it useful to have additional information about the morphology of the particles under investiga-
tion. For instance the distribution of surface area is a valuable piece of information for certain chemical
engineering applications. To account for this we take the particle’s surface area as one of the internal
coordinates and allow this to decay in time according to a size-dependent internal drift term. In this
way sintering can be quantitatively described in the model.
The generality of the diffusion and drift terms in equation (1.1) allows us to incorporate the effect
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of a thermophoretic force, this is a force arising from the differential change in pressure acting on the
particles due to a temperature gradient in the reactor. The thermophoretic force manifests itself as a
mass-dependent drift term in the modelling equation (1.1).
Chemical reactions may be modelled by labelling each of a finite number of chemical species by an
integer, then, provided the chemical reactions proceeds by the law of mass action (if not it may be
possible to write the reaction as a number of more elementary reactions that do obey the law of mass
action) a suitable coagulation or fragmentation kernel can be used to implement the reactions.
8. Conclusions
In this paper we have constructed a purely stochastic scheme to solve a complicated partial dif-
ferential integral equation. After imposing a number of hypotheses on the growth of the terms in the
equation we were able to show the convergence, in a suitable sense, of this scheme to a solution of the
equation. Our approach differs from many results in the mathematical literature in that we incorporate
many possible physical processes rather than concentrating on just one or two. In addition we chose
our hypotheses in such a way so as to maximize the physical usefulness of the resulting scheme; for this
reason we are satisfied with using mollified interaction kernels if it means, for example, being able to
model non-trivial diffusion, convection and source terms and realistic reactor geometries. Very few of
the existing mathematical results allow for temporal inhomegeneity in the parameters describing the
system. In contrast our result allows for such inhomogeneity, which may typically result from time
dependent thermal variations in the reactor vessel.
The aim of this work has been to develop an approximation scheme and associated convergence
result with wide applicability for the numerical study of molecular dynamics. In the scientific modelling
literature it is relatively easy to write down a reasonable Monte Carlo scheme depending on many
variables, though in those cases it is highly unlikely that any existing convergence theorem will apply
directly. By proving the convergence for a sizable class of such models we have been able to put some
of these schemes on a firm mathematical foundation.
One particular objective of this current work was to avoid the necessity of using a hybrid approach of
Monte Carlo and finite element methods. A strength of the Monte Carlo approach is its superior scaling
properties with the dimension of the configuration space compared to finite element methods. It is useful
therefore to develop a purely stochastic approach to solving these problems. The author believes that
there is considerable merit in having a number of different approaches to tackling such problems and
the development of new schemes of all types is welcome, and all the more if the convergence of these
schemes can be demonstrated.
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Proposition A.1 The space (Fc, |‖ · |‖) defined in definition 2.11 is separable.
Proof. Let {pn}∞n=1 be the set of all polynomials on C with rational coefficients and suppose that
G ∈ C∞(R) is a fixed smooth map satisfying 1(−∞,0] 6 G 6 1(−∞,1]. Set
{gk}∞k=1 = {z 7→ G(‖z‖ − r)pn(z) : n, r ∈ N}, (A.1)
and notice that by using proposition A.7.1 [23] and the |‖ · |‖-density of (pn)∞n=1 in the space of all
polynomials on each compact set of C that {gk}∞k=1 is a countable set of compactly supported functions
that is dense in (C2c (C), |‖ · |‖). For each n,m ∈ N, let Cn,m = {f ∈ Fc : |‖f − gm|‖ < n−1}, and for
every pair of integers (n,m) such that Cn,m 6= ∅ choose fn,m ∈ Cn,m, it follows that
{fn,m : Cn,m 6= ∅, n,m ∈ N} (A.2)
is a countable collection of functions that are dense in (Fc, |‖ · |‖).
Appendix B. Whitney Extension Result
Proposition B.1 Suppose x ∈ ∂Ω and y, z ∈ Ω such that ‖y − x‖, ‖z − x‖ < 115‖∇∇ω‖−1∞ ∧ δ where δ
is such that for all w with ‖x− w‖ < δ we have that ‖∇ω(w)‖ > 1. Let
p = y − 2‖z − y‖∇ω(y)/‖∇ω(y)‖ (B.1)
then the line straight line segments from y to p and from p to z are contained within Ω.
Proof. For θ ∈ [0, 1] we use Taylor’s theorem to compute
ω(y(1− θ) + pθ) 6 ω(y)− 2θ‖z − y‖ ‖∇ω(y)‖+ 2θ2‖y − z‖2 ‖∇∇ω‖∞ (B.2)
6 −2θ‖z − y‖(1− ‖y − z‖ ‖∇∇ω‖∞) 6 0. (B.3)
and
ω(z(1− θ) + pθ) 6 ω(z) + θ[(z − y) · ∇ω(y)− 2‖z − y‖ ‖∇ω(y)‖] + 3θ‖y − z‖2‖∇∇ω‖∞
+ 92θ
2‖y − z‖2‖∇∇ω‖∞ (B.4)
6 −θ‖y − z‖(1− 152 ‖y − z‖ ‖∇∇ω‖∞) 6 0 (B.5)
since ‖y − z‖ 6 ‖y − x‖ + ‖x− z‖ < 215‖∇∇ω‖−1∞ . This proves the proposition.
Proposition B.2 (a) If f ∈ Fc ∪{f0} then there exists a function f# ∈ C2(C#) such that the restric-
tion satisfies f#|C = f and |‖f#|‖# is finite.
(b) If f ∈ Fc then f# can be chosen such that maxπm(supp(f#)) = R(f).
Proof. If f = f0 = 1 then let f
#
0 = 1 and the proposition follows. Assume that f ∈ Fc. The result will
follow from the Whitney extension theorem ([28], [29] appendix A, [23] proposition A.6.1). For each
m ∈ N let Cm = Ω × Γm, C#m = co(Ω) × Γm and let Fm ∈ C2(Cm) be defined by Fm(·) = f(m, ·). If
Fm = 0 then let the extension F
#
m ∈ C2(C#m) be identically zero. In this way part (b) is satisfied. We
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note that |‖f#|‖# = sup{‖f#(z)‖, ‖∇f#(z)‖, ‖∇̂f#(z)‖, ‖∇∇f#(z)‖ : z ∈ C#, πm(z) 6 R(f)} is finite
by the compact support condition and continuity. Suppose that Fm 6= 0, then for u, v ∈ Cm construct
R0(u, v) = Fm(u)− Fm(v); (B.6)
R1(u, v) =

Fm(u)− Fm(v)− F ′m(v)(u − v)
‖u− v‖ if u 6= v;
0 if u = v;
(B.7)
R2(u, v) =

Fm(u)− Fm(v)− F ′m(v)(u − v)− F ′′m(v)(u − v)(u − v)
‖u− v‖2 if u 6= v;
0 if u = v.
(B.8)
To ascertain the existence of an extension F#m ∈ C2(C#m) it suffices to show that each of these functions
is (uniformly) continuous on the compact set Cm × Cm. The function R0 is clearly continuous, as are
R1 and R2 if u 6= v. Examine continuity at (z, z). Write πΩ : Cm → Ω for the projection onto Ω.
If x = πΩ(z) 6∈ ∂Ω then there exists a ball, B of radius r > 0 centred at x contained within Ω. Let
C = B × Γm then C is a convex open set (in the topology on Cm) and it follows that if u, v ∈ C with
u 6= v then
|R1(u, v)| =
∣∣∣∣∫ 1
0
{F ′m((1 − t)v + tu)− F ′m(v)}
(v − u)
‖u− v‖ dt
∣∣∣∣ 6 w(F ′m, ‖u− v‖)→ 0 (B.9)
as (u, v)→ (z, z) and where the modulus of continuity is defined by equation (2.25) using the operator
norm. Similarly
|R2(u, v)| =
∣∣∣∣∫ 1
0
{F ′′m((1− t)v + tu)− F ′′m(v)}
(v − u)
‖u− v‖
(u− v)
‖u− v‖ (1− t) dt
∣∣∣∣ 6 12w(F ′′m, ‖u− v‖)→ 0.
(B.10)
If x ∈ ∂Ω then there may not exist a convex neighbourhood of z contained in Cm in which case we
make use of the path given by proposition B.1. Write u = (y, Y ) and v = (w,W ), with y, w ∈ Ω and
Y,W ∈ Γm, set p = y − 2‖y − w‖∇ω(y)/‖∇ω(y)‖ and ξ = (p, Y ) then we have for u 6= v,
|R1(u, v)| =
∣∣∣∣∫ 1
0
{
[F ′m((1− t)ξ + tu)− F ′m(v)]
(u− ξ)
‖u− v‖ + [F
′
m((1 − t)v + tξ)− F ′m(v)]
(ξ − v)
‖u− v‖
}
dt
∣∣∣∣
6 5w(F ′m, 3‖u− v‖)→ 0 as (u, v)→ (z, z). (B.11)
since ‖u− ξ‖ 6 2‖u− v‖ and ‖ξ − v‖ 6 3‖u− v‖. Similarly
|R2(u, v)| =
∣∣∣∣∫ 1
0
{
(1− t)[F ′′m((1− t)ξ + tu)− F ′′m(v)]
(u− ξ)
‖u− v‖
(u− ξ)
‖u− v‖
+ (1 − t)[F ′′m((1 − t)v + tξ)− F ′′m(v)]
(ξ − v)
‖u − v‖
(ξ − v)
‖u− v‖
+ [F ′′m((1 − t)v + tξ)− F ′′m(v)]
(ξ − v)
‖u− v‖
(u− ξ)
‖u− v‖
}
dt
∣∣∣∣ (B.12)
6
25
2 w(F
′′
m, 3‖u− v‖)→ 0 as (u, v)→ (z, z). (B.13)
It follows by the Whitney extension theorem that there exists F#m ∈ C2(C#m) such that F#m |C = Fm.
Define f#(m, z) = F#m (z) to complete the proof.
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Appendix C. Particle Selection Measures
Proposition C.1 If P =
∑N
i=1 δzi then νn(P,B1×· · ·×Bn) is the number of injections α : {1, . . . , n} →
{1, . . . , N} such that (zα(1), . . . , zα(n)) ∈ B1 × · · · ×Bn.
Proof. A map β : {1, . . . , n+1} → {1, . . . , N} with zβ(r) ∈ Br for r = 1, . . . , n+1 and α = β|{1,...,n} an
injection, is either an injection itself, or there exists a unique j ∈ {1, . . . , n} such that α(j) = β(n+ 1)
with zα(j) ∈ Bj ∩Bn+1. Accordingly
νn+1(P,B1×· · ·×Bn+1) = νn(P,B1×· · ·×Bn)P (Bn+1)−
n∑
j=1
νn(P,B1×· · ·×(Bj∩Bn+1)×· · ·×Bn)
(C.1)
with ν1(P,B1) = P (B1). We show that equation (5.6) satisfies this equation. Clearly equality holds
for ν1. We regard Sn as the stabilizer of n + 1 in Sn+1. Note that for any σ ∈ Sn+1 either σ ∈ Sn or
σ = (n+ 1, j)σ′ with σ′ ∈ Sn and j = σ(n+ 1) ∈ {1, . . . , n}. Thus∑
σ∈Sn+1
ζ(σ)
∏
disjoint cycles
(i1 ,...,ik) of σ
in Sn+1
P (Bi1 ∩ . . . ∩Bik) =
∑
σ∈Sn
ζ(σ)P (Bn+1)
∏
disjoint cycles
n+1/∈(i1,...,ik) of σ
in Sn
P (Bi1 ∩ . . . ∩Bik)
+
n∑
j=1
∑
σ′∈Sn
σ=(n+1,j)σ′
ζ(σ)P ((Bn+1 ∩Bj) ∩Bσ′(j) ∩ . . . ∩Bσ′n(j))
∏
disjoint cycles
j /∈(i1,...,ik) of σ
′
in Sn
P (Bi1 ∩ . . . ∩Bik)(C.2)
= νn(P,B1 × · · · ×Bn)P (Bn+1)−
n∑
j=1
νn(P,B1 × · · · × (Bj ∩Bn+1)× · · · ×Bn) (C.3)
= νn+1(P,B1 × · · · ×Bn+1). (C.4)
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