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Re´sume´ – Nous pre´sentons une version cre´dibiliste des Mode`les de Markov Cache´s, particulie`rement les proce´dures « forward »,
« backward » et « Viterbi » de´finies dans le cadre du Mode`le des Croyances Transfe´rables de Smets. La reformulation est base´e
sur le The´ore`me de Bayes Ge´ne´ralise´ ainsi que sur les travaux de Smets sur les Re´seaux Evidentiels. Un crite`re base´ sur le conflit
est aussi propose´ pour infe´rer des se´quences. Les algorithmes propose´s sont teste´s sur des vide´os d’athle´tisme.
Abstract – This paper presents the “credal forward”, “credal backward” and “credal Viterbi” procedures in order to apply
Hidden Markov Models’ machinery. Belief functions are interpreted as in Smets’ Transferable Belief Model framework. The
generalization is based on the Generalized Bayesian Theorem and on Evidential Network. A new criteria based on conflict is also
proposed for inference. The proposed algorithms are illustrated by a human motion analysis in real videos of athletics.
1 Contexte et contribution
Les Mode`les de Markov Cache´s (HMM) sont principa-
lement base´s sur les algorithmes forward, backward et Vi-
terbi [6]. Des combinaisons de ces algorithmes sont utili-
se´es dans l’apprentissage des parame`tres de HMM.
Nous proposons de reformuler ces algorithmes dans le
cadre du Mode`le des Croyances Transfe´rables (TBM) [13]
reposant sur les fonctions de croyance (FdC), menant ainsi
a` un HMM cre´dibiliste (CrHMM) afin de be´ne´ficier de la
puissance des algorithmes des HMM et de la ge´ne´ricite´
des FdC. Le doute, explicite dans le TBM, nous permet
de s’abroger des connaissances a priori, par exemple pour
la phase d’initialisation ainsi que pour la mode´lisation des
transitions entre e´tats, inde´finies par nature. La mesure de
conflit est exploite´e dans un premier crite`re pour recon-
naˆıtre des se´quences a posteriori (dans le cadre de la clas-
sification par CrHMMs). Le conflit est aussi utilise´ dans
la version cre´dibiliste d’un algorithme de Viterbi que nous
proposons. Enfin, nous pre´sentons des combinaisons judi-
cieuses des variables cre´dibilistes forward-backward pour
envisager l’apprentissage des parame`tres de CrHMM.
Les algorithmes propose´s reposent sur des travaux de
Smets concernant le The´ore`me de Bayes Ge´ne´ralise´ (GBT)
et les re´seaux e´videntiels (EVN) [10]. L’infe´rence dans les
EVN a e´te´ e´tudie´e en 1994 par Xu et Smets [14]. De-
puis, tre`s peu de travaux ont exploite´s les EVN [15]. La
partie inductive de l’algorithme forward cre´dibiliste que
nous proposons est similaire a` la formulation de Smets
mais nous utilisons les commonalite´s menant a` des expres-
sions cre´dibilistes proches de leur e´quivalent en probabilite´
(seulement dans la forme) ce qui est inte´ressant du point
de vue calculatoire. De plus, dans ces diffe´rents travaux,
la prise en compte de la dynamique des observations (in-
formation temporelle) n’a pas e´te´ traite´e.
L’ide´e d’e´tendre les processus markoviens (probabilistes)
a` la the´orie de l’e´vidence [9] a e´te´ principalement traite´e
par Pieczynski et al. (voir [5] pour une synthe`se) qui ex-
ploite les FdC afin de s’abroger de l’a priori dans le calcul
de distributions a posteriori avec la relation de Bayes. Le
proble`me de ces me´thodes est que soit les observations soit
les a priori sont des FdC mais pas les deux simultane´ment.
Ainsi, la combinaison donne force´ment une distribution de
probabilite´. Dans [5], le cas ge´ne´ral est discute´ en fin d’ar-
ticle dans le cadre de champs de markov. Dans les travaux
de Pieczynski et al., la re`gle Dempster est utilise´e avec le
proble`me inhe´rent de la normalisation ce qui n’est pas
le cas dans le cadre du TBM. Dans la pre´sente commu-
nication, les algorithmes propose´s sont applicables a` des
FdC quelconques dans le cadre du TBM de Smets [9, 11].
En particulier, le conflit est exploite´ comme une nouvelle
source d’information pertinente pour les se´quences. Enfin,
nous proposons une proce´dure de Viterbi cre´dibiliste.
2 HMM : quelques rappels
Nous supposons que le lecteur posse`de les connaissances
sur les me´canismes de base des HMM de´crits dans le tu-
torial de Rabiner [6].
Les e´tats de la se´quence a` reconnaˆıtre sont dits cache´s :
on ne dispose que d’un lot d’observations Ot ∈ <
F col-
lecte´es a` des instants t. Typiquement, une observation
est un ensemble de F caracte´ristiques extraites sur le su-
jet de l’analyse. On note N le nombre d’e´tats et sti est
l’e´tat i a` l’instant t, avec t ∈ {1..T} (T est la longueur
de la se´quence). A chaque instant t, sti ∈ Ωt avec Ωt le
cadre de discernement (qui rassemble les e´tats possibles)




2, . . . s
t
N}. De plus, a` chaque t, la vraisem-
blance de l’e´tat i a` t conditionnelle a` l’observation cou-
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Fig. 1 - Calcul [6] des variables forward (αt) et backward (βt) en
utilisant les vraisemblances sur les observations (bsi ). Les cercles et
les fle`ches repre´sentent les e´tats et les propagations.
rante, i.e. bsi(Ot) = l(s
t
i|Ot) = P (Ot|s
t
i), est donne´e par
un me´lange de Gaussiennes pour chaque e´tat [6]. Un HMM
est caracte´rise´ par trois e´le´ments (que l’on re´sume par la
lettre λ) : un a priori sur les e´tats, une matrice de transi-




i)) et un mode`le d’obser-
vations (suppose´es des me´langes Gaussiens). Un mode`le
de se´quences pour un proble`me donne´ est caracte´rise´ par
un λ spe´cifique.
3 Le TBM : outils de base
Fonctions de croyances : La croyance d’un agent est
repre´sente´e par une distribution de masses (BBA) mΩt
de 2Ωt dans [0, 1] respectant
∑
Si⊆Ωt
mΩt(Si) = 1 (nous
omettrons les accolades). Un singleton est note´ sti ∈ Ωt et
les unions Sti ⊆ Ωt. BBA m
Ωt , plausibilite´ plΩt et com-
monalite´s qΩt (entre autres [10]) sont en correspondance
biunivoque, on les note fΩt ∈ {mΩt , plΩt , qΩt}.
Combinaisons et extensions : Deux BBAs mΩt1 et
mΩt2 , de´finies sur un meˆme Ωt, peuvent eˆtre combine´es











avec 4 = ∩ (resp. ∪) pour la combinaison conjonctive
note´e CRC (resp. disjonctive note´e (DRC)). Pour la CRC
on a la relation (qΩt1 ∩© q
Ωt





combinaison, il est ne´cessaire que les BBAs soient de´fi-
nies sur le meˆme espace. Pour cela, on utilise l’extension
vide (non informative), e.g. la combinaison de mΩt avec
mΩt+1 ne´cessite d’e´tendre les BBAs sur Ωt × Ωt+1. Si on
prend le cas de mΩt , on a mΩt↑Ωt×Ωt+1(S) = mΩt(Si) si
S = Si × Ωt+1, Si ⊆ Ωt et 0 sinon. Apre`s combinaison,
le re´sultat peut eˆtre marginalise´ sur un des espaces de
de´part. Par exemple ∀S ⊆ Ωt × Ωt+1 et S




Ωt×Ωt+1(S), ou` « S↓Ωt+1 =
Sj » signifie que Sj est la projection de S sur Ωt+1.
Conditionner et de´conditionner : SoientmΩti (Si) =
1 et une BBA mΩt×Ωt+1 , alors la BBA conditionnelle est




si l’on dispose de mΩt+1 [sti], alors on peut la de´condition-
ner [10]. Pour cela, on note vj = ((si × Ωt+1) ∩ S)
↓Ωt+1),




Ces processus seront utilise´s pour calculer des BBAs sur
un espace joint Ωt × Ωt+1.
The´ore`me de Bayes Ge´ne´ralise´ : Le the´ore`me de
Bayes a e´te´ ge´ne´ralise´ aux FdC [10] et permet de suppri-
mer l’hypothe`se (forte) d’un a priori avant infe´rence. E´tant
donne´s un a priori vide (mΩt(Ω) = 1) et les FdC condi-
tionnelles fΩt+1 [si], le GBT calcule f




fΩt+1 [Si](Sj) · m
Ωt(Si). Si les
BBAs sont conditionne´es sur les singletons si ∈ Ωt alors
les conditionnements sur les sous-ensembles Si sont obte-
nus par la DRC (Eq. (1)) en supposant qu’elles sont dis-
tinctes [10], i.e. fΩt+1 [Si] = ∪©si∈Si f
Ωt+1 [si], ∀Si ⊆ Ωt.
Utilisation du GBT : Si les BBAs de´finies sur <F sont
repre´sente´es par des vraisemblances l(si|Ot) alors pour
Ot ∈ <
F et ∀S ⊆ Ωt, Smets [10] a prouve´ que :
q
Ωt
b [Ot](S) = 
si∈S
l(si|Ot) (2)
i.e. la commonalite´ a posteriori, l’e´quivalent cre´dibiliste de
la quantite´ bsi(Ot) propose´e dans [6] pour le cas des HMM
mais de´finie a` pre´sent sur des sous-ensembles d’e´tats.
Prise de de´cision : La prise de de´cision est re´alise´e
a` partir de la distribution de probabilite´ pignistique [12]









ou` mΩt(∅) est le conflit et (1−mΩt(∅)) est un coefficient
de normalisation.
4 Filtrage cre´dibiliste forward
Dans les HMM, l’algorithme forward [6] permet de fil-
trer en ligne des probabilite´s qui e´voluent au cours du




αt(si)aij)bsj (Ot+1). Au final, la vraisemblance




Un algorithme similaire dans le cadre du TBM est pos-
sible avec toutefois quelques particularite´s. L’algorithme
consiste en trois e´tapes de´taille´es par la suite : 1. Initia-
lisation : ∀Si ⊆ Ω1, appliquer Eq. (4), 2. Induction :
1 ≤ t ≤ T − 1, Sj ⊆ Ωt+1, appliquer Eq. (5), 3. Fin :






α } la ver-
sion cre´dibiliste de la variable forward. Les indices α, a
et b seront utilise´s pour de´crire respectivement la variable
forward, les transitions entre e´tats et les observations.
Initialisation :Avec les FdC, il est possible d’initialiser
une variable avec un a priori vide, e.g. a` t = 1 :
q
Ωt=1
α (Si) = 1, ∀Si ⊆ Ωt (4)
ou de fac¸on e´quivalente mΩt=1α (Ω) = 1. Nous pouvons
aussi utiliser un a priori probabiliste, possibiliste ou autre.
Induction : Smets [10] a propose´ le GBT et la DRC
pour la propagation de croyances dans les EVN. Nous pro-
posons ici une version avec les commonalite´s. Soient 1)
mΩtα la BBA de la variable forward sur les e´tats et sous
ensembles d’e´tats a` t, 2) q
Ωt+1
a [Si], ∀Si ⊆ Ω l’ensemble
des distributions de commonalite´s conditionnelles liant les
e´tats et sous ensembles d’e´tats entre t et t+1, 3) q
Ωt+1
b [Ot]
les commonalite´s a posteriori obtenues a` partir des obser-
vations a` t+ 1. La variable forward est alors une commo-
nalite´ combinant ces informations (Fig. 1-gauche) :
q
Ωt+1







a [Si](Sj)  q
Ωt+1
b [Ot](Sj) (5)
de´finie ∀Sj ⊆ Ωt+1. L’utilisation des commonalite´s per-
met d’obtenir une forme proche de la version probabiliste
50
mais cette fois les croyances sont explicites sur les unions
d’e´tats. A chaque t, l’induction transfe`re la masse sur
des ensembles d’e´tats de faible cardinalite´ (spe´cialisation)
donc renforce la distribution de croyance. Cependant, a`
l’instant suivant t+ 1, la CRC avec les observations peut
induire du conflit (lorsque Si ∩ Sj = ∅).
E´tape de fin : Le conflit doit eˆtre redistribue´ [2] car
il est absorbant. Cependant, nous gardons une trace de ce
conflit a` chaque instant car il traduit l’incohe´rence entre
les observations et le mode`le du CrHMM λ. Ce conflit
peut eˆtre utilise´ pour classer une se´quence a posteriori,
tre`s utile lorsque plusieurs CrHMM λ1 . . . λk . . . λK sont
en compe´tition. Le « meilleur » mode`le est alors celui qui









log(mΩtα [λ](∅)) (6) λ∗=argmin
k
L1c(λk) (7)
Le crite`re (6) est similaire a` la mesure de distance pro-
pose´e par Ristic et Smets pour l’association d’objets [8].
5 Lissage et vers l’apprentissage
L’estimation des parame`tres d’un HMM est traite´e dans
[6]. Pour cela, trois variables auxiliaires sont ne´cessaires :
la variable backward (β, partie droite de la Fig. 1) et les
variables γ et ξ, les deux dernie`res e´tant obtenues a` par-
tir des variables forward et backward. Nous proposons ci-
apre`s l’extension de ces variables dans le cadre du TBM.
Induction backward cre´dibiliste : En utilisant la











b [Ot]  (Sj)q
Ωt
a [Sj ](Si)  (8)
Comme seulement q
Ωt+1
a [Si](Sj) est connue (i.e. la com-
monalite´ de Sj a` t+ 1 conditionnellement a` Si a` t), il est
ne´cessaire de de´river q
Ωt+1
a [Sj ](Si). Pour cela, on applique
le principe de vraisemblance ge´ne´ralise´ [10] (en passant par





a [Si] est connue. Ainsi, a` partir de pl
Ωt
a [Sj ], la
distribution recherche´e q
Ωt+1
a [Sj ] est calcule´e [10].
Variable γ cre´dibiliste et lissage : Le filtrage hors
ligne est nomme´ lissage. Pour cela, on de´finit la variable
cre´dibiliste qΩtγ obtenue par l’observation jointe des va-








obtenues ∀Si ⊆ Ωt. La variable cre´dibiliste q
Ωt
γ est aussi
utilisable pour de´terminer le «meilleur » e´tat courant s∗t a`
t conditionnellement aux observations : s∗t = argmax si∈Ωt
BetP{mΩtγ }(si), ∀1 ≤ t ≤ T (BetP donne´e par Eq. (3)).
Variable ξ cre´dibiliste, apprentissage : Cette va-
riable donne la FdC jointe a posteriori de deux e´tats a`
deux instants successifs. Dans le cas probabiliste, ξ est uti-
lise´e pour estimer la matrice de transition. Dans le cadre




















Dans le cas « en ligne », q
Ωt+1
β (S) = 1,∀S ⊆ Ωt+1.
6 Viterbi cre´dibiliste
L’algorithme de Viterbi cre´dibiliste de´termine l’e´tat si ∈
Ωt−1 a` t − 1 (meilleur candidat courant) expliquant que
le dernier e´tat de la se´quence (meilleure hypothe`se cou-
rante) est sj a` t. L’e´tat de connaissance entre t et t − 1
est donne´ par Eq. (10) avec q
Ωt+1
β (S) = 1, ∀S ⊆ Ωt+1. Par
conse´quent, l’algorithme de Viterbi cre´dibiliste repose sur
la proce´dure forward.
Il est ne´cessaire de tester chaque hypothe`se sj ⊆ Ωt,
par conse´quent la BBA obtenue a` partir de Eq. (10) est
d’abord conditionne´e sur l’hypothe`se courante sj . Puis,
afin de de´terminer le meilleur candidat si, le re´sultat est









Le conditionnement est e´quivalent a` une CRC avec une
BBA cate´gorique m
Ωt−1×Ωt
j (sj) = 1. Par conse´quent, un
conflit peut apparaˆıtre refle´tant l’incohe´rence d’eˆtre dans
l’e´tat sj a` t. Nous notons Ct(sj) = 1 − m
Ωt−1
dec [sj ](∅) la
valeur de la cohe´rence a` l’instant t. La de´cision doit eˆtre
prise a` partir de la distribution de probabilite´ pignistique
(Eq. (3)) de´finie sur Ωt−1 a` partir de Eq. (11). L’espace
Ωt−1 est caracte´rise´ par un ensemble de cohe´rencesCt−1(si)
calcule´es a` l’instant pre´ce´dent qui sont inte´gre´es dans le
processus de de´cision a` t sur l’espace Ωt−1, en ponde´rant





Les cohe´rences sont normalise´es pour obtenir une dis-
tribution de probabilite´s a` partir de laquelle le choix du
«meilleur » candidat si est effectue´. Nous proposons aussi
de calculer un nouveau crite`re L2c(λ) utilisant l’algorithme
de Viterbi lors de la phase de de´codage de la se´quence. Ce
crite`re va inte´grer le conflit le long de la se´quence qui sera
de´termine´e par le backtracking. L’ide´e est que moins le
conflit est important sur le chemin d’e´tat, plus le mode`le
de CrHMM correspond a` la se´quence des observations.
L’Algorithme de Viterbi se de´cline donc en quatre e´tapes :




2. Induction : 2 ≤ t ≤ T − 1, ∀sj ∈ Ωt, ∀si ∈ Ωt−1
a) Calculer m
Ωt−1
dec [sj ] avec Eq. (11)
b) Pt[sj ](si) = Ct−1(si)BetP{m
Ωt−1
dec [sj ]}(si)
c) ψt(sj) = argmax si∈Ωt−1 [Pt[sj ](si)]
d) Ct(sj) = 1−m
Ωt−1
dec [sj ](∅)
3. Fin : s∗T = argmax ∀sj∈ΩT [max∀si∈ΩT−1 PT [sj ](si)]
4. Backtracking :








ou` «← » est une affectation mettant a` jour le second
crite`re de reconnaissance lors du backtracking (∀t).
Transition et de´tection d’ambigu¨ıte´ - La mesure
de cohe´rence est utilise´e pour de´tecter des proble`mes d’am-
bigu¨ıte´ lors de la phase de de´cision (e´tape 3)) en imposant
la probabilite´ (e´tape 2b)) a` eˆtre supe´rieur a` σ = 1/N .


















































Fig. 2 - (haut) Sortie du me´lange Gaussien (points bleus) et lissage
par la variable cre´dibiliste γ (rouge, gras). (Bas-gauche) Re´sultat
du Viterbi cre´dibiliste (CrHMM). (Bas-droite) Viterbi probabiliste
(HMM). Ve´rite´ terrain : course (e´tat 1) sur [12, 65], saut (e´tat 2) sur
[66, 103], chute (e´tat 3) sur [104, 154] (pas d’action « rele`ve » ici).
7 Illustration
Le lissage, la classification a posteriori et l’algorithme de
Viterbi sont illustre´s. Nous utilisons des donne´es de´crites
dans [7, 4] concernant la reconnaissance de trois sauts
d’athle´tisme (activite´s) : saut en longueur, a` la perche et
en hauteur. Chaque activite´ est mode´lise´e par un HMM
et un CrHMM compose´s de 4 e´tats (actions) avec Ωt =
{course, saut, chute, rele`ve}. A chaque image d’une vide´o,
des caracte´ristiques sont extraites et une vraisemblance
sur chaque action est calcule´e a` partir des me´langes Gaus-
siens. Les vraisemblances sont transforme´es en FdC en
utilisant Eq. (2). Les parame`tres des HMM sont estime´s
avec l’algorithme Baum-Welch [6] sur la moitie´ de la base
(30 vide´os). Dans cet article nous avons propose´ des va-
riables pouvant servir a` l’apprentissage mais il n’existe pas
d’algorithmes d’apprentissage proprement dits. Nous pro-
posons de transformer les probabilite´s conditionnelles en
BBA consonantes conditionnelles [1] qui sont ensuite af-
faiblies contextuellement [3] pour diffuser les masses sur
les sous-ensembles.
Lissage - On utilise la variable cre´dibiliste γ (Eq. (9))
combinant les effets des variables forward et backward afin
de lisser (filtrage hors ligne) une BBA bruite´e. La Fig. 2-
haut montre l’e´volution des probabilite´s pignistiques avant
(points, bleus) et apre`s (trait rouge, gras) lissage.
Infe´rence - On applique l’algorithme de Viterbi sur
les donne´es bruite´es (points bleus pre´ce´dents) dans le but
de de´terminer la se´quence d’e´tat la plus probable. Les re´-
sultats montrent clairement la supe´riorite´ de l’algorithme
cre´dibiliste (Fig. 2-bas-gauche) sur son homologue proba-
biliste (Fig. 2-bas-droite) graˆce notamment au doute qui
permet de rendre la prise de de´cision plus robuste. On voit
aussi apparaˆıtre les instants ambigus (impulsions, en vert)
correspondants aux cas ou` la probabilite´ de l’e´tat choisi
est infe´rieur a` σ = 1/N = 0.25.
Classification - Pour e´valuer la performance du cri-
te`re de reconnaissance L2c (Viterbi cre´dibiliste), nous pro-
posons de classer 26 vide´os (3000 images) de sauts a` la
perche. Chaque vide´o est traite´e par les trois mode`les
de HMM et les trois mode`les de CrHMM (un par acti-
vite´). On note λ1, λ2 et λ3 les mode`les de saut en lon-
gueur, en hauteur et a` la perche respectivement. Nous
comparons le crite`re L2c (λ
∗ = argmin k={1,2,3} L
2
c(λk))
au crite`re de vraisemblance maximum a posteriori (Ll,
λ∗ = argmax k={1,2,3} Ll(λk)). Le taux de bonne classi-
fication est de 81% pour les CrHMM contre 58% pour
les HMM. Nous calculons aussi la moyenne des e´carts
entre les deux meilleurs mode`les dans le cas CrHMM et
HMM pour quantifier la « discrimination » entre les classes
(ide´alement l’e´cart est de 100%). On obtient 7% pour le
CrHMM contre 1% pour le HMM montrant la perfor-
mance du CrHMM.
8 Conclusion
Les algorithmes forward-backward et Viterbi des Mo-
de`les de Markov Cache´s (HMM) ont e´te´ reformule´s dans le
cadre du Mode`le des Croyances Transfe´rables (TBM) me-
nant aux Mode`les de Markov Cache´s Cre´dibilistes (CrHMM).
Cette extension permet de be´ne´ficier de la puissance des
HMM et de la ge´ne´ricite´ des fonctions de croyance. Les
commonalite´s permettent d’obtenir des e´quations proche
des e´quations probabilistes (dans la forme). Le TBM per-
met d’expliciter le doute et le conflit, celui-ci e´tant notam-
ment exploite´ pour l’infe´rence de mode`les. Des tests sur
des vide´os d’athle´tisme (pour classer les types de sauts)
ont montre´ des re´sultats prometteurs. Nos travaux futurs
sont oriente´s vers l’apprentissage des CrHMM.
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