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Abstract
In recent years convolutional neural networks have enjoyed great success. Especially in
the field of object recognition great leaps forward have been made. Researchers were able
to exploit the object detection features from such networks for many useful and interesting
applications like sentiment analysis and information retrieval. Unfortunately, many times
the importance of style is not being considered adequately in these systems. This is partly
because style is a concept that is difficult to define and labeled data is scarce. Recent
developments in texture synthesis and style transfer, however, sparked new interest in the
field. In particular feature correlations from convolutional neural networks, which were
trained on object recognition, have been shown to work well on these tasks. I propose
that such techniques can help in classifying style. In the course of this thesis I setup a
experiment to show that this is indeed the case. Furthermore, I show that the performance
of the CNN and the depth of the layer from which the feature correlations are taken from
influences the classification performance.
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Chapter 1
Introduction
1.1 Motivation
Like every master thesis, this one started with the search for a topic. Image processing
and especially image sentiment analysis is a highly interesting and useful topic. Especially
the work of Borth [7] is a very inspiring one. He trained a deep convolutional neural
network (DCNN), a state-of-the-art learning algorithm in computer vision, on images
and adjective/noun pairs. That is, an image plus, for example, the term beautiful rose.
With this technique the researcher obtains a classifier that is able to predict the sentiment
present in an image (figure 1.1). Despite the good results 1 in the academic context the
results may not be sufficient for use in real world applications.
Figure 1.1: Sentiment prediction on images using [7]. For each image the top 10 pre-
dictions are shown. The true label is colored in red.
In 2015 another paper enjoyed great attention from the computer vision community. A
paper from Gatys et al. [13] that proposed an algorithm that was able to transfer the style
of one image onto another one. After I inspected this paper in detail I understood two
important facts. Firstly, a CNN trained on image recognition learns to be style invariant.
Secondly, it is possible to recover a sort of a style representation from that same Neural
Network (how exactly this works will be explained in this thesis).
1With 1200 adjective/noun pairs 14.3% accuracy in the top 1 and 44.3% in the top-10.
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I knew that the approach of Borth [7] was based on a pre-trained neural network which was
originally intended for image classification. However, sentiment is not always dependent
on the content of an image. Yes, in figure 1.2 (left), the lines and edges give away the
sentiment of the image: a happy smile. However, in figure 1.2 (center) there are no shapes
that make up the sentiment. The same tree could be photographed during a bright day
and the message would be a completely different one (figure 1.2 right).
Figure 1.2: Sample images carrying different sentiment. Left: Happy girl. Center:
Scary forest. Right: Friendly forest.
I understood that sentiment analysis approaches based on Neural Networks, which were
trained for object recognition, had an intrinsic limitation. The style of an image, which
is important in some cases, would not be considered adequately. I therefore looked into
style classification with the ultimate goal of improving sentiment analysis. I saw in this
topic the wonderful opportunity to acquaint myself with neural networks and get a deep
understanding of this promising field!
1.2 Objective
The objective of this thesis is to improve the current state-of-the-art in style classification.
In particular by applying feature map correlations, as introduced by Gatys et al. [14], to
this field. As this is a new approach this thesis measures the effectiveness and applicability
of this approach on two different data sets. Additionally, as feature map correlations can
be taken from different layers of a neural network, I evaluated how this choice impacts
the performance. While these are the short term goals of the thesis, I hope that this work
contributes to better sentiment analysis systems in the long run.
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1.3 Contribution
In the pursuit of meeting the objective the contributions made in this thesis are threefold.
Specifically,
• ...the development of a novel algorithm to classify style
• ...an analysis of DNN feature map correlations as style descriptors and, in particular,
the importance of the layer from which the feature map correlations are taken from
• ...a comparison of the feature map correlations between two neural network archi-
tectures. Namely, the AlexNet and the VGG-19.
Chapter 2
Background and Definitions
This thesis is based on previous research and technology. In order to make this document
self contained these technologies are described here.
2.1 Artificial Neural Networks
Artificial neural networks (ANN) are biologically inspired mathematical models that carry
out inference on data. These models have been successfully applied in many pattern recog-
nition tasks like object recognition, speech recognition or control systems. Such ANNs
lay the basis for this research.
Complex information has always been an obstacle for machine learning. The high number
of dimensions lead to a phenomenon known as "the curse of dimensionality". It refers to
the fact that the number of data points required for learning grows exponentially with
the number of dimensions. Therefore, machine learning practitioners have always been
striving to extract only the most necessary information from data - so called features.
Imagine, for example, one wants to tell apart a cherry from a brown nut. In an image,
which is made up of three variables, the red, green and blue channel, the color information
is highly useful. However, when one wants to tell apart the different letters in the alpha-
bet, a black and white image is preferable. It carries sufficient information and is, at the
same time, in a lower dimensional space (one variable instead of three). The process of
converting a higher dimensional space into a lower one, while preserving the meaningful
information, is called feature extraction.
Because this topic is so important and crucial for the success of an algorithm machine
learning practitioners spend enormous effort on hand crafting such features. Unfortu-
nately, for complex problems like object recognition, it is extremely difficult to come up
6
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with meaningful features. In such cases previous approaches to develop these features
manually have failed.
"Coming up with features is difficult, time consuming and requires expert knowledge."—Andrew
Ng
Our brains, however, appear to have mastered this process. Most of us are able to see,
hear or taste amazingly well. The brain is able to handle a flood of data and deduce
abstract concepts. But it doesn’t stop there, with primal skills. Even in problems, which
the brain has not encountered in its evolution, like reading, it is able to learn, adapt and
recognise patterns. It is for these reasons that studying the functioning of the brain is of
such immense value! When Yann LeCun demonstrated some of the promising results of
ANNs in a symposium entitled "frontiers in computer vision" at MIT in August 2011 his
talk was entitled:
"5 years from now, everyone will learn their features (you might as well start now)"—Yann
LeCunn
Humans receive stimuli from the outside world through receptors. The signal is then
passed on to our brain. Our brain processes this information and triggers so called effec-
tors to perform some actions (e.g moving muscles).
Interestingly, this impressive computational power which our brain possesses ultimately
stems from a network of relatively simple processing units, so called neurons. This bio-
logical neural network, which is made of approximately 86 billion of such neurons [4] and
evolved over a period spanning more that 6 million years [24], gives us the ability see,
hear, feel and ultimately makes us who we are.
2.1.1 Artificial Neuron
The spanish scientist Santiago Ramón y Cajal, cowinner of the 1906 Nobel Prize, was
the first to discover that the brain is not made of a single mass of tissue. Instead he
identified the unitary nature of neurons. The simplest components of a neuron are the
dendrites, the cell body and the axon as schematized in figure 2.1 (a). The dendrites
receive electrical stimuli from other cells. The cell body processes these signals and sends
the result through its axon to other cells, i.e other neurons. This process repeats across
a whole network of neurons and ends in the complete processing of a signal.
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This biological process has been formalised in a mathematical abstraction by Warren
McCulloch and Walter Pitts in 1943. The so called McCulloch-Pitts-Cell [31], as shown
in figure 2.1 (b), receives m+ 1 input signals, xm+1, from other neurons. Since in biology
the dendrites transmit signals differently well, the McCulloch-Pitts model assigns a weight
to each of those m + 1 input signals wm + 1. The Cell body is simulated by taking the
sum of all these inputs. A non-linear function taken of the sum of inputs decides the final
output that is send through the axon.
(a) Illustration of a simple biological neuron (b) McCulloch-Pitts-Cell or artificial neuron
Figure 2.1: Biological and artificial neurons side by side
2.1.2 Multi-layer Neural Network
A single artificial neuron, also called a perceptron, can compute simple, linear decision
boundaries. However, it cannot model more complex or non-linear decision boundaries
such as the XOR function, as noted by Minsky and Papert [33]. But the biological brain
is not made out of independent single neurons. It is a complex network of neurons.
Interestingly, Hornik et al. [20] were able to prove that neural networks with multiple
layers are able to approximate any function at any degree of accuracy.
Current artificial neural networks are setup in layers of neurons. This means that neurons
of the same layer are not connected to each other. A neuron is only connected to neurons
of the previous layer. In fact, it is connected to all the neurons of the previous layer. The
only exception is the first layer, which is not a neuron in McCulloch and Pitts’ fashion,
but simply the input values to the network. This specific layer is called the input layer.
The final layer is called the output layer whereas all layers in between are the so called
hidden layers.
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Figure 2.2: Single (one hidden) layer artificial neural network
2.1.2.1 Forward Propagation
When a neural network computes the inference of some input data it performs a process
called forward propagation. The process begins at the first hidden layer. Each neuron of
this layer calculates its activation based on its weighted inputs. Once the calculation for
each neuron has finished the computation moves on to the next layer where the process
repeats until the output layer is reached. The activations of the neurons are propagated
forward, hence the name.
2.1.2.2 Softmax
In a classification problem, each neuron in the last layer represents a category. The
output value of that neuron says how probable it is that the input data belongs to a
certain category. In the hidden layers the neurons use a non-linear function like the
Sigmoid or ReLU [35] to calculate their activations. This approach, however, does not
take into consideration the other neuron’s activations and therefore does not represent a
probability distribution. For that reason one utilizes the so called Softmax function, as
shown in equation 2.1, in the output layer. The Softmax function takes any k-dimensional
vector z of real values and squishes it into a k-dimensional vector z2 of real values ranging
between 0 and 1. In equation 2.1, zi is the sum of the weighted inputs of neuron i. Pi is the
resulting probability that the input belongs to class i as represented by this neuron.
Pi =
expzi∑
j exp
zj
(2.1)
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2.1.2.3 Training Neural Networks
Training Objective
The forward propagation mentioned in section 2.1.2.1 only performs good inference when
the neural network is properly trained. That is, when the weights that connect the neurons
are well configured. Initially this will not be the case and the neural network will make
wrong predictions. Training in this case refers to automatic configuration. Before one is
able to perform such training, one first has to quantify the mistake the neural network
made with its prediction. Or, in other words, how wrong was the prediction?
This is done by defining a loss function with respect to the training set. A popular
loss function is the squared error function as shown in equation 2.2. In this equation yc
refers to the output of neuron number c of the last layer of the network. The variable tc
is the identity function applied to the true label of the of the data point (see equation
2.3).
E =
1
2
∑
c
(yc − tc)2 (2.2)
tc =
1, if t = c0, otherwise (2.3)
In simple terms, if all neurons of the final layer agree with the ground truth (true label),
this function will be 0. No mistakes made. But, the further they deviate from the ground
truth the greater the squared error.
A good configuration for the neural network is one where the loss function is as close to
0 as possible for all data points in the training set. Therefore, the overall objective of the
training phase is to minimize the loss function.
Alternatively, one can use the cross-entropy error function (equation 2.4). It follows the
same idea as the Squared Error function and poses the training phase as a minimization
problem. However, as Golik et al. [15] showed, the cross-entropy error function can lead
to quicker convergence and is therefore preferred by some practitioners.
E = −
∑
c
(tc ∗ log yc)2 (2.4)
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2.1.2.4 Gradient Descent
One algorithm that can minimize functions, such as the error function, is the gradient
descent. The algorithm starts with initial, often random, parameter values and iteratively
adjusts those parameters to minimize the function.
For better understanding, equation 2.5 shall be used as an example. As shown in figure
2.3 the surface of this function lies in R3 with its global minimum at (0, 0). If the initial
parameters were (−0.6, 0.6) then the z-value, or in our case the loss, would be 1.08, as
shown by point A in the figure. Visually one can see that if x and y where adjusted
towards 0 then point A would slide down towards the global minimum.
f(x, y) = x2 − x ∗ y + y2 (2.5)
−1 −0.5 0 0.5 1−1−0.5
0
0.5
1
0
1
2
3
A (−0.6, 0.6, 1.08)
x
y
z
0
0.5
1
1.5
2
2.5
3
Figure 2.3: Surface plot of equation 2.5
For a computable algorithm, however, we need a mathematical way to determine the ideal
direction of change. Luckily simple calculus provides us with the tools we need. By taking
the partial derivatives (equation 2.6 and 2.7) of f at point A we can determine in which
direction the next local minimum lies.
In regards to training neural networks the idea is to perform this algorithm for each weight
of each neuron. That is, we are interested in the gradient of the loss function E with
respect to wlji, j being the neuron in layer l and i the incoming weight for that neuron.
Or, more formally, ∂E
∂wlji
. With this information it is possible to change each weight in a
way that minimizes the loss.
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A
−1 −0.5 0 0.5 1−1
0
1
x
y
∂f
∂x
= 2x− y (2.6)
∂f
∂y
= 2y − x (2.7)
~∇A =
( ∂f
∂x
∂f
∂y
)
=
(
2x− y
2y − x
)
(2.8)
Figure 2.4: Left: Visualization of the gradients at different points. Right: Equations
of the partial derivatives and final gradient.
2.1.2.5 Backpropagation
Calculating the partial derivative for the weights of the output layer is straight forward. In
the last layer the loss, which is required for the derivative of a particular neuron, is easily
computed using the loss function. However, for neurons in the hidden layers the loss is
not as easily computed. As displayed in figure 2.5 the error, which a neuron from a hidden
layer contributes to the total loss, is spread across several neurons of the succeeding layers.
In essence, the backpropagation algorithm is concerned with finding the derivatives
for neurons of the hidden layers by taking the error from higher layers and successively
propagating it backwards through the network.
Considering a neural network as shown in figure 2.2, the partial derivative with respect
to the weights of an output neuron, ∂E
∂wlji
, is calculated as follows:
∂E
∂wji
=
∂E
∂aj
∗ ∂aj
∂zj
∗ ∂zj
∂wji
(2.9)
Where as E = 1
2
∑
c(yc − tc)2 is, as mentioned before, the loss function.
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Equation variables
wji: is the ith weight coming into neuron j
aj: is the activation function applied to zj
zj: is the weighted sum of inputs to neuron j E.g: sigmoid(zj).
L: output layer
(a) Visualization of the gradients of the output
layer
(b) Visualization of the gradients for a neuron
in the hidden layer
Figure 2.5: Different stages of the backpropagation algorithm
The partial derivatives from equation 2.9 are visualized in figure 2.5a. As we can see
taking the partial derivate ∂E
∂aj
is simple because we know the error function. In a neural
network with two output neurons the functions would look like the following:
E =
1
2
(y1 − z1)2 + 1
2
(y2 − z2)2 (2.10)
∂E
∂aj
= 2 ∗ 1
2
(y1 − z1)2−1 − 1 + 0 (2.11)
However, the situation changes when moving onwards to the hidden layers. How to
quantify the error from a neuron of a hidden layer? The backpropagation algorithm has
an answer for that. Specifically, it says that, in this case, ∂E
∂aL−1j
is equal to the weighted
sum of the next higher neurons’ gradients. Or, in mathematical terms:
∂E
∂aL−1j
=
∑
j
(wLj ∗
∂E
∂aLj
) (2.12)
As we can see, it is necessary that we need to start with the output layer, compute
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the gradients and then move layer by layer backwards until we reach the first layer. Even-
tually the error gradients are back propagated through the whole network. With these
gradients we can adjust the weights towards a better prediction performance.
2.1.2.6 Training algorithm
In the previous sections 2.1.2.4 and 2.1.2.5 we have laid the basic mathematical concepts
which are necessary to train a deep neural network. In practice, however, there are a few
additional points that need to be considered for an efficient training.
Instead of using only one (or all) samples of the training set to calculate the prediction
error, we use a random subset. In neural network terms these are called batches. This
strategy is called stochastic gradient descent (SGD) and has the advantage that we can
choose the batch size in such a way that we maximize CPU/GPU utilization.
In essence the training algorithm algorithm begins the process by setting random val-
ues for the model parameters P (weight and biases). Then it forward feeds a randomly
selected batch of training samples X through the network. From the result and the re-
spective labels y of this batch the algorithms computes the prediction error. After that
the corresponding gradients will be sent back through the network. For each parameter
an adjustment delta will be computed. This is usually the gradient multiplied by some
learning rate α for better control. The next step is to actually perform the adjustment of
those parameters. Finally, this process is repeated until some convergence criteria is met.
This can be number of iterations or prediction accuracy, for example. The pseudo code
in algorithm 1 summarizes process.
Stochastic Gradient Descent Input Variables
P : weights and bias parameters
(X, y) : input to the network X and the associated label y
batch_size : number of training set samples per batch
α : learning rate
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Algorithm 1 Stochastic Gradient Descent
1: procedure SGD(P,X, y, batch_size, α)
2: P ← random values
3:
4: repeat
5: X_batch, y_batch← next_batch(X, y, size=batch_size)
6: network_state← ForwardPass(X_batch, P)
7: error ← LossFunction(network_state, y_batch)
8: P_gradients← BackPropagation(error)
9: ∆P ← −αPgradients
10: P ← P + ∆P
11: until convergence criteria
12: end procedure
Additionally, the SGD algorithm usually takes advantage of yet another configuration
variable called the Momentum. Because of the random nature of the batches the gradient
descent can jitter. By taking the running average of the gradients over time, i.e the
momentum, this effect can be reduced. Hence, the final parameter update statement is
∆P tij = −α ∂E∂P tij + β∆P
t−1
ij , with t being the iteration and β the Momentum.
2.1.3 Convolutional Neural Networks
Neural networks with many layers, so called deep neural networks, are extremely powerful
in their capacity to draw conclusions from complex data. However, due to their depth
they have very large amounts of parameters which complicates learning. Training this
amount of parameters was infeasible for a long time, until Hinton et al. [19] proposed an
unsupervised pre-training to mitigate those problems. The idea behind Hinton et al.’s
approach is that there is much more unlabeled data available than labeled. With the help
of such large amounts of unlabeled data a good pre-training can be performed before the
network is fine tuned with labeled data.
Another way to mitigate the necessity of large amounts of data is to incorporate knowledge
about the data. By this way one can create a neural network that has fewer parameters
by design - while still being deep. Based on findings in animal visual systems [21] new
architectures, namely convolutional neural networks (CNN), where designed. These net-
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work architectures incorporate three main ideas: local receptive fields, shared weights and
sub-sampling [28].
In computer vision groundbreaking results where achieved when Ciresan et al. [9] intro-
duced an algorithm to train such convolutional neural networks efficiently on graphic cards
(GPUs). In their 2011 paper [9] they significantly outperformed state-of-the-art results in
computer vision. Including data sets like the MNIST database [29], the NORB database
[30] , the CIFAR10 dataset[43] [25] and the ImageNet dataset [1].
To get an idea of how these impressive results where achieved we will describe the concepts
in the following sections.
2.1.3.1 Convolutional layers
If we look at natural images we can see that it is mostly an accumulation of small, locally
characterized patches. That is, patterns are local occurrences as opposed to global ones.
Of course, this is not the case for all data types. But when processing images we can
take advantage of this fact and reduce the number of incoming weights. So, instead of
connecting a neuron to all neurons in the previous layer we only connect it to a small
patch of them. Or, in technical terms, they have a local receptive field (see figure 2.6).
This technique lets the neurons focus on local structure while at the same time reducing
the overall parameters in the network.
Now, if the weights of a neuron learn to detect a horizontal edge, for example, then this
edge filter will be interesting for other parts of the image too. Hence, instead of restricting
those weights to only one single neuron, other neurons, which look at another locally patch
of the image, can reuse those weights. This technique is called weight sharing. In CNNs
neurons that share weights are arranged in a two dimensional grid so that their combined
receptive fields cover the whole previous layer / input image. The resulting activations
of this group of neurons is called a feature map. Within a neural network layer there can
be several such feature maps, all specialized on detecting different characteristics. For an
illustration see figure 2.6.
2.1.3.2 Pooling layers
A pooling layer down-samples the feature maps of a previous layer. There are many down
sampling function that can be used. Max-Pooling is the most common one.
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Figure 2.6: Convolutional neural network for traffic sign classification [8]. We can see
that there are multiple feature maps in layer L1, map0 to mapM1. Each neuron within a
feature maps shares the weights with a neuron of that map. Furthermore, the receptive
fields of some neurons are visualized by a purple square.
Max-Pooling divides the two dimensional feature maps into non-overlapping regions. From
these regions only the highest activation are kept. The most common configuration, which
is a filter size of 2x2 and a stride 2, would reduces a feature map by 75% (see figure 2.7).
It is important to note that the Max-Pooling operates independently on each feature map,
i.e. the depth of the output volume of the previous layer stays the same.
Figure 2.7: Illustration of Max-Pooling of a single 4x4 feature map. With a filter size
of 2x2 and a stride of 2 the resulting image is 2x2.
The intuition behind Max-Pooling is that, once a feature has been found, only its relative
location to other features is important. Its exact position, however, is of lesser significance.
With this assumption Max-Pooling significantly reduces the number of parameters of a
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neural network. This has a number of advantages, such as: faster training, reduced
overfitting and some translation invariance.
2.2 Subject Neural Networks
As described in the introductory section, this thesis is based on a technique that extracts a
style descriptor from an existing neural network which was trained on object recognition.
Since training a neural network is very resource intensive (data and computing power
wise) the deep learning community has set up Model Zoo, a neural network repository,
from which pre-trained models are freely available. In this thesis I evaluated two different
neural networks which will be described in here.
The AlexNet is the winner of the 2012 ILSVRC competition. At the time it surpassed
other methods by far. The available model was trained with the ILSVRC 2012 data set
and is, by todays standards, a relatively shallow network while still performing well. It
has only 5 convolution layer. As such the amount of parameters which need to be loaded
into memory is small.
In contrast to that the VGG-19 from the Oxford Visual Geometry Group has a very deep
architecture. This is reflected in a much bigger file size when downloading the pre-trained
neural network configuration. The benefit of this network is that it performs much better
than the AlexNet.
Table 2.1: Comparison between AlexNet and VGG-19
AlexNet VGG-19
Convolutional Layers 5 16
Fully Connected Layers 3 3
Model File Size 243.9 Mb 574.7 Mb
Accuracy 18.8% top-5 val. error 7.1% top-5 val. error
Both neural networks are based on the principals explained in section 2.1. For opti-
mization and quicker training, however, each of those neural networks employ further
techniques like response normalization, drop out and the differently fine tuned hyper pa-
rameters like learning rate or perceptive field. At this stage such details are not important
for the experiments. Nevertheless, the interested reader may have a look at the original
papers [26] and [42].
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The two neural networks where chosen because it is the objective of this thesis to evaluate
if the performance and depth of a neural network is important for the style descriptor.
AlexNet and VGG-19 oppose each other in this respect and are therefore great subjects
to be evaluated.
Figure 2.8: Simplified illustration of the AlexNet architecture. The number in brackets
refers to the number of filters in that layers.
Figure 2.9: Simplified illustration of the VGG19 architecture.
2.3 Metrics
During the thesis I evaluated the results using two main metrics. Accuracy and (mean)
average precision. This mainly stems from the reference paper which I compare to. For
the sake of completeness I introduce them here quickly.
2.3.1 Accuracy
Accuracy is simply the number of correctly classified samples, n_samplescorrect, divided
by the number of total samples, n_samplestotal.
accuracy = n_samplescorrect/n_samplestotal
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2.3.2 Mean Average Precision
Before we can understand average precision we first need to understand what the preci-
sion/recall curve is:
When performing a binary classification one of four situation can be the case:
1. True Positive - The positively predicted sample is indeed positive.
2. False Positive - The positively predicted sample is actually negative.
3. True Negative - The negatively predicted sample is indeed negative.
4. False Negative - The negatively predicted sample is actually positive.
Positive Negative
Positive True Positive(tp)
False Negative
(fn)
Negative False Positive(fp)
True Negative
(tn)
By counting the occurrences of each of those situations we can make a statement about
the relevance of the retrieved samples.
Precision
This refers to the fraction of correctly positively classified samples.
precision =
tp
tp+ fp
Recall
Recall refers to the fraction of positive samples which were indeed classified as posi-
tive.
recall =
tp
tp+ fn
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Precision/Recall Curve
Most classifiers return their results with some confidence measure. By changing this
threshold one can influence the precision and recall. Naturally, the more confident we are
about a prediction (precision) the more positive are left out. This, in turn, decreases the
recall. Typical curves looks like the ones in figure 2.10
Figure 2.10: Example precision / recall curves. Left: Example of bad AP where the
area under the curve is low. Center: Example of a good AP. Area under the curve is
large. Right: Unrealistic precision / recall curve. Classifier did not learn.
Since it is difficult to compare two values the area under the curve comes in handy. This is
called the average precision. Since in this thesis the classification problem is a multi-class
problem, we will have an average precision value for each class. The average of those is
the mean average precision.
Chapter 3
Related Work
This thesis is based on the previous work of Gatys, Ecker, and Bethge [14] who have
successfully described an effective way to synthesize textures using CNN. The impressive
results, which they have presented in their respective paper, use stationary summary
statistics to model the texture of an image. Those statistics are derived from the feature
maps of a CNN which was trained on an object recognition task.
3.1 Stationary Texture Models based on CNN
Summary statistics are a tool from the field of descriptive statistics [36] which has the
goal to describe the main features of a collection of information quantitatively, while not
being based on probability theory. They summarize a set of observations, in this case
image textures, in order to communicate the largest amount of information as simply
as possible. As such the arithmetic mean or standard deviation can be called summary
statistics. As we will see in the course of this section the term stationary is highly
important in the context of textures. It refers to the location independent character of
the summary statistics we extract.
The idea to use stationary summary statistics to describe the texture of an image is not
novel to Gatys et al. [14]’s paper. In fact Portilla and Simoncelli have described such a
technique in the early 2000 [40]. Portilla and Simoncelli, however, based their summary
statistics on hand-crafted features. In contrast to that Gatys et al. used the features of a
high performing CNN, the VGG-19.
The researchers of this paper use those statistics, which will serve as the texture model,
to compute a texture image based on an original input image. The process is relatively
22
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(a) Original (b) Synthesized
(c) Original (d) Synthesized
Figure 3.1: Synthesized textures based on
Synthesized textures based on [14] from http://bethgelab.org/ [27].
simple. They start off with a random noise image. From that image they compute
the texture model and compare it to the texture model of the original image. Using the
gradient descent technique, as described in section 2.1.2.5, they then manipulate the noisy
image in such a way that the texture model iteratively becomes more and more similar,
up to a desired threshold.
Based on Gatys et al.’s technique the team from Bethge Labs [27] have synthesized many
interesting textures. A small selection of those texture is shown in figure 3.1. As we can
see in these samples a texture can be described as a pattern that is repeatable and gives
little importance to the global arrangement of detail. This is different from a photograph,
for example of a person at a beach, where the location of a detail is crucial. Hence the
purpose of a texture model is to preserve local structure while disregarding the global
arrangement of an image.
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"Textures are per definition stationary, so a texture model needs to be agnostic to spatial
information."
— Gatys, Ecker, and Bethge [14]
The trick the team comes up with is to take correlations between feature maps in the
VGG network (trained for object detection) and use these correlations as a metric:
"A summary statistic that discards the spatial information in the feature maps is given by the
correlations between the responses of different features."
— Gatys, Ecker, and Bethge [14]
A CNN learns to compute a hierarchy of filter maps. But, even though they are non-linear
version of the input image, CNNs strive to maintain the overall arrangement of the pixels
as this is important for object recognition. If we imagine a face, for example, the spatial
relation between the eyes, nose and mouth is essential.
Interestingly, the stationary (location independent) texture model which Gatys et al. com-
pute is based on non-stationary CNN feature maps. So, how does it become stationary?
Now, the texture model is simply the correlations between all features of a feature map.
Since the the correlation between two features is a single value, the spatial information is
necessarily lost.
Figure 3.2: Texture of a painting mixed with the content of another image [13]
Mathematically the feature correlations are given by the gram matrix of size NxN where
N is the number of feature maps. That is, if we have N feature maps of size KxK
pixels, which is a tensor of size F = (N,K,K), we need to reshape this tensor into shape
F = (N,K2). From there we can calculate the stationary texture model, or gram matrix,
by F ∗ F T . This results in a symmetrical matrix of shape NxN .
Therefore, the iterative process to synthesize textures, which was described at the begin-
ning of this chapter, ultimately uses gradient descent in order to generate images with
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similar Gram matrices.
Fascinatingly, this approach can be even be used for texture transfer. The same authors
went further from there and published another paper [13] where the gradient descent
objective is not only to find and image with a similar gram matrix but a combination
of the gram matrix and the CNN features. Or, in simpler terms, between texture and
content. Whereas the texture model comes from another image than the content features.
Samples of their results are shown in figure 3.2
Figure 3.3: Schematic approach to synthesize texture according to [14]
3.2 Interpretation
The results of the style transfer algorithm, as shown in figure 3.2, suggest that the features
of a CNN, which is trained on object recognition, is only capturing content; irrespective of
the style of the image. Without this property Gatsy et al.’s algorithm would not be able
to apply style to a target image without disrupting its content. In essence: CNN features
capture content. The gram matrix captures style. Interestingly, this capability (the
separation of content from style) is learned automatically during the networks training
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phase.
(a) Day (b) Winter (c) Sunset (d) Night
Figure 3.4: Castle Neuschwanstein in different lightings
In the authors words:
"All in all it is truly fascinating that a neural system, which is trained to perform one of the
core computational tasks of biological vision, automatically learns image representations that
allow the separation of image content from style."
— Gatys, Ecker, and Bethge [13]
Their interpretation for this behavior of the network is that in order to recognize an
object the neural network gets to see the object in many different variations. Especially
different styles and lighting conditions. In order to robustly identify an object the network
must become invariant to these changes [13]. This is exemplified in figure 3.4 where the
castle "Neuschwanstein" was photographed at different times of the day and year. We
can clearly see that it is the same castle in all images even though the style changes in all
of them. In one image the castle is covered in patches of snow whereas in the night scene
the castle’s windows shine. The same applies, even more amplified, to the forest below
the castle. The authors even go a step further and relate these findings back to human
nature:
"Thus, our ability to abstract content from style and therefore our ability to create and enjoy
art might be primarily a preeminent signature of the powerful inference capabilities of our visual
system"
— Gatys, Ecker, and Bethge [13]
.
This is a highly interesting insight for the research topic of classifying style! As we will
see in the next chapter the current state-of-the-art approaches mainly use CNN features,
which we now know has inherent limitations.
Chapter 4
State of the Art Review
Neural networks, although relatively old in its essentials idea, have only recently started
being competitive with other machine learning techniques. In 2010 the winner of the
ImageNet Large-Scale Visual Recognition Challenge (ILSVRC), the industry standard
for evaluating image classification algorithms, was a high-dimensional but shallow feature
encoding approach [39]. However, beginning from 2012 where a algorithm by [26] won the
competition by a wide margin, deep convolutional neural networks enjoy great success and
mark the state-of-the-art in image and video recognition tasks [26], [44], [41], [42]).
Due to the availability of large and publicly accessible image repositories such as ImageNet[1]
and the rise of high-performance computing systems such as GPUs research in this field
has surged. This inspired Hafemann et al. to inspect DCNNs for the classification of
textures. In [17] he achieved very good results on the classification of simple textures
using transfer learning. In transfer learning one takes an already trained neural network
and applies it to a different, but similar, task. The idea is that by reusing the knowledge
representation which were learned are useful to a similar task where only a small data set
is available, which is not sufficient for ground up training. This approach worked well!
But, style is a far more complex matter than textures. In fact, even the exact meaning
of the word style is quite difficult to grasp. The Oxford dictionary defines it as "a way
of painting, writing, composing, building, etc., characteristic of a particular period, place,
person, or movement.". Maybe it is because of this ambiguity that there has been quite
little research in the field of style identification.
However, there is some research on tasks which require style classification in one way or
the other; even though the researchers themselves may not be aware of it. Borth [7],
for example, trained a CNN with adjective/noun pairs (e.g "beautiful rose") to perform
sentiment analysis. This is surely a task in which the style of an image does play some
role (see Motivation).
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Similarly, there were attempts to capture the memorability of an image [3]. This research
was continued by Gygli et al. [16] who introduced a hand crafted set of features like
colorfulness, complexity and contrast to predict the interestingness of an image.
In regards to image aesthetics Datta et al. [10] crafted visual features in order to predict
image ratings. Some of the designed features included knowledge from artistic teachings
like rule of third and colorfulness. A similar approach was taken by Li2 [2] to predict
the aesthetic quality of 100 impressionist paintings and compared them to decisions of
humans.
Encouraged by good results on those scenarios, albeit highly limited, Dhar et al. ap-
proached more complex data sets in order to predict interestingness. In their paper [11]
they collected a data set of 40000 images of much greater variety from Flickr. Further-
more, they combined low level visual features with content descriptors for their classifi-
cation.
Shortly after, in 2012, Murray et al. [34] published the AVA data set to encourage re-
search in this field. This data set contains images with labels such as "Silhouettes",
"HDR" or "Duotones". Consequently Karayev et al. [23] performed an extensive study
on several data sets including the AVA data set and two of their own data sets. One
of them containing images from Flickr and another one based on artistic paintings from
wikipaintings.org. Their 2013 paper compares the classification results of several types
of features and feature combinations.
They hypothesize that image style is highly related to content. Consequentially they
propose a very complex, brute force like procedure to combine many of the different
features which they have available. Their approach can be divided into two stages:
First Stage
The first stage is a straight forward approach. They have a set of different features for
which they train separate classifiers. In particular their features are comprised of:
1. Color histogram: A standard L*a*b color histogram feature computed on the
whole image. For detail please refer to [38].
2. GIST: A set of features known for their good performance on scene classification
as described in [37]. The vector is 960 dimensions large.
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3. Visual saliency: Features originally developed to identify points of fixation /
interest (in terms of human vision) in images [18]. This feature is 1024 dimensional.
4. MC-Bit: Meta class binary features (MC-Bit) is comprised of a linear combination
of many popular features like SIFT, GIST, etc. It can be seen as "hand crafted"
deep, 15.000 dimensional, feature vector [5].
5. DeCaf6: Are the feature map activations of a DCNN. In particular the second last
layer of a neural network called CaffeNet. which is very similar to the AlexNet. The
DeCaf6 layer and has 4096 dimensions.
In their paper they evaluate all these features for the AVA data set. The best results
where achieved using DeCaf6 and MC-Bit. For the Flickr and Wikipaintings data set,
then, only those two where further evaluated. Table 4.1 shows the results for the Flickr
data set:
DeCaf6 MC-Bit
Bokeh 0.253 0.248
Bright 0.236 0.183
Depth of Field 0.152 0.148
Detailed 0.277 0.278
Ethereal 0.393 0.335
Geometric Composition 0.355 0.360
HDR 0.406 0.475
Hazy 0.451 0.447
Horror 0.396 0.295
Long Exposure 0.457 0.463
Macro 0.582 0.530
Melancholy 0.147 0.136
Minimal 0.444 0.481
Noir 0.481 0.408
Pastel 0.245 0.211
Romantic 0.204 0.185
Serene 0.257 0.239
Sunny 0.481 0.453
Texture 0.227 0.229
Vintage 0.273 0.222
Table 4.1: Part of the results from the reference paper on the Flickr data set. The values
correspond to the average precision (AP).
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Second Stage
The second stage builds upon the first stage with the goal to further enhance the accuracy.
In the first stage the results where based on traditional object classification features. In
the second stage the features are created by fusing confidence measures from previous
classifiers (stage 1). Concretely,
1. Fusion: The confidence measures from the classifiers of the previous stage are used
as features for a second-stage classifier.
2. Content: This feature corresponds to the class confidence measure of an object
classifier. They train a one-vs-all classifier on the PASCAL data [12] set on the
labels “animals”, “vehicles”, “indoor objects” and “people”. They argue that those
labels are discriminative for images with different styles. The confidence of these
four classifiers for each of the final images are taken as new features.
3. Fusion × Content: Finally, they combine the features Fusion and Content taking
the outer product.
Please refer to figure 4.1 for an overview of the different steps:
Figure 4.1: Approach of the state-of-the-art reference paper.
Since the best results in the reference paper are obtained using "Fusion × Content" all
my results will be compared to the results of this feature.
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In essence, Karayev et al. [23] suggest that the style of an image depends on the content
and, to provide evidence for this hypothesis, they present figure 4.2 that show the corre-
lation between the content classifier and style. The good results they achieve backs up
this thesis.
Figure 4.2: Approach of the state-of-the-art reference paper.
Despite that fact, though, I claim that content features alone are not enough. I propose
that texture models are useful in style classification as well. Furthermore, I show how
content descriptors and texture models can be combined to achieve unprecedented levels
of accuracy.
Chapter 5
Proposal
5.1 Data sets
To compare my results I have decided to work with two data sets which where also used
by the state-of-the-art approach [23]. Both data sets are very interesting because both
are related to style while containing very different types of images. One is about artistic
paintings. The other data set is about real images. The following chapter describes those
two different data sets in details.
5.1.1 Wikipaintings
The first data set is comprised of a set of paintings. The authors of Karayev et al. [23]
collected 100.000 images from the art collection website www.wikipaintings.org. Kindly,
they published a .csv file with links to each image. With a python script I was able to
download the whole data set with no files missing. The number of files for each of the
classes is shown in figure 5.1.
Figure 5.1: Number of files for each art genre gather from wikipainting.org
As we can see the typical long tail problem occurs. There are a few genres with a huge
number of files and many other which are highly under represented. To have enough files
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per classes (genre) I chose, just like in the reference paper Karayev et al. [23], to select
only genres with 1000 or more paintings, which corresponds to exactly the top 25 genres
(see figure 5.2).
Figure 5.2: The names of the top 25 art genres with their file counts
The number of files for the first 25 genres amounts to 81109. However, I decided to
randomly select only 1000 from each genre, i.e 25000 image in total. This decision was
made for several reasons:
• To avoid a skewed data set
• Training and storing the intermediate files for the experiment was taking my machine
to the limits. More images would have made the research unfeasible.
To get an idea of the kind of images the data set is comprised of, figure 5.3 shows some
randomly selected paintings.
5.1.2 Flickr
The Flickr data was also provided by [23] in a .csv-file. Unfortunately, as of 1. March
2016, some of the links where not reachable on the Flickr website anymore. Figure 5.4
shows each class and the respective number of available images.
Yet, the missing images did not pose a problem. Because of the afore mentioned problems
when processing the images (limited computing power) I considered 2000 images per style
category to be sufficient.
On Flickr the users can select tags to categorize their images. Unfortunately the commu-
nity is much more relaxed than on wikipaintings.org. This led to often sloppily annotated
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Figure 5.3: Samples of different genres from the Wikipaintings data set
pictures. The noisy characteristics of those tags let the authors move to community cu-
rated groups. These groups are much more refined. For instance the Film Noir Mood
group is described as “Not just black and white photography, but a dark, gritty, moody
feel...”. From such groups 4000 images (originally) where retrieved for 20 style cate-
gories.
Despite this measure natural images pose much higher complexity than artistic paintings.
Unlike art, pictures can not always be placed in one or the other category. Often these
pictures belong to more than one style. A picture that belongs to the style Macro can
also belong to the group Bokeh. Or a picture belonging to Horror shares similarities with
the category Ethereal. Please refer to figure 5.5, which is has random samples from the
Flickr data set, for illustration.
In this data the labels are considered clean in the positive examples, but they may be
noisy in the negative examples. That is, a picture that carries the label Horror is indeed
a horrific image; but it may also belong to Ethereal, for which it is not labeled. This is
similar to the characteristics of the ImageNet data set [1].
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Figure 5.4: Flickr data set availability per style
5.1.3 Preprocessing
Naturally the original images came in different sizes. To reduce the disk space and to
allow a fair comparison among them I decided to scale them all to the same size. In the
following sections, when I speak about images, I am referring to the 200x200px scaled
versions.
5.2 Approach
As already mentioned in the section 1.2 (Objective) this thesis poses the following hy-
pothesis: the feature correlations 1 of a neural network 2, as proposed by [14], are useful
for style classification. If this is so, and we will see that they indeed are, then a number of
new questions arise. Namely, does the performance of the neural network matter? And,
from which layer should the features be taken from?
In order to evaluate these questions I set up a software pipeline using Python and Caffe
which will be described in the following sections.
1We are talking about a single layer in a Neural Network
2In this case a neural network which was trained on object classification
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Figure 5.5: Samples of different styles from the Flickr data set
5.2.1 Architecture
A high level overview of the architecture is visualized in figure 5.6. The first step is to
feed forward an image through a neural network. Through this process, besides obtaining
the class prediction, we also obtain the feature activations of the different layers. One
such layer can be chosen to be the source layer l.
When computing only a single image, i.e when the batch size is 1, then the feature map
activations of l come in the of shape (1 × Nl × Hl ×Wl), whereas Nl is the number of
feature maps for this layer, and Hl and Wl the width and height of the feature maps.
When vectorizing the feature maps we obtain the activation in the form (Nl ×Ml).
From this layer the system computes the gram matrix Gl ∈ RNlxNl , where Glij is the inner
product between the vectorized feature map Fi and Fj in layer l:
Glij =
∑
k
F likF
l
jk
Gl does therefore capture the feature correlations of layer l and thus represents the re-
quired stationary summary statistics to described the texture of the image as described
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in section 3.
To put the dimensions of such a gram matrix into perspective, lets assume we choose
layer l to be conv4 from the AlexNet. With the number of feature maps N l=4 = 384 the
gram matrix will have 384 ∗ 384 = 147, 456 elements. When using a 32 bit float value this
results in approximately 10GB for 20,000 images (size of the training set). A number far
too large for classification with a support vector machine (SVM) [6].
Following the gram matrix extraction we therefore need to reduce the number of elements
(features). Because of the symmetric nature of the gram matrix we can remove the
redundant part. Given that the diagonal of the matrix itself does not contain redundant
elements the final element count is P = N l∗N l
2
+ N
l
2
.
Despite reducing the number of elements to approximately half we still haven’t reached a
feasible amount that is small enough. I flattened this data into a one dimensional array
with P elements and tackled the problem using principal component analysis (PCA). Un-
fortunately, PCA is a very computationally demanding algorithm. Specifically, it requires
the formation of a covariance matrix C ∈ RP×P .
Again, if we take l = conv4 with N = 384, then P = 73920. With a 32 bit float P 2 takes
around 20GB of space.
This is unavoidable since P is the very parameter I intend to reduce. Because reducing the
space complexity is out of question, the next critical part is saving time. PCA is said to
have a time complexity of O(min(P 3, n3)) [22], with n being the number of samples. That
means that even though P is by far the most critical parameter, the number of samples
n, which are involved in the calculation, still has an effect. Especially when taking into
consideration that computing a 20GB covariance matrix requires heavily swapping data
between the RAM and the hard drive.
Interestingly, this means performing a PCA where the number of samples is much smaller
than the number of features, consequentially limiting the number of principal components
to n.
Taking all those factors into consideration, I decided to randomly select 100 samples from
each of the 25 classes; thus reducing the the number of features to 2500 3 4.
3W.r.t the Wikipaintings data set
4W.r.t the Flickr data set I chose 200 samples per class but then only taking the top 2500 components.
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From there on the system trains either solely on the gram matrix or, if desired, adds other
features before training / classification. In this scenario the second last layer of the neural
network (also called fully connected 7 or FC7) is commonly used because it contains
features describing the content of an image. If we do so, the style is classified based on
the style descriptors (gram matrix) and the content descriptors (fc7) together.
Figure 5.6: Novel approach to style classification illustrated.
5.2.2 Execution
For each data set I have decided to compare the gram matrices of five different layers from
the neural networks. In regard to the AlexNet, this corresponds to all the convolutional
layers in the network. But, with respect to the VGG-19, this relates only to a fraction
of the convolutional layers as there are 16 in total (plus 3 fully connected. See figure
2.9 - Subject Neural Networks). Comparing more layers would have been interesting.
However, the intense computing requirements for my experiments made this infeasible.
Despite this fact, though, we will see that comparing five different gram matrices is more
than sufficient to answer the questions posed by the hypothesis.
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In regard to the computing requirements, depending on the layer we take for calculating
the gram matrix, the file sizes range from 400MB (Conv1, 64 filters) to 42GB (Conv5,
512 filters). That is around 400GB for both the gram matrices for all the experiments.
Of course, there is no necessity to have them available all at once. After performing
dimensionality reduction on the gram matrices the whole data weighs around 13GB.
In effect I extracted the following features:
• Fully Connected 7 from VGG-19 (FC7)
• Gram matrices from Conv11, Conv21, Conv31, Conv41 and Conv51 from the VGG-
19. I will refer to them as VGG-Gram11, VGG-Gram21 and so on.
• Gram matrices from Conv1, Conv2, Conv3, Conv4 and Conv5 of AlexNet. I will
refer to them as AN-Gram1, AN-Gram2 and so on.
With this data at hand I was able to combine the features and see how it affects the style
classification performance. Please note that in the following I will use SVM(FEATURES)
to refer to the training of a SVM with some FEATURES. When I say FEATURE_1 +
FEATURE_2 then I do not refer to an addition but a concatenation of the two features
sets.
• SVM(FC7)
• SVM(VGG-Gram11), SVM(VGG-Gram21), SVM(VGG-Gram31), SVM(VGG-Gram41)
and SVM(VGG-Gram51)
• SVM(VGG-Gram11 + FC7), SVM(VGG-Gram21 + FC7), SVM(VGG-Gram31 +
FC7), SVM(VGG-Gram41 + FC7) and SVM(VGG-Gram51 + FC7)
• SVM(AN-Gram1), SVM(AN-Gram2), SVM(AN-Gram3), SVM(AN-Gram4) and SVM(AN-
Gram5)
Comparing these metrics, together with the results from the reference paper, allowed me
to evaluate the significance of each feature!
Now, each SVM requires the setting of a regularization parameter. Namely, the slack
variable C. For the SVM(FC7) I did a grid search. Since this takes around 20 minutes,
training the grid search for 5 different C takes around 1.5h.
I could have done the same for all other SVMs. However, that would not only be time
intensive but it would also blur the comparability. Hence I decided to do the grid search
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only for the first gram matrices, i.e for SVM(VGG-Gram11), SVM(VGG-Gram11+FC7)
and SVM(AN-Gram1) and reused these C values for this feature family.
Using this method I obtained the following values for C:
FC7 only C=0.001
Gram only (AlexNet and VGG) C=0.0001
FC+Gram (AlexNet and VGG) C=0.0001
Table 5.1: Slack variable C for different features
For each of the SVMs trained I then calculated the Mean Average Precision (see section
2.3).
5.2.3 Implementation
5.2.3.1 Hardware
For researchers interested in copying the approach I would like to give a few notes on the
hardware I used. This may help in planing the requirements.
To begin with, all the computations where down on a regular laptop with the following
specifications:
MacBook Pro, 2012
Processor 2.6 Ghz Intel Core i7
Memory 16GB 1600 MHz DDR3
Graphics NVIDIA GeForce GT 650M 1024 MB
It should be noted that I was lucky to have a laptop with a good amount of memory.
Training an SVM with such large feature vectors is memory intensive!
Furthermore, it is to be noted that the graphics card (GPU) was able to load the full
AlexNet neural network into its memory. This made the computation for the feature
activations quite fast. However, the VGG19, because of its depth, was too big. This slowed
down the experiments significantly. Luckily only feeding images forward is required and
so, despite being limited to the CPU, computation is nevertheless possible in acceptable
time.
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Lastly, disk space is essential. One needs to store large feature vectors before they can
be reduced using PCA. In my experiments it was necessary to oﬄoad data onto external
hard drives once in a while.
5.2.3.2 Software
The experiment set up can be implemented with any framework. For this thesis I used
the Caffe Deep Learning framework 5 and SciKit Learn 6 for further machine learning
functionality. Those two frameworks are very popular, fast, stable and actively main-
tained. I can highly recommend these frameworks for anyone interested in reproducing
the results.
Caffe - Deep Learning framework
Caffe is an open source Deep Learning Framework developed by the Berkeley Vision and
Learning Center (BVLC). The framework is known for its speed due to the efficient C++
implementation. However, it also offers interface bindings to popular, easier programing
languages like Python. Furthermore it offers an expressive architecture so that new neural
network architectures can be defined and trained without a singe line of code. This ease
of use made Caffe a very popular framework, especiaclly among academics.
Due to a broad community of Caffe users, already trained models are available online.
On the BVLC maintained Model Zoo 7 models from state-of-the-art papers are made
available. This is also the source of the two neural networks being compared in this
thesis. Namely, the AlexNet and the VGG-19 neural networks.
Implementation Caffe’s implementation evolves around so called Blobs. These Blobs
are 4 dimensional data structures. Color images are 3 dimensional data structures. Since
Caffe allows batch processing of several images at the same time 4D Blobs are required.
However, these Blobs are general structures and are therefore not only limited to images.
Caffe uses Blobs for other information like parameters too. Blobs have special function-
ality built-in which allows them to hide the complexity of synchronizing data from the
5http://caffe.berkeleyvision.org/
6http://scikit-learn.org/
7https://github.com/BVLC/caffe/wiki/Model-Zoo
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CPU and GPU.
Blobs of data are then passed onwards to layers. A layer performs some computation
on an incoming Blob and produces a new, transformed version as the output. Layers can
be of multiple types, convolutional, pooling, fully connected or even custom layers can
be created. This should remind you of the sections in the chapter 2.1 (Artificial Neural
Network), as this is Caffe’s way of implementing the concepts of a neural network.
Figure 5.7: Blobs and Layers. Blue: input layer. Red: convolutional layer (computa-
tion). Gray: input / output in the form of Blobs.
Interesting for this thesis is that when the framework performs inference on some data, the
intermediary Blobs are stored and Caffe allows access to the Blobs through the Python
interface. We can therefore extract the results of the different computational steps (layers)
and continue our analysis from there on.
SciKit Learn - A Machine Learning framework
SciKit is a simple but efficient machine learning framework for Python. It offers easy access
to most of the functionality one requires for data analysis and mining. Especially useful
in this thesis was the Support Vector Machine implementation, an implementation to
perform Principal Component Analysis, an easy way to normalize data, create train, test
and validation split ups for the data and finally to easily create performance metrics.
The Blobs acquired from the Caffe framework where processed using SciKit Learn.
5.3 Results
5.3.1 Wikipaintings
The results from the experiments are visualized in figure 5.8. The purple line corresponds
to the Mean Average Precision (MAP) as reported in the reference paper [23]. This is
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the baseline for this thesis and the current state-of-the-art. They achieve a MAP of 0.473
using a combination and fusion of several object classification features.
In contrast to that stands the FC7 object features which I have classified using an SVM
in green. As we can see the MAP of 0.432 already comes relatively close to the reference
paper.
Furthermore, you can see the classification performance using only the different gram
matrices. The performance of the gram matrices from the first layers, from VGG-19 as
well as AlexNet, is quite bad with a MAP of only 0.223 and 0.236, respectively. However,
with regards to VGG-19 the performance increases steadily the deeper we go into the
neural network. Surprisingly, the gram matrix of Conv51 is already so discriminative that
it beats the state-of-the-art with a MAP of 0.486.
Figure 5.8: Results of the experiment on the Wikipaintings data set
By adding the object features, FC7, to the gram features the classification performance
increases even more. However, the relative gain decreases the more discriminant the gram
matrices become. It is unclear why this happens. Possibly because the gram matrix
itself is not as independent from the content than expected at first. It could be, that the
FC7 features and the VGG-Gram51 share some information. However, this stands to be
further evaluated in the future. Clear is that the final classification result surpasses the
state-of-the-art with a MAP of 0.522 against 0.473 from the reference paper.
Finally, we can also see the increase in classification performance using AlexNet. Interest-
ingly the discriminative power of the gram matrices form the AlexNet rises much faster
than of the VGG19. That is, a good performance is reached after only a few convolu-
tional layers. In a way this is logical, because the performance for object recognition must
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become good within just a few layers. However, finally it is not able to outperform the
VGG-19.
Figure 5.9: Confusion matrix showing the results of a SVM trained with feature cor-
relations of the convolutional layer 51 and FC7 form the Oxford VGG19 neural network
with respect to the Wikipainting data set
Figure 5.11 shows the confusion matrix for the best performing SVM which was trained
using FC7+Conv51. The confusion matrix shows a strong diagonal which reflects the good
performance. The accuracy range from 25.5% (Expressionism) to 94.5% (Ukiyo-e).
When analyzing the confusion matrix (figure 5.9) in detail we notice that the top-5 error
rate, however, must be much better. There are understandable causes of confusion in this
data set. For example, take the class Northern Renaissance which has a 122 (out of 200)
instances correctly classified. It was 23 times confused with the class Early Renaissance,
13 times with Late Renaissance and 10 times with High Renaissance. Similar situations
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occur with classes like Post-Impressionism and Impressionism or Color Field Painting,
Minimalism and Abstract Art.
Finally, the MAP of the gram matrix of the last layer of the AlexNet drops significantly.
As we will see in the next chapter this does not seem to be a random occurrence. It
happens again for the Flickr data set. Unfortunately, we don’t have the gram matrices
of the last layer of the VGG-19 for comparison. This effect rises further questions and is
subject to further research.
A detailed comparison of the average precision for each class with the reference paper can
be found in table 5.2 below. The precision/recall curves can be found in figure 1 in the
appendix.
Gram5_1 FC7 FC7 +
Gram5_1
Ref.
Paper
Abstract Art 0.452 0.423 0.490 0.341
Abstract Expressionism 0.389 0.320 0.394 0.351
Art Informel 0.332 0.347 0.393 0.221
Art Nouveau (Modern) 0.332 0.260 0.366 0.421
Baroque 0.426 0.323 0.450 0.436
Color Field Painting 0.705 0.720 0.759 0.773
Cubism 0.605 0.569 0.658 0.495
Early Renaissance 0.694 0.559 0.707 0.578
Expressionism 0.173 0.161 0.199 0.235
High Renaissance 0.444 0.373 0.483 0.401
Impressionism 0.474 0.391 0.473 0.586
Magic Realism 0.551 0.516 0.598 0.521
Mannerism (Late Renaissance) 0.462 0.437 0.542 0.505
Minimalism 0.738 0.775 0.803 0.660
Naive Art (Primitivism) 0.449 0.415 0.501 0.395
Neoclassicism 0.691 0.564 0.682 0.601
Northern Renaissance 0.598 0.429 0.614 0.560
Pop Art 0.443 0.369 0.493 0.441
Post-Impressionism 0.357 0.310 0.399 0.348
Realism 0.296 0.312 0.349 0.408
Rococo 0.659 0.559 0.666 0.616
Romanticism 0.384 0.356 0.406 0.392
Surrealism 0.239 0.217 0.305 0.262
Symbolism 0.311 0.325 0.370 0.390
Ukiyo-e 0.943 0.786 0.941 0.895
Table 5.2: Per class average precision on the Wikipaintings data set and comparison
with the reference paper. Numbers in bold represent the best average precision among
the different features.
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5.3.2 Flickr
In order to validate my findings from the Wikipaintings data set I conducted the same
experiment on the Flickr data set. The results show remarkably similar characteristics.
The feature correlations increase their discriminative power the deeper we go into the
neural network. The absolute gain when combining the features with FC7 increases
whereas the relative gain decreases.
The overall MAP is less than I was able to achieve on the Wikipaintings data set, but it
was still an increase compared to the state-of-the-art.
Figure 5.10: Results of experiment on the Flickr data set
The Flickr data set is much more noisy in the negative examples as explained in section
5.1.2. Confusing two classes is therefore much more likely.
A detailed comparison of the average precision for each class with the reference paper can
be found in table 5.3 below. The precision/recall curves can be found in figure 2 in the
appendix.
5.4 Failure cases
In the previous section we have seen how well the different classifiers perform in average.
We have also looked at confusion matrices and identified cases where classifying is un-
derstandably difficult, e.g when differentiating between Northern Renaissance and Early
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Figure 5.11: Confusion matrix showing the results of a SVM trained with feature cor-
relations of the convolutional layer 51 and FC7 form the Oxford VGG19 neural network
with respect to the Flickr data set
Renaissance. In this section we will look at some less obvious cases and learn more about
the results by looking at failure cases.
5.4.1 Noir
In figure 5.12 we can see some examples from the genre Noir. The pictures in the column
True Positive where identified correctly by the classifier. The images in the column False
Negative are really picture from Noir but where classified as something else. For example
the column Horror. Interestingly, although classified wrongly when looking at the labels
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GRAM5_1 FC7 FC7+GRAM Ref. Paper
Bokeh 0.279 0.292 0.335 0.288
Bright 0.265 0.247 0.276 0.251
Depth of Field 0.132 0.175 0.162 0.169
Detailed 0.496 0.488 0.534 0.337
Ethereal 0.503 0.393 0.518 0.408
Geometric Composition 0.252 0.209 0.248 0.411
HDR 0.500 0.428 0.496 0.487
Hazy 0.433 0.401 0.453 0.493
Horror 0.554 0.505 0.548 0.400
Long Exposure 0.233 0.219 0.235 0.515
Macro 0.486 0.499 0.551 0.617
Melancholy 0.278 0.255 0.246 0.168
Minimal 0.228 0.271 0.306 0.512
Noir 0.215 0.245 0.247 0.494
Pastel 0.392 0.422 0.447 0.258
Romantic 0.537 0.622 0.633 0.227
Serene 0.140 0.136 0.142 0.281
Sunny 0.344 0.383 0.394 0.500
Texture 0.432 0.441 0.443 0.265
Vintage 0.198 0.221 0.237 0.282
Table 5.3: Per class average precision on the Flickr data set and comparison with the
reference paper. Numbers in bold represent the best average precision among the different
features.
(ground truth), they are actually pictures that belong into both genres. As we recall, Noir
pictures come from a Flickr group described as “Not just black and white photography,
but a dark, gritty, moody feel...”. Similarly, the pictures which where classified as Minimal
are indeed minimalistic images. At this point the errors which have been made clearly
have their cause in the fact that the data set is noisy in its negative labels. The fact that
these images have been classified wrongly speaks more in favor of the classifier than it is
an indication of its shortcomings.
The situation is a different one for the images which where classified as Sunny. At first
glance such a choice seems to be counter intuitive! And indeed, the images are classified
wrongly. We can see dark gritty images taken in a dark room or during the night. Their
labels are not ambiguous. And yet, it is understandable why the classifier has made this
choice. All the images either show the moon, other sun-like patterns or feature a sunset
color mood. Especially when looking at the True Positives of the genre Sunny (see far
right of figure 5.12) we understand where this pattern comes from. The real Sunny class
does indeed include many images of sunsets and images where the sun is the dominant
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Figure 5.12: Excerpt of true positives and failure cases of the Flickr data set with
regards to the style Noir
pattern!
5.4.2 Romantic
In the last section we inspected the failure cases of the genre Noir. We found that, albeit
some true mistakes where made, most of the failure cases reflect the ambiguous nature of
the images. That means that, what is indicated as False Negative in the statistics, was
in reality not wrongly classified. In order to underpin this finding I inspected one more
genre. Namely the genre Romantic as we can see in figure 5.13
The False Negative column Pastel shows images that are, again, part of both classes:
Pastel and Romantic. And with genre Horror it is the same scenario. Although those
images have a very dark feeling, they do indeed contain content typical for romanticism,
like flowers, or a lady in a red dress. Thus, confirming the findings of the previous
section.
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The False Negatives shown in the column HDR are indeed high dynamic range images.
But, they have little indication to be romantic. Although style is surely a subjective
matter, in this case the classifier seems to have performed better than the human curators.
In most cases it is unclear why they have originally been put into the group Romantic by
the Flickr users.
Figure 5.13: Excerpt of true positives and failure cases of the Flickr data set with
regards to the style Romantic
5.4.3 Cubism
So far we have seen and analyzed failure-cases from the Flickr data set. The character-
istic of the Flickr data set is that pictures can belong to multiple classes simultaneously.
Unfortunately this is not captured as such in the labels. We call this noisy in the neg-
ative examples, as explained before. The Wikipaintings data set is slightly different in
this respect. Some styles are, like in Flickr, noisy in the negative examples. For instance
Cusbism is a form of Abstract Art. But other styles are exclusive, like Ukiyo-e, which not
a sub-category of any other style.
CHAPTER 5. PROPOSAL 51
"In Cubist artwork, objects are analyzed, broken up and reassembled in an abstracted
form" [32] as we can see in the True Positives in figure 5.14. Now, the failure cases to
the right are very interesting because each of them has a different failure reason. Most
of the false negatives which where classified as Pop Art really belong to Cubism. They
where probably misclassified because their color composition is similar to those in Pop
Art. However, the shapes clearly indicate Cubism.
Figure 5.14: Excerpt of true positives and failure cases of the Wikipaintings data set
with regards to Cubism
In contrast to that we can see the false negatives which where classified as Abstract Art.
We again see a case of ambiguous labels, where images belong to Abstract Art and Cubism
at the same time. In that respect, the images where not actually classified wrongly.
Finally, we have a set of images apparently belonging to Post-Impressionism. Now, this is
a special case because, clearly, the images where originally falsely categorized as Cubism
by the Flickr group. What we can see here is an indication that, to a certain degree, the
data set is a bit noisy even in the positive examples. Nevertheless, the classifiers confusion
regarding Post-Impressionism goes further. On the far right we can see the true positives
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and false negatives of the Post-Impressionism genre. Evidently some images which belong
to Post-Impressionism where wrongly classified as Cubism.
In summary, the failure cases in the Wikipaintings data set have different causes ranging
from data set issues over ambiguous labels to simple confusion. The failure cases are ex-
tremely useful in identifying the strength and weaknesses of the proposed approach.
5.4.4 Discussion
Analysis of the failure cases gave unique insight into the working of the classifier. Es-
pecially in the Flickr data set the amount of real errors appears to be much lower than
expected when looking only at the statistics. This is, as discussed, an effect of the noisy
negative labels.
But even real errors gave insight into the working of the classifier. If we recall the scenario
where Noir images where mistaken for Sunny ones (figure 5.12) the patterns causing the
confusion are obvious. Single bright, round circles and sunset colors are hints to the
classifier that the images belong to the genre Sunny - but, as shown, that’s not always
correct. This demonstrates that, depending on the genre, object and style features can
improve or worsen the classification. As shown in table 5.3, the classification result for
HDR is best when only Gram51 is being used. The moment we add object features
the classifier confuses HDR with other genres more often. This makes sense as HDR is
independent of content whereas other genres, like Macro 8, are. Hence, Macro is best
classified with object features as being used by the reference paper.
Either way, the failure cases suggest that it is reasonable to look at the classifiers con-
fidence for each genre. For example, if the one-vs-all classifier has high confidence on
Romance as well as on Pastel then we can interpret the result as "romantic images in
pastel colors" or, if we get high confidence on Romantic and HDR we can interpret the
result as "romantic images with a high dynamic range".
8Macro images mostly include animals
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5.5 Conclusion
In the beginning of this thesis I suggested the possibility of improving the existing state-
of-the-art algorithm by introducing a novel algorithm for style classification.
In particular, the algorithm which I proposed makes use of static summary statistics as
introduced by [14]. By conducting a variety of experiments, I could show that this new
algorithm is indeed able to achieve unprecedented levels of accuracy for common data sets
in this field.
This shows that static summary statistics, or feature correlations, are indeed valuable
for style classifications. They add information which is not present in FC7 and therefore
increases the prediction accuracy. The results clearly show that the depth of the layer,
from which the feature correlations are taken from, matters. The deeper the layer the
higher the absolute gain with respect to classifying with FC7 only.
Additionally, I have compared the feature correlations taken from AlexNet with those
from VGG19. AlexNet is not as well performing as VGG19 but, on the upside, it is
much shallower. The results show that AlexNet is forced to learn quicker (in terms
of layer depth). This is reflected in the rapid growth of the MAP curve in figure 5.8,
which is much faster than compared to VGG19. However, finally VGG19 surpasses the
results of AlexNet. This once more highlights the relationship between object classification
accuracy and style invariance - which can then be recovered with the stationary summary
statistics.
Besides answering the main questions, as stated in the beginning, new insights were gained
unexpectedly and new questions arose. Interestingly, when looking at the failure cases, it
becomes clear that most errors are not random confusion. Instead they capture a style
which is not specifically mentioned in the data set. For example, romantic image in pastel
colors. With regard to the questions that arose, they are:
1. Do feature correlations and FC7 share information? And,
2. why does the classification accuracy drop when using the last layer of the AlexNet?
Now, this thesis has made important contributions to the field of style classification. But,
maybe even more importantly, it raised to new questions which point out new directions
for research.
Chapter 6
Application - Style Based Image
Retrieval
The primary goals of this thesis were mentioned in the objectives (section 1.2). Fur-
thermore I mentioned a long term goal which is to make a contribution towards better
sentiment analysis. In this section, in addition to the main objectives, I present a exper-
imental application to demonstrate how the findings of my results can be leveraged for a
real world application.
There are many companies that have made a business out of selling images. To name a
few there are istockphoto.com, 500px.com or gettyimages.com. All of them allow the
user to search for images. Currently many of those search engines still rely on the manual
tagging of images. But a change is in progress. The effectiveness of CNNs is improving the
search engines dramatically. However, as explained in this thesis, these NNs are limited
to content search. The websites provide only simple search tools for style. For example,
istockphoto.com allows the user to search images based on color. But color is hardly a
descriptive measure for style, hence limiting the access users have to the image database.
Improving such systems is in the interest of stock photo agencies. After all they can only
sell images if they are being found by their customers.
With the feature correlation technique, or gram matrix, such systems can be taken to
another level. Style based image retrieval as presented here is a prototype of such func-
tionality.
Style Based Image Retrieval is a simple website that allows the user to upload an image
(see figure 6.1). This image represents the style which the user is looking for. After the
successful upload of the style image the system goes through a database to retrieve images
with a similar style. This database is stored on the computer. Please note that it is not
crawling the Internet.
54
CHAPTER 6. APPLICATION - STYLE BASED IMAGE RETRIEVAL 55
Figure 6.1: Web application "Style Based Image Retrieval". Left: before input. Right:
after sample image has been uploaded (top).
Technically the system already pre-computed the gram matrix and the PCA dimension-
ality reduction for all the images in the database. It then trained a k-nearest neighbor
classifier with these style features. This is a time consuming process, of course. But, when
the system is live, it is only the input image that needs to be processed. The look-up for
similar images through a tree-structured k-nearest neighbor database is fast!
If we upload an image of a face, for instance, a traditional system would find other images
of faces. Possibly across styles. With this technique however, we find images with different
content but with the same style. Figure 6.2 illustrates this effect.
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Figure 6.2: Comparison between the top-3 results retrieved using FC7 and a gram
matrix. The results from FC7 all show persons in similar positions. The image retrieved
from using the gram matrix contain different content but are all pencil drawings.
Chapter 7
Future Work
During the course of this thesis assumptions have been made and, while original questions
have been answered, new question arose. Elaborating on these topics poses enough work
for future projects!
So far the different gram matrices have been evaluated independently. However, different
layers of a neural network have shown to capture different concepts within the data [45].
Hence, the gram matrices from different layers might carry different information. If they
are not treated independently but instead combined so that they can complement each
other, then a further increase of the classification performance might be possible.
Furthermore, I had chosen to reduce the dimensionality of the gram matrices using PCA
with 2500 components. Those choices arose out of technical necessity rather than ev-
idence. In future work I will study and compare other approaches to dimensionality
reduction.
For quicker experimentation and also for real-world applications it is necessary to improve
the gram matrix extraction. The current implementation takes the feature activations
from Caffe and then continues the computation of a single image on the CPU. Theo-
retically one could implement a version that performs the extraction of the gram matrix
directly on the GPU in batches. Such an implementation would increase the processing
time significantly.
Further stands to be researched why the AlexNet classification drops. Is this only a
particularity of the AlexNet or also of the VGG-19? And why does it occur?
Lastly, to what extends do the gram matrix and fc7 features share information? What is
the reason for the reduced relative gain?
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Figure 1: Precision-recall curves for all styles of the Wikipaintings data set. These where
obtained using SVM(FC7+Gram51).
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Figure 2: Precision-recall curves for all styles of the Flickr data set. These where
obtained using SVM(FC7+Gram51).
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