[1] The one-dimensional hybrid simulation technique using massless fluid electrons and kinetic ions has been shown to successfully reproduce the growth of electromagnetic plasma waves generated by ion populations with a ring velocity distributions (T ? > T k ). Such populations are found at Jupiter and Saturn, where newborn ions are picked up into corotating plasma flows that are nearly perpendicular to the background magnetic field. In previous simulation work, which focused on pickup ion generated waves near Io, we considered all the pickup ions to be present in the simulation at the start of the run (initial value). For a more realistic treatment of ion pickup, we now modify the simulation to include continuous ion injection over time. There are several important differences between the initial value and the injection simulations, namely that when ions are injected, the generated waves eventually reach a quasi-steady level, which is proportional to the injection rate. The results indicate that less than 20% of the pickup ion energy resides in the waves at any given time. Indeed, for certain conditions, the ion cyclotron waves observed at Io may represent only a few percent of the initial pickup ion energy. We carry out simulations varying the plasma and pickup conditions, including the background plasma density and temperature, pickup rate, and multiple pickup ion species to see how the wave amplitudes are affected. We also briefly look at the oblique propagation of the waves to estimate group velocities. 
Introduction
[2] During its several passes by Jupiter's moon, Io, the Galileo spacecraft saw strong evidence of local ion pickup. The magnetometer detected electromagnetic plasma waves with frequencies primarily near the gyrofrequencies of SO 2 + and SO + which are the main constituents of Io's atmosphere. The waves were detected over a large distance, as far as 20 R Io from Io, and increased in amplitude as the spacecraft neared Io [Kivelson et al., 1996; Russell et al., 2003] . The properties of these waves identified them as ion cyclotron waves, which are generated by ion populations with strong T ? > T k anisotropy, i.e., pickup ions Huddleston et al., 1997] . In addition, the plasma spectrometer detected populations of SO 2 + and SO + at high energies, particularly near the Io wake region, which indicating they were pickup ions [e.g., Frank and Paterson, 2000] .
[3] At Io, there is an approximately perpendicular ion pickup geometry, as the corotating plasma flow and corotation electric field are perpendicular to the ambient magnetic field. When neutral particles from Io's atmosphere are ionized, they form anisotropic (T ? > T k ) ''ring'' distributions in velocity space. Such distributions are highly unstable to the generation of ion cyclotron waves, which scatter the pickup ions to a more isotropic configuration, and they eventually become thermalized background plasma. In this paper, we simulate this ion cyclotron ring instability when it is driven by continuous injection of a heavy SO 2 + and SO + ring component into a background of thermalized O + and S + components, as is representative of the conditions at Io. This differs from previous work [Cowee et al., 2006 [Cowee et al., , 2007a [Cowee et al., , 2007b where ring ions were not injected over time, but were all present in the simulation at t = 0. Because ion injection modifies the particle distribution function over time, it may introduce nonlinear effects during the growth of the instability and is therefore better studied with self-consistent simulation rather than with linear dispersion theory. Yet it was important that we began our study of the instability using initial-value simulations so that we may now determine which simulated behavior results from ion injection and which does not. Additionally, although we use conditions at Io in this paper, the results can be applied to ion pickup and ion cyclotron wave generation in other planetary environments, such as near Saturn's E-ring.
[4] Our study focuses on what we term the ''weak'' and ''strong'' injection regimes, which correspond to injection rates of 0.0162 ions/cc/s and 0.162 ions/cc/s, respectively. Weak injection yields wave amplitudes of (dB/B) 2 $ 10 amplitudes observed near Io on the Galileo J0 pass. Just as in the initial-value simulations, we will vary the conditions in the plasma to see how the instability behavior changes and we also compare our injection results with those of the initial-value simulations.
[5] This paper is outlined as follows: section 2 discusses the simulation technique and run parameters used in this study; section 3 shows time histories and wave spectra for SO 2 + and SO + instability in the weak and strong injection regimes; section 4 discusses the applicability linear theory predictions to the injection-generated instability; section 5 discusses how free energy is partitioned among the plasma components and waves; section 6 discusses how variable atomic core properties affect wave properties; section 7 discusses the injection of both S + and SO 2 + into the simulation at the same time; section 8 considers the injection of both SO 2 + and SO + injected into the simulation at the same time; section 9 examines how wave group velocity changes at oblique propagation; and section 10 summarizes the important results of the paper discusses their use in interpreting the observed ion cyclotron waves and pickup ions. In particular, the discussion focuses on inferring the pickup ion densities from the amplitudes of the ion cyclotron waves observed on the various Galileo passes, based on how much of the injected ion energy resides in the waves in the simulations.
Methodology
[6] To simulate the necessary wave -particle interactions, we use a hybrid technique which considers ions kinetically and electrons as an inertialess fluid [Winske and Omidi, 1992] . The simulation is one-dimensional in space, but maintains fields and velocities in all three dimensions. Because the ring instability has maximum growth at parallel propagation, in all sections (except section 9) we align the simulation axis, x, with the ambient magnetic field, B 0 . The system has periodic boundary conditions, with system lengths of $200 c/w pSO + or c/w pSO 2 + , 1024 grid cells, and 800,000 superparticles.
[7] Unless otherwise stated, the nominal simulation run cases and associated parameters are described in Tables 1  and 2 . All the simulation runs consider multispecies plasma containing core components (''c'') of S + and O + and one or both of the molecular ion ring components (''r'') of SO 2 + and SO + which are injected over time. The core ions are all present at t = 0 and are randomly distributed across the simulation box with a zero-drift maxwellian. When an ion is injected into the simulation, it is given a randomly chosen gyrophase angle from a nearly cold ring distribution with ring velocity, v r . We choose a nearly cold ring to represent the velocity distribution of the newly ionized SO 2 + and SO + for simplicity since the true velocity distribution is not known; however, a large enough nonzero parallel temperature could reduce the growth of the instability [Cowee et al., 2006] . We introduce the parameter L j which is the injection rate of species j. L j is constant during the run and all simulation runs consider ions injected uniformly throughout the entire simulation box (except in section 9). For the parameters used for the initial-value simulation, which are based on those used in Cowee et al. [2006] , the system is initialized with an O + and S + core as given in Table 2 and a cold SO 2 + ring with n r = 200 ions/cc and v r = 60 km/s (no SO 2 + core component is included). In this paper when we refer to ''Case A'', for example, we are referring to an initial-value simulation run; when we refer to ''injection Case A'' it is an injection simulations.
[8] As in Cowee et al. [2006] , we define the quantity T ? * as the perpendicular temperature spread of the ring component with respect to the ring velocity (i.e., the perpendicular temperature spread about the ring). The quantities T ? and T k are the perpendicular and parallel temperatures, calculated using the standard definitions, and the anisotropy is A = T ? /T k . For the injected ring component, the ring velocity and temperature at a given time are calculated based on the properties of all the ions which have been injected up to that point. Numerical heating is present in the injection simulation runs as it was in the initial-value simulation runs, and manifests primarily in a small degree of heating of the O + core components. Therefore when we show the core temperatures, numerical heating is subtracted out. For easier comparison between the various simulation cases and with initial-value simulations results, we show results in units normalized to the S + core component inverse gyrofrequency (W S + À1 = 1.23 s) and inertial length (c/w pS + = 45.45 km), as given in Table 2 .
[9] Although ion injection is an inherently nonlinear process, we will show that some results are still predictable using linear dispersion theory. The dispersion solutions we show used the dispersion solver described by Huddleston et al. [1998] , which considers warm ring velocity distributions for the newborn ions.
General Behavior
[10] To begin our study of the ring instability when it is driven by the injection of newborn ions, we consider injection rates which generate wave energies at opposite ends of our range of interest ((dB/B) 2 ] 10 À3 ). We use SO 2 + injection rates of 0.0162 ions/cc/s and 0.162 ions/cc/s which yield peak wave energies of (dB/B) 2 $ 10 À3 and (dB/B) 2 $ 10 À4 to represent weak and strong injection regimes. In this section, we focus on one injected ion, SO 2 + (injection Case A), rather than SO + (injection Case B), for simplicity, though both injection Cases A and B yield similar results (discussed later in section 5). We first compare results for Case A in the strong injection regime to the initial-value simulations, where the generated peak wave energies are comparable, and then discuss results for the weak injection regime.
[11] Time histories of simulated quantities for strong injection(thick line), weak injection (thin line) and initial value (dotted line) Case A are shown in Figure 1 . Plotted are the (a) wave energy density, (b) ring velocity, (c) ring
, and (h) S + core T ? . For reference, in the strong and weak injection regimes, the newborn ion density increases by 20 ions/cc and 2 ions/cc, respectively, every 100 W S +
À1
. In many respects, the injection simulations exhibit behavior similar to the initial-value simulations. There is exponential growth of the fluctuating electromagnetic fields and free energy is reduced by transferring newborn ion perpendicular energy to parallel energy. The decrease in ring velocity ( Figure 1b ) and increase in ring parallel temperature (Figure 1c ) are temporally correlated with the instability growth ( Figure 1a) . The atomic core components scatter off the waves and become anisotropic, primarily through heating in the perpendicular direction (Figures 1g and 1h) .
[12] There are also several noticeable differences between the Case A injection and initial-value simulations. While the fluctuating magnetic fields begin to grow immediately for Case A, they do not start to grow in the injection simulations until a sufficient density (few ions/cc) of newborn ions has accumulated. Then, after growth of the instability, while the fluctuating field energy remains high in the initialvalue simulations, it does eventually decay. In the injection simulations, however, wave energy reaches a quasi-steady level after saturation that does not decay. Even though the 
, and (h) S + core T ? for strong injection (thick line), the weak injection (thin line), and initial value (dotted line) Case A.
wave energies in the strong injection simulation are comparable to those in the initial-value simulation, their interaction with the atomic core components is not as strong. For example, at the time of saturation, the S + T ? is about 105 eV for the strong injection simulation and less than 115 eV for the initial-value simulation. After saturation in the initialvalue simulation, the atomic core perpendicular temperatures decrease as the wave energy decreases; in the injection simulation, the perpendicular temperatures continue to increase as wave energy is maintained at its high level.
[13] The difference in the interaction of the generated waves with the atomic core components suggests that the waves generated by injection are different from those generated in the initial-value simulations. Figure 2 shows the wave spectra generated for initial value (left), strong injection (middle), and weak injection (right) Case A simulations. For these runs peak wave power (black contour) during the growth phase is concentrated at wave numbers kc/w pS + = 1 -1.25 and frequencies just below the SO 2 + gyrofrequency (0.5 W S + ); lesser wave power extends to a broader range of wave numbers (dark and medium gray contours), dependent on the strength of the instability. Compared to the initial-value simulation results, we find that although peak power occurs for strong injection Case A at a similar wave number, there is less wave power over the larger range of unstable wave numbers, particularly at large wave numbers (e.g., medium gray contour).
[14] The lesser wave power at larger wave numbers explains the different interaction between the atomic cores with the growing instability in the injection simulation compared to the initial-value simulation. Since the atomic core components are more resonant with the instability at larger wave numbers, they do not strongly interact with the injection-generated waves. Yet even though the atomic cores do not interact as strongly in the injection simulations, the presence of the atomic cores is important in determining which normal modes of the system will go unstable. This is evidenced by the agreement between the injection and initial-value simulations with respect to the wave modes of peak power. As such, we may expect the density, temperature and anisotropy of the atomic cores will effect which wave modes grow, which will be studied in section 6.
[15] Just as in the initial-value simulations, we find that we find that the characteristics of the injection generated waves change over time, with wave power shifting toward smaller wave numbers and lower frequencies. This behavior is consistent with the inverse cascade process seen in other simulations of T ? /T k instabilities, as well [e.g., Gary et al., 1986; Gary and Winske, 1993] . The shift in power with wave number is illustrated in Figure 3 , which shows a time history stack plot of wave energy at various wave numbers for initial value (top) and strong injection (bottom) Case A. For both runs, the instability excites a range of wave numbers and wave power is transferred to successively smaller wave numbers over time. In the injection simulation after W S + t $ 2000 there is a noticeable increase in wave power at the large wave numbers that are associated with the initial growth of the instability (i.e., kc/w pS + > 1). Since we do not observe any such behavior in the initial-value simulations, these short wavelength modes are likely not the product of wave energy transfer to larger wave numbers over time (direct cascade) but are instead generated because of the injection of free energy into the system. This late-time addition of wave power at larger wave numbers explains why the atomic core components continue to be weakly heated after saturation in the injection simulations, as they are more resonant with these modes.
[16] The general behavior of the instability is similar in the weak and strong injection regimes, but the magnitude of the interaction is weaker: growth of the instability begins at a later time, proceeds at a slower rate, and saturates at a lower wave energy in the weak regime; the decrease in ring velocity and the increase in ring temperature spread during the growth phase is smaller in the weak regime; and the atomic core components undergo a smaller amount of perpendicular heating and parallel cooling in the weak regime. Also, as occurs in the strong injection regime, wave power in the weak injection regime is transferred to smaller wave numbers and frequencies over time, however the effect does not occur as rapidly. The late-time growth of waves at larger wave numbers mitigates the apparent inverse cascade process, and the peak wave power remains close to the local ion gyrofrequency (i.e., does not decrease) for a longer time.
Application of Linear Dispersion Theory
[17] As was discussed in section 3, the peak wave modes excited by injected ions resemble those generated in the initial-value simulations which were found to agree with the Figure 2 . Frequency and wave number spectra of the simulated wave modes during the growth phase for initial value (left), strong injection (middle) and weak injection (right) Case A. Waves propagate parallel and antiparallel to B 0 with the same dispersion properties. The log of (dB/B 0 ) 2 is indicated in the colorbar.
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COWEE ET AL.: SIMULATIONS OF ION PICKUP CONDITIONS predictions of linear theory [Cowee et al., 2006] . This suggests that even though the injection of free energy into the system produces inherently nonlinear effects, linear theory could still be used in understanding the behavior of the instability varying plasma conditions.
[18] From a comparison of the simulated quantities in the weak and strong injection regimes, we see that unstable modes begin to grow at a later time and a slower rate for weak injection. This indicates that instability growth begins only once a sufficient amount of free energy is present in the simulation, or rather once the newborn ion density has built up to sufficient level. In the initial-value simulations, we found that the predicted linear theory growth rate best fit with the simulation results for plasma conditions during the early growth phase. Applying this to the injection simulations, the excited waves properties would be determined by dispersion solutions for low newborn ion densities. Figure 4 shows the instantaneous dispersion solutions obtained using plasma parameters from injection Case A which yield the best fit to the simulated growth rate for the weak regime (dotted line) and the strong regime (solid line). For the weak regime, the dispersion solutions consider the following [19] At higher injected ion densities, not only do the growth rates increase, but the range of unstable modes expands to include larger wave numbers. The dispersion solutions for 6 ions/cc show general agreement with the weak injection simulation (Figure 2 , right) where the majority of the wave power during the growth phase is concentrated near kc/w pS + = 0.8 -1.2. In the weak injection simulation, 6 ions/cc is achieved at W S + t = 300. The dispersion solutions for 38 ions/cc show general agreement with the strong injection simulation (Figure 2 , middle) where the majority of the wave power during the growth phase is concentrated at kc/w pS + = 0.75 -1.5. In the strong injection simulation, 38 ions/cc is achieved at W S + t = 190.
[20] In the initial-value simulation of Case A, the growth rate was more than twice as large as that of the strong injection simulation even though the saturation wave energies are comparable (see Figure 1 ). Thus the injection of free energy supports the growth of the instability for a longer time, or rather, it takes longer to saturate. Yet the addition of more free energy during instability growth does not significantly enhance its growth rate. This behavior could be expected if growth of the instability occurs rapidly compared to free energy injection [Gary et al., 1988] . It would also explain why we find general agreement between 
Energy Partitioning
[21] In Cowee et al. [2007b] , we determined how ring free energy was partitioned by the instability among the plasma components by calculating how much energy was gained or lost by each component during the run. Of particular interest was how energy was partitioned when a core component of the same ion species as the ring was present. In such case, the instability transfers some of the SO 2 + or SO + ring energy to the SO 2 + or SO + core instead of losing it to the waves. The rings end up losing more of their energy in the presence of a SO 2 + or SO + core, but less of that energy resides in the waves. In the injection simulations, we do not initialize a SO 2 + or SO + core component separate from the injected component, however a SO 2 + or SO + core of sorts does form over time. By the time the wave energy reaches a quasi-steady level, the ions injected at early times are now more isotropic and core-like. As such, these ''old'' injected ions could damp the waves generated by newly injected ions.
[22] To determine the role that the old injected ions play in the instability behavior, we do several tests where we remove one old ion for every new ion that is injected after W S + t = 50, 300, or 1200 for strong injection Case A. In effect, this gives the newborn ions a lifetime in the simulation; they are considered ''old'' if they have been alive for 50, 300, or 1200 W S + À1 . It also maintains the total number of injected ions at a constant value once the removal has begun. The resulting wave energy time histories are shown in Figure 5 . The thick solid line indicates the original injection Case A run where no ions are removed from the simulation while the dotted, gray, and thin black lines indicate ion removal starting at W S + t = 50, 300, or 1200, respectively.
[23] Once removal of the old injected ions begins, wave energy does not continue to increase as it did before. For removal at W S + t = 1200, wave energy shows an immediate, slight decrease and then remains at a relatively steady level. For removal at W S + t = 300, the wave energy level suddenly stops its rapid increase and instead shows a very gradual increase until it eventually reaches a quasi-steady level at W S + t $ 2000. For removal at W S + t = 50, the waves continue to grow but at a substantially lower rate and saturate at lower value than in injection Case A, and then very gradually increase in energy until they reach a quasi-steady level at W S + t $ 2500, which is lower than in the other test simulations. These results indicate that the injected ions older than 50 W S + À1 are important in determining the magnitude of the quasi-steady wave energy level but their presence does not determine whether or not a quasi-steady level is achieved.
[24] The old injected ions give energy to wave growth over a long period of time, as indicated by the wave energy behavior when ion removal began at W S + t = 1200. At this time, there was a quasi-balance between the energy being added to the waves by new ions and the energy being removed from the waves by component damping. When the old injected ions were removed, the wave energies decreased, 
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indicating that the old ions were still more a source of wave energy than a sink. Removing injected ions at or before W S +t = 300 resulted in lower quasi-steady wave energy levels because the ions were prevented from contributing energy to waves after the linear growth phase. This gradual, late-time wave growth is also observed in the initial-value simulations just after saturation, and results from continued diffusion in ring energy [e.g., Cowee et al., 2006, Figure 4] . When old ions were removed during the growth phase after W S +t = 50, the instability growth rate was reduced because less energy was given to the waves. As such, the system took longer to reach a quasisteady wave energy level. Yet the fact that it still achieved a quasi-steady wave energy level even though there was no population of ions older than 50 W S + À1 indicates that the older ions, even though they play a role in the energy transfer process, should not be treated as a strongly damping background core component as they were in the initial-value simulations.
[25] This result is further confirmed by an energy partitioning analysis. Determining how much of ring's initial energy is lost to the waves is more difficult in the injection simulations than the initial-value simulations. In the initialvalue simulations, where all ring ions were present with the same energy at t = 0, it is reasonable to consider that they all contribute equally to wave growth at a given time [Cowee et al., 2007b] . In the injection simulations, however, this is not the case since, at any given time, a younger ion will contribute more energy to wave growth than an older ion. We tried tracking individual ions over time to see how their kinetic energy changed, but the behavior of an individual ion is too erratic; for a more accurate result, it was necessary to track a collection of ions, for example the first 1000 superparticles injected into the simulation (i.e., the ''oldest'' injected ions). The amount of 1000 superparticles was chosen because these are the superparticles which are injected by the time the waves start to grow (during first few W S + t when exponential growth is apparent). Using other numbers of superparticles in the calculation yields similar results provided that the number is not so large that it includes ''new'' ions which are injected after the early stages of wave growth. Figure 6 shows an example time history of how the average kinetic energy of the entire injected component (solid line) compares to that of just the first 1000 superparticles injected (dotted line) for strong injection Case A. There is a substantial difference between the two and energy partitioning analysis using the entire injected ion component would have yielded an underestimate of the free energy lost by the old injected ions. Table 3 shoes our calculated change in the oldest injected ions' kinetic energy as a percent of their initial energy when the wave energy has reached its quasi-steady state (W S + t $ 2000).
[26] In the weak and strong injection cases, the oldest injected ions lose a total of about 35% and 30% of their energy, respectively, in the process of scattering, some of which is absorbed by the O + and S + core. The core components absorb a larger percent of the free energy lost in the weak regime than the strong regime. The S + component absorbs a larger percent of the free energy lost than the O + component. The net result of this is that the SO 2 + instability loses $30% of its energy to wave growth regardless of the strength of the injection rate. In the initial-value simulations, at most 25% of the free energy lost was lost to wave growth in total, which occurred only when there was no SO 2 + background component present to damp the waves [e.g., Cowee et al., 2007b, Figure 1 ]. This supports the conclusion that old injected SO 2 + do not strongly damp wave growth like a SO 2 + core component would.
[27] In Cowee et al. [2007b] , we postulated that values as high as 25% E R are appropriate for correlating wave amplitudes with pickup ion densities. This was based on the assumption that for steady state mass loading conditions, the plasma would contain newborn ions in all stages of energy loss so the wave energy at any given time in the injection simulations would reflect the total energy lost to wave growth obtained in the initial-value simulations; however, we find that this is not the case. Even though the injected ions lose a total of $30% of their free energy to wave growth, this energy loss occurs over a long period of time compared to the linear growth time of the instability.
[28] Determining how much of the injected ions' initial energy resides in the waves at any given time is more complicated because the quasi-steady wave energy level is a combination of the large amounts of energy lost by new injected ions and the small amounts of energy lost by old injected ions. As before, we differentiate old injected ions from new injected ions in this analysis, allowing us to determine an upper and lower bound on what percent of the injected ion energy that resides in the waves. To illustrate the technique, we plot in Figure 7 a time history of the wave energy density (E W = (dB/B 0 ) 2 /2m 0 ), as a percent of the total ), of the total (new and old) injected ion component (solid line) and old injected ions (dotted line). Here we define old injected ions as those injected before saturation of the instability at W S + t = 360. Thus the solid line is determined by an E R which linearly increases over time because new ions are injected into the simulation at a uniform rate (n is increasing). This is why the value of E W /E R decreases after saturation, because even though E W is quasi-steady at later times, E R continues to increase. Conversely, the dotted line is determined by an E R which is fixed over time, since the total initial energy of all the ions injected by W S + t = 360 is a constant (n is constant). This is why the value of E W /E R reaches a quasi-steady level that better resembles the time history of (dB/B 0 ) 2 shown previously (for example, see Figure 1a ).
[29] Using these two different methods of calculating E W /E R yields an overestimate and an underestimate of the number of injected ions contributing to wave energy at a given time. Calculating E R based on the total ions injected (solid line) is not appropriate for later times because at these times it is the new injected ions and not the old injected ions which are primarily responsible for the wave energies. Calculating E R using only ions injected during the linear growth phase (dotted line), however, is appropriate for later times because it is representative of wave energies due to late-time energy diffusion. To determine the lower bound, we take the maximum value of the solid line, which occurs near the time of saturation; to determine the upper bound, we take the maximum (quasi-asymptotic) value of the dotted line at later times. Figure 8 shows the minimum (solid marker) and maximum (open marker) percentages for varying SO 2 + injection rates. Newborn SO 2 + gives up at least $6% of its energy and at most $20%. If the percent E R lost to wave growth is similar for all injection rates then we would expect a relatively linear relation between the quasisteady wave energy and the injection rate, as indicated in Figure 9 .
[30] While our studies thus far have focused on SO 2 + , SO + is also very important pickup ion species. When the analyses described in the previous sections were performed for SO + (injection Case B), the results were similar to those of SO 2 + , and so we do not describe them in detail here. An important difference in the behavior of the SO + ring instability related to its interaction with the S + core component. Because SO + is closer in gyrofrequency to S + , and because the unstable wave numbers excited by the SO + ring are at larger wave numbers, the SO + instability exhibited a nearly resonant interaction with the S + core, and heated it more rapidly and to a greater degree ($1.5 times) than the SO 2 + instability. This more resonant interaction facilitated the transfer of more ring free energy to the core, so less of the injected SO + ring energy resided in the waves. In the weak and strong injection regimes, the SO + ring lost about 25% of its initial energy to wave growth in total. At any given time, the amount of energy residing in the waves was between 4 and 15%. As such, the waves generated by the SO + instability are lower amplitude than the SO 2 + instability not only because there is less free energy per ion for the lower mass SO + , but also because the instability gives less energy to wave growth. The more resonant interaction between the SO + instability and the S + core component means that the SO + and SO 2 + instabilities may react differently to changes in the core component properties.
Variable Core Properties
[31] We have considered the core components to have the properties listed in Table 2 , however the real plasma conditions may be different. In this section, we carry out tests for variation in the plasma conditions to cover a range of values which could occur near Io. Linear theory predicts that growth of the SO 2 + instability is enhanced for increased density or decreased anisotropy of either the O + and S + components (temperature variation yield negligible changes). For the SO + instability, linear theory predicts growth is enhanced when the O + density is higher, S + density is lower, S + temperature is lower and O + or S + anisotropy is lower (O + temperature variation yields negligible changes). Because we have found general agreement between the simulated injection-driven waves and the linear theory predictions, we may expect the simulation results to vary with changing atomic core properties.
[32] We carried out an ensemble of simulations for variable O + and S + core density, temperature, and anisotro- Figure 7 . Time history of wave energy as a percent of injected ion energy, E R , when E R is calculated using the total number of injection ions at that time (solid line) or calculated using the number of ions injected by the end of the linear growth phase at W S +t = 360 (dotted line). Figure 8 . Minimum (black) and maximum (gray) percent injected ion energy, E R , residing in the wave energy, E W , at any given time for varying SO 2 + injection rates.
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py for the strong injection Cases A and B. and core T k is either 50 eV, 100 eV or 200 eV; O + and S + core anisotropy is either 1.0, 2.5, 5.0 or 10.0; O + core density is either 1400 ions/cc, 2800 ions/cc, or 5600 ions/cc; S + core density is either 400 ions/cc, 800 ions/cc or 1600 ions/cc. When one core parameter is varied, all others are kept constant as given in Tables 1 and 2 , except when core anisotropy is varied, core T k = 50 eV.
[33] As shown in Figure 10 , the trends in behavior predicted by linear theory for varying core properties occur in the injection simulations. Plotted are the simulated growth rates for injection Cases A (solid marker) and B (open marker) normalized to the growth rate of the run with atomic core T k = 100 eV, A = 1.0, n O + = 2800 ions/cc, and n S + = 800 ions/cc (g 0 ). For injection Case A, the greatest effect is seen for changing atomic core density, while changes in atomic core temperature and anisotropy have little or negligible effect. For injection Case B, the greatest effects are seen for changing atomic core density and changing S + core temperature and anisotropy. As expected, changes in S + core properties effect the SO + instability more than the SO 2 + instability because S + is more resonant with the SO + cyclotron waves. Yet even though the ensemble runs yield varying growth rates, they do not yield substantially different quasi-steady wave energy levels. After the linear growth phase there is late time wave growth due to both the inverse cascade process and the injection of free energy such that the runs all achieve similar wave energy levels in the end. [34] For changing core properties, linear theory predicts a changing growth rate because the wave number and frequency of maximum growth changes. While the frequency of maximum growth changes only slightly, the wave number can change substantially. With increasing O + core density, for example, the range of excited wave numbers shifts toward higher values, while the frequencies remain about the same (not shown). Thus waves generated in the presence of higher atomic core densities, for example, will 
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have lower phase velocities than those generated in the presence of lower atomic densities.
Injecting S +
[35] On several of the Galileo passes, waves were detected near the S + gyrofrequency. While S + cyclotron waves are not favored in the Io torus because of the strong damping effect of the atomic core component, it is possible that a dense enough population of newborn S + could generate waves. We performed several simulations for weak injection Case A where we also injected S + at rates between the weak and strong regimes. The wave power spectral density in Figure 11 show that S + waves are visible just above the noise level for injection rate one fourth that of the strong injection rate and clearly above the noise level for S + injection rates half that of the strong injection rate. If we presume the S + ions are loaded with similar rates to the SO 2 + and SO + ions, then newborn S + can generate waves despite background ion damping. We also note that injected O + does not have sufficient free energy to generate waves even at the strong injection rate.
Injecting Both SO 2
+ and SO
In studying the behavior of the ring instability in the Io plasma torus, we must consider the interaction of both SO 2 + and SO + and their cyclotron waves. In Cowee et al. [2007a] , we found that the presence of SO + enhances the growth of SO 2 + waves, but the presence of SO 2 + damps the growth of SO + waves. Indeed, the SO 2 + ring component could become heated by damping the SO + waves to perpendicular velocities higher than the initial ring velocity. We also found that the SO + ring density would need to be 2.5 -3 times that of the SO 2 + ring for the instability to generate larger amplitude waves.
[37] Since the excited wave modes for injection Cases A and B overlap in frequency and wave number space, we may expect interaction between the injected SO 2 + and SO + . [38] Growth of the fluctuating fields and the wave energy level resembles injection Case A (Figure 1 ), but the changing SO 2 + component velocities show a different behavior. The decrease in ring velocity is faster and larger for SO + than SO 2 + (Figure 12b ). At the end of the linear growth phase, the SO 2 + ring velocity suddenly increases and then more gradually decreases. The SO + ring does not undergo as much temperature spreading as in strong injection Case B (not shown), while the SO 2 + ring shows an even greater spread than in strong injection Case A (Figures 1c and 1d ). This increase in SO 2 + ring velocity at W S +t $ 200 and the decreased temperature spread of the SO + ring indicate that the SO 2 + component is damping the SO + waves. There is also a stronger degree of S + component heating, consistent with its more resonant interaction with the SO + waves. [39] Further evidence that the SO + waves are being damped by the SO 2 + waves is shown in Figure 13 . The generated wave spectra show clear peaks at the SO 2 + and SO + gyrofrequencies in both the weak and strong injection regimes during the growth phase (Figure 13, left) . At later times, peak power is concentrated below the SO 2 + gyrofrequency while much less power is seen below the SO + gyrofrequency ( Figure 13, middle right) . Indeed, the SO 2 + waves become stronger relative to the SO + waves over time. This contrasts with the results of injection Case B where SO + wave power remained strong well through the run (not shown). Even still, the continued injection of SO + generates Figure 13 . PSD of the simulated wave modes at W S + t = 150-355 (left), W S + t = 1895 -2100 (middle), and W S + t = 3000-3225 (right) for injection Case C in the strong (top) and weak (bottom) injection regimes. Figure 14 shows the calculated upper and lower bounds of the percent injected ion energy that resides in the waves at any given time (see section 5) for varying ratios of SO + to SO 2 + injection rate. When the two ion species are both injected, the percent E R residing in the waves is lower than in simulations where only one of the two species is injected (e.g., Figure 8 ). During a Galileo pass where the SO + waves dominate over the SO 2 + waves, both SO 2 + and SO + are being injected, and the percent energy lost by the injected ions (SO 2 + and SO + combined energy) and residing in the waves is $3 -8%.
[41] The Case C injection run shows the generated SO 2 + waves are higher amplitude than the SO + waves. This was also the case in the initial-value simulations when the SO 2 + and SO + rings were of equal density. In Cowee et al. [2007a] , we examined the strength of the SO 2 + and SO + waves when the two ring components had differing densities. We found that at parallel propagation, the SO + waves were larger amplitude than the SO 2 + waves when the SO + density was 2.5 to 3 times that of SO 2 + . In the injection simulations, we may similarly test how much higher the SO + injection rate must be compared to the SO 2 + injection rate, in order to generate larger wave amplitudes. Figure 15 shows PSD plots during W S +t = 100 -350 for L SO +/L SO2 + = 1 (top left), 2 (top right), 3 (bottom left), and 4 (bottom right). The ratio of the SO + to SO 2 + maximum wave amplitude for L SO +/L SO2 + = 1, 2, 3, and 4 are R W = 0.4, 0.9, 1.1, and 2.0, respectively. Thus for the injection simulations, we find that the SO + waves can be larger amplitude than the SO 2 + waves when the SO + injection rate is greater than $3 times that of the SO 2 + injection rate.
Oblique Propagation
[42] In Cowee et al. [2007a] , we carried out initial-value simulations of the instability at oblique angles of propagation. This was important because the waves observed in the Io plasma torus are not strictly parallel propagating, but were occasionally found to propagate at angles, q, up to 60°from the ambient magnetic field [e.g., Russell and Huddleston, 2000] . The results indicated that waves at these high angles of propagation had smaller group velocities than waves at parallel propagation. They could therefore reside in the unstable region longer and grow to dominant amplitudes. These group velocities were not determined directly from the initial-value simulations because a dispersion curve cannot be accurately fit to the wave spectra, but instead relied on extrapolation of the simulated wave modes to the linear theory predictions.
[43] While accurate dispersion curves cannot be obtained in the injection simulations either, we can modify the simulation to allow us to observe the propagation of the waves. Instead of injecting ions across the entire simulation box, we will inject them only into the center grid cell of the simulation box and measure how fast the generated waves travel away from their source. This will give us an idea of how the wave group velocity changes with propagation angle. These ''local injection'' simulations are performed for strong injection Case A with a longer simulation box (800 c/w pS+ ) and a larger number of grid cells to sufficiently resolve the peak wave modes. In Figure 16 , which shows the wave amplitude versus distance along the simulation axis, x, at four times during the run for q = 0°, we see that waves grow at the center of the simulation box and then propagate outward.
[44] We calculate the group velocity by measuring how far the waves travel across the simulation box in a given amount of time. Several of these measurements are taken during each simulation run and then averaged (the values determined during each interval are similar). Table 4 shows that we find the wave group velocity decreases with increasing angle of propagation. These measured group velocities are in the range predicted by the initial-value simulation results and also show a larger decrease between 40°and 60°than between 0°and 40° [Cowee et al., 2007a] . 
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We note, though, that this analysis assumes the group velocity is oriented along the simulation axis; if it is not, for example if the group velocity is more field-aligned, then we are observing the projection of the velocity onto our simulation axis. Ideally, this analysis should be done using two-or three-dimensional simulations, where the wave velocity in the direction of propagation can be accurately measured, but that is beyond the scope of this study. Yet while the velocities shown in Table 4 may not be explicitly correct, the decrease in v g with increasing q is a trend we expect would also be seen in higher-dimensional simulations.
Summary and Discussion
[45] We have carried out simulations of the heavy ion cyclotron ring instability when instability is driven by the injection of ring ions for a range of possible plasma and pickup conditions in the Io plasma torus. The behavior of the instability in these injection simulations is similar to that in the initial-value simulations, though there are some important differences. In this section we will first summarize the differences between the initial-value and injection simulations and then discuss how the results can be used to interpret the observed wave spectra in terms of pickup conditions at Io.
Summary
[46] When instability is driven by the ion injection, waves grow once there is sufficient free energy in the system and then eventually reach a quasi-steady level where they remain over time instead of decaying. While the dominant waves modes are at similar wave numbers and frequencies as in the initial-value simulations, the range of excited wave numbers is smaller and does not extend to higher wave numbers. Because there is substantially less wave power at these high wave numbers where the atomic cores are most resonant with the instability, the O + and S + components are not heated as strongly during instability growth. Yet because new waves are being generated by ion injection, the atomic cores show gradual heating throughout the run after saturation of the instability.
[47] Waves generated in the Case A strong injection regime simulations have similar energies to those generated in the Case A initial-value simulations even though they grow at a much lower rate. This growth rate and the generated wave dispersion properties show general agreement with the linear theory predictions for a warm ring with density of 38 ions/cc. Similarly, for the weak injection regime, the wave modes agree with those predicted by linear theory for a warm ring with density of 6 ions/cc. This agreement between the injection-driven instability behavior and linear theory indicates that injection does not cause significant nonlinear effects during growth, or rather, that the growth rate is faster than the free energy injection rate [Gary et al., 1988] .
[48] An energy partitioning analysis reveals that the injected ions lose approximately 35% or 30% of their initial energy (E R ) over W S + t > 2000 in the weak and strong injection regimes, respectively. Some of this lost energy goes into heating the atomic core components and some is lost to wave growth. Because the S + core component is more resonant with the SO + instability than the SO 2 + instability, it absorbs more of the free energy lost. The net result is that less free energy goes into wave growth for the SO + instability. In both the weak and strong regimes, the energy lost to wave growth is almost 30% for SO 2 + injection and 25% for SO + injection. These percentages are most similar to maximum of 25% E R lost to wave growth in the initial-value simulations, which occurred when waves were not strongly damped by background SO 2 + or SO + (n r /n m = 1.0). As in the initial-value simulations, this energy is slowly diffused from the ring after the linear growth phase. At a given time, the total energy residing in the waves is 6 -20% or 4 -15% of the injected ion energy for SO 2 + or SO + injection, respectively.
[49] For variations in the atomic core densities, temperatures, and anisotropies, the instability growth rate agrees with the predictions of linear theory, as was also true in the initial-value simulations. Yet unlike in the initial-value simulations, the injection simulations all eventually reached a similar quasi-steady wave energy level despite the changing growth rate. The generated wave modes shift to larger Figure 16 . dB/B 0 along the simulation box at four times during run for strong local injection Case A at q = 0°. wave numbers for higher atomic core densities, as is predicted by linear theory. Because the range of excited wave numbers is more restricted in the injection simulations than in the initial-value simulations, this shift in wave number also shifts the generated waves to smaller phase velocities. We also find that the inverse cascade effect, where energy is transferred to longer wavelengths over time, does not transfer energy to as long a wavelength in the injection simulations, particularly for weak injection. As such, the wave properties at later times for the weak injection regime better resemble those during instability growth.
[50] When both SO 2 + and SO + are injected into the simulation, the SO + waves are damped by the SO 2 + component, which becomes heated. Yet the SO 2 + component does not completely damp out of the SO + waves because free energy is continuously injected and SO + waves are generated throughout the simulation run. In order for the SO + instability to generate larger amplitude waves than the SO 2 + instability, the injection rate of SO + must be about 3 times that of SO 2 + .
[51] We also carried out simulations where ions were injected only in the center of the simulation box and waves then propagated away from the source. In this way, we could measure how fast the waves were moving and we determined that the wave group velocity decreases with increasing angle of propagation from the ambient magnetic field. The group velocities we obtained were $10-20 km/s, within the range predicted by the initial-value simulations.
Discussion
[52] These differences between the initial-value simulations and injection simulations introduce some new considerations in interpreting the plasma and pickup conditions. In Cowee et al. [2007b] , we found that the amount of free energy lost to wave growth depended strongly on whether or not there was a background component of SO 2 + or SO + in the system. Because the background ions strongly damp wave growth, more free energy is transferred to the background plasma so less free energy resides in the waves. In order to interpret the observed wave amplitudes, it would be necessary to know what the background molecular density was. The injection simulation results indicate that this may be unnecessary as the waves generated in the injection simulation grow to a quasi-steady wave energy level and remain there for several hours of simulated time, which is equivalent to the dissociation lifetimes of molecular sulfur ions near Io [Smyth and Marconi, 1998 ]. Thus on the timescales we simulate, the densities of molecular ions which build up do not serve to strongly damp wave growth.
[53] In the conclusions of Cowee et al. [2007b] , we assumed that the wave energies generated by injected SO 2 + or SO + would be equivalent to at most 25% E R , which was the maximum total ring energy lost to wave growth over the entire interval of wave activity in the initial-value simulations; however, the results in this study show this is not true. In the injection simulations, the maximum wave energies generated by SO 2 + and SO + injection at the end of the linear growth phase are 6 -7% and 4-5% of the injected ion energy, respectively. In total, the energy residing in the waves could be as much as 20% or 15% of the injected SO 2 + or SO + energy, respectively. The energy percentages at saturation agree with the maximum wave energies seen in the initial-value simulations. Indeed, we find that much of the instability behavior in injection simulations is similar to that in the initial-value simulations because the instability growth is higher than the injection rate, so the nonlinear effects of free energy injection do not fundamentally alter how energy is partitioned by the instability.
[54] The Huddleston et al. [1998] model of ion free energy reduction, which assumed 50% E R manifested in the wave energies is not appropriate here for several reasons. First, the model relies on energy conservation between the newborn ion population and a single wave mode (of given phase velocity) in the frame of reference of the wave. We find that a range of phase velocities are excited during the growth phase and that range shifts to higher values over time. Because their bispherical shell model doesn't take wave dispersion into account, it is overestimating the percent energy loss [Isenberg and Lee, 1996] . Second, 50% E R is a maximum value, which assumes full scattering of the ring to isotropy, which the simulation results show is not the case; we find the ring temperatures typically asymptote to anisotropies >4. Third, wave damping by other ion species was not considered.
[55] If the injected SO 2 + ions lose $15% of their energy to the waves, for example, then the Huddleston et al. [1998] estimated SO 2 + mass loading rate for J0 is underestimated by a factor of $3. Huddleston et al. [1998] note that their estimated mass loading rate of 8 Â 10 26 SO 2 + /s is $5% of the total ion mass loading rate estimated by Bagenal [1997] (1.5 -1.7 Â 10 28 ions/s) based on plasma measurements in the Io wake. This is in agreement with the plasma spectrometer (PLS) observations on J0, which found SO 2 + density at about 5% of the total ion density near closest approach [Frank et al., 1996] . As such, our injection simulation results extrapolated to the Huddleston et al.
[1998] method would predict the SO 2 + density at greater than 15% of the total source rate, are inconsistent with the Galileo density measurements. PLS heavy pickup ion densities determined as 5% (J0), 8% (I24), 7% (I27) of the total ion densities, as was detected near closest approach on each of those passes.
[56] To calculate the total mass loading rate, Huddleston et al. [1998] correlated the observed wave amplitudes to pickup ion densities by assuming (1) that all pickup ions were SO 2 + , (2) they all had pickup velocity of 57 km/s, (3) they all lost 50% of their energy in the process of scattering, and (4) that all of that lost energy was represented in the wave amplitudes at the time of measurement (i.e., no wave energy loss via processes such as damping or propagation away from source). They then determined a source rate by assuming that the flux V s/c N SO 2 + passing by the Galileo spacecraft was equivalent to the mass loading rate of ions which were picked up along the flowline upstream of Galileo. Next, they assumed that the downstream mass loading rates were the same as the upstream mass loading rates, and that the mass loading rates were the same within a circular cross-section of the torus around Io (i.e., they considered a cylindrically symmetric source region).
[57] Thus the discrepancy between ours and the Huddleston et al. [1998] could be due to incorrect assumptions not only of the % newborn ion free energy lost to waves but also of the size of their source region. For example, Huddleston et al. [1998] considered the radius of the mass-loading region to be 7 R J , which may be too large. Indeed, Huddleston et al. [1998] discuss that even though their estimated SO 2 + source rate is 5% of the canonical total ion source rate, their predicted SO 2 + densities based on the wave amplitudes at a given time are lower than the PLS measurements. For example, for newborn ions picked up with v r = 57 km/s and 50% energy manifested in the waves, then the 100 nT wave amplitudes detected near closest approach at 1744 UT indicate an SO 2 + density of 130 ions/cc. These densities are lower than 5% of PLS total ion density at this time 300 ions/cc (6000 ions/cc total).
[58] If instead 15% of the newborn ion energy is manifested in the waves, then the 100 nT wave amplitudes would result from densities of 300 SO 2 + /cc, which agrees with the PLS measurement. Galileo also detected plasma flow accelerated around Io on the downstream side, so it is possible that the pickup ion velocities were higher than 57 km/s. For a pickup velocity of 63 km/s and 15% newborn ion energy loss, the 100 nT wave amplitudes are generated by 250 SO 2 + /cc. Table 5 shows examples of the observed wave amplitudes and pickup ion densities, along with the minimum and maximum inferred SO 2 + and SO + densities based on our simulation results. For all the examples except J0 at 1744 UT, our inferred densities are lower than the PLS pickup ion densities. It is possible that the PLS pickup ion densities are too high because we give them based on the percent pickup ion density detected near closest approach applied to the total ion density detected at the time given. Since J0 1744 was closest to Io of all the examples shown, it agrees best with the observed density. For the other examples, further away from Io, the pickup ions could be a smaller percentage of the total ion density. Also, on the I24 and I27 passes, SO + waves have higher amplitudes than SO 2 + waves. When SO + waves are generated in the presence of SO 2 + ions, the percent energy manifested in the waves is lower, which means our pickup ion density estimates are low.
[59] Compared to the initial-value simulations, the injectiongenerated wave modes are more restricted in wave number range and do not undergo as much inverse cascading. As such, the wave PSD peak remains closer to the ion gyrofrequency for a longer time in the injection simulations than the initial-value simulations. This is more consistent with observations on all the Io flybys (except for I31 wake pass), which saw spectral peaks at or close to the ion gyrofrequency. In the injection simulations, because the continuous supply of free energy causes wave growth throughout the run, wave power is maintained over a longer period of time. For the SO + waves, this process could contribute to their observability in the torus despite the strong damping effect of any SO 2 + . When the SO + injection rate is three times that of SO 2 + , the SO + waves can grow to slightly higher amplitudes than the SO 2 + waves. Since Galileo sometimes observed SO + waves with much larger amplitudes than SO 2 + waves, the relative injection rates of SO + and SO 2 + in the torus can be even higher.
