The sign-real spectral radius and cycle products  by Rump, Siegfried M.
LINEAR ALGEBRA 
AND ITS 
APPLICATIONS 
ELSEVIER Linear Algebra and its Applications 279 (1998) 177-180 
The sign-real spectral radius and 
cycle products 
Siegfried M. Rump ’ 
Inst. ,fUr Informatik III, Tehical University Hamburg-Harburg, 
E@endorfer Str. 38. 21071 Hamburg, German? 
Received 8 December 1997; accepted 5 January 1998 
Submitted by L. Elsner 
Abstract 
The extension of the Perron-Frobenius theory to real matrices without sign restric- 
tion uses the sign-real spectral radius as the generalization of the Perron root. The the- 
ory was used to extend and solve the conjecture in the affirmative that an ill-conditioned 
matrix is nearby a Singular matrix also in the componentwise sense. The proof estimates 
the ratio between the sign-real spectral radius and the maximum geometric mean of a 
cycle product. In this note we discuss bounds for this ratio including a counterexample 
to a conjecture about this ratio. 0 1998 Elsevier Science Inc. All rights reserved. 
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The sign-real spectral radius for a real matrix A E M,(R) is defined by [l] 
PS(A) = m~{lJ- I 2 real eigenvalue of .$A 1 > 
where the maximum is taken over all signature matrices j, i.e. diagonal s with 
I,$,,l = 1. A set o := {q,. . . , ok} of /CU := k 3 1 mutually distinct integers out 
of { 1,. . . n} defines a cycle product 
in A. The maximum geometric mean of cycle products is defined by 
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i(A) := ““1 nA_)l”! 
It is weh known that ([2], Theorem 5.7.21) 
i(A) = inf { I( D-‘AD 1 Im: D E M,(R) Positive diagonal matrix}, 
where 11 A (Im:= max IAjil . 
The following theorem ([l], Theorem 5.6) states a two-sided estimation 
between po(A) and i(A). It is the key to prove that an ill-conditioned matrix 
cannot be far from a Singular matrix in a componentwise sense. 
Theorem 1. Let A be a real n x n matrix. Then 
(3 + 2ti)-‘C(A) < P;(A) <d(A). 
The right inequality is sharp for A being the matrix of all ones. 
(1) 
The question remains what are best constants for the left inequality in (l), 
i.e. what is the value of 
i;f P~(A)II(A)? (2) 
Improving the estimation implies an improvement in the estimation of the ratio 
of the componentwise distance to the nearest Singular matrix and the compo- 
nentwise condition number ([3,4]). In ([l], Conjecture 6.1) it has been conjec- 
tured that for matrices of the form 
A= 
1 
0 1 * 
1 
0 
(* denoting arbitrary real numbers) there exists a nontrivial vector x with 
IAxI 2 1x1, where absolute value and comparison are to be understood compo- 
nentwise. The appealing fact about this conjecture is, despite several conclu- 
sions which follow, the ease of formulation. The conjecture is shown in [l] 
to be equivalent to p;(A) > i(A) f or arbitrary matrices A with zero diagonal. 
Unfortunately, there are counterexamples, at least for n B 6. Consider 
B = circulant(-0.3, l,-0.8), and A = 
where 1 denotes the 3 x 3 identity matrix. It is i(B) = i(A) = 1, and a cal- 
culation Shows p:(B) < 0.95. For signature matrices Si, SI, the eigenvalues of 
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diag(S,,&)A are the squares of the eigenvalues of S,BSz, and by 
p;(B) = p~(S1BS2) ([l], Lemma 2.1) it follows p:(A) = [po(B)]“’ < 0.98 
< i(A). For an upper bound of (2) we use ([l], Corollary 2.14) 
p;(A) = min{b 3 0 1 det(bZ - SA) > 0 for all signature matrices S}. (3) 
Theorem 2. For n 3 2 dejne the n x n Toeplitz matrix A = A (cc) by 
A= 
l-Cr 
2-a 
-SI 
1-E 1 for 0 < c( < 2. (4) 
Then p;(A) = 1. 
Proof. We proceed by induction. For S being a signature matrix and n = 2, the 
only real eigenvalues of SA are - 1 and 1 in the specified range of c(. Assume the 
assertion is true for matrices of dimension less than TZ. According to (3) it 
suffices to prove 
det (1 - SA) 3 0 for all signature matrices S, 
det (Z - SA) = 0 for some signature matrix 3. 
Let S be given. For SI1 = 1, SZ2 = - 1, the sum of the first two rows of I - SA 
is Zero, for SI, = - 1, S22 = 1, the sum of the first two columns is Zero, respec- 
tively. Denote the principal submatrix of 1 - SA obtained by deleting the first 
row and column by (Z - SA)( 1). For SI1 = 1: SZ, = 1, subtract the second col- 
umn of 1 - SA from the first column, for SI1 = - 1. SZ? = - 1, subtract the sec- 
ond row of I-SA from the first row. In either case 
det(Z-SA) =2. det((Z-SA)(l)), and the induction finishes the proof. 0 
Theorem 3. Let A := A(u) be the matrix de$ned in (4),fi>r CI := 2/n. 
Then 
pi(A)/[(A) = k. 2 (n - 1)““. 
Therefore 
where the irzjimum is taken over all matrices qf arhitrary size. 
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Proof. The largest cycle product is achieved for the full cycle o = (1) . . . , n). A 
computation yields the results. 0 
By Theorem 1, the general bound 
is the true for c = 1/(3 + 2fi), and Theorem 3 Shows that such a general 
bound requires c < 1/2. 1s c = 1/2? 
Note added in proof 
In the meantime Lixing Han and Miki Neumann conjectured the following: 
For a real matrix whose entries are bounded by one with a simple cycle of 1’s 
there exists a nonnegative vector x with 1 Ax 1 2 $.x. Han and Neumann proved 
the conjecture to be true for 12 6 4. For n 3 5, much numerical evidente 
suggests that this is the case. 
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