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Pauli Terms Must Be Absent
In Dirac Equation
Kurt Just and James Thevenot
ABSTRACT It should be of interest, whether Dirac’s equation involves all 16
basis elements of his Clifford algebra ClD. These include the 6 ‘tensorial’ σ
µν
with which the ‘Pauli terms’ are formed. We find that these violate a basic axiom
of any *-algebra, when Dirac’s Ψ is canonical. Then the Dirac operator is spanned
only by the 10 elements 1, iγ5, γ
µ, γµγ5 (which don’t form a basis of ClD because
the σµν are excluded).
Keywords: Quantum field theory, Dirac equation, Clifford algebra.
1 Motivation and conclusions
In Dirac’s equation
i∂/Ψ = BΨ with ∂/ := γµ
∂
∂xµ
(1.1)
the Bose field B is a member of the Clifford algebra ClD. Hence it can be
written as
B = S+ + iγ5S
− + γµV+µ + γ
µγ5V
−
µ + σ
µνTµν . (1.2)
Here S±,V±, Tµν are matrices which act on the flavors and colors of Ψ
(the Dirac field for leptons and quarks). In the excellently verified Standard
Model, the matrices
S := S+ + iγ5S
− and Vµ := V
+
µ + γ5V
−
µ (1.3)
contain all the fields of Higgs and Yang-Mills. Vice versa, the Standard
Model requires (1.2) to contain the 10 basis elements 1, iγ5, γ
µ, γµγ5 ∈ ClD,
but not the further σµν or σµνγ5 (6 of which are linearly independent).
Thus we encounter the question, to what extent (1.2) can involve Tµν =
−Tνµ. For this problem it is irrelevant whether Tµν is a separate ‘tensor
potential’ or a multiple of Maxwell’s Fµν := Aµ,ν − Aν,µ (as proposed by
Pauli [1]) or of its dual εµνρσF
ρσ. Hence we always call σµνTµν the ‘Pauli
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term’ of (1.2). In rigorous, but not trivial ways, we find that Tµν must be
absent for a very basic reason: For the members a,b, . . . of any *-algebra
and their conjugates a†,b†, . . . , one postulates (a†b)† = b†a. This would
be violated by any Pauli term. Hence we must demand
Tµν = 0 in order to keep (a
†b)† = b†a. (1.4)
In other words, our fields will not generate a *-algebra, unless (1.2) is
restricted by (1.4). This clear result has not been found in the literature,
because a familiar reciprocity [2] is generally misnamed a theorem, whereas
we prove it to be a condition, which excludes (1.2) unless it satisfies (1.4).
Showing in Sections 2 and 3 the adopted foundations, we indicate the
proof of (1.4) briefly in Section 4, and more elaborately in Appendix A. It
rests on a reciprocity condition, which is discussed in Appendix B. Calling
this a ‘relation’ [2], one generally suggests that it holds without restrict-
ing the Bose fields to be prescribed. That misnomer may have caused the
absence of (1.4) in the literature.
2 Gauge theory from Clifford algebra
For the vector field from (1.3) we must admit the gauge transformation
Vµ → e
−iω (Vµ − i∂µ) e
iω ≈ Vµ + ω,µ + i [Vµ, ω] . (2.5)
In order to state that Vµ and ω are hermitian matrices, we write them
Vµ(x) = tY V
Y
µ (x) = Vµ(x)
† and ω(x) = tY ω
Y (x) = ω(x)†. (2.6)
While the constant matrices tY act on flavors and colors, they contain all
coupling constants and the γ5 := iγ
0γ1γ2γ3 from Dirac’s Clifford algebra
ClD. We generate this ClD by γ
(µγρ) = ηµρ from
γ†µ = γ
−1
µ = γ
µ = γµ , where Γ := γ0Γ
†γ0 ∈ ClD. (2.7)
A transformation similar to the homogeneous part of (2.5) follows for the
S of (1.3). In order to prove (1.4), however, we must initially use (1.2) with
(1.3) in the form
B = S + γµVµ + σ
µνTµν , where Tµν 6= 0. (2.8)
This together with (a†b)† = b†a will in Section 4 yield a contradiction,
which then proves (1.4). That proof holds in Quantum Induction [3] where
the canonical relations
[
Ψ(x),Ψ(0)†
]
+
δ(x0) = δ(x) and
[
Ψ(x),Ψ(0)T
]
+
δ(x0) = 0 (2.9)
together with Dirac’s equation (1.1) are fundamental. Its possible valid-
ity under presumptions different from (1.1) through (1.3) is discussed in
Appendix B.
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3 Short distance representation
For the bilocal, time ordered Dirac matrix
b(x, z) := (4π)2 T Ψ(x+ z)Ψ(x− z), (3.10)
(1.1) and (2.9) provide the differential equation
{∂/x + ∂/z + 2iB(x+ z)} b(x, z) = 2π2δ(z) = i∂/zz/−3− , (3.11)
where z/−3− := (z
2 − iǫ)−2z/ with ǫ→ +0. The representation used here for
δ(z) := δ(z0)δ(z1)δ(z2)δ(z3) follows directly from the familiar
 (z2 − iǫ)−1 = (2π)2iδ(z).
Writing (3.10) as
b(x, z) = iz/−3− + (C
−2 + C−1 + r0)(x, z), (3.12)
let us anticipate that the Ch can be made homogeneous in the sense that
Ch(x, λz) = λhCh(x, z) for h = −2,−1 and λ ∈ C/. (3.13)
Also using the ‘Taylor representation’
B(x+ z) = B(x) + zµB,µ(x) +R(x, z)z/, where R(x, 0) = 0, (3.14)
we can split (3.11) into
∂/zC−2(x, z) = 2B(x)z/−3− , (3.15)
∂/zC−1(x, z) = 2zµB(x),µz/
−3
− − {2iB(x) + ∂/
x}C−2(x, z), (3.16)
∂/zr0(x, z) = . . .− 2iR(x, z)z−2− . (3.17)
Here the dots symbolize infinitely many unknown terms; they will be irrel-
evant because they are not more singular than z/−1− (for z → 0 at z
2 6= 0) .
As one easily verifies, (3.15) with (2.8) can be solved by
z4C−2(x, z) = 2z/zµVµ(x) − z
2S(x)† + z/σµνz/Tµν(x)
†. (3.18)
This clearly satisfies (3.13) and due to Appendix A is the only solution of
(3.15) which does so. Since it makes the right side of (3.16) homogeneous
in z of the order h = −2, we can choose also C−1(x, z) to obey (3.13).
On the right side of (3.17), we have omitted terms which due to (3.18) are
as homogeneous as z/−1− (or less singular).
Thus (3.17) can be solved by an r0 which (due to R(x, 0) = 0) satisfies
zµr0(x, z)→ 0 for z → 0. (3.19)
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Therefore, we can include in r0 those terms from C−2 and C−1 which
are left arbitrary by (3.15) and (3.16) because they are independent of z.
In order to learn much more about r0(x, z) than (3.19) shows, one would
need ‘outer’ boundary conditions (at large z). These could be obtained
from heat kernels (HK); but here the ‘inner’ condition (by (2.9) giving to
(3.11) its right side) has been sufficient.
No obstruction to solving (3.11) has been encountered in (3.18) or in
Appendix A. Neither would any arise if we would extend our recursion for
(3.12) or invoke HK[4]. Taking the Dirac adjoint of (3.10), however, we
obtain the ‘reciprocity’ condition
z4b(x, z) = z4b(x,−z) due to (Ψ+Ψ
†
−)
† = Ψ−Ψ
†
+. (3.20)
The latter exemplifies a general rule for *-algebras.
4 Reciprocity as a condition
The z4 in (3.20) removes the denominators of the terms in (3.12), so that
the hermitian conjugation affects only their numerators. Hence these must
(for h = −2,−1) satisfy
z4Ch(x, z) = z4Ch(x,−z) and z4r0(x, z) = z4r0(x,−z), (4.21)
because all three are linearly independent. In (4.21) we did not mention
the leading iz/−3− of (3.12), because it satisfies (3.20) trivially. Since (2.8)
equals its adjoint B = S + γµV†µ + σ
µνTµν , that reciprocity is also verified
for (3.18).
Instead of (4.21) with h = −1, however, in Appendix A we find
z4C−1(x, z) 6= z4C−1(x,−z) unless Tµν = 0. (4.22)
Hence it is misleading when one calls (3.20) a reciprocity ‘theorem’ [2], as
if it were fulfilled for arbitrarily prescribed Bose fields (2.8). Since (3.18)
satisfies (4.21) even with Tµν 6= 0, we also see that (1.4) cannot be derived
as long as one only examines that solution of (3.15). In other words, we do
not know a way of reaching the conclusion (1.4) without noting that the
solution of (3.16) provides (4.22).
By (1.4), however, the C−1(x, z) solving (3.16) is simplified greatly;
and the further parts of (3.12) are shortened still more drastically. Hence
superfluous work is done by those who pursue higher terms of (3.12) without
inserting (1.4) quickly. They solve the differential equation (3.11) correctly
but in excessive generality. Thus they miss the fact that (3.10) must also
satisfy (3.20), which is a non-trivial condition not expressed by (3.11).
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A Appendix: Linear Differential Equations
A.1 Exactly homogeneous solutions
In (3.11) we have used
i∂/zz/−3− = 2π
2δ(z) for z/−3− := (z
−2
− )
2z/, (A.23)
where z−2− = (z
2 − iǫ)−1 with ǫ→ +0. These obviously provide
∂/zz/−3− z
µ = γµz/−3− , ∂/
zz−2− = −2z/
−3
− ,
∂/zz/−3− σ
µνz/ = γρz/−3− σ
µνγρ = 2σ
µνz/−3− , (A.24)
which are derived most easily, when one uses (A.23) as often as possible.
Thus (3.18) makes
∂/zC−2(x, z) = 2γµz/−3− Vµ(z) + 2z/
−3
− S(x)
† + 2z/−3− σ
µνTµν(x)
†, (A.25)
so that (3.15) with (2.8) is fulfilled.
All these calculations of course do not make sense on the cone z2 = 0.
Hence throughout this paper we assume z2 6= 0 , as we must clearly do
in (3.12) through (3.17). This is also true for the limits with z → 0, as
needed in (3.19) and in the proof of (A.23). Hence such limit transitions
can proceed on any path which ends at z = 0, except that it must not
touch the cone z2 = 0.
While (3.15) with (2.8) is due to (A.23) satisfied by (3.18), its most
general solution follows when we add any matrix H which fulfills the ho-
mogeneous Dirac equation ∂/H = 0. For choosing this H we need the
Singularity Theorem: Every Poincare´ covariant member H of Dirac’s
Clifford algebra ClD, which solves
∂/H(z) = 0 in a neighborhood of z = 0, (A.26)
becomes for z → 0 with z2 6= 0 either more singular than z/−3 or less than
z/−1, hence yields either
lim
z→0
z/3H(z) =∞ or lim
z→0
zµH(z) = 0. (A.27)
One proves this easily when H depends only on z. The general proof
is lengthy and scarcely of interest to physicists; hence we shall show it
whenever requested.
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Obvious solutions of (A.26) and (A.27) are all H which do not depend on
z. Already the solution of (3.15) by (3.18) says that (3.13) with h = −2
can be satisfied. The theorem (A.27) proves that (3.18) yields the only
C−2(x, z) which does so (such that (3.15) and (3.13) make (3.18) neces-
sary). It also shows that the leading term of (3.12) is determined uniquely.
In the same way, (A.27) says that the solution of (3.16) and (3.13) will be
unique when such a C−1(x, z) can be found at all.
A.2 Relevant short distance terms
Inserting (2.8) and (3.18) in (3.16), we obtain
∂/zC−1(x, z) = 2zµγρz/−3− (Vρ,µ − Vµ,ρ − 2iVρVµ)
+ z−2− γ
ρ(S†,ρ + 2iVρS
†) + 2z/−3− z
ρ(S†,ρ − 2iS
†Vρ)
+ 2iz−2− SS
† + 2z/−3− γ
µνz/STµν
+ 2zργµνz/−3− (2TµνVρ + iTµν,ρ)− 2z
−2
− γ
µνTµνS
†
+ 2iγµνz/−3− γ
ρσz/TµνTρσ
+ γρz/−3− γ
µνz/(2VρTµν − iTµν,ρ) (A.28)
with γµν := γ[µγν] = −iσµν = γµγν − ηµν . Here all the fields S,Vµ, Tµν
and their partial derivatives are localized at x ; hence this parameter has
been suppressed in the notation. Although (A.28) is for C−1 a linear differ-
ential equation in z of the first order, deriving a solution was tedious; but
after such a C−1 has been found, only differentiations are needed to ver-
ify its validity. Only a few readers, however, would perform this extremely
easy but time-consuming task; thus let us merely say that the C−1(x, z)
solving the differential equation (A.28) is twice as lengthy as this.
It implies (4.22) and thus contradicts (4.21), unless all 5 local field poly-
nomials
Z1ρστµ :=
[
T[ρσ, Tτ ]µ
]
+
,
Z2ρστ := T[ρσVτ ] + V[τTρσ],
Z3ρ := [V
µ, Tµρ] (A.29)
Z4ρσ := TρσS
† + STρσ ,
Z5ρστ := Tρσ,τ + iVτTρσ − iTρσVτ
satisfy
Zn...(x) = 0. (A.30)
These derivations have been rigorous, because we did not admit any ap-
proximation (rarely possible in physics). Our solution (1.4) is clearly the
only which holds irrespective of S and Vµ. If (A.30) were mathematically
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solvable by any Tµν 6= 0 (a case we can’t examine exactly), it would restrict
S and Vµ in complicated and extremely unphysical ways.
Within the permitted size of this paper, we can’t show the complete
proof for the necessity of (A.30); the known extension to quantum fields [3]
would enlarge it enormously. A result as simple as (1.4), however, should
find a much shorter proof. Hence we would prefer to delay the publication
until that simplicity is achieved. If we would not show the result (1.4) and
indicate our lengthy derivation from (3.20), however, it would be hard to
get anyone interested in such a problem.
B The Reciprocity Violation
Let us finally collect further remarks about our result (1.4) and its absence
from the literature:
(a) The reciprocity condition (3.20) has been called [2] a relation,
as if it had been proved with (1.1) containing the most general
Bose field (1.2).
(b) We had to perform extensive computer algebra for the deriva-
tion of C−1(x, z) from its differential equation (A.28). Still
more would be required if one were to make the compact re-
sult from HK explicit. Neither is needed any longer, because it
is easy to verify a known solution of any differential equation,
no matter how hard its integration had been. Because of (a),
however, nobody found this tedious search worthwhile.
(c) In the mathematics of HK, the boundary conditions [4] at large
z are presently more interesting than the behavior of (3.12) at
small z.
(d) It is fashionable, instead of the differential equation (3.11) to
solve a related integral equation, with an ‘inner’ boundary con-
dition given by the right side of (3.11) and a purely mathe-
matical condition at some outer boundary (where z is large or
infinite). For our problem, no choice of the latter makes sense
because the result (A.30) depends only on (3.11) and its bound-
ary condition at z = 0. Why should we use a physically irrele-
vant integral equation for a conclusion which is completely de-
termined by a differential equation together with a single, well
justified boundary condition?
(e) Methods of HK have been initiated [5] for classical field theories,
where the reciprocity arises from a symmetry of their Green
functions.
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(f) In many treatments by HK, not only the Bose field B but
also Dirac’s Ψ is non-quantized (or not even mentioned). Then
(3.11) is regarded as an equation for a classical Green function
b(x, z), not related to any quantum field such as (3.10). In that
approach, one hardly sees whether a reciprocity (3.20) should
be desired.
(g) Under infinite renormalizations, (1.1) and (2.9) and therefore
(3.12) break down [6]. Hence we can’t prove (1.4) in familiar
settings (although it might be true even there).
(h) Any significant Tµν 6= 0 would damage the excellent verifica-
tion of the Standard Model [7] by the magnetic moment of the
electron. This agreement [8] had formerly been regarded as a
brilliant confirmation of renormalized QED. Under the present
philosophy [9] of ‘effective’ actions, however, it is an unimpor-
tant result of imprecise measurements.
(i) Instead of (3.10), one often uses β(e, t) := (4π)2TΨ(e+t)Ψ(e) =
b(e + 12 t,
1
2 t) with the eccentric coordinates e = x − z and
t = 2z. These simplify (especially under gravity) the derivation
of (3.11), but make the analysis of (3.20) complicated.
(j) The singularity at z2 = 0 makes (3.12) dependent on the
time ordering of (3.10). Hence (3.20) can’t simply be written
b(x, z) = b(x,−z) because an hermitian conjugation reverses
the time order.
(k) Wherever basic ‘tensor potentials’ Tµν have found any atten-
tion, one has coupled them to each other or further Bose fields
[10], leaving their interaction with Dirac’s Ψ open.
(l) Whenever ‘tensor couplings’ are mentioned in phenomenology
[11], it is unclear whether they are fundamental or caused by
bound states or by ‘radiative’ corrections.
(m) The differential or integral equation for (3.10) can ‘mathemat-
ically’ be solved [4] without any concern about the reciprocity
(3.20) needed in physics. However, (3.11) without (3.20) does
not exhaust the contents of (3.10).
(n) The leading terms iz/−3− and C
−2(x, z) of (3.12) satisfy (3.20)
even when (2.8) has Tµν 6= 0. Hence the contradiction between
(4.21) and (4.22) is not recognized until one also determines
C−1(x, z).
(o) A further reason for the usual rejection of (1.4) may be that
such a clear result deserves a simple derivation. Instead our
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proof has required the lengthy (but straightforward) deduction
of the differential equation (A.28) and its explicit solution. That
C−1(x, z) is twice as long as (A.28) and therefore not shown
here; but we hope that others can simplify our arguments.
(p) In order to examine (3.20) completely , the reciprocity (4.21)
should also be checked for the ‘remainder’ r0(x, z). Analyzing
those parts of it which in z are homogenous of the orders h = 0
and h = 1, we have not found any restriction beyond Tµν = 0
(which simplifies those parts enormously). Our local approach
(without outer boundary conditions) cannot extend that result
to all orders. This should be taken as an incentive to treat
the condition (3.20) globally, but not as excuse for discarding
our result (4.22). Doing so would correspond to ignoring the
singular part of a Laurent series until all its orders are known.
(q) For many authors, the Higgs field does not contribute to B,
because they attach it in isospinors to Ψ.
(r) Many authors prefer two-component spinors instead of Dirac’s Ψ.
(s) Some authors use other notations for Dirac matrices, for in-
stance α, β instead of γµ or explicit 4 x 4 squares.
(t) For Dirac’s γµ, one sometimes uses representations in which
γµ is not its own adjoint or the β in Ψ = Ψ†β differs from γ0.
(u) From (2.8) we derived (1.4) by ‘reductio ad absurdum’, which
not every mathematician appreciates.
(v) Readers may dislike (1.4), because beautiful theories are no
longer expected to be simple but to offer rich mathematical
structures.
(w) Instead of the Dirac equation for physics (which is of first order
in Minkowski space), mathematicians prefer the elliptic equa-
tion given by its iteration in Euclidean space.
(x) One often uses Dirac’s Clifford algebra without any basis, hence
not separating the scalar, vectorial and tensorial parts of B .
10 Kurt Just and James Thevenot
References
[1] W. Pauli, “Relativistic Field Theories of Elementary Particles”, Rev. Mod.
Phys. 13 (1941) 203-232, eq. (91).
[2] B. S. DeWitt, “Dynamical Theory of Groups and Fields” (Gordon & Breach,
New York 1965), p. 44; F.G.Friedlander, “The Wave Equation in a Curved
Space-Time” (Univ. Press, Cambridge 1975), pp. 178 - 181.
[3] K. Just and E. Sucipto, “Basic versus Practical Quantum Induction”, in:
Doebner, Scherer and Schulte (eds.), “Group 21” (World Sci., Singapore
1997), vol. 2, p. 739.
[4] G. Esposito, “Dirac Operators and Spectral Geometry”, (Univ. Press, Cam-
bridge 1998).
[5] J. Hadamard, “Lectures on Cauchy’s Problem”, (Yale Univ. Press, New
Haven 1923).
[6] R. A. Brandt, “Gauge Invariance in Quantum Electrodynamics” Ann.
Phys. 52 (1969) 122-175; “Field Equations in Quantum Electrodynamics”
Fortschr. Physik 18 (1970) 249-283.
[7] K. Huang, “Quantum Field Theory”, (Wiley, New York 1998), p. 231.
[8] V. W. Hughes and T. Kinoshita, “Anomalous g Values of the Electron and
Muon” Rev. Mod. Phys. 71(1999) S 133 - S 139.
[9] S. Weinberg, “The Quantum Theory of Fields” (Univ. Press, Cambridge
1995/96), vol. I, pp. 517 - 521.
[10] V. Dvoeglazov, “Quantized (1,0)⊕ (0,1) Fields”, Int. J. Theor. Phys. 37
(1998) 1915-1944; A. Khoudeir, “Non-Abelian Antisymmetric-Vector Cou-
pling from Self-Interaction”, Mod. Phys. Lett. A11 (1996) 2489-2496; C.Y.
Lee and D.W.Lee, (preprint) hep-th/9709020.
[11] M. V. Chizov, “Search for Tensor Interactions in Kaon Decays at DAΦNE”,
Physics Lett. B 381 (1996) 359-364; M.G. Negra˜o et al., (preprint) hep-
th/9808174.
Kurt Just
Department of Physics
University of Arizona
Tucson AZ 85721
E-mail: just@physics.arizona.edu
James Thevenot
Department of Physics
University of Arizona
Tucson AZ 85721
E-mail: jimthev@physics.arizona.edu
Received: September 30, 1999; Revised: February 6, 2000.
