In the paper we consider elliptic equations of the form −Au = u −γ · µ, where A is the operator associated with a regular symmetric Dirichlet form, µ is a positive nontrivial measure and γ > 0. We prove the existence and uniqueness of solutions of such equations as well as some regularity results. We also study stability of solutions with respect to the convergence of measures on the right-hand side of the equation. For this purpose, we introduce some type of functional convergence of smooth measures, which in fact is equivalent to the quasi-uniform convergence of associated potentials.
Introduction
Let E be a separable locally compact metric space, (E, D[E]) be a regular symmetric Dirichlet form on L 2 (E; m) and let µ be a nontrivial (i.e. µ(E) > 0) positive Borel measure on E. In the present paper we study elliptic equations of the form −Au = g(u) · µ, u > 0, (1.1) where A is the operator associated with (E, D[E]) and g : R + \{0} → R + is a continuous function satisfying c 1 ≤ g(u) · u γ ≤ c 2 , u > 0 (1.2)
for some c 1 , c 2 , γ > 0. The model example of (1.1) is the Dirichlet problem −∆ α/2 u = u −γ · µ, u > 0, on D,
where α ∈ (0, 2], γ > 0 and D is a bounded open subset of R d . The paper consists of two parts. In the first part we address the problem of existence, uniqueness and regularity of solutions of (1.1). In the second part we study stability of solutions of (1.1) with respect to the convergence of measures on the righthand side of the equation. The above problems were treated in [4] in case A = ∆ and [3] in case A is a uniformy elliptic divergence form operator. Some different but related problems are studied in [21] in case A is a Leray-Lions type operator. The main aim of the present paper is to generalize the results of [3, 4] to equations with general (possibly nonlocal) operators corresponding to symmetric Dirichlet forms. We also refine some results proved in [3, 4, 21] for equations with local operators.
In the first part of the paper (Sections 3 and 4) we assume that µ belongs to the class R of smooth (with respect to capacity associated with (E, D[E])) positive Borel measures on E whose potential is m-a.e. finite (see Section 2 for details). It is known (see [16, Proposition 5.13] ) that M 0,b ⊂ R, where M 0,b is the class of bounded smooth measures on E. In general, the inclusion is strict. For instance, in case of (1.3), R includes smooth Radon measures µ such that D δ α/2 (x) µ(dx) < ∞, where δ(x) = dist(x, ∂D) (see [14, Example 5.2] ).
The first difficulty we encounter when considering equation (1.1) is to define properly a solution. Here we give a probabilistic definition of a solution of (1.1) via the Feynman-Kac formula. Namely, by a solution of (1.1) we mean a quasi-continuous function u on E such that u > 0 quasi-everywhere (q.e. for short) with respect to the capacity Cap naturally associated with (E, D[E]) and for q.e. x ∈ E,
Here {(X t ) t≥0 , (P x ) x∈E } is a Hunt process with life time ζ associated with the form (E, D [E] ), E x is the expectation with respect to P x and A µ is the positive continuous additive functional in the Revuz correspondence with µ.
One reason for adopting here the probabilistic definition of a solution is that unlike problem (1.3), for general A one can not expect that inf x∈K u(x) > 0 for every compact K ⊂ E. Therefore the variational definition of a solution considered in [3] is not (at least directly) applicable to general equations of the form (1.1), because we do not know whether g(u) · µ is a Radon measure. The probabilistic approach allows one to overcome the difficulty. Another advantage lies in the fact that it allows one to cope with the uniqueness problem.
In Section 3 we prove several results on existence and uniqueness of solutions of (1.1) and its generalization (equation with mixed nonlinearities). It is worth pointing out that the rather delicate problem of uniqueness (see [23] ) was not addressed in [3] .
Regularity of solutions of (1.1) is studied in Section 4. First, in Proposition 4.5, we generalize some result proved in [18] , and then we use this generalization to prove that if µ is bounded then for every γ > 0 the function u (γ+1)/2 belongs to the extended Dirichlet space D e [E] and there exists c(γ) > 0 such that
where µ T V denotes the total variation norm of µ. In case of (1.3) the above inequality gives the estimate of u (γ+1)/2 in the norm of the fractional Sobolev space H α/2 0 (D). In the second part of the paper (Sections 5-7), we study stability of solutions u n of the problems −Au n = g(u n ) · µ n , u n > 0 (1. 4) under different assumptions on the type of convergence of measures µ n and the limit measure µ. We always assume that {µ n } is a sequence of smooth nontrivial Borel measures on E such that sup n≥1 µ n T V < ∞. As for µ, we distinguish two cases: µ ∈ M 0,b , i.e. µ is bounded and smooth, and µ ∈ M b , i.e. µ is a general bounded Borel measure on E.
In Section 5 we start with the study of the general case µ ∈ M b . Our main result (Theorem 5.4) says that if µ n → µ vaguely then the sequence {ν n := g(u n ) · µ n } is tight in the vague topology and its every limit point is a smooth measure. Moreover, if ν n → ν vaguely, then, up to a subsequence, u n → u m-a.e., where −Au = ν.
In Section 6 we address the case µ ∈ M 0,b . We first introduce some type of convergence of smooth measures, which is stronger then the vague and the narrow convergence. At the same time, it is weaker then the convergence in the variation norm, but nevertheless it preserves the smoothness property. This new concept of convergence of {µ n } to µ is defined via some sort of uniform convergence of the sequence of additive functionals {A µn } to A µ , so we denote it by uAF − −− →. We prove (see Proposition 4.3, Proposition 6.1) that, up to a subsequence, the convergence µ n uAF − −− → µ is equivalent to the quasi-uniform convergence of {u n } to u, where u n , u are solutions of the problems −Au n = µ n , −Au = µ, (1.5) respectively. Therefore it is possible to define the convergence µ n uAF − −− → µ analytically without recourse to the notion of additive functional from the probabilistic potential theory. Note that this analytical characterization of the convergence µ n uAF − −− → µ may be viewed as a significant generalization of the stability result proved in [4] . Our main theorem on stability of (1.4) (Theorem 6.3) says that if µ n uAF − −− → µ then (up to a subsequence) u n → u q.e., where u is a solution of (1.1). We also show (see Proposition 6.7) that if µ n uAF − −− → µ then {µ n } is locally equidiffuse, which again confirms the usefulness of our new notion of the convergence of measures.
In Section 7 we return to the case of general measure µ ∈ M b but we assume that E ⊂ R d and µ is approximated by mollification, i.e. µ n = j 1/n * µ, where j 1/n is a mollifier. In our main result we also restrict our attention to a class of operators including ∆ α/2 , α ∈ (0, 2], as a special case. It is known that µ ∈ M b admits a unique decomposition µ = µ c + µ d into the singular part µ c with respect to Cap (the so-called concentrated part) and an absolutely continuous part µ d with respect to Cap (the so-called diffuse part). The case µ c = 0 is covered by results of Section 6, because we show that j 1/n * µ d uAF − −− → µ d . The case µ c = 0 is much more involved, but can be handled by combining the results of Section 5 with those of Section 6. Before describing our main result, we first make some comments on the simplest case A = ∆.
If A = ∆ then from the inverse maximum principle (see [8] ) one can deduce that the singular part µ c (with respect to the Newtonian capacity cap 2 ) is responsible for explosions of the solution u of (1.1). When u explodes, g(u) is formally equal to zero, so it seems that in (1.1) the absorption term g forces some reduction of µ c . Several natural question arise here. The first one is whether such reduction really occurs and whether the whole singular part µ c is reduced? Another question is whether in investigating (1.3) one should consider the Newtonian capacity cap 2 , or, maybe, it is better to consider other capacities (for example p-capacities)? What happens if ∆ is replaced by a general Dirichlet operator A? In [3] partial answers to these questions are given in case A = ∆. Let u n be a solution of (1.4) with A = ∆ and µ n = g n · m with {g n } ⊂ L ∞ (D; m), where m is the Lebesgue measure on D. In [3] it is proved that if µ is orthogonal to cap 2 , (1.2) is satisfied with γ ≥ 1 and µ n → µ in the narrow topology, then u n → 0. For γ ∈ (0, 1) similar result is proved in case µ is orthogonal to the p-capacity with p > 2 being the Hölder conjugate to q = d(γ+1) d−1+γ . Finally, let us mention that the same problem of reduction of the singular part of µ forced by absorption g is considered in [21] in case g is bounded and A is a Leray-Lions type operator (i.e. local operator).
In Theorem 7.3, the main result of Section 7, we prove that in fact g forces the reduction of the whole singular part µ c of µ for every γ > 0. To be more specific, we prove that if u n is a solution of (1.4) with µ n = j 1/n * µ, then, up to a subsequence, u n → u m-a.e., where
The above result makes it legitimate to define solutions of (1.1) with bounded Borel measure µ as the solutions of (1.1) with µ replaced by µ d . With this definition, Theorem 7.3 is the existence theorem for (1.1) with bounded Borel measure µ. Finally, note that Cap = cap 2 if A = ∆ and that the capacity cap 2 is absolutely continuous with respect to the p-capacity for p ≥ 2. Therefore in case γ ∈ (0, 1) our result strengthens the corresponding result from [3] . It should be stressed, however, that in [3] more general approximations {µ n } of µ are considered.
Preliminaries
In the paper E is a locally compact separable metric space and m is a positive Radon measure on E such that Supp[m] = E. By (E, D[E]) we denote a symmetric Dirichlet form on L 2 (E; m). Recall that this means that
equipped with the inner product generated by the form E 1 is a Hilbert space (Here, as usual, for α > 0 we set
By Riesz's theorem, for every α > 0 and f ∈ L 2 (E; m) there exists a unique function
It is an elementary check that {G α , α > 0} is a strongly continuous contraction resolvent on L 2 (E; m). By {T t , t ≥ 0} we denote the associated semigroup and by (A, D(A)) the operator generated by {T t }. It is well known (see [9, Section 1.3] 
In the whole paper we assume that (E, D[E]) is regular and transient, i.e.
(E.5) (regularity) the space
with respect to the E 1 -norm and in C 0 (E) with respect to the supremum norm, (E.6) (transience) there exists a strictly positive function g on E such that
where
In the whole paper we fix ϕ ∈ B b (E) such that ϕ > 0, E ϕ dm = 1, and we put
Given a Dirichlet form (E, D[E]) we define the capacity Cap:
where h U is the reduced function of h on U (see [19, Chapter III]), and for arbitrary A ⊂ E we set Cap(A) = inf{Cap(U ); A ⊂ U ⊂ E, U open}.
An increasing sequence {F n } of closed subsets of E is called nest if Cap(E \F n ) → 0 as n → ∞. A subset N ⊂ E is called exceptional if Cap(N ) = 0. We say that some property P holds quasi everywhere (q.e. for short) if a set for which it does not hold is exceptional.
We say that a function u defined q.e. on E is quasi-continuous if there exists a nest {F n } such that u |Fn is continuous for every n ≥ 1. It is known that each function u ∈ D[E] has a quasi-continuous m-version. From now on for u ∈ D[E] we always consider its quasi-continuous version.
A Borel measure µ on E is called smooth if it does not charge exceptional sets and there exists a nest {F n } such that |µ|(F n ) < ∞, n ≥ 1. By S we denote the set of all positive smooth measures on E.
In the paper we also use the capacity CAP considered in [9, Chapter 2] . We would like to stress that the notions of exceptional sets, quasi-continuity and smooth measures defined with respect to Cap and with respect to CAP are equivalent. Therefore in the paper we may use the results of [9, 19] interchangeably.
By S
0 we denote the set of all measures µ ∈ S for which there exists c > 0 such that In the sequel we say that u : E → R is measurable if it is universally measurable, i.e. measurable with respect to the σ-algebra
where P(E) is the set of all probability measures on E and B µ (E) is the completion of B(E) with respect to the measure µ. By M b we denote the set of all bounded Borel measures on E and by M 0,b the subset of M b consisting of smooth measures. We say that a positive Borel measure µ on E is nontrivial if µ(E) > 0.
Given a Borel measurable function η on E and a Borel measure µ on E we write
By u · µ w denote the Borel measure on E defined as
whenever the integrals exist. Let us recall that for given measurable spaces (S, S), (T, T ) a function κ : S × T → R + ∪ {∞} is called a kernel (from S to T ) if for every B ∈ T the mapping S ∋ s → κ(s, B) is S measurable and for every fixed s the mapping T ∋ B → κ(s, B) is a measure. Let us also recall that for given measure µ on S and kernel κ from S to T one can consider its product µ ⊗ κ, which by definition is a measure on S ⊗ T defined as
With a regular symmetric Dirichlet form (E, D[E]) one can associate uniquely a Hunt process X = ((X t ) ,t≥0 , (P x ) x∈E , (F t ) t≥0 , ζ) (see [9] ). It is related to (E,
where E x stands for the expectation with respect to the measure P x . For α, t ≥ 0 and f ∈ B + (E) we write
It is well known (see [9, Section 5 .1] that for each µ ∈ S there exists a unique positive continuous additive functional A µ in the Revuz duality with µ. For µ ∈ S we write
For simplicity we denote R 0 by R. By S
00 we denote the set of all µ ∈ S (0) 0 such that µ(E) < ∞ and Rµ is bounded. We set R = {µ ∈ S : Rµ < ∞ q.e.}.
It is known (see [16, Lemma 4 For a Borel set B we set
i.e. σ B is the first hitting time of B, D A is the first debut time of B and τ B is the first exit time of B. By B r we denote the set of regular points for B, i.e.
By T we denote the set of all stopping times with respect to the filtration (F t ) t≥0 and by D the set of all measurable functions u on E for which the family
is uniformly integrable with respect to the measure P x for q.e. x ∈ E.
For a Borel measure µ on E and α ≥ 0 by µ • R α we denote the measure defined as
and by P µ the measure
Finally, let us recall that a positive measurable function u on E is called excessive if
and u is called potential if it is excessive and for every sequence {T n } ⊂ T such that
for q.e. x ∈ E.
Existence and uniqueness of solutions
Let us recall that in the whole paper we assume that (E, D[E]) satisfies (E.1)-(E.6).
As for µ and g, unless otherwise stated, in the paper we assume that µ ∈ S and g : R + \ {0} → R + is a continuous function satisfying (1.2). We also adopt the convention that g(0) = +∞, g(+∞) = 0. Definition. We say that a measurable function u : E → R + is a solution of (1.1) if (a) u is quasi-continuous and 0 < u(x) < ∞ q.e.,
We will need the following hypothesis:
3.1 Existence and uniqueness of solutions of (1.1)
We begin with a comparison and uniqueness result.
Proposition 3.2. Assume that µ 1 , µ 2 are smooth measures such that 0 ≤ µ 1 ≤ µ 2 and g 1 , g 2 : R + \ {0} → R + are measurable functions such that g 1 (y) ≤ g 2 (y) for y > 0. Moreover, assume that either g 1 or g 2 satisfies (H). If u 1 is a solution of (1.1) with data g 1 , µ 1 and u 2 is a solution of (1.1) with data g 2 , µ 2 then u 1 ≤ u 2 q.e.
Proof. Without loss of generality we may assume that g 2 is nonincreasing. By the Meyer-Tanaka formula, for q.e. x ∈ E we have
Since µ 1 ≤ µ 2 , dA µ 1 ≤ dA µ 2 under P x for q.e. x ∈ E by the properties of the Revuz duality. Therefore the first integral on the right-hand side of the above equality is nonpositive. The second one is nonpositive since g 1 ≤ g 2 and µ 2 ≥ 0. Finally, the third term is nonpositive due to the fact that g 2 is nonincreasing and µ 2 ≥ 0. Hence (u 1 − u 2 ) + (x) = 0 for q.e. x ∈ E, which implies that u 1 ≤ u 2 q.e. ✷ Corollary 3.3. Assume that µ ∈ S and g satisfies (H). Then there exists at most one solution of (1.1).
In what follows we will also need the following two hypotheses. The first one was introduced by P.A. Meyer and is called Meyer's hypothesis (L).
(L) For some (and hence for every) α > 0, δ {x} • R α ≪ m for every x ∈ E, where δ {x} is the Dirac measure on E concentrated at x.
(E.7) For every nearly Borel set B such that Cap(B) > 0, P x (σ B < ∞) > 0 for q.e.
x ∈ E. 
It therefore clear that operators from Remark 3.1 satisfy (L).
(ii) Hypothesis (L) is also called "absolute continuity condition". For equivalents for this property see [9, 
where µ F is the smooth measure associated with the equilibrium e F (see [9, Theorem 2.1.5]). The first inequality in (3.2) follows from the fact that µ F is nontrivial (since Cap(F ) > 0) and r α (·, ·) is strictly positive. By (3.2) we have P x (σ F < ∞) > 0 for q.e.
x ∈ E.
(iii) From (ii) and Remark 3.5 it follows that the operators from Remark 3.1 satisfy (E.7).
Proposition 3.7. Assume that µ ∈ R and g : R → R + is continuous and bounded.
Then if g is nonincreasing or (E, D[E]) satisfies Meyer's hypotheses (L) then there exists a solution of the equation
Moreover, if µ is nontrivial, g is strictly positive and (E.7) is satisfied then u > 0 q.e.
Proof. First let us assume that µ ∈ S (0)
That Φ(u) ∈ V follows from the fact that
, while the fact that Au ∈ V ′ is a consequence of the inclusion S (0) 0 ⊂ V ′ . Now we will show some properties of the mappings A, Φ. If g is nonincreasing then
where ·, · is the duality pairing between V and V ′ . Thus A is strongly monotone, hence coercive. It is also clear that A is hemicontinuous and bounded. As for Φ, let us first observe that
]). From this and the above inequality it follows that
The above argument shows that for every subsequence (n ′ ) ⊂ (n) there exists a further
for q.e. x ∈ E. By [15, Theorem 2.2, Proposition 2.4] there exists a subsequence (still denoted by (n)) such that {v n } is convergent q.e. Let v = lim n→∞ v n . Then
which converges to zero as n → ∞. Now we may conclude the existence result. In case g is nonincreasing the existence of a solution of (3.3) follows from [25, Corollary II.
) satisfies Meyer's hypotheses (L) then the existence follows by the Schauder fixed point theorem. Now we turn to the the general case where µ ∈ R. There exists a nest {F n } such that 1 Fn · µ ∈ S (0) 00 , n ≥ 1 (see [9, Section 2.2] ). By what has already been proved, for each n ≥ 1 there exists a solution u n ∈ V of the equation
By the definition of a solution, [19, Proposition IV.5 .30]). If g is nonincreasing then by Proposition 3.2 the sequence {u n } is nondecreasing. Therefore u := lim n→∞ u n is a solution of (3.3). If (E, D[E]) satisfies Meyer's hypotheses (L) then by (3.4), which holds with v n replaced by u n , and by [15, Theorem 2.2, Propositions 2.4 and 4.3], there exists a subsequence (n ′ ) ⊂ (n) such that {u n ′ } is convergent q.e. It is clear that u := lim n ′ →∞ u n ′ is a solution of (3.3). The second assertion of the theorem follows immediately from the assumptions and Remark 3.5. ✷ Lemma 3.8. Let µ ∈ R and let u be defined as
Then lim
Therefore by the Markov property and the fact that µ ∈ R, for q.e. x ∈ E we have
which converges to zero as n → ∞. Therefore applying [9, Corollary 4.3.1] we get the desired result. ✷ Theorem 3.9. Assume that (E, D[E]) satisfies (E.7), µ ∈ R is nontrivial and g satisfies (H). Then there exists a solution of (1.1).
Proof. By Corollary 3.3 and Proposition 3.7, for every n ≥ 1 there exists a unique solution u n of the problem
By the definition of a solution of (3.5),
for q.e. x ∈ E. By the Meyer-Tanaka formula and (1.2),
From the above inequality we conclude that u is a potential and u ∈ D.
Therefore by the Lebesgue dominated convergence theorem,
for q.e. x ∈ E, it follows that
for q.e. x ∈ E. Since u is a potential, from Lemma 3.8 and [9, Lemma 5.1.6] it follows that lim k→∞ τ k ≥ ζ. Therefore letting k → ∞ in the above equation we conclude that (3.1) is satisfied for q.e. x ∈ E. ✷ Theorem 3.10. Assume that (E, D[E]) satisfies (E.7) and Meyer's hypothesis (L) and that µ ∈ R is nontrivial. Then there exists a solution of (1.1).
Proof. By Proposition 3.7, for every n ≥ 1 there exists a solution u n of (3.5) with g n (u) = g(u + 1 n ) for u > 0. By (1.2) and Proposition 3.2,
where v n , w n are solutions of the problems
Let v, w be solutions of the problems
From the proof of Theorem 3.9 it follows that {v n } converges q.e. to v. Hence
for q.e. x ∈ E, where P x ⊗ dA µ is the product of the measure P x and the kernel dA µ from Ω to B(R + ). Moreover,
for q.e. x ∈ E, which implies that the family {c 2 (v n (X) + 1 n ) −γ } is uniformly integrable with respect to the measure P x ⊗ dA µ for q.e. x ∈ E. From this we conclude that
for q.e. x ∈ E. Since u n ≤ w for n ≥ 1, it follows from [15, Theorem 2.2, Propositions 2.4 and 4.3] that there exists a subsequence (still denoted by (n)) such that {u n } converges q.e. The rest of the proof runs as the proof of Theorem 3.9. ✷
Existence and uniqueness of solutions with mixed nonlinearities
In this subsection we study problems of the form
for some β > 0. Then there exists a unique solution u of problem (3.9). Moreover,
where v, w are solutions of the problems
Proof. Uniqueness follows from Proposition 3.2. To prove the existence of solutions, let u n denote the solution of the problem
where v n , w n are solutions of (3.7). Therefore for each n ≥ 1,
By Proposition 3.2 the sequences {w n }, {v n } are also nondecreasing. Furthermore,
From the proof of Theorem 3.9 it follows that the sequences {(v n + 1 n ) −γ (X)} and {(w n + 1 n ) −γ (X)} are uniformly integrable with respect to the measure P x ⊗ dA µ . Let u = lim sup n→∞ u n . By the definition of a solution of (3.12),
for q.e. x ∈ E. By (3.14) the sequence {(g n (u n )(X) + h n (u n )(X)} is uniformly integrable with respect to the measure P x ⊗ dA µ . Therefore letting n → ∞ in (3.15) we get
Inequality (3.11) follows easily from (3.14.) ✷ Theorem 3.12. Assume that (E, D[E]) satisfies (E.7) and Meyer's hypothesis (L), µ ∈ R is nontrivial and h : R + \ {0} → R + is a continuous function satisfying (3.10) for some β > 0. Then there exists a solution of (3.9) such that estimate (3.11) holds true.
Proof. In the proof of Theorem 3.11 monotonicity of g, h was used only to prove q.e. convergence of {u n }. As in the proof of Theorem 3.11 we show that the sequence {(g n (u n )(X)+h n (u n )(X)} is uniformly integrable with respect to the measure P x ⊗dA µ . Therefore (3.8) is satisfied, which when combined with [15, Theorem 2.2, Propositions 2.4 and 4.3] implies that {u n } has a subsequence convergent q.e. ✷
Regularity of solutions
Definition. We say that a sequence {u n } of measurable functions is convergent quasiuniformly to a function u if for every ε > 0,
Remark 4.1. Let u, u n , n ≥ 1, be quasi-continuous. Let us consider the following condition: for every ε > 0,
for m-a.e. x ∈ E. Condition (4.2) is equivalent to the quasi-uniform, up to a subsequence, convergence of {u n } to u. To see this, let us set A ε n = {|u n − u| > ε} and for arbitrary nearly Borel set B ⊂ E put p B (x) = P x (σ B < ∞), x ∈ E. Assume that (4.2) holds. By the diagonal method there exists a subsequence (still denoted by (n)) such that p B ε n (x) → 0, m-a.e. for every ε > 0, where B ε n = k≥n A ε k . Hence, by [9, Corollary 4.3.1], CAP(B ε n ) → 0 for every ε > 0, which implies that u n → u quasiuniformly. Now assume that u n → u quasi-uniformly. Then by [9, Theorem 2.
Therefore, up to a subsequence, p A ε n → 0, m-a.e. Let us also mention that by the standard argument "m-a.e." in condition (4.2) may be replaced by "q.e." Proposition 4.3. Let µ, µ n ∈ R and let u = Rµ, u n = Rµ n . If u n → u quasi-uniformly then there exists a subsequence (still denoted by (n)) such that for q.e. x ∈ E,
which when combined with the quasi-uniform convergence of {u n } implies that {u n (X)} satisfies the condition UT under P x for q.e. x ∈ E (see [13, Proposition 3.2] ). Therefore by [10, Theorem 1.8] (see also [13, Corollary 2.8]), for every ε > 0,
for q.e. x ∈ E. This and the fact that u n → u, m-a.e. implies that the family {A µn ζ } is uniformly integrable with respect to P x for m-a.e. x ∈ E. Applying the Vitali theorem yields the desired result. ✷ Lemma 4.4. Assume that µ, µ n ∈ S (0) 0 and µ n → µ strongly in S
0 . Let {u n } be a sequence of quasi-continuous functions such that 0 ≤ u n ≤ c for some c > 0 and u n → u quasi-uniformly. Then for every positive η ∈ L 2 (E; m) and every α > 0,
0 , it is easy to see that Rµ n → Rµ in the E-norm. Therefore by [9, Lemma 5.1.1] there exists a subsequence (still denoted by (n)) such that Rµ n → Rµ quasi-uniformly. By this and Proposition 4.3, E x sup t≥0 |A µn t −A µ t | → 0 for q.e. x ∈ E. Consequently, 
Proof. Let θ ∈ D(A) be such that 0 ≤ θ ≤ 1 and θ ∈ L 1 (E; m). Let us choose a nest {F n } such that 1 Fn · µ, 1 Fn u p−1 · µ ∈ S (0) 00 , n ≥ 1, and by u n (·; λ, θ, α) denote a solution of −A λ u n (λ, θ, α) = θαR α µ n with µ n = 1 Fn · µ, α > 0 and
and there exists c p > 0 such that
Let u n (·; λ, θ) be a solution of
By the very definition of a solution,
for q.e. x ∈ E. Therefore by the Markov property and Fubini's theorem, for q.e x ∈ E. Observe that
Indeed, we have
From this and (4.5) it follows that
and
Let us fix a sequence {α k } ⊂ (0, ∞) such that α k ր ∞ and set
By (4.9) and Mazur's theorem we may assume that 
0 as k → ∞. So, again by Mazur's theorem we may assume that
0 . Therefore by Lemma 4.4, up to a subsequence we have
(4.11)
From this and (4.10) we conclude that sup n≥1 S p/2 k (u n (λ, θ, α k )) E < ∞, which implies that, up to subsequence, {S 
(4.12)
Let us choose θ l ∈ D(A) such that 0 ≤ θ l ≤ 1 and θ l ր 1. For instance, one can take θ l = lR l e F l , where e F l is the equilibrium function for the set F l (see [9, Chapter 2] ) and {F l } is defined at the beginning of the proof. From (4.6) and the fact that
for q.e. x ∈ E. This when combined with (4.12) and the assumptions of the proposition gives the desired result. ✷ Theorem 4.6. Assume that u is a solution of (1.1).
Proof. (i) By the very definition of the space S
00 , Rµ ∈ L ∞ (E; m). By the MeyerTanaka formula and (1.2),
from which the desired estimate immediately follows.
(ii) Let us put ν = g(u) · µ and p = 1 + γ. Then p > 1 and
By the above estimate and Proposition 4.5, u (γ+1)/2 ∈ D e [E] and there exists c(γ) > 0 such that
which completes the proof. ✷ 
Stability: General results I
In Sections 5-7 we study stability of solutions of the problem
under different assumptions on the convergence of measures µ n and the limit measure µ. It is known that each measure µ ∈ M b admits a unique decomposition of the form In the present section we prove some general results on stability in case µ c = 0. Then in Section 6 we investigate the case where µ is smooth, i.e. µ c = 0. Finally, in Section 7 we turn back to the case µ c = 0 but we assume that µ n are of the form µ n = j 1/n * µ, where j is some mollifier, and that A corresponds to some form E on
Lemma 5.1. Let {u n } be a sequence of excessive functions on E such that u n → 0, ma.e. Then there exists a subsequence (n ′ ) ⊂ (n) such that u n ′ → 0 q.e.
Proof. Without loss of generality we may assume that u n ≤ 1, n ≥ 1. Let (n ′ ) ⊂ (n) be such that n ′ ≥1 E u n ′ dπ < ∞ (for the definition of π see Section 2). Let E \ B = {x ∈ E; u n ′ (x) → 0} and let F be a compact subset of E such that K ⊂ B. Then
Indeed, since u n is an excessive function, Let us recall that a sequence {µ n } of Radon measures on E converges to some Radon measure on E in the narrow topology if E f µ n (dx) → E f µ(dx) for every bounded continuous f : E → R. If the last convergence holds true for every continuous f having compact support then we say that {µ} converges to µ in the vague topology.
Proposition 5.2. Assume that (E, D[E]
) satisfies Meyer's hypothesis (L) and g satisfies (1.2) with γ = 1. Let µ ∈ M + b be such that µ⊥Cap and let {µ n } ⊂ M + 0,b be a sequence such that sup n≥1 µ n T V < ∞ and µ n → µ in the narrow topology. If u n is a solution of the problem (5.1) then there exists a subsequence (still denoted by (u n )) such that u n → 0 q.e. 
Proof. Let ε > 0. Since (E, D[E]) is regular, there exists
where T k is the truncature operator, i.e.
Since (E, D[E]) is a Dirichlet form, it is Markovian. Hence
for n ≥ 1 and consequently,
Since u n is a potential,
By Theorem 4.6, c := sup n≥1 E(u n , u n ) < ∞. Hence
Letting n → ∞ in the above inequality and using (5.3) we obtain
Since k, ε > 0 were arbitrary, u ≡ 0. The result now follows from Lemma 5.1. ✷ Let T ∈ T and Λ ∈ F T . Write
It is well known (see [22, Section III.2] ) that T Λ ∈ T .
Proof. Let Λ = {ω ∈ Ω : T n (ω) < ζ(ω), n ≥ 1}. Then Λ ∈ F T because Λ = n≥1 {T n < ζ} and {T n < ζ} ∈ F Tn ∩ F ζ ⊂ F T . Also observe that T = T Λ ∧ T Λ c and that T Λ is predictable. for q.e. x ∈ E. By the strong Markov property,
for q.e x ∈ E, where
for q.e. x ∈ E. Since the filtration (F t ) t≥0 is quasi-left continuous, every martingale with respect to it has only totally inaccessible jumps (see, e.g., [9, Theorem A.3.6]). Hence ∆M T Λ 1 Λ = 0, P x -a.s. since T Λ is predictable. This proves the lemma. ✷
The next general stability result will play an important role in the proof of Theorem 7.1, which in turn is used in the proof of our main Theorem 7.3 on existence of solutions of (1.1) with general bounded Borel measure on the right-hand side. Perhaps it is also appropriate to make here the following general comments.
In most papers devoted to stability of solutions of semilinear equations with measure data the following equation
is considered. Let {µ n } be an approximation of a nonnegative measure µ in the narrow topology and let u n be a solution of (5.5) with µ replaced by µ n . Usually the limit u of {u n } depends on the form of the approximation of µ (see [20] ). To be more precise, the limit u solves (5.5) with µ replaced by some nonnegative Borel measure µ # , depending on {µ n }, such that µ # ≤ µ (µ # is called the reduced limit of {µ n }). The question naturally arises whether similar phenomenon takes place in case of equations of the form (1.1). In [3] it is observed that in the particular case of equation (1.1) with A = ∆, g satisfying (1.2) with γ ≥ 1 and singular µ (i.e. µ = µ c ) we have that u n → 0 for any approximation of µ by uniformly bounded measures µ n such that µ n → µ in the narrow topology. In different words, for any approximation of µ in the limit equation the whole singular part of µ disappear. We do not know whether similar result holds true for any γ > 0 and/or general Dirichlet operator A. However, in Theorem 5.4 below we are able to prove a related result for general A and bounded measure. It says that the limit function u satisfies an equation with a measure ν on the right-hand side which is always smooth independently on the approximation of µ. But let us stress that Theorem 5.4 does not imply the result of [3] , because even in case µ = µ c we do not know whether ν = 0. It is also worth mentioning that in Theorem 5.4 we consider the convergence in the vague topology.
In the proof of Theorem 5.4 we will need the following additional notation. For every open set U ⊂ E we write
It is known (see [9, ,b be such that sup n≥1 µ n T V < ∞ and µ n → µ vaguely. Let u n be a solution of (5.1) and let ν n = g(u n ) · µ n . Then (i) {ν n } is tight in the vague topology and its each limit point ν belongs to R, (ii) if ν n ′ → ν vaguely for some subsequence (n ′ ) ⊂ (n) then there is a further subsequence (n ′′ ) ⊂ (n ′ ) such that u n ′′ → u, m-a.e., where u is a solution of
Proof. Since u n is a solution of (5.1), it is quasi-continuous, u n ∈ D and by the Markov property there is a martingale additive functional M n of X such that
for q.e. x ∈ E. By the Meyer-Tanaka formula,
( 5.6) for q.e. x ∈ E. In particular, for every β ∈ S
00 ,
Observe that
for q.e. x ∈ E. Therefore from (5.7) it follows that for every β ∈ S (0) 00 ,
00 , where e K is the equilibrium function for K. Since e K is positive and e K (x) = 1 q.e. on K, we conclude from (5.8) that {ν n } is tight in the vague topology. Let ν denote a limit point of {ν n }. By (5.6) and [5, Lemma 6.1], for every q ∈ (0, 1) we have
for q.e. x ∈ E. It follows that for every β ∈ S (0) 00 such that β(E) = 1,
where α = q(γ + 1). By Theorem 4.6, where u is an excessive function. By (5.10),
. Therefore by Lemma 5.3, u (γ+1)/2 (X Tn ) → 0 for every sequence {T n } of stopping times such that T n ր T ≥ ζ. This implies that for q.e. x ∈ E, u(X Tn ) → 0, P x -a.s. (5.12)
A key step in showing that ν is smooth is the proof that u is a potential. We first prove the last property in the simpler case where (1.2) is satisfied for some γ ≥ 1. Since
, it belongs to D by Lemma 5.3. Therefore by (5.12),
for q.e. x ∈ E. From this we conclude that if γ ≥ 1 then for q.e. x ∈ E,
so if (1.2) with γ ≥ 1 is satisfied then u is a potential. Now we turn to the case γ ∈ (0, 1). It is perhaps worth explaining why it differs from the case γ ≥ 1. To show that u is a potential we have to know that E x u(X Tn ) → 0. This may be concluded from (5.12) if u ∈ D. Unfortunately, the last assertion cannot be concluded from the fact u (γ+1)/2 ∈ D[E] when (1.2) is satisfied with γ ∈ (0, 1). Now we give an alternative way to prove that u ∈ D. It is independent of the value of γ > 0. For x ∈ E write
Since (E, D[E]) satisfies Meyer's hypothesis (L), λ α x ≪ m for every x ∈ E . Moreover, since u n is a quasi-continuous excessive function, αR α u n (x) ≤ u n (x) for q.e x ∈ E. From this and (5.11) it follows that for q.e. x ∈ E,
(5.14)
, u is quasi-continuous. Hence αR α u(x) ր u(x) for q.e. x ∈ E as α ր ∞. Therefore (5.14) implies that lim inf
for q.e. x ∈ E. By the above, for q.e. x ∈ E we have
By Fatou's lemma,
so by (5.9),
for every β ∈ S (0) 00 such that β(E) = 1. Since α > 1, we get in particular that u ∈ D. Therefore by (5.12), for q.e. x ∈ E, E x u(X Tn ) → 0 for every {T n } ⊂ T such that T n ր T ≥ ζ, which implies that u is a potential. Therefore by [ 
as n → ∞. By this and [9, Theorem 2.1.4] we may assume that the above convergence holds q.e. Hence u
From this we easily deduce that v = u, β-a.e. Consequently,
By Dynkin's formula (see [9, (4.4. 3)]) and [9, Section 2.3] , for every open U ⊂ E,
where (β) E\U is the sweeping out of β on E \ U . Since R(β) E\U ≤ Rβ, we have that
Let Π = {F ⊂ E : F -compact, ν(∂F ) = 0}. Then Π is a π-system and σ(Π) = B(E). For F ∈ Π let F ε = {x ∈ E; dist(x, F ) < ε}. Since E is locally compact, there exists ε > 0 such that F ε is relatively compact. By [9, Lemma 2.2.6] and comments following it, e F ε F = R Fε β for some β ∈ S
00 , so by (5.18) we havē
Since ε > 0 can be made arbitrarily small, it follows thatν(F ) ≥ ν(F ) for F ∈ Π. On the other hand, again by (5.18),
Henceν(F ) ≤ ν(F ), F ∈ Π. Thereforeν(F ) = ν(F ) for F ∈ Π, which implies that ν = ν. ✷
Stability: General results II
In the further study of stability an important role will be played by a new type of convergence of measures of the class R, which we define below. Since this convergence is related to the uniform convergence of associated additive functionals, we will denote it by
Definition. Let µ n , µ ∈ R. We say that µ n uAF − −− → µ if for every sequence (n ′ ) ⊂ (n) there exists a further subsequence (n ′′ ) ⊂ (n ′ ) such that
) satisfies hypothesis (L). Let µ n , µ ∈ R and let u n , u be solutions of
If µ n uAF − −− → µ then there exists a subsequence (still denoted by (u n )) such that u n → u quasi-uniformly.
Proof. By the assumption, up to a subsequence we have
for q.e. x ∈ E. By (6.1) and the definition of a solution,
From this and [5, Lemma 6.1], for every q ∈ (0, 1) we have
By (6.2), for q.e. x ∈ E the right-hand side of the above inequality converges to zero as n → ∞, which by Remark 4.1 completes the proof. ✷ Lemma 6.2. Let u be a quasi-continuous function. Then
Proof. Let {F n } be a nest such that u is continuous on F n for every n ≥ 1. Since (E, D[E]) is a regular Dirichlet form, the capacity Cap generated by (E, D[E]) is tight (see [19, Remark IV.3.2]), i.e. there exists a nest {F m } of compact subsets of E such that Cap(E \F m ) → 0 as m → ∞. By subadditivity of the capacity Cap,
Since F n ∩F m is compact and u is continuous on F n , u is bounded on F n ∩F m . Hence Cap(F n ∩F m , u > k) → 0 as k → ∞. The other two terms converge to zero by the definition of the nest. ✷ Theorem 6.3 below will play a key role in the proof of our main result on existence of solutions of (1.1) with general µ ∈ M b (Theorem 7.3). It is worth pointing out that Theorem 6.3 is new even in case A = ∆. 
with g satisfying (H) then there exists a subsequence (still denoted by (u n )) such that u n → u q.e.
Proof. Let g 1 (u) = g(u) ∧ 1, u > 0, and let w n be a solution of the problem
By Proposition 3.2, w n ≤ u n q.e. and w n ≤ v n q.e., where
By Proposition 6.1, up to a subsequence, v n → v quasi-uniformly. By the Meyer-Tanaka formula and (1.2), for k ≥ c
we have
Let {F m } be a nest such that v n → v uniformly on F m for every m ≥ 1. For ε > 0 let us choose n(ε, m) so that |v n (x) − v(x)| ≤ ε for x ∈ F m and n ≥ n(ε, m). Then
and η m k,ε ≤ 1 q.e., η m k,ε = 0 q.e. on E \ C m ε,k . Hence for n ≥ n(ε, m),
Then for n ≥ n(ε, m),
x ∈ E. By the assumptions, up to a subsequence,
for q.e. x ∈ E. By [5, Lemma 6.1],
This together with (6.5) and Remark 4.1 shows that up to a subsequence,
quasi-uniformly as n → ∞. for every j ≥ 1. By [7, Lemma 94, page 306] there exists a subsequence (still denoted by (n)) such that {u n } converges m-a.e. Now we will show that one can choose a subsequence such that {u n } converges q.e. To this end, for a > 0 set B n,m a
where (E \ A m a,ε ) r is the set of regular points for E \ A m a,ε (see [9] ) and j(ε, m) is such that Cap(E \ F 
By the probabilistic definition of a solution of (6.3) we have Hence
Since µ n uAF − −− → µ, for every δ > 0 there exists n 0 ∈ N such that for every t ≥ 0,
Since δ > 0 was arbitrary, we get
By the definition of the set (E \ A m a,ε ) r ,
By the Tanaka-Meyer formula and (1.2), for every stopping time τ we have
It is clear that the family {A µn ζ } is uniformly integrable under P x for q.e. x ∈ E. Therefore the family {E x ( ζ 0 dA µn t |F τ ), n ≥ 1} is uniformly integrable under P x , and hence for fixed τ ∈ T the family {u n (X τ ), n ≥ 1} is uniformly integrable under P x for q.e. x ∈ E. From this and (6.8) it follows that for every x ∈ D m a,ε ,
As a result, lim
for q.e. x ∈ E. Since {v n } converges quasi-uniformly, there exists a nest, and we may assume that it is {F n }, such that {u n } is uniformly bounded on F k for every k ≥ 1. Therefore by [15, Theorem 2.2, Proposition 2.4], {u n } has a subsequence (still denoted by (n)) such that {u n } is convergent and its limit is finite for q.e. x ∈ D m a,ε . Let a n ր ∞ and let A n = A n an,(2an) −1 , D n = D n an,(2an) −1 . By F let us denote the fine support of µ. Since µ is nontrivial, Cap(F ) > 0. Therefore by (6.4) there exist n 0 such that Cap(η n 0 n 0 ,
Therefore, by (6.6) and Lemma 6.2,
Since {A n } is a nest, it follows that 
for n ≥ 1. Without loss of generality we may assume that the sequence {A n } is increasing, and consequently that {D n } is increasing, for otherwise we can replace {A n } by {Ã n }, whereÃ n = n k=1 A k , and considerD n =Ã n \ (E \Ã n ) r in place of D n . Therefore by (6.12), P π (lim n→∞ D E\An < ζ) = 0. Since for every B ∈ B(E),
(6.14)
we deduce from (6.12) that
By [24, Proposition 10.6] , τ An = τ Dn , P π -a.s.
Hence P π (lim n→∞ τ Dn < ζ) = 0 and by (6.14), P π (lim n→∞ D E\Dn < ζ) = 0. This and (6.13) show that lim
We have proved that for every m ≥ 1 there exists a subsequence (still denoted by (n)) such that {u n } converges q.e. and its limit is finite q.e. on D m . Therefore by (6.16) one can find a further subsequence (still denoted by (n)) such that {u n } converges q.e. and its limit is finite q.e. on E. Let w = lim n→∞ u n q.e. Since {u n } is q.e. convergent,
Therefore by [12, Section 4 ] the sequence {u n (X)} is uniformly S-tight under P x for q.e. x ∈ E. It is also clear that for every t ≥ 0, u n (X t ) → w(X t ) in probability P x for q.e. x ∈ E. Therefore by [11, Theorem 1] , the definition of the sets {A m a,ε } and the Lebesgue dominated convergence theorem,
as n → ∞ for q.e. x ∈ E. Moreover, since u n → w q.e., u n (X τ A m a,ε ) → w(X τ A m a,ε ), P x -a.s. (6.18) for q.e. x ∈ E. By the definition of a solution of (6.3),
for q.e. x ∈ E. By the above, (6.17) and (6.18),
for q.e. x ∈ E. By (6.11), w is a potential. Therefore replacing A m a,ε in (6.19) by A n , letting n → ∞ and using (6.15) we obtain
By [5, Lemma 6 .1], for every q ∈ (0, 1),
for q.e. x ∈ E, where |µ n − µ| stands for the total variation of the measure µ n − µ. Let β ∈ S (0) 00 be such that β(E) = 1. Then from the above inequality we conclude that for every q ∈ (0, 1),
By Remark 4.1 there exists a subsequence (still denoted by (n)) such that u n → u quasi-uniformly. Therefore the proposition follows from Proposition 4.3. ✷
The following proposition answers the question raised in [3, Remark 3.6] .
Theorem 6.5. Assume that g satisfies (H). Let {µ n } ⊂ R be nontrivial, {ν n } ⊂ M + 0,b and let u n , v n denote solutions of the problems Proof. By Proposition 3.2, u n ≤ v n , so by monotonicity of g,
By the assumptions of the proposition, up to a subsequence,
as n → ∞ for m-a.e. x ∈ E. Let w n be a solution of
By the Meyer-Tanaka formula,
By the above estimate and (6.21), up to a subsequence we have |w n − v n | → 0, m-a.e.
Since sup n≥1 ν n T V < ∞, applying Theorem 6.3 shows that, up to a subsequence, w n → v, m-a.e., which completes the proof. ✷ Proposition 6.6. Let g, {µ n } satisfy the assumptions of Theorem 6.5 and u n , v n be as in Theorem 6.5, with {ν n } ⊂ M We close this section with some results showing that {µ n } ⊂ M 0,b is "locally equidiffuse" if it converges in the uAF sense. These results will not be needed later on in our study of stability of solutions of (5.1). However, we find them interesting and we think that they shed a new light on the nature of the convergence in the uAF sense.
Let us recall that a family {µ t , t ∈ T } ⊂ M 0,b is called equidiffuse if for every ε > 0 there exists δ > 0 such that for every A ∈ B(E), if Cap(A) < δ then |µ t |(A) < ε for every t ∈ T . Proposition 6.7. Assume that (E, D[E]) satisfies (E.7). Let µ, µ n ∈ M 0,b be such that sup n≥1 µ n T V < ∞ and µ n uAF − −− → µ. Then there exists a bounded excessive function η ∈ D e [E] such that η > 0 and the family {η · µ n } is equidiffuse.
Proof. By Proposition 6.1, if u n , u are defined by (6.1) then, up to a subsequence, u n → u quasi-uniformly. It follows that there exists a nest {F k } such that for every
Since m is a smooth measure, there exists a nest {F n } such that R1F n ∞ < ∞ and m(F n ) < ∞ for n ≥ 1. Therefore there exists a closed set F such that η := R1 F > 0, R1 F ∞ < ∞, m(F ) < ∞ and F ⊂ F k for some k ≥ 1. It is clear that η is excessive and η ∈ D e [E]. Let β := 1 F · m. Then for every B ∈ B(E),
(6.23)
The family {A µn ζ } is uniformly integrable under the measure P β . To see this, let us first observe that by (6.22) ,
Since u n → u, m-a.e., it follows that
On the other hand, since µ n uAF − −− → µ, A Suppose that, contrary to our claim, the family {η · µ n } is not equidiffuse. Then there exist ε > 0 and a sequence {B k } of Borel subsets of E such that Cap(B k ) → 0 and sup n≥1 B k ηdµ n ≥ ε, k ≥ 1. Then by Theorem IV.5.28 and Lemma 2.19 in [19] ,
From this, (6.23) and (6.24) it follows that sup n≥1 B k η dµ n → 0 as k → ∞. This leads to the contradiction that {η · µ n } is not equidiffuse. ✷ Corollary 6.8. Let {µ n } be as in Proposition 6.7. If (E, D[E]) is strongly Feller then for every compact K ⊂ E the family {1 K · µ n } is equidiffuse.
Proof. Follows from the fact that every excessive function with respect to a strongly Feller Dirichlet form is lower semi-continuous. ✷
Stability: Approximation of measures by mollification
In this section we assume that µ is a nontrivial Borel measure on a subset E of R d . By putting µ(R d \ E) = 0 we may and will assume that µ is a Borel measure on R d . We study stability of solutions u n of (5.1) in case
with c > 0 chosen so that R d j(x) dx = 1. By (5.2), u n is a solution of the equation
We shall show that for some class of operators Theorem 6.5 is applicable to (7.2) . To this end, we first consider the case µ d = 0 in Theorem 7.1 below, and then we show that j 1/n * µ d uAF − −− → µ d . In the proof of the following theorem a key role is played by Theorem 5.4. 
with µ n defined by (7.1). Then u n → 0 in the topology of m-a.e. convergence as n → ∞.
Proof. Let B ∈ B(E) be such that Cap(B) = 0 and µ(E \ B) = 0. Since µ is finite, there exists an increasing sequence {F k } of closed subsets of E such that
Then µ = lim k→∞ µ k and µ n = lim k→∞ µ k n in the total variation norm. Without loss of generality we may assume
, for every sequence (n ′ ) there exists a subsequence (still denoted by (n ′ )) and a smooth measure ν k such that ν k n ′ → ν k vaguely and u k n ′ → u k , m-a.e. as n ′ → ∞, where −Au k = ν k . For a closed set F ⊂ E and n ≥ 1 write B(F, n) = {x ∈ E : dist(x, F ) ≤ 1/n}. By the properties of the vague convergence, for every n ≥ 1 we have 0 = lim inf
Since this holds for every n ≥ 1,
and ν k is a smooth measure. As a consequence, u k = 0. By Proposition 3.2, u k n ≤ u n . By the Meyer-Tanaka formula, (H) and (1.2),
00 . From the above inequality we conclude that
Therefore for every β ∈ S
Letting n ′ → ∞ and then k → ∞ in the above inequality we see that E u n ′ dβ → 0 for every finite β ∈ S (0) 00 , which implies that, up to a subsequence, u n ′ → 0, m-a.e. ✷
In the rest of the section we confine ourselves to the class of forms defined below. Let ψ : R d → R be defined as
(1 − cos(x, y))J(dy), (7.3) where B is a d-dimensional nonnegative definite symmetric matrix and J is a symmetric Borel measure on R d \ {0} satisfying Let us recall that in the whole paper we assume that the forms under consideration satisfy (E.5), (E.6). We have already mentioned that the form defined by (7.5) satisfies (E.5), i.e. is regular. It is known, that it satisfies (E.6) if ψ −1 is locally integrable on R d (see [ Let u ∈ D e [E] and let u ε = j ε * u. Then Hence R α u ε = G α * u ε = G α * (u * j ε ) = j ε * (G α * u) = j ε * (R α u).
In particular, for every u ∈ D(A), j ε * u ∈ D(A) and −A(j ε * u) = j ε * (−Au). (7.8) Assume that u ∈ D(A) and write u n = j 1/n * u. Applying (7.8) gives u n − u m E = (−A(u n − u m ), u n − u m ) = (j 1/n * (−Au) − j 1/m * (−Au), u n − u m )
Hence u n → u in E. Now assume that u ∈ D[E]. Then by (7.6), u n − u E ≤ u n − j 1/n * (αR α u) E + j 1/n * (αR α u) − αR α u E + αR α u − u E ≤ 2 αR α u − u E + j 1/n * (αR α u) − αR α u E .
Letting n → ∞ and then α → ∞ we conclude from the above inequality that j 1/n * u → u in E. Finally, assume that u ∈ D e [E]. Then there exists a sequence {u k } ⊂ D[E] such that u k − u E → 0. Using once again (7.6) we obtain u n − u E = u n − j 1/n * u
Letting n → ∞ and then k → ∞ shows that j 1/n * u → u in E. Accordingly, for every u ∈ D e [E], j 1/n * u → u in E. (7.9)
Let µ ∈ S
0 and let u n , u be solutions of the problems −Au n = j 1/n * µ, −Au = µ. (7.10)
Then by (7.7), u = Rµ, u n = R(j 1/n * µ) = j 1/n * (Rµ).
Since µ ∈ S Now let u, u n be solutions of (7.10) with µ ∈ M 0,b . Let {F k } be a nest such that
0 for k ≥ 1, and let u k n , u k be solutions of −Au
From the probabilistic interpretation of equations (7.10), (7.13) and calculations leading to (5.9) it follows that for every β ∈ S (0) 00 such that β(E) = 1 and every q ∈ (0, 1), 14) where µ k = 1 F k · µ. For u ∈ B(E) put |u| [q] sup = E β sup t≥0 |u(X t )| q . Then by (7.12) and (7.14), lim n→∞ |u n − u| Letting k → ∞ shows that |u n − u| Then u n → u in the topology of m-a.e. convergence as n → ∞.
Proof. Follows from Theorem 6.5 applied to the sequences {µ n = j 1/n * µ c } and {ν n = j 1/n * µ d }. The assumptions of Theorem 6.5 for {µ n } are satisfied by Theorem 7.1, whereas the assumptions for {ν n } are satisfied thanks to Proposition 7.2.
✷ We see that in the limit equation (7.15 ) the whole concentrated part of µ disappear. This and the fact that (7.15) has a unique solution makes is legitimate to call u satisfying (7.15) the solution of (1.1). With this definition in mind, Theorem 7.3 may be viewed as an existence theorem for equation (1.1).
