The aim of this study was to model, based on the overall distribution of extreme values, the probability of occurrence of a particular level of annual maximum daily rainfall in three Brazilian regions (Midwest, Southeast and South) and study their behavior over the past 71 years. The parameters of the general distribution of extreme values were estimated by the maximum likelihood method. The Mann-Kendall test showed that there is a positive trend in the annual maximum daily rainfall data series. The nonstationarity was rejected by the augmented Dickey-Fuller test supporting the use of the density function of extreme value distribution to describe the values of the occurrence of annual maximum daily rainfall. The Kolmogorov-Smirnov/Lilliefors goodness-of-fit test showed the good fit of the studied variable to the probability distribution function. The Midwest region has a return period of more frequent annual maximum daily rainfall below 300 mm in comparison with other regions. There is a clear change in the behavior of this extreme event in the Southern region. According to the literature, in past decades annual maximum daily rainfall of 248 mm has been estimated for a return period of 100 years for the state of Santa Catarina-South region, while the results found with the current series, annual maximum daily rainfall of 250 mm was estimated for a return period of 10 years. Extreme annual maximum daily rainfalls for return periods smaller were also found in other regions.
Introduction
The annual maximum daily rainfall is defined as an extreme instance, with critical duration for a river basin, state or region, with immediate consequences to agriculture, soil conservation, roads, dams and drainage (Beijo and Avelar, 2010; Willems et al., 2012) . In many statistical applications the interest is directed towards the estimation of the central features such as mean value of a variable based on random samples from the population under study and draws on ideas that have such key moments which are approximately normal distribution, with theorems of analysis based on the central limit theory.
However, as in many applied areas, the climatological characterization of the annual maximum daily rainfall requires a suitable choice of methodology. These events are not in a central position in the probability distribution. The interest is to identify the occurrence of extreme events, that is, maximum values.
The information about the probability of extreme values occurrence is fundamental to the society to prepare for extremes like heavy precipitations events. The characterization of rainfall and its intensity is important for the conservation of soil and water (Moreti et al., 2003; Chaves and Piau, 2008) . As a direct consequence of the increasing trends of daily maximum rainfall, there is an increase of soil loss, increased carrying out of sediments, and increased loss of fertility resulting in decreased agricultural production (Romkens et al., 2001; Zhang and Liu, 2005) . Extreme value theory is a branch of the probability that studies the stochastic behavior of the extremes of a set of random variables (Mendes, 2004; Heaton et al., 2011) .
The extreme value theory has emerged as one of the most important disciplines of applied science in the last 50 years. It has been used in various fields of science, such as: climate change (Blain and Moraes, 2011; Caires et al., 2006; Brown and Caesar Ferro, 2008; Guttorp and Xu, 2011; Rusticucci, 2012; Szolgay et al., 2009) , oceanic modeling (Dawson, 2000; Bernier et al., 2007; Menedez et al., 2008) , thermodynamics of earthquakes (Lavenda and Cipollone, 2000) , finance (Mendes, 2004) , biomedics (Roberts, 2000) , and maximum wind speed (Bautista, 2002; VanDen Brink et al., 2004; Hundecha et al., 2008) .
The aim of this study was to model, based on the overall distribution of extreme values, the probability of occurrence of a particular level of annual maximum daily rainfall in three Brazilian regions (Midwest, Southeast and South) and study their behavior over the past 71 years. In each of these three regions there is a well-defined rainy season which restricts the harvest calendar and influences seasonal production, income generation, agriculturebased jobs and affects all businesses in supply chains.
Material and methods
The annual maximum daily rainfall dataset was obtained from rainfall records of weather stations belonging to the National Water Agency (ANA, 2011) covering the three Brazilian macro regions for the period between 1940 and 2011. For the Midwest region 41 rainfall stations were used, for the Southeast 407 rainfall stations, and for the South 145 rainfall stations. All the observations refer to the annual maximum daily rainfall (MDR) expressed in millimeters per day (mm/day) which represents the total depth of rainwater (mm), during 24 h, for the months of October, November, December, January, February and March, corresponding to the summer rainy season of the three regions. During this period, it has been observed that 95% of dry land planting occurs in November/December (Assad et al., 2001 ). Extreme precipitation is usually defined as the annual maximum daily rainfall within each year, so one would have as many extreme values as the total number of years, known as the block-maxima method (Feng et al., 2007) .
The long climatic series can be affected by isolated and nonclimatic factors that do not truly represent the climatic behavior. These non-climatic factors can be changes in the location of the station, changes in the instrument, and changes in the way the data are processed, among others (Heino, 1994) . Therefore, several statistical methods are employed to analyze the behavior of the time series, such as analyzing the homogeneity of the data series and detecting periods of possible breaks in the data set. Since this is the first step in the analysis of a climatic series, enabling a further investigation which has the goal of detecting if the nonhomogeneity is related to climate or other factors. Homogenization of time series is widely recognized as one of the steps that must be taken in the construction of reliable long term data sets from weather observations (Tuomenvirta, 2002) .
For a series of climatic data to be regarded as homogeneous, variations of weather and climate fluctuations must be regular through the time. This would require that the observation should be measured at the same location within an unchanged environment using the same instrument calibrated in accordance with the same method. In fact, these conditions are rarely met in long series, and this "absolute homogeneity" is always questionable. Instead, climatologists are content with series that are "relatively homogeneous", where the differences or ratio between series of climatic station and reference series created from the set of neighboring stations, are statistically independent and similarly distributed.
Few missing values have been found in the climatological series used in this work in which case the average of observations in the series was used to replace the missing values. To test the relative homogeneity, the parametric Standard Normal Homogeneity Test -SNHT (Alexandersson, 1986) was used. It uses the neighboring stations as a reference to identify non-homogeneity in the time series of the station being tested (test station). The non-homogeneity occurs when linear or abrupt differences occur between the reference series and the series being tested. In Brazil, the climate change policy is always made by biomes. In this study, the Midwest region is representative of the cerrado, the Southeast has the Cerrado and Atlantic Forest biomes and southern Atlantic Forest biomes and pampas. The test of homogeneity of the series is carried out to verify the representativeness of stations for each biome.
The basic assumption behind SNHT is the ratio, Q, between precipitation test station and reference station remains relatively constant over time. This requires a sufficient correlation between the test station and reference stations. A lack of homogeneity happens to a systematic change of this ratio, Q, which is defined as (Tuomenvirta, 2002) 
where Y is the test series, Q i is the value of the ratio at a specific year i, X j is the reference series at station j and V j is the weighting factor for the reference station j. Most often V j is the square of the correlation coefficient between the series of a test station and the series of reference. The normalized series of the ratio Z i Q i À Q =σ Q is used by SNHT where Q and σ Q are the sample mean and standard deviation of the ratio Q i . Relative homogeneity is achieved when the null hypothesis is not rejected at a significance level set, that is,
All values in the normalized series of ratios are normally distributed with zero mean and one standard deviation.
The reference series were built with neighboring stations using weighted average ratios (Alexandersson, 1986; Sahin and Cigizoglu, 2010) . The use of several neighboring series to construct the reference series reduces the effects of spatial variation and the non-homogeneity in the reference series. To construct the reference series and all homogeneity tests, the software AnClim (Stepánek, 2008) was used. It allows the calculation of basic statistics performs tests of homogeneity using different methods and creates plots with the series used and their results.
The extreme value theory has been used for the development of methods describing the behavior of outliers, that is, the points furthest from the mean. The generalized distribution of extreme value-GEV shows great descriptive and predictive abilities to capture skewness and kurtosis common to the MDR data, without any a priori constraint. It is robust for estimating quantiles of the distribution and allows making predictions about the level of return (Mannshardt-Shamseldin et al., 2010; Zalina et al., 2002; Markose and Alentorn, 2005) . Extreme value theory provides the statistical framework to make inferences about the probability of very rare or extreme events. Jenkinson (1955) proposed that three kinds of distributions of extreme values (Gumbel, Fréchet and Weibull) may be represented in a single parametric form, called generalized distribution of extreme values with the density distribution below (Beijo and Avelar, 2010) 
expressed by the cumulative distribution function:
where ξ a 0 and Z ¼ ðMDR À μÞ=ðσÞ. Theμ, σ and ξ are the parameters of position, scale and form, respectively. The shape parameter ξ can be used to model a large number of distribution tails.
In the cases where ξ o 0 corresponds to the Weibull distribution, the ξ 4 0 corresponds to the distribution of Fréchet, when ξ ¼ 0 have the Gumbel distribution. A similar study restricted to the Brazilian "cerrado" was made by Assad et al. (1992) . The parameters of Eq. (2) were estimated by the maximum likelihood method for the three regions. The Kolmogorov-Smirnov goodness of fit test (Wilks, 2006) was used to verify the degree of adjustment of the x series to the probability density function. The statistic D of the Kolmogorov-Smirnov test is based on the maximum vertical difference between the theoretical and empirical cumulative distributions functions.
where F 0 x ð Þ is the empirical cumulative frequency of the values of the annual maximum daily rainfall period and F x ð Þ is the cumulative frequency given by Eq. (3).
The null and alternative hypotheses are defined as follows:
H 0 . the observed data follow a specified distribution;
H A . the observed data do not follow a specified distribution.
The hypothesis regarding the distributional form is rejected at the chosen significance level α if the test statistic D, is greater than the critical value obtained from a theoretical table.
According to Sansigolo (2008) , Blain and Moraes (2011) , an important feature of GEV distribution is its assumption that there is no systematic variation in the observed period. Non-parametric tests of Run or Wald-Wolfowits (Wald and Wolfowitz, 1940; Thom, 1966) , and Mann-Kendall proposed by Mann (1945) are frequently used to study the characteristics of the MDR series.
Consider a general series defined as Y ¼ fy 1 ; y 2 ; …; y n g. The nonparametric Mann-Kendall (MK) test is defined as T ¼ ∑ j o i signðy i À y j Þ, with i, j A n where sign (y i À y j )¼{1 for y i À y j 40; 0 for y i Ày j ¼0 and À 1 for y i Ày j o 0}. Whereas temporal independence lies between observations, under the null hypothesis, there is no presence of trends, and T is approximately normally distributed when the sample size is large with mean E T ð Þ ¼ 0 and variance
Coles (2004) stated that for the data types to which the theory of extreme values is applied, temporal independence is an unrealistic assumption. The extreme conditions persist over many consecutive observations. A detailed investigation requires a mathematical treatment with a high level of sophistication that can be found in Leadbetter et al. (1983) . The generalization of a sequence of independent random variables is a stationary series. Stationarity is a more realistic assumption for most of the physical process and corresponds to a series in which the variables may not be mutually independent, but the stochastic properties are homogeneous over time. That is, if a series y 1 ; y 2 ; …; y n is a stationary series then y 1 has the same distribution as y 100 and the joint distribution of y 1 ; y 2 À Á has the same distribution as y 100 ; y 101 À Á , although y 1 need not be independent of y 2 or of y 100 . Wilks (2006) states that the data composing a series of extreme values may not be from the same distribution. However, empirically this theoretical distribution is often appropriate, even when not all requirements are met. To test stationarity, the unit root test was applied Fuller, 1979, 1981 ) using the stochastic model based on the difference of a first-order autoregressive process, the difference generates the model described below:
where y 0 is the fixed initial value; ∇y t ¼ y t Ày t À 1 À Á is the difference operator; φ ¼ ρ À1 is the autoregressive coefficient of the time series; ε t is the sequence of random variables independently and identically distributed.
The null hypothesis is that y t is not stationary, that is, there is a unit root autoregressive and φ ¼ 0, against the alternative hypothesis that y t is an auto regressive model of order 1 [AR (1)], in this case there is no unit root and consequently φ o0. In order to perform this, the hypothesis test used in the estimation process used the ordinary least square model.
With the presence of trend and the intercept, the equation to be used is as follows:
where α is the intercept and t the linear trend. The Dickey-Fuller test assumption is that the error terms in the above equations are identically and independently distributed, or that it has no autocorrelation. The augmented Dickey-Fuller test Fuller, 1979, 1981) incorporates lags in relation to the variable that is being analyzed so that the residuals do not exhibit autocorrelation. Its equation is
The parameters of Eqs. (6), (7) or (8) and their significance can be estimated by the autoregressive procedure (SAS Institute Inc, 2010). This procedure estimates and forecasts linear regression models for time series data when the errors are auto correlated or heteroscedastic (The presence of heteroscedasticity refers to the circumstance in which the variability of a variable is unequal across the range of values of a second variable that predicts it.)
After calculating the distribution function associated with the annual maximum daily rainfall for the three regions studied, the return period was estimated by
where F(MDR) is the cumulative probability of occurrence of a given value of the annual maximum daily rainfall for each region and 1/year is the average sampling frequency of the annual maximum daily rainfall.
Results and discussion
For each region, one reference series with 71 annual maximum daily rainfalls and the 10-year average was constructed as shown in Fig. 1 . As can be seen in Fig. 1 , there is a break in the 1970s with an increasing trend for the decennial averages in the Southeast and South regions. For the Midwest region decennial averages keeps constant during the study period. Splitting the series into two periods based on the year 1970, the total maximum precipitation average increases in 6.10% for the Southeast and 13.40% for the South regions. In the Midwest region there is a decrease of 1.56%. introduced an extended large scale index to understand decadal changes in the South American Monsoon System which is characterized by intense convective activity and precipitation during austral summer. They concluded that the South American Monsoon System duration presented a statistical change point in the early 1970s. The impacts of climate transition of the 1970s are also verified by Marengo (2004) for the Amazon basin located in northern region of Brazil. Although there is no evidence of pronounced effect on rainfall in the Midwest region due to El Niño, in the South region there is a substantial increase in average temperature and precipitation. To the Southeast, there is a moderate increase in average temperatures although there is not a characteristic pattern of changes in rainfall (CPTEC, 2012) .
From the total of 41 meteorological stations studied in the Midwest region, 81% have relative homogeneity when compared with the reference series using SNHT test (Eq. (1)) at a significance level of 1%. For the Southeast region from 407 stations, 69% are homogeneous and in the South, from 145 stations, 61% are homogeneous. Fig. 2 shows, respectively, the spatial location of the homogeneous and non-homogeneous stations for the three regions studied. The result shows that the homogeneity and the non-homogeneity of these stations scatter randomly.
For the Southeast 31% of the weather stations showed relative non-homogeneity, 39% in the South region and 19% in the Midwest region. The non-homogeneity occurs when there is an abrupt differences between the reference series and the series being tested and cannot be considered as natural effect. This phenomenon may occur due to several causes, some of which are related to changes in instrumentation and observation practices, the relocation of the weather station and others which relate to modification of the environmental conditions of the site. All these stations should be considered suspect and should not be used at this work.
The observed MDR data for the three Brazilian regions (Midwest, Southeast and South) for the months of October, November, December, January, February and March, which represents the rainy season, is shown in Fig. 3 and was constructed using the procedure SGPLOT (SAS Institute Inc, 2008 ).
There is a clear upward trend in annual maximum daily rainfall for the three regions; this tendency is more accentuated in the Midwest and Southern regions. Lombardi Neto and Moldenhauer (1992), Mello et al. (2007) , Colodro et al. (2002) already pointed out the tendency of increase of the annual maximum daily rainfall and its relation to the erosivity. That is, the greater the intensity of rainfall, the greater the increase in soil loss. A similar result was found by Bertol (2000) in Campos Novos city, Santa Catarina state, Southern region. Using geostatistics and time series analysis, Vieira and Lombardi Neto (1995) evaluated the spatial variability of the rainfall erosivity potential in São Paulo state-Southeast region. This potential is directly related to the maximum daily rainfall.
The trends found in Fig. 3 are consistent with the work done by Aguilar et al. (2009) with signs reversed; Alexander et al. (2006) analyzed the global climatic extremes for rainfall and temperature in South Africa, Costa and Soares (2009) with studies in Portugal, Michaelides et al. (2009) with studies in Cyprus, and Marengo et al. (2011) with studies in the Amazon basin. Several authors have used nonparametric Mann-Kendall test to study trends in climatic variables, such as Subash et al. (2011a Subash et al. ( , 2011b , Casa and Nasello (2012) , Shahid et al. (2012) .
The statistical confirmation of the trend shown in Fig. 3 can be observed in Table 1 where the results of applying the nonparametric Mann-Kendall test according to Eq. (5) are presented.
From Table 1 we see that the p-value is smaller than the significance level of 5% indicating that there is no trend in the series for the three regions.
The non-stationarity was rejected by the augmented DickeyFuller test Fuller, 1979, 1981) according to Eq. (8), through the use of an autoregressive procedure of SAS software (SAS Institute Inc, 2010) using the option¼ stationarity (ADF). Table 2 shows the results obtained for the augmented Dickey-Fuller test.
For the three regions, setting a 5% level of significance, the probabilities obtained are smaller, so the series with the values of maximum daily precipitation are apparently stationary, that is, the assumptions of classical statistics are valid (constant variance or homoscedasticity, uncorrelated errors or conditional independence, normality). As the unit root tests have low discriminating power, the inclusion or removal of parameters such as the constant and trend, might change the results, so a conclusion about stationarity of this variable cannot yet be considered definitive. Table 3 shows the results for the three regions of the augmented Dickey-Fuller test with the average and trend included (ADF1) and (ADF2), respectively.
As can be seen in Table 3 at 5% level, the inclusion of average and trend parameters in the augmented Dickey-Fuller test maintains the stationarity of the series.
The previous analysis provides technical support for using the extreme value theory, employing the density distribution function defined in (2) to describe the frequency of occurrence of the annual maximum daily rainfall values for the three regions under study. These results are consistent with the adjustment of the generalized extreme value distribution to the precipitation variable, made by Blain and Moraes (2011), Beijo and Avelar (2010) , Sansigolo (2008 ), Feng et al. (2007 , Miroslava (1992) , Mannshardt-Shamseldin et al. (2010) , Coles and Tawn (1996) , Koutsoyiannis (2004) , Shukla et al. (2010) , Nadarajah and Choi (2007) . Table 4 shows the estimated position parameters (μ), scale (σ) and shape (ξ) from Eq. (2) set to the three series of annual maximum daily rainfall for the three regions under study. For the Midwest and Southeast region the distribution that best fit was the Weibull distribution (ξ o 0) and for the Southern region, the Fréchet distribution (ξ 4 0). Table 5 shows the series degree of adjustment of the number of annual maximum daily rainfall to the probability density of the generalized extreme value distribution using Kolmogorov-Smirnov/Lilliefors test (Eq. (4)). As the D max statistic showed, the three regional values are lower than the critical value at the 5% (1.36) significance level, and the null hypothesis stating that the data follow the specified distribution is accepted.
The return period expressed in years (Eq. (9)) for the three Brazilian regions is presented in Table 6 , estimated with the maximum daily probability for each year. Table 6 presents the Southern region with a higher regime of annual maximum daily rainfall above 300 mm if compared with other regions. For a rainfall of 300 mm, the return periods for the Midwest, Southeast and South are respectively 332, 44 and 34 years. The southeastern region, however, presents more frequent return periods of rainfall below 300 mm if compared with other regions. Back (2001) estimated that Santa Catarina state in South region would have annual maximum daily rainfall of 248 mm for a return period of 100 years using a data series through 2000. In recalculating the analysis to periods in this work from 1940 to 2011, annual maximum daily rainfall of 250 mm was estimated for a return period of 10 years for the southern region, and evidenced a clear change in the behavior of this extreme event. The results presented by Assad (1994) indicated for a 260 mm of annual maximum daily rainfall a return period of 100 years until 1990 for the Midwest region. When these results are compared with the series of annual maximum daily rainfall from 1940 to 2011, the return period is 40 years. The change in the behavior of the extreme values for annual maximum daily rainfall in this region seems to be evident.
Conclusions
The annual maximum daily precipitation has an increasing trend for the three regions studied, particularly for the Midwest and South regions. For the Midwest and Southeast region the distribution that best fit the annual maximum daily precipitation was the Weibull distribution (ξ o 0) and for the Southern region, the Fréchet distribution (ξ 4 0).
The IPCC (2012) models indicate greater frequency of extreme phenomena in the world. By analyzing the rainfall data for the period 1940-2011, it is observed that the daily maximum annual rainfall exceeding 140 mm occurs at return periods of 1-2 years for the three regions of Brazil. Assad et al. (1992) using rainfall series from 1960 to 1985 indicate that rainfall of 140 mm in the Midwest region occurs at return periods of 10 years.
The Southern and Southeastern regions may be more likely to face dangerous extreme precipitation events. The vulnerability to these events must be considered both for risk analysis of production in agriculture and for adaptation actions in urban areas vulnerable to extreme events and natural disasters. The increase in the return period indicates that losses may reach successive agricultural production being potentially negative to economic projections. The costs of adapting to such events must be measured carefully considering the higher or lower return rate of extreme events as an important factor in the evaluation.
The studies of extreme events require longer and consistent historical series, therefore it must be pointed out as an important area of research and technical work in Brazil. In the specific cases of the Midwest, Southeast and Southern regions, the statistical tests suggested changes in the behavior of extreme maximum daily rainfall, being evidenced in the reduction in the return period of annual maximum daily rainfall greater than 100 mm in all regions. These results are in agreement with the analysis made by the IPCC (2012) for other regions of the globe.
For future work we will study the behavior of the return period in two different time periods, from 1940 to 1970 and 1970 to 2011, to check for change in return period due to changes of meteorological trend of the 1970s. 
