Summary. In the case of a source-free plane-layered elastic medium, and for direct rays, the formal series 'solution' of the elastic equations in inverse powers of frequency can be obtained to any desired order by a process of integration by parts of a suitable iterate. The second iteration of the standard wave vector must be employed to ensure that all O(w-') terms are included in the iterative solution. For the recently introduced new wave vector, on the other hand, only the first iterate is needed. Under certain circumstances use of the new wave vector may prove to be a more efficient and accurate means of solving the elastic equations.
Introduction
When the material properties (density, P-and S-wave speeds) exhibit some special symmetry, as in the case of plane or spherical layering, the elastic equations can be transformed to equations involving a single independent variable (depth, or radial distance from the centre of symmetry), and certain constant parameters (frequency and horizontal slowness in the case of a source-free equation) introduced as a result of the transforms.
In the by now standard approach (see, for example, Chapman 1981; Kennett & Illingworth 1980; Woodhouse 1978; Aki & Richards 1980 ) the transformed components of displacement and vertical or radial traction are taken as independent variables, and assembled as the components of a displacement-traction vector y which satisfies a first-order matrix equation of the form dY -= WAY dz where and the A, are frequency-independent matrix functions of the material parameters and the horizontal slowness.
In the case of horizontal or spherical layering the SH system separates from the P-SV system, so that for the latter system the displacement-traction vector has four components and A is a 4 x 4 matrix. As part of the standard approach a wave vector v is then introduced via the linear transformation y = Dv and the frequency-independent matrix D is chosen so that v has a 'wave-like' character in quasi-homogeneous regions, and for high frequencies. Two distinct methods have been employed to analyse the matrix equation satisfied by the wave vector, which in the case of plane layering is of the form dv -= iwAv + I'v. dz ( A is the frequency-independent phase matrix, and I ' is the frequency-independent interaction matrix,)
In the first method (Richards 1971; Woodhouse 1978; Kennett & IlIingworth 1980 ) the wave vector in the differential equation is replaced by a wave matrix, and the 'soiution' is developed essentially as a formal power series in w-'. This series diverges in general (see Wasow 1965 ) and provides only an asymptotic ( w -+~) representation of the solution of the matrix equation.
The second approach (Chapman 1981; Kennett & Illingworth 1980 ) is iterative in character, and is based on the Picard method of successive approximations. Here there is at least the possibility that successive iterates will converge to a solution of the matrix equation. It has the added attraction of being 'physical', in that iterates can be interpreted in terms of multiple reflections from thin layers.
One purpose of this paper is to examine the relation between these two approaches, and it will be shown that in a certain sense the iterates can be used to generate the formal series.
In the special case considered here (which avoids turning points) both methods have the WKBJ functions as leading terms [0(1) for the formal series and the zeroth iterate do) for the iterative method], but will be shown that in order to obtain all the O(w-') correction terms in the iterative sequence one must proceed as far as the second iterate.
In another paper (Young 1983 ) it was pointed out that the wave vector as defined by its 'wave-like' properties was not unique, and that a new wave vector W can be introduced which obeys an equation of the form This wave vector is distinguished by the fact that the new (frequency-independent) interaction matrix is now two orders of frequency below the phase term. When the iterative method is applied to this equation it turns out that all the O(w-') correction terms are contained in the first iterate 6(l).
In this paper we limit our considerations to the case of plane layering, and furthermore exclude turning points from the discussion, Section 2 gives a brief introduction to the standard wave vector (further details are included in Appendix A). Sections 3 and 4 summarize the iterative and formal power series methods. For the latter we follow the approach of Richards (1971) . In Section 5 we discuss the connection between the two methods (based essentially on a process of integration by parts -see ErdClyi 1956), and the results alluded to above will be established. In Section 6 we introduce the new wave W by means of specific transformations of the standard wave vector v. The details of the results that the first iterate contains all the O(w-') terms will be found in Appendix B. Some discussion of the results obtained and directions for further research are presented in the final section. Concerning the notation of this paper: from a perusal of the literature on these topics it is clear that each author has developed his/her own terminology in an idiosyncratic manner, and it is probably too much to ask at this stage for a consistent approach by all workers in the field. Part of the problem is the alarming number of symbols required to represent unambiguously all aspects of elastic wave interaction (plane and spherical layering, P-SV and SH interaction, eigenvector decomposition or the Langer method etc.). In our work we will adopt the following convention as far as possible: that the same symbol will be used to denote quantities which are 'essentially' the same, irrespective of their precise definitions (which will, of course, be stated clearly in each particular case). Thus y will denote the displacement-traction vector irrespective of whether the medium is plane-or spherically layered, or whether the concern is with P-SVor SH interactions; similarly v is the standard wave vector, A is the phase matrix, and l" is the standard interaction matrix for all these cases, and also for any choice of A; w and C will represent the new wave vector and its interaction matrix in all situations and so on. Where necessary, distinctions will be made by a modification of the kernel letter, e.g. w, w, w etc.
The wave vector
As mentioned in the Introduction the P-SV equations for a source-free vertically layered medium may be written as a first-order matrix equation for the four-component displacement-traction vector y,
The four components of y are essentially the (transformed) components of displacement and vertical traction. A is a 4 x 4 frequency-independent matrix whose elements are functions of the material parameters (but not their derivatives) and the horizontal slowness p . Details may be found in Appendix A. The wave vector v is then introduced by the linear transformation
The frequency-independent matrix D is chosen so that v has certain 'wave-like' properties at high frequencies and in quasi-homogeneous regions. It will be a function of the material properties and the horizontal slowness. Its precise form depends on the problem under consideration. Here, for reasons of simplicity, we adopt the so-called 'eigenvector decomposition' method (Kennett & Illingworth 1980) and choose D so that v satisfies the matrix equation
where i A is the diagonal matrix of eigenvalues of A:
where and a, /3 are the P-and S-wave speeds.
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The interaction matrix I' is independent of frequency and has the form (2.5)
where the elements of I' involve the radicals q a , q p and the material parameters and their first derivatives. The definition of yp, ys, yR, yT, and the details of the transformation between the displacement-traction vector and the wave vector are given in Appendix A.
Clearly the diagonal blocks of I' are connected with the self-coupling (P-P, S-S), while the off-diagonal blocks induce cross-coupling (P-S, S-P). Although I' possesses a good deal of symmetry, the only significant detail used in this paper will be the fact that it has zeros on its leading diagonal.
It should be mentioned that both D and I' contain q a , q p in the form q;"*, qP"*.
Hence the present method is inapplicable near the turning points, where 4a = 0 or qp = 0. Since, however, the aim of this paper is to provide a clearer theoretical understanding of the coupling mechanism, the eigenvector decomposition method will be used rather than the more general Langer approach: it is assumed throughout that turning points are absent from the equations. It is not anticipated that the results presented here will be substantially different when generalized to include turning points. Hence an iterative sequence may be defined by The zeroth iteration yields the WKBJ solution for y. Higher-order iterations are usually interpreted in terms of multiple reflections and refractions within infinitesimally thin layers of thickness dz, for which I' dz is the 'reflection coefficient matrix' (see Brekhovskikh 1980;
The formal series
The first analysis of the P-SV equations using a formal matrix development in inverse powers of w was made by Richards (1971) (see, however, a remark by Chapman 1973 referrring to an omission in Richards' work). A similar treatment based on the Langer method is found in Woodhouse (1978) . Richards' analysis is repeated here for the purposes of comparison with later sections. First note that equation (2.3) for the wave vector v can be formally rewritten in terms of a wave matrix V V = iwAV + r V . w -l AB-BA for any two matrices A, B. Now write R as a formal power series in Applying (4.8) to (4.5) it follows that Ro is a diagonal matrix, and hence from equation (4.61, using (4.9) and (4.13)
+ rRo.
Next, taking the diagonal part of equation (4. 
The leading term in the series (Zo= I) corresponds to the WKBJ solution, and the explicit form of the term Z1 is given by equations (4.18) and (4.20) (and see Appendix A for the definitions of yp, ys, YR, YT). Note also that (4.22) lacks terms which properly represent coupling between the P and S modes: the off-diagonal terms in (4.21) depend on matrices like Z 1~ which lack the integrals which must be characteristic of P-S conversions within the medium. (5.11) so that it is necessary to go as far as the (2n)th iterate to ensure that all the 0(w-, j terms are included. From another point of view this equation states that the formal series can be generated to any desired order by selecting the appropriate iterate and integrating by parts. Since the formal series diverges in general and the iterative sequence converges (under appropriate restrictions on the interaction matrix I') the order terms in (5.12) must also diverge to balance the growing divergence in the formal series; in other words the iterative solution is 'reduced' to the formal series only at the expense of an increasingly divergent remainder term. The various terms in the iterative sequence have an interpretation as multiply reflected rays (Brekhovskikh 1980; Chapman 1981) . The zeroth iterate represents the incident waves, while the first iterate contains contributions from rays which have interacted once with the medium. To highest order O(w-') in frequency this is given by the matrix Z1N in equation (5.4). Note that since the first-order interaction matrix J(z) = H-' I'H is zero diagonal the transmitted rays (within wave type) are left unchanged at the first iteration. Consequently there is an energy imbalance since energy is carried by the reflected rays but not subtracted from the transmitted rays. This situation is partially rectified in the second iteration: the diagonal part of the interaction matrix J(zl)J(z2) gives rise to a correction to the transmitted ray amplitudes. To highest order O(w-') in frequency this correction is represented by the diagonal matrix Z I D which appears in equation (5.9 where the Dj are frequency-independent. In fact this result was stated for a different form of the phase matrix A (see Young 1984 and equations 2.4, 2.5 of that paper), but it is also true for the phase matrix (2.4) used here.
V = R H
r(k) = r(',) t H-'O("'
The transformation from v to the new wave vector G proceeeds in two stages. First set
where X is required to be a frequency-independent nilpotent matrix of order 2 , i.e. (6.13) Equation (6.10) is now in the form (6.1) and (6.13) substituted in (6.12) gives
In Appendix B it is also shown that (6.14)
has the structure But from (6.6) and (6.14) It follows from the results of Section 5 that the first iterate of the new wave vector contains all the O(w-') terms of the solution, and hence that the first two terms of the formal series can be generated from % ( l ) . This result could have been established directly. Thus to ensure that the 0 (~-~) part of the solution is contained in the iterative solution for the new wave vector only the n t h iterate need be calculated; for the standard wave vector, on the other hand, the (2n)th iterate is required.
Discussion
We have examined the iterative sequence associated with the standard wave vector and shown, by comparing it with the formal series, that to include all O(w-') terms one must go as far as the second iterate v(*). On the other hand in the iterative sequence for the new wave vector all the O(w-') terms are contained in the first iterate @). We have given generalizations of these statements. The connection between the iterative method and the formal series approach is established by noting that the latter is generated from the former by a process of integration by parts.
The practical implication of these results is that the iterates of the new wave vector will in many cases converge more quickly than those of the standard wave vector. For certain models and frequency ranges the first iterate W(l) of the new wave vector will be more accurate than the first iterate v(l) of the standard wave vector; to achieve the same accuracy two iterations of the standard wave vector will be required. If the computational time for W ( l ) turns out to be less than the computational time for v(') then clearly the use of the new wave vector would be advantageous. Specific examples will help to establish the relative merit of the two approaches.
The new wave vector is characterized by the fact that its interaction matrix appears at two orders of frequency below the phase matrix: the matrix system has, in effect, been partially diagonalized. Chapman (1974) has pointed out that if one admits a general frequency-dependent transformation of the wave vector, then the matrix system can always be completely diagonalized, but the transformation and the resulting equation will involve infinite power series in w-' which will not in general converge. Complete diagonalization of the system is in fact equivalent to the formal series approach of Section 4. To avoid this divergence the definition of the new wave vector is based on transformations involving nilpotent matrices (or, more generally, frequency-dependent transformations whose determinant is independent of frequency). The matrix equation for the new wave vector will always contain a finite number of interaction terms, i.e. a matrix polynomial in w -' , whose effect can be evaluated explicitly for any particular problem.
The new wave vector is not unique, however: for example, a tiansformation of the form w * = % + ( i w ) -' N % (7.1) with N 2 = 0 produces another wave vector satisfying equation (6.1) with (highest order) interaction matrix
The results of Section 6 will also hold for this wave vector. does not appear and may be omitted). Finally k is replaced by the horizontal slowness p = k/w.
The P-SV equations decouple from the SH equations, so that the P-SV displacementtraction vector may be defined as y = (uo, u1, w-l t o , o -' t , ) T ('44) where u o , u l , t o , t l , are the relevant transformed components of displacement and traction. Then the P-SV matrix A appearing in the matrix equation y = w A y is given by (Kennett & Kerry 1979) 
where K = 4p02(1-/32/a2), v = 1-2p2/a2, p is the density and a, P are the P-and S-wave speeds. The eigenvector decomposition matrix D which defines the wave vector v (equation 2.2) has columns which are (normalized) eigenvectors of A, and is given in Kennett & Kerry (1979) . The wave vector used by Kennett & Illingworth (1980) then satisfies an equation of the form (2.3). Their equations are
In their paper Kennett & Illingworth were concerned with the reflective (up and down) character of the waves. Here emphasis is placed more on the coupling between P and S modes. Hence a relabelling of the components of the wave vector (A6) is appropriate. To obtain the standard wave vector v used in this paper multiply the first and third of equations (A6) by i, and then replace ivl and iu3 by v 1 and vg respectively; finally relabel the compo-In this appendix we outline how some of the equations of Section 6 can be established. The nilpotent matrix X (equation 6.7) is given by X = i p s-' xs (B1) where and X1, X 2 are defined by XI = P2Sl> x2 = azg2 g2=-P 2 (!+L). g,=--g,. P a -0 P Since X is nilpotent so is X. The matrix S is block diagonal and defined by s = $0 s 2
034)
Note that X1, X 2 are independent of the wave slownesses. YT By direct substitution, using the definitions and equations of this appendix and Appendix A, one can then verify equations (6.15), (6.25) and (6.26).
A more convenient form of the matrix C may be obtained by noticing that the similarity transformation (Bl), (B4) amounts to transforming the matrix wave equation (2.3) into that used by Young (1983) with a different phase matrix. The matrix X block diagonalizes the leading interaction matrix of that system, which is then transformed by S-' back to the system of this paper, and finally Y is used to set = 0. Using the form of the interaction matrix 2; given by Young one can then show that E is the sum of two nilpotent matrices C(') = C = N(cl, cz) = where c1 = i l + g , X , c * = i 2 + g l X z .
For further discussion of the quantities g1, gz, cl, c2 see Young (1 983), Richards (1 974) and for more general implications refer to Ansell (1979) . and s , , sp are defined s,=g+g2+ i,-r:
The matrix is responsible for the cross-coupling between the P and S modes and is zero in the case of vertical incidence ( p = 0). C(2) is a self-coupling term, but here all the material parameters are coupled in the g factor, so that, for example, a variation in S-wave speed will give rise to a P-P self-coupling effect.
