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A REACTION COEFFICIENT IDENTIFICATION PROBLEM FOR
FRACTIONAL DIFFUSION˚
ENRIQUE OTA´ROLA: AND TRAN NHAN TAM QUYEN;
Abstract. We analyze a reaction coefficient identification problem for the spectral fractional
powers of a symmetric, coercive, linear, elliptic, second–order operator in a bounded domain Ω.
We realize fractional diffusion as the Dirichlet-to-Neumann map for a nonuniformly elliptic problem
posed on the semi–infinite cylinder Ωˆ p0,8q. We thus consider an equivalent coefficient identifica-
tion problem, where the coefficient to be identified appears explicitly. We derive existence of local
solutions, optimality conditions, regularity estimates, and a rapid decay of solutions on the extended
domain p0,8q. The latter property suggests a truncation that is suitable for numerical approxi-
mation. We thus propose and analyze a fully discrete scheme that discretizes the set of admissible
coefficients with piecewise constant functions. The discretization of the state equation relies on the
tensorization of a first–degree FEM in Ω with a suitable hp–FEM in the extended dimension. We
derive convergence results and obtain, under the assumption that in neighborhood of a local solution
the second derivative of the reduced cost functional is coercive, a priori error estimates.
Key words. coefficient identification problems, fractional diffusion, nonlocal operators, finite
elements, error estimates.
AMS subject classifications. 35J70, 35R11, 35R30, 65M12, 65M15, 65M60.
1. Introduction. In recent times, it has become evident that many of the as-
sumptions that lead to classical models of diffusion are not always satisfactory or
even realistic: memory, heterogeneity or a multiscale structure might violate them.
In such a scenario, the assumption of locality does not hold and to describe diffusion
one needs to resort to nonlocal operators; classical integer order differential operators
fail to provide an accurate description. This is specially the case when long range
(i.e., nonlocal) interactions are to be taken into consideration. Different models of
diffusion have been proposed, fractional diffusion being one of them. An incomplete
list of problems where fractional diffusion appears includes finance [44], turbulent
flow [17], quasi–geostrophic flows models [12, 41], models of anomalous thermoviscous
behaviors [18], peridynamics [21, 59], and imaging sciences [31, 29]. Even when hav-
ing a mathematical model based on fractional diffusion, in a practical setting could
occur that such a model is not exact: coefficients or source terms may be subject
to uncertainty or unknown. In addition, data or a priori information may be avail-
able: we may have a sparse and/or noisy measurement of the state of the system or
of an output of interest that we would like to match and/or a priori information of
some model coefficients. In such cases, one can resort to the solution of an inverse or
control problem to recover such parameters and define a more accurate, data-driven,
mathematical model. All these considerations motivate, the need to, on the basis of
physical observations, identify coefficients in a fractional diffusion model.
In this work we shall be interested in the analysis of a coefficient identification
problem for certain fractional powers of symmetric, coercive, self–adjoint, second or-
der differential operators in bounded domains with homogeneous Dirichlet boundary
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Germany.
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conditions. To make matters precise, for d P t2, 3u, we let Ω Ă Rd be an open and
bounded domain with Lipschitz boundary BΩ. We define
Lw :“ ´divx1pA∇x1wq ` qw, (1.1)
supplemented with homogeneous Dirichlet boundary conditions. The diffusion matrix
A P C0,1pΩ,GLpRdqq is symmetric and uniformly positive definite and the reaction
term q belongs to the following set of admissible coefficients:
Q :“ tq P L8pΩq | 0 ď qpxq ď q¯ a.e. in Ωu , q¯ ą 0. (1.2)
For s P p0, 1q, we denote by Ls the spectral fractional powers of the operator L.
Given s P p0, 1q and a fixed function f : Ω Ñ R, we shall be concerned with the
analysis of the problem of identifying the reaction coefficient q P Q in the Dirichlet
problem for fractional diffusion
Lsu “ f in Ω (1.3)
from the observation data zδ P L
2pΩq of the exact solution u: satisfying the deter-
ministic noise model
}u: ´ zδ}L2pΩq ď δ, (1.4)
where δ ą 0 denotes the level of measurement error. For f P H´spΩq, a weak formu-
lation for (1.3) reads: Find u P HspΩq such that xLsu, vy “ xf, vy for all v P HspΩq.
This formulation admits a unique solution (see section 2 for notation and details).
We mention that the use of L2-observations of the exact state is quite popular
in computational inverse problems for elliptic partial differential equations (PDEs).
In practice, the observation is measured at certain points of the domain Ω and an
interpolation process is needed to derive distributed observations. Such observation
assumptions have been used by many authors; see, for instance [1, 19, 34, 35, 37,
38, 49, 56]. As a first step, and in view of several technical difficulties that appears
in the analysis and approximation of (1.3), we assume that observations of u: are
available in Ω. We briefly comment about the case of observations being available in
a subdomain Ωobs Ă Ω in Remark 5.11 below.
To solve the proposed identification problem in a stable manner, we will utilize
the standard output least squares method with Tikhonov regularization [3, 16, 23, 58].
In fact, for estimating the coefficient q in (1.3) from the observations zδ of the exact
solution u:, we will invoke the following cost functional
Jδ,ρpqq :“
1
2
}Upqq ´ zδ}
2
L2pΩq `
ρ
2
}q ´ q˚}2L2pΩq, (1.5)
where U denotes the so–called coefficient–to–solution operator, which associates to
an element q P Q a unique weak solution u “: Upqq of problem (1.3). In (1.5), q˚
corresponds to an a priori estimate of the coefficient q to be identified and ρ ą 0
denotes the so–called regularization parameter. We will thus consider a minimizer of
the optimization problem
min
qPQ
Jδ,ρpqq (1.6)
as a reconstruction. One of the main difficulties in the analysis and design of solution
techniques for problem (1.6) is that Ls is a nonlocal operator [8, 9, 10, 11, 13, 14]. We
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must immediately notice that the coefficient q to be identified does not appear explic-
itly neither in the strong nor the weak formulation of problem (1.3). The coefficient
q acts, however, modifying the spectrum of the differential operator L and thus the
definition of the fractional powers Ls; see definition (2.6) below. As a consequence,
the analysis of the coefficient identification problem (1.6) is intricate.
The mathematical analysis of fractional diffusion has been one of the most studied
topics in the past decade [8, 9, 10, 11, 12, 14, 51, 52, 46, 64]. A breakthrough in
the theory, that allows for the localization of Ls, is due to Caffarelli and Silvestre
[11]. When Ω “ Rd and L “ ´∆, i.e., in the case when L coincides with the
Laplace operator in Rd, Caffarelli and Silvestre proved that any power s P p0, 1q of the
fractional Laplacian p´∆qs can be realized as the Dirichlet–to–Neumann map for an
extension problem posed on the upper half–space Rd`1` :“ R
d ˆ p0,8q [11]. Such an
extension problem involves a nonuniformly but local elliptic PDE. This result was later
adapted in [10, 14, 60] to bounded domains Ω and more general operators, thereby
obtaining a extension problem posed on the semi–infinite cylinder C :“ Ω ˆ p0,8q.
The latter corresponds to the following local boundary value problem$’&’%
´div pyαA∇U q ` qyαU “ 0 in C,
U “ 0 on BLC,
BναU “ dsf on Ωˆ t0u,
(1.7)
where A “ diagtA, 1u P C0,1pC,GLpRd`1qq and BLC :“ BΩˆp0,8q denotes the lateral
boundary of C. In addition, in (1.7), ds denotes a positive normalization constant given
by ds :“ 2
1´2sΓp1 ´ sq{Γpsq and the parameter α is defined as α :“ 1 ´ 2s P p´1, 1q
(cf. [10, 11, 14]). The conormal exterior derivative of U at Ωˆ t0u is defined by
BναU “ ´ lim
yÑ0`
yαUy, (1.8)
where the limit is understood in the distributional sense. We will call y P p0,8q the
extended variable and call the dimension d` 1 in Rd`1` the extended dimension. With
the extension U at hand, the fractional powers of L in (1.3) and the Dirichlet–to–
Neumann operator of problem (1.7) are related by
dsL
su “ BναU in Ω. (1.9)
Motivated by applications to tomography and related techniques, the study of
parameter identification problems in PDEs has received considerable attention over
the past 50 years. A rather incomplete list of problems where parameter identifica-
tion problems appear includes modern medical imaging modalities, aquifer analysis,
geophysical prospecting and pollutant detection. We refer the interested reader to
[3, 4, 20, 58, 61] for a survey. In particular, the problem of identifying the reaction
coefficient in local and elliptic equations has been extensively studied; we refer the
reader to [34, 38] and references therein. In contrast to these advances, and to the best
of our knowledge, this is the first work addressing the study of a reaction coefficient
identification problem for fractional diffusion.
We provide a comprehensive treatment for a reaction coefficient identification
problem for the spectral fractional powers of a symmetric, coercive, linear, elliptic,
second–order operator in a bounded domain Ω. We overcome the nonlocality of
fractional diffusion by using the results of Caffarelli and Silvestre [11]. We realize
(1.3) by (1.7) and propose an equivalent identification problem. As a consequence,
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standard variational techniques are applicable since, in contrast to (1.3), the reaction
coefficient q appears explicitly in the weak formulation of (1.7). This is one of the
highlights of our work. We rigorously derive existence and differentiability results,
optimality conditions and regularity estimates. We also present a numerical scheme,
and prove that there exists a sequence of local minima that converges to a local and
exact solution for all values of s.
Our presentation is organized as follows. The notation and functional setting
is described in section 2, where we also briefly describe, in §2.1, the definition of
spectral fractional diffusion and, in §2.2, its localization via the Caffarelli–Silvestre
extension property. In section 3 we introduce the extended identification problem
and prove that is equivalent to (1.6). In addition, we derive the existence of local
solutions, study differentiability properties for the underlying coefficient–to–solution
operator, analyze optimality conditions and derive regularity estimates. In section
4, we begin the numerical analysis of our problem. We introduce a truncation of
the state equation and a truncated identification problem. We derive approximation
properties of its solution. In section 5.1 we briefly recall the finite element scheme
of [2] that approximates the solution to (1.7). In section 5.2 we introduce a fully
discrete scheme for the truncated identification problem and derive convergence of
discrete solutions when the regularization parameter converges to zero. Finally, in
section 5.3, and under the assumption that in neighborhood of a local solution the
second derivative of the reduced cost functional is coercive, we derive convergence
results and a priori error estimates for the proposed fully discrete scheme.
2. Notation and preliminaries. We adopt the notation of [50, 53]. Through-
out this work Ω is a convex polytopal subset of Rd, d P t2, 3u, with boundary
BΩ. Besides the semi–infinite cylinder C “ Ω ˆ p0,8q, we introduce the truncated
cylinder with base Ω and height Y as CY :“ Ω ˆ p0, Y q and its lateral boundary
BLCY :“ BΩ ˆ p0, Y q. Since the extended variable y will play a special role in the
analysis that we will perform, throughout the text, points x P C “ Ωˆ p0,8q Ă Rd`1
will be written as
x “ px1, yq, x1 P Ω Ă Rd, y P p0,8q.
Whenever X is a normed space we denote by } ¨ }X its norm and by X
1 its dual.
For normed spaces X and Y we write X ãÑ Y to indicate continuous embedding.
By a À b we mean a ď Cb with a constant C that neither depends on a, b nor
the discretization parameters. The notation a „ b signifies a À b À a. The value of
C might change at each occurrence.
Finally, since we assume Ω to be convex, in what follows we will make use, without
explicit mention, of the following regularity result [33]:
}w}H2pΩq À }Lw}L2pΩq @w P H
2pΩq XH10 pΩq. (2.1)
2.1. Fractional powers of elliptic operators. In this section, we invoke spec-
tral theory [5, 39] and define the spectral fractional powers of the elliptic operator L.
To accomplish this task, we begin by noticing that in view of the assumptions on A
and q, the operator L induces the following inner product on H10 pΩq:
aΩ : H
1
0 pΩq ˆH
1
0 pΩq Ñ R, aΩpw, vq “
ˆ
Ω
pA∇w ¨∇v ` qwvq dx1. (2.2)
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In addition, L : H10 pΩq Ñ H
´1pΩq defined by u ÞÑ aΩpu, ¨q is an isomorphism. The
eigenvalue problem
pλ, φq P RˆH10 pΩqzt0u : aΩpφ, vq “ λpφ, vqL2pΩq @v P H
1
0 pΩq
has a countable collection of solutions tλk, ϕkukPN Ă R` ˆH10 pΩq, where tϕkukPN is
an orthonormal basis of L2pΩq and an orthogonal basis of pH10 pΩq, aΩp¨, ¨qq. The real
sequence of eigenvalues tλkukPN is enumerated in increasing order, counting multiplic-
ities and it accumulates at infinite.
With these ingredients at hand, we define, for s ě 0, the fractional Sobolev space
HspΩq “
$&%w “ 8ÿ
k“1
wkϕk
ˇˇ
}w}HspΩq :“
˜ 8ÿ
k“1
λskw
2
k
¸ 1
2
ă 8
,.- . (2.3)
Remark 2.1 (the equivalent space HspΩq). Let us denote by tµk, φkukPN the
eigenpairs of the Dirichlet Laplace operator in the bounded domain Ω. Notice that
such a classic operator is obtained upon setting A ” I and q ” 0 in (1.1). With these
eigenpairs at hand, we define the space
HspΩq :“
$&%w “ 8ÿ
k“1
wkφk
ˇˇ
}w}HspΩq :“
˜ 8ÿ
k“1
µskw
2
k
¸ 1
2
ă 8
,.- . (2.4)
In the analysis that follows we will make use and mention when relevant that the
space HspΩq, defined in (2.3), is equivalent to HspΩq: for w P HspΩq, we have that
C:}w}HspΩq ď }w}HspΩq ď C
:}w}HspΩq, (2.5)
where C: and C: denote positive constants.
We denote by x¨, ¨y the duality pairing between HspΩq and H´spΩq; H´spΩq de-
notes the dual space of HspΩq. Through this duality pairing, the definition of the space
(2.3) and the norm } ¨ }HspΩq can both be extended to s ă 0. By real interpolation
between L2pΩq and H10 pΩq, we infer, for s P p0, 1q, that H
spΩq “ rL2pΩq, H10 pΩqss. If
s P p1, 2s, owing to (2.1), we have that HspΩq “ HspΩq XH10 pΩq [28].
For s “ 1 and w “
ř8
k“1 wkϕk P H
1pΩq, we thus have that Lw “
ř8
k“1 λkwkϕk P
H´1pΩq. For s P p0, 1q and w “
ř8
k“1 wkϕk P H
spΩq, the operator Ls is defined by
Ls : HspΩq Ñ H´spΩq, Lsw “
8ÿ
k“1
λskwkϕk. (2.6)
A weak formulation for (1.3) reads as follows: Find u P HspΩq such that
xLsu, vy “ xf, vy @v P HspΩq. (2.7)
Given f P H´spΩq, problem (2.7) admits a unique weak solution u P HspΩq [10, 14].
In addition, the following estimate can be derived [10, 14]
}u}HspΩq À }f}H´spΩq. (2.8)
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2.2. An extension property. The Caffarelli–Silvestre extension result requires
us to deal with the local but nonuniformly elliptic problem (1.7) (cf. [6, 10, 11, 14]).
It is thus instrumental to define Lebesgue and Sobolev spaces with the weight yα,
where α P p´1, 1q. If D Ă Rd`1` , we define L
2pyα, Dq as the Lebesgue space for the
measure yα dx. We also define the weighted Sobolev space
H1pyα, Dq :“
 
w P L2pyα, Dq | |∇w| P L2pyα, Dq
(
,
where ∇w is the distributional gradient of w. We equip H1pyα, Dq with the norm
}w}H1pyα,Dq “
´
}w}2L2pyα,Dq ` }∇w}
2
L2pyα,Dq
¯ 1
2
. (2.9)
Since α P p´1, 1q, the weight yα belongs to the Muckenhoupt class A2pR
d`1q (cf.
[22, 26, 32, 47, 63]). This in particular implies that H1pyα, Dq with norm (2.9) is
a Hilbert space and C8pDq XH1pyα, Dq is dense in H1pyα, Dq (cf. [63, Proposition
2.1.2, Corollary 2.1.6], [43] and [32, Theorem 1]).
We define the weighted Sobolev space
˝
H1pyα, Cq “
 
w P H1pyα, Cq | w “ 0 on BLC
(
, (2.10)
and immediately notice that
˝
H1pyα, Cq can be equivalently defined as [14]
˝
H1pyα, Cq “
 
w : C Ñ R : w P H1pΩˆ pr, tqq @ 0 ă r ă t ă 8,
w “ 0 on BLC, }∇w}L2pyα,Cq ă 8
(
. (2.11)
As [50, inequality (2.21)] shows, the following weighted Poincare´ inequality holds:
}w}L2pyα,Cq À }∇w}L2pyα,Cq @w P
˝
H1pyα, Cq. (2.12)
Consequently, the seminorm on
˝
H1pyα, Cq is equivalent to (2.9).
For w P H1pyα, Cq, trΩ w denotes its trace onto Ωˆ t0u which satisfies
trΩ
˝
H1pyα, Cq “ HspΩq, } trΩw}HspΩq ď CtrΩ}w} ˝H1pyα,Cq; (2.13)
see [50, Proposition 2.5]. We notice that, if a function w belongs to
˝
H1pyα, Cq then,
in view of (2.11), we have, for y ą 0, that wp¨, yq P H1{2pΩq.
Define the continuous and coercive bilinear form aC :
˝
H1pyα, Cqˆ
˝
H1pyα, Cq Ñ R:
aCpw, φqpqq “
ˆ
C
yα pA∇w ¨∇φ` qwφq dx1 dy. (2.14)
We shall simply write aCpw, φq or aC when no confusion arises. Notice that aC induces
an inner product on
˝
H1pyα, Cq and an energy norm. The latter is defined as follows:
}w}C :“ aCpw,wq
1{2 @w P
˝
H1pyα, Cq. (2.15)
In view of the assumptions on A and q, we conclude that }w}C „ }∇w}L2pyα,Cq.
We now present a weak formulation for problem (1.7):
U P
˝
H1pyα, Cq : aCpU , φqpqq “ dsxf, trΩ φy @φ P
˝
H1pyα, Cq. (2.16)
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The fundamental result of Caffarelli and Silvestre [11], [10, Proposition 2.2], [14]
is stated bellow.
Proposition 2.2 (Caffarelli–Silvestre extension result). Let s P p0, 1q and u P
HspΩq be the solution to (1.3) with f P H´spΩq. If U solves (2.16), then
u “ trΩ U in Ω, dsL
su “ BναU in Ω, (2.17)
where ds “ 2
1´2sΓp1´ sq{Γpsq.
The HspΩq–norm of u and the energy norm }¨}C of U are related by
ds}u}
2
HspΩq “ }U }
2
C. (2.18)
3. The extended identification problem. In order to analyze problem (1.6)
and design a numerical technique to efficiently solve it, we will consider an equiva-
lent minimization problem based on (2.16): the extended identification problem. To
describe it, we define the extended coefficient–to–solution operator
E : QÑ
˝
H1pyα, Cq, q ÞÑ U pqq, (3.1)
which, for a given coefficient q P Q associates to it the unique weak solution U “:
Epqq P
˝
H1pyα, Cq of problem (2.16). With the map E at hand, we define, for ρ ą 0
and zδ P L
2pΩq, the cost functional
Jδ,ρpqq :“
1
2
} trΩEpqq ´ zδ}
2
L2pΩq `
ρ
2
}q ´ q˚}2L2pΩq. (3.2)
The extended identification problem thus reads as follows:
min
qPQ
Jδ,ρpqq. (3.3)
The following remark is in order.
Remark 3.1 (non–uniqueness). Due to the lack of strict convexity of the cost
functional Jδ,ρ the uniqueness of a minimizer, when it exists, cannot be guaranteed.
The previous remark motivates the following definition [62, Section 4.4].
Definition 3.2 (local solution). A coefficient q˜ is said to be a local solution for
problem (3.3) if there exists ǫ ą 0 such that for all q P Q that satisfies }q´ q˜}L2pΩq ă ǫ
we have that Jρ,δpq˜q ď Jρ,δpqq.
In the following result we state the equivalence between the fractional identifica-
tion problem (1.6) and the extended one (3.3).
Theorem 3.3 (equivalence of (1.6) and (3.3)). The coefficient q; P Q is a local
solution of (3.3) if and only if q; P Q is a local solution of (1.6). In addition, we have
trΩEpq
;q “ Upq;q, (3.4)
where trΩ is defined as in §2.2.
Proof. Let q; P Q. In view of (2.17) we immediately conclude that trΩEpq;q “
Upq;q and that
1
2
}Upq;q ´ zδ}2L2pΩq `
ρ
2
}q; ´ q˚}2L2pΩq. “
1
2
} trΩEpq
;q ´ zδ}2L2pΩq `
ρ
2
}q; ´ q˚}2L2pΩq.
Consequently, Jδ,ρpq
;q “ Jδ,ρpq;q. This implies our claim and concludes the proof.
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3.1. Existence of solutions. We present the following result.
Theorem 3.4 (existence of solutions). The regularization problem (3.3) has a
solution qδ,ρ.
Proof. Let pqnqnPN Ă Q be a minimizing sequence for problem (3.3), i.e.,
lim
nÑ8
ˆ
1
2
} trΩEpqnq ´ zδ}
2
L2pΩq `
ρ
2
}qn ´ q
˚}2L2pΩq
˙
“ inf
qPQ
ˆ
1
2
} trΩEpqq ´ zδ}
2
L2pΩq `
ρ
2
}q ´ q˚}2L2pΩq
˙
;
such a sequence does exist by the definition of the infimum. We immediately notice
that in view of [57, Theorem 1.7] we can conclude that Q is a weakly˚ compact subset
of L8pΩq; see also [54, Remark 2.1] and [7, Theorem 3.16]. Consequently, we deduce
the existence of qδ,ρ P Q and a subsequence pqnkqkPN Ă pqnqnPN such that pqnkqkPN
converges weakly˚ to qδ,ρ in L8pΩq, i.e.,
lim
kÑ8
ˆ
Ω
qnkχ dx
1 “
ˆ
Ω
qδ,ρχ dx
1 @χ P L1pΩq. (3.5)
On the other hand, in view of (2.8), (2.18), and Remark 2.1, we have that
pEnkqkPN, defined by Enk :“ Epqnkq, is bounded in H
1pyα, Cq. We conclude the
existence of Θ P H1pyα, Cq and a nonrelabeled subsequence pEnkqkPN such that
Enk á Θ in H
1pyα, Cq, Enk á Θ in L
2pyα, Cq, k Ò 8. (3.6)
In addition, since trΩ :
˝
H1pyα, Cq Ñ HspΩq is linear and continuous, the compact
embedding HspΩq ãÑ L2pΩq [45, Theorem 3.27] reveals that
trΩEnk á trΩΘ in H
spΩq, trΩEnk Ñ trΩΘ in L
2pΩq, k Ò 8. (3.7)
We recall that HspΩq, that is defined in (2.4), is equivalent to the space HspΩq; see
Remark 2.1.
In what follows we derive that Θ “ Epqδ,ρq. Let nk P N and φ P
˝
H1pyα, Cq. From
definitions (2.16) and (2.14), we obtain that
dsxf, trΩ φy “
ˆ
C
yα pA∇Enk ¨∇φ` qnkEnkφq dx “
ˆ
C
yαpqnk ´ qδ,ρqΘφdx
`
ˆ
C
yα pA∇Enk ¨∇φ` qδ,ρΘφq dx`
ˆ
C
yαqnkpEnk ´Θqφdx “: Ik ` IIk ` IIIk.
We proceed to estimate Ik. To accomplish this task, we define, a.e. x
1 P Ω, the
function χpx1q :“
´8
0
yαΘpx1, yqφpx1, yqdy and notice that χ P L1pΩq. In fact,
}χ}L1pΩq “
ˆ
Ω
ˇˇˇˇˆ 8
0
yαΘpx1, yqφpx1, yqdy
ˇˇˇˇ
dx1
ď
ˆ
C
ˇˇ
yαΘpx1, yqφpx1, yq
ˇˇ
dx ď }Θ}L2pyα,Cq}φ}L2pyα,Cq ă 8,
where we have used that Θ P
˝
H1pyα, Cq. This, together with (3.5), yieldsˆ
C
yαqnkΘφdx “
ˆ
Ω
qnk
ˆˆ 8
0
yαΘpx1, yqφpx1, yqdy
˙
dx1 “
ˆ
Ω
qnkχ dx
1
Ñ
ˆ
Ω
qδ,ρχ dx
1 “
ˆ
C
yαqδ,ρΘφdx (3.8)
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as k Ò 8. As a consequence, when k Ò 8, the term Ik Ñ 0.
Applying directly (3.6), we conclude, as k Ò 8, that
IIk “
ˆ
C
yα pA∇Enk ¨∇φ` qδ,ρΘφq dxÑ
ˆ
C
yα pA∇Θ ¨∇φ` qδ,ρΘφq dx. (3.9)
To control the term IIIk, we proceed as follows. First, notice that
|IIIk| “
ˇˇˇˇˆ 8
0
yα
ˆ
Ω
qnkpx
1qrEnkpx
1, yq ´Θpx1, yqsφpx1, yqdx1 dy
ˇˇˇˇ
ď q
ˆ 8
0
ζnkpyqdy,
where
ζnkpyq :“ y
α}Enkp¨, yq ´Θp¨, yq}L2pΩq}φp¨, yq}L2pΩq.
Since Enk P
˝
H1pyα, Cq, (2.11) implies that tEnkp¨, yqu Ă H
1{2pΩq for a.e. y P
p0,8q. This and the trace estimate (2.13) allow us to conclude that tEnkp¨, yqu con-
verges to Θp¨, yq in L2pΩq and thus that, a.e. y P p0,8q, ζnkpyq Ñ 0 as nk Ò 0.
In addition, it can be proved that pζnkqkPN is uniformly integrable and that, for ev-
ery ǫ ą 0, there exists a set A Ă p0,8q of finite measure such that, for all nk,´
Ac
ζnk dy ă ǫ; the latter being a consequence of the exponential decay of Enk in the
extended variable y [50, Proposition 3.1]. We can thus apply the Vitali convergence
theorem [27, Section 6] to conclude thatˇˇˇˇˆ 8
0
yα
ˆ
Ω
qnkpx
1qrEnkpx
1, yq ´Θpx1, yqsφpx1, yqdx1 dy
ˇˇˇˇ
Ñ 0, (3.10)
as k Ò 8.
It thus follows from (3.8)–(3.10) that
ˆ
C
yα pA∇Θ ¨∇φ` qδ,ρΘφq dx “ dsxf, trΩ φy @φ P
˝
H1pyα, Cq,
i.e., we have thus proved that Θ “ Epqδ,ρq.
We now invoke the fact that trΩEnk Ñ trΩEpqδ,ρq in L
2pΩq and that } ¨ }L2pΩq is
weakly lower semicontinuous to conclude that
Jρ,δpqρ,δq “
1
2
} trΩEpqδ,ρq ´ zδ}
2
L2pΩq `
ρ
2
}qδ,ρ ´ q
˚}2L2pΩq
ď lim inf
kÑ8
ˆ
1
2
} trΩEnk ´ zδ}
2
L2pΩq `
ρ
2
}qnk ´ q
˚}2L2pΩq
˙
“ inf
qPQ
ˆ
1
2
} trΩEpqq ´ zδ}
2
L2pΩq `
ρ
2
}q ´ q˚}2L2pΩq
˙
.
Consequently, qδ,ρ is a minimizer for problem (3.3). This concludes the proof.
Remark 3.5 (local solution). With Definition 3.2 at hand, the results of Theorem
3.4 immediately yield the existence of a local solution qδ,ρ for (3.3).
Theorem 3.6 (existence of solutions). The fractional regularization problem
(1.6) has a solution qδ,ρ.
Proof. The result follows directly from the results of Theorems 3.3 and 3.4.
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3.2. Optimality conditions. We begin with a classical result.
Lemma 3.7 (first–order optimality condition). If qδ,ρ P Q minimizes the func-
tional Jδ,ρ, then qδ,ρ solves the variational inequality
pJ 1δ,ρpqδ,ρq, q ´ qδ,ρqL2pΩq ě 0 (3.11)
for every q P Q.
To explore (3.11), in what follows, we derive the Fre´chet and thus the Gaˆteaux
differentiability of the map E. To accomplish this task, we follow standard arguments
(see, for instance, [48]) and define, for q P Q, the map
Ψ : L8pΩq Ñ
˝
H1pyα, Cq, h ÞÑ Ψphq “ ψ, (3.12)
where ψ P
˝
H1pyα, Cq solves
aC pψ, φq pqq “ ´
ˆ
C
yαhEpqqφdx @φ P
˝
H1pyα, Cq. (3.13)
Since h P L8pΩq and Epqq P
˝
H1pyα, Cq, a simple application of the Lax–Milgram
Lemma reveals that there exist a unique ψ that solves (3.13) together with the estimate
}∇ψ}L2pyα,Cq À }h}L8pΩq}f}H´spΩq. (3.14)
Consequently, the map Ψ : L8pΩq Ñ
˝
H1pyα, Cq is linear and continuous.
Lemma 3.8 (first–order Fre´chet differentiability). Let E : Q Ñ
˝
H1pyα, Cq be
the extended coefficient–to–solution operator defined in (3.1). The map E is first–
order Fre´chet differentiable. In addition, for q P Q and h P L8pΩq, we have that
E1pqqh “ Ψphq, where Ψ is defined as in (3.12)–(3.13), and that
}∇E1pqqh}L2pyα,Cq À }f}H´spΩq}h}L8pΩq, (3.15)
where the hidden constant is independent of q and h.
Proof. Let q P Q and consider h P L8pΩq such that q ` h P Q. In view of (2.16)
and the definition of E, given by (3.1), we arrive at the identity
aC pEpqq, φq pqq “ dsxf, trΩ φy “ aC pEpq ` hq, φq pq ` hq @φ P
˝
H1pyα, Cq. (3.16)
This, and the fact that ψ solves (3.13) allow us to conclude that
ˆ
C
yα rA∇ pEpq ` hq ´ Epqqq ¨∇φ` pq ` hq pEpq ` hq ´ Epqqqφs dx
“ ´
ˆ
C
yαhEpqqφdx “ aC pψ, φq pqq @φ P
˝
H1pyα, Cq. (3.17)
Consequently, we arrive at
aC pEpq ` hq ´ Epqq ´Ψphq, φq pq ` hq “ ´
ˆ
C
yαhΨphqφdx @φ P
˝
H1pyα, Cq,
which implies that
}∇ pEpq ` hq ´ Epqq ´Ψphqq }L2pyα,Cq À }h}L8pΩq}Ψphq}L2pyα,Cq
À }h}2L8pΩq}f}H´spΩq, (3.18)
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where, to obtain the last estimate, we have used (3.14).
Since Ψ : L8pΩq Ñ
˝
H1pyα, Cq is a linear and continuous map, we have thus
obtained that the map E is first–order Fre´chet differentiable and that E1pqqh “ Ψphq.
The estimate (3.15) follows from (3.14). This concludes the proof.
Define, for q P Q and a.e x1 P Ω,
epqqpx1q :“
1
2
ˆ 8
0
yαEpqqpx1, yq2 dy. (3.19)
Invoking (2.8) and (2.18), we obtain, for every q P Q, that }epqq}L1pΩq À }f}2H´spΩq.
Remark 3.9 (first–order Fre´chet differentiability). Notice that, if }epqq}L8pΩq ă
8, an alternative bound for the right–hand side of (3.13) can be obtained on the basis
of basic estimates and the Poincare´ inequality (2.12):ˇˇˇˇˆ
C
yαhEpqqφdx
ˇˇˇˇ
À }h}L2pΩq}epqq}
1
2
L8pΩq}∇φ}L2pyα,Cq.
The solution ψ of problem (3.13) thus satisfies that
}∇ψ}L2pyα,Cq À }h}L2pΩq}epqq}
1
2
L8pΩq.
Consequently,
}∇E1pqqh}L2pyα,Cq À }h}L2pΩq}epqq}
1
2
L8pΩq, (3.20)
where q P Q and h P L8pΩq.
We thus present the following regularity result.
Lemma 3.10 (}epqq}L8pΩq ă 8). Let s P p0, 1q and n P t2, 3u. If f P L3pΩq X
H1´spΩq, then epqq P L8pΩq.
Proof. We immediately notice that, by definition, epx1q ě 0 for a.e. x1 P Ω.
Now, we observe that
divx1pA∇x1epqqq “
ˆ 8
0
yαEpqqdivx1pA∇x1Epqqqdy `
ˆ 8
0
yα∇x1EpqqA∇x1Epqqdy.
On the other hand, since Epqq solves problem (1.7), we have ´divx1pA∇x1Epqqq `
qEpqq “ y´αBypyαByEpqqq a.e. in C. Consequently,
ˆ 8
0
yαEpqqr´divx1pA∇x1Epqqq ` qEpqqs dy
“
ˆ 8
0
EpqqBypy
αByEpqqqdy “ ´ lim
yÑ0
EpqqyαByEpqq ´
ˆ 8
0
yαpByEpqqq
2 dy.
We invoke [50, formula (2.34)] to conclude that ´ limyÑ0EpqqyαByEpqq “ upqqdsf ,
where upqq “ trΩEpqq solves (1.3). Thus, e “ epqq solves
´ divx1pA∇x1eq` qe “ dsfupqq´
ˆ 8
0
yα∇EpqqA∇Epqqdy :“ F px1q´Gpx1q. (3.21)
Notice that, since Epqq P
˝
H1pyα, Cq, we have G P L1pΩq. In addition, since f P
H1´spΩq, upqq P H1`spΩq. This implies, on the basis of a Sobolev embedding result,
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that upqq P L6pΩq. Since f P L3pΩq, we can thus conclude that F P L2pΩq. We now
invoke the regularity results of [50, Theorem 2.7] to explore regularity estimates for
G. In fact, on the basis of the fact that A P C0,1pΩ,GLpRdqq, basic computations
reveal that
|∇x1G| À
ˆ 8
0
yα|∇Epqq∇x1∇Epqq| dy `
ˆ 8
0
yα|∇Epqq∇Epqq| dy.
Thus, an application of [50, Theorem 2.7] yields
}∇x1G}L1pΩq À }∇Epqq}L2pyα,Cq}∇x1∇Epqq}L2pyα,Cq ` }∇Epqq}
2
L2pyα,Cq
À }f}H´spΩq}f}H1´spΩq ` }f}
2
H´spΩq À }f}H´spΩq}f}H1´spΩq.
Consequently, G P W 1,1pΩq. This, combined with a Sobolev embedding result guar-
antees that G P LµpΩq for every µ ď d{pd ´ 1q. Thus, F ´ G P LµpΩq for every
µ ď d{pd´ 1q. Since Ω is convex, we can thus apply standard regularity estimates for
problem (3.21) to conclude that epqq PW 2,µpΩq for every µ ď d{pd´ 1q. This implies
that epqq P L8pΩq when d “ 2.
For n “ 3 we proceed as follows. Notice that F px1q ´ Gpx1q ď F px1q for a.e.
x1 P Ω. This implies that e satisfies
´divx1pA∇x1eq ` qe ď F in Ω, e “ 0 on BΩ.
We now consider the problem
´divx1pA∇x1ϕq ` qϕ “ F in Ω, ϕ “ 0 on BΩ.
Since Ω is convex, elliptic regularity theory reveals that ϕ P H2pΩq and thus that
ϕ P L8pΩq. Now, notice that ´divx1pA∇x1eq ` qe ď F “ ´divx1pA∇x1ϕq ` qϕ in Ω
and e “ ϕ “ 0 on BΩ. An application of a weak maximum principle [30, Theorem
8.1] allows us to conclude that e ď ϕ a.e. in Ω. Since e ě 0 a.e. in Ω, we have thus
proved that e is bounded in L8pΩq. This concludes the proof.
To describe the variational inequality (3.11), we introduce the adjoint variable
P P
˝
H1pyα, Cq : aC pw,Pq pqq “ dsxtrΩEpqq ´ zδ, wy @w P
˝
H1pyα, Cq. (3.22)
With this adjoint state at hand, we define the auxiliary variable
ppqq “ ´
1
ds
ˆ 8
0
yαEpqqP dy. (3.23)
Notice that, for q P Q, ppqq P L2pΩq and }ppqq}L2pΩq À }epqq}
1
2
L8pΩq}P}L2pyα,Cq.
The optimality conditions (3.11) in this setting now read as follow.
Theorem 3.11 (first–order optimality condition). If qδ,ρ P Q minimizes the
functional Jδ,ρ, then qδ,ρ solves the variational inequality
pppqδ,ρq ` ρpqδ,ρ ´ q
˚q, q ´ qδ,ρqL2pΩq ě 0 @q P Q, (3.24)
where ppqδ,ρq P L
2pΩq is defined in (3.23).
Proof. Since E is differentiable, an application of (3.11) reveals that
ptrΩEpqδ,ρq ´ zδ, trΩE
1pqδ,ρqpq ´ qδ,ρqqL2pΩq ` ρpqδ,ρ ´ q
˚, q ´ qδ,ρqL2pΩq ě 0.
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Invoking (3.13) and the results of Lemma 3.8, we obtain that E1pqδ,ρqpq´ qδ,ρq solves
aCpE
1pqδ,ρqpq´qδ,ρq, wqpqδ,ρq “ ´
ˆ
C
yαpq´qδ,ρqEpqδ,ρqw dx @w P
˝
H1pyα, Cq. (3.25)
By setting w “ E1pqδ,ρqpq´ qδ,ρq P
˝
H1pyα, Cq in (3.22) and using first (3.25) and then
(3.23) we arrive at
dsxtrΩEpqδ,ρq ´ zδ, trΩE
1pqδ,ρqpq ´ qδ,ρqy “ aCpE1pqδ,ρqpq ´ qδ,ρq,Ppqδ,ρqqpqδ,ρq
“ ´
ˆ
C
yαpq ´ qδ,ρqEpqδ,ρqPpqδ,ρqdx “ pdsppqδ,ρq, q ´ qδ,ρqL2pΩq.
This concludes the proof.
In what follows we present higher–order differentiability results for the extended
coefficient–to–solution operator E.
Lemma 3.12 (high–order Fre´chet differentiability). The map E : QÑ
˝
H1pyα, Cq
is infinitely Fre´chet differentiable on the set Q Ă L8pΩq. In addition, for q P Q
and m ě 2, the action of the m–th Fre´chet derivative at q, Epmqpqq, in the direction
ph1, h2, ..., hmq P L
8pΩqm, that is denoted by ψ “ Epmqpqqph1, h2, ..., hmq, corresponds
to the unique solution to
ψ P
˝
H1pyα, Cq : aC pψ, φq “ ´
mÿ
i“1
ˆ
C
yαhi
”
Epm´1qpqqξi
ı
φdx (3.26)
for all φ P
˝
H1pyα, Cq, where ξi :“ ph1, ..., hi´1, hi`1, ..., hmq. Furthermore,
}∇ψ}L2pyα,Cq À }f}H´spΩq
mź
i“1
}hi}L8pΩq, (3.27)
where the hidden constant is independent of q and h.
Proof. On the basis of an induction argument, the proof follows the arguments
developed in the proof of Lemma 3.8. For brevity we skip details.
In order to derive error estimates for the truncated identification problem (The-
orem 4.17) and the numerical scheme proposed in section 4.3 (Theorem 5.9), in what
follows we assume that J 2δ,ρ is coercive in a neighborhood of a local solution: If qδ,ρ
denotes a local solution for problem (3.3), then there exists ǫ ą 0 such that for every
qˆ in the neighborhood }qˆ ´ qδ,ρ}L2pΩq ď ǫ, we have that
J 2δ,ρpqˆqpq, qq ě
θ
2
}q}2L2pΩq, (3.28)
for all q P L8pΩq. Since a local solution qˆ belongs to Q and Jδ,ρ is Fre´chet dif-
ferentiable with respect to the L8pΩq-topology (see Remark (3.9) and Lemma 3.12)
the assumption (3.28) is well–formulated; see [42, Assumption 2.20]. In the context
of inverse problems, we would like to mention [55, Theorem 3.5], where the author
proves that, for a general non-linear ill-posed problem, (3.28) is satisfied provided a
structural source condition is fulfilled. Such a source condition has been proven to
be fulfilled for the local reaction coefficient identification problem that involves the
operator L (s “ 1) (see, e.g., [24, 35]).
13
3.3. A regularity result. Define
Πr0,q¯spqqpx
1q :“ min
 
q¯,max
 
0, qpx1q
((
for all x1 in Ω¯. (3.29)
In view of (3.24), standard argument allow us to conclude that
qδ,ρ “ Πr0,q¯s
ˆ
q˚ ´
1
ρ
ppqδ,ρq
˙
. (3.30)
Define, for q P Q and a.e x1 P Ω,
ppqqpx1q :“
1
2
ˆ 8
0
yαPpqqpx1, yq2 dy. (3.31)
The same arguments used in the proof of Lemma 3.10 allow us to conclude that
}ppqq}L8pΩq ă 8. With this estimate and the result of Lemma 3.10 at hand, we
present the following regularity estimate.
Theorem 3.13 (regularity estimate). Let qδ,ρ be a local solution for (3.3). If
q˚ P H1pΩq, then qδ,ρ P H1pΩq. In addition, we have that
}∇x1qδ,ρ}L2pΩq ` }∇x1ppqδ,ρq}L2pΩq À }∇x1q
˚}L2pΩq
` }f}H´spΩq}ppqδ,ρq}
1
2
L8pΩq ` p}f}H´spΩq ` }zδ}H´spΩqq}epqδ,ρq}
1
2
L8pΩq, (3.32)
where the hidden constant is independent of qδ,ρ and the problem data.
Proof. Notice that, since Epqδ,ρq and Ppqδ,ρq belong to
˝
H1pyα, Cq, definition
(3.23) implies that
∇x1ppqδ,ρq “ ´
1
ds
ˆ 8
0
yα p∇x1Epqδ,ρqPpqδ,ρq ` Epqδ,ρq∇x1Ppqδ,ρqq dy. (3.33)
Similar arguments to the ones developed in Remark 3.9 combined with stability esti-
mates for the problems that Epqδ,ρq and Ppqδ,ρq solve reveal that
}∇x1ppqδ,ρq}L2pΩq À }∇Epqδ,ρq}L2pyα,Cq}ppqδ,ρq}
1
2
L8pΩq
` }∇Ppqδ,ρq}L2pyα,Cq}epqδ,ρq}
1
2
L8pΩq
À }f}H´spΩq}ppqδ,ρq}
1
2
L8pΩq ` p}f}H´spΩq ` }zδ}H´spΩqq}epqδ,ρq}
1
2
L8pΩq.
We now prove that qδ,ρ P H
1pΩq. To accomplish this task, notice that, in view
of the assumption q˚ P H1pΩq, the previous estimate reveals that q˚ ´ ρ´1ppqδ,ρq P
H1pΩq. We can thus invoke [40, Theorem A.1], which guarantees that, if ϕ P H1pΩq,
then maxtϕ, 0u P H1pΩq, formula (3.30), and definition (3.29), to conclude that qδ,ρ P
H1pΩq with the estimate
}∇x1qδ,ρ}L2pΩq À }∇x1ppqδ,ρq}L2pΩq ` }∇x1q
˚}L2pΩq.
This concludes the proof.
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4. The truncated identification problem. Since the extended identification
problem of section 3 is posed on the semi–infinite cylinder C “ Ωˆp0,8q, a first step
towards discretization consists in the truncation of the cylinder C to the bounded
domain CY “ Ωˆ p0, Y q and study the effect of truncation.
We begin our analysis by defining the weighted Sobolev space
˝
H1pyα, CY q “
 
w P H1pyα, CY q : w “ 0 on BLCY Y ΩY
(
,
where ΩY :“ Ωˆ tY u, and the bilinear form aY :
˝
H1pyα, CY q ˆ
˝
H1pyα, CY q by
aY pw, φqpqq “
ˆ
CY
yα pA∇w ¨∇φ` qwφq dx.
With this setting at hand, we introduce the coefficient–to–solution operator:
H : QÑ
˝
H1pyα, CY q (4.1)
which, given a coefficient q, associates to it the unique solution v “: Hpqq of problem
v P
˝
H1pyα, CY q : aY pv, φqpqq “ dsxf, trΩ φy @φ P
˝
H1pyα, CY q. (4.2)
We also introduce the cost functional
Rδ,ρpqq :“
1
2
} trΩHpqq ´ zδ}
2
L2pΩq `
ρ
2
}q ´ q˚}2L2pΩq. (4.3)
The truncated identification problem thus reads as follows:
min
qPQ
Rδ,ρpqq. (4.4)
To describe first–order optimality conditions we introduce the adjoint variable
p P
˝
H1pyα, CY q : aY pw, pqpqq “ dsxtrΩHpqq ´ zδ, wy @w P
˝
H1pyα, CY q, (4.5)
and define
rpqq “ ´
1
ds
ˆ 8
0
yαHpqqp dy. (4.6)
Notice that in (4.6) we have used the trivial extension by zero for y ą Y .
Define, for q P Q and a.e x1 P Ω,
hpqqpx1q :“
1
2
ˆ 8
0
yαHpqqpx1, yq2 dy (4.7)
and
tpqqpx1q :“
1
2
ˆ 8
0
yαppqqpx1, yq2 dy. (4.8)
Notice that we have used, again, trivial extensions by zero for y ą Y . We immediately
notice that, an application of the results of Lemma 3.10, yield }hpqq}L8pΩq ă 8 and
}tpqq}L8pΩq ă 8.
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The arguments elaborated in the proof of Theorems 3.4 and 3.11 allow us to
obtain the following results.
Theorem 4.1 (existence and first–order optimality condition). The regulariza-
tion problem (4.4) has a solution rδ,ρ. In addition, if rδ,ρ minimizes (4.4), then rδ,ρ
solves the variational inequality
prprδ,ρq ` ρprδ,ρ ´ q
˚q, q ´ rδ,ρqL2pΩq ě 0 @q P Q, (4.9)
where rprδ,ρq P L
2pΩq is defined in (4.6).
Remark 4.2 (local solution). In view of the results of Theorem 4.1 we conclude
that problem (4.4) has a local solution rδ,ρ in the sense of Definition 3.2.
The arguments elaborated in the proof of Theorem 3.13 allow us to immediately
arrive at the following regularity estimate.
Theorem 4.3 (regularity estimate). Let rδ,ρ be a local solution for (4.4). If
q˚ P H1pΩq, then rδ,ρ P H1pΩq. In addition, we have that
}∇x1rδ,ρ}L2pΩq ` }∇x1rprδ,ρq}L2pΩq À }∇x1q
˚}L2pΩq
` }f}H´spΩq}tpqδ,ρq}
1
2
L8pΩq ` p}f}H´spΩq ` }zδ}H´spΩqq}hpqδ,ρq}
1
2
L8pΩq, (4.10)
where the hidden constant is independent of rδ,ρ and the problem data.
4.1. Auxiliary estimates. The following error estimates are instrumental for
the error analysis that we will perform in section 4.3.
Lemma 4.4 (exponential error estimate I). Let q P Q and Y ě 1. If U pqq and
vpqq denote the solutions to problems (2.16) and (4.2), respectively, then
} trΩpU pqq ´ vpqqq}HspΩq À }∇pU pqq ´ vpqqq}L2pyα,Cq À e
´?λ1Y {4}f}H´spΩq, (4.11)
where λ1 corresponds to the first eigenvalue of operator L. The hidden constant is
independent of U , v, q, and the problem data.
Proof. We invoke the problems that U pqq and vpqq solve to arrive atˆ
CY
yα pA∇pU pqq ´ vpqqq ¨∇φ ` qpU pqq ´ vpqqqφq dx “ 0 @φ P
˝
H1pyα, CY q.
Notice that we have used that φ P
˝
H1pyα, CY q can be extended by zero to C. An
argument based on Ce´a’s Lemma immediately yields
}∇pU pqq ´ vpqqq}L2pyα,CY q À inft}∇pU pqq ´ E q}L2pyα,CY q, E P
˝
H1pyα, CY qu.
The right–hand side of the previous expression is bounded as in [50, Lemma 3.3]. In
fact, [50, Lemma 3.3] provides the estimate
}∇pU pqq ´ vpqqq}L2pyα,CY q À e
´?λ1Y {4}f}H´spΩq.
This, combined with the fact that [50, Proposition 3.1]
}∇U pqq}L2pyα,CzCY q À e
´?λ1Y {2}f}H´spΩq,
allows us to conclude.
Lemma 4.5 (exponential error estimate II). Let q P Q and r P L8pΩq. We thus
have the following estimate:ˇˇ
J 1δ,ρpqqr ´R
1
δ,ρpqqr
ˇˇ
À e´
?
λ1Y {4}f}H´spΩq
´
}ppqq}
1
2
L8pΩq ` }hpqq}
1
2
L8pΩq
¯
}r}L2pΩq,
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where the hidden constant is independent of q, r, and the problem data. The func-
tionals Jδ,ρ and Rδ,ρ are defined by (3.2) and (4.3), respectively.
Proof. First, notice that, in view of definitions (3.23) and (4.6), we have that
J 1δ,ρpqqr ´R
1
δ,ρpqqr “ pppqq ´ rpqq, rqL2pΩq.
It thus suffices to bound the term }ppqq ´ rpqq}L2pΩq. In fact, we have that
}ppqq ´ rpqq}L2pΩq “
1
ds
››››ˆ 8
0
yα rEpqqPpqq ´Hpqqppqqs dy
››››
L2pΩq
“
1
ds
››››ˆ 8
0
yα rpEpqq ´HpqqqPpqq ´Hpqqpppqq ´Ppqqqs dy
››››
L2pΩq
.
Standard estimates allow us to arrive at
}ppqq ´ rpqq}L2pΩq À }ppqq}
1
2
L8pΩq}Epqq ´Hpqq}L2pyα,Cq
` }hpqq}
1
2
L8pΩq}ppqq ´Ppqq}L2pyα,Cq.
This, in view of the Poicare´ inequality (2.12), the exponential error estimate (4.11),
and the stability estimate for the problem that ppqq´Ppqq solve allow us to conclude
}ppqq ´ rpqq}L2pΩq À e
´?λ1Y {4}ppqq}
1
2
L8pΩq}f}H´spΩq
` }hpqq}
1
2
L8pΩq} trΩpHpqq ´ Epqqq}H´spΩq, (4.12)
where pλ1q
1
2 “ pλ1pqqq
1
2 denotes the first eigenvalue of the operator L. Applying
(4.11), again, we conclude that
}ppqq ´ rpqq}L2pΩq À e
´?λ1Y {4}f}H´spΩq
´
}ppqq}
1
2
L8pΩq ` }hpqq}
1
2
L8pΩq
¯
. (4.13)
This implies the desired estimate and concludes the proof.
Lemma 4.6 (stability estimate). Let q, r P Q and E be the extended coefficient–
to–solution operator defined in (3.1) We thus have the following error estimate:
} trΩpU pqq ´U prqq}HspΩq À }∇pU pqq ´U prqq}L2pyα,Cq À }eprq}
1
2
L8pΩq}q ´ r}L2pΩq,
where U pqq “ Epqq and U prq “ Eprq and the hidden constant is independent of E,
q, r, and the problem data.
Proof. Since U pqq ´ U prq P
˝
H1pyα, Cq, the first estimate follows immediately
from the trace estimate (2.13). The remaining estimate follows upon exploiting the
problems that U pqq and U prq solve. In fact, notice that U pqq ´U prq satisfiesˆ
C
yα rA∇pU pqq ´U prqq ¨∇φ` qpU pqq ´U prqqφs dx`
ˆ
C
yαpq ´ rqU prqφdx “ 0
for all φ P
˝
H1pyα, Cq. We can thus set φ “ U pqq ´U prq P
˝
H1pyα, Cq and obtain, on
the basis of (2.15), Fubini’s theorem, and the Cauchy–Schwarz inequality that
}∇pU pqq ´U prqq}2L2pyα,Cq
À }q ´ r}L2pΩq
››››ˆ 8
0
yα|U prqpx1, yq||U pqqpx1, yq ´U prqpx1, yq| dy
››››
L2pΩq
ď }q ´ r}L2pΩq
ˆˆ
Ω
eprqpx1q
„ˆ 8
0
yα|U pqqpx1, yq ´U prqpx1, yq|2 dy

dx1
˙ 1
2
,
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where, we recall that e is defined in (3.19). Thus,
}∇pU pqq ´U prqq}2L2pyα,Cq À }q ´ r}L2pΩq}eprq}
1
2
L8pΩq}U pqq ´U prq}L2pyα,Cq,
which, in view of the Poincare´ inequality (2.12), allows us to arrive at the desired
estimate.
4.2. Convergence. The following result is important since guarantees that ev-
ery strict local minimum of problem (3.3) can be approximated by local minima of
(4.4).
Theorem 4.7 (convergence result). Let qδ,ρ P Q be a strict local minimum of
(3.3). Then, there exists a sequence trδ,ρu of local minima for (4.4) such that
trδ,ρu Ñ qδ,ρ (4.14)
as the truncation parameter Y Ò 8.
Proof. Since qδ,ρ P Q is a strict local minimum of (3.3), we conclude the existence
of ǫ ą 0 such that qδ,ρ is the unique strict solution to the following problem:
min
qPQpqδ,ρq
Jδ,ρpqq, Qpqδ,ρq “ tq P Q : }q ´ qδ,ρ}L2pΩq ď ǫu. (4.15)
Let us now consider the following truncated optimization problem over Qpqδ,ρq:
min
rPQpqδ,ρq
Rδ,ρprq. (4.16)
It is immediate that Qpqδ,ρq ‰ H. This implies that (4.16) has at least one solution.
Let rδ,ρ :“ rδ,ρpY q be a solution to (4.16) for Y ě Y0 ą 1. Notice that trδ,ρu is a
bounded sequence in L8pΩq. As in the proof of Theorem 3.4 we deduce the existence
of a non–relabeled subsequence trδ,ρu that converges weakly* to q˜ in L
8pΩq. In
addition, notice that the arguments elaborated in the proof of Theorem 3.4 combined
with the results of Lemma 4.4 allow us to arrive at
Jδ,ρpq˜q ď lim inf
Y Ñ8
Rδ,ρprδ,ρq.
We can thus conclude that
Jδ,ρpqδ,ρq ď Jδ,ρpq˜q ď lim inf
Y Ñ8
Rδ,ρprδ,ρq ď lim sup
Y Ñ8
Rδ,ρprδ,ρq
ď lim sup
Y Ñ8
Rδ,ρpqδ,ρq “ Jδ,ρpqδ,ρq.
Since (4.15) has a unique solution, we can thus conclude that the sequence trδ,ρu
converges strongly in L2pΩq to qδ,ρ: }qδ,ρ´rδ,ρ}L2pΩq Ñ 0 as Y Ò 8. This implies that
the constraint rδ,ρ P Qpqδ,ρq is not active when Y is sufficiently large. Consequently,
rδ,ρ is a local solution of problem (4.4). This concludes the proof.
4.3. Error estimates. The next result shows how trδ,ρu, a sequence of local
minima of (4.4), approximates a local solution qδ,ρ of problem (3.3).
Theorem 4.8 (exponential error estimate). Let qδ,ρ be a local solution of problem
(3.3). If the assumption (3.28) holds and trδ,ρu denotes a sequence of local minima
of (4.4) that converges to qδ,ρ as Y Ò 8 in L
2pΩq, then
}qδ,ρ ´ rδ,ρ}L2pΩq À e
´κY {4}f}H´spΩq
´
}ppqq}
1
2
L8pΩq ` }hpqq}
1
2
L8pΩq
¯
, (4.17)
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where κ “ pλ1prδ,ρqq
1
2 and λ1prδ,ρq denotes the first eigenvalue of the operator L with
q replaced by rδ,ρ. The hidden constant is independent of qδ,ρ, rδ,ρ, and the problem
data.
Proof. In view of (3.28), we choose ǫ ą 0 sufficiently small such that, for qˆ in the
neighborhood }qˆ ´ qδ,ρ}L2pΩq ď ǫ, the following estimate holds:
J 2δ,ρpqˆqpq, qq ě
θ
2
}q}2L2pΩq @q P L
8pΩq. (4.18)
Since the sequence trδ,ρu converges to qδ,ρ in L
2pΩq as Y Ò 8, we deduce the
existence of Y0 such that, for Y ě Y0, we have }qδ,ρ´ rδ,ρ}L2pΩq ď ǫ. We are thus able
to set, for Y ě Y0 and ζ P r0, 1s, q “ rδ,ρ ´ qδ,ρ and qˆ “ ζqδ,ρ ` p1´ ζqrδ,ρ and invoke
the estimate (4.18) to obtain that
θ
2
}rδ,ρ ´ qδ,ρ}
2
L2pΩq ď J
2
δ,ρpqˆqprδ,ρ ´ qδ,ρ, rδ,ρ ´ qδ,ρq
“ J 1δ,ρprδ,ρqprδ,ρ ´ qδ,ρq ´ J
1
δ,ρpqδ,ρqprδ,ρ ´ qδ,ρq.
Notice that }qˆ ´ qδ,ρ}L2pΩq “ p1 ´ ζq}qδ,ρ ´ rδ,ρ}L2pΩq ď ǫ.
In view of (3.11) we immediately conclude that ´J 1δ,ρpqδ,ρqprδ,ρ ´ qδ,ρq ď 0. On
the other hand, (4.9) reveals that ´R1δ,ρprδ,ρqprδ,ρ ´ qδ,ρq ě 0. Consequently,
θ
2
}rδ,ρ ´ qδ,ρ}
2
L2pΩq ď pJ
1
δ,ρprδ,ρq, rδ,ρ ´ qδ,ρqL2pΩq ´ pR
1
δ,ρprδ,ρq, rδ,ρ ´ qδ,ρqL2pΩq.
We now exploit that J 1δ,ρprδ,ρq “ pprδ,ρq ` ρprδ,ρ ´ q
˚q and that R1δ,ρprδ,ρq “ rprδ,ρq `
ρprδ,ρ ´ q
˚q to obtain the following estimate
θ
2
}rδ,ρ ´ qδ,ρ}
2
L2pΩq ď ppprδ,ρq ` ρprδ,ρ ´ q
˚q, rδ,ρ ´ qδ,ρqL2pΩq
´ prprδ,ρq ` ρprδ,ρ ´ q
˚q, rδ,ρ ´ qδ,ρqL2pΩq “ ppprδ,ρq ´ rprδ,ρq, rδ,ρ ´ qδ,ρqL2pΩq.
The control of the term ppprδ,ρq ´ rprδ,ρq, rδ,ρ´ qδ,ρqL2pΩq follows from Lemma 4.5. In
fact, we have that
}pprδ,ρq ´ rprδ,ρq}L2pΩq À e
´κY {4}f}H´spΩq
´
}ppqq}
1
2
L8pΩq ` }hpqq}
1
2
L8pΩq
¯
.
This concludes the proof.
Theorem 4.9 (exponential error estimate). Let qδ,ρ be a local solution of problem
(3.3). If the assumption (3.28) holds and trδ,ρu denotes a sequence of local minima
of (4.4) that converges to qδ,ρ as Y Ò 8 in L
2pΩq, then
}∇pU pqδ,ρq ´ vprδ,ρqq}L2pyα,Cq
À e´κY {4}f}H´spΩq
´
1` }eprδ,ρq}
1
2
L8pΩq
´
}ppqq}
1
2
L8pΩq ` }hpqq}
1
2
L8pΩq
¯¯
, (4.19)
where κ “ pλ1prδ,ρqq
1
2 and λ1prδ,ρq denotes the first eigenvalue of the operator L with
q replaced by rδ,ρ. The hidden constant is independent of qδ,ρ, rδ,ρ, and the problem
data.
Proof. To derive the estimate (4.19) we proceed as follows:
}∇pU pqδ,ρq ´ vprδ,ρqq}L2pyα,Cq ď }∇pU pqδ,ρq ´U prδ,ρqq}L2pyα,Cq
` }∇pU prδ,ρq ´ vprδ,ρqq}L2pyα,Cq “ I` II. (4.20)
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The control of the term I follows from applying, first, the estimate of Lemma 4.6 and
then (4.17). In fact, we have that
|I| À }eprδ,ρq}
1
2
L8pΩq}qδ,ρ ´ rδ,ρ}L2pΩq
À e´κY {4}eprδ,ρq}
1
2
L8pΩq}f}H´spΩq
´
}ppqq}
1
2
L8pΩq ` }hpqq}
1
2
L8pΩq
¯
.
The estimate for the second term II follows from (4.11):
|II| À e´κY {4}f}H´spΩq.
The collection of the estimates for I and II yield the desired result.
5. A discretization scheme. In this section we present a fully discrete scheme
that approximate solutions to the fractional identification problem (1.6). In view of
the localization results of Theorem 3.3 and the exponential error estimates of Theo-
rems 4.8 and 4.9, in what follows, we design and analyze an efficient solution technique
to solve the truncated identification problem (4.4). We begin by introducing ingredi-
ents for a suitable finite element discretization of the truncated equation (4.2).
5.1. Finite element methods. We follow [2] and introduce a finite element
technique that is based on the tensorization of a first–degree FEM in Ω with a suitable
hp–FEM on the extended domain p0, Y q. The scheme achieves log–linear complexity
with respect to the number of degrees of freedom in the domain Ω. To present it, we
first introduce, on the extended interval r0, Y s, the following geometric meshes with
M elements and grading factor σ P p0, 1q:
GMσ “ tImu
M
m“1, I1 “ r0, Y σ
M´1s, Ii “ rY σM´i`1, Y σM´is, (5.1)
with i P t2, . . . ,Mu. The main motivation for considering the meshes GMσ , that are
refined towards y “ 0, is to compensate the rather singular behavior of U , solution
to problem (2.16), as y Ó 0; see [50, Theorem 2.7] and [2, Theorem 4.7]. On these
meshes, we consider a linear degree vector r “ pr1, . . . , rM q P N
M with slope s:
ri :“ 1` rspi´ 1qs, where i “ 1, 2, ...,M . We thus introduce the finite element space
Srpp0, Y q,GMσ q “
 
vM P Cr0, Y s : vM |Im P PrmpImq, Im P G
M
σ ,m “ 1, . . . ,M
(
,
and the subspace of Srpp0, Y q,GMσ q containing functions that vanish at y “ Y :
SrtY upp0, Y q,G
M
σ q “
 
vM P S
rpp0, Y q,GMσ q : vM pY q “ 0
(
.
Let T “ tKu be a conforming partition of Ω¯ into simplices K. We denote by T a
collection of conforming and shape regular meshes that are refinements of an original
mesh T0. For T P T, we define hT “ maxtdiampKq : K P T u and N “ #T , the
number of degrees of freedom of T . We introduce the finite element space
S10pΩ,T q “
 
vh P CpΩ¯q : vh|K P P1pKq @K P T , vh|BΩ “ 0
(
.
With the meshes GMσ and T at hand, we define TY “ T b G
M
σ and the finite–
dimensional tensor product space
V
1,r
N,M pTY q :“ S
1
0pΩ,T q b S
r
tY upp0, Y q,G
M
σ q Ă
˝
H1pyα, Cq. (5.2)
We write VpTY q if the arguments are clear from the context.
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With this discrete setting at hand, we define the finite element approximation
V P VpTY q of the solution v P
˝
H1pyα, CY q to problem (4.2) as follows:
V P VpTY q : aCpV,W qpqq “ dsxf, trΩW y @W P VpTY q. (5.3)
The following a priori error estimate can be obtained [2, Theorem 5].
Theorem 5.1 (a priori error estimate). For arbitrary, fixed σ P p0, 1q, let GMσ
be the geometric mesh defined in (5.1), where Y „ | log hT |, with a sufficiently large
implied constant, and assume that M , the number of elements in GMσ , satisfies c1M ď
Y ď c2M , with absolute constants c1 and c2. If V P VpTY q denotes the solution to
(5.3) then, there exists a minimal slope smin, independent of hT and f , such that for
linear degree vectors r with slope s ě smin there holds
}u´ trΩ V }HspΩq À }∇pU ´ V q}L2pyα,Cq À hT }f}H1´spΩq. (5.4)
The hidden constant is independent of u, U , V , f and the discretization parameters.
5.2. A fully discrete scheme. We begin by defining the discrete sets
QpT q “ tQ P L8pΩq : Q|K P P0pKq @K P TΩu , QadpT q “ QpT q XQ,
and the discrete coefficient–to–solution operator F : QÑ VpTY q, which associates to
an element q P Q the unique discrete solution V “: F pqq of problem (5.3). With this
operator at hand, we define the discrete reduced cost functional
Dδ,ρpQq :“
1
2
} trΩ F pQq ´ zδ}
2
L2pΩq `
ρ
2
}Q´ q˚}2L2pΩq, (5.5)
and the following fully discrete approximation of the identification problem (4.4):
min
QPQadpT q
Dδ,ρpQq. (5.6)
Lemma 5.2 (existence of discrete solutions). The discrete problem (5.6) has a
solution Qδ,ρ.
Proof. Let pQnqnPN Ă QadpT q be a minimizing sequence for problem (5.6). We
thus have the existence of a nonrelabeled subsequence of pQnqnPN that converges, in
the L2pΩq–norm, to an element Q of the finite dimensional space QadpT q. Standard
arguments reveal that the sequence pF pQnqqnPN converges to F pQq in the space VpTY q.
This concludes the proof.
In order to present the following result, we define the set
Ipu:q :“ tq P Q | Upqq “ u:u, (5.7)
In (5.7), U denotes the coefficient–to–solution operator associated to problem (1.3).
We assume that u: is an exact state of our identification problem. This immediately
yields Ipu:q ‰ H. Notice that, in view of Theorem 3.3, we have that Ipu:q “ tq P
Q | trΩEpqq “ u
:u.
We now introduce the concept of q˚-minimum–norm solution for the fractional
identification problem (1.6).
Lemma 5.3 (q˚-minimum–norm solution). The optimization problem
min
qPIpu:q
}q ´ q˚}2L2pΩq (5.8)
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attains a solution, which is called a q˚-minimum–norm solution of the identification
problem.
Proof. Let pqnqnPN Ă Ipu:q be a minimizing sequence for problem (5.8), i.e.,
lim
nÑ8 }qn ´ q
˚}2L2pΩq “ inf
qPIpu:q
}q ´ q˚}2L2pΩq;
such a sequence does exist by the definition of the infimum. In view of the arguments
elaborated in the proof of Theorem 3.4, we deduce the existence of a subsequence
pqnkqkPN Ă pqnqnPN and an element qˆ P Q such that pqnkqkPN converges weakly to qˆ
in L2pΩq and trΩ U pqnkq converges strongly to trΩ U pqˆq in L
2pΩq. Since qnk P Ipu
:q,
it follows that trΩ U pqnkq “ u
: for all k P N. Consequently, qˆ P Ipu:q. Now, since
} ¨ }L2pΩq is a weakly lower semi–continuous function, we conclude that
}qˆ ´ q˚}2L2pΩq ď lim inf
kÑ8
}qnk ´ q
˚}2L2pΩq “ limnÑ8 }qn ´ q
˚}2L2pΩq “ inf
qPIpu:q
}q ´ q˚}2L2pΩq.
This means that qˆ is a solution of problem 5.8. This concludes the proof.
Since it will be instrumental in the analysis that we will perform, we introduce the
L2pΩq–orthogonal projection operator πx1 : L
2pΩq Ñ QpT q as follows: For K P T
and q P L2pΩq, πx1 is defined as [25, Section 1.63]
πx1q|K “
1
|K|
ˆ
K
qpx1qdx1. (5.9)
Notice that πx1Q Ă QadpTΩq. In addition, for 1 ď p ď 8, σ P p0, 1s, and q PW
σ,ppΩq,
we have the following error estimate [25, Proposition 1.135]:
}q ´ πx1q}LppΩq À hσT |q|Wσ,ppΩq (5.10)
In the following result we show that the finite element solutions of problem (5.6)
converge to a q˚-minimum–norm solution of problem (5.8). We stress that the results
of Theorem 5.4 below do not require assuming (3.28).
Theorem 5.4 (convergence of solutions). Let pThnqn be a sequence of con-
forming, shape–regular, and quasi–uniform meshes of Ω¯ and let hn :“ hTn be the
meshwidth of Tn. Assume that there exists 0 ă γ ă 1 such that q
: PW γ,2pΩq with q:
being a solution of (5.8). Let pδnqnPN be a sequence in R
`, and consider ρn :“ ρδn,hn
to be such that
ρn Ñ 0,
δ2n
ρn
Ñ 0, and
h2γn
ρn
Ñ 0 as n Ò 8. (5.11)
Let pznqnPN “ pzδnqnPN be a sequence in L
2pΩq such that }u: ´ zn}L2pΩq ď δn and let
Qn be a minimizer of the following problem (cf. (5.6)):
min
QPQadpTΩq
Dδn,ρnpQq :“
1
2
} trΩ F pQq ´ zn}
2
L2pΩq `
ρn
2
}Q´ q˚}2L2pΩq. (5.12)
Then, there exists a subsequence of pQnqnPN that converges to a solution of (5.8) in
L2pΩq as n Ò 8. If q: is unique, then convergence holds for the whole sequence.
Proof. Since Qn is optimal for problem (5.12), we immediately arrive at
Dδn,ρnpQnq ď
1
2
} trΩ F pπx1q
:q ´ zn}2L2pΩq `
ρn
2
}πx1q
: ´ q˚}2L2pΩq, (5.13)
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where πx1 is defined as in (5.9).
We now proceed to estimate the first term on the right–hand side of (5.13). In
view of the estimates (5.4) and }u: ´ zn}L2pΩq ď δn, we obtain that
} trΩ F pπx1q
:q´ zn}L2pΩq ď }upπx1q
:q´ trΩ F pπx1q:q}L2pΩq`}upq
:q´ upπx1q:q}L2pΩq
` }zn ´ upq
:q}L2pΩq ď Chn}f}H1´spΩq ` }upq
:q ´ upπx1q:q}L2pΩq ` δn. (5.14)
We now invoke the extension property (2.17) and the identity (2.18) to arrive at
}upq:q ´ upπx1q:q}L2pΩq “ } trΩ U pq:q ´ trΩ U pπx1q:q}L2pΩq
ď } trΩ U pq
:q ´ trΩ U pπx1q:q}HspΩq À }U pq
:q ´U pπx1q:q}C . (5.15)
It thus suffices to bound }U pq:q ´U pπx1q:q}C . Let φ P
˝
H1pyα, Cq. We invoke the
problems that U pq:q and U pπx1q:q solve, combined with the estimates of Remark
3.9, to arrive at
aCpU pq
:q ´U pπx1q:q, φqpq:q “
ˆ
C
yαpπx1q
: ´ q:qU pπx1q:qφdx1 dy
À }πx1q
: ´ q:}L2pΩq}epπx1q
:q}
1
2
L8pΩq}φ}L2pyα,Cq.
This implies, in view of the estimate (5.10), that
}U pq:q ´U pπx1q:q}C À hγn|q
:|Wγ,2pΩq}epπx1q
:q}
1
2
L8pΩq.
This, combined with (5.14)–(5.15) allow us to conclude
} trΩ F pπx1q
:q ´ zn}L2pΩq À δn ` h
γ
n|q
:|Wγ,2pΩq}epπx1q
:q}
1
2
L8pΩq
` hn}f}H1´spΩq. (5.16)
With the previous estimate at hand, we invoke (5.11)–(5.13) and conclude that
lim sup
nÑ8
}Qn ´ q
˚}2L2pΩq ď }q
: ´ q˚}2L2pΩq. (5.17)
The estimate (5.17) yields the existence of pq P Q and a non–relabeled subsequence
pQnqnPN such that pQnqnPN converges weakly* to pq in L8pΩq. The arguments devel-
oped in the proof of Theorem 3.4 thus yield } trΩpU pQnq´U ppqqq}L2pΩq Ñ 0 as n Ò 8.
On the other hand, the trace estimate (2.13) and (5.4), reveal that
} trΩpU pQnq ´ F pQnqq}L2pΩq À }∇pU pQnq ´ F pQnqq}L2pyα,Cq À hn}f}H1´spΩq Ñ 0
as n Ò 8. Consequently,
} trΩ U ppqq ´ u:}L2pΩq “ lim
nÑ8
} trΩ U pQnq ´ zn}L2pΩq
ď lim
nÑ8
} trΩpU pQnq ´ F pQnqq}L2pΩq ` lim
nÑ8
} trΩ F pQnq ´ zn}L2pΩq “ 0,
where we have used that
lim
nÑ8
1
2
} trΩ F pQnq ´ zn}L2pΩq ď lim
nÑ8
ˆ
1
2
} trΩ F pπx1q
:q ´ zn}2L2pΩq
`
ρn
2
}πx1q
: ´ q˚}2L2pΩq
˙
“ 0, (5.18)
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which follows from (5.13), (5.14), and (5.16). We have thus concluded that pq P Ipu:q.
Finally, since q: solves (5.8), the fact that pQnqnPN converges weakly to pq in L2pΩq,
and the estimate (5.17) allow us to conclude that
}q: ´ q˚}2L2pΩq ď }pq ´ q˚}2L2pΩq ď lim inf
nÑ8
}Qn ´ q
˚}2L2pΩq
ď lim sup
nÑ8
}Qn ´ q
˚}2L2pΩq ď }q
: ´ q˚}2L2pΩq.
Consequently, pq solves (5.8). In addition, limnÑ8 }Qn ´ q˚}2L2pΩq “ }pq ´ q˚}2L2pΩq.
This concludes the proof.
5.3. A priori error estimates. In this section we provide an a priori error anal-
ysis for the fully discrete identification problem (5.6) when approximating solutions
to (1.6). To accomplish this task, we follow [42] and introduce, for ǫ ą 0, hT ą 0,
and a local solution rδ,ρ of problem (4.4), the following minimization problem:
min
QPQprδ,ρq
Dδ,ρpQq, (5.19)
where the functional Dδ,ρ is defined in (5.5) and Qprδ,ρq :“ tQ P QadpT q : }Q ´
rδ,ρ}L2pΩq ď ǫu. The next result guarantees existence of solutions for problem (5.19).
Lemma 5.5 (existence of solutions). If hT is sufficiently small, then problem
(5.19) has a solution Rδ,ρ.
Proof. Define Q :“ πx1rδ,ρ. A density argument reveals that, if hT is sufficiently
small, then }Q´ rδ,ρ}L2pΩq ď ǫ. Consequently, Qprδ,ρq ‰ H. We thus invoke standard
arguments to obtain the desired result. This concludes the proof.
In the following result, we state a coercivity property for the second order deriva-
tives of the discrete reduced cost functional in a neighborhood of a local solution rδ,ρ
of problem (4.4).
Lemma 5.6 (local coercivity of D2δ,ρ). If the assumption (3.28) holds, rδ,ρ denotes
a local solution for problem (4.4) and hT is sufficiently small, then there exist ǫ ą 0
such that for every qˆ P Q that belongs to neighborhood }qˆ ´ rδ,ρ}L2pΩq ď ǫ, we have
that
D2δ,ρpqˆqpq, qq ě
θ
4
}q}2L2pΩq, (5.20)
for all q P L8pΩq.
Proof. See [42, Lemma 4.7].
Lemma 5.7 (uniqueness). Let ǫ ą 0 be sufficiently small such that (5.20) holds
for qˆ P Qprδ,ρq and q P L
8pΩq. If hT is sufficiently small, then problem (5.19) admits
a unique solution Rδ,ρ.
Proof. Let us assume that problem (5.19) admits two solutions R1 and R2 in
Qprδ,ρq which are such that R1 ‰ R2. The differentiability properties of Dδ,ρ yield
Dδ,ρpR1q “ Dδ,ρpR2q `D
1
δ,ρpR2qpR1 ´R2q `
1
2
D2δ,ρp rRqpR1 ´R2, R1 ´R2q,
where rR “ ζR1 ` p1´ ζqR2 and ζ P r0, 1s. Notice that }R˜´ rδ,ρ}L2pΩq ď ǫ.
Since R2 solves (5.19), then D
1
δ,ρpR2qpR1 ´ R2q ě 0. This and an application of
the second order optimality condition (5.20) allow us to conclude that
Dδ,ρpR1q ě Dδ,ρpR2q `
θ
8
}R1 ´R2}
2
L2pΩq,
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which immediately yields R1 ” R2. This, that is a contradiction with the fact that
R1 ‰ R2, concludes the proof.
In the following result we show that the solution Rδ,ρ to problem (5.19) is a local
solution to problem (5.6). To accomplish this task, we follow arguments elaborated
in [15, 42].
Lemma 5.8 (Rδ,ρ solves problem (5.6)). Let ǫ ą 0 be sufficiently small such that
(5.20) holds for qˆ P Qprδ,ρq and q P L
8pΩq. Let Rδ,ρ be a solution of (5.19) such that
Rδ,ρ Ñ rδ,ρ as hÑ 0 in L
2pΩq. If hT is sufficiently small, then Rδ,ρ is a solution of
problem (5.6).
Proof. Since Rδ,ρ solves (5.19), we have that
Dδ,ρpRδ,ρq ď Dδ,ρpQq @Q P QadpT q : }Q´ rδ,ρ}L2pΩq ď ǫ. (5.21)
Let Q P QadpT q such that }Q´Rδ,ρ}L2pΩq ď ǫ{2. Then, since Rδ,ρ Ñ rδ,ρ as hT Ñ 0
in L2pΩq, we have, for hT sufficiently small, that
}Q´ rδ,ρ}L2pΩq ď }Q´Rδ,ρ}L2pΩq ` }Rδ,ρ ´ rδ,ρ}L2pΩq ď ǫ{2` ǫ{2 “ ǫ.
Consequently, if Q P QadpT q is such that }Q´Rδ,ρ}L2pΩq ď ǫ{2, then }Q´rδ,ρ}L2pΩq ď
ǫ. In view of (5.21), we can thus conclude that
Dδ,ρpRδ,ρq ď Dδ,ρpQq @Q P QadpT q : }Q´Rδ,ρ}L2pΩq ď ǫ{2.
This proves that Rδ,ρ solves (5.6) and concludes the proof.
We now derive an a priori error estimate for our fully discrete scheme.
Theorem 5.9 (a priori error estimate). Let rδ,ρ be a local solution for problem
(4.4). Let ǫ and hT sufficiently small such that the result of Lemma 5.7 hold. If
q˚ P H1pΩq, we thus have the following error estimate
}rδ,ρ ´Rδ,ρ}L2pΩq À hT ,
where the hidden constant is independent of rδ,ρ, Rδ,ρ, and hT .
Proof. We proceed in several steps.
1 We begin this step by choosing ǫ ą 0 sufficiently small such that, for qˆ P Q
that lies in the neighborhood }qˆ ´ rδ,ρ}L2pΩq ď ǫ, we have that
R2δ,ρpqˆqpq, qq ě
θ
2
}q}2L2pΩq @q P L
8pΩq, (5.22)
and, for Qˆ P QadpT q in the neighborhood }Qˆ´ rδ,ρ}L2pΩq ď ǫ, we have that
D2δ,ρpQˆqpq, qq ě
θ
4
}q}2L2pΩq @q P L
8pΩq. (5.23)
Let us now introduce the following optimization problem:
min
QPQprδ,ρq
Rδ,ρpQq. (5.24)
We recall that Qprδ,ρq :“ tQ P QadpT q : }Q´ rδ,ρ}L2pΩq ď ǫu and that Rδ,ρ is defined
in (4.3). Notice that, if hT is sufficiently small, then (5.24) has a unique solution
Zδ,ρ.
A basic application of the triangle inequality allows us to arrive at
}rδ,ρ ´Rδ,ρ}L2pΩq ď }rδ,ρ ´ Zδ,ρ}L2pΩq ` }Zδ,ρ ´Rδ,ρ}L2pΩq. (5.25)
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2 We proceed to estimate the term }rδ,ρ ´ Zδ,ρ}L2pΩq. To accomplish this task,
we set, for ζ P r0, 1s, qˆ “ ζrδ,ρ ` p1 ´ ζqZδ,ρ and notice that
}qˆ ´ rδ,ρ}L2pΩq “ p1´ ζq}rδ,ρ ´ Zδ,ρ}L2pΩq ď p1´ ζqǫ ď ǫ.
We can thus invoke (5.22) with q “ rδ,ρ ´ Zδ,ρ and obtain that
θ
2
}rδ,ρ ´ Zδ,ρ}
2
L2pΩq ď R
2
δ,ρpqˆqprδ,ρ ´ Zδ,ρ, rδ,ρ ´ Zδ,ρq
“ R1δ,ρprδ,ρqprδ,ρ ´ Zδ,ρq ´R
1
δ,ρpZδ,ρqprδ,ρ ´ Zδ,ρq
“ R1δ,ρprδ,ρqprδ,ρ ´ Zδ,ρq ´R
1
δ,ρpZδ,ρqprδ,ρ ´ πx1rδ,ρq ´R
1
δ,ρpZδ,ρqpπx1rδ,ρ ´ Zδ,ρq;
πx1 denotes the L
2pΩq–orthogonal projection operator introduced in (5.9).
We now invoke the optimality condition (4.9) to arrive at R1δ,ρprδ,ρqprδ,ρ´Zδ,ρq ď
0. On the other hand, the optimality condition for problem (5.24), for hT sufficiently
small, yields ´R1δ,ρpZδ,ρqpπx1rδ,ρ ´ Zδ,ρq ď 0. Thus,
θ
2
}rδ,ρ ´ Zδ,ρ}
2
L2pΩq ď ´R
1
δ,ρpZδ,ρqprδ,ρ ´ πx1rδ,ρq.
Notice that R1δ,ρpZδ,ρqprδ,ρ´πx1rδ,ρq “ prpZδ,ρq`ρpZδ,ρ´ q
˚q, rδ,ρ´πx1rδ,ρqL2pΩq. On
the other hand, since Zδ,ρ P QpT q, (5.9) yields ρpZδ,ρ, rδ,ρ ´ πx1rδ,ρqL2pΩq “ 0. We
can thus use (5.9), again, to arrive at the estimate
θ
2
}rδ,ρ ´ Zδ,ρ}
2
L2pΩq ď ρpq
˚ ´ πx1q˚, rδ,ρ ´ πx1rδ,ρqL2pΩq
´ prpZδ,ρq ´ πx1rpZδ,ρq, rδ,ρ ´ πx1rδ,ρqL2pΩq.
Consequently,
}rδ,ρ ´ Zδ,ρ}
2
L2pΩq À }rδ,ρ ´ πx1rδ,ρ}
2
L2pΩq ` }rpZδ,ρq ´ πx1rpZδ,ρq}
2
L2pΩq
` }q˚ ´ πx1q˚}2L2pΩq À h
2
T
´
}∇x1q
˚}2L2pΩq ` }∇x1rδ,ρ}
2
L2pΩq ` }∇x1rpZδ,ρq}
2
L2pΩq
¯
.
Notice that, in view of the fact that q˚ P H1pΩq, the regularity results of Theorem 4.3
allow us to conclude that the norms involved in the right–hand side of the previous
expression are uniformly bounded.
3 We now estimate }Zδ,ρ´Rδ,ρ}L2pΩq in (5.25). To accomplish this task, we set
Qˆ “ ζRδ,ρ ` p1´ ζqZδ,ρ, ζ P r0, 1s,
and notice that }Qˆ ´ rδ,ρ}L2pΩq ď ζ}Rδ,ρ ´ rδ,ρ}L2pΩq ` p1 ´ ζq}Zδ,ρ ´ rδ,ρ}L2pΩq ď ǫ.
We can thus invoke the second order optimality condition (5.23) with q “ Zδ,ρ´Rδ,ρ
to arrive at
θ
4
}Rδ,ρ ´ Zδ,ρ}
2
L2pΩq ď D
2
δ,ρpQˆqpRδ,ρ ´ Zδ,ρ, Rδ,ρ ´ Zδ,ρq
“ D1δ,ρpRδ,ρqpRδ,ρ ´ Zδ,ρq ´D
1
δ,ρpZδ,ρqpRδ,ρ ´ Zδ,ρq.
We now invoke the first–order optimality condition for problem (5.6) and conclude
that D1δ,ρpRδ,ρqpRδ,ρ ´ Zδ,ρq ď 0. On the other hand, the first–order optimality con-
dition for (5.24) yields R1δ,ρpZδ,ρqpRδ,ρ ´ Zδ,ρq ě 0. Thus,
θ
4
}Rδ,ρ ´ Zδ,ρ}
2
L2pΩq ď R
1
δ,ρpZδ,ρqpRδ,ρ ´ Zδ,ρq ´D
1
δ,ρpZδ,ρqpRδ,ρ ´ Zδ,ρq.
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Consequently, we can obtain that }Rδ,ρ ´ Zδ,ρ}L2pΩq À hT .
4 The assertion follows from collecting all the estimates we obtained in previous
steps.
We conclude with the following result.
Corollary 5.10 (a priori error estimates). Let rδ,ρ be a local solution for prob-
lem (4.4). Let ǫ and hT sufficiently small such that the result of Lemma 5.7 hold. If
q˚ P H1pΩq, we thus have the existence of a sequence tQδ,ρu of local minima of (5.6)
such that
}rδ,ρ ´Qδ,ρ}L2pΩq À hT ,
where the hidden constant is independent of rδ,ρ, Qδ,ρ, and hT .
Proof. The results of Lemma 5.8 show that Rδ,ρ solves (5.6). The desired error
estimate thus follows from Theorem 5.9.
Remark 5.11 (extensions). We discuss a few extensions of this work.
‚ Observations on a subdomain. Let us consider the case where observations of
the exact solution u: are only available in a subset Ωobs of Ω: zδ P L2pΩobsq.
Let us consider a suitable L2pΩq-extension of zδ:
pzδ :“
#
zδ in Ωobs,
u˚ in ΩzΩobs
,
where u˚ is an a priori estimate of the data. With this extension at hand, we
can write the following extended minimization problem:
min
qPQ
pJδ,ρpqq, pJδ,ρpqq :“ 1
2
} trΩEpqq ´ pzδ}2L2pΩq ` ρ2 }q ´ q˚}2L2pΩq. (5.26)
It can be proved that this problem attains a solution pqδ,ρ, as in the case with
full observations, which is also a minimizer of the original problem
min
qPQ
pJδ,ρpqq, pJδ,ρpqq :“ 1
2
}Upqq ´ pzδ}2L2pΩq ` ρ2 }q ´ q˚}2L2pΩq. (5.27)
The design of an efficient solution technique may be of interest.
‚ Boundary observations. Boundary observations have been considered for co-
efficient identification problems involving simple PDEs; see [36] and references
therein. If L is supplemented with Neumann boundary conditions, the ar-
guments developed in our work could be of use for exploring identification
problems when boundary measurements are considered.
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