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SOLVING TODA FIELD THEORIES AND RELATED
ALGEBRAIC AND DIFFERENTIAL PROPERTIES
ZHAOHU NIE
Abstract. Toda field theories are important integrable systems. They can be
regarded as constrained WZNW models, and this viewpoint helps to give their
explicit general solutions, especially when a Drinfeld-Sokolov gauge is used.
The main objective of this paper is to carry out this approach of solving the
Toda field theories for the classical Lie algebras, following [BFO+90]. In this
process, we discover and prove some algebraic identities for principal minors
of special matrices. The known elegant solutions of [Lez80] fit in our scheme
in the sense that they are the general solutions to our conditions discovered
in this solving process. To prove this, we find and prove some differential
identities for iterated integrals. It can be said that altogether our paper gives
complete mathematical proofs for Leznov’s solutions.
1. Introduction
The Liouville equation is
(1.1) uxy = −e2u,
where x and y are the independent variables, and u is an unknown function. Li-
ouville found the general solutions to (1.1) involving two arbitrary functions f(x)
and g(y), which depend on the two independent variables separately. (For this and
general backgrounds on integrable systems, we refer to [BBT03].)
The Toda field theories are generalizations of the Liouville equation in the follow-
ing way. Let g be a complex simple Lie algebra of rank n. Let h ⊂ g be a Cartan
subalgebra, and we denote the corresponding set of roots of g by ∆, the sets of
positive/negative roots by ∆±, and the set of positive simple roots by {αi}ni=1. Let
g = h ⊕⊕α∈∆ gα be the root space decomposition. For α ∈ ∆+, let eα and e−α
be root vectors in the root spaces gα and g−α such that for Hα = [eα, e−α] ∈ h, we
have α(Hα) = 2. Then the Cartan matrix of g is
(1.2) A = (aij)
n
i,j=1
defined by aij = αi(Hαj ). For 1 ≤ i ≤ n, let ui be n unknown functions of the
independent variables x and y. The Toda field theory associated to g is
(1.3) ui,xy = −eρi := − exp
( n∑
j=1
aijuj
)
, 1 ≤ i ≤ n.
(More specifically, these are the conformal Toda field theories, as opposed to the
affine ones which we don’t consider in this paper.)
The Cartan matrix A (1.2) completely determines the complex simple Lie algebra
g. The classification of simple Lie algebras (see for example [FH91]) asserts that
1
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they come in four infinite series, listed below:
An = sln+1, n ≥ 1, Bn = so2n+1, n ≥ 2,
Cn = sp2n, n ≥ 3, Dn = so2n, n ≥ 4,
and finitely many exceptional ones. We will also use the same letters for the cor-
responding Lie groups, where in the orthogonal cases we allow the determinants
to be ±1. For example, C2 = Sp(4,C) and B3 = O(7,C). The Liouville equation
(1.1) is the Toda field theory associated to A1.
The Toda field theories (1.3) admit a zero-curvature presentation [LS79] as fol-
lows. Define
(1.4) ǫ :=
n∑
i=1
e−αi .
Then (1.3) is equivalent to
(1.5)
[
∂x −
n∑
i=1
ui,xHαi − ǫ, ∂y +
n∑
i=1
eρieαi
]
= 0.
There had been a lot of studies on how to use this zero-curvature presentation to
solve the Toda field theory, going back to [LS79]. (See [LS92] for more details.)
In this paper, we follow [BFO+90] to investigate the solutions to the Toda field
theories. It was shown in [FWB+89] that that (1.3) can be regarded as a constrained
WZNW model for conformal field theory associated to the Lie algebra g. The
general solution to the WZNW model is the product of two chiral fields
(1.6) Υ(x, y) = Φ(x) ·Ψ(y),
where Φ(x) and Ψ(y) take values in the group G corresponding to g. To get the
Toda field theory, [FWB+89] puts on the following constrains. On the x-side, one
has
J : = ∂xΦ · Φ−1 ∈ g,
π−J = ǫ =
n∑
i=1
e−αi ,
(1.7)
where π∓ : g→ n∓ := ⊕α∈∆∓gα are the canonical projections. On the y-side, one
has
K : = Ψ−1 · ∂yΨ ∈ g,
π+K =
n∑
i=1
eαi .
(1.8)
In our classical Lie algebras, the root vector eα as a matrix is the transpose of the
matrix e−α. So we will concentrate on studying (1.7), and the solutions to (1.8)
are the solutions to (1.7) transposed and with x replaced by y.
The most convenient way to solve Φ(x) in (1.7) is through a Drinfeld-Sokolov
gauge (DS-gauge for short) [DS84] as was done in [BFO+90] in the An case. This
gauge is related to the “slice” of Kostant [Kos59] for invariant functions on Lie
algebras. Let s be a complement of [ǫ, g] in g, that is, g ∼= s⊕ [ǫ, g]. Then s ⊂ n+ =⊕
α∈∆+
gα, and dim(s) = n is equal to the rank. Let {sj}nj=1 be a homogeneous
basis of s with respect to the height grading. (We refer to [Kos59] for more details.)
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The J in (1.7) can be gauge transformed into ǫ+
∑n
j=1 Ij(x)sj for n functions Ij(x).
Then (1.7) becomes
(1.9) ∂xΦ · Φ−1 = ǫ+
n∑
j=1
Ij(x)sj .
This equation can be solved in terms of some functions of x satisfying some natural
conditions, which are systems of ordinary differential equations.
On the y-side, we have the transposed version. Then the solutions ui(x, y) to
(1.3) is obtained from Υ(x, y) in (1.6) by the means of some principal minors, taking
into consideration the residual gauges as in [BFO+90].
This process is carried out for the An case in [BFO
+90], and there is a Wronskian
condition for the solutions to (1.9). (See Theorem 1.14 Part (1).) In Section 2, we
carry this process out for the Cn and Bn cases, and we find the conditions in Parts
(1) of our main Theorems 1.18 and 1.24 for the solutions to (1.9). We then discuss
in Section 2 how to find the solutions ui(x, y) to (1.3) using principal minors.
After this search for solutions is done, we turn to directly proving that they are
indeed solutions. In this process, we discover and prove some algebraic properties
of minors for general linear, symplectic and orthogonal matrices as presented in
Section 3. It is such algebraic identities that enable one to solve the An Toda field
theories and to view the Cn and Bn cases as reductions of the An case.
Remark 1.10. We comment that the Ij(x) in (1.9) are also called local conserva-
tion laws of the Toda field theory or intermediate integrals from the viewpoint of
Darboux integrability. For a very explicit presentation of the Ij(x) in terms of the
Toda fields ui(x, y), see for example [Nie12]. Such quantities, of course, are not
unique, and there is a whole differential algebra of them, that is, any polynomial of
the conserved quantities and their derivatives is still conserved. Later we will see
some other generators of the local conservation laws in the Cn and the Bn cases,
when we apply the Gram-Schmidt process. See (4.10) and (4.17).
Leznov [Lez80] actually took things one step further by solving the Wronskian
condition for the An case using iterated integrals of n arbitrary functions. [Lez80]
also ingeniously obtained the form of the solutions to the Cn and Bn cases by
enforcing symmetries among the integrands of the iterated integrals. (Also see
[EGR97] for the nonabelian version.)
We verify that the elegant solutions of [Lez80] fit in our scheme, in the sense that
they provide the general solutions to our conditions in Parts (1) of our theorems.
The proof of this uses some basic properties of iterated integrals, which we present
in Section 5. We also present a version for the Dn case. As a whole, our paper can
be said to have provided complete mathematical proofs for Leznov’s solutions.
We now list the formulas for the solutions to the Cn and the Bn cases, and for
completeness also to the An case.
First some notation. For m ≥ 0, let F (x) = (f0(x), · · · , fm(x)) be a vector of
m + 1 functions of x. For j ≥ 0, let F (j)(x) = (f (j)0 (x), · · · , f (j)m (x)) be the jth
derivative of F (x) with respect to x. Similarly we have G(y) = (g0(y), · · · , gm(y))
and G(j)(y).
Let
F ·G = F (x) ·G(y) =
m∑
i=0
fi(x)gi(y)
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be the inner product. For i ≥ 1, define
τi,F,G(x, y) = det
((
∂jx∂
k
y (F ·G)
)i−1
j,k=0
)
= det


F ·G F ·G′ · · · F ·G(i−1)
F ′ ·G F ′ ·G′ · · · F ′ ·G(i−1)
· · · · · · · · · · · ·
F (i−1) ·G F (i−1) ·G′ · · · F (i−1) ·G(i−1)

 .(1.11)
For convenience, we also define τ0,F,G(x, y) = 1. (When it is clear from the context
what the function vectors F (x) and G(y) are, we just write τi(x, y) or even τi.)
To relate to the solutions to the Toda field theories in [Lez80], we need iterated
integrals. Given m functions φ1(x), · · · , φm(x) and for a sequence (a1, · · · , ak) with
1 ≤ ai ≤ m, we define
(1.12) I(a1 · · · ak) :=
∫ x
0
φa1(x1) dx1
∫ x1
0
φa2 (x2) dx2 · · ·
∫ xk−1
0
φak(xk) dxk
as a function of x. (For brevity, we usually omit the commas between the different
entries of the sequence.) Most likely the sequence is monotonic or at least piecewise
monotonic. We will use an arrow or some dots to denote a monotonic piece with
the given initial and end values. For example,
I(1 · · · 4) = I(1234), I(1→ 3→ 1) = I(12321).
One fine point, important to this paper, is that some integrands may be repeated
in the iterated integrals. We always write out the repetition explicitly. Therefore
I(3, 3) =
∫ x
0
φ3(x1) dx1
∫ x1
0
φ3(x2) dx2 but I(3→ 3) = I(3) =
∫ x
0
φ3(x1) dx1.
We also use the convention that I(∅) = 1 for the empty sequence. In particular,
I(1→ 0) = 1 since, as a convention in this paper, there is no φ0(x).
For short, we will write
∫
f for
∫ x
0
f(x1) dx1. Note that
(1.13) I(a1 · · · ak) =
∫
φa1I(a2 · · ·ak) and
d
dx
I(a1 · · ·ak) = φa1I(a2 · · · ak).
Theorem 1.14 (An, [BFO
+90,Lez80]). (1) Let
F (x) = (f0(x), · · · , fn(x))
be a vector of n+ 1 functions of x such that the Wronskian
(1.15) W (F ) =W (f0, · · · , fn) = 1.
Let G(x) = (g0(y), · · · , gn(y)) be a vector of n+1 functions of y with exactly
the same property.
Then the
ui = − log τi, 1 ≤ i ≤ n
satisfy the An Toda field theory (1.3), where τi is defined in (1.11).
(2) Furthermore, let φ1(x), · · · , φn(x) be n arbitrary functions of x. Define
f0(x) =
n∏
i=1
φi(x)
− n+1−i
n+1 = φ1(x)
− n
n+1 · · ·φn(x)− 1n+1 ,(1.16)
fi(x) = f0(x)I(1→ i), i ≥ 1.
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Then the most general solution to (1.15) is
(1.17) F (x) = (f0, f1, f2, · · · , fn) = f0(1, I(1), I(12), · · · , I(1→ n)).
Theorem 1.18 (Cn). (1) Let
F (x) = (f0(x), · · · , f2n−1(x))
be a vector of 2n functions of x, such that
C(F (i), F (i+1)) = 0, 0 ≤ i ≤ n− 2,(1.19)
C(F (n−1), F (n)) = −1,(1.20)
where C(X,Y ) = XΩY T is the bilinear form using the skew-symmetric
(1.21) Ω =
(
0 In
−In 0
)
preserved by the symplectic group Sp(2n,C).
Let G(y) = (g0(y), · · · , g2n−1(y)) be a vector of 2n functions of y with
exactly the same properties.
Then the
ui = − log τi, 1 ≤ i ≤ n,
satisfy the Cn Toda field theory (1.3), where τi is defined in (1.11) using
the above F (x) and G(y).
(2) Furthermore, let φ1(x), · · · , φn(x) be n arbitrary functions of x. Define
p(x) =
1
φ1(x) · · ·φn−1(x)
√
φn(x)
(1.22)
fi(x) = (−1)n−ip(x)I(1→ i), 0 ≤ i ≤ n− 1
fi(x) = p(x)I(1→ n→ (i− n+ 1)), n ≤ i ≤ 2n− 2
f2n−1(x) = p(x)I(1→ n)
Then the most general solution to (1.19) and (1.20) is
(1.23) F (x) = (f0, f1, f2, · · · , f2n−1)
= p(x)
(
(−1)n, (−1)n−1I(1), (−1)n−2I(12), · · · ,−I(1→ (n− 1)),
I(1→ n→ 1), I(1→ n→ 2), · · · , I(1→ n, (n− 1)), I(1→ n)).
Theorem 1.24 (Bn). (1) Let
F (x) = (f0(x), · · · , f2n(x))
be a vector of 2n+ 1 functions of x, such that
B(F (i), F (i)) = 0, 0 ≤ i ≤ n− 1,(1.25)
B(F (n), F (n)) = 1,(1.26)
where B(X,Y ) = XΘY T is the bilinear form using the symmetric
(1.27) Θ =

 0 In 0In 0 0
0 0 1


preserved by the orthogonal group O(2n+ 1,C).
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Let G(y) = (g0(y), · · · , g2n(y)) be a vector of 2n+ 1 functions of y with
exactly the same properties.
Then the
ui = − log τi, 1 ≤ i ≤ n− 1,
un = −1
2
log τn
(1.28)
satisfy the Bn Toda field theory (1.3) (with a ∓ 12 as coefficient for the last
equation for un,xy).
(2) Furthermore, let φ1(x), · · · , φn(x) be n arbitrary functions of x. Define
p(x) =
1
φ1(x) · · ·φn−1(x)φn(x)
fi(x) = (−1)n−ip(x)I(1→ i), 0 ≤ i ≤ n− 1
fi(x) = p(x)I(1→ n, n→ (i − n+ 1)), n ≤ i ≤ 2n− 2
f2n−1(x) = p(x)I(1→ n, n)
f2n(x) = p(x)I(1→ n)
Then the most general solution to (1.25) and (1.26) is
(1.29) F (x) = (f0, f1, f2, · · · , f2n)
= p(x)
(
(−1)n, (−1)n−1I(1), (−1)n−2I(12), · · · ,−I(1→ (n− 1)),
I(1→ n, n→ 1), I(1→ n, n→ 2), · · · , I(1→ n, n, (n−1)), I(1→ n, n), I(1→ n)).
Remark 1.30. Although the F (x)’s in (1.23) and (1.29) involve some particular
orders and signs to satisfy our conditions, we note that they don’t matter in F ·G
and hence in the τi since the G(y)’s will follow the same patterns. It is in this way
that Leznov’s solutions [Lez80] are presented.
The paper is organized as follows. In Section 2, we study (1.9) in a DS-gauge for
the Cn and Bn cases and obtain the solutions as minors. In Section 3, we present
some algebraic properties of principal minors. In Section 4, we prove Parts (1) of
the theorems using Section 3. In the Cn and Bn cases, we apply the Gram-Schmidt
process to complete the vectors into a symplectic or orthogonal basis. In Section
5, we present some differential properties of iterated integrals, including a version
for the Dn case. In Section 6, we prove Parts (2) of the theorems using Section 5,
and we also say a little more about the Dn case.
Acknowledgment. The author thanks Prof. Ian Anderson for many useful dis-
cussions, and Prof. La´szlo´ Fehe´r for some useful correspondences. He also thanks
the referee for careful reading and detailed comments.
2. Solve chiral fields in DS-guage
In this section, we solve (1.9) in the Cn and Bn groups Sp(2n,C) andO(2n+1,C)
using some DS-gauges. Note that the corresponding preserved skew-symmetric and
symmetric matrices are (1.21) and (1.27). We follow [FH91] for choices of root
vectors.
In the Cn case, we use e−αi = −Ei+1,i+En+i,n+i+1 for 1 ≤ i ≤ n−1 and e−αn =
E2n,n, where Eij is the matrix with a 1 at the (i, j) position and zero everywhere
else. Also Hαi = Ei,i − Ei+1,i+1 − En+i,n+i + En+i+1,n+i+1 for 1 ≤ i ≤ n − 1
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and Hαn = En,n − E2n,2n. We also choose the slice basis sj = En−j+1,2n−j+1 for
1 ≤ j ≤ n.
For concreteness, we present the C3 case. Writing (1.9) out in terms of one
column vector (ϕ1, · · · , ϕ6)T of Φ, we have

ϕ′1
ϕ′2
ϕ′3
ϕ′4
ϕ′5
ϕ′6

 =


0 0 0 I3 0 0
−1 0 0 0 I2 0
0 −1 0 0 0 I1
0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0




ϕ1
ϕ2
ϕ3
ϕ4
ϕ5
ϕ6

 =


I3ϕ4
−ϕ1 + I2ϕ5
−ϕ2 + I1ϕ6
ϕ5
ϕ6
ϕ3


Therefore regarding ϕ4(x) as free and writing it as f(x), we have
ϕ4 = f
ϕ5 = ϕ
′
4 = f
′
ϕ6 = ϕ
′
5 = f
′′
ϕ3 = ϕ
′
6 = f
′′′
ϕ2 = −ϕ′3 + I1ϕ6 = −f (4) + I1f ′′(2.1)
ϕ1 = −ϕ′2 + I2ϕ5 = f (5) − I1f ′′′1 − I ′1f ′′1 + I2f ′(2.2)
Actually the first equation ϕ′1 = I3ϕ4 gives
f (6) − I1f (4) − 2I ′1f ′′′ + (I2 − I ′′1 )f ′′ + I ′2f ′ − I3f = 0.
Putting 6 such columns together, we assume the solution to (1.9) in C3 is
Φ(x) =


f
(5)
1 − ∗ f
(5)
2 − ∗ f
(5)
3 − ∗ f
(5)
4 − ∗ f
(5)
5 − ∗ f
(5)
6 − ∗
−f
(4)
1 + ∗ −f
(4)
2 + ∗ −f
(4)
3 + ∗ −f
(4)
4 + ∗ −f
(4)
5 + ∗ −f
(4)
6 + ∗
f ′′′1 f
′′′
2 f
′′′
3 f
′′′
4 f
′′′
5 f
′′′
6
f1 f2 f3 f4 f5 f6
f ′1 f
′
2 f
′
3 f
′
4 f
′
5 f
′
6
f ′′1 f
′′
2 f
′′
3 f
′′
4 f
′′
5 f
′′
6


where the ∗’s are from (2.2) and (2.1) involving the I’s. This Φ(x) belongs to
Sp(6,C). Now the I’s are arbitrary local conservation laws and can be suitably
adjusted for the f ’s. We find the implication of Φ(x) ∈ Sp(6,C) on the f ’s by
concentrating on the last 4 rows in this case.
More concretely, let F (x) = (f1(x), · · · , f6(x)) be a vector of 6 functions of x.
Then F ′′′(x), F (x), F ′(x), F ′′(x) appear as the last 4 rows of a matrix Φ(x) in
Sp(6,C) under the conditions
C(F (i), F (j)) = 0 for 0 ≤ i, j ≤ 3 except C(F ′′′, F ′′) = 1,
where C is defined in (1.21). We will prove in the next section that the fewer
conditions (1.19) and (1.20) in Theorem 1.18 Part (1) imply the above conditions.
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On the y-side, we have the transposed version Ψ(y) for a vector function G(y) =
(g1(y), · · · , g6(y)). Therefore from (1.6), we have
(2.3) Υ(x, y) =


∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ F ′′′ ·G′′′ F ′′′ ·G F ′′′ ·G′ F ′′′ ·G′′
∗ ∗ F ·G′′′ F ·G F ·G′ F ·G′′
∗ ∗ F ′ ·G′′′ F ′ ·G F ′ ·G′ F ′ ·G′′
∗ ∗ F ′′ ·G′′′ F ′′ ·G F ′′ ·G′ F ′′ ·G′′

 ,
where the ∗’s are entries that contain the I’s for either x or y.
The solutions ui(x, y) should be some minors of Υ(x, y) invariant under some
residual gauges. As explained in [BFO+90], the residual gauges are
Υ 7→ αΥβ−1, where α = α(x) ∈ N+, β = β(y) ∈ N−.
HereN+ andN− are the positive and negative unipotent subgroups of G = Sp(6,C)
corresponding to n+ and n−.
In our choice of basis, we see that N+ is overall block-upper-triangular, but
the the lower right block is lower triangular, and has 1’s on the diagonal. On the
contrary, N− is overall block-lower-triangular, but the the lower right block is upper
triangular, and has 1’s on the diagonal. Therefore the invariants under the residual
gauges are those principal minors of Υ starting from position (4, 4) with increasing
ranks going downward. Note that the entry Υ4,4 = F ·G, and those bigger minors
happen to be our τi for increasing i’s in (1.11), with the current F (x) and G(y).
Comparison with
exp
( n∑
i=3
uiHαi
)
= Diag (eu1 , eu2−u1 , eu3−u2 , e−u1 , e−u2+u1 , e−u3+u2)
gives τi = e
−ui for 1 ≤ i ≤ 3. This gives our solutions in Theorem 1.18 Part (1).
We will prove this directly in Section 4.
In the Bn case, we choose e−αi = −Ei+1,i + En+i,n+i+1 for 1 ≤ i ≤ n − 1 and
e−αn = E2n,2n+1−E2n+1,n. Also Hαi = Ei,i−Ei+1,i+1−En+i,n+i+En+i+1,n+i+1
for 1 ≤ i ≤ n − 1 and Hαn = 2En,n − 2E2n,2n. We also choose the slice basis
s1 = En,2n+1 − E2n+1,2n and sj = En−j+1,2n−j+2 − En−j+2,2n−j+1 for 2 ≤ j ≤ n.
For concreteness, we present the B2 case. Writing (1.9) out in terms of a column
vector of Φ(x), we have

ϕ′1
ϕ′2
ϕ′3
ϕ′4
ϕ′5

 =


0 0 0 I2 0
−1 0 −I2 0 I1
0 0 0 1 0
0 0 0 0 1
0 −1 0 −I1 0




ϕ1
ϕ2
ϕ3
ϕ4
ϕ5

 =


I2ϕ4
−ϕ1 − I2ϕ3 + I1ϕ5
ϕ4
ϕ5
−ϕ2 − I1ϕ4


Therefore regarding ϕ3(x) as free and writing it as f(x), we have
ϕ3 = f
ϕ4 = ϕ
′
3 = f
′
ϕ5 = ϕ
′
4 = f
′′(2.4)
ϕ2 = −ϕ′5 − I1ϕ4 = −f ′′′ − I1f ′
ϕ1 = −ϕ′2 − I2ϕ3 + I1ϕ5 = f (4) + 2I1f ′′ + I ′1f ′ − I2f
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and the first equation ϕ′1 = I2ϕ4 gives
f (5) + 2I1f
′′′ + 3I ′1f
′′ + (I ′′1 − 2I2)f ′ − I ′2f = 0.
Again we concentrate on the terms without the I’s. Let F (x) = (f1(x), · · · , f5(x))
be a vector of 5 functions of x. Then F (x), F ′(x), F ′′(x) appear as the last 3 rows
of a matrix in O(5,C) under the conditions
B(F (i), F (j)) = 0 for 0 ≤ i, j ≤ 2 except B(F ′′, F ′′) = 1,
where B is defined in (1.27). We will prove in the next section that the fewer
conditions (1.25) and (1.26) in Theorem 1.24 Part (1) imply the above conditions.
Similarly in this case after incorporating the Ψ(y), we have
(2.5) Υ(x, y) =


∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ F ·G F ·G′ F ·G′′
∗ ∗ F ′ ·G F ′ ·G′ F ′ ·G′′
∗ ∗ F ′′ ·G F ′′ ·G′ F ′′ ·G′′

 .
Again, the analysis of residual gauges tells us that the invariants are the the
principal minors starting from position (3, 3) with increasing ranks, which are τi’s
(1.11) in terms of our current F (x) and G(y). Comparison with
exp
( 2∑
i=1
uiHαi
)
= Diag (eu1 , e2u2−u1 , e−u1 , e−2u2+u1 , 1)
gives τ1 = e
−u1 and τ2 = e
−2u2 and hence the solutions in Theorem 1.24 Part (1).
Again this will be proved directly in Section 4.
3. Related algebraic properties
For their possible independent interest, we present these identities of principal
minors of general linear, symplectic and orthogonal matrices, in this separate sec-
tion. The author discovered these identities in his study of the Toda field theories
for various Lie algebras.
First the general linear case. Let A ∈ GL(n,C) be a non-degenerate matrix.
Let S ⊂ n := {1, 2, · · · , n} be a subset of indices. Let |S| denote the number of
elements in S and we often write m for |S|. We also denote the complement of S
in n by S¯. When needed, the enumeration of S is written as S = {s1, s2, · · · , sm}
with s1 < s2 < · · · < sm. Let MAS denote the principal minor of A with indices in
S. That is, if A = (aij)
n
i,j=1, then M
A
S = det(asisj )
m
i,j=1.
The efficient way to view minors is through exterior products. Let {ei}ni=1 be
the standard basis of Cn. Define
eS := es1 ∧ es2 ∧ · · · ∧ esm ∈ ∧mCn.
A matrix A ∈ GL(n,C) defines a linear transformation of Cn, and naturally this
induces a transformation of exterior powers ∧∗Cn, for which we still use A as the
notation. Then the principal minor MAS is nothing but the entry of the matrix for
this induced transformation on ∧mCn in the (eS , eS) position. Note that for the
top exterior form,
(3.1) A(e1 ∧ · · · ∧ en) = (detA)(e1 ∧ · · · ∧ en).
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Let C denote the cofactor matrix of A, that is, Cij is the minor of A after
deleting the ith row and the jth column, multiplied by (−1)i+j . Note that when A
is invertible, A−1 = 1detAC
T .
Proposition 3.2. For A ∈ GL(n,C) with C as its cofactor matrix and S ⊂
{1, · · · , n}, we have
MCS =M
A
S¯
· (detA)|S|−1.
Proof. We have the following sequence of identities:
MA
S¯
eS ∧ eS¯ = eS ∧ (MAS¯ eS¯) = eS ∧ (AeS¯)
= A
(
(A−1eS) ∧ eS¯
) †
= (detA)
((( 1
detA
CT
)
eS
)
∧ eS¯
)
=
1
(detA)|S|−1
MCS eS ∧ eS¯ ,
where equality † uses (3.1). 
Remark 3.3. The special case of Proposition 3.2 when |S| = 2 is called the Jacobi
identity [LS92].
Now the symplectic and orthogonal cases. Recall A ∈ Cn = Sp(2n,C) iff
ATΩA = Ω with Ω defined in (1.21). Similarly A ∈ O(n,C) iff ATΘA = Θ,
where for Bn = O(2n + 1,C), Θ is given in (1.27), and for Dn = O(2n,C), Θ is
defined as Θ =
(
0 In
In 0
)
. Let S ⊂ {1, · · · , 2n(+1)} be a subset. The following
proposition relates the principal minors of A itself, and we omit the superscript A
in the notation MAS for simplicity. Let ι be the inversion of the first and second
halves of indices, which would fix the last 2n+ 1 in the Bn case, that is,
ι(k) =


k + n if 1 ≤ k ≤ n
k − n if n+ 1 ≤ k ≤ 2n
2n+ 1 if k = 2n+ 1
Proposition 3.4. For A ∈ Sp(2n,C), A ∈ SO(2n+ 1,C) or A ∈ SO(2n,C), and
S ⊂ {1, · · · , 2n(+1)}, we have
MS =Mι(S¯),
whereMS stands for the principal minor of A with indices in S, S¯ is the complement
of S, and ι(S¯) is its image under the inversion ι.
In the orthogonal cases, if detA = −1, then we have MS = −Mι(S¯).
Proof. For A ∈ Cn, we have A−1 = Ω−1ATΩ = −ΩATΩ. For A ∈ Bn or Dn,
we have A−1 = Θ−1ATΘ = ΘATΘ. Now for any index set I, ΩeI = ±eι(I) and
Ω2eI = −eI . Also ΘeI = eι(I) and Θ2eI = eI . Below we show the details for the
symplectic case, and the special orthogonal cases are even simpler. We have
MSeS ∧ eS¯ = (MSeS) ∧ eS¯ = (AeS) ∧ eS¯
= A
(
eS ∧ (A−1eS¯)
) ‡
= eS ∧ (−ΩATΩ)eS¯
= eS ∧
(
(−Ω)AT (±eι(S¯))
)
= eS ∧ (−Ω)(±Mι(S¯)eι(S¯))
= eS ∧ (Mι(S¯))eS¯ = (Mι(S¯))eS ∧ eS¯,
where the equality ‡ uses (3.1) and that detA = 1 for A ∈ Sp(2n,C) or SO(n,C).
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Note that when detA = −1 in the orthogonal cases, we have the negative sign
coming in at equality ‡. 
Remark 3.5. Without going into details, we note that Propositions 3.2 and 3.4 can
be generalized to general minors, not necessarily principal. More specifically, let
S, T ⊂ {1, · · · , n} be subsets with the same cardinality, then for A nondegenerate,
we have
MCS,T = ±MAS¯,T¯ · (detA)|S|−1
for a carefully determined sign. Similarly, let S, T ⊂ {1, · · · , 2n(+1)} be subsets
with the same cardinality, then for A symplectic or orthogonal, we have
MS,T = ±Mι(S¯)ι(T¯ ).
4. Parts (1) of Theorems
In this section, we first present a simple lemma about the solutions ui to (1.3)
in terms of some related functions, which we call σi. For completeness and the
reader’s convenience, we prove Proposition 4.6 for general τi(x, y) in (1.11) for any
function vectors F (x) and G(y) using our Proposition 3.2, and we provide a proof
of Theorem 1.14 Part (1). Then using Proposition 3.4, we also prove Parts (1) of
Theorems 1.18 and 1.24. The methods here are that we apply the Gram-Schmidt
process to obtain a symplectic or orthogonal matrix under our conditions. At the
end of this section, we add some remarks about taking care of different coefficients
in (1.3).
Define
(4.1) σi := e
−ui , 1 ≤ i ≤ n.
Also for a function v = v(x, y), define
(4.2) DD(v) := v · vxy − vx · vy .
Lemma 4.3 ([BBT03]). The ui satisfy (1.3) if and only if
(4.4) DD(σi) =
∏
j 6=i
σ
−aij
j .
Proof. By (4.1), ui = − log σi. Then
ui,x = −σi,x
σi
,
ui,xy = −σi,xyσi − σi,xσi,y
σ2i
= −DD(σi)
σ2i
(4.5)
It is clear that (4.4) holds if and only if
ui,xy = − exp
(
2ui +
∑
j 6=i
aijuj
)
= − exp
( n∑
j=1
aijuj
)
since aii = 2, which is (1.3). 
Proposition 4.6. For the τi defined in (1.11) for any function vectors F (x) and
G(y) of the same length, we have
DD(τi) = τi−1τi+1, i ≥ 1.
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Proof. It is clear that DD(τ1) = τ2 by definition. Let
Ti =
(
∂jx∂
k
y (F ·G)
)i−1
j,k=0
be the matrix in (1.11) such that τi = detTi. Then for 2 ≤ i ≤ n, we have
Ti+1 =
(
Ti F
(≤i−1) ·G(i)
F (i) ·G(≤i−1) F (i) ·G(i)
)
=

 Ti−1 F (≤i−2) ·G(i−1) F (≤i−2) ·G(i)F (i−1) ·G(≤i−2) F (i−1) ·G(i−1) F (i−1) ·G(i)
F (i) ·G(≤i−2) F (i) ·G(i−1) F (i) ·G(i)

 .
Let C denote the cofactor matrix of Ti+1. We use indices for rows and columns
from 0 to i. Then it is clear that τi = Ci,i. Through simple calculations, we see
that τi,x = −Ci−1,i, that is, the minor of Ti+1 after deleting the second last row
and last column. Similarly τi,y = −Ci,i−1 and τi,xy = Ci−1,i−1.
Therefore by Proposition 3.2, we have
DD(τi) = τi · τi,xy − τi,xτi,y
= Ci,iCi−1,i−1 − Ci−1,iCi,i−1 =MC{i−1,i}
= det(Ti−1) det(Ti+1)
2−1 = τi−1τi+1.

Proof of Theorem 1.14 Part (1). The Cartan matrix for An is

2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 2

 .
In view of Lemma 4.3, we need to prove that the τi in (1.11) for our current F (x)
and G(y) satisfy
DD(τi) = τi−1τi+1, 1 ≤ i ≤ n− 1
DD(τn) = τn−1
(4.7)
This follows directly from Proposition 4.6, as soon as we realize the following for
the last one. That is, τn+1 =W (F )W (G) as defined in (1.11) and hence it is 1 by
the Wronskian conditions (1.15). 
To apply Proposition 3.4 in the symplectic case, we first present a proposition.
Proposition 4.8. Let F (x) = (f0(x), · · · , f2n−1(x)) be a vector of 2n functions of
x satisfying (1.19) and (1.20). Then the following (n+ 1)× 2n matrix
(4.9)


F (n)
F
F ′
...
F (n−1)


can be completed into a symplectic matrix Φ(x) ∈ Sp(2n,C) by adding n − 1 rows
on the top.
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Proof. We apply the Gram-Schmidt process in the symplectic case to find a sym-
plectic matrix Φ using the vectors F (i), 0 ≤ i ≤ 2n− 1, which in generic cases are
lienarly independent. We write the row vectors of Φ by Φi for 1 ≤ i ≤ 2n. Then Φ
is symplectic iff C(Φi,Φn+i) = 1 = −C(Φn+i,Φi) for 1 ≤ i ≤ n, and all the other
C(Φi,Φj) = 0, where C is defined in (1.21).
We let Φn+i = F (i−1) for 1 ≤ i ≤ n and Φn = F (n) to contain the lower rows as
specified in (4.9). We will show that this is legitimate by our conditions (1.19) and
(1.20). We will then define the Φn−i through the Gram-Schmidt process applied
successively to the F (n+i) for 1 ≤ i ≤ n− 1.
Now define
(4.10) I˜j = C(F
(n+j−1), F (n+j)), 1 ≤ j ≤ n− 1
to be functions of x. We show that 2n − 1 conditions (1.19), (1.20) and (4.10)
determine all the C(i, j) := C(F (i), F (j)) for 0 ≤ i ≤ j ≤ 2n− 1.
Call l := i+j the level of C(i, j). We run increasing induction on l and decreasing
induction on the first index i.
Since d
dx
C(i, j) = C(i + 1, j) + C(i, j + 1), we have
(4.11) C(i, j + 1) =
d
dx
C(i, j)− C(i + 1, j),
where the two terms on the right have either a lower level or a bigger first index.
Therefore we only need to know the leading term with the biggest i at each level.
When the level is odd, say 2k + 1, the leading term is C(k, k + 1), and these are
defined precisely by our conditions (1.19), (1.20) and (4.10). When the level is even,
say 2k, then the leading term C(k, k) = 0 since C is skew-symmetric.
Furthermore, from the induction procedure (4.11), we have
C(i, j) = 0, if 0 ≤ i+ j ≤ 2n− 2,(4.12)
C(i, j) = ±1, if i+ j = 2n− 1,(4.13)
C(i, j) = 0, if i+ j = 2n,(4.14)
since in our defining conditions (1.19), (1.20) and (4.10), the first non-zero C(i, j)
appear at level 2n− 1 as −1, and the leading term at level 2n is C(n, n) = 0.
Therefore it is legitimate for Φ to have the lower part (4.9). To illustrate the
Gram-Schmidt process, let’s consider the next row Φn−1 using the vector function
F (n+1).
We know C(F (n+1), F (j)) = 0 for 0 ≤ j ≤ n − 3 and j = n − 1, and also
C(F (n+1), F (n−2)) = −1 by (4.12), (4.14) and (4.13). Also C(F (n+1), F (n)) = −I˜1
by (4.10), therefore we have
Φn−1 = −(F (n+1) − I˜1 · F (n−1)),
so that C(Φn−1,Φn) = C(Φn−1, F (n)) = 0 and C(Φn−1,Φ2n−1) = C(Φn−1, F (n−2))
= 1.
This process can be continued to fill up the matrix Φ in terms of the F (k) and
the I˜j . 
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Proof of Theorem 1.18 Part (1). For n ≥ 2, the Cartan matrix for Cn is

2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−2 2


Therefore by Lemma 4.3, we need to prove that the τi in (1.11) for our function
vectors F (x) and G(y) in Theorem 1.18 satisfy
DD(τi) = τi−1τi+1, 1 ≤ i ≤ n− 1
DD(τn) = τ
2
n−1.
(4.15)
After Proposition 4.6, only the last equation needs a demonstration.
Proposition 4.8 shows that we have a symplectic matrix Φ(x) with the lower
rows to be given by (4.9). The same can be done for the y-side to get a symplectic
matrix Ψ(y) with the last columns to be given by the (G(j))T in a suitable order.
Therefore Υ(x, y) = Φ(x) · Ψ(y) is a symplectic matrix with its lower-right corner
to be given by the F (i) ·G(j) in a suitable order. (See (2.3) for an example.)
By Proposition 4.6, we haveDD(τn) = τn−1τn+1. But τn+1 is the principal minor
M{n,n+1,··· ,2n} for the symplectic matrix Υ = Φ(x) ·Ψ(y). By Proposition 3.4, this
is equal to M{n+1,··· ,2n−1}, which is seen to be τn−1. Therefore τn+1 = τn−1, and
the last equation in (4.15) is proved. 
Very similarly, we can prove the Bn case.
Proof of Theorem 1.24 Part (1). Assume n ≥ 2. The Cartan matrix for Bn is

2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −2
−1 2


According to our solution formula (1.28) in this case, we let σi = τi for 1 ≤ i ≤
n−1 and σn = √τn, with the τi defined in (1.11) for our function vectors F (x) and
G(y) in Theorem 1.24. Therefore by Lemma 4.3, we need to prove that
DD(τi) = τi−1τi+1, 1 ≤ i ≤ n− 2
DD(τn−1) = τn−2(
√
τn)
2
DD(
√
τn) = ±1
2
τn−1.
(4.16)
(To accommodate the ± 12 in the last equation, see Remark 4.19.)
After Proposition 4.6, only the last equation needs a demonstration.
Similarly to Proposition 4.8, we first complete the matrix with the last rows as
F, · · · , F (n) to an orthogonal one. We define
(4.17) I˜j = B(F
(n+j), F (n+j)), 1 ≤ j ≤ n
to be functions of x. Then similarly to the proof of Proposition 4.8, the conditions
(1.25), (1.26) and (4.17) determine all the B(i, j) := B(F (i), F (j)) for 0 ≤ i ≤
j ≤ 2n, and we can run the Gram-Schmid procedure to complete the orthogonal
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matrix. We omit the details, but just point out that B(i, i+ 1) = 12
d
dx
B(i, i) since
B is symmetric and this is how the leading terms for the odd levels are determined.
Also note that the determinant of the orthogonal matrix can be ±1.
The same can be done for the y-side to get an orthogonal matrix Ψ(y) with its
last columns to be (G(j))T for 0 ≤ j ≤ n. Therefore Υ(x, y) = Φ(x) · Ψ(y) is an
orthogonal matrix with its lower-right corner to be given by F (i) ·G(j). (See (2.5)
for an example.) Υ(x, y) has determinant ±1.
From (4.2) and by simple computation, we have
DD(
√
v) =
1
2
DD(v)
v
.
Therefore again by Proposition 4.6,
DD(
√
τn) =
1
2
DD(τn)
τn
=
1
2
τn−1τn+1
τn
.
For the orthogonal matrix Υ(x, y),
τn+1 =M{n+1,··· ,2n,2n+1} and τn =M{n+1,··· ,2n}.
By Proposition 3.4, τn+1 = ±τn determined by the sign of det(Υ(x, y)). Therefore
DD(
√
τn) = ±1
2
τn−1.

Remark 4.18. There are direct proofs of the relations τn+1 = τn−1 for the Cn case
and τn+1 = ±τn for the Bn case, without using the Gram-Schmidt process and
Proposition 3.4. Rather the classical relations (see, for example, [FH91, Appendix
F]) between determinants and the pairings C(·, ·) and B(·, ·) in (1.21) and (1.27)
are used. The procedure is long, and we won’t present the details here.
Remark 4.19. The negative Toda field theory (1.3) is related to the positive version
vi,xy = exp
( n∑
j=1
aijvj
)
, 1 ≤ i ≤ n,
through a simple linear transformation
vi = ui + θi,
where the θi satisfy the equation
A · (θ1, · · · , θn)T = ((2m1 + 1)iπ, · · · , (2mn + 1)iπ)T .
Here A is the Cartan matrix (1.2), and the mi are arbitrary integers coming from
the multiple-valuedness of the exponential function. Since A is invertible, such θi
always exist, and actually there are infinitely many of them due to the mi.
This remark also applies to the Bn Toda field theory where, in view of (4.16)
and (4.5), we have solved a variant
wi,xy = − exp
( n∑
j=1
aijwj
)
, 1 ≤ i ≤ n− 1,
wn,xy = ∓1
2
exp
( n∑
j=1
anjwj
)
= ∓1
2
exp(−wn−1 + 2wn)
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To relate this to the (1.3), we only need to let wi = ui+ ri, where the ri satisfy, for
example,
A · (r1, · · · , rn)T = (0, · · · , 0,± log 2)T .
5. Related differential properties
Because of its possible independent interest and for clarity of exposition, we
present in this section some relations among iterated integrals and their derivatives
that we need later to prove Parts (2) of our theorems.
For completeness, we prove Part (2) of Theorem 1.14 first.
Lemma 5.1 ([Lez80]). (1.17) satisfy (1.15).
Proof. The Wronskian matrix is
(
f
(i)
j
)n
i,j=0
, and we take the ranges of row and
column indices to be from 0 to n. We first think of f0 as just an arbitrary function
of x, without remembering its definition (1.16) in terms of the φ’s. We write each
derivative as
f
(i)
j =
min(i,j)∑
k=0
f
(i)
j (k).
Here f
(i)
j (k) is the summand of terms of f
(i)
j where φk or its derivatives appear as
factors outside the integral, but none of the φl for l > k does. It is clear that f
(i)
j (k)
is non-zero only if k ≤ min(i, j).
For example, by (1.13), we have
f3 = f0I(123)
f ′3 = f
′
0I(123) + f0φ1I(23)
f ′′3 = f
′′
0 I(123) + 2f
′
0φ1I(23) + f0φ
′
1I(23) + f0φ1φ2I(3).
Then
f
(2)
3 (0) = f
′′
0 I(123)
f
(2)
3 (1) = 2f
′
0φ1I(23) + f0φ
′
1I(23)
f
(2)
3 (2) = f0φ1φ2I(3).
Then inspections show that
f
(i)
j (k) = f
(i)
k (k) · I((k + 1)→ j), k ≤ min(i, j),
f
(k)
k (k) = f0φ1 · · ·φk, k ≥ 0.
Therefore the following successive column operations, replacing the old columns
by the new ones,
Cj 7→ Cj − I(1→ j)C0, j ≥ 1
Cj 7→ Cj − I(2→ j)C1, j ≥ 2
· · · · · ·
Cj 7→ Cj − I((n− 1)→ j)Cn−2, j ≥ n− 1
Cn 7→ Cn − I(n)Cn−1
transform the Wronskian into a lower triangular matrix with diagonal entries
f0, f0φ1, f0φ1φ2, · · · , f0φ1φ2 · · ·φn.
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Thus the determinant W (F ) is 1, by the definition of f0 in (1.16). 
To obtain results for the Bn and Cn type Lie algebras, we need more symmetry
properties of the iterated integrals.
Lemma 5.2. We have
I(a1 · · ·al)I(b1 · · · bm) =
∫
φa1 I(a2 · · ·al)I(b1 · · · bm)
+
∫
φb1 I(a1 · · ·al)I(b2 · · · bm).
Proof. This follows from the product rule and (1.13), since our integrals are fixed
with lower limit 0. 
Proposition 5.3. Let n ≥ 1 be an integer, and let φ1(x), · · · , φn(x) be n functions
of x. Define I(a1 · · · ak) as in (1.12). Then we have
n∑
i=0
(−1)i I(1→ i) I(n→ i+ 1) = 0.(5.4)
Proof. We denote the left hand side of (5.4) by A(n), and call it an alternating sum
of n integrands φ1, · · · , φn. We prove that A(n) = 0 by induction. The identity is
trivial when 1.
Let’s assume that A(n − 1) = 0 for n − 1 arbitrary functions φi(x). Then by
Lemma 5.2 and (1.13),
A(n) = I(n→ 1)− I(n→ 2)I(1) + · · ·+ (−1)n−1I(n)I(1→ (n− 1)) + (−1)nI(1→ n)
= I(n→ 1)−
(∫
φnI((n− 1)→ 2)I(1) +
∫
φ1I(n→ 2)
)
+ · · ·
+ (−1)n−1
(∫
φnI(1→ (n− 1)) +
∫
φ1I(n)I(2→ (n− 1))
)
+ (−1)nI(1→ n)
=
∫
φn
[
I((n− 1)→ 1)− I((n− 1)→ 2)I(1) + · · ·+ (−1)n−1I(1→ (n− 1))
]
−
∫
φ1
[
I(n→ 2)− · · ·+ (−1)n−2I(n)I(2→ (n− 1)) + (−1)n−1I(2→ n)
]
=
∫
φnA(n− 1)−
∫
φ1A˜(n− 1)
= 0,
where A˜(n− 1) is the A(n− 1) with the n− 1 integrands being φ2, · · · , φn. 
We will later use the convention that the LHS of (5.4) is 1 when n = 0.
Remark 5.5. Lemma 5.2 and Proposition 5.3 are related to the shuffle relations for
iterated integrals in [Che77].
Proposition 5.3 can be rephrased and strengthened as follows.
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Proposition 5.6. Let n ≥ 2 be an integer. Let
(5.7) J = Jn+1 =


1
−1
1
. .
.
(−1)n


be a matrix of rank n+ 1 with alternating ±1’s on the skew diagonal. Note that J
is symmetric if n is even, and skew-symmetric if n is odd. Let φ1(x), · · · , φn(x) be
n functions of x. Let
(5.8) F˜ (x) = (1, I(1), I(12), · · · , I(1→ n))
be a vector of n+1 functions. Also for 0 ≤ i ≤ n, define a delayed version of F˜ (x)
by
(5.9) δiF˜ (x) = (0, · · · , 0︸ ︷︷ ︸
i
, 1, I((i+ 1)), · · · , I((i+ 1)→ n)).
Define the “swap” function
(5.10) s(i) = n+ 1− i, 1 ≤ i ≤ n
on the indices {1, · · · , n} of the φ’s. This defines the “swap” on iterated integrals
by sI(a1 · · ·am) = I(s(a1) · · · s(am)), and also on a vector of iterated integrals.
Then we have
(δiF˜ )J(sδj F˜ )
T = 0, if i+ j 6= n(5.11)
(δiF˜ )J(sδj F˜ )
T = (−1)i, if i+ j = n.(5.12)
Proof. It is clear that for vectors X = (x0, x1, · · · , xn) and Y = (y0, y1, · · · , yn), we
have
XJY T = x0yn − x1yn−1 + · · ·+ (−1)nxny0.
By definition, we have
sδjF˜ = (0, · · · , 0︸ ︷︷ ︸
j
, 1, I((n− j)), · · · , I((n− j)→ 1)).
When i+j > n, (δiF˜ )J(sδjF˜ )
T is obviously zero, since there are too many zeros.
When i+ j = n, we have (δiF˜ )J(sδj F˜ )
T = (−1)i as the signed product of the two
ones.
When i+ j < n, we have
(δiF˜ )J(sδj F˜ )
T = (−1)iI((n− j)→ (i+ 1)) + (−1)i+1I(i+ 1)I((n− j)→ i) + · · ·
+ (−1)n−jI((i + 1)→ (n− j))
= (−1)iA(n− i− j),
where A(n− i− j) is the A in the proof of Proposition 5.3 with n− i− j integrands
φi+1, · · · , φn−j . This is zero by Proposition 5.3. 
Now we use Proposition 5.6 to derive some differential relations.
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Proposition 5.13. Continue with the notation in Proposition 5.6. Also let
(5.14) f0(x) =
( n∏
i=1
φi(x)
)− 1
2 .
Define
(5.15) F (x) = f0(x)F˜ (x) = f0(x)(1, I(1), · · · , I(1→ n)).
Recall that F (i) is the ith derivative of F . Then we have
F (i)J(sF (j))T = 0, if i+ j < n,(5.16)
F (i)J(sF (j))T = (−1)i, if i+ j = n.(5.17)
Proof. By (5.9) and (1.13), we have
d
dx
(
δiF˜ (x)
)
= φi+1
(
δi+1F˜ (x)
)
, i ≥ 0.
Therefore we see that, through a quick induction, the ith derivative
F (i) =
i−1∑
l=0
ci,l(δlF˜ ) + f0
( i∏
l=1
φl
)
δiF˜ ,
where the ci,l are some functions of x in terms of f0, φ1, · · · , φl and their derivatives.
Note that
sF (j) = (sF )(j) =
j−1∑
k=0
s(cj,k)(sδkF˜ ) + f0
( n∏
k=n−j+1
φk
)
sδjF˜ .
Therefore F (i)J(sF (j))T is a linear combination of (δlF˜ )J(sδkF˜ )
T for l ≤ i and
k ≤ j with the coefficients as some functions of x. When i + j < n, then all such
k + l < n, and from (5.11) we have (5.16).
When i+ j = n, from (5.11) and (5.12) we see the only nontrivial terms is
(
f0
( i∏
l=1
φl)
)(
f0
( n∏
k=n−j+1
φk)
)
(δiF˜ )J(sδj F˜ ) = f
2
0
( n∏
l=1
φl
)
(−1)i = (−1)i,
by the definition of f0 in (5.14). 
There are corresponding versions of Propositions 5.6 and 5.13 for the Dn case,
which we present here for completeness.
Proposition 5.18. Let n ≥ 3 be an integer. Let
K =


1
−1
. .
.
(−1)n−1
(−1)n+1
. .
.
−1
1


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be an symmetric matrix of rank 2n. Let φ1(x), · · · , φ2n−2(x) be 2n− 2 functions of
x. Let
(5.19) F˜ (x) = (1, I(1), I(12), · · · , I(1→ (n− 2)), I(1→ (n− 2)(n− 1))
I(1→ (n− 2)n), I(1→ (n− 2)(n− 1)n) + I(1→ (n− 2)n(n− 1)),
I(1→ (n− 2)(n− 1)n(n+ 1)) + I(1→ (n− 2)n(n− 1)(n+ 1), · · · ,
I(1→ (2n− 2)) + I(1→ (n− 2)n(n− 1)(n+ 1)→ (2n− 2))
be a vector of 2n functions. Note that F˜ (x) goes like before for the first (n − 1)
terms, then it branches using φn−1 and φn, and starting from the (n + 2)nd term
it is always symmetrized between φn−1 and φn. Define the “swap” function
s(i) =


2n− 1− i i ≤ n− 2
n− 1 i = n− 1
n i = n
2n− 1− i i ≥ n+ 1
and let it act on iterated integrals and vectors of them as before. Then we have
F˜K(sF˜ )T = 0.
Moreover, let
(5.20)
δiF˜ (x) = (0, · · · , 0︸ ︷︷ ︸
i
, 1, I(i+1), · · · , I((i+1) · · · (n−2)(n−1)), I((i+1) · · · (n−2)n),
symmetrized terms) i ≤ n− 2
δn−1F˜ (x) = (0, · · · , 0︸ ︷︷ ︸
n−1
, 1, 0, I(n), I(n(n+ 1)), · · · , I(n · · · (2n− 2))
δnF˜ (x) = (0, · · · , 0︸ ︷︷ ︸
n
, 1, I(n− 1), I((n− 1)(n+ 1)), · · · , I((n− 1)(n+ 1) · · · (2n− 2))
δiF˜ (x) = (0, · · · , 0︸ ︷︷ ︸
i
, 1, I(i+ 1), · · · , I((i+ 1) · · · (2n− 2)) i ≥ n+ 1.
Then
(δiF˜ )K(sδjF˜ )
T = 0, if i+ j 6= 2n− 1
(δiF˜ )K(sδjF˜ )
T = (−1)i, if i+ j = 2n− 1, and i < j
Proof. When i + j > 2n− 1, (δiF˜ )K(sδjF˜ )T is obviously zero since there are too
many zeros. When i + j = 2n, we have (δiF˜ )K(sδjF˜ )
T = (−1)i when i < j as the
signed product of the two ones.
Like in the proof of Proposition 5.6, when i+j < 2n we have that (δiF˜ )K(sδjF˜ )
T
is one or two A’s from Proposition 5.3 for a suitable sequence of integrand functions
possibly with sign. For example when i = j = 0, we have that F˜K(sF˜ )T =
A1(2n − 2) + A2(2n − 2), where A1(2n − 2) is the A in Proposition 5.3 for the
sequence (1→ (2n−2)) and A2(2n−2) for (1→ (n−2)n(n−1)(n+1)→ (2n−2)).
They are both zero by (5.4). 
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Proposition 5.21. Continue with the notation in Proposition 5.18. Let f0(x) =(∏2n−2
i=1 φi(x)
)− 1
2
. Define
F (x) = f0(x)F˜ (x)
Then we have
F (i)K(sF (j))T = 0, 0 ≤ i, j ≤ n− 1 and i+ j < 2n− 2(5.22)
F (n−1)K(sF (n−1))T = (−1)n−12.(5.23)
Remark 5.24. Note that (5.23) is compatible with solving for a Φ(x) ∈ O(2n,C) in
Section 2, since one would have f (n−1) = ϕn + ϕ2n, if ϕn+1 = f in the Dn case.
(Compare with (2.4).) Then B(F (n−1), F (n−1)) = 2B(Φn,Φ2n) = 2, where Φn and
Φ2n are the nth and 2nth rows of the solution matrix Φ ∈ O(2n,C).
Proof. By (5.20), we have
d
dx
δiF˜ = φi+1δi+1F˜ , i ≤ n− 3
d
dx
δn−2F˜ = φn−1δn−1F˜ + φnδnF˜
d
dx
δn−1F˜ = φnδn+1F˜
d
dx
δnF˜ = φn−1δn+1F˜ .
Therefore
F (i) =
i−1∑
l=0
ci,lδlF˜ + f0
( i∏
l=1
φl
)
δiF˜ i ≤ n− 2
F (n−1) =
n−2∑
l=0
cn−1,lδlF˜ + f0
( n−2∏
l=1
φl
)
(φn−1δn−1F˜ + φnδnF˜ )
sF (j) =
j−1∑
k=0
s(cj,k)sδkF˜ + f0
( 2n−2∏
k=2n−1−j
φk
)
sδjF˜ j ≤ n− 2
sF (n−1) =
n−2∑
l=0
s(cn−1,l)sδlF˜ + f0
( 2n−2∏
l=n+1
φl
)
(φn−1sδn−1F˜ + φnsδnF˜ )
By Proposition 5.18, (5.22) is easy to see, and also
F (n−1)K(sF (n−1))T
= f20
( n+1≤l≤2n−2∏
1≤l≤n−2
φl
)
(φn−1φn)
(
(δn−1F˜ )K(sδnF˜ )
T + (δnF˜ )K(sδn−1F˜ )
T
)
= f20
( 2n−2∏
l=1
φl
)
2(−1)n−1 = (−1)n−12.
by the definition of f0. 
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6. Parts (2) of Theorems
The proofs of Parts (2) of Theorems 1.18 and 1.24 use the results of Section 5,
in particular Proposition 5.13, while the proof of Theorem 1.14 Part (2) is done in
Lemma 5.1.
Proof of Theorem 1.18 Part (2). In Proposition 5.13, let the number of φi(x), called
n there, be 2n− 1. Also require that
φ2n−i(x) = φi(x), 1 ≤ i ≤ n− 1.
Note that this is Leznov’s [Lez80] ingenious idea to enforce symmetry. Then f0(x)
in (5.14) becomes p(x) in (1.22). Denote the corresponding F (x) in (5.15) by F¯ (x),
that is,
F¯ (x) = p(x)(1, I(1), · · · , I(1→ n), I(1→ n, (n− 1)), · · · , I(1→ n→ 1)).
It is clear that sF¯ = F¯ and also for all the derivatives F¯ (i), since the swap as in
(5.10) in this case is s(i) = 2n− i.
It is easy to see that the F (x) in (1.23) is just F (x) = F¯ (x)Q2n. Here
Q2n =


(−1)n
(−1)n−1
. . .
−1
1
1
. .
.
1


=⇒ Q2nΩQT2n = (−1)nJ2n,
(6.1)
where Ω is from (1.21) and J2n is as in (5.7) with rank 2n. Now
C(F (i), F (j)) = F (i)Ω(F (j))T = F¯ (i)Q2nΩQ
T
2n(F¯
(j))T
= (−1)nF¯ (i)J2n(F¯ (j))T =
{
0 if i+ j < 2n− 1
−1 if (i, j) = (n− 1, n)
by Proposition 5.13. 
Proof of Theorem 1.24 Part (2). Again, this is very similar to the previous proof.
We let the number of φi(x) in Proposition 5.13 be 2n, and we require that
φ2n+1−i(x) = φi(x), 1 ≤ i ≤ n.
Call the corresponding function vector by F¯ (x), and the F (x) in (1.29) is F (x) =
F¯ (x)Q2n+1, where Q2n+1 is as in (6.1) but with the lower right block of rank n+1.
Note that Q2n+1ΘQ
T
2n+1 = (−1)nJ2n+1, for Θ in (1.27) and J2n+1 as in (5.7). We
omit the other details. 
The solutions to Dn Toda field theory are also explained in [Lez80], although
there is a typo. We record the result below for completeness.
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Theorem 6.2 (Dn). [Lez80] Let φ1(x), · · · , φn(x) be n functions of x. Define
f0(x) =
1
φ1 · · ·φn−2
√
φn−1
√
φn
.
Let
(6.3) F (x) = f0(x)(1, I(1), I(12), · · · , I(1→ (n− 2)), I(1→ (n− 2)(n− 1))
I(1→ (n− 2)n), I(1→ (n− 2)(n− 1)n) + I(1→ (n− 2)n(n− 1)),
I(1→ (n− 2)(n− 1)n(n− 2)) + I(1→ (n− 2)n(n− 1)(n− 2), · · · ,
I(1→ n, (n− 2)→ 1) + I(1→ (n− 2), n→ 1)
be a vector of 2n functions of x.
Similarly for n functions ψ1(y), · · · , ψn(y) of y, define G(y).
Use the old definition of τi in terms of F and G as in (1.11). Then
σi = τi 1 ≤ i ≤ n− 2(6.4)
σn−1 =
√
τn + 2τn−1 +
√
τn − 2τn−1
2
σn =
√
τn + 2τn−1 −
√
τn − 2τn−1
2
are solutions to the Dn Toda field theories (4.4). Here σn−1 and σn are solutions
to the following two conditions
σn−1σn = τn−1,(6.5)
σ2n−1 + σ
2
n = τn.(6.6)
Since the Cartan matrix for Dn is

2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1 −1
−1 2
−1 2


,
by Proposition 4.3 this asserts that
DD(σi) = σi−1σi+1, 1 ≤ i ≤ n− 3
DD(σn−2) = σn−3σn−1σn(6.7)
DD(σn−1) = σn−2(6.8)
DD(σn) = σn−2(6.9)
Equivalently, the ui = − log σi for 1 ≤ i ≤ n are solutions to the Dn Toda field
theory in (1.3).
Remark 6.10. We finally remark that only the proofs of the last two equations
(6.8) and (6.9) are not clear, although one can argue that (6.5) and (6.6) are the
only ways to obtain a solution. This must be how Leznov [Lez80] arrived at these
solutions and we reproduce the process as follows. By (6.4) and Proposition 4.6,
we have
DD(σn−2) = DD(τn−2) = τn−3τn−1 = σn−3τn−1.
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Comparison with the wanted equation (6.7) gives (6.5). A simply calculation from
(4.2) shows that
DD(vw) = DD(v)w2 + v2DD(w)
for two functions v and w of x and y. Therefore (6.5) gives
DD(τn−1) = DD(σn−1σn) = DD(σn−1)σ
2
n + σ
2
n−1DD(σn).
Proposition 4.6 again gives that LHS = τn−2τn. The wanted equations (6.8) and
(6.9) give that RHS = σn−2(σ
2
n−1 + σ
2
n). Therefore with (6.4), we get (6.6).
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