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Introduction
Soit G le groupe multiplicatif Gnm de´fini sur K = Q ou une varie´te´ abe´lienne A/K
de´finie sur un corps de nombres K. Si G est une varie´te´ abe´lienne, on la conside`re donne´e
avec un fibre´ en droites ample et syme´trique L. On peut construire sur les points de G(Q)
une hauteur particulie`rement agre´able : la hauteur de Ne´ron-Tate ĥL. Si P ∈ G(Q) et r
un entier, cette hauteur ve´rifie
ĥL(rP ) =
{
r2ĥL(P ) si G est une varie´te´ abe´lienne,
rĥL(P ) si G = Gnm.
Dans le cas ou` G = Gm il s’agit de la hauteur de Weil (logarithmique absolue) usuelle h. De
manie`re ge´ne´rale cette hauteur est toujours positive et s’annule pre´cise´ment sur les points
de torsion de G(Q). On peut facilement voir que le minorant de la hauteur des points qui ne
sont pas de torsion doit de´pendre du degre´ D du corps de de´finition du point dont on minore
la hauteur. On va donc avoir une minoration de la forme ĥL(P ) ≥ c(G)ψ(D) ou` D = [K(P ) : K]
et ψ est une fonction croissante. Si l’on ne conside`re que des points P ∈ G(K) (autrement
dit en conside´rant ψ(D) comme une constante) et que l’on s’inte´resse a` la variation de G
dans cette minoration, les conjectures de Lang et Silverman nous indiquent que l’on peut
prendre c(G) de la forme c1(dimG) max{hFalt(G/K), 1} ou` hFalt est la hauteur de Faltings
de la varie´te´. Le proble`me de Lehmer quant a` lui consiste a` fixer G/K (autrement dit
a` conside´rer c(G) comme une constante) et a` trouver la fonction ψ optimale. C’est a` ce
dernier proble`me que l’on s’inte´resse dans toute la suite. On peut e´galement s’inte´resser
a` une ge´ne´ralisation naturelle de ce proble`me qui consiste a` minorer non pas la hauteur
d’un point, mais la hauteur d’une sous-varie´te´ (non de torsion) de G, en fonction cette
fois-ci du degre´ ge´ome´trique de la varie´te´ conside´re´e. Un autre type d’extension consiste
a` obtenir une minoration de la hauteur des points en fonction de [Kab(P ) : Kab], ou` Kab
est la cloˆture abe´lienne de K, c’est-a`-dire ne de´pendant que de la partie non-abe´lienne du
degre´ [K(P ) : K]. Enfin on pourrait, cela reste a` faire, englober tous ces re´sultats dans une
ge´ne´ralisation globale ou` l’on minorerait la hauteur des sous-varie´te´s par un invariant du
type degre´ ge´ome´trique, ge´ne´ralisant dans le cas des points le degre´ [Kab(P ) : Kab].
Ces proble`mes de Lehmer ont au moins deux types d’applications : le proble`me classique
peut servir, en conjonction avec une bonne compre´hension des points de torsion de G(Q),
a` de´terminer si des points P1, . . . , Pm de G(Q) sont ou non line´airement inde´pendants. On
trouvera une discussion de ce sujet dans l’article [34] de Masser. L’autre application possible
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est une utilisation du re´sultat concernant le proble`me de Lehmer en dimension supe´rieure
et avec le degre´ non-abe´lien (au moins dans le cas des varie´te´ abe´liennes). Il s’agit des
proble`mes ou` l’on cherche a` montrer que le cardinal de l’intersection d’une courbe avec
l’ensemble des sous-groupes alge´briques de codimension donne´e de G est fini ou au moins
de hauteur borne´e. Les preuves des re´sultats de ce type ne´cessitent de bonnes minorations
de la hauteur sur G. Nous renvoyons a` l’article [14] de Bombieri, Masser et Zannier dans
le cas ou` G = Gnm et a` l’article [45] de Re´mond dans le cas ou` G est une varie´te´ abe´lienne.
L’ensemble de cette the`se concerne le proble`me de Lehmer et ses diffe´rents avatars. Nous
nous proposons d’ame´liorer et d’e´tendre un certain nombre de re´sultats que nous allons
maintenant rappeler.
Soient x un nombre alge´brique et h(x) sa hauteur logarithmique absolue. Le proble`me
classique de Lehmer est le suivant :
Conjecture 1 (Proble`me de Lehmer) Il existe une constante c > 0 telle que pour tout
nombre alge´brique qui n’est pas une racine de l’unite´, on a
h(x) ≥ c
[Q(x) : Q]
.
En fait dans son article [32] de 1933, Lehmer ne formule pas une conjecture mais pose juste
une question. Il pose meˆme plus exactement la question inverse et il ajoute “whether this
is true or not, I do not know”.
La conjecture est trivialement vraie si on se restreint au sous-ensemble des nombres alge´bri-
ques qui ne sont pas des entiers alge´briques. Dans ce cas on peut meˆme prendre c = log 2.
En 1971 Smyth [52] montre que la conjecture formule´e pre´ce´demment est vraie pour le sous-
ensemble de Q constitue´ des nombres non-re´ciproques1. C’est a` ce moment-la` qu’apparaˆıt
la version indique´e de la conjecture de Lehmer. En 1979 Dobrowolski [23] obtient, au choix
de la constante c pre`s, le meilleur re´sultat ge´ne´ral en direction de la conjecture connu a` ce
jour. Si x est un nombre alge´brique, on note D = deg(x) = [Q(x) : Q].
The´ore`me 1 (Dobrowolski) Il existe une constante c > 0 telle que pour tout nombre
alge´brique qui n’est pas une racine de l’unite´, on a
h(x) ≥ c
D
(
log log 3D
log 2D
)3
.
Dans son article, Dobrowolski montre meˆme que l’on peut prendre c = 1
1200
. Depuis, Voutier
[58] a montre´ que dans l’e´nonce´ pre´ce´dent, le choix c = 1
4
convient de´ja.
1les nombres re´ciproques e´tant les nombres racines d’un polynoˆme P ve´rifiant P (X) = Xdeg P P ( 1
X
).
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La preuve de Dobrowolski est une preuve typique de transcendance. On suppose par l’ab-
surde le re´sultat faux, ce qui nous donne un x de grand degre´ D et de petite hauteur.
On construit alors, en utilisant un lemme de Siegel, un polynoˆme P a` coefficients entiers
qui s’annule avec un grand ordre en x. L’ide´e nouvelle de Dobrowolski consiste a` faire
une extrapolation aux places ultrame´triques : en utilisant le petit the´ore`me de Fermat, on
montre que le polynoˆme P s’annule modulo p premier en xp. Utilisant l’hypothe`se de petite
hauteur sur x et l’ine´galite´ de Liouville (ou la formule du produit) on montre alors que P
s’annule en un grand nombre de xp (tout ceci e´tant convenablement quantifie´ en fonction
de D). Un lemme de ze´ros (trivial dans ce cas : il suffit de compter les ze´ros du polynoˆme
et de comparer a` son degre´) permet alors de conclure.
Depuis, l’e´nonce´ et la preuve de Dobrowolski ont fait l’objet d’extensions diverses : cas
des courbes elliptiques, proble`me en dimension supe´rieure et raffinement du proble`me en
utilisant la partie non-abe´lienne de D. Nous allons maintenant faire un tour d’horizon de
ces diverses extensions.
Cas des courbes elliptiques
En 1981, Laurent [31] e´tend la conjecture de Lehmer aux courbes elliptiques et e´tend la
preuve ainsi que le re´sultat de Dobrowolski au cas des courbes elliptiques a` multiplication
complexe. On note ĥ(·) la hauteur de Ne´ron-Tate sur la courbe elliptique E(K).
Conjecture 2 (Proble`me de Lehmer elliptique) Soit E/K une courbe elliptique sur
un corps de nombres K. Il existe une constante strictement positive c(E/K) telle que pour
tout point P ∈ E(K)\Etors, on a
ĥ(P ) ≥ c(E/K)
[K(P ) : K]
.
The´ore`me 2 (Laurent) Soit E/K une courbe elliptique a` multiplication complexe sur
un corps de nombres K. Il existe une constante strictement positive c(E/K) telle que pour
tout point P ∈ E(K)\Etors de degre´ D = [K(P ) : K], on a
ĥ(P ) ≥ c(E/K)
D
(
log log 3D
log 2D
)3
.
Ge´ne´ralisation en dimension supe´rieure
En 1999-2000, David et Hindry [19] puis Amoroso et David [2] ge´ne´ralisent ces re´sultats
en dimension supe´rieure : sur les varie´te´s abe´liennes pour David et Hindry et sur Gnm pour
Amoroso et David. Sur Gnm on choisit une compactification, par exemple P
n ou (P1)n, et on
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se donne un fibre´ en droites ample L sur cette compactification. Sur une varie´te´ abe´lienne
A/K on se donne un fibre´ en droites ample et syme´trique L. Ceci permet de de´finir un
degre´ degL. On renvoie au chapitre 1 pour une de´finition pre´cise de ce degre´. Dans la suite
quand on utilisera le degre´ sur Gnm, il sera toujours sous-entendu qu’on prend celui-ci dans
une compactification donne´e et pour un fibre´ ample fixe´, par exemple O(1) sur Pn. Les
auteurs de [19] et [2] utilisent en fait un invariant plus naturel pour le proble`me de Lehmer
en dimension supe´rieure que le degre´ : l’indice d’obstruction
δL(x) = min
{
degL V
1
codimV / V sous-varie´te´ sur K, K-irre´ductible de G et x ∈ V (K)
}
ou` G est la varie´te´ abe´lienne A/K ou le tore Gnm selon le cas.
Remarque 1 En prenant V = {x} l’adhe´rence sche´matique de x dans G (i.e., en conside´-
rant toute l’orbite de x sous l’action du groupe de Galois Gal(K/K)), on voit que
1 ≤ δL(x) ≤ [K(x) : K] 1dim G .
Conjecture 3 (Proble`me de Lehmer en dimension supe´rieure) Il existe une cons-
tante c(n) > 0 telle que pour tout point P ∈ Gnm(Q) a` coordonne´es multiplicativement
inde´pendantes, on a
ĥL(P ) ≥ c(n)
δL(P )
.
The´ore`me 3 (Amoroso-David) Il existe une constante c(n) > 0 telle que pour tout
point P ∈ Gnm(Q) a` coordonne´es multiplicativement inde´pendantes, on a
ĥL(P ) ≥ c(n)
δL(P )
(log 2δL(P ))
−κ(n) ,
ou` κ(n) = (n + 1)((n+ 1)!)n − n.
Dans le cas abe´lien, en notant ĥL(·) la hauteur de Ne´ron-Tate associe´e a` un fibre´ en droites
syme´trique ample L, on a
Conjecture 4 (Proble`me de Lehmer abe´lien) Soient A/K une varie´te´ abe´lienne de
dimension g sur un corps de nombres et L un fibre´ en droites ample et syme´trique sur A.
Il existe une constante c(A/K,L) strictement positive telle que pour tout point P ∈ A(K)
d’ordre infini modulo toute sous-varie´te´ abe´lienne stricte de A, on a
ĥL(P ) ≥ c(A/K,L)
δL(P )
. (1)
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De plus, en terme du degre´ D = [K(P ) : K], on a pour tout point P ∈ A(K) qui n’est pas
de torsion
ĥL(P ) ≥ c(A/K,L)
D
1
g0
, (2)
ou` g0 est la dimension du plus petit sous-groupe alge´brique contenant le point P .
Dans la direction de cette conjecture, David et Hindry obtiennent le
The´ore`me 4 (David-Hindry) Soient A/K une varie´te´ abe´lienne de dimension g, de
type C.M. sur un corps de nombres et L un fibre´ en droites ample et syme´trique. Il existe
une constante c(A/K,L) > 0 telle que pour tout point P ∈ A(K) d’ordre infini modulo
toute sous-varie´te´ abe´lienne, on a
ĥL(P ) ≥ c(A/K,L)
D
1
g
(log 2D)−κ(g) ,
ou` D = [K(P ) : K] et κ(g) = (2g(g + 1)!)g+2.
En fait ils remarquent que leur preuve donne meˆme le the´ore`me ou` l’on remplace D
1
g par
δL(P ) et log 2D par log 2δL(P ), re´sultat plus proche de la partie (1) de leur conjecture.
Proble`me de Lehmer pour les sous-varie´te´s
Une ge´ne´ralisation naturelle des e´nonce´s pre´ce´dents est la suivante : minorer la hauteur
des sous-varie´te´s non de torsion de G (G = A ou G = Gnm). Dans les cas multiplicatif et
abe´lien, David et Philippon ont formule´ les conjectures ge´ne´ralisant au cas des sous-varie´te´s
les e´nonce´s du type Lehmer. Nous donnons ici des e´nonce´s faisant intervenir le degre´ plutoˆt
que l’indice d’obstruction. Ces e´nonce´s sont probablement plus intuitifs, par contre ils ne
ge´ne´ralisent que la partie (2) des e´nonce´s pre´ce´dents. On pourrait e´galement formuler des
conjectures ge´ne´ralisant la partie des e´nonce´s pre´ce´dents utilisant l’indice d’obstruction
d’une sous-varie´te´.
Conjecture 5 (David-Philippon) Soit n un entier non nul. Il existe une constante
c(n) > 0 telle que pour toute sous-varie´te´ V stricte de Gnm, Q-irre´ductible et telle que
VQ n’est pas re´union de sous-varie´te´s de torsion, on a l’ine´galite´
ĥL(V )
degL V
≥ c(n)(degL V )−
1
s−dimV ,
ou` s est la dimension du plus petit sous-groupe alge´brique contenant V .
13
Conjecture 6 (David-Philippon) Soient A/K une varie´te´ abe´lienne sur un corps de
nombres K et L un fibre´ en droites ample et syme´trique. Il existe une constante strictement
positive c(A/K,L) telle que pour toute sous-varie´te´ V stricte de A sur K, K-irre´ductible
et telle que VK n’est pas re´union de sous-varie´te´s de torsion, on a l’ine´galite´
ĥL(V )
degL(V )
≥ c(A/K,L) degL(V )−
1
s−dimV ,
ou` s est la dimension du plus petit sous-groupe alge´brique contenant V .
Dans le cas multiplicatif, Amoroso et David montrent (sans toutefois l’e´crire explicitement)
dans [4] que la conjecture 3 entraˆıne la conjecture 5 et, en utilisant leur re´sultat de Lehmer
en dimension supe´rieure, il obtiennent en direction de la conjecture 5 le re´sultat suivant :
The´ore`me 5 (Amoroso-David) Soit n un entier non nul. Il existe une constante stric-
tement positive c(n) telle que pour toute sous-varie´te´ V stricte de Gnm, Q-irre´ductible et
telle que VQ n’est pas re´union de sous-varie´te´s de torsion, on a l’ine´galite´
ĥL(V )
degL V
≥ c(n)(degL V )−
1
s−dimV (log 2 degL V )
−κ(n) ,
ou` κ(n) = (n+ 1)((n+ 1)!)n− n et s est la dimension du plus petit sous-groupe alge´brique
contenant V .
Raffinement en dimension 1
Dans les articles [5] et [6], Amoroso et Dvornicich puis Amoroso et Zannier e´tendent le
proble`me de Lehmer sur Gm au cas des extensions abe´liennes relatives. Pre´cise´ment, en
notant Kab la cloˆture abe´lienne d’un corps de nombres K, ils e´noncent la conjecture et
de´montrent le the´ore`me suivant :
Conjecture 7 (Amoroso-Zannier) Soit K un corps de nombres. Il existe une constante
strictement positive c(K), telle que
∀x ∈ Gm(K)\µ∞, h(x) ≥ c(K)
D
,
ou` D = [Kab(x) : Kab].
The´ore`me 6 (Amoroso-Zannier) Soit K un corps de nombres. Il existe une constante
c(K) strictement positive, telle que
∀x ∈ Gm(K)\µ∞, h(x) ≥ c(K)
D
(
log log 5D
log 2D
)13
,
ou` D = [Kab(x) : Kab].
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La conjecture 7 est bien e´videmment une ge´ne´ralisation du proble`me de Lehmer initial :
on travaille avec un corps de nombres K au lieu de travailler avec Q et surtout on utilise le
degre´ [Kab(x) : Kab] qui est la partie non-abe´lienne du degre´ usuel [K(x) : K]. Le the´ore`me
6 e´tend le re´sultat de Amoroso et Dvornicich qui traitait le cas ou` x appartenait a` une
extension abe´lienne de K, i.e., le cas D = 1. C’est pre´cise´ment ce the´ore`me, dans le cas
D = 1, qui a e´te´ e´tendu aux courbes elliptiques a` multiplication complexe ou ayant un
j-invariant non-entier par Baker dans [8], puis par Silverman [50] dans le cas des courbes
elliptiques sans multiplication complexe. Ainsi pour les courbes elliptiques, on a
The´ore`me 7 (Baker-Silverman) Soit E/K une courbe elliptique. Il existe une constante
strictement positive c(E/K) telle que
∀P ∈ E(Kab)\Etors, ĥ(P ) ≥ c(E/K).
Ce dernier re´sultat a e´te´ re´cemment e´tendu par Baker et Silverman (cf. [9]) au cas des
varie´te´s abe´liennes.
The´ore`me 8 (Baker-Silverman) Soient A/K une varie´te´ abe´lienne sur un corps de
nombres K et L un fibre´ en droites ample et syme´trique. Il existe une constante strictement
positive c(A/K,L) telle
∀P ∈ A(Kab)\Ators, ĥL(P ) ≥ c(A/K,L).
Contenu de la the`se
Le premier chapitre est un chapitre de rappels. Nos re´sultats originaux sont pre´sente´s dans
les chapitres 2 a` 6 qui sont re´dige´s sous la forme d’articles logiquement inde´pendants les
uns des autres. Le chapitre 2 correspond a` un article a` paraˆıtre au Journal of Number
Theory et le chapitre 3 a` un article a` paraˆıtre dans la revue Acta Arithmetica.
La premie`re partie de la the`se est consacre´e au proble`me de Lehmer sur les sous-varie´te´s
des varie´te´s abe´liennes.
Dans le chapitre 1, nous faisons un certain nombre de rappels concernant les degre´s
ge´ome´trique, arithme´tique et la notion de hauteur de points et de varie´te´s. Nous donnons,
notamment, une construction comple`te, par re´currence, de la hauteur sur les varie´te´s en
suivant [17]. Nous profitons e´galement de cette partie introductive pour donner les preuves
des proprie´te´s simples ve´rifie´es par le degre´ arithme´tique, ces de´monstrations n’e´tant pas
toujours tre`s de´taille´es dans la litte´rature.
Dans le chapitre 2, nous montrons l’analogue, dans le cadre des varie´te´s abe´liennes, des
re´sultats de [4]. Pre´cise´ment, en prouvant un re´sultat de densite´ de petits points (cf. le
the´ore`me 27 du chapitre 2), nous montrons en corollaire que :
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The´ore`me 9 Soient A/K une varie´te´ abe´lienne de type C.M. sur K et L un fibre´ en
droites ample et syme´trique sur A. Il existe une constante strictement positive c(A/K,L)
telle que si V est une sous-varie´te´ alge´brique stricte de A sur K, K-irre´ductible et telle
que VK n’est pas re´union de sous-varie´te´s de torsion, on a l’ine´galite´
ĥL(V )
degL(V )
≥ c(A/K,L) degL(V )−
1
s−dimV (log(3 degL(V )))
−κ(s) ,
ou` s est la dimension du plus petit sous-groupe alge´brique contenant V .
Il suit de la preuve de ce the´ore`me que toute avance´e en direction de la conjecture 4 entraˆıne
une avance´e similaire en direction de la conjecture 6. Autrement dit, une bonne minoration
de la hauteur des points (non de torsion) entraˆıne une bonne minoration de la hauteur de
toutes les sous-varie´te´s (non de torsion) de A. En particulier nous prouvons e´galement le
re´sultat suivant :
The´ore`me 10 La conjecture 4 de David-Hindry implique la conjecture 6 de David-
Philippon.
La preuve du re´sultat principal de ce chapitre, a` savoir le the´ore`me 27, se fait essentielle-
ment en utilisant des arguments de ge´ome´trie sur les varie´te´s abe´liennes. Il n’y a pas de
transcendance dans ce chapitre, si ce n’est a` travers l’application du the´ore`me principal de
[19] qui, lui, repose effectivement sur une preuve de transcendance.
Dans le chapitre 3, nous ame´liorons le the´ore`me 9 pre´ce´dent dans le cas particulier des
hypersurfaces de varie´te´s abe´liennes de type C.M., e´tendant ainsi au cadre des varie´te´s
abe´liennes le re´sultat analogue sur Gnm de Amoroso et David [3]. Dans ce cadre restreint
aux hypersurfaces, nous montrons un re´sultat sensiblement plus fin en direction de la
conjecture 6 : on peut prendre pour κ une valeur absolue, inde´pendante de g. En notant
δi,j le symbole de Kronecker (valant 1 si i = j et 0 sinon), nous de´montrons le re´sultat
suivant :
The´ore`me 11 Soient A/K une varie´te´ abe´lienne de type C.M. et L un fibre´ en droites
ample et syme´trique sur A. Il existe une constante c(A/K,L) strictement positive telle
que si V est une hypersurface irre´ductible de A sur K telle que VK n’est pas re´union de
sous-varie´te´s de torsion, on a l’ine´galite´
ĥL(V ) ≥ c(A/K,L)(log log 3 degL V )
1+2δg−s,1
(log 2 degL V )
2+δg−s,1
,
ou` s est la dimension du stabilisateur de V .
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La preuve de ce re´sultat se fait cette fois-ci en utilisant la machinerie classique de trans-
cendance. Au lieu d’appliquer brutalement le re´sultat principal de [19], nous reprenons leur
de´monstration (dont le sche´ma est calque´ sur celui de Dobrowolski) et nous l’adaptons au
cadre qui nous inte´resse.
En supposant que A/K est une courbe elliptique, L le fibre´ en droites associe´ au diviseur
3(0) et V = {P} l’image sche´matique d’un point d’ordre infini P ∈ A(K) de´fini sur une
extension finie de degre´ D = [K(P ) : K], nous retrouvons exactement le the´ore`me 2 de
Laurent sur le proble`me de Lehmer elliptique. Dans le cas d’une “vraie” hypersurface, i.e.,
quand δg−s,1 = 0, nous obtenons une minoration un peu meilleure.
Dans la seconde partie de la the`se nous nous inte´ressons au proble`me de Lehmer et a` ses
diffe´rentes variantes en dimension 1.
Dans le chapitre 4, nous retrouvons le the´ore`me 1 de Dobrowolski, essentiellement en
transcrivant sa preuve dans le formalisme des pentes que J.-B. Bost a introduit dans [15]. Il
ne s’agit ici en fait que d’une premie`re e´tape d’un travail qui reste a` faire : l’objectif e´tait ici
de voir dans quelle mesure les preuves de transcendance “classiques” concernant le proble`me
de Lehmer peuvent se traduire en utilisant l’ine´galite´ des pentes. Il serait maintenant
inte´ressant d’essayer d’adapter la preuve du the´ore`me 2 de Laurent dans ce langage. L’ide´e
est que l’ine´galite´ des pentes permet de mieux exploiter la ge´ome´trie des objets avec lesquels
on travaille. Si ceci n’est pas flagrant dans le cas de Gm, cela le serait certainement plus
dans le cas d’une courbe elliptique E, ou` le formalisme des pentes permettrait d’incorporer
directement l’ine´galite´ sur la hauteur de Ne´ron-Tate, sans avoir a` passer par l’artifice
consistant a` plonger E dans E × E et a` conside´rer un “gros” multiple du point conside´re´
en vue de minimiser la diffe´rence entre hauteur de Ne´ron-Tate et hauteur de Weil. On
pourrait peut-eˆtre obtenir ainsi un paralle´lisme complet pour le proble`me de Lehmer sur
le groupe multiplicatif et sur les courbes elliptiques a` multiplication complexe.
Dans le chapitre 5, nous nous inte´ressons, dans le cadre des courbes elliptiques, au raffi-
nement utilisant la partie non-abe´lienne du degre´. Nous obtenons :
The´ore`me 12 Soit E/K une courbe elliptique a` multiplication complexe. Il existe une
constante c(E/K) strictement positive, telle que
∀P ∈ E(K)\Etors, ĥ(P ) ≥ c(E/K)
D
(
log log 5D
log 2D
)13
,
ou` D = [Kab(P ) : Kab].
Ce re´sultat rend naturel de ge´ne´raliser la conjecture 7 aux courbes elliptiques :
Conjecture 8 Soit E/K une courbe elliptique. Il existe une constante strictement positive
c(E/K), telle que
∀P ∈ E(K)\Etors, ĥ(P ) ≥ c(E/K)
D
,
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ou` D = [Kab(P ) : Kab].
L’exposant 13 apparaissant en exposant des facteurs log et log log dans le the´ore`me 12
peut eˆtre ame´liore´ au prix d’une hypothe`se supple´mentaire.
The´ore`me 13 Soit c0 > 0. Il existe une constante strictement positive c(E/K, c0), telle
que : pour toute extension abe´lienne L/K et pour tout point P ∈ E(K)\Etors ve´rifiant
D = [L(P ) : L], si le nombre de nombres premiers qui se ramifient dans L est borne´ par
c0
(
log 2D
log log 5D
)2
, alors on a l’ine´galite´
ĥ(P ) ≥ c(E/K, c0)
D
(
log log 5D
log 2D
)3
.
On voit qu’en imposant une contrainte sur l’e´tendue de la ramification dans l’extension
abe´lienne (the´ore`me 13), nous obtenons une ge´ne´ralisation du the´ore`me 2 de Laurent.
Dans le cas ge´ne´ral (the´ore`me 12), sans imposer aucune condition, nous obtenons une
minoration optimale aux puissances de log pre`s, avec un exposant le´ge`rement de´grade´
par rapport au cas classique : on a comme puissance de log un exposant 13 au lieu d’un
exposant 3 ; toutefois cet exposant 13 est le meˆme que dans le cas multiplicatif duˆ a`
Amoroso et Zannier (cf. the´ore`me 6). Ce the´ore`me 12, dans le cas des courbes elliptiques
a` multiplication complexe, ge´ne´ralise au cas D quelconque un pre´ce´dent re´sultat de Baker
[8] (cf. the´ore`me 7).
Le the´ore`me 12 est une premie`re e´tape en direction d’un re´sultat plus ge´ne´ral : une ge´ne´-
ralisation naturelle de ce chapitre serait l’extension au cas des varie´te´s abe´liennes de type
C.M. L’ide´e serait pour cela de reprendre l’article [19] en incorporant les nouvelles ide´es
que l’on trouve dans [6] et dans ce chapitre. Cette extension aurait d’autant plus d’inte´ret
qu’elle permettrait de rendre d’autant plus performant le the´ore`me 1.4 de l’article [45] de
Re´mond de´ja mentionne´ en de´but d’introduction. Notons que notre the´ore`me 12 permet
de´ja` de simplifier la preuve du theorem 2. de Viada [57]. Avant de donner l’e´nonce´ de ce
the´ore`me, on introduit une de´finition : on dit qu’une courbe sur une varie´te´ abe´lienne A
est transverse si elle n’est contenue dans aucune translate´e de sous-varie´te´ abe´lienne de A
diffe´rente de A.
The´ore`me 14 (Viada) Soient E/K une courbe elliptique a` multiplication complexe, n
un entier non nul et C/K une courbe transverse dans En. Pour r ≥ 0 on conside`re les
ensembles
Sr(C) :=
⋃
codimG≥r
G ∩ C(K)
ou` l’union porte sur les sous-groupes alge´briques G de En de codimension au moins r.
Alors l’ensemble S2(C) est fini.
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La preuve de Viada est calque´e sur celle de Bombieri, Masser et Zannier [14] dans le cas de
Gnm. Elle utilise le fait que la hauteur des points de S1(C) est borne´e. Il s’agit du Theorem 1.
du meˆme article de Viada qui re´sulte simplement des proprie´te´s fonctorielles des hauteurs
et du the´ore`me du cube pour les varie´te´s abe´liennes. Ceci e´tant acquis on constate, en
appliquant le the´ore`me de Northcott, qu’il suffit alors de montrer que le degre´ des points
de S2(C) est borne´. C’est la partie difficile de la preuve. Viada montre ceci en deux e´tapes :
la premie`re consiste a` montrer la finitude de l’ensemble S3(C). La seconde e´tape consiste a`
montrer la finitude de S2(C) en utilisant un subtil argument cohomologique. Nous montrons
au chapitre 5 comment e´viter cet argument cohomologique en appliquant notre the´ore`me
12. En fait l’utilisation de ce the´ore`me 12 permet de ramener la seconde e´tape a` la premie`re.
Dans le chapitre 6, nous faisons deux remarques concernant la conjecture de Lehmer
abe´lienne sur les points : nous montrons que la partie (1) de la conjecture 4 entraˆıne en
fait la partie (2) de cette meˆme conjecture et nous montrons de meˆme que le the´ore`me 4
entraˆıne le
Corollaire 1 Soient A/K une varie´te´ abe´lienne de dimension g, de type C.M. sur un
corps de nombres et L un fibre´ en droites ample et syme´trique sur A. Il existe une constante
c(A/K,L) > 0 telle que pour tout point P ∈ A(K) d’ordre infini, on a
ĥL(P ) ≥ c(A/K,L)
D
1
g0
(log 2D)−κ(g0) ,
ou` D = [K(P ) : K], g0 est la dimension du plus petit sous-groupe alge´brique contenant P
et κ(g0) = (2g0(g0 + 1)!)
g0+2.
Ce re´sultat ame´liore le meilleur re´sultat pre´ce´demment connu pour les varie´te´s abe´liennes
de type C.M., duˆ a` Masser [33] qui obtient, pour tout point P d’ordre infini de A(K) :
ĥL(P ) ≥ c(A/K,L)
D2 log 2D
.
Par ailleurs, nous remarquons e´galement dans ce chapitre que la conjecture 4 entraˆıne la
version multihomoge`ne de cette conjecture telle que formule´e dans [19] :
Conjecture 9 (David-Hindry) Soient A/K une varie´te´ abe´lienne de dimension g sur
un corps de nombres et L un fibre´ en droites syme´trique ample sur A. Pour tout entier
n ∈ N il existe une constante c(A/K,L, n) > 0 telle que pour tout n-uplet (P1, . . . , Pn) de
points d’ordre infini dans A(K), End(A)-line´airement inde´pendants, on a :
n∏
i=1
ĥL(Pi) ≥ c(A/K,L, n)
D
1
g
,
ou` D = [K(P1, . . . , Pn) : K].
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Nous pre´cisons dans cet e´nonce´ l’hypothe`se “line´airement inde´pendants” en End(A)-line´ai-
rement inde´pendants, le meˆme e´nonce´ avec pour seule hypothe`se Z-line´airement inde´pen-
dants e´tant faux comme nous l’expliquons dans ce dernier chapitre.
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Premie`re partie
Proble`me de Lehmer sur les varie´te´s
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Chapitre 1
Degre´ ge´ome´trique, degre´
arithme´tique et hauteur
Dans ce chapitre, on fait des rappels sur les notions de degre´ ge´ome´trique, degre´ arith-
me´tique, hauteur sur les points et hauteur sur les varie´te´s. Nous aurons besoin de ces
notions dans les autres chapitres : la hauteur (tant sur les points que sur les varie´te´s) e´tant
l’objet fondamental sur lequel s’appuie toute cette the`se. Nous rappelons les de´finitions
ainsi que les proprie´te´s usuelles dont nous nous servirons ensuite. Dans le cas du degre´
arithme´tique sur Spec OK , nous donnons la preuve des quelques proprie´te´s simples que
nous rappelons, ces de´monstrations n’e´tant pas toujours tre`s de´taille´es dans la litte´rature.
Soit K un corps. Si F/K est une extension de corps et X un Spec K-sche´ma, alors,
la notation XF de´note le produit fibre´ X ×Spec K Spec F et X(F ), appele´ l’ensemble des
points F -rationnels de X, de´note l’ensemble MorK(Spec F,X). On fera fre´quemment l’abus
consistant a` e´crire F au lieu de Spec F quand F est un corps ou meˆme un anneau. On
dit que V est une varie´te´ alge´brique sur K si V est un K-sche´ma de type fini, irre´ductible
et ge´ome´triquement re´duit. Par sous-varie´te´ on entendra toujours sous-varie´te´ qui est un
sous-sche´ma ferme´. On appelle courbe toute varie´te´ de dimension 1 et on note Pn ou PnK
l’espace projectif sur K de dimension n.
1.1 Degre´ ge´ome´trique
Dans ce paragraphe on de´finit le degre´ ge´ome´trique de deux fac¸ons : la premie`re dans
le cas projectif, en utilisant le polynoˆme de Hilbert ; la seconde en utilisant la the´orie
de l’intersection. On commence par de´finir le degre´ ge´ome´trique dans le cas des varie´te´s
projectives. Pour cela, on se rame`ne au cas des sous-varie´te´s de Pn : soient V une varie´te´
projective sur K et L un fibre´ en droites tre`s ample. Il existe un plongement ϕ : V ↪→ Pn
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correspondant a` L tel que si O(1) de´note le fibre´ standard sur Pn (dont les sections globales
sont les polynoˆmes homoge`nes en n+1 variables de degre´ 1), alors L = ϕ∗O(1). Supposons
un instant connue la notion de degre´ projectif d’une sous-varie´te´ de Pn.
De´finition 1 En notant degK(.) le degre´ projectif, on de´finit et on note degL V , le degre´
de V relativement au fibre´ en droites tre`s ample L, par
degL V = degK(ϕ(V )).
Il suffit donc de de´finir le degre´ d’une sous-varie´te´ de Pn. C’est ce que l’on fait dans ce qui
suit.
Soit V une sous-varie´te´ de Pn. Elle est de´termine´e par la donne´e d’un ide´al sature´ I = I(V )
de K[x0, . . . , xn]. On pose A = K[x0, . . . , xn]/I(V ) et on note Aν la composante homoge`ne
de degre´ ν de A.
De´finition 2 Un objet fondamental associe´ a` V est sa fonction de Hilbert
H(V, ·) : N→ N.
Elle est de´finie par la formule
∀ν ∈ N, H(V, ν) = dimKAν .
Le re´sultat principal concernant cette fonction est qu’elle est asymptotiquement polyno-
miale. Autrement dit, on a le
The´ore`me 15 (Hilbert) Il existe un unique polynoˆme, P (V, ·) de degre´ d = dim V, tel
que
∀ν >> 0, P (V, ν) = H(V, ν).
On appelle ce polynoˆme le polynoˆme de Hilbert de V . Son terme dominant est de la forme
m
d!
νd.
De´finition 3 Avec les notations pre´ce´dentes, on de´finit le degre´ projectif de V comme
e´tant le nombre m. On le note degK(V ).
Revenons au cas ge´ne´ral d’une varie´te´ projective V munie d’un fibre´ en droites (tre`s) ample
L. On peut en fait de´finir le polynoˆme de Hilbert de manie`re comple`tement explicite et
pas uniquement pour des valeurs asymptotiques :
The´ore`me 16 (Riemann-Roch) Si χ(V, L⊗ν) =
∑
(−1)idimKH i (V, L⊗ν) de´signe la ca-
racte´ristique d’Euler-Poincare´ de V , alors,
∀ν ∈ N, P (V, ν) = χ(V, L⊗ν).
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Exemple 1 Dans le cas d’une courbe V ge´ome´triquement irre´ductible, lisse sur un corps
K alge´briquement clos, on rappelle que par de´finition le genre g(V ) est la dimension du K-
espace vectoriel Γ(V,Ω1V/K). Par dualite´ de Serre (valable sur une varie´te´ projective lisse sur
un corps alge´briquement clos), on peut e´galement voir le genre comme e´tant la dimension du
K-espace vectoriel H1(V,OV ). Le the´ore`me 16 pre´ce´dent nous donne P (V, 0) = χ(V,OV ).
Or un the´ore`me classique d’annulation de la cohomologie de Grothendieck nous assure
qu’ici,
χ(V,OV ) = dimKΓ(V,OV )− dimKH1(V,OV ) = 1− g(V ).
En effet, pour une varie´te´ X/K propre, lisse et ge´ome´triquement connexe, toute fonction
re´gulie`re est constante. Sur un corps alge´briquement clos, on peut donc, non seulement lire
le degre´, mais aussi lire le genre d’une courbe projective sur son polynoˆme de Hilbert. De
plus, en re´appliquant maintenant le meˆme argument avec ν = 1 et en utilisant les notations
classiques en ge´ome´trie, on obtient le the´ore`me de Riemann-Roch usuel,
l(L)− l(KV − L) = degL V + 1− g(V ).
Il se trouve que le degre´ projectif est un nombre entier. Sur C on peut montrer qu’il s’agit du
cardinal du sche´ma de dimension ze´ro X∩H, pour tout plan ge´ne´ral H de PnC de dimension
n− d. Le proble`me de cette assertion est qu’il faut de´finir la notion de “ge´ne´ral”. Ici, dire
que le plan est ge´ne´ral signifie qu’il est tel qu’une de´formation infinite´simale ne change
pas le re´sultat. Autrement dit, quand on “bouge un peu” le plan, le nombre conside´re´ ne
change pas. Il s’agit donc bien d’une de´finition ge´ome´trique.
Exemple 2 Sur C le degre´ d’un point ferme´ est 1. De meˆme, e´tant donne´es une courbe
ou une hypersurface dans PnC on peut lire le degre´ sur un dessin : il suffit de couper la
courbe par un hyperplan ge´ne´ral et l’hypersurface par une droite ge´ne´rale, puis de compter
le cardinal obtenu.
On peut donner une construction rigoureuse de cette approche du degre´ d’une varie´te´
relativement a` un diviseur, en utilisant le produit d’intersection. C’est la me´thode la plus
intrinse`que. En fait, elle ne ne´cessite pas de supposer la varie´te´ projective ; il suffit de la
supposer propre. Comment fait-on ? On se donne une varie´te´ X sur un corps K, un fibre´ en
droites (faisceau inversible, diviseur de Cartier) L sur X et une sous-varie´te´ V de dimension
k de X. L’objectif est de de´finir un entier appele´ degre´ de V relativement a` L associe´ a`
ces donne´es et qui co¨ıncide avec celui pre´ce´demment de´fini dans le cas projectif. En vue de
de´finir ce degre´, on construit un produit d’intersection, note´ · , sur les diviseurs en suivant
le livre de Fulton [25] :
1.1.1 The´orie de l’intersection
Dans tout ce paragraphe, K est un corps et X/K une varie´te´ propre sur K de dimension
n.
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Cycles et e´quivalence rationnelle
De´finition 4 Si R est un anneau local de dimension ze´ro, on de´finit la longueur de R que
l’on note lg(R), comme e´tant la longueur n d’une chaˆıne
R ⊃ m = I1 ⊃ . . . ⊃ In = {0}
d’ide´aux tels que Ik/Ik+1 ' R/m comme R-modules. (Comme R est local de dimension
ze´ro, la longueur est finie et par le the´ore`me de Jordan-Ho¨lder, cette longueur est bien
de´finie, c’est-a`-dire, inde´pendante du choix d’une chaˆıne ayant ces proprie´te´s.)
Soit V une sous-varie´te´ de X de codimension 1. L’anneau local OV,X est par de´finition
l’anneau local au point ge´ne´rique de V . Il est de dimension 1. Soit s ∈ K∗(X), on veut
de´finir l’ordre d’annulation de s selon V, que l’on note ordV (s), de sorte que ce soit un
homomorphisme, i.e., tel que :
∀s, t ∈ K∗(X) ordV (st) = ordV (s) + ordV (t).
Tout s ∈ K∗(X) peut s’e´crire sous la forme s = a
b
, avec a, b ∈ OV,X . On a donc ne´cessai-
rement, ordV (s) = ordV (a)− ordV (b). Ainsi, il suffit de de´finir ordV pour les e´le´ments de
OV,X . On pose alors :
∀s ∈ OV,X ordV (s) = lgOV,X (OV,X/(s)) .
Pour s ∈ K∗(X) fixe´, il existe seulement un nombre fini de sous-varie´te´s V de codimension
1 de X telle que ordV (s) 6= 0.
Sur la varie´te´ X on peut maintenant construire un morphisme naturel ϕ du groupe des
diviseurs de Cartier, note´ CaDiv X, dans le groupe des n − 1-cycles Zn−1(X) : soit D =
(Ui, fi)i∈I ∈ CaDiv X et soit V une sous-varie´te´ de codimension 1 de X. On pose
ordVD = ordV fi, ou` i est tel que Ui ∩ V 6= ∅,
ceci ayant un sens car, si j est tel que Uj ∩ V 6= ∅, alors fifj est inversible sur Ui ∩ Uj, donc
ordV fi = ordV fj.
Partant d’un diviseur de Cartier D, on de´finit ainsi un diviseur de Weil
[D] =
∑
V
ordVD [V ].
L’application ϕ qui a` D associe [D] est un morphisme de groupes.
De´finition 5 On appelle groupe des k-cycles sur X et on note Zk(X), le groupe abe´lien
libre engendre´ par les sous-varie´te´s V de dimension k de X. Un e´le´ment de Zk(X) est appele´
un k-cycle et si V est une sous-varie´te´ k-dimensionnelle de X, on note [V ] (ou abusivement
V ) l’e´le´ment correspondant de Zk(X).
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De´finition 6 Si α =
∑
V
nV [V ] est un cycle, on de´finit le support de α comme e´tant
supp α = |α| =
⋃
nV 6=0
V.
Si D est un diviseur de Cartier, on appelle support de D et on note | D |, le support du
diviseur de Weil associe´.
De´finition 7 Un k-cycle α est rationnellement e´quivalent a` 0, α ∼ 0, s’il existe un nombre
fini de sous-varie´te´s Wi de dimension k+1 de X et des si ∈ K∗(Wi) tels que α =
∑
div(si).
Comme div(s−1) = −div(s), les cycles rationnellement e´quivalents a` ze´ro forment un sous-
groupe Ratk(X) de Zk(X). Le groupe des classes de k-cycles modulo e´quivalence rationnelle
sur X est le groupe note´ :
Ak(X) = Zk(X)/Ratk(X).
On de´finit alors
Z∗(X) =
dim(X)⊕
k=0
Zk(X) et de meˆme, A∗(X) =
dim(X)⊕
k=0
Ak(X).
Produit d’intersection sur les diviseurs : soit V une sous-varie´te´ de X sur K de
dimension k. On note D le diviseur de Cartier associe´ au faisceau inversible L et on de´finit
D · V , note´ e´galement D · [V ], dans Ak−1 (| D | ∩V ) comme suit :
Notons j : V ↪→ X l’inclusion naturelle. Deux cas se pre´sentent :
• Si V  | D |, alors D se restreint en un diviseur de Cartier, j∗D sur V et on pose
D · [V ] = [j∗D].
• Si V ⊆| D |, on prend l’image re´ciproque faisceautique de D, i.e., j∗OX(D). On
obtient ainsi un faisceau inversible sur V . A` ce faisceau correspond un diviseur de
Cartier, C tel que OV (C) = j∗OX(D). On note [C] sa classe de diviseur de Weil dans
Ak−1(V ) et on pose
D · [V ] = [C].
Par line´arite´, on en de´duit un produit d’intersection entre les diviseurs de Cartier et les
cycles de dimension quelconque de X.
1.1.2 Degre´ d’un cycle
On note toujours X/K une varie´te´ propre de dimension n.
De´finition 8 Soit α =
∑
nP [P ] un 0-cycle sur X. En identifiant Z et A0(Spec K), on
de´finit le degre´ du 0-cycle α comme e´tant :
deg α =
∑
nP [K(P ) : K] = pi∗(α),
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ou` pi est le morphisme structural de X vers Spec K. On peut maintenant de´finir le degre´
relativement a` L d’une sous-varie´te´ V de X : en appliquant k fois l’ope´ration “prendre le
produit d’intersection avec D”, on obtient un cycle de dimension ze´ro,
∑
nP [P ]. On pose
alors
degL V = pi∗
(
Lk · [V ]) = ∑nP [K(P ) : K],
ou` pi est le morphisme structural de X vers Spec K. On peut montrer que dans le cas
projectif, on retombe sur le degre´ projectif de´fini pre´ce´demment.
Exemple 3 Si x ∈ X(K) est un point K-rationnel de X, en notant V := {x} la varie´te´
de´finie en prenant l’image sche´matique de x ∈ XK dans X, on a :
degL(V ) = [K(x) : K].
1.2 Degre´ arithme´tique sur Spec OK
Dans cette section, on donne la de´finition du degre´ arithme´tique sur Spec OK le spectre de
l’anneau des entiers d’un corps de nombres K et on donne une application de cette notion :
l’ine´galite´ des pentes. Cette dernie`re, introduite pour la premie`re fois par J.-B.Bost dans
son article [15], a connu re´cemment quelques belles applications en ge´ome´trie diophantienne
(voir par exemple [15], [16] et [26]). En utilisant ce langage et surtout l’ine´galite´ des pentes,
on donne au chapitre 4 une de´monstration du the´ore`me de Dobrowolski [23] concernant le
proble`me de Lehmer sur Gm.
1.2.1 Degre´ arithme´tique : de´finition
De´sormais K est un corps de nombres. On note S = Spec OK le spectre de l’anneau des
entiers de K. Alors que dans le cas des corps de fonctions, S repre´sente l’ensemble de toutes
les places de K, dans le cas des corps de nombres, S = Spec OK ne repre´sente (en oubliant
le point ge´ne´rique) que les places finies. Pour pouvoir e´tendre l’analogie entre corps de
nombres et corps de fonctions, il faut aussi prendre en compte les places a` l’infini : c’est
l’ide´e de la the´orie initie´e par Arakelov [7].
Dans la suite, on note S0 l’ensemble des points ferme´s de S (i.e., les places finies de OK),
S∞ l’ensemble des places archime´diennes et MK = SAr := S
0 q S∞ l’ensemble de toutes
les places de K. Pour v ∈ S0 au dessus d’un nombre premier p, on normalise la valeur
absolue v-adique par | p |v= p−1 et on pose || · ||v=| · |dvv ou` dv est le degre´ local [Kv : Qp].
De meˆme si v est une place archime´dienne, on prend pour valeur absolue la valeur absolue
usuelle et on pose dv = 1 si Kv = R et dv = 2 si Kv = C.
De´finition 9 Un fibre´ vectoriel me´trise´ de rang r sur S = Spec OK est un OK-module E
projectif (i.e., sans torsion puisque OK est de Dedekind) de rang r, muni d’une collection
{|| · ||v}v∈S∞ , telle que || · ||v est une norme hermitienne sur le Kv-espace vectoriel EKv =
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E ⊗OK Kv, ve´rifiant
|| x ||σ=|| x ||σ, pour tout plongement σ : K ↪→ C.
On note un tel fibre´ me´trise´ E = (E, || · ||v).
Exemples de me´triques
Dans ce paragraphe, les varie´te´s X et Y sont des varie´te´s diffe´rentielles analytiques com-
plexes. On appliquera ensuite ceci au cas ou`, partant d’une varie´te´ alge´brique lisse sur un
corps de nombres K, on associe a` un plongement σ : K ↪→ C la C-varie´te´ alge´brique lisse
Xσ = X ×σ C, puis l’ensemble de ses points complexes Xσ(C) qui est naturellement muni
d’une structure de varie´te´ analytique complexe. Si L est un fibre´ vectoriel sur une varie´te´
analytique X, on dit qu’il hermitien s’il est muni d’une me´trique hermitienne C∞ stable
par conjugaison complexe.
La me´trique image re´ciproque : soient f : X → Y un morphisme de varie´te´s analy-
tiques et L un fibre´ en droites sur Y muni d’une me´trique hermitienne. On munit le fibre´
en droites f ∗L d’une structure hermitienne en posant, pour tout x ∈ X,
|| f ∗s ||x:=|| s ◦ f ||f(x) .
La me´trique produit tensoriel : soient E et F deux fibre´s hermitiens sur la varie´te´ X.
On munit E ⊗ F d’une structure hermitienne en posant,
〈ei ⊗ fi, ej ⊗ fj〉x := 〈ei, ej〉x · 〈fi, fj〉x .
La me´trique somme directe : soient E et F deux fibre´s hermitiens sur la varie´te´ X.
On munit E ⊕ F d’une structure hermitienne en posant,
〈ei ⊕ fi, ej ⊕ fj〉x := 〈ei, ej〉x + 〈fi, fj〉x .
La me´trique produit exterieur : soient E un fibre´ hermitien de rang r sur la varie´te´
X et k ≤ r. On munit ∧kl=1E d’une structure hermitienne en posant,
||
k∧
l=1
el ||2x:= |det (〈ei, ej〉x)| ,
ou` 〈·, ·〉 est le produit hermitien de´finissant la me´trique sur E.
La me´trique duale : soit E un fibre´ hermitien sur X. On muni le fibre´ dual E∨ =
Hom(E,C) d’une structure hermitienne en posant,
|| f ||x:= sup
s∈E
|| f(s) ||x
|| s ||x ,
ou` on a muni C de sa me´trique naturelle || 1 ||x= 1.
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Degre´ arithme´tique
Le degre´ d’Arakelov (ou degre´ arithme´tique) d’un fibre´ en droites me´trise´ sur Spec OK
L = (L, || · ||v) est de´fini en prenant un e´le´ment non nul s ∈ L et en posant
d̂egn
(
L
)
=
1
[K : Q]
(
log # (L/sOK)−
∑
σ:K↪→C
log || s ||σ
)
,
le n en indice signifiant que l’on a normalise´ par [K : Q].
Proposition 1 Le degre´ d’Arakelov d’un fibre´ en droites ne de´pend pas du choix de la
section s.
De´monstration : Soient s et t deux sections globales non nulles du fibre´ en droites L. Il
existe un k ∈ K∗ tel que t = ks, donc
−
∑
v∈SAr
log || t ||v = −
∑
v∈SAr
log || ks ||v
= −
∑
v∈SAr
log || s ||v −
∑
v∈SAr
log || k ||v
= −
∑
v∈SAr
log || s ||v par la formule du produit.
Il reste pour conclure a` voir que
log # (L/sOK) = −
∑
v∈S0
log || s ||v .
Or on sait par [18] que, si L est un OK-module projectif de rang 1,
(L/sOK) =
∏
p
(L/sOK)p =
∏
p
(
Lp/sOKp
)
.
De plus, Lp est isomorphe isome´triquement a` OKp. On a donc
(L/sOK) '
∏
p
(OKp/sOKp) '∏
p
OK/pordp(s).
Ainsi, en passant aux cardinaux,
# (L/sOK) =
∏
p∈S0
edpordp(s) =
∏
p∈S0
|| s ||−1
p
.
Ceci permet de conclure. 
30
Remarque 2 Notons au passage que si s ∈ L est non nulle, on a montre´ la formule
d̂egn
(
L
)
=
−1
[K : Q]
∑
v∈SAr
log || s ||v .
De´finition 10 On de´finit le degre´ arithme´tique d’un fibre´ vectoriel F me´trise´ de rang fini
d en posant :
d̂egn (F ) = d̂egn
 d∧
k=1
F
 .
1.2.2 Degre´ arithme´tique : proprie´te´s
Dans tout ce pararaphe, on travaille avec des fibre´s vectoriels sur Spec OK.
Proprie´te´s classiques
Proposition 2 Soit OK le fibre´ trivial muni de sa me´trique triviale || 1 ||v= 1. On a
d̂egn OK = 0.
De´monstration : Par la remarque 1, si s est une section non nulle de OK,
d̂egn OK =
−1
[K : Q]
∑
v∈SAr
log || s ||v .
En appliquant ceci avec s = 1 on constate que le membre de droite est nul. 
Proposition 3 Soient E et F deux fibre´s vectoriels hermitiens de rang respectif m et n
et L un fibre´ en droites hermitien de rang 1. On a
1. d̂egn (E ⊗ F ) = md̂egn E + nd̂egn F.
2. d̂egn (E ⊕ F ) = d̂egn E + d̂egn F .
3. d̂egn L
∨ = − d̂egn L.
De´monstration : On commence par montrer 1. dans le cas ou` m = n = 1. Soient s ∈ E,
t ∈ F deux sections telles que s⊗ t 6= 0. Pour tout v ∈ SAr, on a || s⊗ t ||v=|| s ||v|| t ||v.
En effet, si v ∈ S∞ c’est la de´finition et si v ∈ S0, Ev ⊗ Fv est isomorphe a` OKv par
l’isomorphisme qui envoie s⊗ t sur jEv (s)jFv (t). Ainsi
|| s⊗ t ||v=|| jEv (s)jFv (t) ||v=|| jEv (s) ||v|| jFv (t) ||v=|| s ||v|| t ||v .
En appliquant la remarque p. 31, on conclut dans ce cas. Dans le cas ge´ne´ral, on utilise
l’isomorphisme isome´trique
nm∧
l=1
E ⊗ F '
(
n∧
l=1
E
)⊗m
⊗
(
m∧
l=1
F
)⊗n
.
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Le premier cas permet alors de conclure.
2. On applique le 1. en utilisant l’isomorphisme isome´trique
n+m∧
l=1
E ⊕ F '
n+m⊕
l=1
(
l∧
k=1
E ⊗
n+m−l∧
k=1
F
)
'
n∧
l=1
E ⊗
m∧
l=1
F .
3. Par de´finition du faisceau inverse (ou fibre´ dual) on a L⊗ L∨ ' OK . En munissant OK
de sa me´trique triviale et L∨ de la me´trique duale, cet isomorphisme est isome´trique. Ainsi,
on a d̂egn
(
L⊗ L∨) = 0 par la proposition 2. En appliquant le point 1. on conclut. 
Ine´galite´ des pentes
De´finition 11 Soit E un OK-fibre´ vectoriel, on de´finit la pente de E par
µ̂(E) =
d̂egn E
rgE
.
De´finition 12 Avec les meˆmes notations, on de´finit la pente maximale de E par
µ̂max(E) = max µ̂(F ), ou`
le max porte sur les sous-OK-fibre´s de E de rang supe´rieur a` 1 et munis des me´triques
de´duites de celle de E par restriction.
De´finition 13 Si ϕ est un morphisme entre deux OK-fibre´s hermitiens E et F , on note
h(ϕ) et on appelle hauteur de ϕ le nombre
1
[K : Q]
∑
v∈SAr
log || ϕ ||v, ou`,
|| ϕ ||v est la norme d’ope´rateur de ϕKp et || ϕ ||σ la norme de l’ope´rateur ϕC,σ.
Lemme 1 Soit ϕ : E → F un morphisme entre OK-fibre´s hermitiens de rang r. On a,
∀v ∈ SAr, ||
r∧
l=1
ϕ ||v≤|| ϕ ||rv .
De´monstration : Soit v ∈ S∞. En choisissant des bases orthonorme´es pour les espaces
hermitiens EKv et FKv , on identifie ϕ a` une matrice de Mr(C). Par de´finition de la puissance
exte´rieure, || ∧rl=1 ϕ ||v=|| det ϕ ||v. Or le de´terminant est le produit des valeurs propres,
alors que || ϕ ||v est la norme de la plus grande valeur propre. D’ou` l’ine´galite´. Dans le cas
ou` v ∈ S0, cela re´sulte de l’ine´galite´ ultrame´trique. 
Avec les notations pre´ce´dentes, on a le the´ore`me suivant, duˆ a` J.-B. Bost,
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The´ore`me 17 (Ine´galite´s des pentes 1) Si le morphisme ϕK : EK → FK est injectif,
alors,
d̂egn E ≤ rg(E)(µ̂max(F ) + h(ϕ)).
De´monstration : Le morphisme ϕK e´tant injectif on a un isomorphisme
ϕ : EK → ϕ(EK).
On note F ′ un sous-OK-module de F tel que F ′K = ϕK(EK). L’application
r∧
l=1
ϕK :
r∧
l=1
EK →
r∧
l=1
F ′K
est bijective donc non nulle. En particulier elle de´finit un e´le´ment non-nul du K-espace
vectoriel de dimension 1 associe´ au fibre´ en droites hermitien L :=
(∧r
l=1E
)∨ ⊗ ∧rl=1 F ′.
En utilisant la proposition 3, on obtient
d̂egn E − d̂egn F ′ = −d̂egn L
=
1
[K : Q]
∑
v∈SAr
log ||
r∧
l=1
ϕ ||v
≤ r
[K : Q]
∑
v∈SAr
log || ϕ ||v par le lemme 1
= rh(ϕ).
Par ailleurs, la de´finition de µ̂max implique que d̂egn F
′ ≤ rµ̂max(F ). 
En fait, dans la pratique c’est plutoˆt une version filtre´e de cette ine´galite´ qui est utile. On
va donc filtrer : soit FK un K-espace vectoriel de dimension finie muni d’une filtration
{0} = FN+1K ⊂ FNK ⊂ . . . ⊂ F 0K = FK
par des K-espaces vectoriels. On suppose de plus que les sous-quotients successifs
GlK = F
l
K/F
l+1
K
sont les K-espaces vectoriels sous-jacents a` certains fibre´s vectoriels hermitiens G
l
sur
Spec OK . Soient par ailleurs E un fibre´ vectoriel hermitien et ϕK : EK → FK une applica-
tion K-line´aire injective. On pose pour tout l ∈ [[0, N + 1]]
ElK = ϕ
−1
K (F
l
K), et E
l = E ∩ ElK .
Ainsi les sous-OK-modules El de E forment une filtration
{0} = EN+1 ⊂ EN ⊂ . . . ⊂ E0 = E.
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De plus, munie des me´triques de restriction sur E, cette filtration est une filtration de
OK-modules hermitiens. Enfin, pour tout l ∈ [[0, N ]] on conside`re les applications
ϕlK : E
l
K → GlK et ϕ˜lK : ElK/El+1K → GlK
de´finies par composition de ϕK et de la projection sur G
l
K . On peut maintenant e´noncer
la version filtre´e du the´ore`me pre´ce´dent.
The´ore`me 18 (Ine´galite´s des pentes 2) Avec les notations pre´ce´dentes, on a,
d̂egn E ≤
N∑
l=0
rg
(
El/El+1
)
(µ̂max(G
l
) + h(ϕl)).
De´monstration : Il suffit d’appliquer la preuve pre´ce´dente a` chaque cran de la filtration
et de sommer le tout ensuite. C’est l’ine´galite´ (4.14) de la Proposition 4.6. de [16]. 
On donne e´galement une variante que nous utiliserons au chapitre 4.
The´ore`me 19 Avec les notations pre´ce´dentes, on a
d̂egn E ≤
∑N
l=0 rg
(
El/El+1
)(µ̂max(Gl) + ∑
p premiers
log || ϕl ||p )
+
∑N
l=0 log ||
∧
max ϕ˜l ||C .
De´monstration : On reprend la preuve pre´ce´dente et on ne remplace pas les termes
|| ∧r ϕl || par || ϕl ||r aux places archime´diennes. 
1.3 Hauteur sur les points
1.3.1 Hauteur sur Pn(Q)
Soient K un corps de nombres de degre´ d et MK l’ensemble des valeurs absolues (deux
a` deux non e´quivalentes) sur K, normalise´es comme pre´ce´demment par |p|v = p−1 pour
toute place finie v au dessus du nombre premier p. On note dv = [Kv : Qp] le degre´ local
et on de´finit la hauteur (logarithmique absolue) sur Pn(Q) par
h(x0 : . . . : xn) =
1
d
∑
v∈MK
dv log max
0≤i≤n
|xi|v.
On voit sur la de´finition que la hauteur d’un point est toujours positive ou nulle. Dans
cette de´finition, la renormalisation par 1
d
sert juste a` faire en sorte que le re´el h(x) soit
inde´pendant du choix du corps K contenant x. De plus par la formule du produit, la
hauteur est aussi inde´pendante du choix d’un syste`me de coordonne´es projectives.
34
Proposition 4 Soient r ∈ Z, σ ∈ Gal(Q/Q) et x ∈ Pn(Q). On a
h(xr) =| r | h(x), et, h(σ(x)) = h(x).
Cette hauteur ve´rifie les the´ore`mes de Northcott et de Kronecker :
The´ore`me 20 (Northcott) Soient A et B deux re´els. L’ensemble{
x ∈ Pn(Q) / [Q(x) : Q] ≤ A, h(x) ≤ B }
est fini.
The´ore`me 21 (Kronecker) Soient x = (x0 : . . . : xn) ∈ Pn(Q) non nul et i tel que
xi 6= 0. On a l’e´quivalence
h(x) = 0 ⇐⇒ ∀j ∈ [[1, n]] xj
xi
∈ µ∞ ∪ {0}.
1.3.2 Hauteur de Ne´ron-Tate sur les varie´te´s abe´liennes
De´finition 14 Soient X/K une varie´te´ projective et L un fibre´ tre`s ample sur X. En
notant ϕL le plongement de X dans un espace projectif Pn associe´ a` L (c’est-a`-dire tel
que L = ϕ∗LO(1)), on de´finit la hauteur hL : X(K) → R+ par hL(P ) := h(ϕL(P )), ou`
h(x0 : . . . : xn) est la hauteur logarithmique absolue sur Pn(K) de´finie pre´ce´demment.
Dans le cas ou`X = A est une varie´te´ abe´lienne et ou` L est de plus syme´trique, cette hauteur
ve´rifie un certain nombre de proprie´te´s agre´ables. Nous indiquons les plus essentielles, qui
nous serviront dans la suite. On renvoie par exemple au livre [30] Part B pour tout ce qui
concerne les hauteurs.
Proposition 5 Sur une varie´te´ abe´lienne A/K munie d’un fibre´ en droites L tre`s ample
et syme´trique, la hauteur hL ve´rifie :
1. ∀P ∈ A(K) hL([m]P ) = m2hL(P ) +O(1).
2. ∀P,Q ∈ A(K) hL(P +Q) + hL(P −Q) = 2hL(P ) + 2hL(Q) +O(1).
3. ∀h > 0 ∀d > 0 l’ensemble {P ∈ A(K)/ hL(P ) ≤ h, deg(P ) ≤ d} est fini.
Dans les affirmations pre´ce´dentes, la constante O(1) de´pend de A, L et m, mais pas des
points P et Q.
Toujours dans le cas des varie´te´s abe´liennes, on peut a` partir de cette hauteur en construire
une plus jolie : la hauteur de Ne´ron-Tate, note´e ĥL. La de´finition est la suivante :
ĥL(P ) = lim
n→+∞
hL([2
n]P )
4n
.
Les proprie´te´s classiques de cette hauteur sont re´sume´es dans le the´ore`me suivant.
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The´ore`me 22 (Ne´ron-Tate) Soient A/K une varie´te´ abe´lienne et L un fibre´ ample et
syme´trique sur A. La hauteur canonique est une forme quadratique positive semi-de´finie
sur A(K), telle que
1. ∀P ∈ A(K) ĥL(P ) = hL(P ) +O(1)
2. ĥL(P ) = 0 ⇐⇒ P ∈ Ators.
1.4 Hauteur sur les varie´te´s
Il y a essentiellement deux approches de la notion de hauteur d’une varie´te´, toutes deux
consistant en une ge´ne´ralisation de la notion de hauteur d’un point. On a d’une part
l’approche de Philippon (cf. [38], [39], [40]), consistant comme ce que l’on a fait au de´but
du premier paragraphe, a` se ramener au cas d’une sous-varie´te´ d’un Pn, puis dans ce cas, a`
donner une de´finition e´le´mentaire. D’autre part, il y a l’approche de Bost-Gillet-Soule´ [17]
fonde´e sur les travaux de Gillet-Soule´ [27] [28], consistant a` travailler en parfaite analogie
avec le degre´ en construisant un produit d’intersection arithme´tique, puis en voyant la
hauteur comme un degre´ arithme´tique (ou degre´ d’Arakelov). Un the´ore`me de Soule´ (th.3
p.366 de [53]) indique que ces deux notions de hauteurs co¨ıncident, a` condition de prendre
les bonnes conventions pour les places a` l’infini dans la de´finition de Philippon, i.e., en
prenant la de´finition de hauteur qu’il donne dans [40] paragraphe 2.
1.4.1 De´finition a` la Bost-Gillet-Soule´
Contrairement au cas ge´ome´trique ou` la construction du produit d’intersection sur les
diviseurs n’est pas dure, dans le cas arithme´tique c’est difficile. On ne va donc pas de´finir
le produit d’intersection arithme´tique (meˆme sur les diviseurs). Par contre, on peut donner
une de´finition auto-contenue, suivant [17] proposition 3.2.1., de la hauteur en utilisant une
construction par re´currence. C’est ce que l’on fait dans ce qui suit.
Le corps K est toujours un corps de nombres, d’anneau d’entiers OK . On note S = SpecOK
le sche´ma affine associe´. SiX/S est un S-sche´ma de fibre ge´ne´rique uneK-varie´te´, on notera
X(C) la varie´te´ analytique complexe re´union disjointes des varie´te´s Xσ(C) ou` Xσ(C) est
la varie´te´ (analytique complexe) des points complexes de la varie´te´ (alge´brique complexe)
Xσ de´duite de X par extension des scalaires de OK a` K, puis de K a` C selon le morphisme
σ, les σ de´crivant l’ensemble des plongements de K dans C.
De´finition 15 On dit que X est une varie´te´ arithme´tique sur S si c’est un S-sche´ma plat
quasi-projectif, tel que sa fibre ge´ne´rique XK soit une K-varie´te´ lisse.
Exemple 4 Un sche´ma abe´lien, le mode`le de Ne´ron d’une varie´te´ abe´lienne, le mode`le
de Weierstrass d’une courbe elliptique, son mode`le minimal sont des exemples de varie´te´s
arithme´tiques.
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De´finition 16 On dit que L = (L, h) est un fibre´ en droites hermitien si L est un fibre´
en droites sur X et h une me´trique hermitienne C∞ stable par conjugaison complexe sur
le fibre´ en droites holomorphe LC canoniquement associe´ a` L sur X(C).
On ve´rifie imme´diatement que ceci ge´ne´ralise la notion de fibre´ en droites hermitien sur
Spec OK introduite au paragraphe 1.2.
De´finition 17 Soient X une varie´te´ arithme´tique sur S, L un fibre´ en droites hermitien sur
X et Y un sous-sche´ma ferme´, propre sur S. On va de´finir par re´currence sur la dimension
de Y , un nombre re´el hL(Y ) appele´ hauteur de Y relativement a` L :
• si Y est vertical, i.e., s’il est contenu dans une fibre spe´ciale de X au dessus d’un
ide´al premier p, alors on pose
hL(Y ) =
1
[K : Q]
degLFp (Y ) log
(
NKQ p
)
,
ou` degLFp de´note le degre´ ge´ome´trique usuel au dessus de Fp de´fini au de´but de ce
chapitre.
• si s est une section rationnelle de L dans Y de diviseur div(s) = ∑nαZα, on pose
hL(Y ) =
∑
α
nαhL (Zα)−
1
[K : Q]
∫
Y (C)lisse
log || s || c1(LC)dimY (C).
Il reste a` de´finir c1(L) quand L est un fibre´ en droites hermitien holomorphe sur une
varie´te´ analytique complexe X. On note ∂ et ∂ les ope´rateurs diffe´rentiels usuels (∂
envoie les (p, q)-formes diffe´rentielles sur les (p + 1, q)-formes et ∂ envoie les (p, q)-
formes sur les (p, q+1)-formes). Soit maintenant s une section rationnelle de L dans
X, on de´finit c1(L) par
c1(L) =
1
2ipi
∂∂ log || s ||2 .
Proposition 6 Dans le cas ou` Y = X = S, on a hL(S) = d̂egnL, ou` d̂egn est le degre´
arithme´tique normalise´.
De´monstration : On applique la de´finition par re´currence de hL(S) : soit s une section
rationnelle de L dans S, i.e., un e´le´ment non nul du OK-module (des section globales, que
l’on note encore L) associe´ au fibre´ en droites L. On a div(s) =
∑
p
ordp(s)[SpecFp]. Par
ailleurs, S(C) est de dimension ze´ro : c’est l’ensemble des plongements σ : K ↪→ C. Ainsi,
on a ∫
Y (C)lisse
log || s || c1(LC)dimY (C) =
∑
σ:K↪→C
log || s ||σ .
Enfin, la varie´te´ SpecFp est visiblement un Fp-sche´ma de degre´ 1 (relativement a` L), donc,
la de´finition par re´currence nous donne
hL(S) =
1
[K : Q]
(∑
p
ordp(s) log p
dp −
∑
σ:K↪→C
log || s ||σ
)
,
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ou` p est le nombre premier au-dessous de p et ou` dp est le degre´ de l’extension Fp/Fp. Sous
cette forme, on reconnait le degre´ normalise´ de L. 
Dans ce qui suit, on suppose (pour ne pas avoir a` e´crire partout l’hypothe`se Y/S propre)
que X/S est projective.
De´finition 18 Soient L un fibre´ en droites hermitien sur la varie´te´ arithme´tique X et V/K
une sous-varie´te´ de la fibre ge´ne´rique XK de X. On de´finit la hauteur de V relativement a`
L, comme e´tant la hauteur de l’image sche´matique1 V de V dans X.
Il nous reste maintenant a` de´finir la hauteur d’une varie´te´ projective, sans supposer connu
aucun mode`le : on suppose donc donne´e V une K-varie´te´ projective sur un corps de
nombres. Par de´finition il existe un fibre´ en droites tre`s ample L sur V de´finissant un
plongement ϕ : V ↪→ PnK dans un espace projectif. L’espace projectif PnK a un mode`le na-
turel sur S, PnS, qui est une varie´te´ arithme´tique naturellement munie d’un fibre´ en droites
hermitien, le fibre´ O(1) muni de la me´trique de Fubini-Study de´finie comme suit : pour
toute section s ∈ H0 (PnC,O(1)) (assimilable a` l’espace des polynoˆmes homoge`nes de degre´
1 en X0, . . . , Xn), on a
|| s || (x0 : . . . : xn) = 1
2
| s(x0 : . . . : xn) |√
x20 + · · ·+ x2n
.
Ceci nous permet de de´finir la hauteur de V :
De´finition 19 Avec les notations pre´ce´dentes, on appelle hauteur de V relativement a` L
et on note hL(V ) le re´el
hL(V ) = hO(1)
(
ϕ(V )
)
,
ou` ϕ(V ) est l’image sche´matique dans PnS de ϕ(V ).
Remarque 3 Si V est une sous-varie´te´ de Pn
K
, alors V admet un mode`le YF de´fini sur un
corps de nombres F . On peut donc e´tendre la notion de hauteur aux sous-varie´te´s de Pn
K
.
La normalisation par le degre´ d’un corps de de´finition, assure comme dans le cas des points
que cette de´finition a bien un sens : si Y ′/F ′ est un autre mode`le de´fini sur un autre corps
de nombres, on a hL(YF ) = hL(Y
′
F ′).
Exemple 5 Si x ∈ Pn(Q), en notant V = {x} l’image sche´matique de x dans Pn et en
posant L = O(1), on a
hL(V )
degL V
= h2(x),
ou` h2 la hauteur sur les points de Pn(Q) de´finie en utilisant la norme L2 aux places
archime´diennes plutoˆt que la norme L∞ comme au paragraphe 1.3.1.
1le plus petit sous-sche´ma ferme´ de X contenant p(V ). Son espace topologique sous-jacent co¨ıncide avec
l’adhe´rence topologique de p(V ).
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1.4.2 Hauteur de Faltings d’une varie´te´ abe´lienne
On explique ici ce qu’on appelle dans la litte´rature la hauteur de Faltings (stable) d’une
varie´te´ abe´lienne A/K sur un corps de nombres K. Le proble`me consiste a` associer un re´el
hFalt(A) qui est de´fini de manie`re intrinse`que a` partir de A. Notamment on ne veut pas que
cette de´finition de´pende d’un quelconque plongement de A dans un espace projectif, mais
on veut par contre que cette hauteur ve´rifie les proprie´te´s usuelles d’une “bonne” hauteur,
a` savoir on voudrait que
• Pour tout g ∈ N, il existe C(g) ∈ R tel que pour toute varie´te´ abe´lienne de dimension
g, de´finie sur Q on ait
hFalt(A) ≥ C(g).
• A` isomorphisme pre`s, il n’y a qu’un nombre fini de varie´te´s abe´liennes de dimension
g, de hauteur de Faltings borne´e et de´finies sur un corps de nombres de degre´ borne´.
Un tel objet existe et s’appelle la hauteur de Faltings (stable) de A. Il a e´te´ introduit pour
la premie`re fois par Faltings [24] dans sa preuve de la conjecture de Mordell sur la finitude
du nombre de points rationnels d’une courbe de genre g ≥ 2.
Construction : soit A une varie´te´ abe´lienne de dimension g ≥ 1 sur Q. Il existe un corps
de nombres K sur lequel A est de´finie et a re´duction semi-stable. Soient alors pi : A → S
son mode`le de Ne´ron, ε : S → A sa section neutre et ΩgA/S le faisceau localement libre de
rang 1 des g-formes diffe´rentielles. On pose ωA/S = ε
∗ΩgA/S . C’est un fibre´ en droites et
comme A/S est un sche´ma en groupes lisse, on a l’isomorphisme ωA/S ' pi∗ΩgA/S . S’agissant
d’un fibre´ de rang 1 sur SpecOK, on peut l’identifier au module de ses sections globales. Or
l’isomorphisme pre´ce´dent (et la de´finition de l’image directe pi∗) nous indique que ce module
n’est autre que H0
(
A,ΩgA/S
)
. En notant pour tout plongement σ : K ↪→ C, ωA/S ⊗σ C le
fibre´ en droites holomorphe associe´, on le munit d’une me´trique hermitienne par :
∀α ∈ ωA/S ⊗σ C, || α ||2σ=
ig
2
(2pi)g
∫
Aσ(C)
α ∧ α.
On a ainsi fabrique´ un fibre´ en droites hermitien ωA/S sur S, ne de´pendant que de A/S.
On pose maintenant
hFalt(A) = d̂egn
(
ωA/S
)
= hωA/S(S),
la dernie`re hauteur e´tant la hauteur de Bost-Gillet-Soule´. Du fait de la normalisation, ceci
est inde´pendant du choix de K (tel que A/K est semi-stable) et on peut montrer que cette
hauteur ve´rifie bien les proprie´te´s voulues. Ceci illustre la souplesse de la notion de hauteur
sur les varie´te´s : la hauteur de Faltings n’est rien d’autre que la hauteur de Spec OK pour
un fibre´ en droites hermitien astucieux.
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1.4.3 Hauteur de Ne´ron-Tate
Partant d’une varie´te´ abe´lienne sur un corps de nombres K et d’un fibre´ en droites ample
syme´trique L, on peut fabriquer une hauteur sur les sous-varie´te´s de A/K et meˆme par
la remarque 2 fabriquer une hauteur sur les sous-varie´te´s de AK/K. De meˆme que pour
les points, on peut en dimension supe´rieure, fabriquer a` partir de ces donne´es une hauteur
plus belle : la hauteur normalise´e, ou hauteur canonique (encore appele´e hauteur de Ne´ron-
Tate). Dans le cas ou` la varie´te´ abe´lienne A a partout bonne re´duction, Moret-Bailly [37] a
montre´ comment faire en utilisant les me´thodes pre´ce´dentes. Par contre le cas ge´ne´ral d’une
varie´te´ abe´lienne a` re´duction quelconque ne peut se traiter de la meˆme fac¸on : dans ce cas,
on ne peut pas construire la hauteur canonique comme une hauteur a` la Bost-Gillet-Soule´.
Dans ses travaux sur la conjecture de Bogomolov [60], Zhang a montre´ comment fabriquer
cette hauteur en utilisant un proce´de´ de limite dans l’esprit de celui utilise´ par Tate pour
fabriquer la hauteur canonique des points. On peut ainsi voir cette hauteur canonique
comme une limite de hauteurs arakeloviennes.
La me´trique du cube sur une varie´te´ abe´lienne : Soient A/K une varie´te´ abe´lienne
de mode`le de Ne´ron A/OK et L un fibre´ en droites syme´trique sur A. Pour tout ensemble
I ⊂ {1, 2, 3} non vide, on note pI : A3 → A le morphisme de´fini sur les points ge´ome´triques
par
pI(x1, x2, x3) =
∑
i∈I
xi.
On de´finit alors le fibre´ en droites D3(L) sur A3 par
D3(L) :=
⊗
I⊂{1,2,3}
I 6=∅
p∗IL⊗(−1)
#I
.
Par le the´ore`me du cube, ce fibre´ est trivial. On choisit une trivialisation et on munit
D3(L) de la structure hermitienne induite par cette trivialisation. Si L est muni d’une
structure hermitienne induisant une telle me´trique triviale sur D3(L), i.e., induisant un
isomorphisme isome´trique avec le fibre´ en droites trivial OA3 , on dit que L est muni d’une
me´trique cubiste.
Cas de bonne re´duction : On suppose que A/OK est un sche´ma abe´lien. On fixe un
isomorphisme ϕ entre OA3 et D3(L). On munit pour tout plongement σ le fibre´ en droites
Lσ de la me´trique cubiste (qui existe et est unique par un the´ore`me de Moret-Bailly [37])
|| · ||σ associe´e a` ϕσ. Notons qu’un autre choix d’isomorphisme ϕ aurait multiplie´ les
me´triques || · ||σ par | l |σ ou` l est une unite´ de OK . Ainsi par la formule du produit, la
hauteur associe´e a` L ne de´pend pas du choix de ϕ. On peut enfin voir que la classe de L ne
de´pend que de la classe de L ∈ Pic(A). On appelle la hauteur ainsi construite, la hauteur
canonique relativement au fibre´ en droites L et on la note ĥL(·).
Par syme´trie de L on peut trouver un isomorphisme ψ : [−1]∗L → L qui est une isome´trie
pour tout σ. Ainsi, en utilisant la proprie´te´ cubiste, on ve´rifie facilement que la hauteur
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normalise´e est quadratique : pour tout cycle V ∈ Zp(A), on a
ĥL([n]∗V) = n2pĥL(V).
Cas ge´ne´ral : On se donne une varie´te´ abe´lienne A/K, une sous-varie´te´ V de A et un
fibre´ en droites syme´trique ample L sur A. On se donne alors un mode`le A/S propre et
plat, l’image sche´matique V de V dans A, un faisceau inversible ample L sur A e´tendant
L et pour chaque place σ, une me´trique hermitienne (a` courbure positive) sur Lσ. On a
alors le the´ore`me suivant :
The´ore`me 23 (Zhang [60]) la suite 1
4n
hL ([2
n]∗V) converge uniforme´ment vers une li-
mite finie appele´e hauteur normalise´e de V et note´e ĥL(V ). Cette limite ne de´pend pas
des choix de A, L ni des me´triques choisies. Elle co¨ıncide avec la hauteur de Ne´ron-Tate
usuelle sur les points de A(K).
Exemple 6 Si x ∈ A(K) et V = {x} est l’image sche´matique de x dans A, on a
ĥL(V )
degL V
= ĥL(x),
ou` ĥL(x) est la hauteur de Ne´ron-Tate usuelle sur les points K-rationnels de A.
1.4.4 De´finition a` la Philippon
Soit V/K une varie´te´ projective sur un corps de nombres K. On se donne un plongement
ϕ : V ↪→ Pn dans un espace projectif, associe´ a` un fibre´ en droites ample et syme´trique L.
On va de´finir une hauteur sur les sous-varie´te´s de Pn et on en de´duira une hauteur pour
V en posant hL(V ) := h(ϕ(V )).
L’ide´e de Philippon est la suivante : si X est une hypersurface de Pn de degre´ d, alors X
est de´finie par une e´quation homoge`ne
FX(x) =
∑
i0+...+in=d
aix
i = 0.
De plus, cette e´quation FX est de´termine´e de manie`re unique, a` multiplication par une
constante non-nulle pre`s, par X. On peut alors poser h∞(X) := h(FX) = h(a) ou` la
dernie`re hauteur est la hauteur projective usuelle du point a. Ceci e´tant on peut e´tendre
cette construction d’une hypersurface au cas ge´ne´ral d’une sous-varie´te´ quelconque de Pn en
utilisant les formes de Cayley-Chow : si X est une sous-varie´te´ de degre´ d et de dimension
r de Pn on peut lui associer une forme multihomoge`ne FX de multidegre´ (d, · · · , d) qui est
de´termine´e par
FX(a00, . . . , an0, a01, . . . , anr) = 0
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si et seulement si l’intersection de X avec les r + 1 hyperplans
∑n
k=0 akiXk = 0 pour
0 ≤ i ≤ r est non-vide. La forme FX s’appelle la forme de Chow (ou forme e´liminante) de
X. On pose alors h∞(X) := h(FX).
Cette hauteur, si elle est naturelle et comparable a` la hauteur de Bost-Gillet-Soule´, ne
co¨ıncide toutefois pas exactement avec cette dernie`re. Pour cela, Philippon donne dans son
article [40] paragraphe 2, la modification ade´quate pour de´finir une hauteur h co¨ıncidant
avec celle de´finie de manie`re arakelovienne : on conserve la construction pre´ce´dente, mais
on modifie aux places a` l’infini la de´finition de la hauteur projective standard : au lieu de
prendre la norme infinie, on prend la norme L2 et on rajoute de plus le terme constant
1
2
(r + 1) degL(X)
∑n
j=1
1
j
.
A` partir de la`, Philippon de´finit une hauteur canonique sur les varie´te´s abe´liennes. On
se donne donc A/K une varie´te´ abe´lienne et L un fibre´ en droites ample et syme´trique
(la construction de Philippon se fait en fait sur le fibre´ projectivement normal L⊗4 mais
on peut oublier ce de´tail). On veut de´finir une hauteur canonique associe´e a` ces donne´es.
Pour cela l’ide´e est d’utiliser le proce´de´ limite a` la Tate existant pour fabriquer la hauteur
canonique des points. On note GX le stabilisateur de X dans A et on pose
ĥL(X) = lim
n→∞
| ker[n] ∩GX |
n2(dimX+1)
hL([n]X).
La` encore, on peut montrer que cette de´finition a un sens (i.e., la limite existe) et co¨ıncide
bien avec celle donne´e de fac¸on arakelovienne.
1.5 Re´sultats et conjecture sur la hauteur canonique
Soient K un corps de nombres, A/K une varie´te´ abe´lienne de dimension g et L un fibre´
en droites tre`s ample syme´trique de´finissant un plongement de A dans un espace projectif
Pn.
1.5.1 Re´sultats de base
Ces re´sultats sont montre´s dans les propositions et lemmes aboutissant a` la proposition 9.
de [38].
Proposition 7 Avec les notations pre´ce´dentes, on a :
1. Il existe une constante c(A,L) telle que pour toute sous-K-varie´te´ X de AK on a
| ĥL(X)− hL(X) |≤ c(A,L) degL(X).
2. ĥL⊗m(X) = m
dimX+1ĥL(X).
3. Si ξ ∈ A (K)
tors
, alors on a, ĥL(X + ξ) = ĥL(X).
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4. Si α ∈ End(A) est tel que α∗L ∼ L⊗q(α), alors
ĥL(α(X)) =
q(α)dimX+1
| ker α ∩GX | ĥL(X), et, ĥL(α
−1(X)) = q(α)codimX−1ĥL(X).
De´monstration : Le point 2. est un re´sultat vrai pour la hauteur hL, donc on conclut
en passant a` la limite. Le point 3. de´coule facilement de la de´finition : tout d’abord on a
GX = G(X+ξ) et dimX = dim(X + ξ). Ainsi, en notant k l’ordre de ξ, on a, en prenant la
sous-suite (kn) de (n),
ĥL(X + ξ) = lim
n→∞
| ker[n] ∩GX |
n2(dimX+1)
hL([n](X + ξ))
= lim
n→∞
| ker[kn] ∩GX |
(kn)2(dimX+1)
hL([kn]X) = ĥL(X).
Les points 1. et 4. ne´cessitent une ve´ritable preuve. le point 1. est de´montre´ dans [38] et le
point 4. dans [38] pour α = [n] et dans [19] proposition 2.3. dans le cas ge´ne´ral. 
1.5.2 Re´sultats principaux et conjecture
Soient K un corps de nombres, A/K une varie´te´ abe´lienne et L un fibre´ en droites syme´tri-
que ample sur A. Comme le cas de dimension 0, on peut se demander comment caracte´riser
les sous-varie´te´s de A de hauteur normalise´e nulle. On sait depuis les travaux de Zhang
[61] et inde´pendamment David-Philippon [20], caracte´riser ces varie´te´s :
The´ore`me 24 (Zhang) Soit X une sous-varie´te´ irre´ductible de AK . On a l’e´quivalence
ĥL(X) = 0 ⇐⇒ ∃ξ ∈ A(K)tors, ∃B sous-varie´te´ abe´lienne de AK tels que X = B + ξ.
De´finition 20 Une varie´te´ telle que dans le the´ore`me pre´ce´dent est dite sous-varie´te´ de
torsion de AK . Si X est une sous-varie´te´ irre´ductible de A/K telle que XK est une re´union
de sous-varie´te´ de torsion, on dit que X est une sous-varie´te´ de torsion de A.
Par ailleurs, si X est une sous-varie´te´ de A, on notera
X(ε) =
{
x ∈ X(K) / ĥL(x) ≤ ε
}
.
Le the´ore`me 24 est en fait directement lie´ a` une conjecture de Bogomolov. On peut montrer
que les e´nonce´s correspondants aux the´ore`mes 24 et 25 sont e´quivalents.
The´ore`me 25 (Conjecture de Bogomolov) Soit X une sous-varie´te´ irre´ductible de
AK qui n’est pas de torsion. Il existe une constante ε > 0 telle que l’ensemble X(ε) ne soit
pas Zariski-dense dans X.
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En fait, la conjecture originelle de Bogomolov se limite au cas ou` X est une courbe. Sous
cette forme, elle a e´te´ de´montre´e par Ullmo [56]. La ge´ne´ralisation en dimension supe´rieure
a alors imme´diatement e´te´ de´montre´e par Zhang [61] en adaptant les ide´es d’Ullmo. La
preuve de ce re´sultat s’appuie de manie`re cruciale sur un pre´ce´dent travail de Szpiro-Ullmo-
Zhang [54]. Une re´fe´rence concernant ceci est l’expose´ d’Abbes [1] au se´minaire Bourbaki.
On tire trivialement de ce the´ore`me le re´sultat suivant, ne´ conjecture de Manin-Mumford
et de´montre´ en premier par Raynaud [44] :
Corollaire 2 (Conjecture de Manin-Mumford) Soit C une courbe irre´ductible de AK
qui n’est pas de torsion. Alors, l’ensemble C∩Ators
(
K
)
des points de C(K) de torsion dans
AK est fini.
Un re´sultat crucial dans la preuve de la conjecture de Bogomolov est le the´ore`me 26 suivant,
dit des minimas successifs, duˆ a` Zhang [60] dans une version bien plus pre´cise.
De´finition 21 Soient X une sous-varie´te´ de A sur K et θ un nombre re´el positif. On pose
X(θ, L) =
{
x ∈ X(K) / ĥL(x) ≤ θ
}
. On de´finit alors le minimum essentiel de X et on
note µˆessL (X) le re´el
µˆessL (X) = inf
{
θ > 0 / X(θ, L) = X
}
ou` X(θ, L) est l’adhe´rence de Zariski de X(θ, L) dans A.
The´ore`me 26 (Zhang) Si X est une sous-varie´te´ de A/K, alors,
ĥL(X)
(dimX + 1) degLX
≤ µˆessL (X) ≤
ĥL(X)
degLX
.
Au vu du the´ore`me 24, qui est l’analogue pour les varie´te´s abe´liennes et en dimension
supe´rieure du the´ore`me 21 de Kronecker, on peut se demander ce qu’il en est des varie´te´s
qui ne sont pas des varie´te´s de torsion : existe-t-il un e´nonce´, meˆme conjectural, donnant
une minoration de la hauteur de telles varie´te´s et ge´ne´ralisant en dimension supe´rieure le
proble`me de Lehmer abe´lien ? Comme annonce´ dans l’introduction, une telle conjecture
existe effectivement :
Conjecture 10 (David-Philippon) Soient A/K une varie´te´ abe´lienne munie d’un fibre´
en droites ample et syme´trique L. Si X est une sous-varie´te´ stricte de A sur K, K-irre´duc-
tible et qui n’est pas de torsion, alors on a l’ine´galite´
ĥL(X)
degL(X)
≥ c(A,L) degL(X)−
1
s−dimX ,
ou` s est la dimension du plus petit sous-groupe alge´brique contenant X.
Les chapitres 2 et 3 de cette the`se sont consacre´s a` l’obtention de re´sultats en direction de
cette conjecture dans le cas des varie´te´s abe´liennes de type C.M.
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Chapitre 2
Densite´ de points et minoration de
hauteur
Il s’agit, a` quelque modifications de notations pre`s, de l’article [42] paru au Journal of
number theory.
2.1 Introduction
On sait depuis les travaux de Philippon [38] [39] [40], puis Bost, Gillet et Soule´ [17] dans le
cadre de l’intersection arithme´tique, comment de´finir la hauteur des varie´te´s projectives ;
l’ide´e e´tant de conside´rer un point comme une varie´te´ de dimension ze´ro et de ge´ne´raliser
ceci en dimension supe´rieure. De meˆme que dans le cas des points, on sait pour les varie´te´s
abe´liennes munies d’un fibre´ en droites ample et syme´trique de´finir une hauteur particulie-
rement agre´able : la hauteur canonique ĥL, ou hauteur normalise´e. En dimension ze´ro, il
existe un the´ore`me caracte´risant les points de hauteur normalise´e nulle ; c’est un re´sultat
de Kronecker dans le cas de Gm. Philippon [40] (dans le cas d’un produit de courbes ellip-
tiques) puis Zhang [60] et David-Philippon [20] dans le cas ge´ne´ral ont montre´ comment
ge´ne´raliser ce re´sultat pour caracte´riser les sous-varie´te´s de hauteur normalise´e nulle : ce
sont les translate´es d’un sous-groupe alge´brique par un point de torsion. On dit qu’une
telle sous-varie´te´ est une sous-varie´te´ de torsion. La re´ponse a` cette question re´soud une
conjecture de Bogomolov qui, dans sa formulation initiale a e´te´ de´montre´e en premier par
Ullmo [56]. Ceci e´tant, on peut se demander comment minorer la hauteur normalise´e d’une
sous-varie´te´ de hauteur non-nulle d’une varie´te´ abe´lienne. Dans leur article [20], David et
Philippon ont formule´ un proble`me ge´ne´ral (le proble`me 1.7) contenant cette question. On
peut notamment faire ressortir de la discussion suivant la formulation de leur proble`me
l’e´nonce´ suivant :
Conjecture 11 (David-Philippon) Soit A une varie´te´ abe´lienne de´finie sur un corps
de nombres k, munie d’un fibre´ ample et syme´trique L. Soit V une sous-varie´te´ stricte de
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A sur k, k-irre´ductible et telle que Vk n’est pas re´union de sous-varie´te´s de torsion, alors,
on a l’ine´galite´
ĥL(V )
degL(V )
≥ c(A,L) degL(V )−
1
s−dimV ,
ou` s est la dimension du plus petit sous-groupe alge´brique contenant V , et ou` c(A,L) est
une constante ne de´pendant que de A et de L.
Dans ce qui suit, on reprend le re´sultat principal (ainsi que le sche´ma de de´monstration)
de Amoroso-David [4] concernant le groupe multiplicatif Gnm, pour obtenir un re´sultat
analogue dans le cadre des varie´te´s abe´liennes. En utilisant les re´sultats de David-Hindry
[19] concernant le proble`me de Lehmer abe´lien, on obtient en corollaire un re´sultat en
direction de la conjecture 11. Ce dernier ne concerne que les varie´te´s abe´liennes de type
C.M., par contre il est essentiellement optimal (a` un facteur log pre`s) en le degre´ de V .
Remerciements Je tiens a` remercier M. Hindry pour sa patiente relecture, et je le remercie
e´galement, ainsi que S. David, pour m’avoir encourage´ a` e´crire cet article. Par ailleurs je
souhaite aussi remercier chaleureusement E´. Gaudron et G. Re´mond pour m’avoir indique´
une erreur dans la preuve du lemme 4 dans une version pre´liminaire de cet article.
2.1.1 Degre´ et hauteur
Soit k un corps de nombres. On dira que V est une varie´te´ alge´brique sur k si V est un
k-sche´ma de type fini ge´ome´triquement re´duit. On dira que G est un groupe alge´brique sur
k si c’est une varie´te´ en groupes sur k. On dira que A est une varie´te´ abe´lienne de´finie sur
k si c’est un groupe alge´brique connexe propre et lisse sur k. Par sous-varie´te´ on entendra
toujours sous-varie´te´ ferme´e.
Soient Ok l’anneau des entiers de k, n un entier, et X une varie´te´ projective munie d’un
plongement ϕL : X ↪→ Pnk de´fini par un fibre´ L tre`s ample sur X. Si O(1) de´note le fibre´
standard sur PnOk , on a ϕ
∗
LO(1)k ' L. On note O(1) le fibre´ standard muni de la me´trique
de Fubini-Study. Si V est une sous-varie´te´ de X, on note VL l’adhe´rence sche´matique de
ϕL(V ) dans PnOk .
De´finition 22 On de´finit le degre´ de la varie´te´ V relativement a` L, et on note degL V
l’entier degk
(
c1(O(1)k)dimV · ϕL(V )
)
ou` degk est le degre´ projectif usuel sur P
n
k .
De´finition 23 On appelle hauteur de la varie´te´ V associe´e a` L, et on note hL(V ) la hauteur
de VL, au sens de Bost-Gillet-Soule´ [17] p. 945 de´finition 3.1.1., associe´e au fibre´ hermitien
O(1). Notons que l’on ne normalise pas cette hauteur par le degre´ degL(V ).
Remarque 4 Par le the´ore`me 3 p. 366 de [53], hL(V ) coincide avec la hauteur h(fV,L) de
Philippon, telle que de´finie au paragraphe 2. de [40], ou` fV,L est une forme e´liminante de
l’ide´al de de´finition de ϕL(V ) dans k[X0, . . . , Xn]. (Le terme d’erreur de [53] disparait du
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fait du changement de normalisation pour la hauteur de Philippon entre les articles [38] et
[40]).
De´finition 24 Dans le cas ou` X = A est une varie´te´ abe´lienne, et ou` L est en plus
syme´trique, Philippon [40] (dans le cas ou` L de´finit un plongement projectivement normal)
puis Zhang [60], avec des me´thodes arakeloviennes, ont montre´ en utilisant un proce´de´ de
limite a` la Ne´ron-Tate, comment de´finir une hauteur canonique, note´e ĥL(.), sur l’ensemble
des sous-varie´te´s de A. Cette hauteur ve´rifie notamment : si V est une sous-varie´te´ de A,
de stabilisateur GV , et si n est un entier, alors,
ĥL ([n](V )) =
n2(dimV+1)
| ker [n] ∩GV | ĥL(V ).
De´finition 25 Soient A/k une varie´te´ abe´lienne et V une varie´te´ sur k ge´ome´triquement
irre´ductible. On dit qu’une sous varie´te´ V de A/k est une sous-varie´te´ de torsion de A si
Vk = a + B avec a ∈ Ators et B une sous-varie´te´ abe´lienne de Ak. On dit que c’est une
sous-varie´te´ de torsion stricte de A si Vk est une sous-varie´te´ de torsion a+B avec B une
sous-varie´te´ abe´lienne stricte de Ak.
D’apre`s les re´sultats de Philippon [40], David-Philippon [20] et Zhang [60], on a, si V est
une sous-varie´te´ de Ak/k ge´ome´triquement irre´ductible,
ĥL(V ) = 0 si et seulement si V est une sous-varie´te´ de torsion.
De´finition 26 Soient V une sous-varie´te´ de A sur k, et θ un nombre re´el positif. On pose
V (θ, L) =
{
x ∈ V (k) / ĥL(x) ≤ θ
}
. On de´finit alors le minimum essentiel de V , et on
note µessL (V ) le re´el
µessL (V ) = inf
{
θ > 0 / V (θ, L) = V
}
,
ou` V (θ, L) est l’adhe´rence de Zariski de V (θ, L) dans A.
2.1.2 Re´sultats
Soient k un corps de nombres, A/k une varie´te´ abe´lienne de dimension g, et L un fibre´ en
droites tre`s ample sur A. On de´montre le the´ore`me suivant :
The´ore`me 27 Soient K/k une extension finie, et V une sous-varie´te´ alge´brique de AK
sur K, K-irre´ductible telle que Vk n’est contenue dans aucune re´union de sous-varie´te´s de
torsion strictes de Ak. Alors, pour tout re´el ε > 0, l’ensemble des points x ∈ V (K) d’ordre
infini modulo toute sous-varie´te´ abe´lienne stricte de AK , et dont la hauteur de Ne´ron-Tate
relativement a` L ve´rifie
ĥL(x) ≤ ĥL(V )
degL V
+ ε
est Zariski dense dans V .
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On peut donner deux corollaires a` ce the´ore`me. Pour cela, on a besoin d’une de´finition.
De´finition 27 Soient A une varie´te´ abe´lienne de´finie sur un corps de nombres k, L un fibre´
en droites ample syme´trique, et x ∈ A(k). Suivant [19] de´finition 1.2., on appelle indice
d’obstruction de x, et on note δL(x) la quantite´
δL(x) = min
{
degLX
1
codim X / x ∈ X(k)
}
,
ou` le minimum est pris sur l’ensemble des sous-varie´te´s strictes, X, de A sur k, k-irre´duc-
tibles.
On peut voir le point x ∈ A(k) comme une sous-varie´te´ de A, de´finie sur k, k-irre´ductible,
de dimension 0 et de degre´ [k(x) : k]. Avec cette interpre´tation, la de´finition pre´ce´dente
admet la ge´ne´ralisation suivante : si V est une sous-varie´te´ stricte de A sur k, k-irre´ductible,
on appelle indice d’obstruction de V , et on note δL(V ) la quantite´
δL(V ) = min
{
degLX
1
codim X / V ⊂ X
}
,
ou` le minimum est pris sur l’ensemble des sous-varie´te´s strictes, X, de A sur k, k-irre´duc-
tibles.
Remarque 5 On a par de´finition, 1 ≤ δL(V ) ≤ degL(V )
1
codim V . Dans le cas ou` V est de
dimension 0, on retrouve ainsi le lemme 1.3. de [19].
En utilisant le re´sultat de [19] concernant le proble`me de Lehmer pour les varie´te´s abe´lien-
nes de type C.M., on peut alors montrer le re´sultat suivant :
Corollaire 3 Supposons de plus que A est de type C.M. Soit V une sous-varie´te´ alge´brique
stricte de A sur k, k-irre´ductible et telle que Vk n’est contenue dans aucune re´union de
sous-varie´te´s de torsion strictes de Ak. Alors, l’ensemble{
x ∈ V (k) / ĥL(x) ≤ c(A,L)
δL(V )
(
log log(3δL(V ))
log(2δL(V ))
)κ(g) }
,
n’est pas Zariski dense dans V . Ici c(A,L) est une constante ne de´pendant que de A et de
L, et κ(g) est une constante effectivement calculable ne de´pendant que de g (par exemple
κ(g) = (2g(g + 1)!)g+2 convient).
Remarque 6 Ce corollaire est une conse´quence formelle du the´ore`me 27 et du the´ore`me
principal de [19]. En particulier, toute ame´lioration dans la direction de la conjecture de
Lehmer abe´lienne, ame´liore d’autant le corollaire. Le meilleur re´sultat possible correspon-
drait au cas ou` A/k est une varie´te´ abe´lienne quelconque, et ou` l’on peut prendre κ(g) = 0,
i.e., a` la conjecture de Lehmer abe´lienne telle que e´nonce´e dans [19].
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Dans ce qui suit, si A est une varie´te´ abe´lienne, on suppose donne´ avec A une isoge´nie avec
un produit de varie´te´s abe´liennes simples
∏
Anii . On suppose de plus que la varie´te´ produit
est munie du fibre´ associe´ au plongement
A =
n∏
i=1
Arii ↪→
n∏
i=1
Prini
Segre
↪→ PN ,
les Ai e´tant plonge´es dans Pni par des fibre´s Li amples et syme´triques. Si L est un fibre´ en
droites syme´trique ample sur A, on notera par c(A,L) une constante ne faisant intervenir
que ces donne´es.
Corollaire 4 Si A est de type C.M., L un fibre´ en droites ample et syme´trique de A, et
si V est une sous-varie´te´ alge´brique stricte de A sur k, k-irre´ductible et telle que Vk n’est
pas re´union de sous-varie´te´s de torsion, alors, on a l’ine´galite´
ĥL(V )
degL(V )
≥ µessL (V ) ≥ c(A,L) degL(V )−
1
s−dimV (log(2 degL(V )))
−κ(s) ,
ou` s est la dimension du plus petit sous-groupe alge´brique contenant V .
Remarque 7 Soit P ∈ A(k). En notant V la sous-varie´te´ de A sur k obtenue a` partir
de P en rajoutant tous ses conjugue´s (plus exactement en prenant l’image sche´matique de
P dans A), on constate que le re´sultat obtenu est bien une ge´ne´ralisation d’un e´nonce´ du
type Lehmer : il s’agit d’un e´nonce´ de nature arithme´tique faisant intervenir le degre´ d’un
corps de de´finition de V .
Remarque 8 En fait, il suit des preuves des corollaires 3 et 4 le re´sultat suivant :
soient A/k une varie´te´ abe´lienne de dimension g, L un fibre´ en droites syme´tri-
que ample sur A. On appelle Lehmer(A/k, L, γ) la proprie´te´ suivante : il existe
des constantes c(A,L) ne de´pendant que de A et de L, et γ(g) ne de´pendant
que de g, telles que pour tout point x ∈ A(k) qui est d’ordre infini modulo
toute sous-varie´te´ abe´lienne stricte de A, on a
ĥL(x) ≥ c(A,L)δ(x)−γ(g).
On note ensuite Minorant(A/k, L, V, γ) l’e´nonce´ : il existe des constantes stric-
tement positives c′(A,L) ne de´pendant que de A et de L, et γ(g) ne de´pendant
que de g, telles que si V est une sous-varie´te´ alge´brique stricte de A sur k, k-
irre´ductible et telle que Vk n’est pas re´union de sous-varie´te´s de torsion, alors,
on a l’ine´galite´
ĥL(V )
degL(V )
≥ c′(A,L) degL(V )−
γ(g)
s−dimV ,
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ou` s est la dimension du plus petit sous-groupe alge´brique contenant V .
Avec ces notations, on a
Lehmer(A/k, L, γ) ⇒ Minorant(A/k, L, V, γ).
De plus, et avec les notations de la remarque pre´ce´dente 8, on trouve dans [19] la conjecture
suivante concernant le proble`me de Lehmer abe´lien :
Conjecture 12 (David-Hindry) L’assertion Lehmer(A/k, L, 1) est vraie pour toute va-
rie´te´ abe´lienne A/k.
En utilisant la remarque, on en de´duit qu’une bonne minoration de la hauteur sur les points
entraˆıne une bonne minoration de la hauteur sur toutes les sous-varie´te´s. Plus pre´cise´ment,
on a :
Corollaire 5 La conjecture 12 implique la conjecture 11.
La suite est consacre´e a` une de´monstration du the´ore`me 27 et de ces corollaires.
2.2 La proposition cle´
Proposition 8 (Amoroso-David) Soient n un entier et X une sous-varie´te´ de Pn sur
k, k-irre´ductible. Pour tout ε > 0, il existe δ0 = δ0(ε,X) > 0 ve´rifiant les proprie´te´s
suivantes :
soient δ un entier supe´rieur a` δ0, et Y une sous-varie´te´ de Pn sur k ne contenant
pas X. Si
log degk(Y ) ≤
δε
4dimX
,
alors il existe x ∈ (X \ Y )(k) tel que
hO(1)(x) ≤
hO(1)(X)
degk(X)
+ ε et [k(x) : k] ≤ (degk(X))δdimX .
De´monstration : C’est la proposition 2.1. de [4] : cette dernie`re est simplement e´nonce´e
avec Y une hypersurface, mais la preuve dans le cas ge´ne´ral reste mot pour mot la meˆme.

En utilisant un proce´de´ de limite, on en de´duit :
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Corollaire 6 Soit V une sous-varie´te´ de A sur k, k-irre´ductible. Pour tout ε1 > 0, il
existe δ1 = δ1(ε1, V, A, L) > 0 ve´rifiant les proprie´te´s suivantes :
soient δ un entier supe´rieur a` δ1, et W une sous-varie´te´ de A sur k ne contenant
pas V . Si
log degLW ≤
δ
4dimV
,
alors il existe x ∈ (V \W )(k) tel que
ĥL(x) ≤ ĥL(V )
degL V
+ ε1 et [k(x) : k] ≤ c0(ε1, A, L)(degL V )δdimV ,
ou` c0(ε1, A, L) est une constante strictement positive ne de´pendant que de ε1,
A et L.
De´monstration : Quitte a` remplacer L par L⊗4, on suppose que le plongement ϕ : A ↪→ Pn
associe´ au fibre´ en droites tre`s ample syme´trique L, est projectivement normal. Soit p un
nombre premier et N un entier strictement positif. On conside`re le plongement projectif
ψ = ψp,L de A, compose´ des plongements suivants
A ↪→ AN ↪→ (Pn)N ↪→
Segre
P(n+1)
N−1
x 7→ (x, [p]x, . . . , [pN−1]x)
Il s’agit du plongement enroule´ de´fini dans [40] paragraphe 3. En notant hψ la hauteur
associe´e a` ce plongement, la proposition 7. de [40] nous dit que
degψ(V ) =
(
p2N − 1
p2 − 1
)dimV
degL(V ), et ĥψ(V ) =
(
p2N − 1
p2 − 1
)dimV
ĥL(V ).
Ainsi, en appliquant la proposition 9. de [40], on en de´duit qu’il existe un re´el cp > 0
inde´pendant de N , tel que
|(p2N − 1
p2 − 1
)
ĥL(V )
degL(V )
− hO(1)(ψ(V ))
degk(ψ(V ))
| ≤ 8cpN. (2.1)
Soit maintenant ε1 > 0. On fixe p = 3 par exemple, et on choisit N = N(ε1, A, L) le plus
petit entier tel que
16cpN + 1(
p2N−1
p2−1
) ≤ ε1.
On va appliquer la proposition pre´ce´dente 8 avec ε = 1, X = ϕ(V ) et Y = ϕ(W ). On
choisit δ ≥ δ1(ε1, V, A, L) = max {8(dimV )2N log p, δ0(1, X)}, et on suppose que
log degL(W ) ≤
δ
4dimX
.
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Avec ces choix, on a
log degk Y = dimV log
(
p2N − 1
p2 − 1
)
+ log degLW
≤ 2NdimV log p+ log degLW
≤ 2NdimV log p+ δ
4dimV
≤ δ
2dimV
par choix de δ1.
La proposition 8 nous dit qu’il existe y ∈ (ϕ(V ) \ ϕ(W )) (k) tel que :
hO(1)(y) ≤ hO(1)(X)
degk(X)
+ 1 ≤ 8cpN + p
2N − 1
p2 − 1
ĥL(V )
degL(V )
+ 1,
et tel que
[k(y) : k] ≤ degk(X)δdimV ≤
(
p2N − 1
p2 − 1
)dimV
degL(V )δ
dimV .
Par de´finition, il existe x ∈ V \W tel que
y = ϕ(x), et tel que | hO(1)(y)− p
2N − 1
p2 − 1 ĥL(x) |≤ 8cpN.
On en de´duit
ĥL(x) ≤ ĥL(V )
degL V
+
16cpN + 1(
p2N−1
p2−1
) , et [k(x) : k] ≤ (p2N − 1
p2 − 1
)2dimV
δdimV degL V.
Le choix de N permet de conclure. 
2.3 Un lemme de majoration
Dans ce qui suit, A/k est une varie´te´ abe´lienne de´finie sur un corps de nombres k, et L
est un fibre´ en droites syme´trique tre`s ample sur A. On suppose k plonge´ dans C. On
commence par rappeler un re´sultat classique concernant le corps de de´finition d’une sous-
varie´te´ abe´lienne de Ak.
Lemme 2 Il existe une extension F/k finie, ne de´pendant que de A, et notamment de degre´
majore´ par une constante ne de´pendant que de A, telle que toute sous-varie´te´ abe´lienne
B de Ak soit de´finie sur F , i.e., il existe une sous-varie´te´ abe´lienne B0 de AF telle que
B0 ×F k ' B.
De´monstration : Le groupe Endk(Ak) est un Z-module de type fini. Il existe donc une
extension finie F/k ne de´pendant que de A telle que Endk(Ak) = EndF (AF ). Soit mainte-
nant B une sous-varie´te´ abe´lienne de Ak. Par le the´ore`me d’irre´ductibilite´ de Poincare´, il
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existe une sous-varie´te´ abe´lienne C de Ak et une isoge´nie ϕ : Ak → B×C. En notant pr1 la
projection de B×C sur B, et i l’inclusion de B dans Ak, on a : f = i◦pr1 ◦ϕ ∈ EndF (AF ).
Or B = fk(Ak) = fk(AF ×F k) ' f(AF )×F k, donc en prenant B0 = f(AF ), on voit que
B est de´finie sur F . 
Remarque 9 En fait on peut prendre F/k de degre´ infe´rieur a` 316dimA
4
(cf. [36] lemma
2.2.).
Au vu de ce lemme, on supposera dans toute la suite que toutes les sous-varie´te´s abe´liennes
de Ak/k sont de´finies sur k.
Lemme 3 Soient d un entier, et x ∈ A un point rationnel sur une extension de degre´
infe´rieur a` d. Si x est un point de torsion modulo une sous-varie´te´ abe´lienne stricte B de
A, alors on peut e´crire x = y + ξ avec y ∈ B et ξ ∈ A(F )tors ou` F est une extension de
degre´ infe´rieur a` c1(A)d, c1(A) e´tant une constante ne de´pendant que de A.
De´monstration : On note pi : A → A/B = C. On sait (cf. [11]) que l’on peut construire
une sous-varie´te´ abe´lienne C ′ de A telle que A = B+C ′, et telle que Card (B ∩ C ′) ≤ c1(A)
pour une constante c1(A) ne de´pendant que de A. Notons pi
′ = pi|C′ l’isoge´nie de C
′ vers C,
et posons K = k(x). On peut e´crire x = b+ c′ avec b ∈ B et c′ ∈ C ′. On a pi(x) = pi′(c′) ∈
C(K)tors. L’application pi
′ e´tant une isoge´nie, le point c′ est de torsion, et il est rationnel
sur une extension de K de degre´ majore´ par c1(A). 
Lemme 4 Soient d un entier, et x ∈ A un point rationnel sur une extension de degre´
infe´rieur a` d. Si x est de torsion modulo une sous-varie´te´ abe´lienne stricte B de A, alors,
il existe une sous-varie´te´ abe´lienne Bx stricte de A et un point de torsion ξ de´fini sur une
extension de degre´ au plus c1(A)d de k, tels que x ∈ (Bx + ξ) , et tels que
degLBx ≤ c2(A,L)dc3(A) max{1, hˆL(x)}c4(A), ou`
c2 ne de´pend que de A de L, et ou` c3, c4 sont des constantes ne de´pendant que de A.
De´monstration : On note Gx le plus petit sous-groupe alge´brique contenant x, et on
note Bx = G
0
x sa composante neutre. Par hypothe`se sur x, la sous-varie´te´ abe´lienne Bx
est strictement incluse dans A, et x est de torsion modulo Bx. Ainsi, le lemme 3 entraˆıne
que x ∈ (Bx + ξ) avec ξ point de torsion de´fini sur une extension de degre´ au plus c1(A)d
de k. Il reste a` voir que le degre´ de Bx est majore´ comme on veut. On va pour cela
utiliser l’article [10] de Bertrand. En suivant les notations de cet article, on note H(A)
l’ensemble des classes d’isomorphismes de sous-varie´te´s abe´liennes de A. La proposition
1.(ii) de [10] nous assure que cet ensemble est fini. De plus, si K/k est une extension de
degre´ d telle que le point x est K-rationnel, en utilisant le theorem p. 154 de [35], on
note que le cardinal de A(K)tors est majore´ par c
′
8(A)d
7dim A. Il en va donc de meˆme du
cardinal de Y (K)tors pour toute sous-varie´te´ abe´lienne Y de A. Par le lemme 2, pour toute
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sous-varie´te´ abe´lienne Y de A, le cardinal du sous-groupe de torsion de (A/Y )(K) divise
une quantite´ majore´e par c′9(A)d
c′10(A). Avec les notations de [10] poroposition 1. (i), on
peut donc prendre ν(A/K) ≤ c′9(A)dc′10(A). En appliquant maintenant le Corollary p.239
et la remark 2. (i) p.231 de [10], et avec ses notations, on obtient la majoration
degLBx ≤ c(A,K)−1c′′9(A,L)dc
′
11(A) max{1, hˆL(x)}g.
Il nous suffit maintenant de montrer que c(A,K)≥ c′′11(A,L)d−c′′10(A). L’ensembleH(A,K)=
H(A, k) de classes de K-isomorphismes de sous-varie´te´s abe´liennes de A est fini (et ne
de´pend que de A et k par le lemme 2) :
H(A, k) = {B1, . . . , Bn(A)} .
On note bi le degre´ de la polarisation sur Bi de´duite de (A,L). On pose c
′
12(A,L)= min bi >
0. La remarque suivant le corollary p.239 de [10] nous indique alors (en mettant dans une
meˆme constante c2(A,L) la de´pendance en hFalt(A) et en c
′
12(A,L)) que
c(A,K) ≥ c′′11(A,L)d−c
′′
10(A).

Remarque 10 La preuve de ce lemme nous permet meˆme de spe´cifier Bx : on peut prendre
pour Bx la composante neutre du plus petit sous-groupe alge´brique contenant le point x.
Remarque 11 Dans son article [45], Re´mond obtient une version plus fine de ce lemme 4.
Soit D un entier. On de´finit une sous-varie´te´ de A sur k, note´e Y (D, d), par :
Y (D, d) =
⋃
B
(⋃
ξ
(B + ξ)
)
,
ou` B de´crit l’ensemble EL(D) des sous-varie´te´s abe´liennes strictes de A de degre´ (relative-
ment a` L) infe´rieur a` D, et ξ de´crit l’ensemble des points de torsion de A de´finis sur une
extension de degre´ au plus c1(A)d de k.
Lemme 5 Il existe une constante c5(A,L) telle que
Card EL(D) ≤ c5(A,L)D(2dimA)2 .
De´monstration : Le fibre´ L est tre`s ample, donc il de´finit une forme de Riemann HL
sur tA(C), telle que la forme symplectique EL = ImHL, est a` valeurs entie`res sur le re´seau
des pe´riodes ΩA(C). En utilisant essentiellement le the´ore`me de Riemann-Roch pour les
varie´te´s abe´liennes, la proposition 3 p.269 de [12] nous indique que, si B est une sous-
varie´te´ abe´lienne de A, alors
degLB = (dimB)!VolELΩB(C),
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ou` le volume est relatif a` la norme || · || induite par la forme biline´aire syme´trique de´finie
positive eL donne´e par eL(x, y) = EL(ix, y). En notant c
′
6(A,L) le volume de la boule unite´e
de R2dimA pour cette norme, le the´ore`me des minimas successifs de Minkowski nous permet
d’en de´duire qu’il existe une base de ΩB(C) forme´e d’e´le´ments (note´s {ω1, . . . , ω2dimB})
appartenant a` ΩA(C), tels que
2dimB∏
i=1
|| ωi ||≤ c′6(A,L) degLB.
On pose cmin(A,L) = min
{
1, || λi || / λi ∈ ΩA(C) − {0}
}
, et on note ωmax le ωi de plus
grande norme. On a
|| ωmax || cmin(A,L)2g−1 ≤
2dimB∏
i=1
|| ωi ||≤ c′6(A,L)D.
Ainsi, on tire || ωmax ||≤ c′7(A,L)D, ce qui entraˆıne
Card EL(D) ≤ c5(A,L)D(2dimA)2 .

Lemme 6 Le degre´ relativement a` L de Y (D, d) est majore´ par une expression de la forme
c6(A,L)D
c7(A)dc8(A).
De´monstration : On sait par le theorem p. 154 de [35] que tout point de torsion de A(k)
de´fini sur une extension de degre´ infe´rieur a` c1(A)d est d’ordre majore´ par c
′
8(A)d
7dim(A).
On en de´duit donc que l’ensemble des points de torsion de´finis sur une extension de degre´
infe´rieur a` c1(A)d est de cardinal majore´ par
c′9(A)d
(7dim(A))(2dim(A)+1). (2.2)
Par ailleurs, on sait majorer le cardinal de EL(D) par le lemme pre´ce´dent, donc l’additivite´
du degre´ nous donne
degL Y (D, d) ≤ D ·
(
c5(A,L)D
(2dimA)2
)
· (c′9(A)d(7dim(A))(2dim(A)+1)) . (2.3)
L’ine´galite´ (2.3) est bien de la forme voulue. 
2.4 Preuve du the´ore`me 27
Quitte a` remplacer V par la re´union des σ(V ) avec σ ∈ Gal(k/k), pre´cise´ment, quitte a`
prendre l’image sche´matique de V ⊂ AK dans A, on peut supposer que V est de´finie sur k
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et k-irre´ductible. Soit ε > 0 un re´el. On suppose par l’absurde qu’il existe une hypersurface
Z de A sur k, ne contenant pas V mais contenant tous les points de V d’ordre infini modulo
toute sous-varie´te´ abe´lienne stricte de A, et tels que la hauteur ve´rifie ĥL(x) ≤ bhL(V )degL V + ε.
Soit alors, δ un entier non nul. On conside`re la sous-varie´te´ Yδ de A sur k de codimension
supe´rieure a` 1, de´finie par
Yδ = Y (D, d),
ou` Y (D, d) est de´finie comme au paragraphe pre´ce´dent, et ou`
D = c2(A,L)
(
ĥL(V )
degL(V )
+ ε
)c4(A) (
c0(ε) degL(V )δ
dimV
)c3(A)
,
et,
d = c0(ε) degL(V )δ
dimV .
Par hypothe`se, V n’est contenue dans aucune re´union de sous-varie´te´s de torsion strictes de
A, donc V * Yδ. Il existe δ1(ε, V, A, L) tel que pour tout δ ≥ δ1(ε, V, A, L), on a l’ine´galite´
log degL(Yδ ∪ Z) ≤
δ
4dimV
.
En effet, par le lemme 6, on sait que
degL Yδ ≤ c6(A,L)Dc7(A)dc8(A).
En remplac¸ant D et d par leurs valeurs, et par additivite´ du degre´, on en de´duit l’ine´galite´
pour tout δ ≥ δ1(ε, V, A, L) assez grand. On se fixe de´sormais un tel δ, et on applique le
corollaire 6 a` Yδ ∪ Z. On obtient ainsi un x ∈ V \ (Yδ ∪ Z) tel que
ĥL(x) ≤ ĥL(V )
degL V
+ ε et [k(x) : k] ≤ c0(ε)(degL V )δdimV .
Si x est un point de torsion modulo une sous-varie´te´ abe´lienne stricte de A, alors, le lemme
4 et le choix de D dans Yδ entraˆıne que x ∈ Yδ. Ceci est impossible, donc par de´finition de
Z, x appartient a` Z. Mais ceci est e´galement impossible. Ceci conclut par l’absurde. 
2.5 Preuve du corollaire 3
On commence par rappeler le the´ore`me de Zhang sur les minimas successifs (cf. [59] theorem
5.2, et [60] theorem 1.10). Plus exactement, on en donne une version affaiblie qui nous
suffira, ne faisant intervenir que le minimum essentiel.
The´ore`me 28 (Zhang) Si V est une sous-varie´te´ de A sur K, alors
ĥL(V )
(dim V + 1) degL V
≤ µessL (V ) ≤
ĥL(V )
degL V
.
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On peut maintenant passer a` la preuve du corollaire 3 : soit ε > 0, le the´ore`me 27 nous
indique que l’ensemble des x ∈ V (k) d’ordre infini modulo toute sous-varie´te´ abe´lienne
stricte de A et qui sont de hauteur ĥL(x) ≤ bhL(V )degL V + ε est Zariski dense dans V . En
utilisant le the´ore`me 28 de Zhang, on en de´duit que les points x ∈ V (k) d’ordre infini
modulo toute sous-varie´te´ abe´lienne, et de hauteur ĥL(x) ≤ (dim V + 1)µessL (V ) + ε est
Zariski dense dans V . En particulier cet ensemble est non-vide. On choisit un e´le´ment x
dedans. En appliquant le the´ore`me 1.5. de [19] ainsi que la remarque qui suit ce the´ore`me,
on en de´duit
ĥL(x) ≥ c(A,L)
δL(x)
(
log log(3δL(x))
log(2δL(x))
)κ(g)
,
ou` c(A,L) est une constante ne de´pendant que de A et de L, et κ(g) est une constante effec-
tivement calculable ne de´pendant que de g (par exemple κ(g) = (2g(g + 1)!)g+2 convient).
Or δL(x) ≤ δL(V ) car une sous-varie´te´ de A contenant V contient x. On en de´duit
ĥL(x) ≥ c(A,L)
δL(V )
(
log log(3δL(V ))
log(2δL(V ))
)κ(g)
.
Notamment on en conclut
(dim V + 1)µessL (V ) + ε ≥
c(A,L)
δL(V )
(
log log(3δL(V ))
log(2δL(V ))
)κ(g)
.
Ceci termine la preuve en faisant tendre ε vers 0. 
2.6 Preuve du corollaire 4
On commence par prouver le corollaire dans un cas particulier, auquel on se rame`nera
ensuite.
Corollaire 7 Si A =
∏n
i=1A
ri
i , ou` les Ai sont simples, est de type C.M., et si V est
une sous-varie´te´ alge´brique stricte de A sur k, k-irre´ductible et qui n’est pas re´union de
sous-varie´te´s de torsion, alors, on a l’ine´galite´
ĥM(V )
degM(V )
≥ µessM (V ) ≥ c(A,M) degM(V )−
1
s−dimV (log(2 degM(V )))
−κ(s) ,
ou` s est la dimension du plus petit sous-groupe alge´brique contenant V , et ou` M est le fibre´
en droites ample associe´ au plongement
A =
n∏
i=1
Arii ↪→
n∏
i=1
Prini
Segre
↪→ PN ,
les Ai e´tant plonge´es dans Pni par des fibre´s Li tre`s amples et syme´triques.
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De´monstration : On note G le plus petit sous-groupe alge´brique contenant V . On note
G0 la composante connexe de l’identite´ de G. C’est une sous-varie´te´ abe´lienne de A, et
elle est donc isoge`ne a` B =
∏n
i=1A
si
i ou` 0 ≤ si ≤ ri. On note alors pi : A → B une
projection naturelle obtenue par oubli de certaines coordonne´es, de sorte que pi|G est une
isoge´nie. Montrons maintenant que l’on est dans les conditions d’application du corollaire
3 en prenant comme varie´te´ abe´lienne B, et comme sous-varie´te´ alge´brique pi(V ).
Si pi(V ) est inclus dans une re´union de sous-varie´te´s de torsion
⋃
(Ci+ ξj) ou` dimCi <
dimB, en notant H le plus petit sous-groupe alge´brique contenant pi(V ), on a toujours
dimH < dimB. Ainsi G1 = G∩ pi−1(H) est un sous-groupe alge´brique strict de G (car pi|G
est une isoge´nie), contenant V . Ceci est absurde.
Si pi(V ) = B, alors V est de torsion. Ceci est absurde.
Finalement, pi(V ) est une k-sous-varie´te´ stricte de B, irre´ductible, et n’est pas incluse dans
une re´union de sous-varie´te´s de torsion strictes. On peut donc appliquer le corollaire 3. Par
ailleurs, la hauteur et le degre´ sont de´finis relativement aux plongements
A =
n∏
i=1
Arii ↪→
n∏
i=1
Prini
Segre
↪→ PNA, et B =
n∏
i=1
Asii ↪→
n∏
i=1
Psini
Segre
↪→ PNB .
De plus l’application pi :
∏n
i=1 P
ri
ni
→∏ni=1 Psini est la projection line´aire de´finie par oubli de
coordonne´es. Dans ce cas et pour ces plongements on a,
µessMB(pi(V )) ≤ µessM (V ), et, degMB pi(V ) ≤ degM(V ).
Ceci nous donne
µessM (V ) ≥ µessMB(pi(V )), d’ou` par le corollaire 3 et la remarque 5,
≥ c(B,MB)
(
degMB pi(V )
)− 1
s−dimV
(
log 2 degMB pi(V )
)−κ(s)
≥ c(B,MB) (degM V )−
1
s−dimV (log 2 degM(V ))
−κ(s) .
≥ c′(A,M) (degM V )−
1
s−dimV (log 2 degM(V ))
−κ(s) ,
ou` on a pris pour c′(A,M) le minimum des c(B,MB) quand si varie dans [[0, ri]]. On conclut
en appliquant le the´ore`me 28 de Zhang. 
On donne maintenant la preuve du corollaire 4 : la varie´te´ abe´lienne A est donne´e avec une
isoge´nie ρ vers B =
∏n
i=1A
ri
i . Soit V la sous-varie´te´ de A comme dans les hypothe`ses. On
ve´rifie que W = ρ(V ) est une sous-varie´te´ de B ve´rifiant les meˆmes hypothe`ses. Il re´sulte
facilement de la preuve de la proposition 14. de [40] qu’il existe c′(A,L) tel que
ĥL(V ) ≥ c′(A,L)ĥM (W ).
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Ainsi, en appliquant le re´sultat pre´ce´dent, on en de´duit presque l’ine´galite´ voulue : il faut
encore remplacer le degre´ degM(W ) par degL(V ). Or
degM(W ) = (deg ρ) degρ∗M(V ).
D’autre part ρ∗M et L sont amples, donc on a des ine´galite´s
c2(A,L) degρ∗M(V ) ≥ degL V ≥ c3(A,L) degρ∗M(V ).
En injectant ceci dans l’ine´galite´ donne´e par le corollaire 7 pre´ce´dent, on peut conclure.
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Chapitre 3
Proble`me de Lehmer pour les
hypersurfaces de varie´te´s abe´liennes
de type C.M.
Il s’agit, a` quelques modifications de notations pre`s, de l’article [43] paru dans la revue
Acta Arithmetica.
3.1 Introduction
On sait depuis les travaux de Philippon [38] [39] [40], puis Bost, Gillet, Soule´ [17] dans le
cadre de l’intersection arithme´tique, comment de´finir la hauteur des varie´te´s projectives ;
l’ide´e e´tant de conside´rer un point comme une varie´te´ de dimension ze´ro et de ge´ne´raliser
ceci en dimension supe´rieure. De meˆme que dans le cas des points, on sait pour les varie´te´s
abe´liennes munies d’un fibre´ en droites ample et syme´trique de´finir une hauteur parti-
culie`rement agre´able : la hauteur canonique ĥL, ou hauteur normalise´e. En dimension ze´ro,
il existe un the´ore`me caracte´risant les points de hauteur normalise´e nulle ; c’est un re´sultat
de Kronecker dans le cas de Gm. Philippon [40] (dans le cas d’un produit de courbes ellip-
tiques) puis Zhang [61] et David-Philippon [20] dans le cas ge´ne´ral ont montre´ comment
ge´ne´raliser ce re´sultat pour caracte´riser les sous-varie´te´s de hauteur normalise´e nulle : ce
sont les translate´es d’une sous-varie´te´ abe´lienne par un point de torsion. On dit qu’une
telle sous-varie´te´ est une sous-varie´te´ de torsion. La re´ponse a` cette question re´soud une
conjecture de Bogomolov qui, dans sa formulation initiale a e´te´ de´montre´e en premier par
Ullmo [56]. Ceci e´tant, on peut se demander comment minorer la hauteur normalise´e d’une
sous-varie´te´ de hauteur non-nulle d’une varie´te´ abe´lienne. Dans leur article [20], David et
Philippon ont formule´ un proble`me ge´ne´ral (le proble`me 1.7) contenant cette question. En
terme du degre´ de´fini ci-dessous, on peut notamment faire ressortir de la discussion suivant
la formulation de leur proble`me l’e´nonce´ suivant :
Conjecture 13 (David-Philippon) Soit A une varie´te´ abe´lienne de´finie sur un corps
de nombres k, munie d’un fibre´ ample et syme´trique L. Soit V une sous-varie´te´ stricte de
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A sur k, k-irre´ductible et telle que Vk n’est pas re´union de sous-varie´te´s de torsion, alors,
on a l’ine´galite´
ĥL(V )
degL(V )
≥ c(A/k,L) degL(V )−
1
s−dimV ,
ou` s est la dimension du plus petit sous-groupe alge´brique contenant V , et ou` c(A/k,L) est
une constante ne de´pendant que de A/k et de L.
3.1.1 Degre´ et hauteur
Soient k un corps de nombres suppose´ plonge´ dans C, et Ok son anneau d’entiers. On dira
que V est une varie´te´ alge´brique sur k si V est un k-sche´ma de type fini ge´ome´triquement
re´duit. On dira que G est un groupe alge´brique sur k si c’est une varie´te´ en groupes sur k.
On dira que A est une varie´te´ abe´lienne de´finie sur k si c’est un groupe alge´brique connexe
propre et lisse sur k. Par sous-varie´te´ on entendra toujours sous-varie´te´ ferme´e.
De´finition 28 On dit qu’une varie´te´ abe´lienne simple A/k sur un corps de nombres est de
type C.M. si son anneau d’endomorphismes tensorise´ par Q contient (apre`s e´ventuellement
extension du corps de base) un corps commutatif F de dimension 2 dimA sur Q. Une
varie´te´ abe´lienne A/k est dite de type C.M. si son anneau d’endomorphismes tensorise´ par
Q contient un produit de corps de nombres K1 × · · · ×Kr tels que
∑
[Ki : Q] = 2 dimA.
Soit X une varie´te´ projective munie d’un plongement ϕL : X ↪→ Pnk de´fini par un fibre´ L
tre`s ample sur X. Si O(1) de´note le fibre´ standard sur PnOk , on a ϕ∗LO(1)k ' L. On note
O(1) le fibre´ standard muni de la me´trique de Fubini-Study. Si V est une sous-varie´te´ de
X, on note VL l’adhe´rence sche´matique de ϕL(V ) dans PnOk .
De´finition 29 Si L est un fibre´ ample sur une varie´te´ abe´lienne A, et V une sous-varie´te´
de A, on de´finit le degre´ de la varie´te´ V relativement a` L, et on note degL V l’entier
deg
(
c1(L)dimV · V
)
ou` deg est le degre´ projectif usuel d’un 0-cycle.
De´finition 30 On appelle hauteur de la varie´te´ V associe´e a` L, et on note hL(V ) le re´el
hO(1)(VL) ou` hO(1)(.) est la hauteur, au sens de Bost-Gillet-Soule´ [17], associe´e au fibre´
hermitien O(1).
Remarque 12 Par le the´ore`me 3 p. 366 de [53], hL(V ) coincide avec la hauteur h(fV,L) de
Philippon, telle que de´finie au paragraphe 2. de [40], ou` fV,L est une forme e´liminante de
l’ide´al de de´finition de ϕL(V ) dans k[X0, . . . , Xn]. (Le terme d’erreur de [53] disparait du
fait du changement de normalisation pour la hauteur de Philippon entre les articles [38] et
[40]).
De´finition 31 Dans le cas ou` X = A est une varie´te´ abe´lienne, et ou` L est de plus
syme´trique, Philippon [40], puis Zhang [60] avec des me´thodes arakeloviennes, ont montre´
en utilisant un proce´de´ de limite a` la Ne´ron-Tate, comment de´finir une hauteur canonique,
note´e ĥL(.), sur l’ensemble des sous-varie´te´s de A. Cette hauteur ve´rifie notamment : si V
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est une sous-varie´te´ de A, de stabilisateur GV , et si n est un entier, alors,
ĥL ([n](V )) =
n2(dimV+1)
| ker [n] ∩GV | ĥL(V ).
De´finition 32 Soit A/k une varie´te´ abe´lienne. On dit qu’une sous-varie´te´ V de A/k est une
sous-varie´te´ de torsion de A si Vk = a + B avec a ∈ Ators et B une sous-varie´te´ abe´lienne
de Ak.
D’apre`s les re´sultats de Philippon [40], David-Philippon [20] et Zhang [60], on a, si V est
une sous-varie´te´ de Ak/k, ge´ome´triquement irre´ductible
ĥL(V ) = 0 si et seulement si V est une sous-varie´te´ de torsion.
De´finition 33 Soient V une sous-varie´te´ de A sur k, et θ un nombre re´el positif. On pose
V (θ,L) =
{
x ∈ V (k) / ĥL(x) ≤ θ
}
. On de´finit alors le minimum essentiel de V , et on
note µˆessL (V ) le re´el
µˆessL (V ) = inf
{
θ > 0 / V (θ,L) = V
}
,
ou` V (θ,L) est l’adhe´rence de Zariski de V (θ,L) dans A.
3.1.2 Re´sultats
Dans la direction de la conjecture 13, on a le re´sultat suivant (cf. corollaire 2 de [42]) :
The´ore`me 29 Soient A une varie´te´ abe´lienne de type C.M., L un fibre´ en droites ample
et syme´trique de A et V une sous-varie´te´ alge´brique stricte de A sur k, k-irre´ductible et
telle que Vk n’est pas re´union de sous-varie´te´s de torsion. On a l’ine´galite´
ĥL(V )
degL(V )
≥ µˆessL (V ) ≥ c(A/k,L) degL(V )−
1
n−dimV (log(2 degL(V )))
−κ(n) ,
ou` n est la dimension du plus petit sous-groupe alge´brique contenant V , et ou` κ(n) est
une constante effectivement calculable ne de´pendant que de n (par exemple la fonction
κ(n) = (2n(n + 1)!)n+2 convient).
On se restreint dans cet article au cas particulier des hypersurfaces V d’une varie´te´ abe´lien-
ne de type C.M. Dans ce cas et sous les hypothe`ses du the´ore`me pre´ce´dent, on a ne´cessai-
rement n = g. En effet, par de´finition n appartient a` {g − 1, g}. De plus, si n e´tait e´gal a`
g − 1, alors V serait une re´union de sous-varie´te´s de torsion, ce qui contredit l’hypothe`se
faite sur V . Ainsi, dans le cas des hypersurfaces, la conjecture est la suivante :
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Conjecture 14 Sous les hypothe`ses pre´ce´dentes, et en supposant de plus que V est hyper-
surface de A, on a l’ine´galite´
ĥL(V ) ≥ c(A/k,L),
ou` c(A/k,L) est une constante ne de´pendant que de A/k et de L.
De meˆme, le the´ore`me 29 se spe´cialise en
The´ore`me 30 Sous les hypothe`ses pre´ce´dentes, et en supposant que V est une hypersur-
face de A, on a l’ine´galite´
ĥL(V ) ≥ degL(V )µˆessL (V ) ≥ c(A/k,L) (log(2 degL(V )))−κ(g) ,
ou` g est la dimension de A, et ou` κ(g) est une constante effectivement calculable ne
de´pendant que de g (par exemple κ(g) = (2g(g + 1)!)g+2 convient).
Dans ce cadre restreint aux hypersurfaces, on montre un re´sultat sensiblement plus fin en
direction de la conjecture 14 : on peut prendre pour κ une valeur absolue, inde´pendante
de g. En notant δi,j le symbole de Kronecker (valant 1 si i = j et 0 sinon), on de´montre ici
le re´sultat suivant :
The´ore`me 31 Si A est une varie´te´ abe´lienne de type C.M., L un fibre´ en droites ample
et syme´trique de A et si V est une hypersurface irre´ductible de A sur k telle que Vk n’est
pas re´union de sous-varie´te´s de torsion, alors, on a l’ine´galite´
ĥL(V ) ≥ degL(V )µˆessL (V ) ≥ c(A/k,L)
(log log 3 degL V )
1+2δg−s,1
(log 2 degL V )
2+δg−s,1
,
ou` s est la dimension du stabilisateur de V .
Notons que δg−s,1 = 0 sauf si A/k est le produit E×B d’une courbe elliptique E/k et d’une
varie´te´ abe´lienne B/k, et si V est de la forme {P} × B, ou` P est un point k-rationnel de
E qui n’est pas de torsion. Dans ce cas, en supposant que A/k est une courbe elliptique,
L le fibre´ associe´ au diviseur 3(0), et ou` V = {P} est l’ensemble des conjugue´s d’un point
non de torsion P ∈ A(K) dans une extension finie D = [K : k], on retrouve exactement le
re´sultat de Laurent [31] sur le proble`me de Lehmer elliptique, a` savoir
ĥ(P ) ≥ c(A)
D
(
log log 3D
log 2D
)3
.
Dans le cas d’une “vraie” hypersurface, (i.e., quand δg−s,1 = 0), on obtient une minoration
un peu meilleure.
La de´monstration suit fondamentalement les ide´es (et reprend une grande partie des
preuves) de l’article de David-Hindry [19] concernant le proble`me de Lehmer pour les
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points d’une varie´te´ abe´lienne. Il s’agit en fait d’une extension d’un travail de Amoroso-
David [3] concernant le cas des tores, au cas des varie´te´s abe´liennes de type C.M. On fait un
raisonnement par l’absurde, et on se fixe une hypersurface V contredisant la conclusion du
the´ore`me. La preuve consiste essentiellement en une preuve de transcendance classique. On
commence tout d’abord par construire une fonction auxiliaire, nulle avec un grand ordre
sur V . Pour cela on met en oeuvre une astuce duˆe a` Amoroso-David (qu’ils introduisent
dans [3]) permettant de se ramener a` un syste`me d’e´quations fini et de hauteur controle´e.
Ceci nous permet d’appliquer un lemme de Siegel pour construire la fonction auxiliaire
F . La deuxie`me partie de la preuve, l’extrapolation, consiste a` montrer que F continue a`
s’annuler avec un ordre relativement grand sur les transforme´es αv(V ) de V par certaines
isoge´nies αv ou` v de´crit un ensemble de places finies convenables du corps de de´finition k
(les αv sont des releve´es sur A/k des morphismes de Frobenius en caracte´ristique finie pv.
C’est pour assurer l’existence de ces isoge´nies que l’on se restreint au cas C.M.). Il s’agit
d’une extrapolation aux places v-adiques. L’ide´e pour montrer ceci est d’appliquer une
ge´ne´ralisation du petit the´ore`me de Fermat : c’est la me´thode employe´e pour la premie`re
fois par Dobrowolski [23] dans le cas du proble`me de Lehmer sur Gm. Cette ide´e a ensuite
e´te´ reprise par Laurent [31] dans le cas des courbes elliptiques a` multiplication complexes
puis e´tendue au cas des varie´te´s abe´liennes de type C.M. par David-Hindry [19]. C’est cette
dernie`re ge´ne´ralisation que nous allons reprendre. Ceci e´tant fait, il suffit pour conclure
d’appliquer le the´ore`me de Be´zout ge´ome´trique pour aboutir a` une contradiction (pour peu
que les diffe´rents parame`tres intervenant dans l’e´tape de transcendance aient e´te´s conve-
nablement choisis). Pour cette dernie`re e´tape, on a besoin d’avoir une bonne minoration
du degre´ de l’union des αv(V ). Ceci se fait en suivant les calculs de [19].
Remerciements : Je tiens a` remercier Sinnou David pour m’avoir sugge´rer l’e´criture de
cet article, et je tiens e´galement a` remercier Marc Hindry pour les nombreuses discussions
que nous avons eu sur le sujet.
3.2 Frobenius, isoge´nies admissibles et de´rivations
3.2.1 Morphismes de Frobenius
On commence par introduire quelques notations :
Si k est un corps de nombres, on note Ok son anneau d’entiers, v une place finie de k, et
kv le corps re´siduel associe´ a` v.
Si A/k est une varie´te´ abe´lienne, on note A/Ok son mode`le de Ne´ron, et Av/kv la fibre
spe´ciale correspondant a` la place finie v. Rappelons la proprie´te´ universelle du mode`le de
Ne´ron : si X /Ok est lisse, de fibre ge´ne´rique X/k, tout k-morphisme X → A se rele`ve de
manie`re unique en un Ok-morphisme X → A.
Sur la varie´te´ Av/kv, on dispose d’un endomorphisme particulier : le morphisme de Frobe-
nius Frobv, correspondant en coordonne´es projectives a` l’e´le´vation a` la puissance q = N(v),
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ou` N(v) est la norme K/Q de v.
La proprie´te´ universelle du produit fibre´ Av = A ×Ok kv permet d’associer naturellement
a` tout Ok-endomorphisme de A un kv-endomorphisme de Av. En utilisant la proprie´te´
universelle du mode`le de Ne´ron, on en de´duit une fle`che naturelle
Ψ : Endk(A) → Endkv(Av).
Cette fle`che n’est en ge´ne´ral pas surjective, mais on peut par contre montrer qu’elle est in-
jective aux places de bonne re´duction. Dans le cas C.M., un the´ore`me de Shimura-Taniyama
permet d’affirmer que le morphisme Frobv se rele`ve en presque toutes places :
Proposition 9 (Shimura-Taniyama) Soit A/k une varie´te´ abe´lienne de type C.M. No-
tons
∏r
i=1Ki le produit de corps de nombres inclus dans Endk(A)⊗Q et tel que
∑r
i=1[Ki :
Q] = 2 dimA. On suppose que le corps de nombres k contient tous les Ki, et que
∏r
i=1OKi
est inclus dans Endk(A). Alors, pour presque toutes places, l’endomorphisme Frobv se
rele`ve en un k-endomorphisme αv de A. On appelera morphisme de Frobenius sur A un tel
endomorphisme.
De´monstration C’est le Theorem 1 paragraphe III.13 de [49]. 
Ce sont ces morphismes de Frobenius sur A/k qui vont nous permettre d’e´crire l’e´tape
d’extrapolation.
Remarque 13 En fait on pourrait spe´cifier les places qu’il faut exclure dans la proposition,
mais nous n’en aurons pas besoin. Par ailleurs, pour pouvoir appliquer le the´ore`me, il faut
ve´rifier deux conditions : la premie`re est toujours satisfaite quitte a` faire une extension de
degre´ borne´ de k. La seconde n’est pas toujours satisfaite, mais on peut toujours trouver
une varie´te´ abe´lienne isoge`ne qui la ve´rifie.
Quitte a` faire une extension de degre´ borne´ de k, et quitte a` prendre une varie´te´ abe´lienne
isoge`ne a` la varie´te´ de de´part, on supposera de´sormais toujours que les hypothe`ses de la
proposition 9 sont satisfaites.
3.2.2 Isoge´nies admissibles
On rappelle la notion d’isoge´nie admissible telle qu’introduite dans [19].
De´finition 34 Soient A une varie´te´ abe´lienne et L un fibre´ ample sur A. Une isoge´nie α
de A est dite admissible par rapport a` L si
1. α est dans le centre de End(A).
2. il existe un entier q(α) appele´ poids de α tel que α?L ' L⊗ q(α).
Remarque 14 En fait la condition (1) ne sert qu’a simplifier l’e´nonce´ du lemme 9. C’est
la condition (2) qui importe vraiment. Les seules isoge´nies qui nous inte´resseront sont les
releve´es αv des morphismes de Frobenius qui sont admissibles (cf. la Proposition 10).
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Lemme 7 Soient A une varie´te´ abe´lienne de dimension g munie d’un fibre´ en droites
tre`s ample L, et α une isoge´nie admissible relativement a` L, de poids q = q(α). Dans le
plongement projectif de A, associe´ a` L, A ↪→ Pn, on a :
1. card (ker(α)) = qg,
2. pour toute sous-varie´te´ V de A de stabilisateur GV , on a
degL (α(V )) =
qdim(V )
|GV ∩ ker(α)| degL(V )
De´monstration Le point (1) est facile : par de´finition, α?L ' L⊗q. On a donc,
qg degL(A) = degL⊗q(A) = degα?L(A) = |ker(α)|degL(A).
L’amplitude de L nous assure que le dernier degre´ est strictement positif. On simplifie pour
conclure. Pour le point (2), il s’agit du point (ii) du lemme 6. de [29]. 
Lemme 8 Soient G un sous-groupe alge´brique de la varie´te´ abe´lienne A/k, L un fibre´ tre`s
ample sur A, et α une isoge´nie admissible relativement a` L de poids q(α) de A. On a
q(α)dimG ≤ card (ker(α) ∩G) ≤ [G : G0] q(α)dimG.
De´monstration On note que[
G : G0
]
card
(
ker(α) ∩G0) ≥ card (ker(α) ∩G) ≥ card (ker(α) ∩G0) .
La restriction de α a` la sous-varie´te´ abe´lienne G0 est encore une isoge´nie admissible de
poids q(α) pour (G0,L|G0) (cf. Lemme 2.4. point (ii) de [19]). Par le point (1) du lemme 7
pre´ce´dent, on en de´duit que le cardinal du noyau de cette isoge´nie α|G0 est q(α)
dimG0 . 
Soit V une sous-k-varie´te´ stricte de A, k-irre´ductible. Le lemme suivant (dont l’origine
remonte a` Dobrowolski [23]) montre que les images par une isoge´nie admissible des compo-
santes ge´ome´triquement irre´ductibles de Vk sont essentiellement distinctes. On commence
pour cela par donner une de´finition :
De´finition 35 Soient A une varie´te´ abe´lienne et L un fibre´ en droites ample sur A. Deux
isoge´nies admissibles de A par rapport a` L sont dites premie`res entre elles si leurs poids
sont premiers entre eux.
Lemme 9 Soient A une varie´te´ abe´lienne sur k de dimension g ≥ 1, L un fibre´ en droites
tre`s ample sur A, V une sous-k-varie´te´ stricte de A, irre´ductible sur k. Si Vk n’est pas une
re´union de sous-varie´te´s de torsion de Ak, on a :
1. Pour tout couple (α, β) d’isoge´nies admissibles pour L, de poids distincts, pour tout
σ ∈ Gal(k/k), et pour toute composante ge´ome´triquement irre´ductible W de Vk, les
sous-varie´te´s α(W ) et β (σ(W )) sont distinctes.
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2. Soit P un ensemble d’isoge´nies admissibles pour L, deux a` deux premie`res entre elles.
Notons V1, . . . , VM les composantes ge´ome´triquement irre´ductibles de Vk, et notons
Q le sous-ensemble de P de´fini par
Q = {α ∈ P / ∃i, j, 1 ≤ i < j ≤M, α(Vi) = α(Vj)} .
Le cardinal de Q est majore´ par logM
log 2
.
De´monstration Dans ce contexte il s’agit de la proposition 2.7. de [19] 
On conclut ce paragraphe en “rappelant” que les morphismes de Frobenius sur A/k sont
des isoge´nies admissibles :
De´finition 36 Soient A une varie´te´ abe´lienne et L un fibre´ en droites ample sur A. Suivant
Mumford , on dit que L est totalement syme´trique si L est le carre´ d’un fibre´ syme´trique.
Le the´ore`me de Lefschetz (cf. par exemple le Theorem A.5.3.6 de [30]) nous indique que si
L est un fibre´ ample, alors L⊗3 est tre`s ample.
Proposition 10 Soient A/k une varie´te´ abe´lienne de type C.M. ve´rifiant les hypothe`ses
de la proposition 9, et L un fibre´ tre`s ample et totalement syme´trique sur A. Soit αv un
morphisme de Frobenius sur A pour la place finie v. Alors, αv est une isoge´nie admissible
pour L de poids q(α).
De´monstration C’est la proposition 3.3. de [19]. 
3.3 Donne´es
3.3.1 Situation
De´finition 37 On dit qu’une sous-varie´te´ X de Pn est projectivement normale si son
anneau de coordonne´es S(X) est un anneau normal (i.e., inte´gralement clos).
On peut montrer (cf. par exemple Birkenhake-Lange [13] p. 190-193) que X ⊂ Pn est
projectivement normale si et seulement si elle est normale, et pour tout d ≥ 0 la fle`che
naturelle
H0(Pn,OPn(d)) → H0(X,OX(d))
est surjective.
Concernant les varie´te´s abe´liennes plonge´es de manie`re projectivement normale, on a le
re´sultat suivant que l’on trouve dans [13] theorem 3.1 p. 190.
Proposition 11 Soient A/k une varie´te´ abe´lienne, et L un fibre´ ample sur A. Pour tout
n ≥ 3, le fibre´ L⊗n de´finit un plongement projectivement normal de A dans un espace
projectif Pn.
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Soient A/k une varie´te´ abe´lienne sur un corps de nombres, munie d’un fibre´ syme´trique
ample L. Quitte a` travailler avec L⊗4 plutoˆt qu’avec L, on peut supposer que L est tre`s
ample, totalement syme´trique et de´finit un plongement projectivement normal de A dans
un projectif Pn. On noteM = LL le fibre´ sur A×A associe´ a` L. Soit V une k-hypersurface
irre´ductible de A. On note IV l’ide´al de de´finition de V dans Pn. Si N est un entier, on a
V ⊂ A i↪→ A× A ↪→ Pn × Pn ↪→
Segre
P(n+1)2−1
x 7→ (x, [N ]x)
Soient L et T deux entiers. On note {s0, . . . , sl} une base de H0(A×A,M). On peut, par
projective normalite´, choisir une base {Q1, . . . , Qm} du k-vectoriel H0
(
A× A,M⊗L) telle
que tous les Qi sont homoge`nes de degre´ L en les sj. De plus, on peut aussi voir les si
comme des (1, 1)-formes homoge`nes de k[X,Y] ou` X = (X0, . . . , Xn), et Y = (Y0, . . . , Yn).
Enfin on note TB l’espace tangent a` l’origine de la sous-varie´te´ abe´lienne B = i(A) de A×A
de´finie par y = [N ]x.
3.3.2 Choix des parame`tres
Soit C0 un re´el positif, on note s la dimension du stabilisateur de V , et δi,j le symbole de
Kronecker (valant 1 si i = j et 0 sinon). On pose
N1 =
[
Cg+20 (log 2 degL V )
1+δg−s,1 (log log 3 degL V )
1−2δg−s,1
]
,
m =
 log
(
C
g+1
2
0 (degL V )
1
2 (log 2 degL V )
1
2 (log log 3 degL V )
−1
)
log 2
 , N = 2m+1
T =
[
Cg+10 degL V log 2 degL V (log log 3 degL V )
−3] ,
L =
[
C
g+ 1
2
0 degL V log 2 degL V (log log 3 degL V )
−2
]
,
et,
T1 =
[
Cg0 degL V (log log 3 degL V )
−2] .
Ces parame`tres sont choisis de sorte que :
1. le nombre N est une puissance de 2 et ve´rifie l’encadrement
N
2
≤ C
g+1
2
0 (degL V )
1
2 (log 2 degL V )
1
2 (log log 3 degL V )
−1 < N.
2. N2 > L + 1, afin qu’une forme F bihomoge`ne de bi-degre´ (L, L) qui est non-
identiquement nulle sur A × A, ne soit pas identiquement nulle sur la sous-varie´te´
abe´lienne B.
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3. le minimum essentiel des varie´te´s intervenant est borne´, autrement dit,
N2N1µˆ
ess(V ) ≤ c,
4. T > L, ou` T va eˆtre l’ordre d’annulation dans le lemme de Siegel, et L le degre´ du
polynoˆme construit.
5. T > T1, puisqu’on ne peut pas, par extrapolation espe´rer un ordre d’annulation
meilleur que celui dont on est parti (T1 e´tant l’ordre d’annulation sur les sous-varie´te´s
sur lesquelles on extrapole).
On fixe un premier p0 (ne de´pendant que de A) tel que pour tout premier p ≥ p0 et pour
toute place v divisant p, le morphisme de Frobenius αv sur A existe. On fixe alors pour
chaque premier p ≥ p0 une place v au dessus de p. On note Pk l’ensemble des places ainsi
obtenues.
Dans toute la suite, les ine´galite´s que l’on e´crira seront vraies pour tout degL V et C0 assez
grands (i.e., plus grands qu’une constante ne de´pendant que du couple (A,L)).
3.4 Lemme de Siegel
But : fabriquer un polynoˆme, F =
∑m
i=1 biQi, a` coefficients entiers relatifs, en les fonctions
abe´liennes de A × A, tel que F est de “petite” hauteur, et tel que F s’annule a` un ordre
supe´rieur a` T sur i(V ), le long de TB.
En notant Θ l’application theˆta de´finie sur TA(C) par la composition
TA(C)
expA(C)// A(C)
ϕL // Pn
associe´e a` L, ceci correspond a` trouver une solution de petite hauteur au syste`me d’incon-
nues les bi
∂κF (Θ(u + z),Θ(N(u + z))
∂zκ |z=0 = 0, (3.1)
pour tout | κ |≤ T et u ∈ TA(C) tels que Θ(u) ∈ V (k).
Lemme 10 Soit θ > µˆessL (V ). Il existe un entier d0 tel que si F est une solution du syste`me
∂κF (Θ(u + z),Θ(N(u + z))
∂zκ |z=0 = 0, (3.2)
pour tout | κ |≤ T et u ∈ TA(C) tels que Θ(u) appartient a` l’ensemble fini
Sd0(θ) =
{
x ∈ V (k) / ĥL(x) ≤ θ, [k(x) : k] ≤ d0
}
,
alors, F est une solution du syste`me (3.1).
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De´monstration Soit d ≥ 0 un entier. On peut noter que l’ensemble Sd(θ) est stable sous
l’action de Gal(k/k) car V est une k-varie´te´. Par ailleurs, on a clairement Sd(θ) ⊂ Sd+1(θ)
pour tout d ≥ 0. Notons k[X]L le k-espace vectoriel des polynoˆmes homoge`nes de degre´
L, et Ad(θ) le sous-k-espace vectoriel associe´ a` Sd(θ). La suite (Ad(θ))d∈N est une suite
de´croissante d’espaces vectoriels de dimension finie, elle est donc stationnaire. Notons d0
l’indice a` partir duquel cette suite est stationnaire. Par ailleurs, tous ces espaces contiennent
le k-vectoriel I
(T )
V |L ou` I
(T ) est la puissance symbolique T -ie`me de I. Par de´finition de d0,
si P est un polynoˆme homoge`ne de degre´ L nul sur Sd0 , il appartient a` Ad0(θ), et donc
il s’annule sur
⋃
d≥0 Sd(θ). De plus, par de´finition du minimum essentiel,
⋃
d≥0 Sd(θ) est
Zariski-dense dans V , donc le polynoˆme P s’annule sur V . Ainsi, dans le syste`me (3.1),
on peut se restreindre aux u ∈ TA(C) tels que Θ(u) appartient a` Sd0(θ). Par un the´ore`me
classique de Northcott, cet ensemble est fini. 
On appelle syste`me (3.2) le nouveau syste`me ainsi obtenu. On passe maintenant a` une
estimation du rang.
Lemme 11 Il existe une constante c1 telle que le rang du syste`me (3.1) est majore´ par
c1T (LN
2)g−1 degL V.
De´monstration Il s’agit du lemme (ou plutoˆt de la preuve du lemme) 5.1 de [19]. En
effet, dans ce lemme, les auteurs de [19] cherchent a` obtenir une majoration du rang du
syte`me
∂κF (Θ(u + z),Θ(N(u + z))
∂zκ |z=0 = 0, (3.3)
ou` u est le logarithme d’un point Q fixe´. L’ide´e est d’appliquer “l’astuce de Philippon-
Waldschmidt” (voir [41] paragraphe 6, lemme 6.7). Pour majorer le rang de ce syste`me, ils
se donnent une varie´te´ V de dimension d contenant le point Q, et il majorent le syste`me
∂κF (Θ(u + z),Θ(N(u + z))
∂zκ |z=0 = 0, (3.4)
pour tout | κ |≤ T et u ∈ TA(C) tels que Θ(u) ∈ V (k). Il obtiennent comme majorant
du rang de ce syste`me le nombre c1T
g−d(LN2)d degL V . (on remplace dans leurs notations
T0 par T ). En appliquant ceci a` l’hypersurface V conside´re´e, on obtient donc le re´sultat
cherche´. 
On peut maintenant e´noncer le lemme de Siegel qui nous inte´resse. Si F =
∑
aiX
i est un
polynoˆme coefficients dans k, on de´finit classiquement sa hauteur h(F ) comme e´tant la
hauteur logarithmique absolue du point projectif de´fini par 1 et tous les coefficients ai de
F .
L’objectif de l’article consiste a` montrer que, degL(V )µˆ
ess
L (V ) >
c(A/k,L)
log 2 degL(V )
α . On peut donc
toujours supposer que µˆessL (V ) est strictement infe´rieur a` 1.
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Proposition 12 Il existe une solution F =
∑m
i=1 biQi, bi ∈ Z du syste`me (3.1) de degre´
L et de hauteur
h(F ) ≤ c2C
1
2
(g+1)
0 degL(V ) log 2 degL(V )(log log 3 degL V )
−2.
De´monstration Soit 1 > θ > µˆessL (V ). Par le lemme 10 il suffit, pour trouver une solution
du syste`me (3.1), de trouver une solution du syste`me (2). Ceci remarque´, on est ramene´ a`
une preuve classique. On suit pour cela la preuve du lemme 5.4. de [19].
On commence par e´valuer la hauteur de syste`me (2). Le syste`me (18) ainsi que l’ine´galite´
qui suit p. 42 de [19] nous indique que la hauteur de chaque coefficient du syste`me est
majore´e par
c′4LN
2θ + T (log(T + L) + logN) . (3.5)
Par ailleurs, le nombre d’inconnues I est dimH0
(
A× A,M⊗L). Le the´ore`me de Riemann-
Roch pour les varie´te´s abe´liennes nous assure que I ve´rifie l’encadrement
c5L
2g ≤ I ≤ c6L2g. (3.6)
Notons M la matrice du syste`me (2). Elle est de´finie sur k, donc si B de´note le noyau
de M , il est muni d’une k-structure. Si b est la dimension de B, on a b = I − rg(M). Le
lemme de Siegel classique (cf. par exemple Schmidt [48] Lemma IVB, p.10) nous indique
alors qu’il existe une solution non-triviale comme recherche´e, de hauteur
h(F ) ≤ c7h (B)
b
, (3.7)
ou` h (B) repre´sente la hauteur du point B de´fini dans la grassmannienne correspondante.
De plus, le Lemma IV p.10 de [48] nous indique que h (B) = h
(
B⊥
)
. L’espace B⊥ e´tant
l’espace vectoriel engendre´ par les colonnes de M , sa hauteur est par de´finition majore´e
par celle d’un mineur maximal ∆max de M . Cette dernie`re hauteur est majore´e par
h(∆max) ≤ c8rg(M)
(
log(rgM) + c′4LN
2θ + T (log(T + L) + logN)
)
≤ c9T (LN2)g−1 degL V (log(2 degL V ) + 2T logT ) ,
la premie`re ine´galite´ de´coulant de (3.5), et la seconde du lemme 11 en utilisant e´galement
le fait que T > L et T > N . En remplacant T et N par leur valeur, on obtient
h(∆max) ≤ c10Lg−1C(g+1)
2
0 (degL V log 2 degL V )
g+2(log log 3 degL V )
−2(g+2). (3.8)
De plus, par l’ine´galite´ (3.6), et par le choix de L, on a
b ≥ c11Lg−1
(
Lg+1 − c1T (N2)g−1 degL V
) ≥ c12L(g+1)L(g−1).
En remplac¸ant Lg+1 par sa valeur, on obtient la minoration
b ≥ c13C(g+1)(g+
1
2
)
0 L
g−1(degL V log 2 degL V )
g+1(log log 3 degL V )
−2(g+1). (3.9)
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On reprend maintenant l’ine´galite´ (3.7) en remplac¸ant les parame`tres par leurs valeurs. On
obtient ainsi l’ine´galite´
h(F ) ≤ c2C
1
2
(g+1)
0 degL(V ) log 2 degL(V )(log log 3 degL V )
−2.
Remarque 15 La fonction auxiliaire F ainsi construite est une forme bihomoge`ne de bi-
degre´ (L, L) non identiquement nulle sur A × A. Elle n’est donc pas identiquement nulle
sur B car N2 > L+ 1.
3.5 Extrapolation
On veut montrer dans ce paragraphe que F s’annule sur i (αv(V )), pour v ∈ Pk appartenant
a` un ensemble convenable. Pour cela, on utilise un argument remontant a` Dobrowolski [23]
dans son ce´le`bre article sur la conjecture de Lehmer sur les points pour Gm. Cet argument
a e´te´ re´e´crit et adapte´ dans le cadre des varie´te´s abe´liennes de type C.M. dans l’article [19]
suivant des ide´es de Laurent [31]. Ce que l’on fait ici repose sur le paragraphe 6 de [19].
Proposition 13 La fonction auxiliaire F est nulle sur i (αv(V )) a` un ordre supe´rieur a`
T1 le long de TB pour toute place v ∈ Pk de norme comprise entre 12N1 et N1.
De´monstration Soit 1 > θ > µˆessL (V ). Il s’agit de reprendre la proposition 6.5. de [19].
On conserve donc leurs notations. Soient v une place comme dans l’e´nonce´, R un point de
V (k) de´fini sur une extension k′ de k de hauteur normalise´e infe´rieure a` θ, et w une place
de k′ au dessus de v. Notons R = (R0, . . . , Rn) un syste`me de coordonne´es projectives de
R dans Ow, telles que || R ||w= 1. Soit ∂κ un ope´rateur diffe´rentiel d’ordre | κ |≤ T1 le long
de TB(C). L’application du petit the´ore`me de Fermat dans le cadre des varie´te´s abe´liennes
nous donne ∣∣∂κF (Fαv(R),F(N) ◦ Fαv(R))∣∣w ≤ |piv|T−|κ|w , (3.10)
ou` Fαv et F
(N) sont des formes homoge`nes de Ok[X] de degre´ respectifs N(v) et 4m+1,
repre´sentant respectivement l’endomorphisme de Frobenius sur A associe´ a` v, et la multi-
plication par N = 2m+1. Il s’agit de l’ine´galite´ (20) p.47 de [19].
On veut maintenant sommer sur toutes les places w au-dessus de v. Malheureusement, le
choix du syste`me de coordonne´es projectives pour R de´pend de w. On est donc obliger
d’alourdir les notations pour pallier ce probe`me. Soient S, SN , Sαv , SN,αv des coordonne´es
projectives non nulles de R, F(N)(R), Fαv(R), F
(N) ◦ Fαv(R) respectivement. On note
de plus Sw,N , Sw,αv , Sw,N,αv des coordonne´es des ces points de valeur absolue w-adique
maximale.
Soit maintenant ∂κ un ope´rateur diffe´rentiel de longueur minimale pour lequel
∂κF
(
Fαv(R),F
(N) ◦ Fαv(R)
)
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est non nul. Si |κ| est supe´rieur a` T1, on a gagne´. Sinon on applique la formule de Leibniz
en utilisant que F est bihomoge`ne de bidegre´ (L, L). On a donc
∂κF
(
Fαv(R)
Sαv
,
F(N) (Fαv(R))
SN,αv
)
=
∂κF
(
Fαv(R),F
(N) (Fαv(R))
)
SLαvS
L
N,αv
Or ceci est e´gal a`
∂κF
(
Fαv(R)
Sw,αv
,
F(N) (Fαv(R))
Sw,N,αv
)
· (Sw,αvSw,N,αv)
L
(SαvSN,αv)
L
.
On re´e´crit alors l’ine´galite´ (3.10) en passant au log, en sommant sur toutes les places w
au-dessus de v et en notant nw les degre´s locaux :∑
w/v
nw log
(∣∣∣∣∂κF (Fαv(R)Sαv , F
(N) (Fαv(R))
SN,αv
)∣∣∣∣
w
)
(3.11)
≤ (T − |κ|)
∑
w/v
nw log(|piv|w) + L
∑
w/v
nw log
( |Sw,αvSw,N,αv |w
|SαvSN,αv |w
)
. (3.12)
Or ∑
w/v
nw log(|piv|w) = [k′ : k] log(|piv|v) ≤ −[k′ : k] log (N(v)) (3.13)
De plus, on peut voir que∑
w/v
nw log
( |Sw,αvSw,N,αv |w
|SαvSN,αv |w
)
≤ [k′ : k] (hL(αv(R)) + hL(Nαv(R))) (3.14)
≤ [k′ : k]
(
N(v)ĥL(R)+N
2N(v)ĥL(R)+ c14
)
. (3.15)
C’est l’ine´galite´ (21) p. 49 de [19]. En tenant compte du fait que le point R est suppose´
de hauteur (de Ne´ron-Tate) infe´rieure a` θ, et en injectant ceci dans (3.12), on obtient, en
remplac¸ant les parame`tres par leur valeur, l’ine´galite´
− 1
[k′ : k]
∑
w/v
nw log
(∣∣∣∣∂κF (Fαv(R)Sαv , F
(N) (Fαv(R))
SN,αv
)∣∣∣∣
w
)
≥ 1
2
T logN1. (3.16)
Il reste a` majorer le membre de gauche de cette dernie`re ine´galite´. Notons A ce membre
de gauche. Par de´finition de la hauteur (absolue logarithmique) projective, on a
A ≤ h
((
∂κF
(
Fαv(R)
Sαv
,
F(N) (Fαv(R))
SN,αv
))−1)
= h
(
∂κF
(
Fαv(R)
Sαv
,
F(N) (Fαv(R))
SN,αv
))
,
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ceci ayant un sens grace a` l’hypothe`se de non nullite´ de ∂κF (· · · ). Il ne reste maintenant
plus qu’a` majorer cette dernie`re hauteur. Il s’agit d’un calcul classique (cf. par exemple
[19] p. 50). On obtient
A ≤ c15
(
T1 log(T1 + L) + LN
2N(v)θ + h(F )
)
. (3.17)
Finalement, en mettant ensemble les ine´galite´s (3.16) et (3.17), on obtient
T logN1 ≤ c16T1 log(T1 + L) + c16LN2N1θ + c16h(F ). (3.18)
On remplace les diffe´rents parame`tres par leurs valeurs, et on obtient pour le membre de
gauche de l’ine´galite´,
Cg+10 degL(V ) log 2 degL(V )(log log 3 degL(V ))
−2,
et pour le membre de droite,
c17C
g
0 degL(V ) log 2 degL(V )(log log 3 degL(V ))
−2.
De`s que C0 est assez grand, on aboutit a` une contradiction. 
3.6 Conclusion
On commence par minorer le degre´ de l’union des varie´te´s transforme´es de V .
Proposition 14 Soient A une varie´te´ abe´lienne sur k de dimension g ≥ 1, L un fibre´ en
droites ample sur A, et V une sous-k-varie´te´ stricte de A, irre´ductible sur k. On suppose
que Vk n’est pas une re´union de sous-varie´te´s de torsion de A, et que le nombre M de com-
posantes ge´ome´triques de Vk est majore´ par c3 degL(V )
g. On conside`re enfin un ensemble
d’isoge´nies βv admissibles deux a` deux premie`res entre elles, avec v ∈ P 1k = Pk ∩ [[N12 , N1]].
On a :
deg
 ⋃
v∈P1k
βv(V )
 ≥ c4 degL(V ) N g−dimGV1
logN1
.
De´monstration Soit W une composante ge´ome´triquement irre´ductible de Vk . Pour v ∈
P1k , on a, βv e´tant de´finie sur k,
card
(
ker(βv) ∩Gσ(W )
)
= card (ker(βv) ∩GW ) .
Par ailleurs, comme W n’est pas une sous-varie´te´ de torsion de A (sinon Vk serait re´union de
telles sous-varie´te´s), le point (2) du lemme 9 nous indique que l’e´galite´ βv(W ) = βv (σ(W ))
(et W 6= σ(W )) n’est possible que pour au plus logM
2
≤ c17 log 2 degL V e´le´ments v de
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P1k . Notons P1?k le sous-ensemble de P1k obtenu en enlevant ces e´le´ments. Le the´ore`me de
Chebotarev nous indique que
card
(P1k) ≥ c18 N1logN1 . (3.19)
En remplac¸ant N1 par sa valeur, on constate que
card
(P1?k ) ≥ 12card (P1k) . (3.20)
En utilisant l’additivite´ du degre´ et les lemmes pre´ce´dents, on a
degL
 ⋃
v∈P1k
βv(V )
 ≥ degL
 ⋃
v∈P1?k ,σ∈Gal(k/k)
βv(σ(W ))
 .
Par le lemme 9, ceci est supe´rieur a`
∑
v∈P1?k
degL
 ⋃
σ∈Gal(k/k)
βv(σ(W ))
 .
Enfin, le lemme 7 nous donne l’ine´galite´
degL
 ⋃
v∈P1k
βv(V )
 ≥ M degLW ∑
v∈P1?k
q(βv)
dimV
| GW ∩ ker(βv) | .
Le lemme 2.1. (ii) de [19] nous indique que
degLGW =
[
GW : G
0
W
]
degL(G
0
W ) ≤ degL(V )g
En particulier on en de´duit que [
GW : G
0
W
] ≤ degL(V )g.
De plus, les βv e´tant premiers entre eux, on a
∏
v∈P1?k
| ker(βv) ∩GW |=
∣∣∣∣∣∣ker
 ∏
v∈P1?k
βv
 ∩GW
∣∣∣∣∣∣ . (3.21)
En appliquant le lemme 8, on en de´duit∣∣∣∣∣∣ker
 ∏
v∈P1?k
βv
 ∩GW
∣∣∣∣∣∣ ≤ [GW : G0W ]
 ∏
v∈P1?k
q(βv)
s . (3.22)
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En appliquant l’ine´galite´ arithme´tico-ge´ome´trique, on obtient
deg
 ⋃
v∈P1k
βv(V )
 ≥ c4 degL(V ) card (P1?k )Ng−11(∏
v∈P1?k
| ker(βv) ∩GW |
) 1
card(P1?k )
. (3.23)
En appliquant l’ine´galite´ (3.22) et la minoration du cardinal de P1?k , on obtient
deg
 ⋃
v∈P1k
βv(V )
 ≥ c4 degL(V ) N g1
logN1 [GW : G0W ]
log N1
c56N1
∏
v∈P1?k
q(βv)
g
P1?
k
. (3.24)
Enfin par de´finition de P1k , on a la majoration q(βv) ≤ N1. En appliquant ceci et la
majoration de l’indice de G0W dans GW , on a
deg
 ⋃
v∈P1k
βv(V )
 ≥ c4 degL(V ) N g−dimGV1
logN1
.  (3.25)
Remarque 16 C’est uniquement pour assurer l’ine´galite´ (3.20) que l’on est conduit a`
choisir l’exposant du terme log log dans N1 tel qu’indique´, plutoˆt que l’exposant − 1g−dimGV
qui serait plus proche des choix de [3]. Cette ame´lioration dans [3] est rendue possible par
la re´solution de deux complications techniques : passage a` une hypersurface secondaire
explicitement construite, et raffinement galoisien.
Ceci e´tant, on peut maintenant de´montrer le the´ore`me recherche´.
De´monstration : on suppose par l’absurde que l’ine´galite´ du the´ore`me a` prouver n’est
pas ve´rifie´e pour C0 = c(A/k,L)−
1
g+3 assez grand (i.e. c(A/k,L) suffisamment petit). Dans
cette preuve, on conside`re, pour alle´ger les notations, la varie´te´ abe´lienne A, comme e´tant
plonge´e dans Pn. Notons Z l’hypersurface sur k de Pn associe´e a` la forme F ◦ ϕ de degre´
(N2 + 1)L. Par choix de N (a` savoir (N 2 + 1) > L), la varie´te´ Z ∩A est une hypersurface
de A. De plus, par la proposition 13, on sait que cette hypersurface contient les varie´te´s
irre´ductibles αv(V ) avec une multiplicite´ supe´rieure a` T1, pour toute place v de norme
comprise entre 1
2
N1 et N1. Donc le the´ore`me de Be´zout ge´ome´trique nous donne :
T degL(V ) + T1 degL
 ⋃
N1
2
≤N(v)≤N1
αv(V )
 ≤ (degLA)L(N2 + 1).
Cette ine´galite´ implique en particulier que le nombre M de composantes ge´ome´triquement
irre´ductibles de V est majore´ par une expression de la forme c3 degL(V )
g. On peut donc
appliquer la proposition 14 avec βv = αv. Celle-ci et l’ine´galite´ obtenue par le the´ore`me de
Be´zout nous fournissent l’ine´galite´
T1
degL(V ) N
g−dimGV
1
logN1
≤ c19(A)L(N2 + 1), (3.26)
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On remplace maintenant les parame`tres par leurs valeurs pour conclure. Si C0 est assez
grand, l’ine´galite´ est contredite : si s = g − 1, les deux membres sont du meˆme ordre de
grandeur, or, dans le membre de gauche, on a un terme constant de la forme C2g+20 , alors
que dans le membre de droite, le terme constant est de la forme C
2g+ 3
2
0 ; sinon l’ordre de
grandeur du membre de gauche est supe´rieur a` celui du terme de droite. (En fait, T1 est
construit exactement pour contredire cette ine´galite´). 
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Deuxie`me partie
Proble`me de Lehmer sur les points
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Chapitre 4
Proble`me de Lehmer sur Gm et
me´thode des pentes
4.1 Introduction
Soit x un nombre alge´brique. On note h(x) sa hauteur de Weil logarithmique absolue. Cette
hauteur est un nombre positif et un the´ore`me de Kronecker affirme alors que h(x) = 0 si
et seulement si x est une racine de l’unite´. Le proble`me de Lehmer consiste a` trouver la
minoration optimale, en fonction du degre´ de Q(x), de la hauteur h(x) quand x n’est pas
une racine de l’unite´. On a la conjecture
Conjecture 15 (Proble`me de Lehmer) Il existe un re´el c > 0 tel que pour tout point
x ∈ Q, de degre´ D sur Q, qui n’est pas une racine de l’unite´, on a
h(x) ≥ c
D
.
Dans cette direction, on doit a` E. Dobrowolski le meilleur re´sultat inconditionnel (au choix
de la constante c pre`s) dans l’article [23] :
The´ore`me 32 (Dobrowolski) Il existe un re´el c > 0 tel que pour tout nombre x ∈ Q,
de degre´ D sur Q, qui n’est pas une racine de l’unite´, on a
h(x) ≥ c
D
(
log log(3D)
log(2D)
)3
.
Dans ce qui suit, on retrouve ce re´sultat, essentiellement en transcrivant la preuve de E.
Dobrowolski dans le formalisme des pentes que J.-B. Bost a introduit dans [15]. L’objectif
e´tait ici de voir dans quelle mesure les preuves de transcendance “classiques” concernant le
81
proble`me de Lehmer peuvent se traduire en utilisant l’ine´galite´ des pentes. Il serait main-
tenant inte´ressant d’essayer d’adapter la preuve du the´ore`me 2 de Laurent dans ce langage.
L’ide´e est que l’ine´galite´ des pentes permet de mieux exploiter la ge´ome´trie des objets avec
lesquels on travaille. Si ceci n’est pas flagrant dans le cas de Gm, cela le serait certainement
plus dans le cas d’une courbe elliptique E, ou` le formalisme des pentes permettrait d’incor-
porer directement l’ine´galite´ sur la hauteur de Ne´ron-Tate, sans avoir a` passer par l’artifice
consistant a` plonger E dans E × E et a` conside´rer un “gros” multiple du point conside´re´
en vue de minimiser la diffe´rence entre hauteur de Ne´ron-Tate et hauteur de Weil. On
pourrait peut-eˆtre obtenir ainsi un paralle´lisme complet pour le proble`me de Lehmer sur
le groupe multiplicatif et sur les courbes elliptiques a` multiplication complexe.
On peut mentionner dans la direction de la conjecture 1.1. l’article de C.J. Smyth [52] qui
de´montre cette conjecture dans le cas des nombres alge´briques non-re´ciproques, l’article
de A. Schinzel [47] qui de´montre la conjecture dans le cas des nombres totalement re´els,
ainsi que le papier de F. Amoroso et S. David [2] qui ge´ne´ralise en dimension supe´rieure
la conjecture de Lehmer et le re´sultat de Dobrowolski. En corollaire de leur re´sultat, les
auteurs de [2] prouvent la conjecture de Lehmer classique dans le cas ou` Q(x)/Q est une
extension galoisienne.
4.2 Notations et pre´liminaires
Avant de commencer la preuve, rappelons que l’on peut toujours se placer dans le cas ou`
x est un entier alge´brique.
Lemme 12 Si x ∈ Q− Z est de degre´ D, alors h(x) ≥ log 2
D
.
De´sormais on fera toujours l’hypothe`se que x est un entier alge´brique qui n’est pas une
racine de l’unite´.
4.2.1 Notations
Soient A un anneau et n un entier. Dans toute la suite, on notera An[X] le A-module
des polynoˆmes, en une inde´termine´e, de degre´ infe´rieur a` n. Par exemple, Znp [X] de´note le
module des polynoˆmes de degre´ au plus n sur l’anneau des entiers p-adiques Zp.
Soit ϕ un morphisme entre deux Z-fibre´s hermitiens E et F . Si K est un corps, on note
EK le fibre´ E⊗K et ϕK le morphisme de´duit de ϕ par extension des scalaires a` K. Enfin,
on note || ϕ ||p la norme d’ope´rateur de ϕQp et || ϕ ||C la norme de l’ope´rateur ϕC.
Convention Sur Q on de´finit la valeur absolue p-adique | · |p par la convention |p|p = p−1.
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De´finition 38 Soient E est un Z-fibre´ hermitien de rang 1 et s une section globale non
nulle de E. On de´finit le degre´ arithme´tique et on note
d̂eg E = −
∑
p premiers
log || s ||p − log || s ||C .
La formule du produit assure que cette de´finition est inde´pendante du choix de s.
Si E est un Z-fibre´ hermitien de rang supe´rieur r, on pose
d̂eg E = d̂eg
(
max∧
E
)
,
ou` on a muni
∧maxE de la me´trique de´terminant
∀(x1 ∧ . . . ∧ xr, y1 ∧ . . . ∧ yr) 〈(x1 ∧ . . . ∧ xr), (y1 ∧ . . . ∧ yr)〉 := det
(
〈xi, yj〉1≤i,j≤r
)
.
De´finition 39 Soit E un Z-fibre´ hermitien, on de´finit sa pente et on note
µ̂
(
E
)
=
d̂eg E
rg E
.
Ceci permet de de´finir la pente maximale d’un Z-fibre´ hermitien E,
µ̂max
(
E
)
= max
{0} F⊂E
µ̂
(
F
)
,
ou` on a muni les sous–fibre´s F ⊂ E de la me´trique induite par restriction de E a` F .
4.2.2 Un morphisme pour l’ine´galite´ des pentes
On se donne un entier alge´brique x ∈ Z de degre´ D, de polynoˆme minimal ∆−1 unitaire
a` coefficients entiers. Si pk est un nombre premier avec k ≥ 0, on note ∆pk (ou ∆k ou ∆p
s’il n’y a aucune confusion possible) le polynoˆme minimal (qui est unitaire a` coefficients
entiers) de l’entier alge´brique xpk . Quitte a` faire un petit raisonnement par re´currence, on
peut supposer que tous les xp que l’on conside`re sont de meˆme degre´ que x :
Lemme 13 Soit f une fonction de N dans R, strictement positive et de´croissante. Si on
a h(x) ≥ f(D)
D
sous l’hypothe`se [∀p premier Q(xp) = Q(x)] . Alors, la meˆme ine´galite´ est
vraie sans cette hypothe`se.
De´monstration : On raisonne par re´currence sur D = [Q(x) : Q]. Si Q(xp)  Q(x),
alors, x est racine de Xp− xp ∈ Q(xp). On a alors, deux possibilite´s : soit ce polynoˆme est
irre´ductible (cas (i)), soit il ne l’est pas (cas (ii)).
Dans le cas (i), on a [Q(x) : Q(xp)] = p et l’hypothe`se de re´currence donne
h(xp) ≥ 1
[Q(xp) : Q]
f([Q(xp) : Q]).
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Ainsi, on a
h(x) =
1
p
h(xp) ≥ 1
p[Q(xp) : Q]
f([Q(xp) : Q]) =
1
D
f([Q(xp) : Q]),
et on conclut par de´croissance de f .
Dans le cas (ii), alors, on sait que xp ∈ [Q(xp)]p. Ainsi, il existe y ∈ Q(xp) tel que yp = xp.
Donc, il existe ζ une racine p-ie`me de l’unite´, telle que y = ζx. Finalement, on en de´duit
h(x) = h(y) ≥ 1
[Q(xp) : Q]
f([Q(xp) : Q]) ≥ 1
D
f([Q(xp) : Q]),
et on conclut la` encore par de´croissance de f . 
Notons que ce lemme permet de faire l’e´conomie du lemme combinatoire de Dobrowolski.
On suppose de´sormais que [Q(x) : Q(xp)] = 1. Par ailleurs, comme x n’est pas une racine de
l’unite´, on a h(x) 6= h(xp) donc, pour tous plongements σ, σ′ : K ↪→ C, on a σ(x) 6= σ′(xp).
Soient L, T et N des parame`tres entiers a` fixer ulte´rieurement.
Si ∆ est un polynoˆme de AL[X], on note (∆) le sous-A-module de AL[X] “engendre´” par
∆. Plus pre´cise´ment, on pose
(∆) =
{
P ∈ AL[X]/ ∃Q ∈ AL[X] P = ∆Q } .
Par ailleurs, on note PN =
{
p ∈ [[N
2
, N [[ / p premier
}
, qui est non vide par le Postulat
de Bertrand, et on de´finit deux Z-fibre´s :
E = ZL[X] ' ZL+1, et, F =
(
E/(∆T−1)
)
×
∏
p∈PN
(
E/(∆p)
)
.
Remarque 17 Dans F , on veut quotienter par un module (∆T−1) non trivial afin de pouvoir
extrapoler dans le corollaire 9. Pour cela, il faut ne´cessairement que l’ine´galite´ DT ≤ L
soit ve´rifie´e. On suppose de´sormais cette ine´galite´ ve´rifie´e.
Remarque 18 Comme ∆−1 et ∆p sont des polynoˆmes unitaires dans Z[X], on peut
effectuer la division euclidienne par ∆−1 et ∆p. Ceci permet d’identifier F et le fibre´ trivial
ZDT+
P
p∈PN
deg ∆p.
On de´finit maintenant le morphisme entre Z-fibre´s pour lequel on veut appliquer l’ine´galite´
des pentes.
ϕ : E → F
P 7→
(
R−1 , (Rp)p∈PN
)
ou` R−1 est le reste de la division euclidienne par ∆
T
−1 et ou` pour tout p, Rp est le reste de
la division euclidienne par ∆p.
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4.3 “Lemme de ze´ros”
Pour appliquer l’ine´galite´ des pentes, il faut que le morphisme ϕ soit injectif. On note n le
cardinal de l’ensemble PN = {p1, · · · , pn}.
Lemme 14 Si L < D(T + n), alors, le morphisme ϕ est injectif.
De´monstration : En effet, dans le cas contraire, un polynoˆme non nul dans le noyau
aurait strictement plus de ze´ros compte´s avec multplicite´ que son degre´. 
Or pour tout N assez grand, le the´ore`me des nombres premiers nous donne
n =
∑
p∈PN
1 ≥ N
4 lnN
.
On suppose de´sormais que L ve´rifie l’encadrement DT < L < D
(
T + N
4 lnN
)
.
4.4 Ine´galite´ des pentes
4.4.1 La filtration
On de´finit la filtration de F
Fn = {0} ⊂ Fn−1 ⊂ · · · ⊂ F0 ⊂ F−1 = F, ou`,
F0 =
{
(P1, (Pp)p∈PN ) / P1 = 0
}
et,
∀k ∈ [[1, n]], Fk =
{
(P1, (Pp)p∈PN ) / P1 = 0, Pp1 = 0, · · · , Ppk = 0
}
.
On pose alors pour tout entier k entre 0 et n− 1,
G−1 = F−1/F0 ' ZT deg ∆−1 ' ZDT , Gk = Fk/Fk+1 ' Zdeg ∆k ' ZD, et,
E−1 = E, Ek = ϕ
−1(Fk).
On munit le fibre´ E ' ZL+1 de la me´trique du fibre´ trivial et les sous-fibre´s Ek des me´triques
de restriction de celle de E. De meˆme, on munit les fibre´s Gk des me´triques triviales.
Pour k compris entre −1 et n − 1, on note ϕk : Ek → Gk et ϕ˜k : Ek/Ek+1 → Gk les
morphismes de´duits de ϕ, ou` Ek/Ek+1 est muni de la me´trique quotient.
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Remarque 19 On a, E0 =
{
P ∈ E /P est nul a` un ordre ≥ T en x
}
et pour tout entier
k ∈ [[1, n]],
Ek =
{
P ∈ E /P nul a` un ordre ≥ T en x, nul en xp1 , · · · , nul en xpk
}
.
Une autre manie`re de dire, consiste a` dire que E0 = (∆
T
−1), et ∀k ≥ 0, Ek = (∆T−1∆1 . . .∆k).
4.4.2 L’ine´galite´ des pentes
Avec nos notations, en notant d̂eg le degre´ arithme´tique et µ̂max la pente maximale, on
peut e´noncer une version de l’ine´galite´ des pentes de J.-B. Bost sous la forme :
d̂egn E ≤
∑n−1
k=−1 rg (Ek/Ek+1)(µ̂max(Gk) +
∑
p premiers log || ϕk ||p )
+
∑n−1
k=−1 log ||
∧max ϕ˜k ||C . (4.1)
C’est le the´ore`me 19 du chapitre 1. Il s’agit essentiellement de l’ine´galite´ (4.14) de la
Proposition 4.6. de [16] dans laquelle on n’a pas remplace´ les termes || ∧r ϕi || par || ϕi ||r
aux places archime´diennes.
Il nous reste maintenant a` calculer les diffe´rents termes intervenant dans cette ine´galite´.
4.4.3 E´valuation de rg(Ek)
Par construction, on sait que Ek/Ek+1 ↪→ Gk. Par ailleurs, on calcule facilement le rang
de Ek/Ek+1 :
Si k = −1, rg(Ek/Ek+1) = DT .
Soit k0 =
[
L
D
− T ] . Pour k < k0, on a
rgEk = L+ 1−D(T + k),
et pour k > k0, on a
rgEk = 0.
4.4.4 Calcul des degre´s et des pentes
Le fibre´ hermitien E ainsi que les fibre´s hermitiens Gk sont isomorphes (comme fibre´s
hermitiens) a` des fibre´s triviaux, donc, pour tout entier k entre −1 et n− 1,
d̂eg (E) = 0, et, µ̂max(Gk) = 0.
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4.4.5 Calcul des || ϕk ||p : l’extrapolation
Dans ce paragraphe, on se donne p un nombre premier et k un entier compris entre −1 et
n− 1. On veut obtenir une majoration de || ϕk ||p.
Calcul des || ϕk ||l, l premier quelconque
Soient k ≥ 0 et P ∈ ZLl [X] (Zl-module des polynoˆmes de degre´ infe´rieur a` L) de norme 1,
i.e., tel que
si P =
∑
aiX
i, alors, max
i
| ai |l= 1.
Dans ce cas, en e´crivant la division euclidienne de P par ∆k, P = ∆kQpk +Rpk , on a
|| ϕk(P ) ||l=|| Rpk ||l≤ 1, car Rpk est a` coefficients l-entiers.
Le meˆme re´sultat vaut pour || ϕ−1(P ) ||l. Ainsi, on a
∀ k ∈ [[−1, n− 1]], || ϕk ||l≤ 1.
Raffinement pour l = pk
On conside`re comme pre´ce´demment k compris entre 0 et n−1 et on prend cette fois l = pk.
On va donner une majoration plus fine de || ϕk ||pk en utilisant le fait que ϕk est de´fini sur
les polynoˆmes nuls en x a` un ordre supe´rieur a` T . On va pour cela e´noncer un lemme du
type “petit the´ore`me de Fermat”.
Lemme 15 Soient p un nombre premier, ∆−1 le polynoˆme minimal de x et ∆p le polynoˆme
minimal (suppose´ unitaire mais de degre´ e´ventuellement infe´rieur a` celui de ∆−1) de x
p.
Alors, il existe un polynoˆme A ∈ Z[X] et un polynoˆme R ∈ Zdeg ∆p−1[X], tel que
∆−1 = A∆p + pR,
autrement dit, le reste de la division euclidienne de ∆−1 par ∆p est divisible par p.
De´monstration : On commence par de´montrer le lemme dans le cas ou` ∆p est de meˆme
degre´ que ∆−1. Dans ce cas,
∆−1(X) =
∏
σ:Q(x)↪→C
(X − σ(x)), et ∆p(X) =
∏
σ:Q(x)↪→C
(X − σ(x)p).
On sait (par division euclidienne dans Z[X] pour des polynoˆmes unitaires) qu’il existe
S ∈ Z[X] de degre´ infe´rieur a` D − 1 tel que ∆−1 = ∆p + S. On va calculer S et montrer
qu’il est en fait de la forme pR avec R ∈ Z[X]. En notant xi pour i ∈ [[1, D]] les images
87
de x par tous les Q(x)-plongements dans C et en notant si(X1, . . . , XD) la i-ie`me fonction
syme´trique e´le´mentaire, on a (dans Z[X])
∆p(X) = ∆−1(X) +
D−1∑
i=0
(sD−i(x
p
1, . . . , x
p
D)− sD−i(x1, . . . , xD))X i.
Ainsi, pour conclure, il reste a` voir que
∀i ∈ [[0, D − 1]], sD−i(xp1, . . . , xpD)− sD−i(x1, . . . , xD) ∈ pZ.
Or ∆−1 est a` coefficients entiers, donc sD−i(x1, . . . , xD) est dans Z et est donc congru
a` A = (sD−i(x1, . . . , xD))
p modulo p par le petit the´ore`me de Fermat. Ainsi, il suffit de
voir que sD−i(x
p
1, . . . , x
p
D) est congru a` A modulo p. En de´veloppant A avec la formule du
multinoˆme, on obtient
A = sD−i(x
p
1, . . . , x
p
D) + pf(x1, . . . , xD),
ou` f(X1, . . . , XD) est un polynoˆme syme´trique a` coefficients entiers. Ainsi, il s’exprime
comme un polynoˆme a` coefficients entiers en les fonctions syme´triques e´le´mentaires et
donc (comme sD−i(x
p
1, . . . , x
p
D) ∈ Z), on en de´duit que le nombre f(x1, . . . , xD) appartient
a` Z, ce qui conclut la preuve dans le cas ou` deg ∆p = deg ∆−1.
Dans le cas ge´ne´ral, notons P =
∏
σ:Q(x)↪→C(X − σ(x)p). Il existe A1 ∈ Z[X] tel que
A1∆p = P . Par le premier cas, on sait que ∆−1 = P + pRP , donc ∆−1 = A1∆p + pRP et
on conclut en effectuant la division euclidienne de RP par ∆p. 
Corollaire 8 Soient k 6= −1 et P ∈ Z[X] tel que P = ∆T−1Q avec Q ∈ Z[X]. En notant
Ppk le reste de la division euclidienne de P par ∆k, on a
∃R ∈ Z[X] tel que Ppk = pTR.
De´monstration : Par le lemme il existe un polynoˆme B ∈ Z[X] tel que
P = ∆T−1Q = (A∆k + pR)
T Q = B∆k + p
TRTQ.
On effectue maintenant la division euclidienne de RTQ par ∆k pour conclure. 
Corollaire 9 Soient k 6= −1 tel que Ek 6= {0} et P ∈ Ek ⊗ Zl tel que P = ∆T−1Q avec
Q ∈ Zl[X]. En notant Ppk le reste de la division euclidienne par ∆k, on a
|| ϕk ||pk= max
||P ||pk=1
|| ϕk(P ) ||pk= max
||P ||pk=1
|| Ppk ||pk ≤ p−Tk .
De´monstration : On applique le corollaire pre´ce´dent. 
En injectant les estimations pre´ce´dentes, on peut re´e´crire l’ine´galite´ des pentes sous la
forme
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Proposition 15 Avec les notations pre´ce´dentes, on a pour tout entier N assez grand et
de`s que D(T + n) > L ≥ 2DT ,
LT
4
logN ≤
n−1∑
k=−1
log ||
max∧
ϕ˜k ||C .
De´monstration : En effet, si Ek 6= 0, on a
∑
p log || ϕk ||p≤ −T log pk ≤ −T2 logN et si
k = −1, log || ϕk ||p≤ 0. De plus, un processus te´le´scopique donne
−
n−1∑
k=0
rg (Ek/Ek+1)
T
2
logN ≤ −rg E0T
2
logN
≤ −(L + 1−DT )T
2
logN ≤ −LT
4
logN.
Ainsi, en sommant sur k ≥ −1, on obtient
n−1∑
k=−1
rg (Ek/Ek+1)(µ̂max(Gk) +
∑
p premiers
log || ϕk ||p ) ≤ −LT
2
logN.
En appliquant l’ine´galite´ des pentes (4.1) on obtient le re´sultat. 
4.5 Calcul d’un bon majorant de || ∧max ϕ˜k ||C
On va maintenant s’attacher a` donner une “bonne” majoration pour les normes complexes
des ope´rateurs
∧max ϕ˜k. Il faudrait a` priori distinguer deux cas : k = −1 et k 6= −1. En
fait on peut les traiter ensembles, le cas k = −1 e´tant essentiellement une ge´ne´ralisation
du cas k 6= −1. Dans la suite, on pose Tk = T si k = −1 et Tk = 1 sinon. De meˆme, on
notera Nk = 1 si k = −1 et Nk = N sinon. Par ailleurs, k e´tant fixe´ et en posant p−1 = 1,
on notera {αi}1≤i≤D les diffe´rentes racines de ∆Tkk . Avec ces notations, on va montrer la
majoration
Proposition 16 En notant C = 1
2
DTk log 2D + DT
2
k log(L + Tk) +
1
2
DTk log(L + 1) +
1
2
DTk log Tk pour tout k ≥ −1, on a
log ||
max∧
ϕ˜k ||C≤ C + 2LTkDNkh(x).
La suite de cette partie est consacre´e a` la preuve de cette proposition.
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4.5.1 Une petite re´duction
Soit k ≥ −1. Dans toute la suite, on cherche une majoration de la norme de∧
ϕ˜k :
∧
(Ek/Ek+1) →
∧
Gk.
On a le carre´ commutatif
Ek
i //
pi

CL[X]
pi

Ek/Ek+1 i
// CL[X]/(∆Tkk )
ou` les deux fle`ches verticales sont co-isome´triques et la fle`che horizontale du haut est iso-
me´trique. Donc la fle`che horizontale du bas l’est aussi. Dans la suite de cette partie, on
notera donc (abusivement) ϕ˜k le morphisme de CL[X]/(∆
Tk
k ) dans Gk.
4.5.2 Preuve de la proposition 16
Le polynoˆme ∆Tkk est un polynoˆme scinde´ sur C, toutes ses racines ayant multiplicite´ Tk.
On peut ainsi e´crire ∆Tkk (X) =
∏D
i=1(X − αi)Tk ou` les αi sont des complexes deux a` deux
distincts. On note
pi : CL[X]  CL[X]/(∆Tkk ), et pii : C
L[X]  CL[X]/(X − αi)Tk ,
pour tout entier i compris entre 1 et D, les projections canoniques. On de´finit maintenant
l’ope´rateur “restes Chinois”
ChD : C
L[X]/(∆Tkk ) →
D∏
i=1
CL[X]/(X − αi)Tk
par la formule, ChD(pi(P )) = (pi1(P ), . . . , piD(P )) pour tout P ∈ CL[X]. On de´finit e´gale-
ment l’ope´rateur d’e´valuation en les (αi)1≤i≤D,
Eval :
D∏
i=1
CL[X]/(X − αi)Tk →
D∏
i=1
CTk
qui envoie (pii(Pi))1≤i≤D sur ((Pi(αi), . . . , P
(Tk−1)
i (αi))1≤i≤D. Enfin, on de´finit l’isomorphis-
me “de Lagrange”,
LagD :
D∏
i=1
CTk → CTkD−1[X],
qui a` un DTk-uplet (x1, . . . , xTk , xTk+1, . . . , xDTk) associe l’unique polynoˆme R de degre´ in-
fe´rieur a` DTk− 1 et tel que R(k−1)(αi) = xTk(i−1)+k pour tout i ∈ [[1, D]] et tout k ∈ [[1, Tk]].
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On a alors le diagramme commutatif
CL[X]/(∆Tkk )
ChD

fϕk
''∏D
i=1E
quot
i Eval
' //
∏D
i=1C
Tk
LagD
' // CTkD−1[X]
ou` Equoti = C
L[X]/(X − αi)Tk est muni de la me´trique quotient de celle sur CL[X] et ou`
C est muni de la me´trique hermitienne naturelle. Par ailleurs on met sur le produit, la
me´trique somme directe
∀(x1, . . . , xD, y1, . . . , yD) 〈(x1, . . . , xD), (y1, . . . , yD)〉 :=
D∑
i=1
〈xi, yi〉i.
Enfin on met sur les puissances exte´rieures maximales (D-ie`mes) de tous ces fibre´s la
me´trique de´terminant de´ja` de´finie.
Majorant de || ∧ChD ||
On se contente ici d’une majoration grossie`re.
Lemme 16 log || ∧ChD ||≤ 12dTk logD.
De´monstration : On utilise l’ine´galite´ || ∧ChD ||≤|| ChD ||DTk. Par de´finition ChD n’est
autre que l’application de´finie par ChD(pi(P )) = (pi1(P ), . . . , piD(P )) pour tout P ∈ CL[X].
En notant || · ||i la norme sur l’espace Equoti et || · ||2 celle sur CL[X], on a
∀P ∈ CL[X] || ChD(pi(P )) ||2 =
D∑
i=1
|| pii(P ) ||2i=
D∑
i=1
inf
pii(Q)=0
|| P +Q ||22
≤
D∑
i=1
inf
pi(Q)=0
|| P +Q ||22≤ D || pi(P ) ||2 .
En passant a` la racine carre´ puis au log, on en de´duit la majoration voulue. 
Majorant || ∧LagD ||
Lemme 17 log || ∧LagD ||≤ 0.
De´monstration : L’ope´rateur
∧
LagD est une application line´aire entre C-espaces vec-
toriels de dimension 1. En particulier, si gD est l’isomorphisme re´ciproque de LagD et si
(∧Tki=1Ri) ∧ . . . ∧ (∧Tki=1RTk(D−1)+i) est non nul dans
∧TkD CTkD−1[X], on a
||
∧
LagD ||=||
∧
gD ||−1= || (∧
Tk
i=1Ri) ∧ . . . ∧ (∧Tki=1RTk(D−1)+i) ||
|| (∧Tki=1gD(Ri)) ∧ . . . ∧ (∧Tki=1gD(RTk(D−1)+i)) ||
.
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On prend par exemple pour tout i entier dans [[1, DTk]], Ri = X
i−1. On obtient ainsi une
base orthonorme´e de CTkD−1[X], donc
||
∧
LagD ||=|| (∧Tki=1gD(Ri)) ∧ . . . ∧ (∧Tki=1gD(RTk(D−1)+i)) ||−1 .
En notant [ · ] la partie entie`re on constate que
|| (∧Tki=1gD(Ri)) ∧ . . . ∧ (∧Tki=1gD(RTk(D−1)+i)) ||=
∣∣∣∣∣det
((
αj−1h
i−1
Tk
i
+1
)
1≤i,j≤DTk
)∣∣∣∣∣
2
.
Or det
((
αj−1h
i−1
Tk
i
+1
)
1≤i,j≤DTk
)
est une expression polynoˆmiale syme´trique en les αi a` co-
efficients entiers. Donc on peut l’e´crire comme une expression polynmiale a` coefficients
entiers, en les fonctions syme´triques e´mentaires en les αi. Or les αi sont les racines d’un
polynoˆme unitaire a` coefficients entiers. Par conse´quent en prenant le carre´ du module on
obtient un nombre entier positif, non nul car on est parti d’une base. On conclut en passant
au log. 
Majorant de || ∧Eval ||
Notons Evali : E
quot
i → CTk l’application de´finie par
Evali(pii(P )) = (P
(k−1)(αi))1≤k≤Tk .
Comme le morphisme Eval est le morphisme diagonal
diag(
Tk∧
Eval1, . . . ,
Tk∧
EvalD),
on a le re´sultat suivant :
Lemme 18 On a l’e´galite´ de normes
||
∧
Eval ||=
D∏
i=1
||
Tk∧
Evali || .
De´monstration : On rappelle que la me´trique sur le produit tensoriel E ⊗ F de deux
fibre´s hermitiens est de´finie par
〈x⊗ y, z ⊗ t〉 = 〈x, z〉E · 〈y, t〉F .
Avec cette de´finition, on a l’isomorphisme isome´trique
DTk∧
k=1
(
D⊕
i=1
Ei
)
'
D⊗
k=1
(
Tk∧
i=1
Ei
)
,
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valable pour tout espace hermitien Ei de rang Tk. 
De´sormais on e´crira
∧
pour
Tk∧
. Il reste a` calculer la norme de
∧
Evali pour tout i ∈ [[1, D]].
Soit donc un tel i ≥ 1. L’application ∧Evali est un morphisme entre espaces vectoriels de
dimension 1, donc
∀g1 ∧ . . . ∧ gTk ∈
∧
Equoti − {0}, ||
∧
Evali ||= || Evali(g1) ∧ . . . ∧ Evali(gTk) |||| g1 ∧ . . . ∧ gTk ||
.
Par ailleurs, la norme quotient sur Ei est, par de´finition, la norme qui rend isome´trique
l’isomorphisme entre Ei et l’orthogonal
(
(X − αi)Tk
)⊥
L
, pour la norme hermitienne stan-
dard, de (X − αi)Tk dans CL[X].
Lemme 19 La famille de polynoˆmes{
gl =
L∑
v=0
(
v + l
v
)
αi
vXv
}
0≤l≤Tk−1
constitue une base de
(
(X − αi)Tk
)⊥
L
.
De´monstration : Il y a deux choses a` voir : tout d’abord que les gl sont effectivement
dans l’orthogonal de (X − αi)Tk et ensuite que ces Tk e´le´ments forment une famille libre.
Soit l ∈ [[0, Tk−1]]. Dire que gl ∈
(
(X − αi)Tk
)⊥
L
e´quivaut a` dire que pour tout u ∈ [[0, L−Tk]]
gl⊥(X − αi)TkXu condition (?u,l).
Ceci e´tant dit, un simple calcul permet de conclure :
(?u,l) ⇐⇒
Tk∑
v=0
(−1)Tk−v (v + u+ l)!
(v + u)!
(
Tk
v
)
αi
v+uαi
Tk−v = 0
⇐⇒ αiu+Tk
Tk∑
v=0
(−1)Tk−v (v + u+ l)!
(v + u)!
(
Tk
v
)
= 0
⇐⇒
Tk∑
v=0
(
Tk
v
)
(−1)Tk−v(v + u+ l)× . . .× (v + u+ 1) = 0.
Soit fu,l(x) = x
u+l
∑Tk
v=0
(
Tk
v
)
(−1)Tk−vxv = xu+l(x− 1)Tk . Alors 1 est racine de fu,l d’ordre
Tk et la condition (?u,l) e´quivaut a` dire que f
(l)
u,l(1) = 0. Donc (?u,l) est vraie ce qui prouve
que les gl sont dans l’orthogonal.
Il reste a` voir que la famille {gl}0≤l≤Tk−1 est une famille libre. Pour cela, on e´crit dans la
base canonique la matrice M dont le l-ieme vecteur colonne est forme´ par gl. Il suffit de
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montrer que M admet une matrice carre´e de taille Tk × Tk dont le de´terminant est non
nul. Or M =
((
v+l
v
)
αi
v
)
0≤v≤L
0≤l≤Tk−1
. Montrons que la matrice A =
((
v+l
v
)
αi
v
)
0≤v,l≤Tk−1
est
inversible. En factorisant la v-ieme ligne par αi
v pour tout v dans [[0, Tk−1]], on en conclut
que A est inversible si et seulement si B =
((
v+l
v
))
0≤v,l≤Tk−1
l’est. Or c’est un exercice de
voir que det B = 1 6= 0. (on remplace la ligne Lv+1 par Lv+1 − Lv en commenc¸ant par la
dernie`re ligne et en utilisant la formule(
v + 1 + l
l
)
−
(
v + l
l
)
=
(
v + l
l − 1
)
.
On effectue alors un de´veloppement selon la premie`re colonne et on se rame`ne au de´termi-
nant de C =
((
v+l
l−1
))
1≤v,l≤Tk−1
. On ite`re ceci jusqu’a` aboutir au de´terminant de la matrice((
v + l
l − (Tk − 1)
))
Tk−1≤v,l≤Tk−1
qui vaut 1). Ceci conclut. 
Lemme 20 On a la majoration
||
∧
Evali ||2≤|| g0 ∧ . . . ∧ gTk−1 ||−2quot (L + Tk)2Tk
2
Tk
Tk(L+ 1)Tk max{1, |αi|}4LTk .
De´monstration : On veut majorer | detAi|, ou`
Ai =
(
Tk−1∑
s=0
g(s)u (αi)g
(s)
v (αi)
)
0≤u,v≤Tk−1
.
Comme Ai = (auv) est une matrice hermitienne de´finie positive, on a
| detAi| ≤
Tk−1∏
u=0
auu.
En remplac¸ant ceci par les valeurs explicites de auu, on obtient
|detAi| ≤
Tk−1∏
u=0
Tk−1∑
s=0
g(s)u (αi)g
(s)
u (αi)
≤
Tk−1∏
u=0
Tk−1∑
s=0
∣∣g(s)u (αi)∣∣2
Or
|g(s)u (αi)|2 ≤
(
L∑
r=s
(r + u)× . . .× (u+ 1)
(r − s)! |α
2r−s
i |
)2
. (4.2)
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Finalement, il reste a` majorer convenablement le produit de factorielles. Pour cela on
distingue deux cas :
si r > Tk, alors
(r + u)× . . .× (u+ 1)
(r − s)! ≤
(r + Tk)× . . .× (Tk + 1)
(r − Tk)!
≤ (r + Tk)× . . .× (Tk + 1)
(r − Tk)× · · · × (Tk + 1)
≤ (r + Tk)× . . .× (r + 1− Tk)
≤ (L + Tk)Tk .
si s ≤ r ≤ Tk, alors
(r + u)× . . .× (u+ 1)
(r − s)! ≤ (r + Tk)× . . .× (Tk + 1)
≤ (r + Tk)r ≤ (L+ Tk)Tk .
Dans tous les cas, on a la majoration
(r + u)× . . .× (u+ 1)
(r − s)! ≤ (L+ Tk)
Tk .
En injectant ceci dans la majoration (4.2), on en de´duit
|g(s)u (αi)|2 ≤ (L + Tk)2Tk
(
L∑
r=0
|α2r−si |
)2
≤ (L + Tk)2Tk(L + 1) max{1, |αi|}4L−2s
≤ (L + Tk)2Tk(L + 1) max{1, |αi|}4L
Ainsi, si on reprend la majoration de | detAi| on obtient
|detAi| ≤
(
(L+ Tk)
2TkTk(L+ 1)
)Tk max{1, |αi|}4LTk . (4.3)
On divise par || g0 ∧ . . . ∧ gTk−1 ||2quot pour conclure. 
On en de´duit alors la proposition 16 : en regroupant les lemmes 16 17 et 20, on obtient la
majoration
log ||
∧
Eval ||≤ 2LTk log
D∏
i=1
max{1, |αi|}+ 1
2
DTk logD
+DTk
2 log(L + Tk) +
1
2
DTk log(L + 1) +
1
2
DTk logTk − 1
2
log
∣∣∣∣∣
D∏
i=1
detBi
∣∣∣∣∣
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ou`
Bi =
(
L∑
s=0
(
s+ u
s
)(
s+ v
s
)
|αi|2sαiuαvi
)
0≤u,v≤Tk−1
.
Or l’expression qui est dans le dernier produit du membre de droite de cette majoration
est une expression polynomiale syme´trique en les αi, a` coefficients entiers. On sait de plus
que detBi 6= 0. Tout comme dans la preuve du lemme 17, on en de´duit donc la minoration∣∣∣∣∣
D∏
i=1
detBi
∣∣∣∣∣ ≥ 1.
Pour conclure, il suffit de remarquer que log
∏D
i=1 max{1, |αi|} = Dh(xpk) ≤ DNkh(x).
4.6 Conclusion
Finalement avec les notations pre´ce´dentes, on obtient
The´ore`me 33 Pour tout D, T et N assez grand, ainsi que pour tout L ve´rifiant l’ine´galite´
D (T + n) > L ≥ 2DT, on a
4LnNDh(x) ≥ LT
4
logN − 5
2
nD log(L + 1)− 3
2
DT 2 log(L + T ).
De´monstration : Il suffit de mettre bout a` bout l’ine´galite´ des pentes (proposition 15)
ainsi que la proposition 16 applique´e pour tous les k ∈ [[−1, n− 1]]. 
On choisit pour conclure les valeurs des parame`tres. En notant [ · ] la partie entie`re, on
pose
α = 18, L = D
[
N
4 logN
]
, T =
[
α log 2D
log log 3D
]
N =
[
17 · α(log 2D)2
log log 3D
]
.
Avec ce choix de parame`tres le the´ore`me pre´ce´dent nous donne bien le re´sultat, a` savoir le
the´ore`me 32. En effet,
4LNnDh(x) ≤ D ·
(
173 · α3(log 2D)6
(log log 3D)5
)
Dh(x)
≤ 173α3 ·D2 (log 2D)
6
(log log 3D)5
h(x).
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Par ailleurs,
4LNnDh(x) ≥ LT
4
logN − 5
2
nD log(L+ 1)− 3
2
DT 2 log(L+ T )
≥ D (log 2D)
3
(log log 3D)2
(
α2 · 17
4
− 5 · α · 17
4
− 12 · α
2
4
)
≥ D
4
(log 2D)3
(log log 3D)2
.
On conclut en mettant ensemble les deux ine´galite´s pre´ce´dentes.
Remarque 20 On peut se demander ce qu’aurait donne´e une preuve du meˆme type obte-
nue en rajoutant des multiplicite´es. En fait, a` partir des calculs effectue´s ici on peut faci-
lement e´crire une telle preuve, malheureusement ceci ne permet pas d’obtenir un meilleur
re´sultat.
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Chapitre 5
The´ore`me de Dobrowolski-Laurent
pour les extensions abe´liennes sur
une courbe elliptique a` multiplication
complexe
5.1 Introduction
SoitK un corps de nombres. En notant ĥ la hauteur de Ne´ron-Tate sur une courbe elliptique
E/K et en notant Kab la cloˆture abe´lienne de K, on montre dans cet article les deux
re´sultats suivants :
The´ore`me 34 Si E/K est une courbe elliptique a` multiplication complexe, il existe une
constante c(E/K) strictement positive, telle que
∀P ∈ E(K)\Etors, ĥ(P ) ≥ c(E/K)
D
(
log log 5D
log 2D
)13
,
ou` D = [Kab(P ) : Kab].
The´ore`me 35 Soient c0 > 0 et E/K une courbe elliptique a` multiplication complexe.
Il existe une constante strictement positive c(E/K, c0), telle que : pour toute extension
abe´lienne F/K et pour tout point P ∈ E(K)\Etors ve´rifiantD = [F (P ) : F ], si le nombre de
nombres premiers qui se ramifient dans F est borne´ par c0
(
log 2D
log log 5D
)2
, alors on a l’ine´galite´
ĥ(P ) ≥ c(E/K, c0)
D
(
log log 5D
log 2D
)3
.
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On voit qu’en imposant une contrainte sur l’e´tendue de la ramification dans l’extension
abe´lienne (the´ore`me 35), on obtient une ge´ne´ralisation d’un pre´ce´dent re´sultat de Laurent
[31] (cf. le the´ore`me 37 plus loin). Dans le cas ge´ne´ral (the´ore`me 34), sans imposer aucune
condition, on obtient une minoration optimale aux puissances de log pre`s, avec un expo-
sant le´gerement de´grade´ par rapport au cas classique : on a comme puissance de log un
exposant 13 au lieu d’un exposant 3 ; toutefois cet exposant 13 est le meˆme que dans le cas
multiplicatif duˆ a` Amoroso-Zannier [6] (cf. the´ore`me 38 plus loin). Ce the´ore`me 34, dans
le cas des courbes elliptiques a` multiplication complexe, ge´ne´ralise au cas D quelconque
un pre´ce´dent re´sultat de Baker [8] (cf. the´ore`me 39 plus loin). Nous donnons a` la fin de
l’introduction une application de notre the´ore`me 34.
Ce type de proble`me remonte aux travaux de Lehmer dans les anne´es 1930 : soit x ∈
Gm(Q)\µ∞ un nombre alge´brique qui n’est pas une racine de l’unite´. On sait par un
the´ore`me de Kronecker que sa hauteur logarithmique absolue h(x) est strictement positive.
En 1933 Lehmer e´nonce la ce´le`bre conjecture
Conjecture 16 (Proble`me de Lehmer) Il existe une constante c > 0 telle que
∀x ∈ Gm(Q)\µ∞, h(x) ≥ c
D
,
ou` D = [Q(x) : Q].
Plus exactement, Lehmer se pose plutoˆt la question inverse : est-il possible de contredire
cet e´nonce´ ?
C’est en 1979 , avec le the´ore`me de Dobrowolski [23], qu’est obtenu un re´sultat optimal a`
des puissances de log pre`s, en direction de cette conjecture :
The´ore`me 36 (Dobrowolski) Il existe une constante c > 0 telle que
∀x ∈ Gm(Q)\µ∞, h(x) ≥ c
D
(
log log 3D
log 2D
)3
,
ou` D = [Q(x) : Q].
Peu de temps apre`s, Laurent a e´tendu, dans son article [31], la conjecture de Lehmer
aux courbes elliptiques sur un corps de nombres, en remplac¸ant la hauteur sur Gm par
la hauteur de Ne´ron-Tate et il a e´tendu le re´sultat de Dobrowolski au cas des courbes
elliptiques E/K a` multiplication complexe.
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The´ore`me 37 (Laurent) Soit E/K une courbe elliptique a` multiplication complexe. Il
existe une constante strictement positive c(E/K) telle que
∀P ∈ E(K)\Etors, ĥ(P ) ≥ c(E/K)
D
(
log log 3D
log 2D
)3
,
ou` D = [K(P ) : K].
Dans les articles [5] et [6], Amoroso-Dvornicich et Amoroso-Zannier ont e´tendu le proble`me
de Lehmer sur Gm au cas des extensions abe´liennes relatives. Pre´cise´ment, ils e´noncent la
conjecture et de´montrent le the´ore`me suivant :
Conjecture 17 (Amoroso-Zannier) Soit K un corps de nombres. Il existe une cons-
tante strictement positive c(K), telle que
∀x ∈ Gm(K)\µ∞, h(x) ≥ c(K)
D
,
ou` D = [Kab(x) : Kab].
The´ore`me 38 (Amoroso-Zannier) Soit K un corps de nombres. Il existe une constante
c(K) strictement positive, telle que
∀x ∈ Gm(K)\µ∞, h(x) ≥ c(K)
D
(
log log 5D
log 2D
)13
,
ou` D = [Kab(x) : Kab].
Ce the´ore`me e´tend le re´sultat de Amoroso-Dvornicich qui traitait le cas ou` x appartenait
a` une extension abe´lienne de K, i.e., le cas D = 1. C’est pre´cise´ment ce the´ore`me, dans le
cas D = 1, qui a e´te´ e´tendu aux courbes elliptiques a` multiplication complexe, ou ayant un
j-invariant non-entier, par Baker dans [8], puis par Silverman [50] dans le cas des courbes
elliptiques sans multiplication complexe. Ainsi pour les courbes elliptiques, on a
The´ore`me 39 (Baker-Silverman) Soit E/K une courbe elliptique. Il existe une cons-
tante strictement positive c(E/K) telle que
∀P ∈ E(Kab)\Etors, ĥ(P ) ≥ c(E/K).
L’objectif du pre´sent article est d’e´tendre le re´sultat d’Amoroso-Zannier au cas des courbes
elliptiques a` multiplication complexe, ge´ne´ralisant ainsi le re´sultat de Baker au cas D
quelconque. Notons que le the´ore`me 34 re´pond a` une conjecture de David dans le cas des
courbes elliptiques a` multiplication complexe :
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Conjecture 18 (David) Soient A/K une varie´te´ abe´lienne sur un corps de nombres et L
un fibre´ en droites ample et syme´trique sur A. Pour tout ε > 0, il existe une constante stric-
tement positive c(A/K,L) telle que pour tout point P ∈ A(K) qui n’est pas de End(A(K))-
torsion, on a
ĥL(P ) ≥ c(A/K,L)
D
1
g
+ε
tors
,
ou` Dtors = [K(Ators, P ) : K(Ators)].
En effet, le the´ore`me 34 e´tant vrai pour D = [Kab(P ) : Kab], il l’est en particulier pour
D = [F (P ) : F ] pour toute extension abe´lienne F/K. De plus, quitte a` remplacer K par
une extension de degre´ borne´ en fonction de E, le re´sultat reste toujours vrai (on ne change
que la constante c(E/K)). L’extension H(Etors)/H est abe´lienne pour H = K(j) corps de
classes de Hilbert de E, ce qui conclut.
Le the´ore`me 34 rend naturel de ge´ne´raliser la conjecture 17 aux courbes elliptiques :
Conjecture 19 Soit E/K une courbe elliptique. Il existe une constante strictement posi-
tive c(E/K), telle que
∀P ∈ E(K)\Etors, ĥ(P ) ≥ c(E/K)
D
,
ou` D = [Kab(P ) : Kab].
Le the´ore`me 34 est une premie`re e´tape en direction de cette conjecture 18, au moins
dans le cas de multiplication complexe. On peut indiquer brie`vement un des inte´re`ts d’un
tel re´sultat. Pour expliquer cela, on introduit quelques notations : on dit qu’une courbe
(inte`gre) sur une varie´te´ abe´lienne A est transverse si elle n’est contenue dans aucun trans-
late´ de sous-varie´te´ abe´lienne de A diffe´rente de A. Si X est un sous-sche´ma ferme´ inte`gre
de A et r un entier, alors Z
(r)
x,0 ⊂ X(K) est l’ensemble des points pour lesquels il existe un
sous-sche´ma en groupes G de A avec
dimPX ∩G ≥ max {1, r − codim G} .
On dit qu’une varie´te´ abe´lienne simple A est de type (g, δ), si elle est de dimension g et si
le rang de End(A) = 2g/δ. Enfin, on note
A[r] =
⋃
codim G≥r
G(K),
ou` G est un sous-sche´ma en groupe de codimension indique´e. Dans son article [45], Re´mond
prouve :
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The´ore`me 40 (Re´mond) Soit A une varie´te´ abe´lienne sur K. Nous choisissons une
isoge´nie entre A et un produit An11 × · · · × Anmm ou` m est un entier naturel et pour chaque
indice i avec 1 ≤ i ≤ m la varie´te´ abe´lienne Ai est simple de type (gi, δi) et ni ∈ N∗. Soient
X un sous-sche´ma ferme´ inte`gre de A et r, r′ deux entiers tels que 0 ≤ r ≤ r′ ≤ dim A.
Nous supposons que l’une des conditions suivantes est ve´rifie´e.
(C1) La conjecture (18) est vraie.
(C2) La varie´te´ abe´lienne A est a` multiplication complexe et r
′ > (1 +
∑m
i=1 gi)(r − 1).
(C3) On a l’ine´galite´
r′ >
m∑
i=1
gi(ni + δi)
r − 1
r
.
Alors, pour toute hauteur h associe´e a` un fibre´ ample L sur A et tout re´el H, l’ensemble{
P ∈
(
X(K)\Z(r)X,0
)
∩ A[r′] / h(P ) ≤ H
}
est fini. Si de plus X est une courbe transverse et r ≥ 2, alors X(K) ∩ A[r′] est fini.
Notons que notre the´ore`me 34 permet de´ja` de simplifier la preuve du theorem 2. de Viada
[57] suivant :
The´ore`me 41 (Viada) Soient E/K une courbe elliptique a` multiplication complexe, n
un entier non nul et C/K une courbe transverse dans En. Pour r ≥ 0 on conside`re les
ensembles
Sr(C) :=
⋃
codimG≥r
G ∩ C(K)
ou` l’union porte sur les sous-groupes alge´briques G de En de codimension au moins r.
Alors l’ensemble S2(C) est fini.
La preuve de Viada est calque´e sur celle de Bombieri, Masser et Zannier [14] dans le cas de
Gnm. Elle utilise le fait que la hauteur des points de S1(C) est borne´e. Il s’agit du Theorem 1.
du meˆme article de Viada qui re´sulte simplement des proprie´te´s fonctorielles des hauteurs
et du the´ore`me du cube pour les varie´te´s abe´liennes. Ceci e´tant acquis on constate, en
appliquant le the´ore`me de Northcott, qu’il suffit alors de montrer que le degre´ des points
de S2(C) est borne´. C’est la partie difficile de la preuve. Viada montre ceci en deux e´tapes :
la premie`re consiste a` montrer la finitude de l’ensemble S3(C). La seconde e´tape consiste a`
montrer la finitude de S2(C) en utilisant un subtil argument cohomologique. Nous montrons
au chapitre 5 comment e´viter cet argument cohomologique en appliquant notre the´ore`me
34. En fait l’utilisation de ce the´ore`me 34 permet de ramener la seconde e´tape a` la premie`re.
Nous expliquons ceci dans la dernie`re partie de cet article.
Dans la suite (dernie`re partie excepte´e) on s’attache a` prouver le the´ore`me 34. On explique
a` la fin comment le the´ore`me 35 s’obtient de la meˆme fac¸on. La preuve est une preuve
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classique de transcendance a` deux exceptions pre`s : on utilise un lemme de Siegel absolu
et il y a en fait deux extrapolations selon que l’on est dans une situation avec beaucoup
de ramification ou non. Ceci e´tant dit, dans le cas non-ramifie´, la preuve suit le sche´ma
initie´ par Dobrowolski, a` savoir une extrapolation sur les transforme´s par le morphisme de
Frobenius. Dans le cas ramifie´, on suit la preuve du cas multiplicatif de [6] en utilisant encore
des transforme´s par Frobenius. On utilise l’astuce de Laurent [31] consistant a` de´doubler les
variables pour permettre une plus grande liberte´ dans le choix des parame`tres auxiliaires.
La partie 5.2 consiste en des rappels sur la hauteur de Ne´ron-Tate et sur les proprie´te´s
dont nous aurons besoin concernant les courbes elliptiques a` multiplication complexe. La
partie 5.3 consiste en une se´rie de re´ductions en vue de prouver les the´ore`mes 34 et 35. La
preuve proprement dite se trouve dans les parties 5.5, 5.6 et 5.7.
Dans la preuve on se rame`ne a` travailler avec une extension abe´lienne F/K finie et avec
D = [F (P ) : F ]. Notons que l’hypothe`se “F/K est abe´lienne” sert de manie`re cruciale dans
les deux e´tapes d’extrapolation : dans l’e´tape ou` il y a peu de premiers ayant un grand
indice de ramification dans F , i.e. l’e´tape “quasi-classique”, l’extrapolation se fait graˆce
au lemme 30 qui utilise de manie`re fondamentale l’hypothe`se d’abe´lianite´. Dans l’autre
extrapolation, i.e. le cas compe´mentaire ou` beaucoup de premiers ont un grand indice de
ramification dans F , l’hypothe`se sert a` fabriquer le groupe Hp du lemme 29 : on utilise
pour cela le the´ore`me de Kronecker-Weber.
5.2 Hauteur et multiplication complexe
5.2.1 Hauteur
Soient K un corps de nombres de degre´ d, MK l’ensemble des valeurs absolues (deux a`
deux non e´quivalentes) sur K, M 0K les valeurs absolues ultrame´triques de MK normalise´es
par |p|v = p−1 pour toute place finie v au-dessus du nombre premier p et M∞K les valeurs
absolues archime´diennes de MK. On note dv = [Kv : Qp] le degre´ local et on de´finit la
hauteur (logarithmique absolue) sur Pn(Q) par
h(x0 : . . . : xn) =
1
d
∑
v∈MK
dv log max
0≤i≤n
|xi|v.
Dans cette de´finition, la renormalisation par 1
d
sert juste a` faire en sorte que h(x) soit
inde´pendante du choix du corps K contenant x. De plus par la formule du produit, la
hauteur est aussi inde´pendante du choix d’un syste`me de coordonne´es projectives.
En plongeant Gnm dans P
n par (x1, . . . , xn) 7→ (1 : x1, . . . : xn) ceci de´fini e´galement la
hauteur sur Gnm.
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Dans la suite on utilisera e´galement la hauteur h2 de´finie sur Gnm(Q) par
h2(x1, . . . , xn) =
1
d
∑
v∈M0K
dv log max
1≤i≤n
|xi|v +
∑
v∈M∞K
dv log
√∑
1≤i≤n
|xi|2v
 .
Soit N un entier. On de´finit comme le fait Schmidt (voir [48]) la hauteur h2 d’un sous-Q-
espace vectoriel S alge´brique de dimension d de Q
N+1
par :
h2(S) = h2(x1 ∧ . . . ∧ xd),
ou` x1, . . . ,xd est une base de S sur un corps de nombres quelconque sur lequel S est de´fini.
5.2.2 Hauteur de Ne´ron-Tate
De´finition 40 Si E/K est une courbe elliptique donne´e par une e´quation de Weierstrass,
on de´finit la hauteur h : E(K) → R+ par h(P ) := h(x(P ) : 1), ou` h(x : y) est la hauteur
logarithmique absolue sur P1(K) de´finie pre´ce´demment.
Cette hauteur ve´rifie un certain nombre de proprie´te´s. Nous indiquons les plus essentielles,
qui nous serviront dans la suite. On renvoie par exemple au livre [30] Part B pour tout ce
qui concerne les hauteurs.
Proposition 17 Sur une courbe elliptique E/K, la hauteur h ve´rifie :
(i) ∀P ∈ E(K) h([m]P ) = m2h(P ) +O(1).
(ii) ∀P,Q ∈ E(K) h(P +Q) + h(P −Q) = 2h(P ) + 2h(Q) +O(1).
(iii) ∀h > 0 l’ensemble {P ∈ E(K)/ h(P ) ≤ h} est fini.
Dans les affirmations pre´ce´dentes, la constante O(1) de´pend de E et m, mais pas des points
P et Q.
A` partir de cette hauteur, on peut en construire une plus jolie : la hauteur de Ne´ron-Tate,
note´e ĥ. La de´finition est la suivante :
ĥ(P ) = lim
n→+∞
h([2n]P )
4n
.
Les proprie´te´s classiques de cette hauteur sont re´sume´es dans le the´ore`me suivant.
The´ore`me 42 La hauteur canonique est une forme quadratique positive semi-de´finie sur
E(K), telle que
d’une part ∀P ∈ E(K) ĥ(P ) = h(P ) +O(1), et d’autre part, ĥ(P ) = 0 ⇐⇒ P ∈ Etors.
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5.2.3 Multiplication complexe
Soient K un corps de nombres et E/K une courbe elliptique a` multiplication complexe
par l’ordre d’un corps quadratique imaginaire k. On note OK l’anneau d’entiers de K et
pour toute place finie v de K on note kv le corps re´siduel associe´ a` v. Quitte a` faire une
extension de corps ne de´pendant que de E/K et quitte a` prendre une courbe elliptique
isoge`ne a` la courbe de de´part, on peut supposer que K contient k et que l’anneau des
endomorphismes de E/K est exactement Ok, l’anneau des entiers de k. De plus, la courbe
est a` multiplication complexe, donc elle a bonne re´duction potentielle. Ainsi, quitte a`
remplacer K par une extension de degre´ borne´ (en fonction de E/K), on peut e´galement
supposer que E/K a bonne re´duction en toute place de K. On fait toutes ces hypothe`ses
dans la suite.
On fixe un point P ∈ E(K)\Etors et on note D = [Kab(P ) : Kab]. On choisit alors une
extension F/K abe´lienne finie, telle que D = [F (P ) : F ], ceci e´tant possible car Kab est le
compositum des extensions abe´liennes sur K.
Dans la suite, on fixe un mode`le de Weierstrass de E de la forme
Y 2 = X3 + a4X + a6,
ou` a4 et a6 sont des e´le´ments de K. Si ℘ est la fonction de Weierstrass associe´e, la courbe
complexe E(C) est parame´tre´e par X = ℘(z) et Y = ℘′(z). On rappelle que les points
complexes d’une courbe elliptique sont parame´tre´s par l’isomorphisme de groupes de Lie
complexes
C/Λ → E(C) : y2 = x3 + a4x + a6, z 7→ (℘(z), ℘′(z)) ,
ou` ℘(z) est la fonction de Weierstrass de´finie par la formule
∀z ∈ C, ℘(z) = 1
z2
+
∑
ω∈Λ∗
(
1
(z − ω)2 −
1
ω2
)
.
Soient p un nombre premier et v une place de K au-dessus de p. On rappelle le the´ore`me
fondamental, duˆ a` Deuring [22], concernant la multiplication complexe que l’on va utiliser
ici. On renvoie par exemple a` [51] Chapter II pour les de´monstrations.
Proposition 18 Soit E/C une courbe elliptique a` multiplication complexe par Ok, anneau
d’entiers d’un corps de nombres quadratique imaginaire. Il existe un unique isomorphisme
[·] : Ok → End(E)
tel que pour toute diffe´rentielle invariante de E, ω ∈ ΩE et pour tout α ∈ Ok, on a
[α]∗ω = αω.
De plus le degre´ de [α] est e´gal a` N kQ(α).
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The´ore`me 43 (Deuring) Soit E/K une courbe de´finie sur le corps de nombres K, a`
multiplication complexe par le corps quadratique imaginaire k. Soient p un nombre premier
et v une place de K au-dessus de p telle que E a bonne re´duction en v. Alors il existe un
unique αv ∈ Ok tel que [˜αv] = FrobEv ou` Ev est la re´duction de E sur Fv.
De plus au cours de la preuve de ce the´ore`me on montre que q := NKQ (v) = N
K
Q (α).
Dans les deux lemmes qui suivent, conse´quences du the´ore`me pre´ce´dent, on note pi une
uniformisante dans k de l’ide´al maximal M correspondant a` la place v.
Lemme 21 Pour tout e´le´ment α ∈ Ok, il existe deux polynoˆmes Rα et Sα premiers entre
eux, a` coefficients dans Ok tels que
℘(αz) =
Rα(℘(z))
Sα(℘(z))
, et S˜α 6= 0.
Ces deux polynoˆmes sont de´finis a` multiplication par une meˆme unite´ de Ok pre`s. Notam-
ment quand α = αv, on a
Rα(X) = uX
q + piV (X), et Sα(X) = u+ piW (X),
ou` u est une unite´ v-adique de Ok et V et W sont deux polynoˆmes a` coefficients dans Ok.
Lemme 22 Pour tout α ∈ Ok, les polynoˆmes R˜α et S˜α sont premiers entre eux.
De´monstration : On trouvera par exemple une preuve de ces deux lemmes dans [31]
lemmes 3.1 et 3.2 respectivement. 
Nous aurons e´galement besoin d’un lemme sur les endomorphismes du groupe formel associe´
a` la courbe elliptique E. Si P est un point de la courbe de coordonne´es affines (X, Y ), on
note t = −X
Y
et on note [αv] l’ope´rateur du groupe formel associe´ a` l’endomorphisme αv.
Lemme 23 Il existe une se´rie entie`re ψ, a` coefficients dans OKv telle que
[αv](t) = t
p + pipψ(t).
De´monstration : C’est le lemme 3.3 de [31]. 
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5.3 Re´ductions
On fait maintenant les meˆmes re´ductions que dans le cas multiplicatif duˆ a` Amoroso-
Zannier. On note P l’ensemble des nombres premiers qui se de´composent totalement dans
K. Pour chacune des places v de K au-dessus d’un tel premier p, la comple´tion v-adique
de K est Kv = Qp. Pour p ∈ P, on notera donc Kp cette comple´tion dans la suite. Soient
p ∈ P et F/K une extension abe´lienne finie, on note ep(F ) l’indice de ramification de p
dans F et Fv la comple´tion v-adique de F en v. On a Kp = Qp, donc Fv est une extension
abe´lienne de Qp. Par le the´ore`me de Kronecker-Weber local, elle est donc contenue dans
une extension cyclotomique de Qp que l’on notera Qp(ζm). On pose m = mp(F ) le plus
petit entier ayant cette proprie´te´ et on de´finit fp(F ) le conducteur local de F en p comme
e´tant la plus grande puissance de p divisant m (il s’agit bien du conducteur local au sens
de la the´orie du corps de classes local). On pose
f(F ) =
∏
p∈P
fp(F ),
le conducteur de F et on note que si F ′ ⊂ F alors f(F ′) ≤ f(F ).
Soit maintenant P un point de E(K)\Etors contredisant le the´ore`me 34, de degre´ minimal,
i.e., tel que pour tout point P ′ ∈ E(K)\Etors de degre´ D′ < D sur Kab, on a
ĥ(P ′) ≥ c(E/K)
D′
(
log log 5D′
log 2D′
)13
.
Lemme 24 Pour de´montrer le the´ore`me 34, on peut supposer que pour tout point de
torsion T ∈ Etors on a [Kab(P + T ) : Kab] ≥ D.
De´monstration : La hauteur de Ne´ron-Tate est invariante par translation par un point
de torsion. Le re´sultat de´coule donc imme´diatement de la de´finition du point P et de la
de´croissance pour t ≥ 1 de la fonction t 7→ c(E/K)
t
(
log log 5t
log 2t
)13
. 
SoitA l’ensemble des extensions abe´liennes finies F/K telles qu’il existe un point de torsion
T ∈ Etors tel que [F (P + T ) : F ] ≤ D, i.e., tel que [F (P + T ) : F ] = D par le lemme
pre´ce´dent. Cet ensemble est non vide, puisque par de´finition de Kab, on sait qu’il existe
une extension abe´lienne finie F/K telle que [F (P ) : F ] = [Kab(P ) : Kab] = D. L’extension
F et le point T = 0 montrent donc que A est non vide. On de´finit alors l’entier
f = min
F∈A
f(F ).
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Lemme 25 Avec les notations pre´ce´dentes, pour de´montrer le the´ore`me 34, on peut sup-
poser que
D = [F (P ) : F ] ou` F/K est une extension appartenant a` A, contenue dans K(P ). (5.1)
On peut e´galement supposer que
f(F ) = f. (5.2)
Enfin, on peut aussi supposer que
∀T ∈ Etors tel que K(P + T ) ⊂ K(P ), on a K(P + T ) = K(P ). (5.3)
De´monstration : Par de´finition de Kab, il existe une extension abe´lienne finie F/K telle
que D = [F (P ) : F ], donc appartenant a` A. On prend dans A une extension F/K re´alisant
le min des f(F ), i.e., re´alisant f. Montrons qu’on peut supposer (5.3). Soit T ∈ Etors tel
que K(P + T ) ⊂ K(P ), alors, le point T est de´fini sur le corps de nombres K(P ) car
P + T − P = T . Si pour tous ces T , on a l’e´galite´ K(P + T ) = K(P ), il n’y a alors rien a`
montrer. Sinon, on note T l’ensemble fini des points de torsion tels que K(P +T ) ( K(P ).
Soient T ∈ T et P1 = P + T . L’extension K(P1) est une sous-extension stricte de K(P ).
On note T1 l’ensemble fini des points de torsion tels que K(P1 +T ) ( K(P1). Si T1 est non
vide, on choisit T1 ∈ T1 et on pose P2 = P1 +T1. L’extension K(P2) est une sous-extension
stricte de K(P1). On construit ainsi une chaˆıne
K(Pn) ( . . . ( K(P1) ( K(P ).
Donc pour n assez grand, on sait que K(Pn+1) = K(Pn), autrement dit que l’ensemble
Tn+1 correspondant est vide, c’est-a`-dire que
∀T ∈ Etors tel que K(Pn + T ) ⊂ K(Pn), on a K(Pn + T ) = K(Pn).
Or par construction, on a Pn = P + Tn ou` Tn est un point de torsion de E, donc le lemme
24 pre´ce´dent assure que [F (Pn) : F ] ≥ Dn ≥ D. De plus on a
Dn = [K
ab(Pn) : K
ab] ≤ [F (Pn) : F ] ≤ [F (P ) : F ] = D
car K(Pn) ⊂ K(P ), donc Dn = D. La hauteur de Ne´ron-Tate e´tant invariante par trans-
lation par un point de torsion, on a e´galement ĥ(Pn) = ĥ(P ). Enfin, quitte a` remplacer
F par F1 = F ∩ K(Pn), on voit que l’on peut aussi supposer l’hypothe`se (5.1) vraie. La
fonction f(·) e´tant croissante, l’hypothe`se (5.2) est elle aussi ve´rifie´e, ce qui conclut. 
Dans toute la suite on supposera de´sormais vraies les hypothe`ses (5.1), (5.2) et (5.3).
Remarque 21 On note que, comme K ⊂ F ⊂ K(P ), on a aussi, F (P ) = K(P ).
On peut maintenant e´noncer les deux lemmes de re´duction qui nous serviront dans la suite.
Le premier est inspire´ du Lemma 2.1. (ii) de [6], le second est plus classique dans le cadre
du probe`me de Lehmer.
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Lemme 26 Soient p ∈ P et v une place de K au-dessus de p, alors, pour de´montrer le
the´ore`me 34, on peut supposer que
soit K(αv(P )) = K(P ), soit [K(P ) : K(αv(P ))] = p.
De´monstration : On conside`re le diagramme
K (P,E[αv])
K(P )
88qqqqqqqqqqq
K (αv(P ), E[αv])
G
iiRRRRRRRRRRRRR
K(αv(P ))
ffMMMMMMMMMMM
55lllllllllllll
L’extension K(P,E[αv])/K(αv(P ), E[αv]) est galoisienne d’ordre 1 ou p. En effet on a une
injection naturelle Gal(K/K(αv(P ), E[αv])) ↪→ E[αv] : les conjugue´s de P par l’action de
Gal(K/K(αv(P ), E[αv])) sont parmi les P+T , ou` T ∈ E[αv] et αv est une isoge´nie cyclique
d’ordre p.
Si le groupe de Galois correspondant G est d’ordre p, alors l’extension K(P )/K(αv(P ))
est e´galement d’ordre p.
Si G est d’ordre 1, on va montrer qu’il existe T ∈ E[αv] tel que K(P +T ) ⊂ K(αv(P )).
On regarde l’action de Gal(K/K(αv(P )) sur l’ensemble {P + T / T ∈ ker[αv]}. Soit il y a
une seule orbite, auquel cas [K(αv(P )) : K(P )] = p ; soit l’orbite ωP , contenant P est de
cardinal m strictement infe´rieur a` p, donc premier a` p. Dans ce cas, il existe T ′ ∈ E[αv],
tel que ∑
T∈ωP
(P + T ) = mP + T ′
est stable sous l’action de Gal(K/K(αv(P )). Par le the´ore`me de Be´zout, il existe deux
entiers, λ et µ tels que λm+µp = 1. Par ailleurs, en notant α∨v l’isoge´nie duale de αv, on a
K ([p]P ) = K (α∨v (αv(P ))) ⊂ K(αv(P )).
Ainsi, on a les inclusions
K ([λ]([m]P + T ′) + [µp]P )) = K (P + [λ]T ′) ⊂ K(αv(P )).
On a donc l’inclusion K(P + [λ]T ′) ⊂ K(P ). Par l’hypothe`se (5.3) ceci entraˆıne que
K(P ) = K(P + [λ]T ′) ⊂ K(αv(P )).
On en de´duit que K(P ) = K(αv(P )). 
Lemme 27 Pour tout p ∈ P sauf pour au plus 1
2
logD d’entre eux et pour toute place v
de K au-dessus de p, on a
F (P ) = F (αv(P )).
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De´monstration : C’est le lemme combinatoire classique de Dobrowolski [23] (duˆ a` Laurent
[31] lemme 4.2 dans le cas des courbes elliptiques). 
Notons que l’on pourrait e´viter de recourir a` ce lemme combinatoire, en faisant un rai-
sonnement du meˆme type que dans le lemme pre´ce´dent, comme il est fait dans l’article
d’Amoroso-Zannier [6]. Dans la suite on notera P? le sous-ensemble de P forme´ des pre-
miers ve´rifiant le lemme 27 pre´ce´dent.
5.4 Lemmes d’extrapolation
Dans la partie 5.6 on va faire deux extrapolations diffe´rentes, selon qu’il y a beaucoup de
places de F au-dessus de P? ayant un gros indice de ramification, ou non, tout ceci e´tant
bien e´videmment quantifie´. On commence par les lemmes qui nous permettront d’extrapoler
dans le cas ou` il y a beaucoup de ramification.
5.4.1 Lemme ramifie´
Lemme 28 Soient E/K une courbe elliptique a` multiplication complexe, v une place de
bonne re´duction ordinaire et Iv le groupe d’inertie de Gal(Kv/Kv). Alors, pour tout entier
n ≥ 1, on a l’isomorphisme de Iv-module E[αnv ] ' µpn.
De´monstration : C’est le lemme 3.2 de [8]. 
Le lemme suivant est inspire´ du lemme 3.2. de [6].
Lemme 29 Soient p ∈ P? et ep son indice de ramification dans F . Il existe un sous-groupe
Hp de Gal(F/K) d’ordre
| Hp |≥ min{ep, p},
tel que
| xp − σxp |w≤ 1
p
,
pour tout x ∈ OF , tout σ ∈ Hp et toute place w de F au-dessus de p. De plus, pour toute
place v de K au-dessus de p et pour toute extension τ ∈ Gal(K/K) de σ ∈ Hp − {Id}, on
a
τ(αv(P )) 6= αv(P ).
De´monstration : La fabrication de Hp et l’estimation de son cardinal se fait comme dans
l’article de Amoroso-Zannier : soient v une place de F e´tendant p et Fv le comple´te´ v-adique
de F . On pose m := mp(F ) le plus petit entier m tel que Fv ⊂ Qp(ζm). On de´compose m
sous la forme m = fp · n ou` n est premier a` p et fp est le conducteur local de F en p.
Si p ne se ramifie pas dans F , alors ep = 1 et Hp = {Id} convient. On peut donc
supposer que p se ramifie dans F , donc a fortiori dans Q(ζm). Ainsi p divise le conducteur
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local fp. On pose Σp le groupe de Galois de l’extension Qp(ζm)/Qp(ζm/p). C’est un groupe
cyclique d’ordre p ou p − 1 selon que p2 divise fp ou non. Par la proprie´te´ de minimalite´
de m, Σp ne fixe pas Fv, donc induit par restriction un sous-groupe non-trivial H
∗
v de
Gal(Fv/Kp). On note que si p
2 ne divise pas fp, alors l’ordre de H
∗
v est au moins ep car
l’extension Qp(ζm/p)/Qp est non-ramifie´e ; alors que si p2 divise fp, ne´cessairement H∗v est
d’ordre p. On de´finit Hv comme e´tant l’image isomorphe de H
∗
v dans Gal(F/K). On peut
voir que H∗v ne de´pend pas de v, mais seulement de p. Il en est de meˆme de Hv que l’on
note de´sormais Hp. On a de´ja obtenu l’estimation de son cardinal.
Montrons la proprie´te´ de congruence : soit O l’anneau des entiers de Qp(ζm). On a
∀x ∈ O, ∀σ ∈ Σp xp ≡ σxp mod pO, (5.4)
(cf. par exemple [6] p. 717). Ainsi pour tout x ∈ OF et pour tout σ ∈ Hp, l’entier xp−σxp ∈
F est d’ordre supe´rieur a` ep en v.
Montrons maintenant la dernie`re proprie´te´. Soient σ ∈ Hp − {Id} et τ ∈ Gal(K/K)
une extension de σ. Supposons par l’absurde que τ(αv(P )) = αv(P ). Soit E le sous-corps
de F fixe par σ. On a [E(αv(P )) : E] = [F (αv(P )) : F ]. De plus, par le lemme 27, le point
P est de´fini sur la meˆme extension de F que αv(P ). Donc,
[E(αv(P )) : E] = [F (αv(P )) : F ] = [F (P ) : F ] = D. (5.5)
On va maintenant montrer que | Σp |= p : tout d’abord, comme E est strictement inclus
dans F , on a [F (P ) : E] > [F (P ) : F ] et donc, d’apre`s (5.5),
[F (P ) : E(αv(P ))] =
[F (P ) : E]
[E(αv(P )) : E]
=
[F (P ) : E]
[F (P ) : F ]
> 1. (5.6)
Par ailleurs, d’apre`s la remarque 5.3, on a K(P ) = F (P ) et K ⊂ E(αv(P )) ⊂ F (P ).
Ainsi, [F (P ) : E(αv(P ))] divise [K(P ) : K(αv(P ))]. Si K(P ) = K(αv(P )), alors τ fixe
K(P ) = F (P ) donc fixe F ce qui contredit le choix de σ 6= Id. Ainsi, par le lemme 26,
l’extension K(P )/K(αv(P )) est de degre´ p. On en de´duit que l’extension F (P )/E(αv(P ))
qui est non triviale par (5.6), est de degre´ p. On a ainsi
[F (αv(P )) : E(αv(P ))] =
[F (P ) : E(αv(P ))]
[F (P ) : F (αv(P ))]
= [F (P ) : E(αv(P ))] = p par le lemme 27.
L’extension F/E e´tant galoisienne, on en de´duit que | Hp |= [F : E] = p, donc par
construction de Hp on obtient | Σp |= p.
On sait que sur une courbe elliptique a` multiplication complexe, on a bonne re´duction
ordinaire en toutes les places v au-dessus d’un premier p ∈ P. On peut donc appliquer
le lemme 28 dans notre situation. Par ce lemme on sait que les points de αkv-torsion sont
de´finis sur Qp(ζpk) ⊂ Qp(ζm). Ainsi Fv(E[αkv ]) ⊂ Q(ζm), donc le groupe de Galois Σp induit
par restriction un sous-groupe non-trivial de Gal(F (E[αkv ])/K) qui est cyclique d’ordre p
par le paragraphe pre´ce´dent. Soit donc F ⊂ F (E[αkv ]) son sous-corps fixe. Soient x ∈ E
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et ρ ∈ G1 = Gal(F (E[αkv ])/F) − {Id}. Puisque [F : E] = p, le morphisme σ engendre le
groupe Gal(F/E), donc il existe un entier u tel que ρF = σu. Notamment, on en de´duit
que ρ(x) = x, c’est-a`-dire que
E ⊂ F. (5.7)
On va maintenant montrer qu’il existe un point de αkv -torsion T tel qu’on ait l’inclusion
F(P + T ) ⊂ F(αv(P )). Si F(P ) ⊂ F(αv(P )), il n’y a rien a` montrer. Sinon, on a a fortiori
l’inclusion stricte
F(αv(P )) ( F
(
E[αkv ], P
)
.
Les extensions e´tant galoisiennes, [F (E[αkv ], αv(P )) : F(αv(P ))] divise [F (E[α
k
v ]) : F] = p.
De plus, par le lemme 27, F (E[αkv ], P ) = F (E[α
k
v ], αv(P )), donc on a l’e´galite´[
F
(
E[αkv ], P
)
: F (αv(P ))
]
= p.
Ainsi, le morphisme de restriction
res : Gal
(
F (E[αkv ], P )/F(αv(P ))
)→ Gal (F (E[αkv ])/F) ,
entre groupes de meˆme cardinaux est un isomorphisme. Soit ρ˜ un ge´ne´rateur du groupe
cyclique Gal
(
F (E[αkv ], P )/F(αv(P ))
)
. Il existe un point de αv-torsion T1 tel que
ρ˜(P ) = P + T1.
De plus, par le lemme 28, on a l’isomorphisme de Iv-modules, E[α
k
v ] ' µpk , donc si T2 est
un point de E[αkv ]\E[αk−1v ], alors le point T3 = ρ(T2) − T2 est d’ordre p. Finalement, il
existe un entier v tel que
T1 = vT3.
On pose T = −rT2. On a alors
ρ(P + T ) = P + T1 − vρ(T2) = P + vT3 − vT3 − vT2 = P + T.
Ceci nous donne bien l’inclusion F(P + T ) ⊂ F(αv(P )).
En utilisant (5.5) et (5.7), on obtient
[F(P + T ) : F] ≤ [F(αv(P ) : F] ≤ [E(αv(P ) : E] = D.
Or par construction, Fv ⊂ Qp(ζm/p) et F ⊂ F (E[αkv ]), donc
fp(F) ≤ p
k
p
< fp(F ), et, si l 6= p, fl(F) ≤ fl(F ).
On en conclut, que
[F(P + T ) : F] ≤ D et, f(F) < f(F ) = f,
ce qui contredit la de´finition de f. Ceci conclut la preuve par l’absurde. 
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5.4.2 Lemme non-ramifie´
On passe maintenant au lemme qui va nous permettre de faire l’extrapolation dans le
cas ou` il n’y a pas beaucoup de ramification. Il s’agit du meˆme lemme que dans le cas
multiplicatif.
Lemme 30 Soit p ∈ P?, il existe Φp ∈ Gal(F/K) tel que
| xp − Φpx |v≤ p−
1
ep ,
ou` x ∈ OF et v est une valuation sur Q e´tendant p.
De´monstration : C’est le lemme 3.1. de [6]. 
5.5 Lemme de Siegel
Dans la suite, on conside`re un point P1 qui sera soit P soit αv(P ). On note ℘(u) la
coordonne´e x de P1 et on note ℘(u1), . . . , ℘(uD) les diffe´rents conjugue´s de ℘(u) sur F .
On dit que les ui sont les conjugue´s de u.
Soient L et T deux entiers strictement positifs et N ∈]√L, 2√L[ un nombre premier (qui
existe par le “postulat de Bertrand”). On va construire une fonction
ϕ(z) =
L∑
λ1=0
L∑
λ2=0
p(λ1, λ2)℘(z)
λ1℘(Nz)λ2
avec p(λ1, λ2) ∈ Z non tous nuls, telle que : ϕ n’est pas constamment nulle sur E(C), ϕ
est nulle en les conjugue´s ui de u avec multiplicite´ T et les coefficients p(·, ·) sont bien
controle´s. Le premier point est assure´ par le choix de N et le fait que les p(·, ·) ne sont pas
tous nuls, le second de´coule d’un lemme de Siegel absolu.
Lemme 31 Soient n un entier et S un sous Q-espace vectoriel de dimension d de Q
n
.
Pour tout ε > 0, il existe un vecteur x ∈ S tel que
h2(x) ≤ h2(S)
d
+
log d
2
+ ε.
De´monstration : cf. [21] lemme 4.7 et la remarque qui suit. 
Proposition 19 Soient L, T et k trois entiers positifs tels que L2 ≥ kT et kc2 > (L +
T )2 pour une certaine constante absolue c2 > 0. Avec les notations pre´ce´dentes, on peut
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construire la fonction ϕ, s’annulant en u1, . . . , uk avec multiplicite´ supe´rieure a` T , telle
que
h(ϕ) ≤ ckT
(L + 1)2 − kT
(
LN2ĥ(P1) + T log(T + L) + T logN + L
)
+ logL,
ou` c est une constante ne de´pendant que de E/K.
De´monstration : Par re´currence sur t ≤ T , on montre qu’il existe un polynoˆme Qλ1,λ2,t
dans Ok[X1, . . . , X4] de degre´ partiel en chaque variable majore´ par L + 2t, a` coefficients
de valeur absolue majore´e par c1k
c2t et tel que
dt
dzt
(
℘(z)λ1℘(Nz)λ2
)
= Qλ1,λ2,t (℘(z), ℘
′(z), ℘(Nz), ℘′(Nz)) .
Au rang t = 0, le polynoˆme Q = Xλ11 X
λ2
3 convient.
Supposons la proprie´te´ vraie au rang t et montrons-la au rang t+1 : en notant abusivement
Qt le polynoˆme Qλ1,λ2,t, on a
dt+1
dzt+1
(
℘(z)λ1℘(Nz)λ2
)
=
d
dz
dt
dzt
(
℘(z)λ1℘(Nz)λ2
)
=
d
dz
Qt (℘(z), ℘
′(z), ℘(Nz), ℘′(Nz))
=
∂Qt
∂X1
(·)℘′(z) + . . .+N ∂Q
∂X4
(·)℘′′(Nz).
En utilisant la relation ℘′′(Nz) = 6℘(Nz)2 + 2a4, on pose donc
Qt+1 = X2
∂Qt
∂X1
+ . . .+N(6X23 + 2a4)
∂Qt
∂X4
.
On a clairement degXiQt+1 ≤ L+ 2(t+ 1). De plus, en notant qi,t les coefficients de Qt, on
a
|qi,t+1| ≤ 6c1N(L+ 2t)kc2t ≤ 12c1
√
L(L+ 2T )kc2t ≤ c1kc2(t+1).
Finalement, le syste`me ∀t ≤ T − 1, ∀i ∈ [[1, k]], ϕ(t)(ui) = 0 s’e´crit :
∀t ≤ T − 1, ∀i ∈ [[1, k]],
L∑
λ1=0
L∑
λ2=0
p(λ1, λ2)Qλ1,λ2,t (℘(ui), ℘
′(ui), ℘(Nui), ℘
′(Nui)) = 0.
Pour tout 0 ≤ i ≤ k, posons
∀0 ≤ t ≤ T − 1, ∀0 ≤ λ1, λ2 ≤ L, α(i)(λ1,λ2),t = Qλ1,λ2,t (℘(ui), ℘′(ui), ℘(Nui), ℘′(Nui)) .
On conside`re les vecteurs
yi,t =
(
α
(i)
(0,0),t, . . . , α
(i)
(L,0),t, . . . , α
(i)
(L,L),t
)
∈ Q(L+1)2 .
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Comme dans [19] p.42 ine´galite´ (18) et suivante, on ve´rifie que les coefficients du syste`me
yi,t · x = 0, 0 ≤ i ≤ k, 0 ≤ t ≤ T − 1
avec x ∈ Q(L+1)2 sont tous de hauteur au plus
c3
(
LN2ĥ(P1) + T log(T + L) + T logN + L
)
.
Par ailleurs, le Q-espace vectoriel
S =
{
x ∈ Q(L+1)2 / yi,t · x = 0, 0 ≤ i ≤ k, 0 ≤ t ≤ T − 1
}
est de dimension (L + 1)2 − kT et les vecteurs yi,t forment une base de l’orthogonal S⊥.
De plus, le Lemma IV p.10 de [48], nous indique que
h2 (S) = h2
(
S⊥
) ≤∑
i,t
h2(yi,t) ≤ c3kT
(
LN2ĥ(P1) + T log(T + L) + T logN + L
)
.
On applique le lemme 31 avec ε = 1
2
log (L+1)
2
(L+1)2−kT
. On a ainsi obtenu la fonction voulue,
avec des coefficients dans Q et avec la hauteur projective h2. En fait, en appliquant une
remarque de Roy et Thunder [46], on peut e´galement trouver une solution a` coefficients
entiers alge´briques et avec la hauteur h. La remarque consiste a` dire que si x ∈ Qn, il existe
a ∈ Q tel que ax est a` coefficients entiers alge´briques et tel que h(ax) = h2(ax) = h2(x). 
5.6 Extrapolation
Il y a deux cas, selon que l’on a “beaucoup” de premiers ayant “beaucoup” de ramification
ou non (ceci e´tant quantifie´). On commence par le cas qui sera utilise´ quand il n’y a pas
beaucoup de grande ramification.
Proposition 20 Soient L1 et T1 deux entiers strictement positifs d’ordre de grandeur
polynomial en D, tels que L21 ≥ DT1. On pose P1 = P et on conside`re la fonction ϕ
obtenue dans la proposition 19 avec L = L1, T = T1 et k = D. Soient p ∈ P? et v une
place e´tendant p sur K. Pour tout t ≤ min{L1, T12 } et pour tout τ ∈ Gal(K/K) e´tendant
le morphisme Φp du lemme 30, on a
log | τ(ϕ)(t))(αpu) |v≤ − T1
2ep
log p+ 8L1 log max{1, | ℘(Nαvu) |v}.
De´monstration : Il s’agit essentiellement du deuxie`me pas de [31] a` la diffe´rence que l’on
utilise un lemme de Siegel absolu, ce qui conduit a` supposer l’annulation en un point et en
tous ses conjugue´s, ainsi qu’a` faire intervenir l’indice de ramification ep de p dans F . On
e´tend v au corps K(X) en posant | X |v= 1.
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Il y a deux cas : soit ℘(u) est un v-entier, soit non.
Cas 1 : on ve´rifie simplement que l’on peut e´crire ϕ(t) comme un polynoˆme en les va-
riables ℘(z), ℘(Nz), ℘
′(Nz)
℘′(z)
de degre´ partiels en ℘(Nz) et ℘
′(Nz)
℘′(z)
respectivement majore´s
par 3(L1 + t) ≤ 6L1 et par 1. On en de´duit l’existence d’une fraction rationnelle G, telle
que SN(X)
8L1G(X) soit un polynoˆme a` coefficients dans OK et ve´rifiant
G(℘(z)) = ϕ(t)(z)2.
La fraction rationnelle G(X) admet donc un ze´ro d’ordre supe´rieur a` T1 aux points X =
℘(u1), . . . , X = ℘(uD). Notons ∆ =
∑
aiX
i le polynoˆme minimal unitaire sur F de ℘(u).
Par hypothe`se sur ℘(u), il est a` coefficients entiers alge´briques. Ainsi, il existe un polynoˆme
H a` coefficients v-entiers, tel que
SN(X)
8L1G(X) = ∆(X)T1H(X). (5.8)
Si pip est une uniformisante au-dessus de p dans K et pip,F une uniformisante de p dans F ,
par le petit the´ore`me de Fermat et le lemme 30, on obtient donc
τ (∆) (℘(αvu)) = τ (∆) (℘(u)
p) = (∆(℘(u)))p = 0 mod pip,F ,
et ce, pour tout pip,F au-dessus de pip. En substituant ℘(αvu) a`X dans (5.8) et en appliquant
τ aux coefficients des polynoˆmes S, G, H et ∆, on en de´duit que le membre de droite de
cette e´galite´ transforme´e par τ est d’ordre en pip supe´rieur a`
T1
ep
. Il reste maintenant a`
majorer l’ordre en pip de τ(SN )(℘(αvu). Or SN est a` coefficients dans K, donc est, de
meˆme que RN , invariant par τ . De plus,
℘(Nαvu) =
RN (℘(αvu))
SN (℘(αvu))
.
D’apre`s le lemme 22, les polynoˆmes RN et SN re´duits mod pip sont premiers entre eux.
Autrement dit, l’un des deux nombres RN (℘(αvu)), SN (℘(αvu)) est une unite´ de OKv . Si
c’est SN(℘(αvu)), on a fini, sinon, c’est RN(℘(αvu)) et donc
ordpip(SN (℘(αvu)) = −ordpip℘(Nαvu).
Cas 2 : Si ℘(u) n’est pas un v-entier, on fait un changement de carte comme dans le b) du
deuxie`me pas de Laurent [31] : on effectue le changement de variable projectif
t = −X
Y
et, s = − 1
Y
.
Alors s s’exprime en fonction du parame`tre local t par une se´rie entie`re s(t) a` coefficients
v-entiers. On conside`re cette fois la fonction
(℘′(z)℘′(Nz))
−(L1+t) ϕ(t)(z), a` la place de ϕ(t)(z)2.
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Elle s’e´crit comme un polynoˆme en les variables − ℘(z)
℘′(z)
, − 1
℘(z)
, − ℘(Nz)
℘′(Nz)
et − 1
℘′(Nz)
. Il existe
donc une se´rie entie`re G, a` coefficients v-entiers, telle que
G(t) = (℘′(z)℘′(Nz))
−(L1+t) ϕ(t)(z). (5.9)
Soient ξ = − ℘(u)
℘′(u)
le parame`tre local associe´ au point P et ∆ le polynoˆme minimal unitaire
de ξ sur Fv. D’apre`s l’hypothe`se, le nombre ξ est dans l’ide´al maximal mv, donc tous
les coefficients de ∆, sauf le coefficient dominant, sont divisibles par pip. Le the´ore`me de
pre´paration de Weierstrass montre qu’il existe une se´rie entie`re H, a` coefficients v-entiers,
telle que
G(t) = ∆(t)(T1−t)H(t).
Dans cette identite´ on substitue t = [αv](ξ) = ξ
p + pipψ(ξ) par le lemme 23. On conclut
alors comme dans le premier cas (il faut savoir majorer
ordpip(℘
′(αvu)℘
′(Nαvu)) = ordpips([αv](ξ)) + ordpips([Nαv](ξ)).
Puisque N est premier a` p, ces dernie`res quantite´s sont toutes deux e´gales a`
−3
2
ordpip℘(Nαvu) (cf. paragraphes 3 et 6 de [55]).
Remplac¸ant dans (5.9), z par αvu et t par [αv](ξ) on peut alors conclure). 
On passe maintenant a` la proposition qui nous servira quand il y a beaucoup de grande
ramification.
Proposition 21 Soient L2 et T2 deux entiers d’ordre de grandeur polynomial en D et Λ2
un entier strictement positif, tels que L22 ≥ DT2Λ2. On conside`re la fonction ϕ obtenue
dans la proposition 19 avec L = L2, T = T2, k = DΛ2 et avec
{u1, . . . , uk} := {αvui /i ∈ {1, . . . , D} et v de´crivant un ensemble P?2 de cardinal Λ2} .
Pour tout t ≤ min{L2, T22 }, pour tout v dans l’ensemble P?2 et pour tout τ ∈ Gal(K/K) tel
que τF ∈ Hp, p/v ∈ P?2 , on a
log | τ(ϕ(t))(αpu) |v≤ −T2
2
log p+ 8L2 log max{1, | ℘(Nαvu) |v}.
De´monstration : La` encore il y a deux cas selon que ℘(u) est un v-entier ou non. On
commence par le cas ou` c’est un v-entier. On e´tend v au corps K(X) en posant | X |v= 1
et on fait la meˆme preuve que pre´ce´demment, en montrant cette fois-ci que
τ (∆αv) (℘(αvu)) = 0 mod pip,
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ou` ∆αv est le polynoˆme minimal de ℘(αvu). Pour montrer ceci, on note ∆
(p) le polynoˆme
minimal de ℘(u) ou` l’on a e´leve´ les coefficients a` la puissance p. On a alors
τ (∆αv) (℘(αvu)) = τ
(
∆(p)
)
(℘(αvu)) mod pip par le petit the´ore`me de Fermat,
= ∆(p)(℘(αvu)) mod pip par le lemme 29,
= ∆(p)(℘(u)p) mod pip,
= (∆(℘(u)))p mod pip,
= 0.
Si ℘(u) n’est pas un v-entier, on utilise le meˆme argument que dans le cas 2 de la proposition
20 pre´ce´dente pour conclure de la meˆme fac¸on. 
5.7 Conclusion
5.7.1 Le cas du the´ore`me 34
En notant [·] la partie entie`re, on pose C une constante assez grande (de sorte que les
ine´galite´s soient ve´rifie´es) ne de´pendant que de E/K et on pose
N1 =
[
C4
(log 2D)6
(log log 5D)5
]
et E =
[
C
(
log 2D
log log 5D
)2]
.
Pour p entre N1/2 et N1, le the´ore`me de Chebotarev nous indique qu’il y a plus de Λ =[
C4
2
(
log 2D
log log 5D
)6]
tels p. En notant ev l’indice de ramification de v dans F , on a : soit il y
a plus de Λ1 = Λ/2 nombres premiers p ayant une place v avec un ev ≤ E, soit il y a plus
de Λ2 = Λ/2 nombres premiers p ayant toutes les places v avec un ev > E. On va traiter
chaque cas se´pare´ment et conclure dans chacun de ces deux cas.
Cas 1 : il y a plein de v ayant peu de ramification, i.e., il y a plus de Λ1 = Λ/2 nombres
premiers p ayant une place v avec un ev ≤ E.
Dans ce cas, on note P?1 le sous-ensemble de P? correspondant a` Λ1 et on introduit les
parame`tres suivants :
L1 =
[
C3D
(log 2D)5
(log log 5D)6
]
, T1 =
[
C
9
2D
(log 2D)7
(log log 5D)9
]
, et, T ′1 =
[
C3D
(log 2D)4
(log log 5D)6
]
,
et N est un nombre premier tel que 1
2
√
L1 ≤ N ≤
√
L1.
Proposition 22 Pour tout p ∈ P?1 , pour tout τ e´tendant Φ−1p et pour tout t ≤ T ′1, la
fonction τ−1
(
ϕ(t)
)
de la proposition 20 s’annule en αvu.
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De´monstration : En notant
ζ = NF (P )/F
(
τ
(
ϕ(t)
)
(αvu)
)
,
on a graˆce a` la proposition 20,
log | ζ |v≤ −DT1 log p
2ev
+ 8L1
∑
w/v
Dw log max (1, | ℘(Nαvu |w) .
On en de´duit
log | ζ |v≤ −c12DT1 log p
2E
+DL1
(
c10 +N
2pĥ(P )
)
.
Or par hypothe`se sur ĥ(P ), on a N2pĥ(P ) ≤ N2N1ĥ(P ) ≤ c11. En remplac¸ant les pa-
rame`tres par leur valeur, on obtient donc
log | ζ |v≤ −C 72D2 (log 2D)
5
(log log 5D)6
.
Ainsi, si ζ est non nul,
h(ζ) = h(ζ)−1 ≥ dv
d
log max{1, | ζ−1 |v} ≥ C 72D2 (log 2D)
5
(log log 5D)6
. (5.10)
Par ailleurs, un calcul classique (cf. par exemple [19] p.50) permet d’e´crire
h(ζ) ≤ c15DT ′1 log(T ′1 + L1) + c16DL1N2pĥ(P ) + c17Dh(ϕ)
ou` h(ϕ) est donne´e par la proposition (19) :
h(ϕ) ≤ cDT1
(L1 + 1)2 −DT1
(
L1N
2ĥ(P ) + T1 log(T1 + L1) + T1 logN + L1
)
+ logL1.
en remplac¸ant les parame`tres par leur valeur, on obtient :
h(ζ) ≤ c15C3D2 (log 2D)
5
(log log 5D)6
+ c16C
3D2
(log 2D)5
(log log 5D)6
+ c17C
3D2
(log 2D)5
(log log 5D)6
,
Soit
h(ζ) ≤ c18C3D2 (log 2D)
5
(log log 5D)6
. (5.11)
En comparant les ine´galite´s (5.10) et (5.11), on obtient une contradiction pour C suffisam-
ment grand, ce qui conclut. 
Puisque l’on travaille avec des p ∈ P? ⊂ P, on a [F (αv(P )) : F ] = D. Donc, on obtient
ainsi, en comptant les multiplicite´s, au moins
DT ′1Λ1 ≥
1
2
C7D2
(log 2D)10
(log log 5D)12
(5.12)
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racines. Or en utilisant la relation
℘(Nz) =
RN (℘(z))
SN (℘(z))
,
on peut e´crire ϕ sous la forme
ϕ(z) = F (℘(z)),
ou` F est une fraction rationnelle de degre´ majore´ par
(N2 + 1)L1 ≤ 2L21 ≤ 2C6D2
(log 2D)10
(log log 5D)12
. (5.13)
En comparant (5.12) et (5.13), on en de´duit que la fraction F est identiquement nulle.
Donc il en est de meˆme pour ϕ, ce qui est absurde par le choix de N . Le the´ore`me est donc
de´montre´ dans ce cas.
Cas 2 : il y a plein de v ayant beaucoup de ramification, i.e., il y a plus de Λ2 = Λ/2
nombres premiers p ayant toutes les places v avec un ev > E.
Dans ce cas, on note P?2 le sous-ensemble de P? correspondant a` Λ2 et on introduit les
parame`tres suivants :
L2 =
[
C
35
8 D
(log 2D)7
(log log 5D)8
]
, T2 =
[
C
9
2D
(log 2D)7
(log log 5D)9
]
et, T ′2 =
[
C4D
(log 2D)6
(log log 5D)8
]
,
et N est un nombre premier tel que 1
2
√
L2 ≤ N ≤
√
L2.
Proposition 23 Pour tout p ∈ P?2 , pour tout τ tel que τF ∈ Hp et pour tout t ≤ T ′2, la
fonction τ−1
(
ϕ(t)
)
de la proposition 21 s’annule en αvu.
De´monstration : En notant
ζ = NF (P )/F
(
τ
(
ϕ(t)
)
(αvu)
)
,
on a graˆce a` la proposition 21,
log | ζ |v≤ −DT2 log p
2
+ 8L2
∑
w/v
Dw log max (1, | ℘(Nαvu |w) .
On en de´duit
log | ζ |v≤ −c12DT2 log p
2
+DL2
(
c10 +N
2pĥ(P )
)
.
Or par hypothe`se sur ĥ(P ), on a N2pĥ(P ) ≤ N2N1ĥ(P ) ≤ c11. En remplac¸ant les pa-
rame`tres par leur valeur, on obtient donc
log | ζ |v≤ −c13C 92D2 (log 2D)
7
(log log 5D)8
.
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Ainsi, si ζ est non nul, on a
h(ζ) = h(ζ−1) ≥ dv
d
log max{1, | ζ−1 |v} ≥ c14C 92D2 (log 2D)
7
(log log 5D)8
. (5.14)
Par ailleurs, le meˆme calcul que pre´ce´demment permet d’e´crire
h(ζ) ≤ c15DT ′2 log(T ′2 + L2) + c16DL2N2pĥ(P ) + c17Dh(ϕ)
ou` h(ϕ) est donne´e par la proposition (19) :
h(ϕ) ≤ cDΛ2T2
(L2 + 1)2 −DΛ2T2
(
L2N
2ĥ(P ) + T2 log(T2 + L2) + T2 logN + L2
)
+ logL2.
en remplac¸ant les parame`tres par leur valeur, on obtient :
h(ζ) ≤
(
c15C
4 + c16C
35
8 + c17C
17
4
)
D2
(log 2D)7
(log log 5D)8
,
soit,
h(ζ) ≤ c18C 174 D2 (log 2D)
7
(log log 5D)8
. (5.15)
En comparant les ine´galite´s (5.14) et (5.15), on obtient une contradiction, ce qui conclut.

Puisque l’on travaille avec des p ∈ P? ⊂ P, on a [F (αv(P )) : F ] = D. Donc, on obtient
ainsi, en comptant les multiplicite´s, au moins
EDT ′2Λ2 ≥
1
2
C9D2
(log 2D)14
(log log 5D)16
(5.16)
racines. Or en utilisant la relation
℘(Nz) =
RN (℘(z))
SN (℘(z))
,
on peut e´crire ϕ sous la forme
ϕ(z) = F (℘(z)),
ou` F est une fraction rationnelle de degre´ majore´ par
(N2 + 1)L2 ≤ 2L22 ≤ 2C
35
4 D2
(log 2D)14
(log log 5D)16
. (5.17)
En comparant (5.16) et (5.17), on en de´duit que la fraction F est identiquement nulle.
Donc il en est de meˆme pour ϕ, ce qui est absurde par le choix de N . Le the´ore`me est donc
de´montre´ dans ce cas. Il est donc de´montre´ dans tous les cas. 
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5.7.2 Le cas du the´ore`me 35
Pour prouver le the´ore`me 35, on fait essentiellement la meˆme preuve que pour le the´ore`me
34 : on peut faire les meˆmes re´ductions et on a uniquement besoin de la partie non-ramifie´e
de la preuve pre´ce´dente. La seule chose qui change est le choix des parame`tres permettant
de conclure.
En notant [·] la partie entie`re et C une constante assez grande (de sorte que les ine´galite´s
soient ve´rifie´es) ne de´pendant que de E/K et de c0, on pose E = 1 et
N1 =
[
3C2
(log 2D)2
log log 5D
]
.
Pour p entre N1/2 et N1, le the´ore`me de Chebotarev nous indique qu’il y a plus de Λ =[
C2
2
(
log 2D
log log 5D
)2]
tels p. On note P?1 le sous-ensemble de P correspondant a` Λ et on introduit
les parame`tres suivants :
L1 =
[
C2D
log 2D
log log 5D
]
, T1 =
[
2CD
log 2D
log log 5D
]
, et, T ′1 =
[
C2
2
D
]
,
et N est un nombre premier tel que 1
2
√
L2 ≤ N ≤
√
L2.
Le meˆme argument qu’au cas 1 du paragraphe pre´ce´dent nous permet alors de conclure.
Remarque 22 Notons que bien que la preuve de ce the´ore`me 35 soit moralement la meˆme
que celle du the´ore`me de [31], le fait d’utiliser un lemme de Siegel absolu conduit a` un
choix diffe´rent des parame`tres pour faire fonctionner l’e´tape d’extrapolation.
5.8 Application du the´ore`me 34
En fait une version affaiblie du the´ore`me 34 suffit de´ja`. Pre´cise´ment, on utilisera le corollaire
suivant :
Corollaire 10 Soient E/K une courbe elliptique a` multiplication complexe et ε un re´el
strictement positif. On note Kab la cloˆture abe´lienne de K. Il existe une constante stricte-
ment positive c(E/K, ε) telle que
∀P ∈ E(K)\Etors, ĥ(P ) ≥ c(E/K, ε)
D1+ε
,
ou` D = [Kab(P ) : Kab].
On reprend les notations de l’article [57], et on va montrer comment e´viter la seconde partie
de la preuve (parties 4.3 et 4.4 et 6 de l’article [57]).
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Soient n ≥ r ≥ 0 et P ∈ Sn−r(C). On note K(P ) le corps de de´finition de P . On note
xi : C → E les applications coordonne´es de´finies par la composition de l’immersion ferme´e
C ↪→ En et de la i-e`me projection En → E. Comme E est a` multiplication complexe, on
sait que son anneau d’endomorphismes est un ordre O = Z+τZ dans un corps quadratique
imaginaire. On de´finit alors n morphismes supple´mentaires : ∀1 ≤ i ≤ n, xn+i = τxi. On
note
Γ = 〈x1, . . . , xn〉End(E)
le coordinate module (de´finition de [57] p.51) : c’est le Z-module engendre´ par les xi avec
1 ≤ i ≤ 2n. On conside`re par ailleurs le Z-module (qui est de rang 2r comme il suit du
lemma 2. de [57])
ΓP := 〈x1(P ), . . . , x2n(P )〉End(E) .
Dans sa proposition 2. de [57], Viada montre que K ((ΓP )tors) ⊂ K(P ) et elle montre
e´galement qu’il existe des e´le´ments Z-line´airement inde´pendants g1, . . . , g2r de ΓP , de´finis
sur K(P ) et engendrant la partie libre de ΓP . Ainsi on peut e´crire pour tout 1 ≤ i ≤ 2n,
xi(P ) =
2r∑
j=1
aijgj + Ti
ou` Ti est un point de torsion. On pose νj = (a1j , . . . , anj) et on pose | νj |= maxi | aij |.
Avec ces notations on a l’ine´galite´ (19) de [57] :
2r∏
i=1
ĥ(gi) 
2r∏
i=1
| νi |−2 . (5.18)
Dans son corollary 1. Viada obtient alors l’ine´galite´
d
(
NR
2r∏
i=1
| νi |
) 1
n−r
(5.19)
ou` d = [K(P ) : K] et N et R sont deux entiers tels que (ΓP )tors ' Z/NZ × Z/RZ. (Ces
entiers existent par la proposition 2. de [57].)
Dans son corollary 2. Viada obtient enfin les ine´galite´s
(NR)1−ε  d (NR) 1n−r−1−ε .
Ainsi d est borne´ en fonction de N et si n− r ≥ 3 on obtient l’ine´galite´
(NR)1−ε  (NR) 12−ε
Ce qui permet de borner N et donc de conclure. Dans le cas ou` n− r = 2, autrement dit
le cas qui nous inte´resse re´ellement, on obtient juste
(NR)1−ε  (NR) 11−ε
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ce qui ne permet malheureusement pas de conclure, d’ou` la ne´cessite´ d’une seconde e´tape
assez technique dans l’article [57]. On montre maintenant, et c’est la` la nouveaute´, comment
conclure dans le cas ge´ne´ral en utilisant notre corollaire 10 et en re´utilisant ce qui a e´te´
fait jusqu’a` pre´sent. On se place de´sormais dans le cas ou` n − r = 2. On note KN =
K ((ΓP )tors). On peut toujours supposer que K = K(j(E)), donc KN/K est une sous-
extension abe´lienne de l’extension abe´lienne K (E[N ]) /K. On pose D = [K(P ) : KN ]. On
a, en utilisant toujours le corollary 2. de [57],
D =
d
[KN : K]
 (NR) 11−ε (NR)−(1−ε) ≤ (NR)3ε (5.20)
si ε est suffisament petit. Par ailleurs, les points g1,. . . , g2r sont des points d’ordre infini
de E(K(P )). En appliquant le corollaire 10 puis l’ine´galite´ (5.20), on obtient
2r∏
i=1
ĥ(gi)  D−2r−2rε  (NR)−6rε(1+ε)  (NR)−12nε. (5.21)
On a ainsi
(NR)1−ε  d
(
NR
2r∏
i=1
| νi |
) 1
2
par l’ine´galite´ (5.19)
 (NR) 12
2r∏
i=1
ĥ(gi)
− 1
4 par l’ine´galite´ (5.18)
 (NR) 12+3nε par l’ine´galite´ (5.21)
Ceci permet de conclure la preuve du the´ore`me en prenant ε assez petit.
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Chapitre 6
Deux remarques concernant le
proble`me de Lehmer sur les varie´te´s
abe´liennes
On montre ici que la premie`re partie de la conjecture de Lehmer abe´lienne (minoration des
points engendrant la varie´te´ abe´lienne en terme de l’indice d’obstruction), formule´e dans
[19] entraˆıne la seconde partie de cette conjecture (minoration des points non de torsion
en fonction du degre´ du point et de la dimension du plus petit sous-groupe alge´brique
contenant le point). De meˆme pour le re´sultat non-conjectural, ce qui permet d’ame´liorer le
pre´ce´dent meilleur re´sultat connu, duˆ a` Masser [33], pour la minoration des points d’ordre
infini sur les varie´te´s abe´liennes de type C.M. Par ailleurs on montre que la conjecture
de Lehmer abe´lienne entraˆıne la conjecture de Lehmer abe´lienne multihomoge`ne a priori
plus forte, telles qu’elles sont e´nonce´es dans [19]. On montre e´galement que toute avance´e
en direction de la conjecture de Lehmer entraˆıne une avance´e similaire en direction de
la conjecture multihomoge`ne. En utilisant le re´sultat principal de [19] on en de´duit, en
direction de la conjecture multihomoge`ne, une minoration optimale aux puissances de log
pre`s dans le cas des varie´te´s abe´liennes de type C.M.
6.1 Sur la conjecture de Lehmer sur les varie´te´s abe´-
liennes
Rappelons la conjecture de Lehmer abe´lienne, formule´e dans [19] conjecture 1.4. On note
δL(P ) l’indice d’obstruction de P .
Conjecture 20 (David-Hindry) Soient A/K une varie´te´ abe´lienne de dimension g sur
un corps de nombres et L un fibre´ en droites syme´trique ample sur A. Il existe une constante
strictement positive c(A/K,L) telle que pour tout point P ∈ A(K) d’ordre infini modulo
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toute sous-varie´te´ abe´lienne stricte de A, on a
ĥL(P ) ≥ c(A/K,L)
δL(P )
. (6.1)
De plus, en terme du degre´ D = [K(P ) : K], on a pour tout point P ∈ A(K) qui n’est pas
de torsion
ĥL(P ) ≥ c(A/K,L)
D
1
g0
, (6.2)
ou` g0 est la dimension du plus petit sous-groupe alge´brique contenant le point P .
En utilisant le the´ore`me de David et Hindry [19] on obtient un re´sultat, optimal aux
puissances de log pre`s en direction de l’ine´galite´ (6.2) de la conjecture pre´ce´dente.
The´ore`me 44 Si A/K est de type C.M., alors il existe une constante strictement positive
c(A/K,L) telle que pour tout point P ∈ A(K) d’ordre infini, on a
ĥL(P ) ≥ c(A/K,L)
D
1
g0
(log 2D)−κ(g0) ,
ou` D = [K(P ) : K], ou` g0 est la dimension du plus petit sous-groupe alge´brique de A
contenant P et ou` κ(g0) = (2g0(g0 + 1)!)
g0+2.
De´monstration : C’est une conse´quence imme´diate du corollaire 4 de [42] (chapitre 2 de
cette the`se) applique´ a` la varie´te´ V = {P} image sche´matique de P dans A sur K. On peut
faire une preuve directe (ce qui permet d’utiliser le re´sultat principal de [19] sans avoir a`
faire intervenir en plus leur remarque utilisant l’indice d’obstruction) : on commence par le
cas ou` A =
∏n
i=1A
ri
i , les Ai e´tant des varie´te´s abe´liennes simples deux a` deux non-isoge`nes
et ou` L est le fibre´ en droites ample et syme´trique associe´ au plongement
A =
n∏
i=1
Arii ↪→
n∏
i=1
Prini
Segre
↪→ PN ,
les Ai e´tant plonge´es dans Pni par des fibre´s Li tre`s amples et syme´triques. On note G
le plus petit sous-groupe alge´brique contenant V . On note G0 la composante connexe de
l’identite´ deG. C’est une sous-varie´te´ abe´lienne de A et elle est donc isoge`ne a`B =
∏n
i=1A
si
i
ou` 0 ≤ si ≤ ri. On note alors pi : A → B une projection naturelle obtenue par oubli de
certaines coordonne´es, de sorte que pi|G est une isoge´nie. Montrons que l’on est dans les
conditions d’application du the´ore`me principal de [19] en prenant comme varie´te´ abe´lienne
B et comme point pi(P ).
Si pi(P ) est d’ordre fini modulo une sous-varie´te´ abe´lienne stricte de B, en notant H
le plus petit sous-groupe alge´brique contenant pi(P ), on a dimH < dimB. Ainsi G1 =
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G∩pi−1(H) est un sous-groupe alge´brique strict de G (car pi|G est une isoge´nie), contenant
V . Ceci est absurde.
Si pi(P ) est d’ordre fini, comme pi est une isoge´nie, le point P est aussi d’ordre fini. Ceci
est absurde.
Finalement, pi(P ) est un point d’ordre infini modulo toute sous-varie´te´ abe´lienne de B. On
peut donc appliquer le the´ore`me principal de [19]. Par ailleurs, la hauteur et le degre´ sont
de´finis relativement aux plongements
A =
n∏
i=1
Arii ↪→
n∏
i=1
Prini
Segre
↪→ PNA et B =
n∏
i=1
Asii ↪→
n∏
i=1
Psini
Segre
↪→ PNB .
De plus l’application pi :
∏n
i=1 P
ri
ni
→∏ni=1 Psini est la projection line´aire de´finie par oubli de
coordonne´es. Dans ce cas, et pour ces plongements, on a
ĥMB(pi(P )) ≤ ĥM(P ) et deg pi(P ) ≤ degP.
Ceci nous donne
ĥM (P ) ≥ ĥMB(pi(P )), d’ou` par le the´ore`me de [19],
≥ c(B,MB)
(deg pi(P ))
1
g0
(log 2 deg pi(P ))−κ(g0)
≥ c(B,MB)
(degP )
1
g0
(log 2 degP )−κ(g0) .
≥ c
′(A,M)
(degP )
1
g0
(log 2 degP )−κ(g0) ,
ou` on a pris pour c′(A,M) le minimum des c(B,MB) quand si varie dans [[0, ri]].
Dans le cas ge´ne´ral, la varie´te´ abe´lienne A est donne´e avec une isoge´nie ρ vers la
varie´te´ abe´lienne B =
∏n
i=1A
ri
i . Soit P d’ordre infini de la varie´te´ abe´lienne de A. Le point
Q = ρ(P ) est un point d’ordre infini de la varie´te´ abe´lienne de B. Il re´sulte facilement de
la preuve de la proposition 14. de [40] qu’il existe c′(A,L) tel que
ĥL(P ) ≥ c′(A,L)ĥM(Q).
Ainsi en appliquant le re´sultat pre´ce´dent, on en de´duit presque l’ine´galite´ voulue : il faut
encore remplacer le degre´ degQ par degP . Or degQ ≤ degP . Ceci permet de conclure.
Ce re´sultat ame´liore le meilleur re´sultat pre´ce´demment connu, duˆ a` Masser qui obtient
dans [33], pour tout point P d’ordre infini de A(K) :
ĥL(P ) ≥ c(A/K,L)
D2 log 2D
.
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En faisant la meˆme preuve et en appliquant la partie (6.1) de la conjecture 20 au lieu du
the´ore`me de [19], on obtient le
Corollaire 11 La partie (6.1) de la conjecture 20 entraˆıne sa partie (6.2).
6.2 Sur la conjecture de Lehmer multihomoge`ne sur
les varie´te´s abe´liennes
Soit A/K une varie´te´ abe´lienne de dimension g. Quitte a` augmenter un peu K (cf. par
exemple [42] lemme 2), on peut supposer (et on suppose) que tous les endomorphismes de
A sont de´finis sur K. On note ĥL la hauteur de Ne´ron-Tate sur A(K) associe´e a` un diviseur
ample et syme´trique L. Pour tout entier n on pose Ln = L
n fibre´ en droites syme´trique
ample sur An et on note ĥLn la hauteur de Ne´ron-Tate associe´e. On commence par un
lemme.
Lemme 32 Soit (P1, . . . , Pn) un point de A
n(K). On a
ĥLn(P1, . . . , Pn) =
n∑
i=1
ĥL(Pi).
De´monstration : C’est une conse´quence formelle des proprie´te´s de fonctorialite´ des hau-
teurs de Weil et de la de´finition de la hauteur de Ne´ron-Tate. 
En utilisant ce lemme, on de´montre le re´sultat suivant :
The´ore`me 45 Si A/K est de type C.M., alors, pour tout entier n ∈ N il existe une
constante c(A/K,L, n) > 0 telle que pour tout point (P1, . . . , Pn) ∈ An(K) d’ordre infini
modulo toute sous-varie´te´ abe´lienne stricte de An, on a :
n∏
i=1
ĥL(Pi) ≥ c(A/K,L, n)
D
1
g
(log 2D)−nκ(g) ,
ou` D = [K(P1, . . . , Pn) : K].
De´monstration : Soient A1, . . . , An des entiers strictement positifs et Q1, . . . , Qn des
points de A(K) tels que pour tout i, Pi = AiQi. On a
ĥLn(Q1, . . . , Qn) =
n∑
i=1
ĥL(Qi) =
n∑
i=1
A−2i ĥL(Pi),
et,
[K(Q1, . . . , Qn) : K]
1
ng ≤ (A2g1 × · · · × A2gn D) 1ng .
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Le the´ore`me de David-Hindry nous donne alors
n∑
i=1
A−2i ĥL(Pi) ≥
c(A/K,L, n)(∏n
i=1A
2
n
i
)
D
1
gn
(
log
(
(
n∏
i=1
Ai)D
))−κ(g)
.
On pose maintenant, pour tout 1 ≤ i ≤ n,
xi =
13ĥ(Pi)
4 minj ĥ(Pj)
, et Ai = [
√
xi].
Pour tout i, on a xi ≥ 134 et xi ≥ A2i ≥ xi3 . Ainsi,
n∑
i=1
A−2i ĥL(Pi) ≤
3× 4
13
nmin
j
ĥL(Pj),
et
n∏
i=1
A2i ≤
(
13
4 minj ĥL(Pj)
)n n∏
i=1
ĥL(Pi).
Donc,
min
j
ĥL(Pj) ≥ c10(A/K,L, n)
n∑
i=1
A−2i ĥL(Pi)
≥ c11(A/K,L, n)(∏n
i=1A
2
n
i
)
D
1
gn
(
log 2D
n∏
i=1
Ai
)−κ(g)
≥ 4c11(A/K,L, n) minj ĥL(Pj)
13
∏n
i=1 ĥL(Pi)
1
nD
1
gn
(
log 2D
n∏
i=1
Ai
)−κ(g)
.
Par ailleurs, on a la majoration
log
n∏
i=1
Ai ≤ n log
(
13
2 minj ĥL(Pj)
)
+ 2 log
n∏
i=1
ĥL(Pi).
Or on peut toujours supposer que les ĥL(Pi) sont infe´rieurs a` 1, donc,
log
n∏
i=1
Ai ≤ n log
(
13
2 minj ĥL(Pj)
)
.
Ainsi,
log 2D
n∏
i=1
Ai ≤ n log
(
13D
1
n
2 minj ĥL(Pj)
)
.
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On en de´duit que
n∏
i=1
ĥL(Pi)
1
n ≥ c1(A/K, n)
D
1
ng
(
log
D
1
n
minj ĥL(Pj)
)−κ(g)
.
Le point (P1, . . . , Pn) e´tant d’ordre infini modulo toute sous-varie´te´ abe´lienne, les points
Pi sont en particulier d’ordre infini sur A. Le re´sultat inconditionnel de Masser sur la
minoration de la hauteur des points sur les varie´te´s abe´liennes, theorem de [35], nous
donne donc :
log
D
1
n
minj ĥL(Pj)
≤ c2(A/K,L, n) log 2D.
Ainsi, on en de´duit
n∏
i=1
ĥL(Pi) ≥ c3(A/K,L, n)
D
1
g
(log 2D)−nκ(g)
ce qui conclut. 
Remarque 23 Si au lieu de faire appel au the´ore`me 1.5. de [19] dans la preuve du the´ore`me
45 on applique la conjecture 20, alors on en de´duit le re´sultat suivant :
The´ore`me 46 Soient A/K une varie´te´ abe´lienne de dimension g sur le corps de nombres
K et L un fibre´ en droites syme´trique ample sur A. Si la conjecture 20 est vraie pour
(A/K,L) alors, pour tout entier n ∈ N il existe une constante c(A/K,L, n) > 0 telle que
pour tout point (P1, . . . , Pn) ∈ An(K) d’ordre infini modulo toute sous-varie´te´ abe´lienne
stricte de An, on a :
n∏
i=1
ĥL(Pi) ≥ c(A/K,L, n)
D
1
g
,
ou` D = [K(P1, . . . , Pn) : K].
Remarque 24 En fait dans leur article [19], les auteurs formulent e´galement une conjec-
ture multihomoge`ne du proble`me de Lehmer abe´lien. Plutoˆt que de supposer le point
(P1, . . . , Pn) d’ordre infini modulo toute sous-varie´te´ abe´lienne stricte de A
n, il supposent
les points Pi line´airement inde´pendants dans A. Pre´cise´ment ils donnent la conjecture 1.6
suivante :
Conjecture 21 (David-Hindry) Soient A/K une varie´te´ abe´lienne de dimension g sur
un corps de nombres et L un fibre´ en droites syme´trique ample sur A. Pour tout entier
n ∈ N il existe une constante c(A/K,L, n) > 0 telle que pour tout n-uplet (P1, . . . , Pn) de
points d’ordre infini dans A(K), End(A)-line´airement inde´pendants, on a :
n∏
i=1
ĥL(Pi) ≥ c(A/K,L, n)
D
1
g
,
ou` D = [K(P1, . . . , Pn) : K].
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Dans la formulation de la conjecture 21 qu’ils donnent, David-Hindry e´crivent “line´aire-
ment inde´pendants” sans pre´ciser s’il s’agit de Z-line´airement ou de End(A)-line´airement
inde´pendants. Il paraˆıt pre´fe´rable de pre´ciser. En effet, si on comprend l’assertion “line´aire-
ment inde´pendants” comme Z-line´airement inde´pendants, alors la conjecture 21 est fausse
comme le montre l’exemple suivant : on prend E/K une courbe elliptique a` multiplication
complexe par un corps quadratique imaginaire contenu dans K. On se donne α ∈ End(E)
un endomorphisme qui n’est pas la multiplication par un entier, on se donne e´galement un
point P1 d’ordre infini dans E(K) et pour tout n ≥ 1, on choisit des points Pn tels que
nPn = P1. Enfin on pose Qn = α(Pn). Puisque P1 est d’ordre infini, les points Pn et Qn
sont Z-line´airement inde´pendants. De plus on a
ĥ(Pn)ĥ(Qn) =
N(α)
n4
ĥ(P1)
2,
et,
Dn := [K(Pn, Qn) : K] = [K(Pn) : K] ≤ cn2.
Donc,
ĥ(Pn)ĥ(Qn) ≤ c
′
D2n
.
Ceci montre que l’hypothe`se “Z-line´airement inde´pendants” est insuffisante.
Par contre en supposant les points End(A)-line´airement inde´pendants, la situation est bien
meilleure. Pre´cise´ment, on a le
The´ore`me 47 La conjecture 20 entraˆıne la conjecture 21.
De´monstration : Soit n > 0 un entier. Au vu du the´ore`me 46, la seule chose a` prouver,
est de montrer que l’hypothe`se (i) : “les points (P1, . . . , Pn) sont End(A)-line´airement
inde´pendants”, entraˆıne l’hypothe`se (ii) : “le point P = (P1, . . . , Pn) est d’ordre infini
modulo toute sous-varie´te´ abe´lienne stricte de An.” On va plutoˆt montrer que non(ii)
implique non(i). Si non(ii) est vraie, alors, il existe un endomorphisme ϕ, non-nul, de An tel
que ϕ(P) = 0. Or on peut e´crire ϕ(P) = (ϕ1(P), . . . , ϕn(P)), ou` les ϕi sont des morphismes
de An vers A non tous nuls. On suppose par exemple que ϕ1 est non-nul. En notant ψi la
restriction de ϕ1 a` la i-eme composante de A
n, on obtient ainsi n endomorphismes de A,
ψ1, . . . , ψn, non tous nuls et tels que
n∑
i=1
ψi(Pi) = ϕ1(P) = 0.
Autrement dit, les points P1, . . . , Pn sont End(A)-line´airement de´pendants. 
Enfin la meˆme preuve permet de constater que le the´ore`me 46 entraˆıne un e´nonce´ analogue
en remplac¸ant l’hypothe`se “d’ordre infini modulo toute sous-varie´te´ abe´lienne stricte” par
“End(A)-line´airement inde´pendants”. Ce dernier re´sultat a` e´galement e´te´ montre´ par Viada
[57] proposition 4. dans le cas particulier ou` A est une courbe elliptique.
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