ON THE STRUCTURE OF INFRAPOLYNOMIALS
WITH PRESCRIBED COEFFICIENTS 0. SHISHA Introduction* The main result of this paper is Theorem 5 which deals with the structure of infrapolynomials with prescribed coefficients. This theorem was quoted (without proof) in a previous paper [Shisha and Walsh, 1961] 1 , and was used there to prove a few results concerning the geometrical location of the zeros of some infrapolynomials with prescribed coefficients [loc. cit., Theorems 11, 12, 16, 17] . Two similar results are given here in Theorem 6.
We refer the reader to the Introduction of the last mentioned paper for a review of the development of the concept of inf rapolynomial. Here we shall just mention two of the underlying definitions.
A. Let n and q be natural numbers (q < ri), n 19 n 2 , , n q integers such that 0 < n λ < n 2 < n q < n, and S a set in the complex plane 2 . An nth. inf rapolynomial on S with respect to (n 19 n 2 , , n q ) is a polynomial A(z) =. Σ? =o a v z v such that no B(z) = Σv=o M v exists, satisfying the following properties.
(1) B(z)*A(z), ( 2 ) 6 Wv = α nv (y = 1, 2, , q), B. Let n be a natural number. A simple n-sequence is a sequence having one of the forms (0,1, , fe, n -I, n -I + 1, , n) [k > 0, I > 0, k + I + 2 < n] , (0, 1, , k) [0 < k < ri\, (n -I, n -I + 1, , n) [0 < I < n] .
Theorem 5 may yield information on the location of the zeros of an nth infrapolynomial A(z) on a set S with respect to a simple nsequence σ. For it allows (under quite general conditions) to set A(z) = B(z) D(z) where D(z) is a polynomial all of whose zeros lie in S, whereas B(z) is a divisor of a polynomial Q(z) whose structure is given by the theorem. By studying the location of the zeros of Q(z), one may get information on the location of the zeros of A(z). By this method, Theorems 11, 12, 16, 17 [loc. cit.] were proved. (Compare also the proof of Theorem 6 below.) Theorem 5 is a generalization of Fekete's structure theorem [1951] , and we use his method of proof [cf. also Fekete 1955] . The concept of a " juxtafunction" (Definition 1) is a generalization of Fekete's "nearest polynomial" [1955] , later termed "juxtapolynomial" [Walsh and Motzkin 1957] . Theorems 1-4 and Lemmas 1-4 are contained in the author's Ph. D. thesis [1958] they are needed for the proof of Theorem 5, and they generalize previous results of Fekete [1951, 1955] . The principal results of the present paper were published by the author (without proof) in abstracts (1958a, 1959, 1961 (v -1, 2, , n) . Then p = Σv-i λ ?Pv is a juxtafunction to/ on S with respect to 77. Indeed, if p = /, then the last assertion follows from Lemma 1 below. We thus assume that p(x 0 ) Φ f(x 0 ) for some 
Hypotheses.
1. S(Φ0) is a closed and bounded set in the complex plane, /, p 19 P2, J Pn are complex functions defined and continuous on 6 S.
II is the set of all complex functions defined on S which can be represented throughout S as linear combinations (with complex coefficients) of the p[s.

p is a juxtafunction
to f on S with respect to 77, and p(z) Φ f(z) throughout S. 6 As the domain of / may properly include S, its continuity on £ means that if S, and if (aj)J =:1 is a sequence of points of S converging to a, them lim/(θ;) = f(a). Similarly for p ίt p 2 , , p n and in Lemma 2.
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Conclusion.
There exist distinct points z lf z 2 , , z m of S (1 < m < 2n + 1) and positive λ x , λ 2 , , λ m such that: (I). p(z) is a juxtafunction to / on s = {z lf z 29 ••• , z m } with respect to /7, (II) . iVo complex 6 X , δ 2 ,
For the proof of Theorem 1 we shall need two lemmas. LEMMA 
Let S(Φ<Z) be a closed and bounded set in the complex plane, and Π a set of complex functions, defined and continuous on
S such that whenever f λ e Π, f 2 e Π, and c λ and c 2 are complex numbers, then c γ f Ύ + c 2 / 2 e 77. Let f be a complex function defined and continuous on S, and let p be an element of Π such that p(z) Φ f(z) throughout S. A necessary and sufficient condition for the existence of a qe Π satisfying throughout S
is the existence of an reΠ, satisfying throughout S
Proof of Lemma 2.
Necessity.
Let r = q -p. Then throughout S
Sufficiency.
We use the fact that if a, b are arbitrary complex numbers, the inequalities |α -6 | < | α + 6 |, Re(ba) > 0, are equivalent. Necessity. By Lemma 2 there exists an r e Π such that (3), Lethe inequality
and thus F(s) is a subset of the half-space
Therefore H is also a subset of this half-space, and consequently Ω 2n £ H» Sufficiency. Since H is compact and Ω 2n 0 H, we can find a halfspace (5) containing F(S).
Thus (4) holds for every ze S. Setting r = ΣJ=i( s vitv)Pvf we have throughout S, (3a), and therefore (3). Thus, by Lemma 2, there exists a qe Π satisfying (2) 
<7)
A μ = F(z μ ), z μ eS (μ = 1,2,-,m) .
Then the z μ are distinct, and from (6) we get by taking components,
. Let s = fo, 2 2 , • * > ^m}> and let π be the set of all functions defined on s which can be represented throughout s as linear combinations (with complex coefficients) of the p v . Obviously peπ, since peΠ.
From (6) and (7) it follows that Ω 2n belongs to the convex hull of F(s) and therefore, by Lemma 3 (taking there s in place of S and π in place of 77) there does not exist a q e π satisfying (2) throughout s. This concludes the proof. REMARK 2. Suppose that one of the p v in Theorem 1 equals throughout S a constant c(Φθ). Then from (8) where Λ' μ are nonnegative reals, not all zero. Therefore (using notations of Lemma 3) Ω 2n belongs to the convex hull of F(s'). By Lemma 3, there does not exist a qeπ' satisfying (2) throughout s'. Consequently, p is a juxtafunction to / on s' with respect to ττ\ THEOREM 2. Let the hypotheses of Theorem 1 hold and suppose furthermore that fp, p 19 p 2 , p n are real valued throughout S. Then the inequality 1 < m < 2n + 1 in the conclusion of Theorem 1 can be replaced by 1 < m < n + 1.
Theorem 2 is proved with the aid of the following lemma, in the same way that Theorem 1 was proved with the aid of Lemma 3. 
, p n (z){f(z) -p{z)}) of the (real) Euclidean n-space E n . A necessary and sufficient condition for the existence of a q e Π satisfying (2) throughout S, is that the point Ω n = (0, 0, , 0) of E n does not belong to the convex hull of F 1 (S).
The proof of the last lemma is analogous to that of Lemma 3.
We shall make frequent use of the concept of unisolvence. We mention therefore the following DEFINITION 2. Let S be a set in the complex plane, and (p v (z))" =1 a finite sequence of complex functions defined on S. The sequence will be called unisolvent on S if and only if for every complex Ci> 0 2 , , c n ( n°t a M zero ) the se t of all z e S for which Σ?=APvOs) = 0, contains less than n points. REMARK 
Thus (p v (z))Z=-i is unisolvent on S if and only if this
sequence is linearly independent on every w-point subset of S. A simple example is the sequence (z"-1 )^, which is unisolvent on every subset of the complex plane. A unisolvent sequence has been termed also (for an important particular case) a "Tchebycheff system". Other terms used in this connection are " Haar system" and " interpolational system ". THEOREM 
Let the hypotheses of Theorem 1 hold and suppose that each of the sequences (p v (z))l =1 (j = 1, 2,
, n) is unisolvent on S. Then the inequalities (9) l<m<2n + 1
in Theorem 1, can be replaced by the sharper estimate n + 1 < m < 2n + 1. Furthermore, if the additional hypothesis of Theorem 2 is made too, (9) can be replaced by m = n + 1.
Proof. Choose distinct points z u z 2 , , z m of S and positive X lr λ 2 , , λ m such that (I), (II) and (III) of Theorem 1 hold, where 1 < m < 2n + 1 and where, furthermore, 1 < m < n + 1 in case the additional hypothesis of Theorem 2 holds. We shall prove that n + 1 < m. Indeed: suppose m < n. Then since (p v 0s))vU is unisolvent on S, the determinant whose jih row is Pifo ) p 2 (^i) Pmfe) is different from zero. Therefore there exist constants c 19 , c m such that f(z) = Σv=i^vPv(^) throughout s. Let π have the same meaning as in the proof of Theorem 1 then feπ.
By Theorem 1, (II), p is a juxtafunction to / on s with respect to π. By Lemma 1 (with S replaced by s, Π by 7Γ, and / by the restriction of our / to s) we have f(z) = p(z} throughout s, contradicting hypothesis 3 of Theorem 1.
2* We apply now Theorems 1, 2 and 3 to wth infrapolynormals (cf. the Introduction). THEOREM 4. Let n and q be natural numbers (q < n), n lf n 2 , • , n q integers such that 0 < n λ < n 2 < n q <n, and S a closed and bounded set in the complex plane. Let A(z) (=£0 throughout S) be an nth infrapolynomial on S with respect to (n 19 ••• ,n q ). Then 8 " there exist distinct points z 19 z 2 , *",z m of S, (10) 1 < m < 2(n -q) + 3
and positive X lf λ 2 , , λ m such that A(z) is an nth infrapolynomial on s -{z x , z 2 , , z m } with respect to (n lf n 2 , , n q ) and such that (11) Σ ^lHlA(Zy) = 0 (v -1, 2, , n + 1 -q} l where l lf l 2 , , l n+1q (k < l 2 < l n +ιg ) are the elements of {0,1, • * , Ά -{n u n 2 , , n q }. If the polynomials A(z), z h , , z ln+1~g arereal valued throughout S, then (10) can be replaced by 1 < m < n + 2 -q. If each of the sequences (z 1 *) 3^ (j = 1, 2, , n + 1q) i» unisolvent on S, then (10) can be replaced by (12) n-q + 2<m<2(n-q) + 3. • < n q < n), A(z) Ξ Σί=o^v the complex plane, and λj, λ', such that A(Zμ) φ 0 (/i = 1, 2, -0 (v = 1, 2, , n + 1q), ,n q be integers (g < n, 0 < n 1 < n 2 a polynomial, ^, ^2, , z M points of , λ^ (Σ?=Λμ > 0) nonnegative reals , M), and such that Σί=Λ v MW where the l v have the same meaning as in Theorem 4. Then A(z) is an nth. infrapolynomial on s' = {z l9 z 2f • , z M } with respect to (n l9 n 29 , n q ). Indeed : let / and p be as in the last proof, and let π f be the set of all complex functions representable throughout s f as a linear combination (with complex coefficients) of z ι \ z n+1 -q The asserted conclusion follows from Remark 3.
If the polynomials
We give now the following structure theorem which is the main result of this paper. THEOREM 5. Let n and q (1 < q < n) be integers, and σ a simple •n-sequence of q elements. Let S be a closed and bounded set in the complex plane, and in case Oeσ, assume that OίS. Let A(z) (^0) be an nth infrapolynomial on S with respect to o, and let B{z) (=£0 throughout S) be a divisor of A(z) . Assume also that the degree 9 r of B(z) is > q. Then B(z) is a divisor of some •(13) Q(z) == P(z)g(z) 9 By degree of a polynomial (Ξ£0) we mean its exact degree. The polynomial 0 is .assigned the degree-1.
Here M is an integer satisfying r<M<2r -g + 1, the 2 V are distinct points of S, g(z) = Tlf!=ί + \z -Zμ), the λ μ are positive reals with Σί^Ί ff+ %* = 1, P(z) is a polynomial of degree < q -1 such that P(z)g(z) + z κ+M~q+1 is of degree < M, and K is min [y,vίσ,v = 0,l,2, ]. REMARK 7. As will be seen from the proof of Theorem 5, if S and the coefficients of B(z) are real, the inequality r<M<2r -q + 1 of the theorem can be replaced by the equality M = r.
In the proof of Theorem 5 use will be made of the following LEMMA 5. Let n, q, σ and K be as in the last theorem, let S be a set in the complex plane, and let A(z) (^0) be an nth. infrapolynomial on S with respect to σ. Let B(z) be a polynomial of degree r(>q) dividing A(z). Then B(z) is an rth infrapolynomial on S with respect to σ 0 , where σ 0 is that simple r-sequence of q elements for which K = min [v, v £ σ Q , v = 0, 1, 2, •] .
The proof of Lemma 5 is straightforward and may be omitted.
Proof of Theorem 5. By Lemma 5, B(z) in an rth infrapolynomial on S with respect to the sequence σ 0 defined there. We choose (cf Theorem 4 and Remark 5) distinct points z lf z 2 , , z m of S and positive λi, λ 2 , , λ m such that Σ?=i V ~ 1 an d m for every integer p satisfying 0 < p < r, p£σ 0 . Here m is an integer satisfying rq + 2 < 2(rq)+ 3, and in case S and the coefficients of B(z) are real we may take m = rq + 2. Set
If μ and v are integers, 1 < μ < m, 0 < v < r -q + K, then
)( μ )}] Σ
(the equality is obvious if 2 μ = 0, and otherwise it is obtained by Leibnitz's rule for differentiating a product). Therefore, from (15) we get (16) ΛP>(0) = -± 0) i! ur^(O) Σ x^+ (υ = 0, 1, , rq + iΓ) .
STRUCTURE OF INFRAPOLYNOMIALS
Since {0, 1, , r} -{σ 0 } = {r-q + K-jftzl, therefore (16) and (14) yield N M (0) = 0, v = 0,1, , rq. Hence we can write N(z) = z r -q+1 M 1 (z} where M λ (z) is a polynomial (of degree < m -2). Let 
where A κ^( z) is a polynomial of degree K -1. The last relation (with. A^-iίs) Ξ 0) holds also when if = 0. We set now P(z) = U(z) + A κ^( z) P and get that B(z) is a divisor of Q(z) = P(«)ff(2) + s* Σ ^^)/(« -^) .
μ = l
The degree of Q(z), i. e. of B(z)M 2 (z), is < m + g -2. Thus the degree of P(z) is < « -1, and that of P(z)g(z) + z κ+m -τ is < m + q -2. We set now Λf = m + q -2, and observe that the conclusions of the theorem are all satisfied.
ilf-sequence of q elements for which min [v, v 0 σ l9 v -0,1, 2, •] = K. This follows from Theorem 1 of Shisha and Walsh [1961] . THEOREM 6. Let S be a closed and bounded set in the complex plane, A(z) = Σl=o^^ (n > 1, a n Φ 0) an wth infrapolynomial on S with respect to (n -1), and suppose that A(z) Φ 0 throughout S. Then:
where c(ζ) belongs to the convex hull of S and where 0 < λ (ζ) < I. 10 (b) Suppose that S lies in a closed disc C: \z -α| < r (>0). Then all zeros of A(z) belong to C U C l9 where C x is the closed disc ] z -[a -(α n -i/α Λ )] | < r. If C and d are disjoint then A(z) has at least n ~-1 zeros belonging to C. [Multiplicities are always being counted].
Proof. We choose distinct points z l9 z 2 , , z m of S and positive λx, λ 2 , , λ w (m < 2n + 1) such that Σμ=iλ μ = 1 and Σ^iλ^/AOSμ) = 0 for all integers p with 0 < p < n, p Φ n -1. Then 1 = S?=iV^fe)/
SO
We set α"!^™" 1 + . We follow the proof of Theorem 5 from the sentence following (15). Again we have iV (v) Thus, A(z) is a divisor of Q(«) Ξ (aja n^) g(z) + ΣiZ^μΰWK* ~ ^) L^t ζ be a zero of A(s). Then ff(ζ) ^ 0, and thus aja n^ + Σ?=Λμ/(ζ -^) -0. Since Σ?=Λ μ /(ζ -^) •can be written [Shisha and Walsh 1961 , Lemma on p. 127] as λ(ζ)/ (ζc(Q) where c(ζ) and λ(ζ) are as required in (a) of our theorem, ζ is of the form (17). Suppose now that S lies in a closed disc C: \z -a\ < r(>0). Then by a theorem due to J. L. Walsh [cf. 1922, Theorem VI; see also Shisha and Walsh 1961, p. 147] Mathematical papers intended for publication in the Pacific Journal of Mathematics should by typewritten (double spaced), and on submission, must be accompanied by a separate author's resume. Manuscripts may be sent to any one of the four editors. All other communications to the editors should be addressed to the managing editor, L. J. Paige at the University of California, Los Angeles 24, California. 50 reprints per author of each article are furnished free of charge; additional copies may be obtained at cost in multiples of 50.
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