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ABSTRACT
At early times dark matter has a thermal velocity dispersion of unknown amplitude
which, for warm dark matter models, can influence the formation of nonlinear structure
on observable scales. We propose a new scheme to simulate cosmologies with a small-
scale suppression of perturbations that combines two previous methods in a way that
avoids the numerical artefacts which have so far prevented either from producing fully
reliable results. At low densities and throughout most of the cosmological volume,
we represent the dark matter phase-sheet directly using high-accuracy interpolation,
thereby avoiding the artificial fragmentation which afflicts particle-based methods in
this regime. Such phase-sheet methods are, however, unable to follow the rapidly
increasing complexity of the denser regions of dark matter haloes, so for these we switch
to an N-body scheme which uses the geodesic deviation equation to track phase-sheet
properties local to each particle. In addition, we present a novel high-resolution force
calculation scheme based on an oct-tree of cubic force resolution elements which is well
suited to approximate the force-field of our combined sheet+particle distribution. Our
hybrid simulation scheme enables the first reliable simulations of the internal structure
of low-mass haloes in a warm dark matter cosmology.
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1 INTRODUCTION
While the ΛCDM model explains most key observations of
our Universe remarkably well, the physical nature of its main
ingredients – dark energy and dark matter – remains un-
known. So far dark matter appears to be cold and collision-
less on those scales which have been reliably probed. How-
ever, in all dark matter models which are well motivated
from particle physics, dark matter has a residual thermal
(or non-thermal) velocity dispersion at early times. In the
case of weakly interacting massive particles (WIMPs) the
thermal velocity dispersion is so small that it only affects
structure formation on very small scales (∼ Earth mass).
However, for other dark matter candidates - for example,
sterile neutrinos - the thermal velocity dispersion might be
large enough to cause effects on observable (or soon observ-
able) scales. In this case we speak of warm dark matter. If
we were to measure such effects, we could constrain the na-
ture of dark matter. It is therefore of fundamental interest to
? E-mail: jstuecker@dipc.org
understand the implications of the “warmth” of dark matter,
and to search for deviations from the perfectly cold scenario.
It is the aim of this paper to improve upon existing methods
for simulating cosmologies with a small scale cut-off in the
power spectrum, sothat reliable predictions for warm dark
matter cosmologies become possible.
Cosmological N-body simulations have been very suc-
cessful at predicting the large-scale structure of the universe
for cold dark matter scenarios (see e.g. Frenk & White 2012;
Kuhlen et al. 2012, for reviews). In N-body simulations, the
(statistically) well known linear density field of the early uni-
verse is discretized to a finite number of macroscopic parti-
cles. These particles are then evolved under their self-gravity
to infer an approximation to the late-time non-linear den-
sity field. The particles are often interpreted as a discrete
representation of the continuous non-linear density field of
the dark matter fluid.
However, in the case of warm dark matter cosmologies,
N-body simulations give rise to numerical artefacts during
the first phases of nonlinear structure formation. In practice
the difference between cold and warm dark matter simula-
© 2019 The Authors
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tions lies merely in the choice of initial conditions. The initial
density field is smoothed by the free streaming motion of the
particles and therefore its power spectrum has a small scale
cut-off, which is on larger scales for warmer dark matter.
Since at later times the thermal velocity dispersion is rel-
atively small when compared to the bulk velocities of the
dark matter fluid (the first is a decaying, the second a grow-
ing mode), the thermal velocity dispersion can be neglected
once the cut-off in power on small scales is established (Bode
et al. 2001). Therefore, to excellent approximation one sim-
ulates a perfectly cold fluid in all cases, however either with
(WDM) or without (CDM) an additional truncation scale
in the initial perturbation spectrum. N-body simulations of
warm dark matter form a large number of small haloes -
most prominently found regularly spaced in filaments - align-
ing like beads on a string (Bode et al. 2001). Wang & White
(2007) showed that these haloes are not of physical nature,
but are merely numerical artefacts. They found such frag-
ments even in the case of N-body simulations of the collapse
of a perfectly homogeneous filament.
The fragmentation is a natural consequence of the
anisotropic collapse with incomplete thermalisation in cos-
mology. This anisotropy of collapse means that, as structure
forms, it collapses first to a one-dimensional sheet, or “pan-
cake”(Zel’dovich 1970), followed by collapse to a filamentary
strucuture, and only then a halo (e.g. Bond et al. 1996). In
each case, the structures are supported by velocity disper-
sion only along the already collapsed directions, while the
temperature is still effectively zero in the uncollapsed di-
mensions (cf. Buehlmann & Hahn 2018), making them un-
stable to spurious collapse seeded by numerical noise. The
underlying reason is of course that in a collisionless fluid no
thermalisation (and therefore isotropisation of the tempera-
ture) takes place.
In recent years, a new set of simulation schemes has
been designed which are unaffected by this artificial frag-
mentation (Hahn et al. 2013; Hahn & Angulo 2016; Sousbie
& Colombi 2016). These employ a density estimate that is
much closer to the continuum limit than that obtained from
the particles in standard N-body simulations. This density
estimate is obtained by interpolating between the positions
of tracer particles in phase space. This is possible since in
the limit of a cold distribution function, these tracers occupy
only a three-dimensional (Lagrangian) submanifold of phase
space, also known as the dark matter sheet (Arnold et al.
1982; Shandarin & Zeldovich 1989; Shandarin et al. 2012;
Abel et al. 2012). While this approach has successfully been
used in Angulo et al. (2013) to measure the WDM halo mass
function below the cut-off scale, there are still major limi-
tations to the range of applications of the schemes. Inside
haloes, the dark matter sheet grows rapidly in complexity
making it hard to reconstruct the sheet accurately (Vogels-
berger & White 2011; Sousbie & Colombi 2016). Therefore
schemes which do not refine the resolution of the interpo-
lated mass elements give biased densities inside haloes, and
schemes which use refinement (Hahn & Angulo 2016; Sous-
bie & Colombi 2016) quickly become unfeasibly complex.
This is so since the detailed fine-grained evolution of the
distribution function has to be followed at any instance in
time, so that new tracers need to be inserted in order to not
lose information about the dynamics.
This is an important difference between the two ap-
proaches. In the N-body method, one benefits from ergodic-
ity, i.e. in a time-averaged sense one obtains an accurate rep-
resentation of the underlying distribution function, even if at
any moment in time, the particular realisation might not be
perfect. This is also the underlying reason, why the N-body
method has problems with anisotropic collapse from cold
initial conditions: ergodicity has not been established in the
uncollapsed subspace, where the mean field dynamics is now
very noisy. This is circumvented by following the distribution
function explicitly, which can be done as long as its structure
is not yet too complex. In this case, there is no noise and
the cold uncollapsed subspaces can be followed accurately.
Ultimately however, rapid phase and chaotic mixing inside
of haloes lead to close to ergodic dynamics, rendering it in-
creasingly complex and ultimately impossible to follow the
evolution of the sheet, but making N-body attractive, since
it relies on exactly that assumption.
Finally, another short-coming of the previous implemen-
tations of the sheet method is that they have so far only
worked at very low force-resolution. So far these have used
only a single mesh for the force calculation which smooths
the density field on scales much larger than what is neces-
sary to resolve the centres of haloes. An accurate treatment
requires an adaptive scheme for the force-calculation and the
time-stepping.
In this paper, we propose solutions to these various
short-comings of sheet-based dark matter simulations. We
employ a hybrid scheme which uses sheet-based simula-
tion techniques wherever the interpolation is reliable, and
switches to N-body based simulation techniques where the
sheet becomes untraceable, but where we are reasonably con-
fident that in a time-averaged sense the particles reproduce
the correct mean field dynamics. We illustrate this in Fig-
ure 1 by a projection of the density field in and around a
halo. We present - going from top left to bottom right - a
low resolution N = 1283 N-body simulation, a high resolu-
tion N = 5123 N-body simulation as reference, a low reso-
lution N = 1283 sheet simulation (without using refinement
techniques) and a low resolution N = 1283 “sheet + release”
simulation (without refinement) that switches to an N-body
scheme when the sheet becomes too complex. The N-body
case produces the correct halo shape, but fragments in low
density regions. The pure sheet case captures the low density
regions with stunning accuracy, but produces a deformed
halo. However, the sheet + release case inherits the best
of both worlds and seems authentic everywhere - thereby
coming closest to the much higher resolution reference sim-
ulation at a much reduced number of degrees of freedom. It
is the subject of section 2 to guide the reader to an under-
standing of how and how well the sheet + release scheme
works.
In section 3, we further develop a new tree-based dis-
cretization of the force-field which is compatible with both
N-body and sheet approaches. This makes it possible to use
the sheet + release simulation approach all the way down to
the high force resolution scale that is needed to resolve the
centres of haloes.
Thus, in this paper, we present for the first time a full
scheme which makes possible non-fragmenting and unbiased
warm dark matter simulations with high force-resolution. In
a subsequent companion paper, we will present its predic-
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Figure 1. A projection of the density field in and around a halo
for different simulation setups. Top left: N-body with N = 1283
particles. Top right: N-body with N = 5123 as a reference case.
Bottom left: sheet (no refinement) with N = 1283. Bottom right:
sheet + release (no refinement) with N = 1283. “Sheet + release”
means that most of the mass is traced by the sheet interpolation,
but mass elements which were detected to become too complex
are traced by an N-body approach instead. The low resolution
N-body scheme appears to get the shape of the centre of the halo
correct, but fragments in the low density regions. The pure sheet
scheme captures the low density regions very well, but creates a
biased overly-round halo, since its phase space structure is too
complex for reconstruction by interpolation. The sheet + release
case inherits the best of both worlds and avoids the problems
with fragmentation or biased halo structure. It comes closest to
the much higher resolution reference case in the top right panel.
Note that the N = 5123 N-body case would also fragment if the
force-resolution were increased significantly, while the sheet cases
can also avoid fragmentation in that scenario. It is the subject of
section 2 to elaborate the details of the sheet + release scheme.
tions for the case of one of the smallest haloes in a warm
dark matter universe.
2 A FRAGMENTATION-FREE AND
UNBIASED SCHEME FOR COSMOLOGICAL
WARM DARK MATTER SIMULATIONS
2.1 The Dark Matter Sheet
The artificial fragmentation of N-body simulations (as for
example in Figure 1, top left panel) appears to be a major
shortcoming of the N-body method. The difference between
simulations of warm dark matter (which tend to fragment)
and cold dark matter (where artificial fragments are sub-
dominant to real small-scale clumps) lies merely in the choice
of the initial conditions. In principle, simulations of warm
dark matter should be simpler than cold dark matter ones,
since there is much less structure and complexity. Solving
Figure 2. N-body density estimate versus a density estimate
inferred by interpolation of the dark matter sheet in phase space.
The N-body density estimate shows regular lumps which will grow
into fragmented artificial haloes. However, the continuum density
estimate shows no such artefacts.
the problem of fragmentation of N-body simulations is thus
not only important for testing warm dark matter models,
but also as a test, beyond the customary numerical conver-
gence tests, of the validity of the N-body scheme as a whole
in the cold dark matter case.
The fragmentation of N-body simulations can be over-
come by using a smoother density estimate than the granu-
lar “N-body density estimate” in the Poisson-solver in warm
dark matter simulations. Such a smooth density estimate
can be obtained by considering the phase space structure of
the dark matter “fluid” (Abel et al. 2012; Shandarin et al.
2012; Hahn & Angulo 2016; Sousbie & Colombi 2016). We
show a visualization of such an estimate in comparison to an
N-body density estimate for a two dimensional simulation in
Figure 2. What appear as artificial lumps in the N-body den-
sity estimate do not appear at all in the continuum density
estimate. We will briefly review here how such high qual-
ity density estimates can be constructed, and what are the
limitations of such an approach.
In comparison to its bulk velocities, dark matter has a
tiny thermal velocity dispersion at low redshift. Its bulk ve-
locities and the gravitationally induced dispersion velocities
within nonlinear objects typically reach hundreds of km s−1
at the present day, whereas the thermal velocity disper-
sion in unstructured regions is well below 100 m s−1, even for
the hottest non-excluded warm dark matter models. There-
fore dark matter forms a thin three-dimensional submani-
fold in six-dimensional phase space. Since it is collisionless,
its dynamics are governed by smooth long-range gravita-
tional forces, but are unaffected by short-range scattering
depending on the local phase space distribution. The equa-
tions of motion are symplectic, phase space densities are
conserved, and the dark matter fluid continues to occupy a
three-dimensional submanifold at all times. We refer to this
submanifold as the dark matter sheet (Arnold et al. 1982;
Shandarin & Zeldovich 1989; White & Vogelsberger 2009;
Abel et al. 2012; Shandarin et al. 2012).
This is most easily visualized in the two-dimensional
phase space of a one-dimensional universe as shown in the
top panel of Figure 3. While the exact dark matter sheet
can only be inferred by simulating an infinite number of
particles, a very good approximation to it can be obtained
by using a finite number of tracer points and interpolating
between them. The quality of the interpolation will depend
MNRAS 000, 1–24 (2019)
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Figure 3. Top: Illustration of the dark matter sheet in phase
space, where dark matter occupies a submanifold. This subman-
ifold can be reconstructed by interpolation from a finite number
of tracers. Note that in this image we purposely use only linear
interpolation to emphasize the difference between the true dark
matter sheet and the one reconstructed from interpolation. Bot-
tom: Illustration of the release. Originally the mass (in red) in
all Lagrangian volume elements was traced by the interpolated
sheet. However, in the course of the simulation some mass ele-
ments have been flagged for release and are now represented by
N-body particles instead.
on the complexity of the dark matter sheet, on the number of
sampling points (particles) and on the order of interpolation.
As can already be suspected from the top panel of Fig-
ure 3, the complexity of the dark matter sheet grows over
time. While the sheet is very well represented by a linear
interpolation between the particles in the initial conditions
(top left panel), the representation by interpolating between
the particles at later times is already considerably worse.
The function that is to be captured by the interpolation has
grown in complexity. A better representation of it can be
obtained by using a higher interpolation order, or by us-
ing a higher number of particles. Hahn & Angulo (2016)
and Sousbie & Colombi (2016) have explored both of these
approaches by using a higher order triquadratic interpola-
tion, and by implementing refinement schemes in Lagrangian
space. Those schemes try to detect when and where the sheet
is growing in complexity and create additional flow tracers
to trace the interpolation more accurately in those regions.
With these schemes it is, in principle, possible to make
a simulation that exactly traces the dark matter sheet. How-
ever, this turns out to be impossible in practice, since the
dark matter sheet grows in complexity very rapidly. Tracing
it requires an extraordinary amount of computational re-
sources. Sousbie & Colombi (2016) managed to carry out a
mX = 250 eV WDM simulation in a 28 Mpc box until a = 0.31
and found the number of simplexes required to scale with
the twelfth power of time. Assuming that this scaling re-
mains valid until a = 1, running that simulation until the
present time would require roughly 106 times as much mem-
ory and probably also computational time. However, it is
already an optimistic assumption that this scaling can be
extrapolated so easily. So soon after their formation, their
haloes had probably had no mergers yet and so had main-
tained a relatively simple phase space structure. It cannot be
excluded that chaotic orbits with an exponentially growing
complexity arise from merging haloes. Further the simula-
tion described in Sousbie & Colombi (2016) has a relatively
low force-resolution of 28 Mpc/1024 ≈ 27 kpc. Therefore, the
central structure of haloes is resolved poorly. The complexity
of the sheet is expected to grow most rapidly in the centres
of haloes. Vogelsberger & White (2011) find that the num-
ber of streams at a single point in the centre of the halo of
a Milky-Way-type dark matter halo in a cold dark matter
universe might already get as high as 1016. If that is true, a
dark matter sheet plus refinement based simulation scheme
for such a halo would require far more than 1016 resolution
elements.
Even in the most optimistic case it seems unlikely that
a simulation like that in Sousbie & Colombi (2016) can be
run until the present day, a = 1. We will demonstrate in
this paper how to deal with this with affordable computa-
tional costs. We propose a simulation scheme with a“release”
mechanism that uses a sheet-interpolation scheme where it
is well converged, and switches to a particle based N-body
approach in regions where the sheet becomes too complex.
This allows us to perform the first warm dark matter sim-
ulations that do not fragment in low density regions while
remaining accurate in the inner regions of haloes. While thus
giving up the qualities of a density field estimated from the
smooth sheet, we pay particular attention that N-body par-
ticle noise remains unimportant at all times (see discussion
in Section 3.6) so that no disadvantage, apart from the loss
of the possibility to keep tracking the full fine-grained dis-
tribution function, arises in the evolution by resorting to
N-body. We illustrate qualitatively in the bottom panel of
Figure 3 how the release could look in the phase space of a
one dimensional world. Note that in the case of a three di-
mensional simulation, the complexity in the released region
would be much higher - for example it could have ∼ 1016
foldings in the same region (Vogelsberger & White 2011).
The next sections will explain how we identify regions
where the interpolation scheme is no longer reliable without
refinement.
2.2 Quantifying Complexity - The Geodesic
Deviation Equation
The dynamics of the dark matter sheet is best described
by considering the Lagrangian map q 7→ (x(q), v(q)) between
the three-dimensional Lagrangian coordinates q that give
the location on the sheet, to the Eulerian coordinate x and
velocity v. N-body methods correspond then to a finite and
discrete set of {qi}, in interpolation schemes, such a finite set
is used to approximate the submanifold itself. While inter-
polation schemes trace the deformations of the dark matter
sheet x(q) well as long as x(q) varies slowly, they break down
when the function varies rapidly on the separation scale ∆q
of the sampling points (qi, xi) (i.e. particles).
In this case it is no longer possible to trace the whole
fine-grained phase space sheet exactly, but its deformation
local to each tracer can still be traced by the Geodesic De-
MNRAS 000, 1–24 (2019)
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viation Equation (GDE) (Vogelsberger et al. 2008; White
& Vogelsberger 2009; Vogelsberger & White 2011). The de-
formations of the dark matter sheet can be characterised
by the Jacobian of the mapping from Lagrangian to Eule-
rian space ∂x∂q , also known as the real-space distortion ten-
sor, which simply represents the space tangent to the dark
matter sheet. It quantifies how an infinitesimal Lagrangian
volume element gets stretched and rotated during the course
of the simulation (Vogelsberger et al. 2008; Vogelsberger &
White 2011).
In comoving coordinates the equations of motion of ar-
bitrary particles in an expanding universe can be written
as
Ûx = a−2v (1)
Ûv = −a−1∇φ(x) (2)
(e.g. Peebles 1980), where v/a are the peculiar velocities,
xa are physical coordinates and φ is the comoving potential
which obeys the Poisson equation
∇2φ = 3
2
H20 Ω0a
−1δ (3)
δ =
ρ − ρ0
ρ0
, ρ0 = Ω0ρc,0 , (4)
where all spatial derivatives are taken with respect to comov-
ing coordinates, δ is the over-density, ρ0 the mean matter
density of the universe today, ρc,0 the critical density today,
H0 the Hubble constant and Ω0 the matter density parame-
ter. One can infer the equations of motion of the distortion
tensor by differentiating (2) with respect to the Lagrangian
coordinates q. Writing Dxq := ∂x∂q and Dvq :=
∂v
∂q and defin-
ing the tidal tensor T = −∇ ⊗ ∇φ these can be written as
ÛDxq = a−2Dvq
ÛDvq = a−1TDxq . (5)
While it is also possible to investigate how small velocity dis-
placements in the initial conditions affect the final positions
by using the full six-dimensional distortion tensor (Vogels-
berger et al. 2008; Vogelsberger & White 2011), we limit our
discussion to the real-space part here. In the case of the dark
matter sheet, the dynamics of Dxq describe the evolution of
the space tangent to the sheet, while those of Dvq describe
the space normal to it.
The geodesic deviation equation (5) can be integrated
along with the other equations of motion for each particle in
a cosmological simulation to determine the real-space distor-
tion tensor as an additional property of each particle. The
distortion tensor can be initialized by using finite differenc-
ing methods on the initial conditions, so that at 2nd order
∂xi
∂qj
≈ xi(q + ∆qej ) − xi(q − ∆qej )
2∆q
(6)
∂vi
∂qj
≈ vi(q + ∆qej ) − vi(q − ∆qej )
2∆q
, (7)
where ej is the unit vector along the j-th coordinate axis. If
the simulation particles are initially located on a grid, the
evaluation points of the finite differencing can be chosen so
that the distortion tensor can be approximated purely by
taking differences of particle positions. We note that these
tensors can also be explicitly calculated when generating
cosmological initial conditions. We found however that finite
differences are accurate enough, and can be conveniently
calculated from just particle positions and velocities.
In the initial conditions of a typical cosmological sim-
ulation this will always be a reasonably good approxima-
tion, since initial conditions are typically set at a time where
the displacement field varies only moderately between La-
grangian neighbors. However, the finite-differencing scheme
can also be used to obtain an approximation for the distor-
tion tensor at any later time. If the Lagrangian map x(q)
varies slowly with the Lagrangian coordinate this will be a
good approximation, but if it varies rapidly, the approxima-
tion will break down. These are the cases where the dark
matter sheet becomes too complex to be reconstructed from
particle positions.
To illustrate this, we show in Figure 4 a comparison of
the stream densities,
ρs =
ρ0
|det(Dxq)| , (8)
that can be obtained from the finite difference distortion
tensor as in (6) and the infinitesimal distortion tensor that
has been evaluated by the GDE. Additionally, we show the
result of a morphology classification based on the distor-
tion tensor which we will describe in section 2.3. The Figure
shows a slice through Lagrangian space, where each particle
is plotted at its initial comoving location q (for a→ 0), but
is coloured by the stream density that it has at a later time
in the simulation. In Lagrangian space, the volume is pro-
portional to the mass, therefore for example haloes appear
as large regions in Lagrangian space whereas they make up
a rather small part of the volume in Eulerian space (and
vice versa for voids). It can be seen that the GDE and the
finite difference distortion tensor are in excellent agreement
wherever the stream-density varies slowly - that is in single-
stream regions, pancakes and filaments, as we shall see later.
However, there are also regions (i.e. haloes) where the stream
density varies rapidly. The finite-differencing scheme breaks
down here and becomes resolution-dependent, whereas the
local distortion tensor of the GDE still remains valid. For
infinite resolution the finite-differencing scheme should con-
verge to the GDE result.
We demonstrate this more quantitatively in Figure 5
where we plot the cumulative histogram of relative differ-
ences between the GDE stream densities ρs,gde and the
stream densities inferred from finite differences ρs,fd
 =
 ρs,gde − ρs,fdρs,gde + ρs,fd
 . (9)
To test the convergence, we compare the finite differencing
for different resolution levels, using all particles, every sec-
ond particle (per dimension), every 4th and every 8th. It
can be clearly seen that the finite difference stream densi-
ties converge to the GDE stream density. The GDE provides
the limit of the distortion tensor for ∆q → 0 – that is the
derivative of the actual dark matter sheet. In contrast the fi-
nite differencing provides the derivatives of the interpolated
sheet, which are wrong where the interpolation is not con-
verged.
To further emphasize this, we additionally select a sub-
set of particles where the finite differencing is converged,
which we define by their stream densities not changing by
MNRAS 000, 1–24 (2019)
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Figure 4. Stream-Densities on an infinitesimally thin plane in Lagrangian Space. Left: Stream densities defined at tracer positions as
given by the GDE distortion tensor. Centre: Finite differences approximation, representing the derivatives of the interpolated sheet.
Right: Morphology classification as described in section 2.3. The stream densities agree extraordinarily well in regions where they vary
slowly with the Lagrangian coordinates, but get into complete disagreement in regions where they vary rapidly – this is the case in
haloes. The sheet is too complex here for accurate reconstruction.
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Figure 5. Cumulative distribution of differences between the
stream densities obtained from a finite-difference version of the
Jacobian based on the sheet tessellation, and the Jacobian from
the GDE. For the finite differencess, we show results for increas-
ingly coarser sampling (in terms of ∆q). The graph shows how
many have an error larger than ρs/ρ0. The finite difference dis-
tortion tensors converge quickly to the GDE distortion tensor
for most of the particles. For roughly 30 − 40% of the particles
the convergence is rather slow. Particles which have a converged
distortion tensor (at the 10% level) between different resolution
levels (purple line) are in excellent agreement with the GDE dis-
tortion tensor, showing that the GDE distortion tensor is indeed
the limit of the sheet derivative for infinite particle resolution
∆q → 0.
more than 10 % when only selecting every second or every
fourth particle. For particles where the finite differencing
has converged, the agreement with the GDE-based density
is remarkably good. We conclude that the comparison of
GDE and finite difference distortion tensor can be reliably
used as a benchmark for the accuracy of sheet interpolation
schemes.
Looking more closely at Figure 5, it seems puzzling that
while for roughly 60% of the particles the stream densities
converge quickly, for the other 40 % of the particles the
stream densities converge rather slowly. We shall see that
those regions where convergence is slow are mostly haloes,
and that achieving true convergence here is almost hope-
less. Any sheet interpolation scheme will either break down
(without using refinement) or become too expensive to be
followed (when using refinement) at some point.
To illustrate how important it is that the interpolation
is converged, we show in Figure 6 power-spectra that have
been inferred on sheet-based dark matter simulations (with-
out any refinement) with different resolutions at two differ-
ent points in time. While it seems that at a = 0.3 the power
spectra are converged, showing that the sheet-interpolation
is working reasonably well at that time, the situation is very
different at a = 1: The complexity of the true dark mat-
ter sheet is too high to be captured by the interpolation
scheme with a limited number of particles. Therefore the in-
terpolation and subsequently the power spectrum converge
only slowly with the particle number. Typically, the densi-
ties in the centres of haloes get strongly overestimated by
a poorly interpolated reconstruction, as has been already
demonstrated by Hahn & Angulo (2016).
2.3 Structure Classification
As we have already mentioned in the introduction, the
anisotropic nature of cosmological gravitational collapse to-
gether with the absence of thermalisation in collisionless dy-
namics (cf. Buehlmann & Hahn 2018) makes anisotropically
collapsed structure particularly vulnerable to particle noise.
At the same time, the lower dimensional dynamics in those
regions restricts the dynamics severely, so that ultimately it
MNRAS 000, 1–24 (2019)
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Figure 6. Comparison of dimensionless power-spectra (top) and
residuals with respect to the highest resolution (bottom) at two
different times. At an early time a = 0.3 the power spectra con-
verge well, since the resolution is sufficient for reconstructing the
sheet. At late times a = 1.0 the power spectra converge only
slowly, the sheet is too complex for reconstruction with a fixed
finite resolution.
would be desirable to disentangle the unproblematic regions
where dynamics is close to ergodic in all dimensions (haloes)
from the problematic ones where this only true for dynam-
ics in subspaces (filaments, sheets and voids). Therefore we
developed a scheme to classify particles into void, pancake,
filament or halo particles, purely by their dynamics.
The distortion tensor describes the three dimensional
distortions of an infinitesimal Lagrangian volume element
around each particle. These distortions can be a mixture of
stretching and rotations (+mirroring). While the stretching
happens in all phases of the evolution of the volume ele-
ments, rotations do not. The number of rotationally active
axes can be used to classify the structure a particle is part
of - zero corresponds to a void, one to a pancake, two to
a filament and three to a halo. The idea is similar to that
of the origami method in Falck et al. (2012). The origami
method uses the number of Lagrangian axes along which
a shell crossing has happened to classify the morphology.
However, our scheme does not contain any preferred direc-
tions along which the shell crossing is tested and is invariant
under rotations of the density field. Further it only uses the
infinitesimal surroundings of each particle for the classifica-
tion thus highlighting how the local phase space dynamics
is related to the structure a particle is part of.
To disentangle stretching from rotations, we use the
singular-value decomposition of the distortion tensor. Any
matrix can be decomposed in the form
Dxq = USVT (10)
where U and V are orthogonal matrices and S is a diagonal
matrix where the diagonal elements are called the singular
values si . If the Matrix Dxq is symmetric, the singular-value
decomposition becomes equivalent to the eigenvalue decom-
position: then the singular values are the absolute values of
the eigenvalues and U = V . However the singular value de-
Figure 7. Illustration of the components of the singular value
decomposition Dxq = USVT . The Matrix Dxq maps a sphere from
Lagrangian space to an ellipsoid in Eulerian space. The column
vectors of U give the orientations of the major axes in Eulerian
space, the singular values give the relative sizes of the axes, and
the column vectors of V give the orientations in Lagrangian space.
composition also has a simple geometric interpretation in
the case of general non-symmetric matrices (like the distor-
tion tensor). We illustrate this in Figure 7. The distortion
tensor Dxq maps a unit sphere in Lagrangian space to a dis-
torted ellipsoid in Eulerian space. The column vectors ui of
the matrix U give the orientations of the major axes of the
ellipsoid in Eulerian space. The singular values si quantify
the stretching along the major axes. The column vectors vi
of V give the orientations of the major axes in Lagrangian
space. So the general vector av1 + bv2 gets mapped by Dxq
as
Dxq · (av1 + bv2) = as1u1 + bs2u2 . (11)
To quantify rotations we define three angles αi from the
singular value decomposition,
αi = arccos(vi · ui) , (12)
which are the relative angles between the orientation of the
major axes in Lagrangian space and in Eulerian space. Note
that this choice of angles is independent of the coordinate
system (unlike most possible angle definitions). In the ex-
ample from Figure 7 the angle α1 would be relatively small
whereas the angle α2 would be close to 180◦.
We trace the angles αi of the distortion tensor of every
particle in our simulations and save the maximum value of
them for every particle. We classify structures then by the
number of angles for which this maximum exceeds pi/4:
In the beginning of the simulations all particles are in a
single-stream region (or a void). The Zeldovich approxima-
tion (Zel’dovich 1970) only permits symmetric deformations
of the distortion tensor and therefore in the initial conditions
all angles are zero by definition. During the evolution in a
void a particle mostly undergoes a stretching and/or com-
pression along the three major axes, but almost no rotation.
Then when it passes through a first caustic in a pancake,
the smallest axis goes through zero and flips its orientation
and the associated angle gets close to pi. From that point
on, one axis of the volume element is dynamically active
whereas the other two axes are still aligned with their initial
orientations. Once the particle becomes part of a filament,
another axis becomes dynamically active and suddenly rota-
tions in a plane perpendicular to the filament become possi-
ble. However, the axis aligned with the filament still roughly
maintains its orientation. At this point two angles can be
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Figure 8. Density projections of a 20 Mpc h−1 cosmological warm
dark matter box selecting different subgroups of the particles ac-
cording to their structure class. The structure classification is
done by counting the number of axes of the Lagrangian volume el-
ements that are still aligned with their initial orientation: All axes
aligned corresponds to a void, one axis misaligned (or flipped) to
a pancake, two axis misaligned to a filament, and all axes rotated
arbitrarily in comparison to their initial alignment corresponds to
a halo.
significantly different from zero. The last axis only becomes
dynamically active when the particle falls into a halo.
Therefore, we can classify the particles into structures
by counting the number of angles αi that have deviated sub-
stantially from zero. Note that we use the maximum value
of each angle along the whole trajectory and not only its
current value. This way one can avoid misclassifications in
cases where the axes align by chance after having been mis-
aligned for most of the time. In the appendix, in Figure A1,
we provide a set of Lagrangian maps which show the dif-
ference between using the current and the maximum value.
This figure also shows how the angles are active in clearly
distinct Lagrangian regions.
We show the result of this classification in Figure 8.
Arguably the classification selects regions in the same way
one would intuitively classify them. However, we want to
point out that since our classification is based on the dy-
namical behavior of particles and not purely Eulerian space
properties, particles can coexist at the same location but be
assigned to different morphological structures.
We show in Figure 9 the relative differences between
GDE and finite difference stream densities for different
structure types. Clearly particles in haloes have significantly
larger errors in their stream densities than those in other
structures. Simplifying a bit, we can say that the sheet in-
terpolation works well outside of haloes, but tends to break
down inside of haloes. This is good news for the possibil-
ity of fragmentation-free warm dark matter simulations: It
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Figure 9. Cumulative histogram of the relative differences of the
GDE and finite difference stream densities for different structure
types. The dark matter sheet can be reconstructed well outside
of haloes but only poorly within haloes.
is well known that N-body simulations tend to fragment in
filaments. There small discreteness errors in the density es-
timate can quickly evolve into artificial fragments, since the
(coarse-grained) distribution is heated up in two dimensions,
but still cold within the third dimension. Errors can easily
couple in this situation and amplify. However, in the case
of a halo, where the distribution is hot in all dimensions,
it is unlikely that small errors cause significant larger scale
errors. On the other hand, sheet schemes do not have the
problem of fragmentation, because their density estimate is
much more accurate and less noisy than the N-body density
estimate in low-density regions such as single-stream regions,
pancakes and filaments. However, they become intractable
inside of haloes because of the rapidly growing complexity.
It is an obvious next step to combine the benefits of the
two schemes to achieve fragmentation-free unbiased warm
dark-matter simulations. Therefore, we develop a scheme
that initially traces all matter by a sheet-interpolation
scheme, then detects (Lagrangian) regions where the sheet
becomes too complex to be followed accurately by interpola-
tion and switches to an N-body approach for those. We call
this switch to an N-body approach “release”.
2.4 The Release
Initially, we trace all mass in the simulation by a sheet in-
terpolation scheme. This means that we follow the dynam-
ics by a set of mass-less particles which we call flow tracers
which follow normal Newtonian equations of motion. How-
ever, forces are not estimated from the usual N-body interac-
tions, but instead by assigning the mass of the interpolated
sheet to a mesh (or another Eulerian discretization structure
as will be discussed in Section 3), and solving the Poisson
equation for this density field. When we say that we release
a Lagrangian volume element, we mean that from that point
on its mass is no longer assigned by using the sheet interpola-
tion, but simply by depositing independently traced N-body
particles. We illustrate this in the bottom panel of Figure 3.
In our code, we have two different methods available for
choosing the positions and velocities of the released N-body
MNRAS 000, 1–24 (2019)
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Figure 10. Density projection of a simulation using a hybrid Sheet/N-body scheme. Left: Projection of the total mass. Centre: Projection
of the mass that is traced by N-body particles. Right: Mass that is traced by the sheet-interpolation. This combination of schemes produces
simulations with high quality density estimates in low-density regions which are simultaneously correct in haloes.
particles. The first method simply evaluates the phase space
coordinates of the interpolated dark matter sheet (x(q), v(q))
at a set of Lagrangian coordinates qi jk . For example if a
cubic Lagrangian volume element starting at q0 with La-
grangian side length ∆q should be released into N3 N-body
particles, their parameters would be chosen the following
way:
qi jk = q0 +
∆q
2(N + 1)
(1 + 2i, 1 + 2 j, 1 + 2k)T (13)
xi jk = x(qi jk ) (14)
vi jk = v(qi jk ) (15)
mi jk = N−3ρ0∆q3 , (16)
where i, j and k are going from 0 to N − 1. An advantage
of this release scheme is, that it is only necessary to trace
N-body particles for the released mass, and it is in princi-
ple possible to control the mass resolution within released
regions (mostly haloes as we shall see) independently. How-
ever, while this works fine in principle, it is relatively sensi-
tive to making even a small error in the interpolation at the
time of the release. If e.g. the velocity of the newly created
N-body particles is off by just a percent it can already affect
their future trajectories by a large amount. We found that
this can lead to peculiar effects in some cases - for example
some N-body particles which are expelled slightly beyond
the splashback radius of a halo.
To make sure that there are no artefacts created from
small inaccuracies at release, we implemented an additional
release method. In this alternate method, we trace an ad-
ditional set of mass-less particles at the locations qi jk from
the beginning of the simulation. We call these particles silent
particles since they have no impact on the simulation prior
to their release. However, when their Lagrangian volume el-
ement is released, they are converted to N-body particles
with the mass mi jk - thus creating new particles at exactly
the correct location with exactly the correct velocity and
no interpolation errors. We use this release method for the
remainder of this paper.
Note that the release is defined per Lagrangian volume
element. Therefore at the same location in Eulerian space
released N-body particles and interpolated sheet-elements
can coexist.
2.5 Release Criterion
It is important to reliably identify the Lagrangian elements
for which the sheet becomes too complex to be traced. We
have developed two different criteria to flag elements for the
release. The first criterion compares for each particle in a
volume element the finite-difference distortion tensor Dxq,fd
with the GDE distortion tensor Dxq,gde. If their alignment
a(Dxq,fd,Dxq,gde), which we define as
a(A, B) =
∑
i, j Ai jBi j√∑
i j A2i j
∑
i j B2i j
, (17)
becomes smaller than a threshold value amin for any par-
ticle in a volume element, we flag that element for release.
We show density projections of a simulation which uses this
release criterion with amin = 0.99 in Figure 10. The benefits
of the release technique become clearly evident here. It al-
lows us to get realistic haloes, while at the same time getting
the accurate non-fragmenting sheet-density estimate in the
low-density regions.
Additionally, we defined an alternative criterion which
simply releases all Lagrangian volume elements where at
least one particle becomes part of a halo. To detect whether
a particle becomes part of a halo, we use the criterion based
on the angles of the distortion tensor as described in Section
2.3.
At first sight, it might seem unnecessary to define an
additional criterion here, since the other criterion seems to
work well, and has a clearer quantitative justification. How-
ever, the benefits of this “halo-criterion” are: (1) It can also
be used without the need to integrate the GDE for all par-
ticles (which can be quite expensive) since also the finite
difference distortion tensor can be used for detecting haloes.
(2) It can be difficult to get the GDE and finite-difference
distortion tensors into exact agreement in the continuum
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Figure 11. Convergence of the dimensionless power-spectra when
using the release. In the top panel the power spectra and in the
bottom panel the residuals with respect to the (pink) case with
N = 5123 and using amin = 0.99 for the release criterion. All
simulations that use a release appear to be converged very well
relatively independently of the release criterion or resolution. The
only release case that disagrees above percent level is the case
with N = 1283 and amin = 0.9 showing that the more conservative
choice of amin = 0.99 is better.
limit. This requires that the tidal tensor T corresponds
exactly to the derivatives of the forces in the sense that
F(x + ∆x) = F(x) + T∆x. At first sight this might seem rela-
tively trivial to achieve, but we want to point out here that
this is e.g. not the case for a mesh based Poisson solver like
that in Gadget-2 which does not even exactly ensure that
∂iFj = ∂jFi .
While we find it possible to bring the two distortion
tensors into exact agreement in the continuum limit when
using a mesh based scheme, it seems relatively hard when
using a tree as we will explain in Section 3. Therefore, we
will use criterion (1) whenever possible, but fall back to the
halo-criterion when necessary. However, we will show that
the difference is negligible in most cases and the two criteria
lead to the same results.
2.6 Convergence of Power Spectra
To test the validity and the convergence of the release
method, we run a series of sheet-simulations at particle res-
olutions of N = 1283, N = 2563 and N = 5123 in a 20 Mpc h−1
box in an mX = 250 eV warm dark matter cosmology. The
half mode mass of Mhm = 5.5 · 1012M (according to the for-
mula in Schneider et al. (2012)) is well resolved in all cases
with the mass resolutions of m = 5 · 108M, m = 6 · 107M
and m = 7 · 106M respectively. The number of silent par-
ticles which are used for the release are two times as many
per dimension in each case. For these simulations we do not
use any refinement. We test the different release criteria for
these methods; on the one hand the release with the halo
criterion and on the other the release with the alignment
criterion for different values of amin as in equation (17). We
show the power spectra of these runs in Figure 11 and also
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Figure 12. Histogram of the position error of the sheet inter-
polation at the point of release for the N = 5123, amin = 0.99
simulation. This measures the error of the sheet interpolation at
the point where it is largest - after this point it is considered unre-
liable and is no longer used for the corresponding elements. Even
at its worst point, the interpolation error is still much smaller
than a softening length (the grid spacing) in all cases. This shows
that the release is happening early enough to make sure the in-
terpolation is always reliable when used.
plot the residuals in comparison to the case which we con-
sider most accurate - that is N = 5123 with a release criterion
of amin = 0.99 which is the same one plotted in Figure 10.
Clearly, the pure sheet simulations (without refinement)
have very biased power spectra on small scales and are far
from converged as already shown in Hahn & Angulo (2016).
Note however, that in most of the volume their density esti-
mate is exactly the same as in the simulations with release
(compare right panel of Figure 10). The power spectrum is
dominated by the density distribution in haloes. All simu-
lations that use a release agree fairly well and their results
seem to be relatively independent of the release criterion or
the resolution. In all cases almost no elements outside of
haloes are selected for release (since the dark matter sheet
is relatively simple outside of haloes) and almost all mass
inside of haloes is released. It seems that the distortion ten-
sor based release criterion with amin = 0.99 is a good choice,
but also the release criterion based on the halo classification
works well.
To get a quantitative idea of how large the error of the
interpolation is in the worst case, we rerun the simulation
with N = 5123 and the amin = 0.99 release criterion. We save
for every element that is released the difference in position
between the silent particles (which have no interpolation er-
ror) and the corresponding positions predicted by the in-
terpolated sheet (which can be slightly biased through the
interpolation) at the time of release. This measures the abso-
lute error of the interpolation at the point where it is largest
and after which our code does not use it anymore for the cor-
responding mass element. We show those errors in Figure 12.
Even these worst case errors are much smaller than a soft-
ening length (the grid spacing) in all cases. That means that
the usage of the interpolation until that point indeed gives
an accurate representation of the mass-distribution. The re-
lease criterion makes sure that mass elements are released
early enough.
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To highlight the improvement of the sheet simulations
with release over pure sheet or pure N-body simulations, we
show in Figure 1 a projection of the density field around
the highest mass halo for four different cases: an N = 1283
N-body simulation (top left), a high resolution N-body sim-
ulation (N = 5123) as reference (top right), a pure N = 1283
sheet simulation (bottom left) and an N = 1283 sheet + re-
lease (amin = 0.99) simulation (bottom right). In the pure
sheet simulation, the halo appears much rounder than it
should. In the sheet + release simulation the halo has the
same shape as in the high resolution N-body simulation but
there is no artificial clumping in the surrounding structures
as in the N = 1283 N-body case. Clearly the sheet + release
scheme inherits the best of each of the methods. Note that
the N = 5123 N-body simulation is fragmentation-free, since
here we are using a relatively low force resolution. However
if the force resolution were higher than the initial separation
between particles (as usually assumed) this case would also
fragment.
We conclude that realistic, fragmentation-free warm
dark matter simulations can be achieved when combining
the benefits of sheet and N-body methods into a sheet + re-
lease scheme. In the following section we will address how to
achieve higher force resolution in the sheet + release scheme.
3 TOWARDS HIGHER FORCE-RESOLUTION
We have shown in section 2 how to make unbiased and
fragmentation-free warm dark matter simulations with a
fixed, relatively poor force resolution and a global time-step.
However, the force-resolution that can be achieved with a
regular mesh is much below that necessary to get conver-
gence in the centres of haloes. Therefore, we develop here
a new scheme to calculate gravitational forces in cosmologi-
cal simulations. This allows the usage of adaptive time-steps
and much higher force resolutions than in the case of a pure
mesh – which all sheet based methods have used so far.
N-body simulations typically discretize forces as inter-
actions between point-particles. All additional components
of the force-calculation like trees, particle-meshes or adap-
tive mesh-refinement are just means to speed up the force-
calculation. While this approach of pair-wise interactions is
relatively simple and works remarkably well, there are also
some peculiarities that arise from this approach when com-
pared to the true continuous physical system. One of those
is that the “N-body density-estimate” is exactly zero in the
large majority of the volume: In N-body simulations typi-
cally a softening length as small as 1/20 of the mean particle
separation is chosen. The density estimate ρ = ∇2φ/4piG is
zero outside of a particle’s softening radius. Consequently
that means that less than (1/20)3 ∼ 10−4 of the volume has
a non-zero density in such an N-body simulation. However,
we know that the true density can be zero nowhere, since at
every point in space at least one dark matter stream must
be present. Depending on the nature of dark matter, the
lowest density regions in the universe may still have den-
sities of ρ ∼ 10−1 − 10−3ρ0 (Stu¨cker et al. 2018). Also the
fragmentation of N-body simulations is a peculiar effect of
the granularity of the N-body density estimate.
We here propose a different discretization of the density
field and the force-calculations that accounts better for the
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Figure 13. The density field that is represented by an oct-tree of
cubes from one of our simulations. Left: using the tree of cubes,
right: using an N-body density estimate with fixed softening. Top:
5 Mpc h−1 region - the colourmap is clipped at a density of 103ρ0
to make the features in the low density regions visible. Bottom:
1 Mpc h−1 region showing the internal structure of the halo with an
appropriate colourmap range. Inside of the halo mostly ”released”
particles are used for the density estimate so that the quality of
the density estimate is similar between the N-body and the sheet
+ cube-tree case. However, in the outer regions of the halo and
in the larger scale structures the sheet density estimate allows for
much higher accuracy than the N-body one.
continuous nature of the dark matter sheet. We discretize
the density field by a space-filling oct-tree of cubes. The
depth of the tree is chosen adaptively and depends (roughly)
on the local density. The density of the cubes and their den-
sity gradients (assumed uniform) are calculated by sampling
them with the N-body tracers (in released regions) and a
large number of pseudo-particles which are created from the
interpolated sheet (in low-density regions). An example of
such a tree can be seen in the left panels of Figure 13 in
comparison to an N-body density estimate. The force that
a single particle experiences is then the sum of interactions
with cubes.
In the following sections we describe in more detail how
the tree is constructed, how the densities and density gradi-
ents of the tree-nodes are computed, and how the interaction
with a cube can be computed. Subsequently we demonstrate
for the case of a Hernquist sphere that this discretization of
the force field is as good as an N-body representation with
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the same number of mass-resolution elements, but a much
larger number of force-resolution elements. Additionally it
makes possible more accurate estimates of the tidal tensor
and therefore improves the integration of the Geodesic De-
viation Equation (GDE).
3.1 A tree of cubes
We discretize the density field in our simulations as an oct-
tree of cubes. An oct-tree is a recursive partition of a three
dimensional volume into a set of cubes. One starts with a
cube which represents the whole simulation box. It is split
into eight equal size sub-cubes, each of them representing
another oct-tree. Each attached oct-tree can either be a leaf
or again be split into eight sub-cubes representing their own
subtrees - and so on. It depends on the tree-building proce-
dure which sub-trees are split.
To make minimal changes to the code, we employ the
same tree building mechanism as the Gadget-2 code as
presented in Springel (2005). That is, given a set of particles,
the tree is split recursively until each leaf contains either
one or zero particles or a minimum node size Lmin has been
reached. That minimum node size is an additional parameter
in the code and determines the limit of the force resolution –
similar to a softening parameter. In our simulations the tree
structure is not built from all particles, but from a smaller
set of distinctly defined ghost particles.
After the tree has been created it is just considered as
a mass-less partition of the volume of the simulation box.
Afterwards the mass is assigned to it in an additional in-
dependent step. Lagrangian regions that are still described
by the sheet interpolation create a large number of mass-
carrying pseudo-particles that are deposited into the tree
whereas N-body particles are directly deposited into the
tree. In a nearest-grid-point (ngp) assignment scheme each
mass-carrying particle assigns its mass and its mass weighted
position to the tree leaf it belongs to. However, we found
that a more accurate density estimate could be inferred by
a cloud-in-cell (cic) assignment where the size of the cic-
kernel is chosen to be the minimum node-size Lmin. This way
each particle can contribute to a maximum of eight different
nodes. Afterwards this information is propagated upwards
in the tree so that at the end of the procedure each node
has a well defined mass and centre of mass. Typically we
choose a much higher number of mass tracing particles than
of tree building particles, so that the mass in each tree node
is well sampled. For example we have 43 times more N-body
particles than particles which define the tree structure, and
the number of pseudo particles that are deposited from the
sheet interpolation is again much higher than the number of
N-body particles. Therefore each tree leaf is sampled by the
order of 64 particles in completely released regions and by
many more in regions where the interpolation is active.
Now we interpret this tree as a set of cubic volume el-
ements which have a mean density given by their mass and
volume, and which have a density gradient given by the cen-
tre of mass. The density distribution within each cube is then
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Figure 14. Density distribution close to the centre of a Hernquist
sphere using different density estimates: N-body mass assignment
with softening  = 0.05a (left), cube-tree mass assignment with
Lmin ∼ 0.1a (see text) with zero gradients (centre) and with ap-
propriate gradients (right). The cubes with gradients seem to give
a similar good estimate of the density field close to the centre to an
N-body density estimate and much higher accuracy than homoge-
neous cubes. It can represent the spherical geometry reasonably
well.
approximated as
ρ(r) = ρ0 + g · r (18)
ρ0 = M/L3 (19)
g = 12ρ0
L2
rcm , (20)
where M is the mass of the cube, L is the side-length, rcm
is the offset of the centre of mass from the centre, and r is
the offset from the (geometric) centre at which the density
is to be evaluated. Note that the gradient is chosen so that
the cube with gradient has the same centre of mass as the
node.
In Figure 14 we show a density slice close to the centre
of a Hernquist sphere where Nc = 323 tree-building parti-
cles and N = 1283 mass-assigning particles have been used
which have been each sampled from the Hernquist profile
in comparison to an N-body assignment (M = 1283). The
cube-trees use a minimal node length of Lmin ∼ 0.1a and
the N-body uses a softening of  ∼ 0.05a (which both lead
to a similar effective smoothing scale) where a is the char-
acteristic radius of the Hernquist profile (Hernquist 1990).
The cubes with gradients with cic-assignment (right panel)
seem to give a good representation of the density field even
in the centre of a halo-like object. The degree of noise is
similar to the N-body density estimate with the same num-
ber of mass-assigning particles (N = 1283) though the cube-
tree uses a much lower of force resolution elements (∼ 323
instead of 1283). However, recall that the noise should be
much smaller in the outer regions of a halo as already seen
in Figure 13. The central panel of Figure 14 shows how the
density estimate would look if the gradients of the cubes
would be forced to zero – this should be similar to the density
field that would be represented by a typical adaptive-mesh-
refinement (AMR) scheme. Clearly the gradients give a big
improvement over this and account better for the spheri-
cal geometry. It would be interesting to see whether such a
higher order density estimate with gradients could be useful
inside of AMR-schemes.
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Figure 15. Potential (contours) and force field (arrows) of a ho-
mogeneous cube (left) and a cube with constant gradient (right).
The equipotential-lines are closer to a sphere than the cubic mass
distribution and farther away from the cube become more and
more spherical (centring around the centre of mass – marked as
a red dot).
3.2 The potential of a cube
While it is relatively simple to define the density field of this
oct-tree, calculating its force field is mathematically rela-
tively elaborate. To ease the reading flow we moved the full
potential calculation to appendix B1 - B3. We just give a
brief summary of the necessary steps here.
The potential of the cubic mass distribution can be cal-
culated as the convolution of its density distribution with
the Green’s function of the potential:
φ(x) = ρ ◦ Gφ (21)
ρ(x) =
{
ρ0 + gx if − L/2 ≤ xi ≤ L/2∀i ∈ {1, 2, 3}
0 otherwise
(22)
Gφ(r) = − G‖r‖ , (23)
where G is the gravitational constant. It turns out that the
result of this convolution can be expressed in closed form,
but yields a rather complicated expression. We present this
in detail in appendix B1. In Figure 15 we plot the potential
in the z = 0 plane for the example of a homogeneous cube
(ρ0 = G = 1, g = (0, 0, 0)T ) and the case of a cube with
constant density gradient (g = (1.2, 1.2, 0)T ).
However, this is not the kind of interaction that is actu-
ally summed over in Gadget-2. In Gadget-2 the potential
is split into a long-range part and a short-range part (cf.
Hockney & Eastwood 1981). The long-range part φl is a
smoothed version of the potential (described by a convolu-
tion with a kernel f ) and is calculated with Fourier methods
on a mesh. The short-range part φs is then the remaining
part of the potential:
φl = ρ ◦ Gφ ◦ f (24)
φs = ρ ◦ Gφ ◦ (1 − f ) . (25)
This is the interaction that needs to be evaluated on the tree
for maintaining consistency with the force-split. It turns out
that for the Gaussian force-split that is used in Gadget-2,
this convolution cannot be solved analytically for our mass
distribution. Therefore we decided to use a different force-
split kernel
f (r) =
{ 3(a−‖r‖)
a4pi
if ‖r‖ ≤ a
0 otherwise
, (26)
for which the potential becomes analytic. As a drawback
this piecewise defined kernel creates a large number of dif-
ferent cases. We only calculated the explicit expression for
the most typical case that the whole cube is inside the range
of the kernel. The full calculation can be found in Appendix
B2. For all other cases we use numerical approximations by
sampling the mass distribution with point-masses or split-
ting the cube into eight sub-cubes.
Finally, the cost of the calculations can be drastically
reduced by using multipole expansions. We give an overview
of the approximations that we use in different cases in B3.
We make sure that the errors in the forces and the tidal
tensor due to a single cubic element stay well below 1% in
all cases.
3.3 Force-field of a Hernquist Sphere
To test whether the calculation of the force field by the tree
of cubes gives reasonable forces in complex three dimen-
sional scenarios, we set up a Hernquist sphere (Hernquist
1990). To do that we create a set of N particles by Poisson
sampling the 3D Hernquist density profile
ρ(r) = M
2pi
a
‖r‖
1
(‖r‖ + a)3 , (27)
where a is the scale radius and M is the mass of the Hernquist
sphere. We calculate the forces for that particle realization
using the typical N-body softened monopole approach and
the cube-tree approach presented in this paper. The struc-
ture of the cube-tree is built on a set of Nc particles which
are an independent set of Poisson sampled particles and we
have typically Nc  N. The mass and gradients of the nodes
are then determined by depositing the N particles into the
tree. We show the results of the force computation and the
difference with respect to the analytical force,
F(r) =
GM(r)
r2
(28)
M(r) = M
r2
(r + a)2
, (29)
in Figure 16. To calculate the residuals, we use only the
radial component of the force:
Fp,r =
r · Fp
‖r‖ (30)
Rp =
Fp,r − F(r)
F(r)
, (31)
where Fp is the full force vector of a particle and Rp is the
relative error of the radial force as plotted in the lower panels
of Figure 16.
It seems that the cube tree and the monopole interac-
tions give very similar results when compared at the same
number of mass-carrying particles N. They have a similar
spread in the distribution which is mostly caused by shot
noise and decreases when increasing the particle number
N. The error around r/a ∼ 40 that does not quickly re-
duce to zero is likely caused by inaccuracies in the Tree-PM
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Figure 16. Absolute values of the force (top panel) and rela-
tive errors (other panels) for the numerically evaluated forces in
a Hernquist sphere using different setups. Second and third panel:
the quantiles of the force error distributions when using the tradi-
tional N-body approach for evaluating the forces with two differ-
ent particle numbers N = 643 and N = 1283. Bottom three panels:
Using the cube tree with different number of tree building parti-
cles Nc and mass depositing particles N . In the cube tree cases
the black line indicates the minimal allowed node length which
has been chosen to result in a similar effective softening as the N-
body cases. The cube tree converges well and gives similar results
as the N-body monopole force calculations at the same number
of mass depositing particles (N ). It requires a significantly lower
number of force resolution elements (∼ Nc for the cube-tree).
force-split. It has a different (smoother) shape in the N-body
monopole calculation, since that calculation uses a Gaussian
kernel for the force-split. However, the error from the force-
split is of the order of 1%, similar to the original Gadget-2
(Springel et al. 2005). The force deviates at very large dis-
tances, because we use periodic boundary conditions for the
force calculation. Further it deviates at very small scales
because of the softening. We find that N-body and cube-
tree have a similar convergence radius if Lmin ∼ 2 where
 is the Plummer-equivalent softening parameter of the N-
body calculation and Lmin is the minimal node-length in
the cube-tree.
While the cube-tree has a similar accuracy to the
monopole-method in the case where the same number of
mass-depositing particles is used, it uses a significantly
smaller number of force-resolution elements. In the cube tree
this is of the order Nc and in the N-body case this is N.
For example the cube-tree case with Nc = 163 and N = 643
has roughly the same accuracy as the monopole case with
N = 643 whereas it has roughly 64 times fewer force resolu-
tion elements. Therefore a cube-tree discretization could also
be useful for storing the density field of simulations at any
particular point in time. It would only be necessary to write
out all the nodes which would require in this case of order
64 times less memory than storing all the N-body particles.
This could be useful for visualizations and for applications
where forces and/or the tidal field need to be evaluated in
post-processing steps.
We conclude that the representation of the force field by
a tree of cubes will be of similar accuracy to the monopole
method inside of haloes where we assume all particles to
be released and to roughly follow a Poisson-sampling of the
density distribution. However, outside of haloes the cube-
tree can provide a much more accurate description of the
force-field than the monopole tree, since we can use the
sheet-interpolation to sample the tree with many more mass-
carrying particles than would be possible in a pure monopole
approach. This becomes clear in the top panel of Figure 13.
Therefore the tree of cubes can be used to obtain at the
same time a smooth and continuous representation of the
density- and force-field outside of haloes and a reasonably
good one inside of haloes.
3.4 Tidal-field of a Hernquist Sphere
Since our scheme also allows to trace the Geodesic Deviation
Equation, it is of further interest for us to check the accuracy
of the calculated tidal field in the different approaches.
In Figure 17 we plot the relative errors of the tidal ten-
sor,
R =
√√∑
i, j (Tp,i j − Ti j (r))2∑
i, j T2i j (r)
, (32)
where Tp is the tidal tensor that has been evaluated and T(r)
is the analytical tidal tensor. It is striking that the errors in
the tidal field are much larger than those in the force-field.
They easily reach a few tens of percents. The tidal field is a
quantity which is much harder to determine from the noisy
particle distribution in a simulation. Unlike the force field,
it depends crucially on the local density estimate.
The error in the tidal tensor is very large in the N-body
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Figure 17. L2 norm of the tidal tensor (top panel) and relative
errors (other panels) for the numerically evaluated tidal tensors in
a Hernquist sphere using different setups. Second and third panel:
the quantiles of the error distributions when using the traditional
N-body approach for evaluating the tidal tensor with two differ-
ent particle numbers N = 643 and N = 1283. Bottom four panels:
Using the cube tree with different number of tree building parti-
cles Nc and mass depositing particles N . In the cube tree cases
the softening (the thick vertical black line) indicates the minimal
allowed node length. The cube tree gives a better estimate of the
tidal tensor than the N-body calculations. The tidal tensor of the
cube-tree converges well with increasing number of particles.
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Figure 18. Density profiles of an evolved Hernquist-sphere. The
N-body uses a softening of 0.025a and the cube trees use Lmin =
0.06a. At the resolution of N = 643 the cube-tree (green) already
shows relaxation at a slightly larger radius than the N-body case
(blue). However, this effect seems to converge away so that the
profile of the cube-tree method with N = 1283 (red) shows an
almost identical convergence radius to the N-body scheme with
the same mass resolution (orange).
cases, and seems to be significantly lower in almost all of the
cube-tree cases. The convergence of the tidal-field in the N-
body cases seems to be poor at larger radii r & 10a. This is
likely related to the fact that the density estimate is mostly
zero at such radii with a sparse sampling.
With the cube-tree we can significantly reduce the er-
rors in the calculations of the tidal tensor and they seem to
converge well with resolution. However, the errors are still of
a worrying magnitude. In principle, errors in the evaluation
of the tidal-tensor can cause an exponential diffusion in the
integration of the distortion tensor. We will investigate this
in more detail in section 3.6.
3.5 Time evolution of a Hernquist sphere
In our scheme for the force calculation, the force resolu-
tion can vary in space and in time. That is similar to the
case of an adaptive gravitational softening (Price & Mon-
aghan 2007; Iannuzzi & Dolag 2011). As a consequence the
time evolution will not be strictly energy conserving and
not formally symplectic. To test whether this causes any
major problems for the evolution of systems typical for cos-
mological simulations, we perform a time evolution of the
Hernquist-sphere. For the cube-tree cases that means that
both the (massless) tree-structure-defining particles and the
mass-carrying particles are integrated along their orbits, and
the structure of the tree can change with time. As an addi-
tional way of reducing aliasing effects due to the positioning
of the oct-tree, we randomise its positioning with respect to
the simulation box before each time-step.
We evolve the Hernquist-sphere for a time span of t =
110t∗ where t∗ is the natural time scale of the system
t∗ =
√
a3
MG
. (33)
In that time a particle on a circular orbit at a radius of 0.1a
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Figure 19. Histogram of the relative change in the energy (top)
and angular momentum (bottom) of the particles in the evolved
Hernquist-sphere. If there were no numerical errors these should
be zero. The numerical errors of the N-body scheme (blue and
orange) and of the cube-tree are almost of identical amplitude
when compared at the same number of mass resolution elements
N .
will have gone through about 90 periods. If there are any
effects beyond the typical two-body relaxation, these should
show up by that point.
In Figure 18 we show the density profile of the evolved
Hernquist sphere for different numerical setups and in Fig-
ure 19 we show the distributions of energy and angular mo-
mentum errors. It appears that the N-body approach and
the cube-tree approach have almost equivalent accuracy in
the case of N = 1283 mass tracing particles. The profiles di-
verge from the theoretical ones at a similar radius and the
energy- and angular-momentum errors are of similar ampli-
tude. However, the cube-tree has somewhat higher errors
for the case of N = 643 mass-tracing particles (Nc = 163)
and diverges from the theoretical density profile already at
a slightly larger radius. However, this effect is not large and
it converges away with increasing resolution.
We note that the cube-tree approach uses of order 64
times fewer force-resolution elements, but achieves simi-
lar errors to an N-body simulation on the density-profile,
energy-conservation and angular-momentum-conversation.
These errors seem to be dominated by two-body effects
or shot-noise. We do not find any major additional errors
caused by the variable force resolution.
We conclude that the cube-tree performs roughly as well
as a pure N-body scheme when compared at the same mass
resolution while requiring significantly less force-resolution
elements. It is therefore well suited to be used in a hybrid N-
body/sheet scheme, since it can capitalize on the high mass
resolution that becomes available through the sheet, without
compromising the consistency of the force calculation.
3.6 Time-integration of the Geodesic Deviation
Equation
Besides typical coarse grained quantities, like for example
the density profile, our code also enables us to evaluate fine-
grained phase space quantities. In the low-density regions,
where the sheet can be interpolated accurately, almost per-
fect information of the fine-grained phase space distribution
is available. However, in released regions the sheet cannot
be traced accurately by the interpolation anymore, while
it is still possible to trace it statistically in the infinites-
imal environment of particles through the Geodesic Devi-
ation Equation (GDE). We have already seen in Figure 4
that in low-density regions the GDE can be followed very
accurately (thanks to the accuracy of the sheet density esti-
mate). It is not so clear that this is still the case in the dense
centres of halos where the noisiness of the density-estimate
and the magnitude of the tidal fields could cause problems.
In principle the structure of the GDE allows an exponential
divergence of the distortion tensor through almost any kind
of noise. It is a quantitative question whether this noise can
be controlled well enough so that the evolution of the dis-
tortion tensor is not dominated by a numerical exponential
growth. We will test this here for the case of the Hernquist
sphere.
We found that bringing the stream-densities to a rea-
sonable degree of convergence requires the usage of more
fine-tuned time-stepping and opening criteria than the fidu-
cial choices in Gadget-2. The Gadget-2 criteria have been
optimized to limit the force error and to provide good
convergence for density profiles. However, the convergence
of stream-densities seems to require more accurate time-
stepping and an opening criterion that is more sensitive to
the local surrounding of each particle. We have developed
new opening and time-stepping criteria to achieve conver-
gence for the stream-densities, but we will discuss these in
Appendix C to keep the main text concise.
In Figure 20 we show the profile of the 10th, 50th and
90th percentile of the caustic counts (top) and the stream-
density (bottom). Note that the distortion tensor has been
initialized in this simulation as a unit tensor at t = 0 so that
all stream-densities have started at ρs/ρ0 = 1. In the left
panel we show these at a time of 33t∗ and in the right panel
at a much later time of 109t∗. Particles around r ∼ 0.1a would
have gone through order 102 orbits at this time. The N-body
case uses a softening of  = 0.05a and the minimal node size
for the cube-tree cases is approximately Lmin ∼ 0.1a. The
reference solution is obtained by integrating the orbits and
the distortion tensor for a large number of particles in the
analytical potential (without softening).
The caustic counts seem to be well converged in all
cases. However, for the stream-densities this is not so. At ear-
lier times t ∼ 30t∗ the lower and higher resolution cube-tree
simulations both seem in good agreement with the reference
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Figure 20. Median- and 10th and 90th percentile-profiles for the caustic counts (top) and the stream-densities (bottom) in a Hernquist
sphere at two different times t = 33t∗ (left) and t = 109t∗ (right). The caustic counts seem to be well estimated for any setup and any time.
The stream-density estimate is more problematic, but it seems to be converged (outside the softening affected region) for the cube-tree
case with Nc = 323, N = 1283 at early and late times.
solution. The N-body case seems to miss part of the dynam-
ics and produces too high stream-densities at this time. At a
later time t ∼ 109t∗ the Nc = 163, N = 643 simulation seems to
create far too low stream-densities. The Nc = 323, N = 1283
case gets still very close to the reference solution. The N-
body case still over-estimates the stream-densities at r ∼ a,
but seems to have a dip at smaller radii which might be the
onset of an exponential decay of the stream-densities.
In Figure 21 we show the time-evolution of the quan-
tiles of the stream-density distribution (of all particles) for
the same three cases. The plot is shown in linear time scale
versus logarithmic scale of the stream-densities. Therefore
exponential behaviour appears as a straight line. It can
be seen that the simulations exhibit an exponential growth
ρs ∝ exp (−αt) in the lower-quantiles of the stream-density
distribution. In the reference case these only decrease ac-
cording to a power law ρs ∝ t−2 (also compare Figure C2). It
seems that errors in the simulations let the stream-densities
decay exponentially and the exponential behaviour starts
dominating when the ”physical growth” has a smaller nega-
tive slope in logarithmic space than α.
Due to the form of the GDE it seems unlikely that
one can avoid an exponential growth for an arbitrarily large
time, since an exponential with arbitrary small α will dom-
inate over any power-law growth at some time. However,
this is also not necessary in the cosmological case. Typical
particles will not go through many more orbits than of or-
der 102. Therefore it is only necessary to make sure that
this exponential behaviour does not dominate the distri-
bution at the time where the simulation is evaluated. As
can be seen in Figure 21, the exponential index α (of the
lower quantiles) is much smaller for the higher resolution
case Nc = 323, N = 1283 than for the lower resolution case
Nc = 163, N = 643. Actually at a time of up to t ∼ 60t∗
the exponential growth should be completely invisible in the
higher resolution case and even at t = 109t∗ it only affects
the 1% percentile significantly (but still less than an order
of magnitude).
Therefore we conclude, that the exponential decay of
stream-densities is present in our simulations, but it is a
problem that can be controlled and tested for. Particular
care has to be applied when evaluating the distribution at
the lowest stream-densities. Caustic counts and the central
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Figure 21. Evolution of the 1st, 10th, 50th, 90th and 99th per-
centile of the stream-density distribution. The dashed lines mark
the output times of the plots in Figure 20. An exponential decay
can be seen for the lower quantiles of the stream-density distri-
bution, but the exponential slope is a function of resolution and
numerical technique and can therefore be controlled.
parts of the stream-density distribution (for example the
median) can be evaluated quite robustly.
4 CONCLUSIONS
Cosmological N-body simulations of warm dark matter suf-
fer from artificial clumping in the sheets and filaments which
precede formation of virialised haloes. Simulations based
on the dark matter sheet are able to avoid this fragmen-
tation by employing a density estimate that is less noisy
and more accurate in low-density and anisotropically col-
lapsed regions. However, they suffer from the intractable
complexity of the dark matter sheet in strongly mixing re-
gions like haloes. The two methods are thus optimal in
different regions, and we have shown above that their re-
spective strengths can be optimally used in a combined ap-
proach: a “sheet+ release” scheme that infers densities from
the dark matter sheet interpolation wherever the interpola-
tion is valid, and that switches to an N-body approach for
mass elements that are too complex to be reconstructed by
the interpolation. Through such a combined approach we
obtain a fragmentation-free scheme for warm dark matter
simulations that converges well inside and outside of haloes
at affordable cost.
Further, we have developed a new scheme to calculate
the forces in such simulations. The new scheme makes pos-
sible for the first time sheet-based simulations with adap-
tive force-resolution and time-stepping. N-body simulations
typically use a multipole expansion of the interactions of
point-like particles as the basis for the force calculations.
Our scheme instead partitions space into an oct-tree and
uses cubic nodes with constant density gradients as the ba-
sic force resolution elements. In the regime where we can
reconstruct the dark matter sheet, we can determine the
masses and gradients of those nodes with very high accu-
racy. In the regime where the mass is traced by released
N-body particles the cubic nodes still lead to an approxi-
mation of the force-field that compares favorably with the
N-body approach: The accuracy is similar if compared at the
same number of mass-resolution elements, but the accuracy
is much higher if compared at the same number of force-
resolution elements. Although this force calculation scheme
is not exactly Hamiltonian, the energy and angular momen-
tum errors are of similar amplitude as in the pure N-body
case – even when integrated over hundreds of orbits. Further,
the tree of cubes allows us to infer more accurate estimates
of the tidal tensor and can help with following the evolution
of fine-grained phase space quantities like the distortion ten-
sor through the Geodesic Deviation Equation.
With these new numerical methods, we are able to carry
out reliable non-fragmenting warm dark matter simulations
at high force-resolution and with extensive phase space in-
formation. We will present such simulations in the sequel
paper II (Stu¨cker et al. 2020, in prep.).
ACKNOWLEDGEMENTS
We thank Mark Vogelsberger for providing us with the code
for the geodesic deviation equation. Further we want to
thank Volker Springel for writing the Gadget-3 code on
top of which we implemented our changes. OH acknowledges
funding from the European Research Council (ERC) under
the European Union’s Horizon 2020 research and innovation
programme (grant agreement No. 679145, project ‘COSMO-
SIMS’). REA acknowledges the support of European Re-
search Council through grant number ERC-StG/716151.
REFERENCES
Abel T., Hahn O., Kaehler R., 2012, MNRAS, 427, 61
Angulo R. E., Hahn O., Abel T., 2013, MNRAS, 434, 3337
Arnold V. I., Shandarin S. F., Zeldovich I. B., 1982, Geophysical
and Astrophysical Fluid Dynamics, 20, 111
Bode P., Ostriker J. P., Turok N., 2001, ApJ, 556, 93
Bond J. R., Kofman L., Pogosyan D., 1996, Nature, 380, 603
Buehlmann M., Hahn O., 2018, arXiv e-prints: 1812.07489,
Chappell J. M., Chappell M. J., Iqbal A., Abbott D., 2013,
Physics International, 3, 50
Dehnen W., Read J. I., 2011, European Physical Journal Plus,
126, 55
Falck B. L., Neyrinck M. C., Szalay A. S., 2012, ApJ, 754, 126
Frenk C. S., White S. D. M., 2012, Annalen der Physik, 524, 507
Hahn O., Angulo R. E., 2016, MNRAS, 455, 1115
Hahn O., Abel T., Kaehler R., 2013, MNRAS, 434, 1171
Hernquist L., 1990, ApJ, 356, 359
Hockney R. W., Eastwood J. W., 1981, Computer Simulation
Using Particles
Hummer G., 1996, Journal of Electrostatics, 36, 285
Iannuzzi F., Dolag K., 2011, MNRAS, 417, 2846
Kuhlen M., Vogelsberger M., Angulo R., 2012, Physics of the Dark
Universe, 1, 50
Macmillan W. D., 1958, Dover Publications, New York
Peebles P. J. E., 1980, The large-scale structure of the universe
MNRAS 000, 1–24 (2019)
The Complexity of the Dark Matter Sheet 19
Power C., Navarro J. F., Jenkins A., Frenk C. S., White S. D. M.,
Springel V., Stadel J., Quinn T., 2003, MNRAS, 338, 14
Price D. J., Monaghan J. J., 2007, MNRAS, 374, 1347
Schneider A., Smith R. E., Maccio` A. V., Moore B., 2012, MN-
RAS, 424, 684
Shandarin S. F., Zeldovich Y. B., 1989, Reviews of Modern
Physics, 61, 185
Shandarin S., Habib S., Heitmann K., 2012, Phys. Rev. D, 85,
083005
Sousbie T., Colombi S., 2016, Journal of Computational Physics,
321, 644
Springel V., 2005, MNRAS, 364, 1105
Springel V., et al., 2005, Nature, 435, 629
Stu¨cker J., Busch P., White S. D. M., 2018, MNRAS, 477, 3230
Vogelsberger M., White S. D. M., 2011, MNRAS, 413, 1419
Vogelsberger M., White S. D. M., Helmi A., Springel V., 2008,
MNRAS, 385, 236
Wang J., White S. D. M., 2007, MNRAS, 380, 93
White S. D. M., Vogelsberger M., 2009, MNRAS, 392, 281
Zel’dovich Y. B., 1970, A&A, 5, 84
APPENDIX A: LAGRANGIAN MAPS
Figure A1 shows a variety of quantities on a thin slice
through Lagrangian space similar to that of Fig.4. See the
caption for details.
APPENDIX B: THE POTENTIAL OF A CUBE
B1 The total Potential
The gravitational potential φ(x) of a mass distribution ρ(x)
can be obtained by convolving it with the Green’s function
Gφ(x) of the gravitational potential:
φ(x) = ρ ◦ Gφ (B1)
=
∫ ∫ ∫
ρ(r)Gφ(x − r)d3r (B2)
Gφ(r) = − G‖r‖ , (B3)
where G is the gravitational constant. The mass distribution
of a homogeneous cube is given by
ρ(x) =
{
ρ0 if − L/2 ≤ xi ≤ L/2∀i ∈ {1, 2, 3}
0 otherwise
. (B4)
The potential of a homogeneous cube has already been de-
rived in Macmillan (1958) and can be written as
φ(x) = −
∫L/2
−L/2
∫L/2
−L/2
∫L/2
−L/2
Gρ0
‖r − x‖ d
3r (B5)
= −Gρ0
∫L/2−x1
−L/2−x1
∫L/2−x2
−L/2−x2
∫L/2−x3
−L/2−x3
1
‖r‖ dr3dr2dr1
(B6)
= −Gρ0
[ [
[Fhom(r)]L/2−x1r1=−L/2−x1
]L/2−x1
r2=−L/2−x2
]L/2−x3
r3=−L/2−x3
(B7)
Fhom(r) =
3∑
i=1
(
r1r2r3
ri
ln(ri + ‖r‖) − ri2 arctan
(
r1r2r3
r2
i
‖r‖
))
, (B8)
where we labeled the Cartesian 3d parent function of the
integrand 1/r by Fhom(r) and we used the notation from
Chappell et al. (2013). Note that the type of integral shown
in (B6) is most easily evaluated in Cartesian coordinates.
Transforming to spherical coordinates simplifies the inte-
grand, but makes the integration boundaries very compli-
cated, and is therefore not viable.
We show a slice through the z = 0 plane of the potential
and the force-field of a homogeneous cube with G = 1, ρ0 = 1
and L = 1 in the left panel of Figure 15. Close to the centre
of the cube forces get close zero. Close to the boundary the
forces are largest and the equipotential lines deviate most
from spherical ones. Then going farther away from the cube
the equipotential lines approach spherical symmetry around
the centre-of mass.
The potential of a cube with constant gradient is given
by
φ(x) = −G
∫L/2
−L/2
∫L/2
−L/2
∫L/2
−L/2
ρ0 + g · r
|r − x| d
3r (B9)
= −G
∫L/2−x1
−L/2−x1
∫L/2−x2
−L/2−x2
∫L/2−x3
−L/2−x3
(
ρ0 − g · x
‖r‖ +
g · r
‖r‖
)
dr3dr2dr1
(B10)
= −G
[ [ [
(ρ0 − g · x)Fhom(r) +
∑
giFlin,i(r)
]
r1=..
]
r2=..
]
r3=..
.
(B11)
We already know the first parent function and only need to
calculate the second part which is given by
Flin,i(r) =
∫ ∫ ∫
ri√
r21 + r
2
2 + r
2
3
dr1dr2dr3
=
1
6
(
2
r1r2r3
ri
‖r‖ − 2r3i arctan
(
r1r2r3
r2
i
‖r‖
)
+ rj (3r2i + r
2
j ) ln(rk + ‖r‖) + rk (3r2i + r2j ) ln(rj + ‖r‖)
)
,
(B12)
where
j = i + 1 mod 3 (B13)
k = i + 2 mod 3 (B14)
We show the potential of a cube (ρ0 = L = G = 1) with a den-
sity gradient g = (1.2, 1.2, 0.) in the right panel of Figure 15.
In comparison to the homogeneous cube the centre of mass
and the deepest point in the potential shift in the direction
of the density gradient. At large radii the equipotential lines
approach sphericity around the centre of mass.
B2 The Tree PM force-split
In Gadget-2 forces are calculated using a mixture of a
short-range tree summation and a long-range force calcu-
lation on a periodic particle mesh (PM). Therefore the po-
tential is split,
φ(r) = φs(r) + φl(r) , (B15)
where the long-range potential φl is given by the true po-
tential convolved with a smoothing kernel
φl = (ρ ◦ Gφ) ◦ f . (B16)
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Figure A1. A slice in Lagrangian space through a cosmological warm dark matter simulation with mX = 250 eV. The slices show different
quantities that were inferred from the GDE distortion tensor (and could equivalently be inferred from the finite differences distortion
tensor). First row: GDE stream density, caustic count (the number of times the sign of the determinant of the distortion tensor of a
particle has flipped) and the morphology classification as explained in section 2.3. Second row: angles of the distortion tensor as explained
in section 2.3. Third row: maximum of each of the angles over the whole history of a particle. It is striking that the angles are activated
in clearly distinct Lagrangian regions. Therefore the morphology classification appears to be very robust. However, it is necessary to take
the time-maximum of the angles to avoid misclassification for cases where axes align by chance.
MNRAS 000, 1–24 (2019)
The Complexity of the Dark Matter Sheet 21
The long-range potential is calculated on a periodic parti-
cle mesh. The particles are binned with a cloud-in-cell as-
signment onto a periodic mesh to get the real-space density
field ρ. The mesh cannot resolve structures in the density
field which have a smaller size than a mesh-cell. However,
if the smoothing kernel f is large enough, e.g. the size of a
few mesh-cells, the contributions of these small-scale struc-
tures to the long-range potential is negligible and the long-
range force can be calculated very accurately on the mesh.
It is then easy to obtain the long-range potential, simply
by Fourier-transforming the density field, multiplying it by
all the convolution components and then transforming the
obtained potential back to real space.
φl,k = ρkGφ,k fk , (B17)
where we denoted 3d-Fourier-transformed functions by a
small index k.
The short-range part of the potential cannot be repre-
sented accurately on the mesh and is instead calculated by
a tree-walk in real-space. It is given by
φs = (ρ ◦ Gφ) ◦ (1 − f ) (B18)
= ρ ◦ (Gφ ◦ (1 − f )) = ρ ◦ Gφ,s (B19)
Gφ,s : = Gφ ◦ (1 − f ) , (B20)
where we defined the Green’s function of the short range po-
tential Gφ,s. For the simple case of a point mass the short-
range potential is given by Gφ,s. However, in the case of
a cubic mass-distribution it is much more complicated to
obtain the short-range force, since the integrand in (B9)
must be changed. The default choice of a force-split kernel
in Gadget-2 is a Gaussian kernel
fGadget(r) =
1
8pi3r3s
exp
(
− ‖r‖
2
4r2s
)
(B21)
fk,Gadget(k) = exp(−‖k‖2r2s ) (B22)
Gφ,s,Gadget(r) = −
G
‖r‖ erfc
( ‖r‖
2rs
)
. (B23)
However we find that this is not a practical choice in our
case, since we cannot find an analytical solution to the con-
volution of (B23) with the density field of a cube. Instead
we choose a different force-split kernel :
f (r) =
{ 3(a−‖r‖)
a4pi
if ‖r‖ ≤ a
0 otherwise
(B24)
fk (k) =
12
a4‖k‖4
(2 − 2 cos(a‖k‖) + a‖k‖ sin(a‖k‖)) (B25)
Gφ,s(r) =
{
−G (a−‖r‖)3(a+‖r‖)
a4 ‖r‖ if ‖r‖ ≤ a
0 otherwise
(B26)
We plot the relative contributions of the long-range and
short-range part of the potential in Figure B1. The Gaus-
sian and the piecewise force-split have very similar shapes
for a ∼ 4rs and are both reasonable choices. However, the
piecewise split has the advantage that the short-range contri-
bution becomes exactly zero at the finite radius a. Therefore
it is exactly correct to stop the summation of short-range
forces beyond that radius, whereas the Gaussian short-range
force never becomes exactly zero and can only be neglected
approximately beyond some radius (typically 4.5 − 6rs).
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Figure B1. The short-range and long-range parts of the poten-
tial, defined as the fractional contribution to the potential at ra-
dius r for the two different cases of a piecewise force-split as in
(B24) with a = 1 and a Gaussian force-split as in (B21) with
rs = 0.25. The two force-splits have a similar shape for a ∼ 4rs.
However, the piecewise kernel has the advantage that the short-
range potential becomes exactly zero at the finite radius a.
To get the short-range potential of a cube with a gradi-
ent we have to solve the integral
φs =
∫ L
2 −x1
− L2 −x1
∫ L
2 −x2
− L2 −x2
∫ L
2 −x3
− L2 −x3
(ρ0 − g · x + g · r)Gφ,s(r)d3r .
(B27)
Note that solving this integral in the general case is very
complicated, because the interaction of the integral bound-
aries with the boundary of the kernel Gφ,s introduces many
different possible cases in the integral. However, in our sim-
ulations most of the interactions will be at short distance
in comparison to the force-split scale ‖x‖  a and L  a.
Therefore we can calculate the analytical solution for these
simpler cases, and use a numerical approximation for the
other cases. For all cases where the farthest edge is still
within the kernel radius a,
∑
i
(
|xi |+ L2
)2
≤ a2 , (B28)
we can simplify
φs = −G
∫L/2−x1
−L/2−x1
∫L/2−x2
−L/2−x2
∫L/2−x3
−L/2−x3
(ρ0 − g · x + g · r)
(a − ‖r‖)3(a + ‖r‖)
a4‖r‖ d
3r .
(B29)
We define the 3d parent function of the short-range potential
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Figure B2. Potential (contours) and force field (arrows) of the
same cube as in the right panel of Figure 15 with a piecewise force
cut with a = 1.6. Left: The short-range component and right: the
long-range component.
analogous to (B11) and find
Fhom,s(r) =
∫ ∫ ∫
(a − ‖r‖)3(a + ‖r‖)
a4 |‖r‖| dr1dr2dr3
=
r1r2r3
15
(
30a3 − 10a‖r‖2 + 2‖r‖3
)
+
1
120a4
∑
i
(
r2i (60a
4 − 4r4i ) arctan
(
r1r2r3
‖r‖ri
)
+ rjrk
(
9r4j + 10r
2
j r
2
k + 9r
4
k − 120r4k
)
log(‖r‖ + z)
)
(B30)
and
Flin,s,i(r) =
∫ ∫ ∫
ri
(a − ‖r‖)3(a + ‖r‖)
a4‖r‖ dr1dr2dr3
=
1
1680a4
[
yz
(
41r5 + 52r3r2i − 560ar2r2i − 560a4r
+ 81rr4i − 30ry2z2 + 1680a3r2i − 280ar4i
)
+ arctan
(
rjrk
rri
) (
560a4r3i − 48r7i
)
+ log(r + rj )
(
−840a4r2i rk + 105r6i rk − 280a4r3k
+ 105r4i r
3
k + 63r
2
i r
5
k + 15r
7
k
)
+ log(r + rk )
(
−840a4r2i rj + 105r6i rj − 280a4r3j
+ 105r4i r
3
j + 63r
2
i r
5
j + 15r
7
j
)]
,
(B31)
where the indices j and k change with the summation index
i as in (B13) and (B14). In Figure B2 we show the short
and- long-range potential and force of the same cube as the
right panel of Figure 15 for a force-cut parameter of a = 1.6.
For cases where some parts of the cube are inside and
some are outside of the kernel radius a (compare equation
B28) , we approximate the potential numerically by a sum
Table B1. Full overview over different cases and the numerical
approximations that are used. rmax is the distance to the farthest
corner of the cube, r to its centre and rmin to its closest boundary.
Case Approximation
Fully Smoothed Cases
rmax ≤ a and r ≤ 1.5L analytic
rmax ≤ a and 1.5 < r/L ≤
√
5 multipole 4th order
rmax ≤ a and r/L >
√
5 multipole 2nd order
Intersecting Cases
rmin > a and ri < L/2 ∀i analytic
rmax > a and r/L <
√
3/2 Split into 8 subcubes
rmax > a and
√
3/2 ≤ r/L < √2 point masses n = 4
rmax > a and
√
2 ≤ r/L < 2 point masses n = 3
rmax > a and 2 ≤ r/L < 4 point masses n = 2
rmax > a and r/L >
√
16 point masses n = 1
of point-masses:
φs(x) ≈
n−1∑
i=0
n−1∑
j=0
n−1∑
k=0
ρ(ri jk )∆r3Gφ,s(x − ri jk ) (B32)
∆r = L/n (B33)
ri jk =
©­«
−L/2 + (0.5 + i)∆r
−L/2 + (0.5 + j)∆r
−L/2 + (0.5 + k)∆r
ª®¬ , (B34)
where n3 is the number of point-masses per dimension. n con-
trols the accuracy of the approximation and we adaptively
choose n depending on the distance from the cube. We list
the scenarios in which we use different point-mass approx-
imations in the lower part of Table B1. In the left panel
of Figure B3 we show the relative errors of the point-mass
approximations,
 =
|Fs,approx − Fs,exact |
|Ftot,exact | , (B35)
where Fs,approx is the calculated force, Fs,exact is a much
more accurate reference force (calculated by splitting the
cube into 43 sub-cubes and calculating their forces) and
Ftot,exact is the total exact force (without force-cut). Our
choice of point mass approximations still maintains a rela-
tive accuracy better than 10−2 in the rare but challenging
cases of L ∼ a.
One special case which will almost never happen in a
simulation, but which we still include for completeness, is if
the whole force-split kernel resides within the cube. In that
case the integrand of (B27) is only non-zero on the spherical
domain ‖x‖ ≤ a:
φs =
∫a
0
4pir2(ρ0 − g · x)Gφ,s(r)dr (B36)
= −4pia
2(ρ0 − g · x)
15
, (B37)
where we dropped the term g · r from (B27), because it must
be zero since it is anti-symmetric with respect to r.
B3 Multipole Expansion of the far-field
Since the evaluation of the true parent function of the short-
range potential of the cube is very expensive, we use a mul-
tipole expansion to get much cheaper, but still accurate ap-
proximations for interactions at distances ‖x‖ > 1.5L from
MNRAS 000, 1–24 (2019)
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Figure B3. Relative force errors due to different numerical ap-
proximations as a function of distance from the centre of a cube
with L = 1, G = 1, g = (0.5, 0.3, 0.1)T . Errors are clipped at 10−5.
Left: with a force-split scale a = 1.6 which is similar to the size of
the cube. This is a very unusual and challenging case, since our
analytical solution is not valid in most of the range. It is however
still well approximated (relative error smaller than 10−2) with
the point-mass approximations as explained in the text. Right:
for a force-split scale a = 8 which is significantly larger than the
cube. Not too close to the cube the forces can be very accurately
described by multipole expansions which are numerically much
cheaper than the analytic solution.
the cube. The multipole expansion is obtained from (B27)
by expanding the Green’s function around a point x0:
φs(x) =
∫ ∫ ∫
ρ(r)Gφ,s(r − x)d3r (B38)
≈ Gφ,s(x − x0)
∫ ∫ ∫
ρ(r)d3r
+
∑
i
(
∂iGφ,s(x − x0)
∫ ∫ ∫
ρ(r)(ri − x0,i)d3r
)
+
1
2
∑
i, j
(
∂i∂jGφ,s(x − x0)
∫ ∫ ∫
ρ(r)(ri − x0,i)(rj − x0, j )d3r
)
+ ... (B39)
In our case it is the most convenient to choose x0 = 0 as
the expansion point. Since the integration domain is sym-
metric around this point, many terms drop out. We find the
expansion
φs(x) ≈ − GL
3ρ0(a − ‖x‖)3(a + ‖x‖)
a4‖x‖
−
GL5
(
a4 − 4a‖x‖3 + 3‖x‖4
) ∑
i gi xi
12a4‖x‖3
+
GL5ρ0(‖x‖ − a)
2a4
−
GL7
((
‖x‖4 − 5a4
) ∑
i gi x3i +
(
3a4‖x‖2 + 7‖x‖6
) ∑
i gi xi
)
240a4‖x‖7
−
GL7ρ0
((
3‖x‖4 − 35a4
) ∑
i x4i + 21a
4‖x‖4 − 17r8
)
960a4r9
,
(B40)
where we have written one expansion order per line (from
0 to 4). Note that the dipole moment (order 1) does not
vanish, since we expanded around the geometric centre of
the cube, not its centre of mass. However, the other terms
are simpler than in an expansion around the centre of mass.
In the case of a homogeneous cube g = 0 in the absence of a
force-cut a→∞ this simplifies to
φhom(x) ≈ −
Gρ0L3
|x|
(
1 +
7L4
320|x|4 −
7L4 ∑ x4i
192|x|8
)
, (B41)
which is in agreement with the multipole expansion in Hum-
mer (1996). We use the multipole expansion up to fourth
order if 1.5L < r < 2L and only up to second order if r > 2L.
We summarize these different cases together with the ones
where the point mass approximations have to be used in Ta-
ble B1. In the right panel of Figure B3 we show the errors
of the multipole expansion for a typical case a = 8, L = 1. In
the ranges where we use the multipole expansions they have
a relative accuracy better than 10−2.
APPENDIX C: CONVERGENCE OF
STREAM-DENSITIES
We found that the standard Gadget-2 opening-criterion
(Springel 2005) and time-stepping criterion (Power et al.
2003) are not well suited to achieve convergence in the
stream-densities. We will discuss the modifications that we
made to the time-stepping and opening criteria here.
C1 Time-stepping
The fiducial choice for the time-stepping in the Gadget-2
code (Springel 2005) is
∆t = min
(
∆tmax,
(
2η
‖a‖
)1/2)
, (C1)
where a is the acceleration of a particle,  is the softening,
η an accuracy parameter and ∆tmax is a maximally allowed
time-step. While this criterion seems to give reasonable re-
sults for the density profiles of haloes, we found that it is
not very suitable to bring the phase space structure to con-
vergence at affordable cost. We find that it produces un-
necessarily small timesteps in the outskirts of haloes and
timesteps that are too large in their centres. Further it is
not obvious why a decrease in softening should change the
timestep globally and not just in the dense centres of haloes
(where the softening matters).
Instead we employ the criterion that has been suggested
by Dehnen & Read (2011),
∆t = min
(
∆tmax,
(
2η
‖T‖
)1/2)
, (C2)
where T is the tidal tensor. Dehnen & Read (2011) argue
that this criterion should naturally work in different scenar-
ios and has as the nice property that it is unaffected by a
global uniform acceleration (which does not change the in-
ternal dynamics of a system). We can adopt this criterion
without additional costs, because we already evaluate the
tidal tensor for the particles in the simulation.
In Figure C1 we show the radial distribution of
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Figure C1. Radial profile of the timesteps in a Hernquist sphere.
The solid line denotes the median at that radius and the dashed
lines the 10th and 90th percentiles. The coloured lines are from
the time-step criterion in C2 and the black line is the default
Gadget-2 time-step criterion as in (C1).
timesteps that is produced by this criterion for different ac-
curacy parameters η in the Hernquist case. At the same ac-
curacy parameter the tidal criterion produces much larger
timesteps in the outer parts of the Hernquist sphere while
giving timesteps of the same size in the innermost region
that is affected by the softening r ≤ 0.1a. This saves a lot
of computation time in such regions so that we can employ
a factor 10 smaller accuracy parameter at a similar same
overall cost (orange line). We only get similar timesteps to
the Gadget-2 criterion in the outskirts if we use a factor
100 smaller accuracy parameter.
C2 Opening Criterion
In Gadget-2 a relative opening criterion is employed where
a node is opened during the tree walk if
GM
r2
(
L
r
)2
> α‖a‖ , (C3)
where α is an accuracy parameter, r is the distance to the
interacting particle, L is the size of the considered node and
M its mass. This criterion is designed to keep the relative
contribution of the (neglected) quadrupole moment of the
force small.
To further keep the error of the tidal tensor small we
additionally employ the opening criterion
GM
r3
(
L
r
)2
≤ αT ‖T‖ , (C4)
which is designed to keep the relative contribution of the
(neglected) quadrupole moment of the tidal tensor small. A
tree node is then opened if it satisfies either C3 or C4. For α
we choose 0.005 (which seems more than good enough to get
converged density profiles) and we determine αT by testing
the convergence of the stream-densities. We have found αT
to require significantly smaller choices than is typical for α
to have a notable effect.
In Figure C2 we show a set of simulations where we
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Figure C2. Evolution of the 1st, 10th, 50th, 90th and 99th per-
centiles of the stream-density distribution. The dashed lines mark
the output times of the plots in Figure 20. The lower quantiles
of the reference solution show a power law behaviour of the form
ρs ∝ t−2. The numerical solutions deviate from the power law at
late times with an exponential behaviour similar to the one seen
in Figure 21. The opening and time-stepping criterion need to
be much smaller for the stream-densities to converge than, for
example, for convergence of density profiles.
jointly vary the time-step parameter η and the opening pa-
rameter αT . We find that the the stream densities do not
vary drastically below
αT ∼ 10−4, η ∼ 10−3 . (C5)
Probably at this point further convergence is limited by the
level of shot noise and can be improved by using higher
resolution. In the plots in section 3.6 we used αT = 3 · 10−5
and η = 3 · 10−4.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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