In this paper we consider the generic problem of detecting a transmitted signal when one of M known signals is transmitted. Instead of using a classical matched filter (MF) detector, matched to the transmitted signals, we propose using an orthogonal matched filter (OMF) detector, which is matched to a set of orthogonal signals that are closest in a least-squares sense to the transmitted signals. We show that this approach is equivalent to optimally whitening the output of the MF demodulator, and then basing the detection on the whitened output. We provide simulation results that suggest that in many cases the OMF detector outperforms the MF detector.
INTRODUCTION
Signal detection in Gaussian and non-Gaussian noise has been studied extensively in the literature (see e.g., [3] and references therein). A generic problem is one of detecting the transmitted signal when one of M known signals is transmitted. The detection is based on the received signal which is typically modeled as the output of an additive noise channel with the transmitted signal as its input.
When the additive noise is white and Gaussian, it is well known (see e.g., [4] ) that the optimal signal demodulator consists of a bank of matched filters, referrcd to as a matched filter (MF) demodulator, followed by an optimal detector that is designed to minimize the probability of error. The detector chooses as the detected signal the one for which the output of the matched filter is maximized. We refer to this combined demodulator and detector as the MF detector.
If the noise is not Gaussian, then the MF detector does not necessarily minimize the probability of error. However, it is still used as the detector of choice in many applications. One justification for its use is that if a signal is corrupted by additive white noise, then the filter matched to that signal maximizes the output signal-to-noise ratio (SNR).
In this paper we propose an orthogonal matched filter (OMF) detector for detecting signals in additive white non-Gaussian noise. Specifically, we propose filtering the signals with a bank of filters matched to a set of orthogonal signals that are closest in a leastsquares sense to the given signals. We show that this approach is equivalent to optimally whitening the output of the MF demodulator, and then basing the detection on the whitened output. We provide simulation results that suggest that in certain cases the OMF detector outperforms the MF detector.
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The detected signal will be the transmitted signal s t ( t ) if
) . Therefore we would like to choose the signals h,(t) to maximize ( h m ( t ) , sm(t)) for 1 5 m 5 M . It is well known that the signals h,(t) = sm(t) maximize this inner product. The resulting demodulator is then equivalent to the well known MF demodulator [4]. We note that h,(t) = s m ( t ) also maximizes the sum Rhs = E,"==, (hm(t),s,(t) ), since the individual terms are maximized by this choice. We will see shortly that when additional constraints are imposed it will be useful to consider maximizing the sum rather than the individual terms.
In general, the outputs a , of the demodulator are correlated since they share information regarding the noise process n(t). In-tuitively, it seems that eliminating this common (linear) information can improve the performance of the detector. We therefore would like to choose the signals h m ( t ) so that the outputs a , are uncorrelated. We will show that when the noise is non-Gaussian this approach does in fact lead to improved performance over conventional MF detection in many cases.
Let cov(a,, a & ) denote the cross-covariance of a , and a k . Then, From (2) it follows that the outputs of the demodulator are uncorrelated if and only if the signals h,(t) are orthonormal, i.e., if and 
EQUIVALENT PROBLEMS
In this section we formulate the design problem of (3) and (4) In section 4 we determine the signals h m ( t ) through problem 2 above, i.e., by first determining the optimal whitening transformation. Problem 3 has been solved in [2] in the context of quantum detection.
In the remainder of this section we show the equivalence between the three problems above.
Let S : C: --+ U denote the linear transformation defined
where x E C M is an arbitrary Mdimensional vector and z , denotes the mth component of x. Let S': 3-1 + C M denote the adjoint transformation so that if x = S*y(t) for arbitrary y(t) E U , then zm = ( s , ( t ) , y ( t ) ) . Let 5 denote the vector with mth component a, , where ELm is the output
E, (sm(t) -h m ( t ) , .sm(t) -hm(t)).

of the correlation demodulator when h,(t) = sm(t).
From (2) Since the detector bases its decision on the vector b, we choose a whitening transformation W that minimizes the MSE given by
,=l where 6& = 6, -E(6,) and b& = b, -E(b,). That is, from all possible whitening transformations we seek the one that results in a white vector b as close as possible to the original vector 5. We now show that the demodulator depicted in Fig. 2 is equivalent to the correlation demodulator of Fig. 1 where the signals h,(t) are orthonormal and given by h,(t) = E, W k k s k ( t ) , where w , k denotes the mkth element of W. In other words, the outputs of Fig. 1 and 2 are equal, provided that h,(t) =
W k k S k ( t ) .
The output b of Fig. 2 is given by
where H : C M --+ 31 is given by H = S W ' . Therefore, b can be viewed as the output of a correlation demodulator with signals
hm(t) = E, WkkSk(t).
We now need to show that the signals h, ( t ) In summary, the output of Fig. 2 may be obtained using the correlation demodulator of Fig. 1 , where the signals h, ( t ) are orthonormal and given by h,(t) = E, W;,sk(t).
given by (6), is equivalent to maximization Of Rhs given by ( 3 ) . Using (7) we have
b -5 = (H' -S * ) r ( t ) = ( H * -S*)(s,(t) + n ( t ) )
We now show that minimization of (8)
Letem = E ((.%(t) -h,(t),n(t))'). Then = U 2 bsm(t) -h,(t)ydt = 2 ( s m ( t ) -h,,(t),s,(t) -h,(t)).
( 1 1) Combining (10) and (1 1) we see that minimization of E~.~~ is equivalent to minimization of &is, where
e ( s m ( t ) -hm(t),s,(t) -h m ( t ) ) . (12)
m=l Therefore, the optimal whitening problem is equivalent to the problem of finding a set of orthonormal signals {h,(t), 1 I m 5 M ) that are closest in the least-squares sense to the signals Finally, we show that this least-squares problem is equivalent to our original design problem of (3) and (4). Expanding &la we have { s m ( t ) , l 5 m I W .
&Is = = e ( ( s m ( t ) , s m ( t ) ) + (hm(t), hm(t)) -2(.sm(t), h m ( t ) ) )
= 5 (2 -2 ( s , ( t ) , h m ( t ) ) ) .
m=l (13) m = l
From (3) and (1 3) it follows that minimization of is equivalent to maximization of Rha. Since minimization of is equivalent to minimization of &lsr we conclude that these three problems are equivalent.
Note, that if the transmitted signals s m ( t ) are orthonormal, then the output of the MF demodulator a is white. Thus, in this case W = I and the OMF detector is equivalent to the MF detector. Altematively, if the signals s m ( t ) are orthonormal then the residual least-squares error &ls is minimized when h,(t) = sm(t), and again the OMF detector reduces to the MF detector.
OPTIMAL WHITENING
Since the optimal whitening problem is equivalent to the problem of (3)-(4), we choose to determine the signals { h , ( t ) , 1 5 m 5 A4 j by solving this problem.
We first restate the optimal whitening problem in its most general form. Let a E E M be a random vector with mth component a , and positive-definite covariance matrix C , , and let 
where we used (19). We can now express cmse of (14) as , , a ' ) ( a ' , v k ) 
Now,
(22) Substituting (22) In summary, the optimal whitening transformation that minimizes the MSE defined in (14) for an input a with covariance ca and an output b with covariance c b = 0'1, is
In Fig. 2 the input to the whitening transformation is a = 5 with C, = u 2 S * S . Thus, the optimal whitening transformation in this case is W = (S*S)-'l2, and the optimal orthonormal signals hm(t) that maximize Rhs are given by h,(t) =
W k k S k ( t ) ,
or h,(t) = Hi, where
w = u c a -1 ' 2 .
SIMULATION RESULTS
In this section we provide simulation results suggesting the behavior and performance of the OMF detector, in comparison to the MF detector.
We compared the performance of the OMF and MF detectors 'for random signal constellations. Specifically, we generated random covariance matrices C, = c2S*S with uniformlydistributed elements. We then generated 1000 realizations of random noise vectors (from a given distribution) with zero mean and covariance C,, for each realization of C a . The vector output of the MF demodulator was then taken to be the sum of one of the columns of C, and the random noise. To obtain the output of the OMF detector, the output of the MF demodulator was whitened using the whitening transformation W = uCa-'/'. We then determined the probability of error for both the MF and the OMF detector by recording the number of successful detections.
In Table 1 we show the fraction of the simulations for which the ratio of the probabilities of error using the MF and OMF detectors was found to be in the given ranges. We denote the probability of error using the OMF and the MF detectors by Po and P , respectively. The results are shown for three noise distributions, (a) a Gaussian mixture of two components with variance .2 centered at f l , (b) a Beta distribution with parameters A=. 1 and R=. 1, and (c) a discrete-time signal taking on the values f l with equal probability. The parameters of the distributions were chosen such that the SNR is Odb. For each distribution we evaluated the probability of error by generated 1000 random covariance matrices C,, and corresponding to each C, we generated 1000 random noise vectors with zero mean and covariance C,. The probability of error for each distribution was determined as the fraction of successful detections. The simulation results summarized in Table 1 suggest that the OMF detector outperforms the MF detector in many cases. The simulations were repeated for various SNRs and the results indicate that the relative improvement in performance of the OMF detector over the MF detector increases with increasing SNR.
More extensive simulations are presented in [I] , which strongly suggest that when the additive noise is non-Gaussian the OMF detector can significantly decrease the probability of error over the MF receiver and when the additive noise is Gaussian, the degradation in performance using the OMF detector is minor.
CONCLUSION
We considered the problem of detecting a transmitted signal when one of A4 known signals is transmitted. We proposed an orthogonal matched filter detector, which can be viewed as a MF demodulator followed by optimal whitening of the demodulators output. Alternatively, we may view the OMF detector as a bank of filters matched to a set of orthogonal signals that are closest in the leastsquares sense to the transmitted signals. We provided simulations that suggest that the OMF detector outperforms the MF detector in many cases.
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