A nonpoint source (NPS) loads evaluation method based on the Bayesian source apportionment mixing model was established in this research. The model assumed that (1) the pollutant concentration from each source mixed with the others in the monitoring section during transport, (2) transport only considered first-order attenuation, (3) point source pollution had relatively stable emissions, and (4) the measurement error was random, unrelated, and consistent with a normal distribution (mean of 0). All unknown parameters in the model were taken as random variables, and their posterior distributions were derived by Markov chain Monte Carlo procedures based on historical data, literature, and empirical information. The outflow system of the Huaihe River was adopted as a case study to verify the feasibility of the model. Gelman-Rubin, automatic frequency control statistics, and the determination coefficient (R 2 ) verified the reliability. The results showed that the total loads of ammonia nitrogen (NH 4 þ ), chemical oxygen demand, total nitrogen, and total phosphorus from NPSs accounted for 16. 35-27.58%, 18.78-25.69%, 21.68-29.71%, and 42.11-52.09%, respectively. The parameter sensitivity analysis showed that prior distribution of NPS concentration was the most sensitive one, which should be determined reasonably based on the empirical or historical information.
INTRODUCTION
Nonpoint source (NPS) pollution is often defined as diffuse pollution that occurs over a wide area and is associated with land use (Nikolaidis et al. ; Xu et al. ) , and this form of pollution has had an important effect on water quality impairment worldwide (Chen et al. ; Zhuo et al. ) .
Traditional assessment methods for NPS pollution load estimation often demand a substantial amount of data consisting of basin data and river data, which are not always obtained during routine monitoring. Recently, an inverse modelling approach, which has been widely applied to 
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Flowchart of the Bayesian source apportionment mixing model
As shown in Figure 1 , we simplify the model and turn it into a mathematical system by making a reasonable assumption of the physical conditions based on the conceptual model. 
Source apportionment mixing model
The SAMM is based on the following assumptions. Then, the downstream concentration can be extended to many pollution forms as follows:
When the point source (i) emission flow is known, the NPS pollution load can be expressed as follows:
L n,j represents the NPS pollution load of species j, q i represents the point source discharge, C n,j represents the NPS concentration of species j, p n represents the fractional concentration of pollution from the NPS, and p i represents the fraction of pollution from point source i.
The model in Equation (4) can be viewed as a forward model from p n to C j . The reverse model for Equation (5) is
Thus, the problem of load estimation has transformed into an inverse model with the purpose of fitting the set of C n , p u , p n , and p i . Then, the Bayesian approach is used to calibrate the unknown parameters.
Bayesian approach
Because the true values of unknown parameters will never be known exactly, the goal of this research is to infer their probability distributions from known information. Therefore, the Bayesian approach is introduced into the model, and all unknown parameters are treated as random variables with a probability distribution (Reichert & Omlin ) . Bayes' theorem is written as follows:
where θ represents the parameter that needs to be estimated; p(θ|y) represents the posterior probability of θ, which also represents the strength of our belief in θ when the data have been taken into account; p(θ) represents the prior distribution of θ, which is defined by historical or experience-based information; and p(y|θ) represents the likelihood function, which defines the probability that the data could be generated by the model with a parameter value of θ.
To define the likelihood function of the model and by assuming that the measurement errors are random, uncorrelated, and normally distributed, a normally distributed error ε j is added to the SAMM, as shown in Equation (7), with a zero mean and a variance of σ 2 . Therefore, the likelihood function for all observed values is given in Equation (8), where z represents the number of pollution species.
Because the posterior distribution is a complex, highdimension integral that is difficult to evaluate analytically, the MCMC was utilized to solve this issue, as it is commonly 
Parameter sensitivity analysis
We investigated the parameter sensitivity of our model using one-parameter-at-a-time analysis (Fasham et al. ; Yoshie et al. ) . Sensitivity index (S p ), the ratio of the fractional change in the model outputs to the fractional changes in the parameter value, was introduced to describe the influence of each parameter on the modelling outputs, which can be calculated by the following equation:
where E(p b ) is the model outputs in the baseline run (i.e., all parameters at their calibrated values p b ), and E(p high ) and E(p low ) are the model outputs for when the parameter is set to its high value p high (for example, 10% higher than calibrated) and its low value p low (for example, 10% lower than calibrated). Because our model is a Bayesian model where the parameter and outputs are distributions, so we use the mean of the distributions of the parameter and outputs to calculate the sensitivity index.
Case study description
The Huaihe River outflow is located in the lower Huaihe River Basin in northern Jiangsu Province and is one of the five flood protection channels for Hongze Lake, as shown in Figure 2 
RESULTS AND DISCUSSION
Prior distribution determination and analysis
The observed data in Tables 1 and 2 for the variables considered in the model were initially analysed as references for the prior distribution of unknown parameters before the implementation of Bayesian statistics. As seen from Table 1 , the water quality downstream (S2) is significantly worse than that upstream (S1), indicating that the interval flows into the river have a lower water quality than those upstream. The emission concentrations from point sources in Table 2 are far greater than those downstream (S2) in Table 3 .
Model calibration
The OpenBUGS software was used to develop and run this model. The observations of each pollutant from S2 were used to calibrate the model by adjusting the mean and variance of the prior distribution. The detailed data can be seen in Supplementary Material (Table S1 ) (available with the online version of this paper).
In order to be sure that the MCMC chain is a truly representative sample from the distribution, Gelman-Rubin Scale Reduction factor (SR) statistic (Gelman & Rubin ) and autocorrelation function (ACF) were used (Kruschke ).
SR checks if the chains get stuck in unrepresentative regions
of parameter space by the variability between MCMC chains The way to mitigate the problem is to thin the chain until the ACF of lag (>0) steps close to zero. The determination coefficient (R 2 ) between the observed data and modelled values was calibrated, which should be close to 1.
It should be noted that the MCMC has a burn-in period due to the reduced influence of the initial value, and early simulation samples are often omitted by the GelmanRubin statistical diagnoses. In Figure 3 , the Gelman-Rubin statistic for k chains shows that the model converges (SR close to 1) after several hundred iterations; therefore, the first 1,000 runs are discarded in our model to ensure that the chains converge. The chains were thinned to reduce their auto-correlation. The ACF for k chains with the thin step of 20 was shown in Figure 4 , which shows that the chains are not 'clumpy' (ACF (lag > 0) close to 0).
The fit between the observed data and modelled values of the downstream section (S2) is calibrated by the deterministic coefficient, as shown in Figure 5 . The results are acceptable when considering the complexities of pollutant transport and the measuring error. Therefore, the model can be used to assess NPS loads.
NPS pollution loads using the Bayesian source apportionment mixing model
The posterior distributions of k varied significantly among the different pollution species, as described in Figure 6 . The statistics of the 10-day p n are presented in Table 4 , including the mean value, median value, standard deviation (S.D.), Monte
Carlo error (MC error), and two confidence levels (2.5% and 97.5%). As shown in Table 3 , the NPS contributions of p n decrease as the water increases upstream when the Erhe floodgate opens, indicating that the model is reasonable.
The posterior distributions of the NPS loads are described in Figure 7 , including the mean value and the This method can be applied on rivers with high velocity, where the algae biomass is relatively low and the uptake amount of ammonium by algae was small. However, in rivers with algae blooming and eutrophication, algae uptaking and the benthic flux should be considered to better describe the attenuation process of ammonium, and corresponding likelihood function by the Bayesian method should be developed to cover the coupled attenuation process. So, the sensitivity ranking of the input parameters sorted by the amount of influence in our model is Cn, Qn, Uh1, k, and U.tau. In practice, the parameters are not included in routine monitoring data, so experience or historical data should be used to define a reasonable prior distribution in 2014ZX07204-005).
