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Abstract We consider an M/G/1 queue with subexponential service times. We give
a simple derivation of the global and local asymptotics for the busy period. Our analy-
sis relies on the explicit formula for the joint distribution for the number of customers
and the length of the busy period of an M/G/1 queue.
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1 Introduction
Let A1,A2, . . . and B1,B2, . . . be independent sequences of independent and identi-
cally distributed random variables. We call {Ai} inter-arrival times and {Bi} service
times. It is assumed throughout that ρ := E{B1}/E{A1} < 1, so that the system is
stable. Denote also ξi = Bi − Ai and Sn = ∑ni=1 ξi . We shall denote by A, B and ξ
random variables with the same distributions as A1, B1 and ξ1, respectively. We use
the standard notation: we denote by M/G/1 the system with exponential inter-arrival
times Ai and by GI/G/1 the system with arbitrarily distributed Ai . The main interest
of our paper is the (global and local) asymptotics for the distribution of the length of
the busy period
τ = B1 + · · · + Bν,
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where ν = inf{n : Sn < 0} is the number of customers which arrive (and get served)
during the busy period.
In [10], it was shown that in the M/G/1 case, if B has a regularly varying distrib-
ution, then
P{τ > t} ∼ E{ν}P{B > (1 − ρ)t} as t → ∞. (1)
This result was generalised in [11] to the case of a GI/G/1 queue and under the
assumption that the tail P{B > t} is of intermediate regular variation (see the next
section for a definition). Later on, it was shown in [3] and [9] that asymptotics (1)
hold for the GI/G/1 model in the case when the service-time distribution belongs
to another subclass of heavy-tailed distributions. This class includes, in particular,
Weibull distributions with parameter α < 1/2. The tails of the distributions consid-
ered in [3] and [9] are heavier than e−
√
t
. As is shown in [2], the latter condition is
crucial for asymptotics (1) to hold.
It was shown in [6] that in an M/G/1 queue
P(τ > t) ∼ C P(Xt > 0)
t
as t → ∞, (2)
where C is a constant, Xt = ∑N(t)i=0 Bi − t and N is a Poisson process with intensity
λ = 1/EA. It was also shown in [6] that in the case when the tail of B is heavier than
e−
√
t (and under some further conditions) the asymptotic equivalence (2) reduces
to (1).
In this note, we concentrate on the M/G/1 case and have two main goals. The
first (and the more important) consists in providing new results on local asymptotics
for τ . These results are (not surprisingly) similar to (2):
P
(
τ ∈ (t, t + T ]) ∼ P(Xt ∈ (0, T ])
λt
as t → ∞,
with a fixed T ∈ (0,∞).
Another goal of this paper is to give a simple proof of (1) for the M/G/1 case for




our contribution here does not consist only in providing a shorter proof; we believe
that our assumptions on the distribution of the service times are close to minimal. In
particular, they are satisfied by all the distributions for which relation (1) has been
proved earlier.
Both aims are achieved by using the explicit formula for the joint distribution of τ
and ν (see e.g. [5, (4.63)]):





−λuP(B1 + · · · + Bn ∈ du). (3)
The paper is organised as follows. In Sect. 2, we give results on local asymptotics
for τ , and in Sect. 3 we present a simple proof of (1) for the M/G/1 queue.
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2 Local asymptotics for the busy period
In this section, we shall present our main results on local asymptotics for τ . Let
 = (0, T ] and recall that Sn = ∑ni=1(Bi − Ai) and Xt =
∑N(t)
i=1 Bi − t .
We will start with the following simple result.
Theorem 2.1 Assume that the random variable B is absolutely continuous. Then




fτ (t) = fXt (0)
λt
. (5)
Here fξ (x) denotes the density of a random variable ξ at a point x. The next result
holds for random variables that are not necessarily absolutely continuous.
Theorem 2.2 Fix a positive and finite value of T . Assume that P{B1 ∈ t + }eδt →
∞, as t → ∞, for any δ > 0. Then
P{τ ∈ t + } ∼ P{Xt ∈ }
λt
∼ P{X[t] ∈ }
λ[t] as t → ∞,
where [t] denotes the integer part of t .
These asymptotics are not explicit. However, the theorem above reduces the orig-
inal problem to a particular case of the large-deviations problem for random walks,
which is extensively studied in the literature. It turns out that some known large-
deviations results (together with the theorem above) yield explicit asymptotics for
the distribution of the busy period. Some of these cases will be presented below.
First, we discuss corollaries of the above theorems and then give the proofs. We
start by defining two (rather large) classes of distributions.









f (y + )




∣ = 0. (6)
In particular, (6) holds when f (x) is regularly varying at infinity.
Let F(x) = P(B ≤ x) be the distribution function of B and let F(x + ) =
F(x + T ) − F(x). We will use the following conditions:
(A) EB < ∞ and F(x + ) is intermediate regularly varying.







F(x − y + )









P{B1 > √n,B2 > √n,B1 + B2 ∈ x + }
P(B ∈ x + ) = o(1/n) as n → ∞.
Sufficient conditions for (B) to hold may be derived using, for example, Lemma B.1
and Lemma B.2 of [7]. In particular, one can see that F(x + ) ∼ e−xβ , β < 1/2, as
well as F(x +) ∼ e− lnβ x, β > 1, satisfy Condition (B). The following proposition
directly follows from Corollary 2.1 of [7].
Proposition 2.1 Let either Condition (A) or (B) hold. Then
P{Sn ∈ } ∼ nP
{
ξ ∈ n|Eξ | + } as n → ∞
and hence (since N(t) is a Poisson process)
P{X[t] ∈ } ∼ [t]P
{
X1 ∈ [t]|EX1| + 
}
as t → ∞.
For densities, Conditions (A) and (B) can be reformulated as follows:
(A′) EB < ∞ and fB(x) is intermediate regularly varying.



















f (x − y)f (y) dy
f (x)
= o(1/n) as n → ∞.
Proposition 2.1, Theorems 2.1 and 2.2 immediately allow us to obtain the local
asymptotics.
Corollary 2.1 Let either Condition (A) or (B) hold for some T > 0. Then
P{τ ∈ t + } ∼ P(B ∈ t − ρt + ) as t → ∞.
A similar result holds for densities.
Corollary 2.2 Assume that B is absolutely continuous and let one of Conditions (A′)
or (B′) hold. Then
fτ (t) ∼ f (t − ρt).
Now we give proofs of the statements presented in this section.
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Proof of Theorem 2.1 Put a = λ−1 = EA,b = EB . Then















This implies the first statement of the theorem.





























Proof of Theorem 2.2 We start by showing that the assumptions of the theorem imply
that P{Xt ∈ }eδt → ∞ for any δ > 0.
Indeed, fix a value of δ > 0 and assume that P{X1 ∈ t +} ≥ e−δt for sufficiently
large t (which is guaranteed by the assumptions of the theorem). Let a = −EX1 > 0.
Fix also ε > 0 and write
















(−a − ε)t, (−a + ε)t]}e−δ(a+ε)t
≥ (1 − ε)e−δ(a+ε)t ,
where the latter inequality follows from the Law of Large Numbers. Since δ > 0 is
arbitrary, this implies that P{Xt ∈ }eδt → ∞ for any δ > 0 as t → ∞.
We will only prove the asymptotic equivalence P{τ ∈ t + } ∼ P{Xt ∈ }/t as
t → ∞. The proof of the equivalence P{τ ∈ t + } ∼ P{X[t] ∈ }/[t] may be given
following the same lines. Fix any ε > 0. According to Formula (3),















P(B1 + · · · + Bn ∈ du)










(· · · ) ≡ S1 + S2 + S3.














N(t) ≤ λt − εt)
∑
1≤n≤λt−εt




with some δ > 0 as t → ∞, since N(t) is Poisson distributed with parameter λt .
Indeed, it follows immediately from the Chernov bound that for some δ > 0
P
{∣
∣N(t) − λt∣∣ ≥ εt} = o(e−δt) as t → ∞.
It can be shown in a similar way that S3 = o(e−δt ) as t → ∞. Let us now investigate
the asymptotic behaviour (as t → ∞) of the remaining sum:
S2 =
(











1 + u − t
t
)n




1 + u − t
t
)n
= e−λ(u−t)+n log(1+ u−tt ) ≤ exp
{
−λ(u − t) + nu − t
t
}
≤ exp{−λ(u − t) + (λ + ε)(u − t)} = exp{ε(u − t)} ≤ exp{εT }.
Here we used the facts that for the sum under consideration n ≤ λ(1 + ε)t and
u ≤ t + T , and the inequality log(1 + t) ≤ t . In a similar way, with the help of





























∣N(t) − λt∣∣ ≥ εt) ≤ P(∣∣N(t) − λt∣∣ ≥ εt) = o(e−δt) as t → ∞.
Queueing Syst (2010) 64: 383–393 389
Hence, we have the following upper and lower bounds:
P{τ ∈ t + } ≤ (1 + o(1))e
εT
λt




as t → ∞
and
P{τ ∈ t + } ≥ (1 + o(1))e
−εT /2
λt




as t → ∞.
Using the condition eδtP{Xt ∈ } → ∞ for any δ > 0 and then letting ε → 0, we
arrive at the statement of the theorem. 
Proof of Corollary 2.1 It follows from Proposition 2.1 and Theorem 2.2 that
P{τ ∈ t + } ∼ λ−1P{X1 ∈ [t]|EX1| + 
} = λ−1P{X1 ∈ [t] − ρ[t] + 
}
as t → ∞, since EX1 = EN(1)EB − 1 = ρ − 1. Now we should note that
P
{






Bi ∈ [t] − ρ[t] + 
}
∼ EN(1)P(B ∈ [t] − ρ[t] + ) ∼ EN(1)P(B ∈ t − ρt + ) as t → ∞,
by the theorem on local behaviour for randomly stopped sums from [1]. Indeed, either
Condition (A) or (B) implies that F ∈ S, see [1] for this theorem and definitions. 
Proof of Corollary 2.2 As is not difficult to see, Condition (A′) implies Condition (A)
and Condition (B′) implies Condition (B) for any fixed T . Therefore, Corollary 2.1
implies that
P(τ ∈ t + ) ∼ P(B ∈ t − ρt + ) ∼ TfB(t − ρt). (7)
The latter equivalence holds since by both Conditions (A′) and (B′) fB is long-tailed,
that is,
fB(t + u) ∼ fB(t) as t → ∞
uniformly in u ∈ [0, T ]. Next, it follows from the explicit formula (3) that fτ is long-
tailed as well and, therefore,
P(τ ∈ t + ) ∼ Tfτ (t). (8)
Combining (7) and (8), we arrive at the conclusion. 
Note that the results of this section hold only for some classes of distributions such
that F(x + )  e−√x . We believe that it is also possible to obtain asymptotics for
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the distributions with tails lighter than e−
√
x
, but one should use results for large de-
viations of random walks other than Proposition 2.1. There are a lot of known results
in that direction; we refer the reader to a recent paper of Borovkov and Mogulskii [4]
for some new results and a review.
3 Global asymptotics for the busy period
In this section, we give a short proof of the known result (1). In other words, this
section deals with the case T = ∞. Put F(x) = P{B > x}. We consider the same
conditions on the distribution of B as those used in the previous section. In the case
T = ∞, they transform into:






(B) EB2 < ∞, F(x − √x) ∼ F(x) and
ε(n) ≡ sup
x≥2√n







, n → ∞.
The following proposition follows from Corollary 2.1 of [7].
Proposition 3.1 Let either Condition (A) or (B) hold. Then
P{Sn > 0} ∼ nF
(
n|Eξ |) as n → ∞.
Note that the so-called square-root insensitivity condition F(x) ∼ F(x −√x) im-
plies that − lnF(x) = o(√x) as x → ∞; hence, the proposition above deals with




We now state the main result of this section.
Theorem 3.1 Let either Condition (A) or (B) hold. Then
P{τ > t} ∼ E{ν}P{B > (1 − ρ)t} as t → ∞.
We also need the following result.
Proposition 3.2 Let either Condition (A) or (B) hold. Then
P{ν > t} ∼ E{ν}P{B > ∣∣E{ξ}∣∣t} as t → ∞. (9)
The proof of this proposition is rather standard (see, for instance, [8]) and is thus
omitted here.
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Proof of Theorem 3.1 For Condition (B), the estimate from below is a corollary of
the CLT and the condition F(x − √x) ∼ F(x), as x → ∞, a proof may be found in
[11]. For Condition (A), the estimate from below follows similarly from the Law of
Large Numbers.
Therefore, we will concentrate on the estimate from above. We will consider Con-
dition (B). The proof for Condition (A) is similar. It follows from Proposition 3.2 and
Condition (B) that
P(ν > n) ∼ P(ν > n − √n) as n → ∞.
Therefore, there exists a function l(n) ↑ ∞ such that
P(ν > n) ∼ P(ν > n − √nl(n)) as n → ∞.
By the total probability formula,
P(τ > t) = P1 + P2 + P3
= P
(





τ > t, (1 − ε) t
EA








































, t → ∞,





(Ai − EAi) > εn
)
= o(1/n)
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P(N(u) = n − 1)
n
P(B1 + · · · + Bn ∈ du).
For u ≥ n − 1, probability P(N(u) = n − 1) is non-increasing in u. Therefore,






P(N(t) = n − 1)
n




1≤n≤ tEA Bn > t
)
(1 − ε) tEA
P
(
(1 − ε) t
EA





By the Central Limit Theorem for renewal processes,
P
(
(1 − ε) t
EA











, t → ∞.
As a result, we have





= o(P(B > t − ρt)), t → ∞,









= (1 + o(1))E{ν}P(B > t − ρt)
as t → ∞ (see (9)). Finally, we have
P(τ > t) ≤ (1 + o(1))E{ν}P(B > t − ρt), t → ∞. 
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