Network Inference, i.e., discovering latent diffusion networks from observed cascades, has been studied extensively in recent years, leading to a series of excellent work. However, it has been observed that the accuracy of existing methods deteriorates significantly when the number of cascades are limited (compared with the large number of nodes), which is the norm in real world applications. Meanwhile, we are able to collect cascades on many different topics or over a long time period: the associated influence networks (either topic-specific or time-specific) are highly correlated while the number of cascade observations associated with each network is very limited. In this work, we propose a generative model, referred to as the MultiCascades model (MCM), to address the challenge of data scarcity by exploring the commonality between multiple related diffusion networks. MCM builds a hierarchical graphical model, where all the diffusion networks share the same network prior, e.g., the popular Stochastic Blockmodels or the latent space models. The parameters of the network priors can be effectively learned by gleaning evidence from a large number of inferred networks. In return, each individual network can be inferred more accurately thanks to the prior information. Furthermore, we develop efficient inference and learning algorithms so that MCM is scalable for practical applications. The results on both synthetic datasets and real-world datasets demonstrate that MCM infers both topic-specific and time-varying diffusion networks more accurately.
INTRODUCTION
Understanding the processes and dynamics of information diffusion through networks plays a fundamental role in a variety of domains, such as evaluating the effects of networks in marketing [5, 17, 19] , monitoring the spread of news, opinions, and scientific ideas via citation networks [1, 13, 22] , and detecting the spread of erroneous information [6] . In practical applications, the underlying diffusion network (e.g. networks on who influenced whom) is often hidden. Therefore, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. many interesting models have been developed to automatically infer diffusion networks from observed cascades, i.e., time stamps when users post a blog on certain topic or purchase products [10, 9, 29, 30, 26, 4, 8, 7] . Popular models include cascade models, for example, NetInf [10] and NetRate [9] , and point process models such as MMHP [29] and LowRankSparse [30] .
Given the complexity of the network inference problem, most existing algorithms need a large number of cascades to achieve a good performance. For example, for a network with a hundred nodes, at least a thousand cascades are required for reasonable inference performance [10] . In practical applications, the amount of data is usually insufficient (relative to the large number of nodes in the diffusion networks). Therefore, it is not surprising that the inference accuracy is significantly lower in real-world applications (compared with synthetic dataset results) [10, 9] . Several recent works have been developed to address the data scarcity issue through sparsity regularization [4, 9, 30] and low-rank structure constraint [30] . However, most of these models rely on strong assumptions of the network structures, which may be easily violated in real applications. In addition, the performance improvement by these models could be limited [30, 4] since one structure property may not be enough to compensate for the limited number of cascades, and it is extremely difficult to incorporate several network properties into these models.
In order to address this problem, we notice that we do have access to cascade observations from a large number of diffusion networks over different topics or a long time period: the associated influence networks (either topic-specific or time-specific) are highly correlated even though the averaged number of observations associated with each network is limited. Therefore, it would be interesting to investigate how this large-scale heterogeneous data collection can help effectively infer the latent diffusion networks. In this paper, we propose a novel generative model referred to as the MultiCascades model (MCM). Instead of assuming independence between the cascades from different networks and carrying out network inference separately for each network, MCM jointly infers the networks by exploiting the commonalities between them. Specifically, it builds a hierarchical graphical model, where all the diffusion networks share one network prior. The cascades are then generated from the corresponding diffusion network.
MCM provides a systematic and flexible framework to take advantage of many key findings in network analysis, such as heavy-tail degree distribution, community structure, local clustering property and small world phenomenon [16, 28] , for effective network inference. In this paper, we will use Stochastic Blockmodels (SBM) [27] and latent space models (LSM) [15, 18] as examples to illustrate the power of our approach. MCM captures the commonalities among different networks through the network priors by jointly inferring the unknown but shared parameters in the network generation models from all the cascades. Conversely, the shared prior with many important properties of networks can effectively mitigate the problem of data sparsity. To the best of our knowledge, this is one of the first models that can effectively utilize both observation data and network generation models for network inference.
For effective inference and learning, we apply the EM algorithm to estimate the parameters of the graph generation model (i.e., the network prior) and the diffusion networks. Since it is intractable to carry out exact posterior inference in the E-step, we use the MAP estimation instead of marginalization [24] . The MAP formulation allows us to reuse existing network inference algorithms as building blocks. In M-step, we update the parameters of the graph generation model based on the inferred diffusion networks in the E-step. We carry out empirical evaluation on both synthetic datasets and two real-world datasets, Twitter and MemeTracker. Experiment results show that our MCM model achieves significant improvement in accuracy compared to several state-of-the-art baseline algorithms by jointly inferring multiple diffusion networks.
RELATED WORK
Our work is built on top of many excellent prior work, which we summarize into three categories: Network inference: There has been a significant amount of work on inferring the information diffusion network where either cascade models [10, 9, 4] or point processes [29, 30, 14] are used. The network inference algorithms either aim at inferring the structure of the diffusion network, such as NetInf [10] and MultiTree [12] algorithm or simultaneously inferring the strength of influence between nodes, such as NetRate [9] . However, all algorithms above infer a single diffusion network by treating all the cascades associated with one graph while in practice, it is necessary and beneficial to infer multiple diffusion networks. Network inference with prior knowledge: Motivated by the distinct properties exhibited in social networks, many algorithms have incorporated prior knowledge to improve the accuracy of diffusion network inference [11, 4, 9, 30] . For example, [11, 4, 9] introduce L1 regularization in the maximal likelihood estimation motivated by the the sparsity of the social networks. Recently, Zhou et al. propose the LowRankSparse algorithm [30] utilizing the fact that the adjacent matrix has low rank structure that captures the community structure in the diffusion network. However, many other useful properties, such as heavy-tail degree distributions, community structure, local clustering property and small world phenomenon [16, 28] , remain unexplored in the previous line of work. On the contrary, our MCM provides a general framework to incorporate the prior knowledge with a wide choices of possible graph generation models. Heterogeneous influence: Recently, a line of work has considered the heterogeneity of influence in social networks [8, 7, 26] . For example, the TopicCascades algorithm [8] focuses on inferring diffusion network from the text-based cascades where the diffusion rate depends on the similarity of the contents. KernelCascade algorithm [8] assumes the delay distributions are different for different edges in the diffusion network. Moreover, Wang et al. propose the innovative MMRate algorithm to carry out multi-aspect multi-pattern network inference [26] . In MMRate, the transmission rate depends on both the cascade patterns and the aspect of the diffusion networks. Then a mixture model is proposed, where the hidden variable determines under which aspect the cascade is propagated. The focus of MMRate is to automatically infer the aspect of each cascade and then infer the aspect-specific diffusion networks independently. In contrast, we answer the question on how to jointly infer multiple diffusion networks with limited number of observations. Moreover, the performance of MMRate is evaluated by combining all aspects and it is noted that MMRate performs worse than baselines for diffusion networks with smaller number of cascades [26] . In contrast we show that our MCM can infer multiple diffusion networks accurately even with limited number of observations, suggesting the necessity of adopting powerful network priors.
PROBLEM FORMULATION
Considering a network with |V | nodes, traditional network inference algorithms focus on inferring a single hidden diffusion network G from observed cascades C = {c1, . . . , c |C| }. Each cascade ci provides the trace of the propagation among the nodes in the network, i.e., ci = {(vj, tj)} as node vj is activated at time tj.
In this work, we assume that there are multiple diffusion networks G = {G1, . . . , GM }. All diffusion networks share the same set of individuals V but differ in their edges. We use Gi = (V, Ei) to denote diffusion network i. The multiple diffusion networks can for example capture topicspecific influence strength or be multiple snapshots of one dynamic diffusion network. Let Ci = {ci,1, . . . , c i,|C i | } be the set of cascades generated from network i. We focus on simultaneously inferring multiple diffusion networks G = {G1, . . . , GM }, i.e., the edge set Ei for each network Gi, based on the collections of cascades generated from all the networks C = {Ci, . . . , CM }. Without loss of generality, we assume that the information on which network a cascade is generated from is given.
For ease of presentation, we will use the widely adopted continuous-time Independent Cascade (CIC) model as the the diffusion model [9, 10, 23] . In the CIC model, each edge (u, v) is associated with a delay distribution with parameter αu,v. When a node u becomes newly activated at time tu, for every neighbor v that is still inactive, a delay time ∆t is drawn from the delay distribution as the duration taken to activate its neighbor v. Namely, node v is guaranteed to be activated at time tu + ∆t. If multiple nodes succeed in activating the same inactive node, the activation of the node is taken as the earliest one. As we aim at inferring the edges of the diffusion networks, we assume the delay parameters for all edges are the same. This assumption is also acknowledged in [9, 12] . In this paper, we use the CIC model as a concrete example to demonstrate our framework. Our method can be easily extended to other network inference models, such as discrete-time Independent Cascade (DIC) model [25] and also the recent proposed Hawkes Process models [29, 30] .
MULTICASCADES MODEL
Our MCM is mostly motivated by the following two observations. First, the associated diffusion networks are highly correlated with each other and share a lot of commonalities. As a illustration, we visualize four Twitter retweet networks corresponding to the propagation of different topics in Figure 1. (The detailed description of the dataset is provided in Section 5.2.) The community in the center of the plot is shared by Iran, Haiti and Climate networks, while the US politics network shares the left community with both the Iran and Haiti networks. In our MCM model, we capture the commonality by assuming all associated networks are generated from the same network model with the same set of parameters. Moreover, we infer the parameters jointly from the ensemble of all cascades to mitigate the data scarcity issue. Second, the diffusion networks indicate distinct properties such as the community structure and local clustering properties [16, 28] . MCM can easily incorporate the prior knowledge on the structure of the diffusion networks by choosing which type of graph generation models to use as the prior. For example, we can use the Stochastic Blockmodels to capture the community structure of the diffusion networks [27] in Figure 1 .
Based on the intuition above, we construct MCM with the following generative process: first, we generate the diffusion networks from a parametric network generation model with the parameter Θ, and then generate the cascades Ci = {Ci,j} from the diffusion network Gi according to the CIC model. The graphical representation of MCM is shown in Figure 2 .
In order to carry out multiple network inference under our MCM, we notice that the diffusion networks are not observed and therefore EM algorithms are applied. That is, we estimate the parameters of the network generation model from the ensemble of all cascades as follows:
Imposing the network generation model as prior, we then infer each diffusion network Gi as an MAP estimation problem:
The joint inference of network prior from the ensemble of all cascades allows us to transfer information between cascades in different groups to alleviate the data scarcity. The network prior allows us to incorporate our prior knowledge on the structure of the diffusion networks. Moreover, it serves as a regularizer to prevent overfitting when the number of observations is small. However, exact posterior inference in the E-step is intractable for most choices of network priors and diffusion models. Since we need to marginalize over exponentially many possible graphs. Thus, we propose to use MAP estimation instead of marginalization:
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Moreover, the MAP formulation allows for reusing existing network inference algorithms with only small adaption. As summarized in Algorithm 1, the EM algorithm using MAP estimation as E-step is equivalent to maximizing the joint likelihood P (C, G|Θ) = M i=1 P (Ci|Gi)P (Gi|Θ) with coordinate ascend method where we alternatively optimize over the diffusion networks G and the prior parameter Θ.
The EM algorithm above provides a general framework to infer multiple diffusion networks with a wide choices of possible network priors. The two requirements of the graph generation model to be used as network prior in our model are as follows: (1) There exists efficient algorithm for model parameter estimation; (2) The model provides a probabilistic adjacency matrix which determines the existence of each edge independently. Let PΘ be the probabilistic adjacency matrix where pu,v is the probability edge (u, v) exists in the graph. This requirement suggests that the probability P (Gi|Θ) takes the following forms:
Many widely used graph generation models naturally satisfy the requirements. Examples include Stochastic Blockmodels [27] , latent space models [15] and Kronecker graph models [21] . Moreover, our framework is flexible enough to use mixture of graph generation models as prior. However in this paper, we only use single graph generation model as prior.
Next, we show how to adapt the NetInf algorithm and the MultiTree algorithm for MAP inference in the E-step. We then use Stochastic Blockmodels and latent space models as two concrete examples of network priors and illustrate how we implement parameter updates in the M-step.
MAP Inference in E-step
In the E-step, we carry out the MAP inference of the diffusion network Gi given the cascade observations Ci in group i and the network prior with parameters Θ. We first briefly review the NetInf algorithm [10] and the MultiTree algorithm [12] and then demonstrate that they can be easily adapted for the MAP inference with minimum changes. We omit the subscript i in both diffusion networks Gi and cascades Ci below to simplify the notation.
Both NetInf and MultiTree algorithms infer the diffusion networks by maximizing the likelihood function, leading to the following combinatorial optimization problem:
As the problem is intractable due to its super-exponential search space, an approximation to the likelihood function is proposed by assuming all cascades follow a tree structure:
where T (G) is the set of all directed spanning trees in G. The approximate likelihood can be further approximated via the maximum spanning tree (e.g NetInf) or calculated exactly with the matrix tree theorem (e.g., MultiTree). Then, both algorithms maximize the approximated likelihood FC (G) by a greedy algorithm. To be more specific, the algorithms start from an empty network and iteratively add edge that maximizes the marginal gain. As the objective function FC (G) is monotone and submodular, this procedure results in a 1 − 1/e approximation guarantee [10, 12] . In order to adapt these algorithms for the MAP inference in the E-step of our MCM model, we combine the objective function together with the likelihood corresponding to our network prior. The new objective function F C (G) takes the following form:
Since log P (G|Θ) is a modular function in the selected edges, the new objective function F C (G) is still submodular as it is the summation of a submodular function and a modular function. However, the objective function F C (G) is no longer guaranteed to be monotone. As a result, the greedy algorithm fails to provide the approximation guarantee.
To address this issue, we instead use the Random Greedy algorithm proposed in [3] to solve this non-monotone submodular optimization problem. Instead of greedily adding the edge with the maximum marginal gain in each iteration, the Random Greedy algorithm first finds all candidates with large marginal gains and then randomly pick one to include. It has been shown in [3] that the Random Greedy algorithm achieves 1/e approximation guarantee.
Parameter Update in M-step
In this section, we use the Stochastic Blockmodels [27] and the latent space models [15, 18] as two concrete examples of the network priors and demonstrate how to update the model parameter Θ in the M-step.
Latent space model
The first example model we consider is the latent space models [15, 18] . Under this model, the network is assumed to be embedded in a D dimensional latent space. The closer two nodes are in the latent space, the more likely there is an edge between the two nodes in the diffusion networks. Under this model, the parameter Θ is simply a V -by-D node location matrix. Each row xu of the matrix provides the position of node u in the D dimensional latent space. In this work, we assume each node position is drawn from a multivariate Gaussian distribution, i.e. xu ∼ N (0, σ 2 I). Moreover, we use a Gaussian kernel to generate the probabilistic adjacency matrix from the node positions:
In the M-Step, we update parameter Θ by maximizing the log likelihood of the inferred diffusion networks G = {G1, . . . , GM }:
The optimization is carried out via the gradient ascend method.
there is an edge from u to v in diffusion network Gi. The gradient for each node position xi is as follows:
Stochastic Blockmodels
We use Stochastic Blockmodels [27] as another example of the network prior. Stochastic Blockmodels assume that each node v in the network belongs to one of the K communities. The probability of an edge from node u to v depends on the community identity of the nodes and the K-by-K Bernoulli rates matrix B, where Bi,j corresponds to the probability of having an edge from a node in community i to a node in community j. We organize the community identity for all nodes into a |V |-by-K community indicator
T , where zu is the community identity of node u in the 1-of-K representation. As a result, the model parameters consist of both the community indicator matrix and the Bernoulli rates matrix. Moreover, the relationship between the probabilistic adjacency matrix PΘ and the parameters Θ = (B, Z) can be represented concisely as:
The optimization of the parameters Θ = (B, Z) is carried out by the stochastic EM algorithm. The update of node u's community identity via Gibbs sampling in the E-step is as follows:
Here, we use zv k to denote the community that node v k is in. The analytic solution for optimizing matrix B in M-Step is as follows:
.
In our implementation, we use a slightly different approach by calculating the posterior distribution P (Z|G, B) by the Gibbs sampling. Then, the probabilistic adjacency matrix PΘ is approximated aŝ
We use thisP in the MAP inference as it is more stable and robust.
Discussion
In this work, we focus only on inferring the structure of the diffusion networks, i.e., the edge set Ei for each network Gi, similar to the NetInf algorithm and the MultiTree algorithm. As a result, we assume the graph generation model induces a probabilistic adjacency matrix which we incorporate as a prior in the MAP inference in the E-step. In contrast, there are algorithms that infer both the edges and the strength of influence such as the NetRate algorithm [9] , the MMHP algorithm [29] and the LowRankSparse algoirthm [30] . These algorithms aim at inferring a real-value influence matrix A, where Au,v corresponds to the strength of influence from node u to node v.
Our MultiCascades model can be easily generalized to this case. Instead of providing the probability for the existence of edges, we require that the model imposes independent prior The running time of our MCM algorithm depends on the time complexity of the components used in the EM algorithm. Empirically, we observed that our MCM converges in five to ten iterations. As a result, the running time of our MCM is only a constant factor slower than separately inferring all the networks. Since the E-step of network inference is the dominant term in the time complexity while the prior parameters learning in M-step only takes marginal time in our experiments. Moreover, the network inference of multiple networks in E-step can be trivially parallelizable leading to even faster implementation.
EMPIRICAL EVALUATION
For empirical evaluation, the main question we seek to answer is whether MCM can effectively infer multiple diffusion networks. First, we test our model on controlled synthetic datasets where the true diffusion networks are known. This set of experiments serve as proof of concept for our inference algorithm and show that incorporating network priors significantly improves the inference accuracy. Second, we provide the experiment results of MCM on two real-world datasets, the Twitter dataset and the MemeTracker dataset. We show that jointly inferring multiple networks leads to more accurate network discovery and better understanding of the diffusion dynamics. Algorithms: We include the following algorithms for comparisons in our empirical evaluation 1 :
Our MCM algorithm with NetInf/MultiTree for the MAP inference in the E-step using either SBM or Latent space model as the network prior.
• Sep-[NetInf|Multi]: Baseline algorithms that infer multiple diffusion networks independently using Netinf or MultiTree algorithm.
• Single-[NetInf|Multi]: Baseline algorithms that infer a single diffusion network by combining all cascades with NetInf or MultiTree algorithm. Evaluation metrics: As all the algorithms greedily add edges one by one, we generate the precision and recall curve by evaluating at different number of edges. We then compute both the max F1 score and the area under the precisionrecall curve (AUC) as metrics to evaluate the accuracy of the inferred networks, where the F 1 score is defined as
It should be noticed that here AUC corresponds to the area under the precision-recall curve instead of the receiver operating curve. As Sep-[NetInf|Multi] and our MCM algorithms infer multiple diffusion networks, we evaluate the inferred network against the corresponding ground truth diffusion network and report the averaged max F1 score and the area under the precision-recall curve over all networks. In contrast, for Single-[NetInf|Multi] algorithms, we evaluate the inferred single network against all ground truth diffusion networks and report the averaged results.
Synthetic data
We first evaluate our method on synthetic data with a focus on the effectiveness of the inference algorithm and network priors in MCM. Data generation: We generate synthetic datasets using both Stochastic Blockmodels and the latent space model as graph generation priors (the two types of datasets are later referred as SBM and Latent). For Stochastic Blockmodels, we set the number of communities to 3 and the Bernoulli rates matrix B is set to 0.05 on the diagonal and 0.01 elsewhere. For the latent space model, we set the dimension of latent space to 3 with γ = 2.0 and σ = 1.0. For both models, we generate ten different diffusion networks corresponding to ten sets of cascades. Each diffusion network has 256 nodes. We use exponential delay distribution with λ = 0.1 in the CIC model to generate the cascades with a observation window of length 10. We vary the number of cascades in each network from 100 to 500. For each setting, we randomly generate three datasets and report the mean for each evaluation metric. Results: We first show the comparison between the simple Greedy algorithm and the Random Greedy method in the E-step in our MCM as in Table 1 . The performance of the two methods is compared under both NetInf and MultiTree algorithms for both type of synthetic networks with the corresponding network prior. Under all cases, the simple Greedy method performs slightly better than Random Greedy, though the Random Greedy algorithm provides approximation guarantee. This can be explained by the observation that the objective function F C (G) is approximately monotone, as the value of prior is usually smaller than the likelihood of cascades. Given the superior performance of the simple Greedy method, we only present the results of the simple Greedy method in following experiments. Table 2 shows the experiment results of all algorithms on the synthetic datasets with 200 cascades. The first observation is that Single-NetInf and Single-Multi perform significantly worse than joint network inference algorithms due to the large variation in the structures of the diffusion networks in the synthetic datasets. Second, MCM achieves consistent improvement on the inference accuracy on both datasets across various number of cascades by incorporating the correct prior, i.e., the same model used in the network generation. In particular, it achieves more than 15% accuracy on average in the area under the PR curve on datasets compared to the running inference separately without prior. Moreover, we vary the number of cascades, i.e., the degree of data scarcity, from 100 to 500. The relative improvement of MCM-NetInf compared to Sep-NetInf in terms of AUC is shown in Table 3 average over three independent runs. The results of MultiTree is similar and therefore omitted. From the results, we can see that incorporating the network prior improves the inference accuracy significantly especially when there is only limit number of cascades for each network.
We further visualize the inferred network to show that they capture the structure of the diffusion networks. We first plot the inferred SBM prior overlaying together with one of the inferred diffusion networks by rearranging the nodes according to their community identity. The result is shown in Figure 3 . Our MCM correctly infers the community identity for each node in the graph leading to the block structure along the diagonal.
Next, we visualize the inferred node positions in the latent space prior together with the growth process of of one cas- cade as is suggested in [18] . Figure 4 (a)-(d) show the active nodes (marked as red triangles) within 0%, 33%, 66%, 100% of the observation window. The results demonstrate that the node locations inferred by MCM satisfy the influence preservation principle [18] , i.e., each node attempts to place its influential nodes relatively closer than non-influential ones in the visualization space.
Real data
Finally, we evaluate our approach on two real-world datasets, Twitter and MemeTracker. For the Twitter dataset, we aim at inferring multiple topic-specific diffusion networks. On the MemeTracker dataset, we aim at inferring both timespecific and topic-specific diffusion networks.
Twitter dataset
The Twitter networks are extracted from a complete collection of tweets between Jan. 2010 and Feb. 2010. We treat each hashtag as a separate cascade, and extract the top 100/250 users with the most tweets containing these hashtags into two datasets (Twitter100 and Twitter250). The pruning of the data sets is necessary because most users have showed very limited activity. The hashtags are manually grouped into five categories corresponding to major events/topics during the data collection period, where each group of hastags is treated as one topic. The five groups are: Haiti earthquake (Haiti), Iran election (Iran), Technology, US politics, and the Copenhagen climate change summit (Climate). Examples of hashtags of each topic are shown in Table 6 . It should be noticed that the inference task is very challenging as on average we only have about 30 observations to infer each topic-specific network. Given the true diffusion (as adopted in many related works such as [2] ). We apply all algorithms mentioned in the previous section and evaluate the inferred diffusion networks using the averaged max F1 and the area under the PR curve as in the synthetic experiments. We set the delay distribution in CIC to exponential distribution with λ = 0.1. The length of the observation window is set to 100 where each time unit corresponds to a day.
Results:
The results on the Twitter dataset is summarized in Table 4 . First, the result validates our claim that inferring multiple diffusion networks according to different topics leads to better accuracy. MCM using both SBM prior and LSM prior achieves improved accuracy for both evaluation metrics. It suggests that our MCM framework is not sensitive to the choice of network prior when applying to real-world data. The second observation is that incorporating network prior is necessary for accurate inference of multiple networks. Inferring each diffusion network independently (Sep-NetInf/Sep-MultiTree) performs slightly better than just inferring a single network on the smaller dataset with 100 node. However, they perform worse on the larger dataset with 200 nodes due to insufficient number of cascades. In contrast, MCM achieves consistent and significant improvement on both datasets. In particular, MCM-NetInf with the SBM prior achieves near 100% improvement on both Twitter100 and Twitter250 compared to Sep (i.e., inferring separate diffusion networks independently). In order to provide further insight into the performance of our MCM model, we plot the precision-recall curve averaged over five diffusion networks in Figure 5 . From the results, we can see that all the algorithms perform relatively well in choosing the first few edges with strong signals in the observed cascades. In contrast, MCM performs significantly better than the baselines when including more edges, as our algorithm is able to transfer the information from the cascades of other topics (or time stamps) by incorporating the network prior.
Moreover, we visualize the diffusion networks among top 10 users for all five topics in Figure 6 . The plots further validate the necessity of inferring multiple diffusion networks as the influence structure varies significantly across different topic-specific networks. For example, both persia_max_news and tehranweekly are most influential in "Iran election" as Iran news agencies while persia_max_news has little influence in the propagation of other topics, such as "Haiti earthquake".
MemeTracker dataset
The MemeTracker collection [20] contains memes extracted from Aug 2009 to Feb 2010 in Blogsphere and main-stream media sites. We preprocess the data to different datasets to test the performance of our approach on inferring both snapshots of dynamic diffusion networks and topic-specific networks.
Joint inference of dynamic networks: As the first experiment, we aim at inferring multiple snapshots of the dynamic diffusion network between blog sites and main-stream media. We extract the 128/256 sites with the most posting activity across the time period we study (MemeTracker128 and MemeTracker256). We group the cascades by their publishing month, leading to six groups of cascades. We focus on inferring the diffusion networks spanning over different months. Again, the true diffusion network is not available for this dataset, we use the citation networks (constructed from the hyperlinks between the blog posts during the same period) as an alternative to the ground truth network. That is, if site A publishes an article in August with links to site B, we add an edge in citation network of August. We apply all the algorithms mentioned in previous section and evaluate the inferred diffusion networks using the averaged max F1 and the area under the PR curve. We set the delay dis- tribution in the CIC model to exponential distribution with λ = 1. The length of the observation window is set to 30 where each time unit corresponds to a day. The choice of larger λ compared to the Twitter dataet is due to the different time-scale normalization.
The results on inferring dynamic networks are summarized in Table 5 . From the results, we can see that MCM with both network priors consistently outperform the baselines. MCM with the latent space prior achieves the best performance with more than 5% improvement on all the metrics of dynamic network inference.
Joint inference of topic-specific networks: We also construct topic-specific cascades on the MemeTracker dataset. We manually pick five major events/topics in year 2008 over a wide range of domains. The selected events are Barack Obama, Olympic Game, Financial Crisis, Iraq War and Microsoft News. We then extract all related memes as cascades of the five topics. Similar to the Twitter dataset, we extract the topic-specific diffusion networks between 250 most active sites using hyperlinks from articles that contains the corresponding topics. Due to the noise in the hyperlinks between the blog posts, for example, links to advertisement page or hyperlinks in irrelevant frames, we further exclude the hyperlinks that never appear in the collection of cascades. That is, we only include an edge (u, v) if u is at least once activated before v in a cascade. This dataset is referred to as MemeTrackerTopic.
The results on inferring topic-specific networks on MemeTrackerTopic dataset is also shown in Table 5 . Compared to inferring dynamic networks, our method with LSM prior achieves much more significant improvement in the topicspecific networks inference task (with 50% improvement) in both metrics we considered. As the variations across topicspecific networks are larger than that in the dynamic networks, our MCM benefits more from incorporating the prior to mitigate the data scarcity issue. This behavior is also observed in the Twitter dataset.
CONCLUSION AND FUTURE WORK
In this paper, we study the problem of inferring multiple diffusion networks with limited cascade observations. Our proposed model, MCM, naturally incorporates network priors in the generative process and provides a feasible framework to capture the shared information among different networks. Moreover, MCM can easily take advantage of recent advances in network generation models. An EM algorithm is developed to learn the parameters of the network priors, and the network inference is carried out by a MAP inference using the learned network prior. We evaluate MCM on both synthetic datasets and two real-world datasets, Twitter and Memetracker, with Stochastic Blockmodels and latent space models as examples of network priors. Experiment results show that our approach can achieve significant improvement in inference accuracy. For future work, we are interested in extending our framework to inferring the influence strength as discussed in Section 4.3. Furthermore, the current MCM model assumes that the forms of the network priors are given as input. A natural next step is to develop a unified model that automatically decides which network priors is most appropriate for the inference problem as suggested in [26] .
