Abstract-We consider the application of concatenated codes with interleaver and iterative decoding to optical communication systems. We show how to obtain the optimum log-likelihood ratio to be provided to the soft decoder in the optical channel environment, and compare the performance of a decoder using it with the one employing a Gaussian approximation of the optical channel. Simulation results refer to practical turbo-product codes, and encompass the effect of quantization on the log-likelihood ratio. The results show that the Gaussian assumption in computing the log-likelihood ratio for the optical channel leads to significant losses.
I. INTRODUCTION

I
TERATIVE decoding [1] - [4] is a powerful way of increasing the coding gain up to performance close to Shannon's theoretical limits. This can be obtained by using different concatenations of two (or more) generally simple constituent encoders with an interleaver in between. A suboptimum decoding algorithm [4] , whose arithmetic complexity is independent from the block size, has been presented. It iterates some sort of soft information from one decoder to the other and in a few iterations yields performance close to those obtainable by maximum-likelihood decoding.
The soft information from the communication channel to be used in the iterative decoding algorithm depends on the a priori conditional probabilities, which in turn depend on channel noise statistics and receiver operations. If the communication channel can be properly modeled as an additive white Gaussian noise (AWGN) channel, the probability density function (pdf) of the received signal is Gaussian and the log-likelihood ratio (LLR) of the decision variable assumes a very simple form (proportional to the output of the receiver matched filter).
In long-haul amplified optical systems, the presence of a quadratic element (the photodetector) placed between the optical and the electric filters, leads to a strongly non-Gaussian noise at the output of the receiver [5] , [6] . Several papers have been published on the modeling of optical systems. In [7] - [9] the authors show that, under some strict assumptions (negligible fiber nonlinearity, zero net dispersion, use of an ideal optical bandpass filter and an ideal integrate-and-dump circuit), the pdf of the received power obeys a chi-square distribution. In [10] , the authors make use of a Karhunen-Loève (K.L.) [11] expansion of the received optical noise in order to derive an analytical expression of the moment generating function of the decision variable that can be used to model any kind of intensity-modulation direct-detection (IMDD) optical systems. It is clear that, in order to properly design an iterative decoding algorithm to be used in optical systems, the exact expression of the a priori conditional channel probabilities has to be considered. In [12] - [15] , the application of block turbo codes to optical systems is presented, and some performance results obtained through simulation are shown, modeling the optical fiber transmission system as an on-off keying (OOK) modulation over a Gaussian channel, with the particularity that the bit "0" and the bit "1" have not the same noise level.
In this letter, we show that the modeling of the optical system as a Gaussian channel yields completely unreliable results when applied to the design of iterative soft decoding algorithms to be used in actual practical receivers. In Section II, we describe the evaluation of the log-likelihood ratio in optical systems, showing the difference between the exact results and those obtained modeling the optical system as a Gaussian channel. In Section III we derive a simple, yet reliable simulation model for optical communication systems. Section IV is then devoted to the description of the soft iterative decoding algorithms of concatenated block codes and their application to optical systems. Finally, in Section V some simulations results are presented.
II. EVALUATION OF THE LLR IN OPTICAL SYSTEMS
A. Optical System Model
A schematic representation of a digital optical communication system is shown in Fig. 1 . The transmitter generates OOK pulses, which propagate along the optical fiber. At the receiver side, the signal passes through an optical preamplifier, followed by the optical filter , the photodiode (modeled as an ideal square-law detector) and an electric filter whose impulse response includes that of the photodiode. The presence of optical amplification in the system makes the effects of shot noise and dark current negligible with respect to the Gaussian amplified spontaneous emission (ASE) noise introduced by the optical amplifiers [16] . The output of the electric filter is sampled at the optimum sampling instants , where is the symbol interval, to generate the soft sample sequence that represents the sufficient statistics to be used in subsequent processing.
When coding is used at the transmitter, one can either hard detect the sample sequence and provide the obtained digits to the decoder for hard decoding, or suitably process it to obtain the soft reliability measure to be provided to the decoder in the case of soft decoding.
In the case of binary codes and soft decoding, the optimum (maximum-likelihood or maximum a posteriori) decoder will be based on the knowledge of the likelihood functions , i.e., the pdfs of the signal at the electrical filter output conditioned on the transmission of a 0,1, and evaluated at the output of the sampler [17] .
In the case of AWGN channels, a more compact and simpler form of the informations to be passed to the soft decoder is represented by the sequence of log-likelihood ratios (LLRs) [4] , defined as (1) In the AWGN case, turns out to be a scaled version of the sample . In the following, even though the channel we are interested in is not Gaussian, we will consider the soft information in the form of LLRs.
B. Evaluation of the Conditional pdfs
In currently employed optical systems, the intersymbol interference in the received signal is limited to three bits, i.e., the decision sample at the instant depends on the two adjacent bits. In this case, the conditional pdfs of the decision variable when a "0" or a "1" has been transmitted must be evaluated averaging over the following four possible adjacent bits patterns: (2) where is the pdf of the electric filter output when the bit sequence has been transmitted. The LLR is then evaluated as (3) In the following, we describe three different ways to evaluate the functions and .
1) Direct Simulation:
The conditional pdfs can be evaluated by direct simulation of the optical system, extrapolating them from the histogram of the decision variable averaged over all the possible transmitted bit patterns. To obtain a reliable estimate of the pdfs through direct simulation, though, we need to simulate of a very large number of bits, yielding a prohibitive CPU time in most of the cases. 1 1 Notice that a reliable simulation that includes all, or most of, the fiber impairments is computationally very heavy.
2) Karhunen-Loève (K.L.) Method:
A more efficient way of evaluating the conditional pdfs and is based on a semi-analytical technique (the K. L. method) described in [10] , which yields an accurate analytical expression of the moment generating function (MGF) of the decision variable (when the bit pattern has been transmitted) at the output of a direct-detection receiver in an intensity modulated optical system.
It can be shown that the decision variable can be written as the sum of squared Gaussian random variables with mean value and variance :
The variances are obtained, by numerical integration, as the eigenvalues of the integral equation: (5) where is the autocorrelation function of noise at the output of the optical filter that can be analytically evaluated as , where is the one-sided power spectral density of the white Gaussian noise at the input of the optical filter that includes the effect of ASE noise introduced by optical amplifiers.
The mean values are obtained by projecting the useful received signal at the output of the optical filter on the set of orthonormal functions (the eigenfunctions of the integral (5)). The expression of the signal to be projected on the set of eigenfunctions is evaluated by simulating the propagation of a few bits over the optical system. One different simulation is required for each bit pattern . The moment generating function (MGF) of the decision variable , when the pattern is transmitted, can be written as (6) Using the Riemann-Fourier inversion formula [18] , it is possible to numerically evaluate both the pdf and the cumulative distribution function (CDF) of the decision variable , when the pattern is transmitted as
Fig . 2 shows the pdf of the decision variable, when a "0" and when a "1" are transmitted, at the output of the system described in Section V evaluated using the K. L. technique (solid line). The corresponding LLR is reported in Fig. 3 (solid line). 3) Gaussian Approximation: Quite often, the sampler output is approximated as a Gaussian random variable, so that the pdf when the pattern is transmitted can be easily written as (8) where and are the mean value and standard deviation of the decision variable when the bit pattern is transmitted, and can be evaluated either analytically or by simulation.
The pdfs obtained with the Gaussian approximation are reported in Fig. 2 (dashed line) . It is evident that the Gaussian pdf poorly approximates the exact pdf either when a "0" and when a "1" are transmitted.
The corresponding LLR is shown in Fig. 3 (dashed line). Since the optimum threshold setting for maximum likelihood detection (MLD) is at the cross-point between the pdfs, i.e.,
, it is evident from this plot that the Gaussian approximation fails in estimating the optimum decision threshold, and thus would yield inaccurate results also in a hard decoding procedure. 
III. SIMULATION MODEL OF THE OPTICAL SYSTEM FOR SOFT DECODING
In order to evaluate by simulation the performance of an optical system employing forward error correcting codes, it is quite often required to estimate the error probability through Monte Carlo direct error counting. This means that a very large number of bits has to be simulated. On the other hand, accurate simulation of the overall optical system (transmitter, amplifiers, fiber, optical filter, photodiode, electrical receivers) would require an unacceptable computational time.
As a valid alternative, we can use the transformation method described in [19] to statistically characterize the channel, and use it to generate the sufficient statistics to be provided to the decoder. The well known technique consists in transforming a uniformly-distributed random variable into a new random variable with probability density function , using the following relation: (9) where is the CDF of . The generation of a random variable with distribution can thus be achieved with the following two steps (see Fig. 4 ): 1) generate a random variable with a uniform probability distribution between 0 and 1; 2) evaluate the corresponding value of the random variable using (9) .
To implement this technique we need to be able to invert the CDF of , either analytically or numerically.
Assuming that the optical channel introduces a mild intersymbol interferences, limited to three bits period, we characterize the channel by evaluating the CDF for the eight possible received consecutive bit patterns 000, 001, 010, 011, 100, 101, 110, 111. In practice, we generate a conversion table which gives the values of , where is a uniformly distributed random variable and is the CDF for the decision variable when the bit pattern is transmitted. The general scheme of the simulation model based on the aforementioned technique and used to obtain the results reported in Section V is shown in Fig. 5 . A pseudorandom bit sequence (PRBS) is sent through the encoder, which generates a bit stream . At the same time, a sequence of random variables uniformly distributed is generated. The next block simulates the propagation along the fiber, generating the output random variables using the relationship (10) where , and . The LLR to be sent to the SISO module is finally evaluated using (3) implemented in software in tabular form.
IV. CONCATENATED BLOCK CODES AND SOFT ITERATIVE DECODING
Stemming from the proposal of turbo codes [1] , the application of concatenated block codes with interleaver in their serial form [4] known as turbo product codes to optical communication systems has been considered [13] .
The suboptimum, yet yielding a good performance/complexity tradeoff, decoding procedure for such codes is based on iterating some sort of soft information from one decoder to the other, until a reliable decision on the information bits can be made.
The iterated soft information is, in its optimal form, the extrinsic information, obtained by the a posteriori probability of input (or output) bits to (from) each decoder. These quantities can be evaluated through the BCJR algorithm (see [20] for a slightly more general description of it), which is easily applicable to convolutional codes, but requires a larger effort for block codes, which do not possess a regular trellis configuration. In the case of block codes, it is customary to derive the soft information through a slight modification [21] of the Chase algorithm [22] , or different algorithms [23] , [24] . In the following, we will summarize the algorithm used in Section V, which is the one in [21] slightly modified in notations to accommodate a non-Gaussian channel. In one case, in Section V we have also used the optimum SISO algorithm.
A. LLR's Approximate Evaluation
Consider a binary linear block code with parameters ( , , ), being the minimum distance of the code, on an arbitrary memoryless channel characterized by the two a priori pdfs and . The observation vector at the output of the channel for a transmitted code word is given by: (11) where the components of are random variables which represent the noise term added by the channel. Through a hard decoding with optimum threshold , we obtain the vector . A measure of the reliability of the hard detected binary digits can be obtained using the LLR of the received samples (12) The code word represents the estimate of the transmitted code word evaluated through the Chase algorithm [21] , [22] . To apply the iterative decoding algorithm, we need an estimate of the reliability of the . They can be found following the algorithm introduced by Pyndiah in [21] , modified in order to fit the case in which the pdf of the decision variable is not Gaussian.
The reliability of the decision can be defined [21] using the LLR of the transmitted symbol , given by (13) Taking into account the fact that is one of the code words of , we can write (14) where are the set of code words such that ,1 and, for memoryless channels (15) Let and be the code words, respectively, in and , with minimum distance from , where (16) By substituting (14) into (13) we obtain the following relation: (17) where with (18) with (19) For high SNR, and thus the second term in (17) tends to zero. By neglecting it, and using (15), we obtain an approximation for the LLR of decision equal to (20) Finally, we can write the reliability of the component as (21) From (12) (22) The LLR is taken as the soft output of the decoder. It has the same sign as and its absolute value indicates the reliability of the decision. Equation (22) can be rewritten as (23) where (24) The term is a correction term applied to the input data which plays the same role as the extrinsic information in the turbo codes literature and is uncorrelated with the input data .
To simplify the algorithm, the search for the concurrent code word or can be limited to the number of candidate code words generated by the Chase algorithm. When no concurrent code word is found, the reliability can be estimated as [25] ( 25) where is a set of the values of rearranged according to the increasing absolute values, and is an integer to be optimized.
B. Iterative Decoding of Product Codes
Consider a product code [21] composed by two systematic linear block codes and with parameters, respectively ( , , ) and ( , , ). On receiving matrix corresponding to a transmitted code word , the demodulator evaluates the reliability matrix . The first decoder performs soft decoding of the rows (or the columns) of using as input the matrix . Softinput decoding is performed using the algorithm described in Section IV-A and the soft output is computed using (22) or (25) . By subtracting the soft input from the soft output, we obtain the extrinsic information . The soft input for the decoding of the columns (or rows) at the second decoding step of is given by (26) where is used to reduce the influence of in the first iterations where the bit error probability is relatively high and thus is not reliable enough. It takes a small value in the first decoding steps and increases as the error probability tends to zero. The decoding procedure is then generalized by cascading the elementary decoding steps described above.
V. APPLICATIONS AND SIMULATION RESULTS
A. Optical System Description
The results reported in the following two sections are obtained evaluating the bit-error rate (BER) of a 10 Gb/s back-to-back optical system through direct error counting applied to the simulation model described in Section III. The general scheme of an optical system employing FEC was shown in Fig. 1 . The encoded data are transmitted on the optical channel using an OOK modulation technique with NRZ optical pulses (raised-cosine shaped with roll-off 0.8). The receiver is composed by a raised-cosine optical filter (roll-off 0.25) with bandwidth 20 GHz, followed by an ideal photodiode and a five-pole Bessel electric filter with bandwidth 8 GHz. The noiseless eye-diagram at the output of the electrical filter is shown in Fig. 6 .
B. Simulation Results
We will focus on three different coding configurations:
• A single Reed-Solomon (RS) code, of the kind that is presently used in optical communication systems.
• Two turbo product codes, which represent a possible alternative for next generation optical systems.
1) Single RS(31,27) with Soft Decoding:
In the first set of simulations, we have simulated a (31,27) RS code. We have chosen to use fifteen test sequences in the Chase algorithm, and we have considered reliable a point when 1,000 symbol errors had been detected. The BER as a function of the Q factor [16] per information bit measured on the received electrical signal is reported in Fig. 7 . The solid line shows the performance of the RS(31,27) when the LLR is evaluated using the K.L. technique, while the dashed line is referred to the results obtained evaluating the LLR using the Gaussian approximation (8) . Using the correct LLR in the decoding algorithm, it is possible to achieve a gain of 3.5 dB at , while almost all the gain is lost if the pdf of the decision variable is approximated by a Gaussian random variable.
2) Product Code : In the second set of simulations, we simulated a product code [21] composed by two (128,113) extended BCH codes. The scaling factor in (26) is given by
In the Chase algorithm, 15 test sequences have been used, and the parameter of (25) has been chosen equal to 4. A number of iterations equal to five iterations has been used in the iterative algorithm, since the gain in terms of becomes negligible for additional iterations. In all product codes simulations, we have considered reliable a point when one hundred product code matrices having at least one bit error after decoding had been received.
The BER as a function of the Q factor per information bit measured on the received electrical signal is reported in Fig. 8 . The solid line shows the performance of the product code when the LLR is evaluated using the K.L. technique, while the dashed line is referred to the results obtained evaluating the LLR using the Gaussian approximation (8) . Using the correct LLR in the decoding algorithm, it is possible to achieve a gain of 7.3 dB at , while the gain reduces to 6.5 dB if the pdf of the decision variable is approximated by a Gaussian random variable. Comparing this figure with the previous Fig. 7 shows that the loss incurred by the Gaussian approximation is smaller in the case of BCH product codes. This can be due to the fact that the BCH product codes are significantly more powerful that the RS codes, Fig. 8 . BER versus Q factor after five iterations using a product code BCH(128; 113; 6) . The solid line shows the results obtained evaluating the LLR using the K.L. technique, while the dashed line is referred to the results obtained evaluating the LLR using the Gaussian approximation.
so that the diverging of the performance curves might take place for very low bit error probabilities not explored in the simulations.
In [12] , [13] , the same block turbo code over an optical channel was considered. The optical fiber transmission system was modeled as an OOK) modulation over a Gaussian channel, with different noise variances for bit "0" and bit "1" transmitted. In this case, the pdf of the received samples is really Gaussian, and the LLR can be exactly evaluated assuming a Gaussian distribution of the decision variable. The simulation results presented in [12] , [13] shows a 7-dB gain of the product code with respect to the uncoded OOK, which is very close to the value obtained simulating the real optical channel statistical properties. The closeness of this result to what we obtain with the optimum LLRs stems from two mistakes compensating each other, namely, a wrong channel model plus a wrong LLR evaluation. On the other hand, when applying soft decoding to an actual system, the channel is the optical channel, so that the LLR evaluation based on an AWGN channel model would yield the highly suboptimal performance shown in this section.
Optical communication systems require very high bit rates, which, in turn, make accurate A/D conversion a difficult issue. To evaluate the effect of quantization on the performance, we show in Fig. 9 and 10 the results obtained when using a finite, and low, number of bits to uniformly quantize the soft information at the output of the channel for both the optimum and Gaussian-based LLR computations. The results show that in both cases four bits of quantization yield almost ideal performance, whereas using only two bits corresponds to a 1.5-dB penalty.
3) Product Code : As the last case, we simulated a product code composed by two (64,57,4) extended BCH codes. The scaling factor in (26) is given by:
In the Chase algorithm, 31 test sequences have been used, and the parameter of (25) has been chosen equal to 4. Also in this case, five iterations have been used in the iterative algorithm. Fig. 9 . BER versus Q factor after five iterations using a product code BCH(128; 113; 6) . The LLR has been evaluated using the K.L. technique. The solid line shows the results obtained without quantization, while the dashed lines are referred to the results obtained using 2 (diamonds, 5), 3 (stars, 3), and 4 (circles, ) quantization bits. Fig. 10 . BER versus Q factor after five iterations using a product code BCH(128; 113; 6) . The LLR has been evaluated using the Gaussian approximation. The solid line shows the results obtained without quantization, while the dashed lines are referred to the results obtained using 3 (stars, 3) and 4 (circles, ) quantization bits.
The BER as a function of the Q factor per information bit measured on the received electrical signal is reported in Fig. 11 . The solid lines show the performance of the product code when the LLR is evaluated using the K.L. technique, while the dashed lines are referred to the results obtained evaluating the LLR using the Gaussian approximation (8) . Two different decoding scheme have been used: the suboptimum algorithm for near-ML decoding described in Section IV (squares) and the optimal a posteriori probability SISO algorithm described in [20] (circles).
In both cases, the use of the Gaussian approximation for the evaluation of the pdf of the decision variable yields a significant loss in the coding gain, and also, in this case, an error floor starting below .
VI. CONCLUSIONS
In this letter, we have described a technique to obtain the optimum LLR to be provided to the soft decoder in optical communication systems employing concatenated codes and iterative decoding. The performance of the iterative decoder endowed with the optimum LLR computation is compared with that of a decoder using a Gaussian approximation of the optical channel. Simulation results refer to practical turbo-product codes that have been proposed to replace the RS codes in optical communication systems, and encompass the effect of quantization on the LLR. The results show that the Gaussian assumption in computing the LLR for the optical channel leads to significant losses.
