The formulation of generalized linear models in Loss Models by Klugman, Panjer, and Willmot [5] is a bit more general than is often seen, in that the residuals are not restricted to following a member of the exponential family. Some of the distributions this allows have potentially useful applications. The cost is that there is no longer a single form for the likelihood function, so each has to be fit directly. Here the use of loss distributions (frequency, severity, and aggregate) in generalized linear models is addressed, along with a few other possibilities.
INTRODUCTION
The paradigm of a linear model is multiple regression, where the dependent variables are linear combinations of independent variables plus a residual term, which is from a single mean-zero normal distribution. Generalized linear models, denoted here as GLZ 1 , allow nonlinear transforms of the regression mean as well as other forms for the distribution of residuals.
Since many actuarial applications of GLZ are to cross-classified data, such as in a loss development triangle or classification rating plan, a two-dimensional array of independent observations will be assumed, with a typical cell's data denoted as q w,d . That is easy to generalize to more dimensions or to a single one. It appears that their intention is that η does not take any of the parameters of the distribution as arguments, although this is not explicitly stated. An interesting special case is where η is the identity function, so the mean of q w,d is z w,d β. Another key case is where η is exp, so E[q w ] = exp(z w,d β). This is a multiplicative model in which the mean is the product of the exponentiated summands in z w,d β.
Standard regression sets the mean z w,d β to the μ of a normal distribution, which has another parameter σ that is constant across the cells. But almost any distribution that has a mean could be reparameterized so that the mean is one of the parameters. This allows virtually any distribution to be used for the residuals. The mean-parameter will be referred to as μ hereafter.
Usual GLM requires the distribution to be from the exponential family. Mildenhall (1999) [7] defines this as a distribution that can be written in the form f(x;μ,φ) = and weighting constant w. The tricky part is that μ appears only in the exponent and is constrained in how it combines with φ. For any μ, c has to make the integral unity. While quite a few models are possible with this family and various η functions, expanding the universe of distributions leads to other interesting models. Some of the simplicity of exponential models is lost, however.
c(x,φ)/exp[d(x;μ)/(2φ)] where
Standard theory shows the mean of an exponential model is μ and the variance is φV(μ)/w. The V function defines the exponential model uniquely. Using w=1 and V = μ j with j = 0, 1, 2, 3 gives the normal, Poisson, gamma, and inverse Gaussian distributions, respectively. The ratio of the coefficient of skewness to the coefficient of variation (or CV, which is the standard deviation divided by mean) for these distributions is also 0, 1, 2, 3, respectively. Renshaw (1994) [10] has a formula that implies more generally that skewness/CV is μ∂lnV/∂μ whenever w=1.
normal and t-distributions 2 the mean and variance are not related, which could be expressed as the variance being proportional to μ 0 . The Poisson has variance proportional to μ 1 , and quite a few distributions have variance proportional to μ 2 . Other relationships of mean and variance will be discussed below. One advantage of GLZs is that distributions with the same relationship of variance to mean might have different tail properties, including different skewnesses and higher moments, giving more flexibility in fitting models to data.
In linear regression the failure of the observations to match the predictions of constant variance is called heteroscedasticity. Often this occurs because the variance is smaller for smaller observations. In such a case using a distribution with variance proportional to a power of the mean might solve the heteroscedasticity problem. A simple example is the Poisson, where μ is the λ parameter, which then gets set to η(z w,d β) for each cell and then is the mean and variance of the cell.
Virtually any distribution can be used in a GLZ. Specific examples of frequency, severity, and aggregate loss distributions in GLZs are discussed next, followed by estimation issues and examples from modeling loss development triangles.
FREQUENCY DISTRIBUTIONS IN GLZ
For the Poisson in λ, the mean and variance are both λ = η(z w,d β). The negative binomial is more interesting. In the usual parameterization, the variance is a fixed multiple of, but greater than, the mean. Negative binomial distributions are in the (a,b,0) class, which means that for k>0, there are values a and b so that probabilities follow the recursive relationship p k = (a+b/k)p k-1 . The negative binomial has two positive parameters, r and β, with mean = rβ and variance = rβ(1+β). Skewness/CV is 1+β/(1+β), which is between 1 and 2. Probabilities start with p 0 = (1+β) -r and in the recursion a = β/(1+β) and b = (r-1)a.
There are two simple ways to express the negative binomial mean as a parameter. First, keeping the parameter β, replace r by μ/β, so there are two parameters β and μ and the mean CAS E-Forum Summer 2007 www.casact.org 4 is μ. The variance rβ(1+β) becomes μ(1+β). In a GLZ the mean is μ = η(z w,d β) and the variance is η(z w,d β)(1+β), which is proportional to the mean. On the other hand if you keep r and replace β by μ/r, the parameters are r and μ, and the mean is again μ, but the variance rβ(1+β) is μ(1+μ/r), which is quadratic in μ. This form is in the exponential family. Thus depending on how you parameterize the negative binomial, its variance can be either linear or quadratic in the mean.
The parameterization chosen does not make any difference for a single distribution.
Suppose for example that X has r = 3 and β = 10 and so mean μ=30 and variance 330. The variance is μ(1+β) in the first formulation and μ(1+μ/r) in the second, both of which are 330. A difference comes when modeling other variables while keeping parameters other than μ constant. Suppose Y has mean 100. If β is kept at 10, μ(1+β) = 1100, while if r is kept at 3, μ(1+μ/r) = 3433. The parameterization to choose would be the one that best captures the way the variance grows as the risk size increases. This same idea is applied to severity distributions next.
SEVERITY DISTRIBUTIONS IN GLZ
A parameter θ of a distribution of X is a scale parameter if the distribution of a multiple of X is obtained by substituting that multiple of θ into the original distribution. The k th moment of the distribution is then proportional to θ k . Thus if the mean μ is a scale parameter, the variance is proportional to μ 2 .
Inverse Gaussian
As an example, consider the inverse Gaussian distribution with density Here μ is a scale parameter, with EX = μ and VarX = αμ 2 . However it is more usual to parameterize the inverse Gaussian with λ = μ/α, so α is replaced by μ/λ:
Now μ is no longer a scale parameter, even though it is still the mean. The variance is μ 3 /λ, and so is proportional to μ 3 instead of μ 2 . This is in the exponential family as μ is just in the exponent. Both forms meet the requirements to be GLZs, so either variance assumption can be accommodated. The choice would depend on how the squared deviations from the cell means tend to vary with the means η(z w,d β). If they seem to grow proportionally to the square of the mean, ig 1 would be indicated, but if they grow with the mean cubed, ig 2 would be preferred.
How the variance relates to the mean is thus not a fundamental feature of the inverse
Gaussian, but is a result of how it is parameterized. A characteristic constant of this distribution, not dependent on parameterization, is the ratio of the skewness to the CV. In 
Gamma
Substituting alternative parameters can be done for other distributions as well. λ. This works for any real p, so the gamma variance can be made to be proportional to any power of the mean, including zero. This will be called the gamma p. Hewitt (1966) [3] noted that if larger risks were independent sums of small risks, the variance would grow in proportion to the mean. He found in fact that aggregate loss distributions for some insurance risks can be modeled by gamma distributions, and that the gamma variance grows by about μ 1.227 . This relationship could be modeled by the gamma p with p = 0.227.
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As with the inverse Gaussian, the ratio of skewness to CV is a characteristic constant of the gamma distribution. With power p, the third central moment is 2λ
. This gives skewness of 2λ
, which is twice the CV, so the ratio is 2 for the gamma regardless of p. Thus an inverse Gaussian is 50% more skewed than the gamma with the same mean and variance.
Lognormal
The lognormal density can be parameterized as:
Here θ is a scale parameter. The mean is θe τ/2 and the variance is and μ = αθ, the mean and variance are μ and μ 2 (α 2 -1) and
For the lognormal a characteristic constant is the ratio of skewness to CV minus the CVsquared. This is always 3, regardless of parameterization.
The usual parameterization of the lognormal is:
. This has It is not hard to see that μ has been replaced by ).
Pareto
The Pareto is another interesting case. Consider
. This has 
which is still quadratic in μ.
AGGREGATE DISTRIBUTIONS IN GLZ
Aggregate distributions can be especially useful for residuals that are continuous on the positive reals but also could take a positive probability at zero. This is often seen out in late lags of a development triangle, for example.
Poisson-Gamma Aggregates
An example of an aggregate loss model in the exponential family is the Tweedie distribution. This starts by combining a gamma severity in α and θ that has mean αθ and variance αθ 2 with a Poisson frequency in λ. Then the aggregate distribution has mean μ =λαθ and variance = λαθ 2 (α+1) = μθ(α+1). Since this can also be written as
(1/α+1), it is clear that the variance is linear in the frequency mean and quadratic in the severity mean.
If the restriction λ = k(αθ) α is imposed, then μ = k(αθ) α+1 , and the variance is
. This is the Tweedie distribution. The variance is proportional to a power of the mean between 1 and 2, which is often realistic for sums of claims. The link between frequency and severity is problematic, however. It would seem unusual for the observations with the smaller number of claims to also have the smaller claim sizes.
Kaas (2005) [4] expresses the Tweedie by replacing the three parameters λ, α, θ of the Poisson-Gamma with three others μ, ψ, and p by the formulas:
This looks like a 3 for 3 swap of parameters, so it is not clear that a relationship between the frequency and severity means has been imposed. But (αθ) α in this notation is:
.
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α , which is the restriction originally imposed above. This k is not a function of μ and can also replace ψ by
This gives a parameterization of the Tweedie in terms of k, p, and μ:
The mean is still μ, the frequency mean is k times the severity mean raised to the power
, and the aggregate variance is now 
which is again proportional to a power of the mean between 1 and 2. 
Poisson-Normal

Poisson-Constant Severity Aggregates
The simplest aggregate loss distribution is probably Poisson frequency with a constant severity, called the PCS distribution. If θ is the severity, a cell with frequency λ has mean θλ= η(z w,d β) and variance θ 2 λ = θη(z w,d β). This is sometimes called the over-dispersed
Poisson distribution, but PCS may be more descriptive, especially if θ < 1. Some authors define the over-dispersed Poisson more broadly as any distribution in the exponential family
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If X is the total loss random variable, X/θ is Poisson in λ = EX/θ = μ/θ. Thus There is an extra θ in the denominator of f that is not in p, but that will not affect the MLE of μ or the components of μ if μ is a function of covariates. This is interesting because setting μ w,d = U w g d in the PCS and estimating by MLE is known to give the chain-ladder The divergence arises from the fact that the ZMCSP expected value is not exactly μ.
Integrating xf(x) shows that the mean is actually:
This is greater than μ, but not by much, unless λ is small, as Table 1 shows. Since the function of μ needed to produce the mean depends on the parameters of the distribution, the ZMCSP is probably not a GLZ. As with the Pareto with infinite mean, extending the definition of GLZ a bit to include linear modeling of a parameter that is not the mean may make sense. Whether or not this is considered a GLZ, it is still a useful model.
The variance is a bit less than θμ for small values of λ.
For large values of λ the integral is λ+1, but it is different for smaller λ. In a recent study of a fairly noisy runoff triangle, μ/θ was less than two for just one observation and less than five for five observations, out of 55. Thus, a few small observations would have fitted means a percent or two different from the chain ladder's.
While the noted match of the PCS and chain-ladder reserve estimates holds exactly only when all probability is concentrated on integer multiples of θ, the ZMCSP comes close to having this relationship in the continuous case.
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Geometric -Exponential
The geometric frequency distribution can be described with a parameter α by p k = α(1 -α) k for k ≥ 0. This has mean (1 -α)/α and variance (1 -α)/α 2 , which is higher than the mean. With an exponential severity in mean θ, the aggregate distribution has mean θ(1 -α)/α and variance θ 2 (1 -α 2 )/α 2 . The aggregate survival function is known 4 to be S(x) = (1 -α)e -x α/θ . Both the frequency and aggregate distributions have a point mass of α at 0.
Either α or θ can be replaced by the mean μ, but probably keeping a constant θ would be useful more often. This replaces α by θ/(μ+θ). Thus when μ is higher, the probability α of an observation of zero is lower, which would make sense in many cases. The aggregate mean and variance become μ and μ(μ+2θ) with survival function S(x) = μ/(μ+θ)e -x /[μ+θ] . The variance is quadratic in the mean but with the linear term it increases more slowly than μ 2 .
For MLE the aggregate density is f(x) = μ/(μ+θ) 2 e -x /[μ+θ] for x > 0 and p 0 = θ/(μ+θ). In non-parametric estimation, it is common to adopt the criterion of minimizing the sum of the squared errors, regardless of distribution. This treats a fixed squared error in any observation as equally bad -basically incorporating a constant variance assumption. This reduces to the normal distribution when in the exponential family, so minimizing squared error is a normal non-parametric approach. It sets the sum of weighted errors to 0. This is called unbiased, which sounds like something you want to be, but is not always that important.
ESTIMATION ISSUES
If the same weighted relative error is equally bad across observations this is more of a Poisson assumption. This could also be used in a non-parametric context, where the weighted sums of relative errors are set to 0. This could be done without assuming the form of the distribution, so could be a Poisson non-parametric approach. …, x 2n-2 get weight 2/3. Figure 1 shows an example of the integrand for the Poisson-gamma density. This is for an x that is more than six standard deviations below the mean for a positively skewed distribution, so the integrated probability is low (7.5e-19) . This makes the integration a bit more difficult as the dampening cycles have to get quite small before it stabilizes. However this occurred by about t = 10. Less remote probabilities have cycles that damp out more quickly.
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There is a problem with this integral, however. The integration for f(x) does not Venter (2007) [12] fit the development triangle in Table 2 This is a loss development model with a constant term and calendar-year adjustments up through lag 5, but for lags 6 and beyond the constant term and the calendar-year adjustments operate but there are no development factors. The late development appears to be random in time and not dependent on the level of the accident year. There are heteroscedasticity issues, however. The smaller incremental losses at the end tend to have lower residualswhich actually seems desirable. Also the 0 to 1 development factor fits unreasonably well, so the residuals are also lower for the large increments at lag 1.
DEVELOPMENT FACTOR EXAMPLE
To address these issues, the same model was fit using Mack's ZMCSP distribution and the gamma p, where p was -0.29. The other parameters, negative loglikelihood, and AICc/2 are shown in Table 3 .
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www.casact.org 17 For N observations and p parameters, taking half of the small sample AIC, denoted AICc, penalizes the negative loglikelihood by Np/(N -p -1). For small samples (N < 40p) this is growing in popularity as the best way to penalize for extra parameters. Usually all parameters are penalized but for comparing fits maybe parameters that do not affect the fit can be ignored. Here for the normal and ZMCSP, p was set to 8, as θ and σ do not affect the fit.
However for gamma p it was set to 10, as λ and p do. Still it gave the best AICc. N is 77 for this data.
The fit is clearly worse for the normal regression, reflecting the heteroscedasticity issue.
The variance for the gamma p is μ 0.71 . Usually a power less than 1 is not anticipated, thinking of losses coming from a compound frequency-severity distribution. The abnormally good fit for the 0 to 1 factor, which has the largest observations, may be pushing the power down.
The regression coefficients are quite similar for all the distributions, reflecting the common wisdom that heteroscedasticity does not greatly distort regression estimates. The distribution of possible results will vary among the distributions, however. Overall the gamma p seems to fit better. column of q's tends to be negative and so its mean g is as well. Mildenhall (2005) [8] shows that there is a model for each r and s for which this iteration gives a reasonable estimate. The cases s=1, r = -1, 0, 1, and 2 are the inverse Gaussian, gamma, Poisson, and normal distributions, respectively, and the estimates are MLE for the β's if the other parameters are known or do not affect the estimates of the β's.
With arbitrary s the power transforms of these distributions are realized. Taking r=0 gives the transformed gamma or inverse transformed gamma, depending on the sign of s, and so a wide range of distribution shapes. If 1 < r < 2 and s = 1, the Tweedie with p = r is produced.
If p and ψ are known, the iteration gives the MLE for the β's. This could be done within an optimization routine that is looking for the MLE values for p and ψ, so would only require a routine that works for two variables. Table 4 is a development triangle from Taylor-Ashe (1983) [11] . Venter (2007) [12] fit a form of the PCS multiplicative effects model to this data. Each cell μ w,d was set to the product of row, column, and diagonal effects, but some parameters are used more than once. Accident year 0, a low year, gets its own parameter U 0 . Accident year 7 also gets its own parameter U 7 as it is high. All the other years get the same parameter U a , except year 6 which is a transition and gets the average of U a and U 7 . Thus, there are three accident-year parameters.
MULTIPLICATIVE MODEL EXAMPLE
The years are divided into high and low payment years with parameters g a and g b for fraction of total loss paid in the year. Delay 0 is a low year as payments start slowly. Delays 1, 2, and 3 are the higher payment lags and all get g b . Delays 5, 6, 7, and 8 are again low getting Fitting the PCS is done by maximizing ( ) ∑ and parameter is in Table 6 . So far this is all from keeping the PCS framework and replacing the estimated θ from the moment method by that from MLE from ZMCSP. The ability to estimate θ by MLE is actually the main difference between the two distributional assumptions. In this case the MLE θ is quite a bit lower, which gives a lower variance. It is also useful to have an optimized negative loglikelihood to compare to other models, as in the development factor example. Here that is 725.
Recall that the mean and variance of each cell differs a little from μ and θμ in the 
CONCLUSIONS
GLMs provide a powerful modeling tool, but the exponential family has some limitations.
By not requiring this form, even familiar distributions can be reparameterized to provide different relationships between the mean and variance of the instances of the fitted dependent variable. When fitting aggregate loss distributions, the gamma is often a good starting point for the shape of the distribution, and so fitting the gamma p, which is a gamma but allows for the variance to be any desired power of the mean, is often a good way to get an indication of the form of the variance to mean relationship. Other distributions can then be tried which have approximately that relationship.
Even when using exponential family distributions, computing power is usually sufficient to calculate the full likelihood function, instead of approximations sometimes used in GLMs.
GLZs thus expand the limitations of GLMs, yet there are still situations where it may be useful to use strictly nonlinear models.
