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Abstract—Recent advances on hardware accelerators and edge computing are enabling substantial processing to be performed at each
node (e.g., robots, sensors) of a networked system. Local processing typically enables data compression and may help mitigate
measurement noise, but it is still usually slower compared to a central computer (i.e., it entails a larger computational delay). Moreover,
while nodes can process the data in parallel, the computation at the central computer is sequential in nature. On the other hand, if a node
decides to send raw data to a central computer for processing, it incurs a communication delay. This leads to a fundamental
communication-computation trade-off, where each node has to decide on the optimal amount of local preprocessing in order to maximize
the network performance. Here we consider the case where the network is in charge of estimating the state of a dynamical system and
provide three key contributions. First, we provide a rigorous problem formulation for optimal real-time estimation in processing networks,
in the presence of communication and computation delays. Second, we develop analytical results for the case of a homogeneous network
(where all sensors have the same computation) that monitors a continuous-time scalar linear system. In particular, we show how to
compute the optimal amount of local preprocessing to minimize the estimation error and prove that sending raw data is in general
suboptimal in the presence of communication delays. Third, we consider the realistic case of a heterogeneous network that monitors a
discrete-time multi-variate linear system and provide practical algorithms (i) to decide on a suitable preprocessing at each node, and (ii) to
select a sensor subset when computational constraints make using all sensors suboptimal. Numerical simulations show that selecting the
sensors is crucial: the more may not be the merrier. Moreover, we show that if the nodes apply the preprocessing policy suggested by our
algorithms, they can largely improve the network estimation performance.
Index Terms—Networked systems, Communication latency, Processing latency, Processing network, Resource allocation, Sensor fusion,
Optimal estimation, Smart sensors.
F
1 INTRODUCTION
IN the last decade, networked control systems and relateddomains, such as Internet of Things (IoT) and Cyber-Physical
Systems (CPS), have witnessed an unprecedented growth.
The increasing interest towards these systems stems from the
broad range of applications they enable: air-pollution moni-
toring for city air quality [22], smart grids [29], robot swarms
for target tracking [21], and autonomous car networks [38],
to mention a few. On the one hand, the deployment of
increasingly powerful communication protocols, such as 5G,
carries the promise of further enhancing the communication
capabilities and scale of future networked systems. On the
other hand, advances in electronics, such as embedded
GPU-CPU systems [26] and dedicated hardware [40] for
embedded systems, make edge computing an appealing and
powerful strategy, where the nodes in the network can locally
preprocess the acquired data, saving communication and
possibly reducing the workload of a central station collecting
and post-processing the data.
The concurrent availability of both efficient wireless
connections and low-power processing hardware raises
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Fig. 1. Example of processing network : drones track a moving vehicle in
the presence of computation and communication constraints. Each drone
can preprocess the acquired images before transmitting to a central
station.
a computation-communication trade-off. In particular, it is
nontrivial whether a node should send raw data to the
central station for processing, with negligible computation
at the edge but higher communication delays, or preprocess
the data locally, obtaining more accurate and compact
information to be transmitted to and processed by the central
station. Fig. 1 provides an example of this trade-off: it depicts
a network of drones observing the state of a truck and
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Fig. 2a. Delayed data transmission with two sensors.
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Fig. 2b. Multi-rate network. Crosses on the bottom axis highlight states
observed by sensor 1 but not by sensor 2.
transmitting data to a fusion station (bottom-right laptop),
in charge of tracking the vehicle. The sensors may have
heterogeneous resources: for instance, the hexarotors (nodes
2 and 4) might have powerful onboard GPU-CPU systems,
while the quadrotors (1 and 3) limited processing hardware.
Therefore, some sensors might prefer sending raw data
and incur larger communication delays, while other might
preprocess the data at the edge. These choices will impact
the quality of the truck state estimate: larger computational
and communication delays will introduce more uncertainty,
hindering the tracking task. Fig. 2 shows the central station
receiving delayed information.
This paper investigates such communication-
computation trade-off in a networked system (possibly
multi-rate, see acquisition scheme in Fig. 2b) monitoring a
time-varying phenomenon, modeled as a dynamical system.
Related work in IoT is typically concerned with optimiz-
ing data transmission through efficient communication poli-
cies, mainly using the so-called Age of Information (AoI) [45],
[52], [54], or the estimation error [51] as performance metrics.
In [18], the Cost of Update Delays (CoUD), a non-linear
function of AoI, is proposed as an alternative metric. The
works [4], [18] introduce the Value of Information of Update
(VoIU), describing the impact of new samples on the state
estimation depending on delay and data correlation. While
these works share some of our motivations, they focus on
communication/channel properties and on the freshness of
the transmitted sensor data, not accounting for computation
latency nor for the dynamic nature of the monitored system.
Moreover, our results establish a direct connection between
the time constants of the monitored dynamical system and
the optimal computation and communication policy.
Related work in control and robotics has mainly focused
on other aspects of networked systems. On the one hand,
the control literature extensively investigates the co-design
of estimation and control for networked control systems
in the presence of communication constraints, such as
data rate, quantization, delays, and limited information.
The works [3], [5], [8], [28], [36], [37] analyze the trade-
Fig. 3. Left: You-Only-Look-Once (YOLO) and RetinaNet are convolutional
neural networks that can trade runtime and classification accuracy
(errors on y-axis are computed as the inverse of mAP-50 scores).
Right: Randomized Tour Improvement is a classical greedy algorithm
which approximates the optimal tour for the traveling salesman problem,
shortening an initial route. Adapted from [31, Fig. 3], [55, Fig. 3].
offs between communication and control performance (e.g.,
stability, LQR cost). Related work [9], [24] focuses on system
stability under limited bandwidth. On the other hand, a large
body of work studies the design of sensing and actuation. The
line of work [6], [11], [15], [16], [20], [25], [27], [41], [42], [43],
[49], [53] investigates sensors and actuators selection, in order
to maximize some performance metric. For example, [20]
studies a convex LMI formulation, while [46], [48] establish
a more direct connection between sensing and estimation
performance, by proposing co-design approaches for sensing,
estimation, and control. More recent work in robotics [7] stud-
ies computational-offloading in cloud robotics and proposes
a learning-based approach. Departing from the traditional
focus on communication constraints, our model also captures
computational delays and studies the fundamental trade-off
between computation and communication. A few related
works investigate computational delays. For instance, in [47]
the delays of different devices is studied to find an optimal
network processing policy. The work [44] characterizes the
delays occurring in a network with cloud fog offloading,
with case study on Fast Fourier Transform computation,
while [14] investigates multimedia data processing with
different architectures. Contrary to these works, we put
an emphasis on the system dynamics, and inform the
computation and communication policy with the parameters
of the system being monitored. For instance, a computational
delay of a few seconds is acceptable when monitoring the
temperature in a building, but it is unacceptable when the
goal is to estimate the target of a drone performing aggressive
maneuvers during a fast pursuit.
We propose three contributions. First, we introduce a
mathematical model for a processing network, where nodes can
perform local computation prior to communicate data to a
central station (Section 2). We consider a set of smart sensors
in charge of estimating the state of a dynamical system in
the presence of communication and computational delays.
We consider nodes executing anytime algorithms [55], i.e.,
whose performance improves with the runtime (as typical
descent algorithms in optimization). Anytime algorithms
are popular in computer vision and robotics applications:
for instance, [1], [31] study resource-aware neural networks
whose complexity can be traded with runtime (Fig. 3), [19]
adapts image-processing filters to real-time tasks by varying
their kernels, [32] proposes a learning-based adaptive
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image compression, [17] studies a planning algorithm
that asymptotically converges to the optimal solution. Our
model captures such nature of the preprocessing using a
computation-dependent measurement noise at each sensor.
Second, we use our model to compute the amount of pre-
processing at each node in the simple case of a homogeneous
network (all nodes carry the same computation) monitoring
a continuous-time scalar linear system (Section 3), and prove
that the optimal delay can be computed and characterized
analytically. Also, we show that sending raw data is in
general suboptimal in the presence of communication delays.
Furthermore, we show that in the presence of computational
delays –contrarily to conventional wisdom– using more
sensors might hinder estimation performance (intuitively:
processing data from each sensor induces a computational
delay, which introduces extra uncertainty in the estimation).
Third, we consider a more realistic heterogeneous net-
work monitoring a discrete-time multivariate linear system.
Since using all sensors is not necessarily an optimal policy,
we extend our formulation to also select an optimal set of
sensors, besides deciding the optimal preprocessing at each
sensor. Towards this goal, we first show how to compute
an estimation-theoretic cost function to be optimized by the
processing network (Section 4), possibly including multi-rate
sensors (see Fig. 2b). Then, also leveraging the formal analy-
sis made on homogeneous networks, we propose a greedy
algorithm to select the preprocessing and sensors (Section 5).
Numerical results (Section 6) show that (i) our algorithm
can indeed compute near-optimal policies, (ii) that using all
sensors is in general suboptimal, and (iii) that the proposed
policy can largely improve the network performance. We
conclude and discuss future work in Section 7.
2 OPTIMAL ESTIMATION IN PROCESSING NET-
WORKS: PROBLEM FORMULATION
A processing network is a set of interconnected nodes1 that col-
lect sensor data and leverage onboard computation to locally
preprocess the data before communicating them to a central
fusion center. In this paper, we consider the case where the
network is tasked with obtaining an accurate estimate of the
state of a time-varying phenomenon observed by the nodes,
in the presence of communication and computation latencies.
2.1 Anatomy of a Processing Network
Dynamical system: We consider a processing network mon-
itoring a discrete-time dynamic phenomenon described by
the following linear time-invariant (LTI) stochastic model:
xk+1 = Axk + wk (1)
where xk ∈ Rn is the to-be-estimated state of the system at
time k, A ∈ Rn×n is the state matrix, and wk ∼ N (0, Q) is
i.i.d. zero-mean Gaussian white noise with covariance Q.
Nodes (smart sensors): The processing network includes
the set of nodes V . After acquiring raw data, each node may
refine them via some local preprocessing. For instance, in the
control application of Fig. 1, each drone is a smart sensor that
may preprocess raw images to get local measurements of the
1. We often refer to the nodes as smart sensors to stress their computa-
tional and sensing capabilities.
state (the tracked vehicle location and velocity). Depending
on the available time and computational resources, a sensor
may either run different procedures, or adopt an anytime
algorithm (e.g., varying the number of visual features [13]),
to obtain a refined measurement. The local measurements
produced by all nodes in the network (possibly after some
preprocessing) are modeled as:
zk(Tp) = Cxk + vk(Tp), zk(Tp) =

z
(1)
k (τp,1)
...
z
(|V|)
k (τp,|V|)
 (2)
where z(i)k ∈ Rmi is the measurement collected at time k by
the i-th node (starting from an initial time k0 ≤ k), τp,i is the
preprocessing delay associated with that node, C describes the
state-to-output sensor transformation, and vk ∼ N (0, R) is
i.i.d. zero-mean Gaussian noise; Tp .= {τp,i}i∈V collects all
the preprocessing delays, and zk contains the measurements
from all nodes. To capture the anytime nature of the node
preprocessing, we model the intensity R(Tp) of the noise
vk as a decreasing function of the delays τp,i, that is, the
more time a node spends on local preprocessing, the more
accurate the resulting data are. In general, nodes with faster
processors induce a faster decrease of the uncertainty R,
since they can quickly process a larger amount of sensor data
(this is formalized in Section 3).
Communication network: The nodes transmit preprocessed
data to the central station for fusion.
To account for channel unreliability, we associate to the
measurement transmitted from the i-th node at time k
the binary random variable γ(i)k ∼ B(λi), which denotes
successful reception at the central station. Conversely, 1− λi
is the packet-loss probability associated with each transmitted
measurement from the i-th node. We assume that γ(i)k and
γ
(j)
` are uncorrelated if k 6= ` or i 6= j. Finite capacity is
modeled as upper bound on the number of data packets
per unit time, which induces a maximum number of nodes
transmitting simultaneously.
Given limited bandwidth, also data transmission induces a
communication delay τc,i (potentially different for each node
i). We consider two possible models for τc,i as a function of
the preprocessing delay τp,i:
• constant τc,i: the transmitted number of packets is fixed
and does not depend on the amount of preprocessing, but
may increase with the dimension of the transmitted data;
• decreasing τc,i: if nodes compress the measurements, a longer
preprocessing yields fewer packets to transmit. In this case,
nodes with more computational resources induce a higher
compression rate, leading to a faster decrease of τc,i.
The total delay to preprocess and send the data from the i-th
node to the central station is τ˜i
.
= τp,i + τc,i (see Fig. 2a).
Fusion center: The central station is in charge of fusing
all received sensor data to compute a state estimate. Such
centralized processing adds further latency, namely the fusion
delay τf,tot, which is the sum of all delays τf,i required to
process the data stream from each node i.
As for the communication delay, we assume that the fusion
delay τf,i is either constant, or it decreases with the delay
τp,i (intuitively, the more preprocessing is done at the node,
the less effort is needed for fusion). In the former case, the
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Fig. 4. Block diagram of the processing network with preprocessing, communication and fusion delays.
delay is simply a function of the computational resources
at the fusion station. In the latter, it might depend on the
amount of data compression performed by node i.
Fig. 4 provides an overview of the processing network with
the different latency contributions - by node preprocessing,
communication, and centralized fusion. As highlighted by
the figure, the raw data goes through a number of operations,
each one inducing delays. Therefore, the state estimate at
time k will not include measurements at time k, but only
partially outdated measurements collected at time < k, due
to the delays. This is formalized in the following definition.
Definition 1. The processed dataset at time k is
Zk
(Tp) .={z(i)`i (τp,i) : `i∈ [k0, k−τ˜i−τf,tot], γ(i)`i =1}i∈V (3)
In words, the processed dataset includes all correctly received
measurements except the most recent ones collected during
communication and data processing, i.e., during the latest
τp,i + τc,i + τf,tot timestamps.
2.2 Optimal Estimation in Processing Networks
In this section we first motivate our interest in optimizing
for the amount of preprocessing at each node and the need
to select a subset of nodes. Then, we provide a suitable per-
formance metric to measure estimation performance. Finally,
we put together these elements to formulate the problem of
optimal estimation in processing networks (Problem 1).
Preprocessing selection: While the sensor data might be
received and fused with some (computation and communi-
cation) delay, we are interested in obtaining an accurate
state estimate at the current time k; this entails fusing
sensor information Zk(Tp) (partially outdated, due to the
computation and communication delays) with the open-loop
system prediction in (1). These delays create a nontrivial
communication-computation trade-off: is it best to transmit
raw sensor data and incur larger communication and fusion
delays, or to perform more preprocessing at the edge and
transmit more refined (less noisy and more compressed)
estimates? For instance, consider again Fig. 1 where robots
compute local estimates from images. Consider the case
in which the local estimates are computed using local
features extracted from the images, as common in geometric
computer vision [12]. Each extracted feature both enhances
node-side accuracy and possibly reduces transmission and
fusion latency. However, feature extraction entails some
preprocessing latency at the edge. A trade-off emerges: on
one hand, many features cause a delayed prediction; on the
other hand, few provide poor accuracy. An optimal estimation
policy has to decide the preprocessing at each node in a way
to maximize the final estimation accuracy.
Sensor selection: In addition, the fusion latency increases
with the number of sensors transmitting data. As a conse-
quence, the amount of open-loop prediction required to
compensate for the fusion delay increases with the number
of nodes, hence adding more sensors does not necessarily
improve performance. Therefore, in order to maximize the
estimation accuracy, the network can also decide to use only
a subset of sensors S ⊆ V (below we refer to those as active
nodes), such that the state estimate is computed using only
data from those sensors, Zk
(S, T Sp ) ⊆ Zk (Tp), where T Sp
denotes the set of computational delays for the active nodes.
Performance metric: In a state estimation problem, the es-
timation performance can be measured as the Mean Squared
Error (MSE) of an optimal estimator, i.e., Var
(
xk − xˆk(T Sp )
)
,
where xˆk
(T Sp ) .= g (Zk (S, T Sp )) is the state estimate from
an optimal estimator that uses the reduced processed dataset
Zk
(S, T Sp ). We use the Kalman filter, which is the optimal
MSE estimator for linear systems with Gaussian noise.
However, the optimal filter comes with the nuisance of time
variance and dependence on the specific packet arrivals, and
convergence analysis is not feasible (cf. [34], [39]). Instead,
we resort to the (suboptimal) filter with constant gains (i.e.,
not depending on the arrival-sequence instance), and address
the steady-state expected performance.
Problem formulation: We are now ready to formalize the
problem of Optimal Estimation in Processing Network.
Problem 1 (Optimal Estimation in Processing Network).
Given system (1) with available sensor set V and measure-
ment model (2), find the optimal sensor subset S (the active
sensors) and preprocessing delays T Sp that minimize the
steady-state expected estimation error variance:
arg min
S ⊆ V
T Sp = {τp,i}i∈S ∈ N|S|
tr
(
P∞|∞−τtot
(
T Sp
))
(4)
where the total delay τtot is defined as
τtot
.
= min
i∈S
τ˜i︸ ︷︷ ︸
.
= τ˜min
+
∑
i∈S
τf,i︸ ︷︷ ︸
.
=τf,tot
(5)
and the steady-state expected error covariance is
P∞|∞−τtot
(
T Sp
)
.
= lim
k→+∞
E
[
Var
(
xk − xˆk
(
T Sp
))]
(6)
where the expectation is taken with respect to the sequence
{γ(i)k ∀k ≥ k0,∀i ∈ S}.2 The delay τtot accounts for the fact
that, because of delays, the steady-state estimate relies on
partially outdated measurements: τ˜min is the time it takes to
2. We assume that the packet-loss probabilities are small enough so as
that the steady-state estimator with constant gains exists.
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receive all processed data from the sensors (including the
freshest data collected in Zk(S, T Sp )), while τf,tot is the time
it takes to fuse them at the central station.
Remark 1 (Parallel data collection vs. sequential fusion). The
delay τ˜min is computed as the minimum over the active
sensors, as these work in “parallel”, while the fusion delay
τf,tot is additive, as in general the fusion center processes all
data sequentially. Therefore, the latter is more sensitive to
variations of computational delays. Besides, the fusion delay
increases with the number of sensors, possibly limiting the
network scalability.
Remark 2 (Comparison with sensor selection). The problem
formulation (4) differs from standard sensor selection, where
each sensor comes with a cost and one aims at maximizing
performance under cost constraints [16], [20], [49], [50]. In
particular, we are interested in solving the communication-
computation trade-off, binding the sensor selection to that of
suitable preprocessing delays. Therefore, in our setup, rather
than associating a cost to each sensor, the penalty in using a
sensor is captured by the amount of computation and delay
it induces at the fusion station.
From now on, we write τi = τp,i and T = T Sp for the sake
of readability. Before designing algorithms to solve Problem 1
(Sections 4–5), we analyze its continuous-time counterpart,
which can be solved analytically when the set of sensors is
fixed and homogeneous. Such simplified approach provides
useful insights on the cost function in (4), which are used to
tackle the discrete-time case in Section 5.
3 CONTINUOUS-TIME SCALAR ANALYSIS
We now consider a continuous-time scalar system monitored
by a homogeneous network, which is composed of V inde-
pendent sensors with equal preprocessing, communication,
and fusion delays. In this section we only solve Problem 1
with respect to the preprocessing delay τ , while the need for
sensor selection is motivated in Section 3.1 with a numerical
example. Also, we assume infinite channel capacity and
reliable communication for the sake of simplicity, relaxing
such assumptions in Sections 4–5. Consider the following
continuous-time scalar system:
dxt = axtdt+ dwt dwt ∼ N (0, σ2wdt) (7)
and the homogeneous-network model
zt(τ) = 1V c xt + vt(τ) vt(τ) ∼ N
(
0, IV σ
2
v(τ)
)
(8)
where a describes the state dynamics, wt is the process
noise, and σ2w is its variance; 1V is the vector of ones and
c and σ2v(τ) are scalars modeling the noisy state-output
transformation of each sensor. The symbol IV denotes the
identity matrix of size V . The vector zt(τ) ∈ RV collects
all the measurements from the V sensors and vt(τ) is the
overall measurement noise, with covariance matrix IV σ2v(τ).
The anytime nature of the local processing at each node
is captured by making the measurement noise covariance
σ2v(τ) a decreasing function of the preprocessing delay τ .
Since the Least-Squares-estimation-error variance is inversely
proportional to the number of collected samples at each node,
we opted for the following model:
σ2v(τ) =
b
τ
b > 0 (9)
The coefficient b depends on the node parameters: on
the one hand, nodes with large computational resources
improve quickly their output accuracy, yielding a small b;
on the other hand, if the collected raw data are heavy (e.g.,
images), refining them takes more time, inducing a larger b.
Communication and fusion delays τc(τ), τf (τ) are given as:
constant :
{
τc(τ) ≡ τc
τf (τ) ≡ τf
(10a) τ -varying :
{
τc(τ) =
c
τ
τf (τ) =
f
τ
(10b)
where the delays are either given constants τc, τf as in
eq. (10a), or are inversely proportional to the preprocessing
delay (with given coefficients c and f ), as in eq. (10b). We
assume τc, τf , c and f to be positive and known. Both
communication and fusion compression coefficients c and
f increase with the dimension of the raw measurements.
Conversely, sensors with more computational resources can
compress faster and induce smaller coefficients.
Remark 3. While the models in (10b) are mainly used for
mathematical convenience, in a real setup the compression
functions might be learned or estimated from data, e.g. [32].
In a homogeneous network, the total delay simplifies to
(cf. (5) when all nodes are active and have the same delays)
τtot = τ + τc(τ) + τf (τ)V (11)
Note the linear dependence of the total fusion delay on the
sensor amount V . In such setup, Problem 1 simplifies to the
following formulation, where we neglect sensor selection to
focus on the computation of the optimal preprocessing delay.
Problem 2 (Optimal Estimation in Continuous-time Process-
ing Network). Given system (7) with V identical sensors
and measurement model (8), find the optimal preprocessing
delay τ that minimizes the steady-state expected estimation
error variance:
arg min
τ∈R+
p∞|∞−τtot (τ) (12)
It turns out that Problem 2 has a unique analytical
solution, as formalized by the following theorem.
Theorem 1 (Optimal preprocessing for continuous-time
homogeneous network, [2]). Consider the LTI system (7)–(8)
with measurement noise variance σ2v(τ) as per (9), communication
and fusion delays τc(τ), τf (τ) as per (10a) or (10b) and initial
condition xt0 ∼ N (µ0, p0). Assume xˆt(τ) is the Kalman-filter
estimate at time t given measurements collected until time t− τtot.
Then, the steady-state error variance p∞|∞−τtot (τ) is
p∞|∞−τtot (τ) = e
2aτtotp∞(τ)︸ ︷︷ ︸
.
=f(τ)
+
σ2w
2a
(
e2aτtot − 1)︸ ︷︷ ︸
.
=q(τ)
(13)
where
p∞(τ) =
b˜
τ
a+
√
a2 +
σ2w
b˜
τ
 b˜ .= b
V c2
(14)
6Fig. 5. Representation of variance p∞|∞−τtot (τ).
with limits
lim
τ→0+
p∞|∞−τtot (τ)= limτ→+∞ p∞|∞−τtot (τ)=

+∞, a ≥ 0
σ2w
2|a| , a < 0
(15)
and has a unique global minimum at τopt > 0. Finally, when the
delays τc(τ) and τf (τ) are constant, as per (10a), τopt satisfies:
σ2w
b˜
τ3opt = −a2τ2opt +
1
4
(16)
Proof. See appendix A in the supplementary material.
The proof exploits quasi-convexity of the expected vari-
ance p∞|∞−τtot (τ). Fig. 5 illustrates the cost function with
the two models for communication and fusion delays (black
for constant and red for τ -varying) for an asymptotically
stable system; for the former, the contributions due to
estimation f(τ) and to process noise q(τ) as given in (13) are
shown as dashed and dotted lines, respectively. The solid
curves cross, the red one being lower for τ > 1, suggesting
that compressing data at fixed rate is convenient if the
preprocessing delay is kept below a certain threshold.
Eq. (16) allows for a closed-form computation of τopt if
model (10a) holds. In general, being the variance p∞|∞−τtot (τ)
quasi-convex, a numerical solution can be computed effi-
ciently. Optimal preprocessing with other models for σ2v(τ)
is discussed in Appendix B in the supplementary material.
Example 1 (Brownian systems). One interesting case arises
when the system (7) describes a Brownian motion:
dxt = dwt (17)
In this situation, the optimal delay has a simple expression.
Corollary 1 (Brownian motion). Given system (17) and (8)
and hypotheses as per Theorem 1, the steady-state expected error
variance has the following expression:
p∞|∞−τtot (τ) =
√
b˜σ2w
τ︸ ︷︷ ︸
f(τ)
+σ2wτ︸︷︷︸
q(τ)
(18)
1 2 3 4 5 6 7 8 9 10
2.2
2.4
2.6
2.8
3
3.2
3.4
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p ∞
|∞
−τ
to
t
W/ fusion delay
W/o fusion delay
Fig. 6. Variance p∞|∞−τtot (s) with fixed delays and varying number of
sensors. The fusion delays are τf (τ) ≡ 0.02 (black) and τf (τ) ≡ 0 (red).
admitting the unique global minimum
τBopt =
3
√
b˜
4σ2w
(19)
The cubic root in (19) strongly reduces the parametric
sensitivity of τBopt, which may help with uncertain models.
3.1 Homogeneous Network: Performance vs. Sensors
According to (11), the total delay τtot depends linearly on
the sensor amount V , being the fusion delay sensor-wise
additive (cf. Remark 1). Therefore, if p∞|∞−τtot is seen as a
function of the number of sensors s ∈ {1, . . . , V } (having
fixed τ , τc(τ) and τf (τ)), then p∞|∞−τtot (s) has the same
structure of p∞|∞−τtot (τ) when communication and fusion
delays are constant, and can be minimized analogously (on
a discrete domain).
Fig. 6 shows the expected estimation error variance as a
function of the sensor amount. The red marks shows that
in the absence of fusion delays the error decreases with the
number of sensors. However, in the realistic case with non-
negligible fusion delays (black marks), using more sensors
might hinder performance.
3.2 Sensitivity of Optimal Preprocessing
Based on eq. (16), with constant delays (10a) the behavior
of the optimal delay τopt can be analyzed as a function of
the system parameters. In particular, σ2w and b˜ do not act
independently, so we can focus on their ratio ρ .= σ2w/˜b.
Proposition 1. Let τopt be the solution of (16) with τc(τ), τf (τ)
as per (10a); then, τopt is strictly decreasing with ρ and a2.
Proof. See Appendix C in the supplementary material.
On the one hand, Proposition 1 states that it is more
convenient to reduce the preprocessing for “unpredictable
systems”, characterized by fast dynamics or large process
noise. On the other hand, if the sensor noise is large, it is
better to further refine the measurements, which explains
why τopt grows with b. Also, since the parameter b˜ is inversely
proportional to the number of sensors V , then τopt also
decreases with V : the more data are provided, the less
preprocessing is needed to extract accurate information.
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Fig. 7. Optimal delay τopt as a function of ρ (a2 = 1) and a2 (ρ = 1).
Fig. 7 shows the typical behaviour of τopt with respect to the
system parameters.
Remark 4. (Insights from continuous-time scalar case) The
analysis on continuous-time homogeneous networks yields
two important insights. Firstly, the cost function is quasi-
convex. This is exploited in Section 5.1 to design a descent
strategy optimizing the preprocessing delays of a given
sensor subset. Secondly, using all sensors is not necessarily
an optimal strategy, and – in the presence of fusion delays –
using a subset of the sensors leads to optimal estimation per-
formance. This justifies our formulation in Problem 1 (with
the selection of a suitable sensor subset) and motivates the
design of the greedy sensor selection approach in Section 5.2.
4 DISCRETE-TIME ANALYSIS
This section addresses the general discrete-time, multidimen-
sional formulation in Problem 1. In discrete time, the delays
τ are expressed in time steps with respect to the sampling
period ∆.
Problem 1 cannot be solved analytically, due to its com-
binatorial nature. Also, in general the cost tr
(
P∞|∞−τtot (T )
)
cannot be computed in closed form, since it derives from
the solution of a Riccati equation. To make things even more
complicated, given a sensor subset, the structure of the cost
function also depends on how the delays are sorted.
To circumvent these issues, we propose a greedy selection
algorithm. We do this in two steps. In this section we
describe a procedure (based on [35]) to compute the cost
function in (4) (and in particular the steady-state expected
covariance P∞|∞−τtot (T )) for a given set of sensors and given
preprocessing delays. Then, the greedy algorithm that selects
sensors and computes the optimal preprocessing is presented
in Section 5.
4.1 Steady-state Covariance Computation
This section shows how to compute the steady-state expected
covariance for a given choice of the active sensors S ⊆ V
and given preprocessing delays. For notational convenience
and without loss of generality, we label the active sensors
as S = {1, 2, . . . , s} and denote the corresponding delays
as τ1, τ2, . . . , τs. Finally, we sort the sensors are discussed
below.
Assumption 1 (Sensor sorting). The sensors in S are labeled
according to τ˜i−1 ≤ τ˜i, i = 2, ..., s (cf. Fig. 2).
Assumption 1 states that, if i < j, the i-th sensor has its
data received at fusion station in shorter time than the j-th
sensor, and therefore it provides fresher data.
We now provide a procedure which, given sensor delays
and parameters, computes the steady-state expected covari-
ance P∞|∞−τtot (T ) (and hence the cost tr
(
P∞|∞−τtot (T )
)
in (4)), and is exploited by the algorithm in Section 5.1 to
assess the performance of sensor subsets. The following is
not a closed-form –but rather an iterative– computation. We
outline the procedure and then provide an illustration of the
procedure with s = 3 active sensors using Fig. 8.
We start by expanding the matrices that describe the
measurement model (2) as
C =
[
CT1 . . . C
T
s
]T
R(T ) = diag(R1(τ1), ..., Rs(τs)) (20)
where we assume independent sensors with state-output
matrix Ci and covariance Ri(τi) = bi/τiImi (cf. (9)).
Before introducing the key result in Theorem 2 below,
we introduce a number of definitions associated with the
Kalman filter with constant gains (cf. [34], [39]), which will
be necessary for the statement of the theorem.
Definition 2. We define the following operations associated
with the Kalman filter with constant gains and acting on the
extended state estimate covariance matrix P :
• Multi-step prediction with τ > 0 steps:
Pτ (P )
.
= P ◦ ... ◦ P︸ ︷︷ ︸
τ times
(P ), P(P )
.
= APAT +Q (21)
• Measurement update with data acquired at time k− τf,tot− δ:
U (P, Tδ) .=
(
P−1 + Γ˜(Tδ)
)−1
(22)
for any delay δ, where the information matrix of the
processed data when the Kalman gains are constant is:3
Γ˜(Tδ) =
∑
i∈S(δ)
λi
[
Γi − Γi
(
P−1
1− λi + Γi
)−1
Γi
]
(23)
In the previous expression, Γi = CTi (Ri(τi))
−1Ci is the
information matrix of the i-th sensor and 1 − λi is its
packet-loss probability (for details about the derivation of
Γ˜ with packet loss, see Appendix D in the supplementary
material). We remark that the update is restricted to the
sensors from which we have received the measurements
by time k − τf,tot. Formally, this set of processed sensors is:
S(δ) .= {i ∈ S : τ˜i ≤ δ} (24)
and their preprocessing delays are in Tδ .= {τi}i∈S(δ).
• One-step KF iteration with data acquired at time k−τf,tot−δ:
I (P, Tδ) .= P ◦ U (P, Tδ) (25)
• Multi-step KF iteration with data acquired in the time
interval [k − τf,tot − δi + 1, k − τf,tot − δj ] for any delays
3. All updates use the Kalman filter in information form to handle
the fusion more easily. This is also useful if sensor measurements have
infinite variance at some locations. Having independent sensors yields
a nice expression for Γ˜, where each contribution is visible and disjoint
from the others.
8k− τf,tot −τ˜3 k
τf,tot
Sensor 1
τ˜1
Sensor 2
τ˜2
Sensor 3
τ˜3
Processed
dataset
∗∗
∗
 ∗∗
 ∗ ∗
Fig. 8. Estimation at time k. Solid and dashed arrows show acquired and
received (by central station) data, respectively. Colored stars represent
sensor data which are available in the processed dataset.
δi > δj :
Iδi−δj
(
P, Tδi−1
) .
= I
(
... I
(
P, Tδi−1
)
, ..., Tδj
)
(26)
where the one-step KF iterations may involve different
subsets of active sensors, according to their delays.
Then we have the following result.
Theorem 2. Using the terminology and notation in Definition 2,
the cost function in (4) is given by the trace of
P∞|∞−τtot (T ) = Pτpred
(
Iτ˜s−τ˜1
(
P∞ (T ) , Tτ˜s−1
))
(27)
where:
• τpred
.
= τ˜1 − 1 + τf,tot is the length of the multi-step prediction;
• τ˜s − τ˜1 is the time between oldest and newest processed data;
• P∞(T ) solves the ARE where all active sensors are considered:
P∞(T ) = I
(
P∞(T ), Tτ˜s
)
(28)
Proof. See Appendix E in the supplementary material.
Algorithm 1 implements (27): line 1 solves the ARE (28);
loop 3–5 computes the multi-step KF iterations, with j-th
iteration involving the subset {1, ..., s− j}; line 6 computes
the multi-step prediction. This procedure yields the desired
steady-state expected covariance P∞|∞−τtot (T ).
Algorithm 1 computeCovariance subroutine
Input: System (A,Q), state-output matrix Ci, noise covari-
ance Ri(·), communication and fusion delays τc,i, τf,i
for each active sensor i ∈ S , preprocessing delays T .
Output: Expected error covariance P∞|∞−τtot (T ).
1: Compute solution P∞(T ) of ARE with all sensors;
2: P ← P∞(T );
3: for sensor amount i← s− 1 down to 1 do
4: multi-step KF iteration: P ← Iτ˜i+1−τ˜i
(
P, Tτ˜i
)
;
5: end for
6: multi-step prediction: P∞|∞−τtot (T )← Pτpred (P );
7: return P∞|∞−τtot (T ).
Fig. 8 illustrates the procedure with s = 3 active sensors.
At time k−τf,tot, the fusion station initiates the computation to
produce an estimate at time k. When performing the fusion,
the station has access to the data from all sensors collected
until time k − τf,tot − τ˜3. However, due to the computation
and communication delays, it will only have access to a
subset of the sensor data after k − τf,tot − τ˜3. In particular,
sensor 3 has the largest preprocessing-and-communication
delay τ˜3, and the data it collects after time k − τf,tot − τ˜3 will
only be received at the fusion station after time k − τf,tot. The
insight of Algorithm 1 is simple: the algorithm computes the
expected covariance until time k−τf,tot− τ˜3 (when all sensors
are available), and then it collects the sporadic measurements
collected after k−τf,tot− τ˜3 which arrived at the fusion station
before time k − τf,tot (i.e., the ones from sensor 1 and 2 in
the figure). In particular, accounting for all measurements
collected until time k − τf,tot − τ˜3 leads to the steady-state
expected error covariance P∞(T ) satisfying (28), while the
subsequent measurements are captured by (27). In Fig. 8,
sensor 3 only provides one measurement, and the following
four estimates use sensors 1 and 2. Afterwards, also sensor 2
becomes outdated and the last measurement updates only
involve sensor 1. After the processed dataset has been used,
the current-state estimate is retrieved with an open-loop
prediction compensating for the remaining delay (in this case
induced by sensor 1 and fusion). In the figure, the sensor
contribution to the state estimates over time is highlighted
with the matrix in the bottom row: at first, all sensor data are
available (full bottom-left matrix), then some sensors become
outdated, until no more sensor measurement is received and
the state estimate must be propagated in open loop (empty
bottom-right matrix).
Remark 5 (Cost computation with state augmentation).
Eq. (27) can be equivalently written in a more compact way,
by considering the augmented system with τ˜s + τf,tot consec-
utive states and C and R having nonzero blocks according
to processed data. The cost tr
(
P∞|∞−τtot (T )
)
would be
retrieved by computing the steady-state expected covariance
of the augmented-state-estimate error, and cropping the
bottom-right block. However, this is numerically inefficient
and does not exploit the specific structure of the problem.
4.2 Extensions and Example
In this section, we discuss extensions of Algorithm 1 to an
MPC-like setup and to the case of a multi-rate network. We
conclude the section with a numerical example.
Remark 6 (Adaptive selection). Algorithm 1 can be modified
for an adaptive design, e.g., to deal with the case where the
system parameters change overtime, or where we desire
to schedule different sensors over time. The time-varying
counterpart of Problem 1 might be solved multiple times
over suitable horizons, in an MPC-like fashion. In particular,
line 1 can be substituted with online KF iterations (25) from
time k0 to k − τf,tot − τ˜s, where all sensors are considered.
Remark 7 (Multi-rate networks). Algorithm 1 can deal with
networks where nodes have heterogeneous acquisition times
ri (see Fig. 2b). This fact is quite natural in processing
networks: for example, the drones in Fig. 1 can use cameras
with different frame rates. The corresponding information
matrix (for the i-th sensor) can be easily modeled in our
setup as a time-varying matrix:
Γi(τi, k)
.
=
{
CTi (Ri(τi))
−1Ci, if k0 = k mod ri
0n×n, otherwise
(29)
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Sensor 1
τ˜1 r1
Sensor 2
τ˜2 r2
Sensor 3
τ˜3 r3
tr
(
P∞|∞−τtot
)
τf,tot T
k
Fig. 9. T -periodic cost with three multi-rate sensors. Solid arrows: sensor
acquisitions; dashed arrows: data reception at central station.
Fig. 10. Cost function for a homogeneous network. The original
continuous-time system has poles σ(A) = {−1,−0.1} and Q = 10I2.
which can be readily used in Algorithm 1. Fig. 9 shows a
qualitative behavior of the cost with three multi-rate sensors.
Example 2 (Homogeneous network). Now that we are able to
compute the cost function in the discrete-time case, we test
the simplified case of a homogeneous network where we only
need to decide a single preprocessing delay for all sensors,
without addressing sensor selection. This allows establishing
a connection with the formal setup in Section 3. The numer-
ical simulations in Fig. 10 exhibit a quasi-convex behavior,
similarly to the continuous-time counterparts in Fig. 5. This
motivates us to explore greedy “descend” methods that
attempt to iteratively minimize the cost function.4
5 A GREEDY ALGORITHM FOR SELECTION
Since Problem 1 cannot be solved analytically, we propose a
two-step greedy approach relying on the insights highlighted
in Remark 4. On the one hand, motivated by the need of
choosing an optimal sensor subset, the algorithm selects
iteratively one sensor at a time, until the cost cannot be
further decreased. On the other hand, leveraging the intuition
of a quasi-convex cost, the delays of each tentative subset
are optimized by a dedicated descent subroutine. Section 5.1
shows how the latter optimizes the delays for a given sensor
set, while Section 5.2 presents the full procedure.
4. In the homogeneous case, we only need to compute a single delay
and the optimal preprocessing delay can be computed easily even by
a brute-force search. However, our goal is to tackle the general case of
heterogeneous networks where the problem becomes high-dimensional.
5.1 Sensor-wise Descent for Delay Selection
We propose a sensor-wise descent algorithm to compute near-
optimal computational delays T ∗ for a given active set S : we
optimize one delay τi at a time, by minimizing the associated
one-dimensional problem, with all other delays being fixed.
Algorithm 2 shows the subroutine steps. The to-be-returned
delays and cost are initialized with the input delays TI and
the trace of the expected error covariance computed with
TI , respectively (lines 1–2).5 The outer loop between lines 3–
16 optimizes the delay T ∗[i] = τi with a one-dimensional
descent. For each delay, an explorative iteration is first used
to set the sign of the unitary stepsize α, according to the
descent direction (line 4–9). Given α, the inner loop (lines 11–
13) computes the near-optimal delay: the descent direction
is explored until a local minimum is found or surpassed
(condition 14). The best achieved delay is restored and saved
in line 15. Fig. 11 shows the cost function with three sensors:
it looks quasi-convex, consistently with the homogeneous
networks. Fig. 12 illustrates an execution of the proposed
algorithm and its sensor-wise descent nature.
Algorithm 2 sensorWiseDescent subroutine
Input: System (A,Q), state-output matrix Ci, noise covari-
ance Ri(·), communication and fusion delays τc,i, τf,i
for each active sensor i ∈ S , initial delays TI .
Output: Near-optimal delay set T ∗, cost tr (P∞|∞−τtot (T ∗)).
1: pmin ← tr (computeCovariance(A,Q,S, TI));
2: T ∗ ← TI ;
3: for each i ∈ S do
4: Stepsize α← −1 ; // default: delay τi is decreased
5: T ∗[i]← T ∗[i] + α;
6: pcurr ← tr (computeCovariance(A,Q,S, T ∗));
7: if pmin ≤ pcurr then
8: α← +1; // delay τi is increased
9: end if
10: repeat
11: pmin ← pcurr;
12: T ∗[i]← T ∗[i] + α;
13: pcurr ← tr (computeCovariance(A,Q,S, T ∗));
14: until pmin ≤ pcurr
15: T ∗[i]← T ∗[i]− α;
16: end for
17: return T ∗, pmin.
5.2 Sensor Selection
We now present the main procedure to solve Problem 1. A
greedy algorithm selects one sensor at a time, as long as the
cost can be dropped. For each tentative subset, preprocessing
delays are optimized as described in Section 5.1.
Algorithm 3 shows the pseudocode of the proposed
algorithm. First, the optimal performance is computed for
each available sensor, by taking one at a time (line 1). The
to-be-returned sensor and delay subsets S∗, T ∗ and the
minimum cost pmin are initialized with the sensor achieving
the minimum cost (lines 2–4). The outer loop 5–21 adds
one sensor at a time to the selection S∗, stopping when the
cost hits a local minimum (no other sensor can be added to
5. The delays TI are provided suitably by the algorithm in Section 5.2.
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Fig. 11. Cost-function levels with constant τc,i, τf,i (τ3 is fixed).
Fig. 12. Visualization of sensorWiseDescent on cost function in Fig. 11
(τ3 goes from 64 to 52): iterations go from darker to lighter marks.
Algorithm 3 Sensor selection
Input: System (A,Q), state-output matrix Ci, noise covari-
ance Ri(·), communication and fusion delays τc,i, τf,i
for each available sensor i ∈ V .
Output: Near-optimal sensor set S∗ and delay set T ∗.
1: Compute optimal delays τ oopt,i for one-sensor subsets {i};
2: S∗ ← one-sensor subset achieving minimum cost;
3: T ∗ ← {optimal delay τ oopt,S∗ for S∗};
4: pmin ← minimum cost achieved by S∗;
5: repeat
6: toSelect← ∅;
7: for each sensor toTry ∈ V\S∗ do
8: Scurr ← S∗ ∪ {toTry};
9: Tcurr ← T ∗ ∪
{
τ oopt,toTry
}
;
10: [Tcurr, pcurr]←
sensorWiseDescent (A,Q,Scurr, Tcurr);
11: if pmin > pcurr then
12: toSelect← toTry;
13: pmin ← pcurr;
14: T ∗curr ← Tcurr;
15: end if
16: end for
17: if ∃ toSelect then
18: S∗ ← S∗ ∪ {toSelect};
19: T ∗ ← T ∗curr;
20: end if
21: until pmin ≤ pcurr or s = |V|
22: return S∗, T ∗.
further reduce the cost) or all available sensors have been
selected. The inner loop 7–16, given the current selection S∗,
builds the tentative subsets Scurr (line 8) by adding the so-
far-excluded sensors (toTry) one at a time. The near-optimal
delays Tcurr for the tentative set are initialized with the best
delays obtained so far for the sensors in Scurr (line 9), i.e.,
with the current near-optimal delays T ∗ for the already-
selected sensors, and with the single-sensor optimal delay
for the tentative sensor: intuitively, a “small” difference
between subsets yields “small” differences between optimal
delays. The sensor-wise descent is in charge of computing
the near-optimal delays and cost for each subset (line 10).
When a tentative subset hits a new minimum (line 11), the
sensor toTry becomes toSelect (line 12), i.e., it is the best
candidate to be added to the selected subset. The temporary
variable T ∗curr allows not to overwrite the delays used to
initialize sensorWiseDescent. When all available sensors
have been tried, the one toSelect (if any) and the new near-
optimal delays are stored in the to-be-returned variables
(lines 17–20).
Remark 8 (Non-detectable subsystems). Some costs in line 1
may not be computable if pairs (A,Ci) are not detectable. If
this only holds for some sensors, the others may be involved
in the initialization. Otherwise, the latter may be replaced by
the greedy selection of the minimum-cardinality, minimum-
cost sensor subset providing detectability.
Remark 9 (Finite channel capacity). The channel capacity can
be handled by adding a termination condition in line 21,
stopping the algorithm when the selected sensors “fill” the
channel. A threshold s¯ < |V| may limit the maximum
number of selected sensors s ≤ s¯ (in this case, the structure
of the algorithm ensures that the best s¯-sensor subset is
selected), or it may be computed online by considering the
bandwidth utilization of each selected sensor. It is worth
noting that several work in the literature deal with channel
capacity, usually from a scheduling perspective, e.g., [30], [45],
[51]. Merging these two approaches may be possible, but goes
beyond the scope of this paper, which presents a standalone,
computation-efficient strategy. Also, the algorithm might
be run multiple times over a suitable time horizon if a
scheduling-like design is needed (cf. Remark 6).
Remark 10 (User-driven selection). If the task needs specific
sensor data (as images or infra-red), Algorithm 3 can be
customized, e.g., having the initialization of the selected
subset (lines 2–4) forced to include the corresponding sensors.
6 NUMERICAL SIMULATIONS
Inspired by Fig. 1, we simulate an heterogeneous sensor
network in charge of tracking position and velocity of a
ground vehicle. The system state x = [x x˙ y y˙ ]T , x and y
being spatial coordinates, has dynamics given by (1) with
A =

1 ∆ 0 0
0 1 0 0
0 0 1 ∆
0 0 0 1
 Q = [σ2x σ2y
]
⊗
[
∆2/4 ∆
3
/2
∆3/2 ∆2
]
(30)
where σ2x = σ
2
y = 0.1 convey the inaccuracy given by
approximating the actual vehicle motion with constant speed,
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TABLE 1
Parameters used in simulation for each sensor (sensor ID in
parenthesis).
Parameter bi ci fi ri
Powerful drone (1) 5× 10−3 2500 1250 15
Lightweight drone (2, 3) 7.5× 10−2 110 55 30
Event camera (4, 5, 6) 3.4 2 1 10
Fig. 13. Optimal and selection algorithm costs with different models.
Numerical values (actual performance): {1.84, 1.94, 2.17, 3.32}×10−5.
and we set the sampling time ∆ = 1ms.
The available set V is composed of six smart sensors:
• sensor 1 models a drone equipped with a powerful GPU-
CPU processing hardware and a high-resolution camera
working at 60fps, with a sparse matrix Ci ∈ R4×100 with
density coefficient 0.3 (command sprand in Matlab);
• sensors 2 and 3 model drones with low-resolution cameras
working at 30fps, with sparse matrices Ci ∈ R4×20;
• sensors 4, 5 and 6 model event cameras collecting events
at 100Hz, which output noisy estimates of the position.
Table 1 collects the parameters used in the simulation,
assuming WiFi connection at 25 Mbps, needed to ensure
real-time performance of the high-resolution camera. Also,
we assume a packet-loss probability 1 − λ = 0.25 for all
sensors. We based our choice of parameters on the real-world
experiments described in [10], [23], and assume varying
communication and fusion delays according to model (10b).
For instance, drone 2 is assumed equipped with modest
computational capabilities: with a 30ms-long preprocessing
delay, this sensor can estimate the vehicle position with
an error standard deviation of 5cm. On the other hand,
its low-quality camera provides images which take little
time to be compressed/delivered via wireless. For instance,
transmitting raw images (i.e., with minimum preprocessing
τ2 = 1ms) takes 110ms. We also assumed modest resources
at the fusion center, which takes half of the communication
time to process data from each sensor. The preprocessing
delays range from 10ms to 290ms, only considering multiples
of 20 to make the brute-force search feasible.
Fig. 13 shows the optimal cost (white bar) and the ones
achieved by the algorithm considering either the full model
TABLE 2
Sensors and delays: optimal and greedy selection.
Sensor 1 2 3 4 5 6
True optimum upslope 30ms 30ms upslope upslope upslope
Greedy
All delays upslope 50ms 50ms upslope upslope upslope
W/o fusion 50ms 30ms 30ms upslope upslope upslope
W/o comm. 30ms upslope upslope upslope upslope upslope
Fig. 14. Greedy-selection and all-sensor cost with increasing set size.
or only a subset of the delays. In particular, red bars show
the actual cost, while green bars represent the performance
predicted by the algorithm, which is an underestimate when
the used model lacks either communication or fusion delays.
The optimal cost is computed via a brute-force search and
is only used for benchmarking, since this strategy does not
scale in the size of the network. The greedy selection makes
an error of about 5.4% when all delays are considered, of 18%
when neglecting fusion delays, and of 80% when neglecting
communication delays. This translates into a larger tracking
error: for instance, using only sensors 1 raises to 4m/s the
optimal error on velocity, which is 3m/s. Also, selecting more
sensors than necessary may impact other aspects, such as
energy consumption.
Considering all delays, the proposed algorithm selects
both the optimal sensor subset and near-optimal preprocess-
ing delays (Table 2). Notice that, according to the intuition,
the optimal choice features the same delay for both the se-
lected sensor (sensors 2 and 3), being these (almost) identical.
The powerful drone (sensor 1) is discarded because of its
heavy impact on communication and fusion latency: this
also explains the performance drop when communication
delays are not considered, as this sensor –when neglecting
communication delays– erroneously appears as the best
sensor to choose. The event cameras are excluded because
of their large preprocessing noise, not balanced by their fast
acquisition rate and small communication and fusion delays.
If we consider a larger number of available sensors, ac-
counting for the fusion delays becomes even more important.
Fig. 14 shows the greedy performance with increasing set
size, together with the minimum cost obtained with all
sensors (over 20 iterations of sensorWiseDescent with
random initial delays). For each increment in set size, the
12
TABLE 3
Number of available sensors |V|, and number of sensors |S| selected by
the proposed greedy algorithm.
Sensor amount
Available 6 12 24 48 96
Greedy w/ all delays 2 2 3 5 5
Greedy w/o fusion delays 3 6 3 48 96
newly added sensors have different parameters either for
communication delay (coefficient ci) or for preprocessing
and fusion delays (coefficients bi and fi), which range from
0.9 to 0.1 of the original ones in Table 1. One may think about
these variations as different choices for the sensor hardware
or better channel state/device position. We see the impact of
better-performing sensors in the sets with 12 and 24 sensors,
where the costs obtained when neglecting some delays are
in the range of the ones in Fig. 13. However, from 6 to 96
sensors, the gaps between the proposed approach (green
bars) and alternatives that do not account for communication
and fusion delays steadily increases, which is particularly
evident with 48 and 96 sensors. Also, given the availability
of new better-performing sensors when increasing the sensor
set, the near-optimal costs decrease. Table 3 reports the
number of sensors selected by Algorithm 3: we can see
that neglecting fusion delays leads in general to the choice
of an unnecessarily large set of sensors, while the proposed
approach ensures enhanced performance (as highlighted by
the previous figures) while using a smaller set of sensors.
7 CONCLUSIONS AND FUTURE WORK
In this paper, we investigate optimal estimation in a process-
ing network in the presence of communication and computa-
tional delays. Anytime sensor preprocessing is modeled with
noise intensity decreasing with the amount of computation.
For homogeneous networks monitoring a continuous-time
scalar system we prove that the preprocessing delay can
be optimized analytically, and observe that performing no
preprocessing is typically a suboptimal policy. We then
consider the general case of heterogeneous networks and
discuss the joint problem of computing the optimal amount
of preprocessing at the sensors and selecting the most
informative sensors. We develop a greedy algorithm for near-
optimal delay-and-sensor selection. Numerical simulations
show the effectiveness of such algorithm, and confirm that
the proposed model leads to more accurate estimates.
There are several avenues for future work. First, it is
desirable to obtain suboptimality bounds on the proposed
algorithm. Second, the model can be made more realistic by
introducing non-ideal communication (unreliability, random
delays), nonlinear dynamics, or parameter uncertainty. Fi-
nally, it would be interesting to consider a fully distributed
setup, where the estimation process is solved by local
exchange of information, without a central fusion station.
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APPENDIX A
PROOF OF THEOREM 1
The steady-state error variance for the outdated estimate
xˆt−τtot (τ) is the solution of the continuous-time ARE where
all sensors are considered:
2ap∞(τ)− σ2w +
τ
b˜
p2∞(τ) = 0 (31)
An open-loop prediction of length τtot then computes the
current-time estimate xˆt(τ). The error associated with the
prediction has dynamics
dx˜s(τ) = ax˜s(τ)ds+ dws, t− τtot ≤ s ≤ t (32)
The error at time t is then given by integrating (32) with
initial condition x˜t−τtot (τ):
x˜t(τ) = eaτtot x˜t−τtot (τ) + w¯(τtot) (33)
where w¯(τtot) is the stochastic integral of ws in the interval
[t− τtot, t]. The steady-state error variance is then
p∞|∞−τtot (τ)
(i)
= var(eaτtot x˜t−τtot (τ)) + var(w¯(τtot)) =
= e2aτtotp∞(τ) +
σ2w
2a
(
e2aτtot − 1) (34)
where (i) is motivated by uncorrelated terms. Indeed,
x˜t−τtot ∈ span{xt0 , ws, vs : t0 ≤ s ≤ t − τtot}, while
w¯(τtot) ∈ span{ws : t − τtot ≤ s ≤ t}, whose intersection
has zero measure.
The variance p∞|∞−τtot (τ) is quasi-convex with both constant
and τ -varying communication and fusion delays. This can be
proved, e.g., with a graphical analysis. In virtue of both this
fact and limits (15), the point of minimum τopt exists unique
and is strictly positive.
With constant delays τc(τ), τf (τ), standard computations
show that τopt must satisfy Eq. (16).
APPENDIX B
ALTERNATIVE PREPROCESSING MODELS
We consider two alternative models to the measurement
variance (9). These involve a coefficient γ that can be
understood as the convergence rate of an anytime algorithm.
Corollary 2 (Non-ideal preprocessing). Given system (7)–(8)
and hypotheses as per Theorem 1 with
R˜(τ) =
b
τγ
Im γ > 0 (35)
the steady-state error variance p∞|∞−τtot (τ) has a unique global
minimum τopt > 0.
Proof. It can be seen that limits (15) still hold and
p∞|∞−τtot (τ) is strictly quasi-convex onR+ (e.g., via graphical
analysis) with both models (10a)–(10b).
The second model comes into play with anytime algo-
rithms with exponential convergence, as the ones shown
in [33].
Corollary 3 (Exponential-convergence anytime algorithms).
Given system (7)–(8) and hypotheses as per Theorem 1 with
R˜(τ) = be−γτIm γ > 0 (36)
the steady-state error variance p∞|∞−τtot (τ) has a unique global
minimum τopt > 0:
1) with constant delays as per (10a), if and only if
γ > 2
√
σ2w
b˜
+ a2 (37)
2) with τ -varying delays as per (10b), always.
Proof. We address the two cases separately.
1) With model (10a), τopt can be computed in closed form by
setting p′∞|∞−τtot (τ) = 0. This has the unique solution
τopt =
1
γ
[
ln
(
γ2
4
− a2
)
+ ln
(
b˜
σ2w
)]
(38)
which is strictly positive if and only if (37) holds.
2) With model (10b), p∞|∞−τtot (τ) is quasi-convex (easily
verifiable, e.g., via graphical analysis) for any γ.
APPENDIX C
PROOF OF PROPOSITION 1
For convenience, we recall the statement of the implicit
function theorem, which is used in the proof.
Theorem 3 (Implicit function). Let F be a continuously differ-
entiable function on some open D ⊂ R2. Assume that there exists
a point (x¯, y¯) ∈ D such that:
• F (x¯, y¯) = 0;
• ∂F∂y (x¯, y¯) 6= 0.
Then, there exist two positive constant a, b and a function f :
Ix¯ := (x¯− a, x¯+ a) 7→ Jy¯ := (y¯ − b, y¯ + b) such that
F (x, y) = 0 ⇐⇒ y = f(x) ∀x ∈ Ix¯, ∀y ∈ Jy¯
Moreover, f ∈ C1(Ix¯) and
f ′(x) = −Fx(x, f(x))
Fy(x, f(x))
∀x ∈ Ix¯ (39)
where Fx(x, f(x)) = ∂F∂x (x, f(x)).
Consider now (16), which we rewrite as:
ρτ3opt + a
2τ2opt −
1
4
= 0 (40)
We can see the left-hand term in the previous equation as a
parametric function of two positive-valued variables, namely
F : R+×R+ → R, (pi, τ) 7→ F (pi, τ) = ρτ3 +a2τ2− 1
4
(41)
where pi, which is either ρ or a2, is a variable, and the other
coefficient is a parameter. Given a solution (p¯i, τ¯opt) of (40), it
holds:
• F (p¯i, τ¯opt) = 0, by construction;
• Fτ (ρ¯, τ¯opt) = 3ρ¯τ¯2opt + 2a
2τ¯opt > 0, as ρ¯, τopt > 0;
• Fτ (a¯2, τ¯opt) = 3ρτ¯2opt + 2a¯2τ¯opt > 0, as ρ, τopt > 0.
Then Theorem 3 applies and there exists a function τ(pi) such
that F (pi, τopt) = 0 ⇐⇒ τopt = τ(pi), with pi in some open
neighbourhood of p¯i. Since we did not pose constraints on p¯i,
such a function is defined on the positive real line. We can
then compute the first derivative of τ(pi) according to (39).
2pi = ρ The first derivative of τ(pi) = τ(ρ) is
τ ′(ρ) = −Fρ(ρ, τ(ρ))
Fτ (ρ, τ(ρ))
= − τ(ρ)
2
3ρτ(ρ) + 2a2
< 0 (42)
pi = a2 The first derivative of τ(pi) = τ(a2) is
τ ′(a2) = −Fa2(a
2, τ(a2))
Fτ (a2, τ(a2))
= − τ(a
2)
3ρτ(a2) + 2a2
< 0 (43)
Hence, τopt is strictly decreasing with both ρ and a2.
APPENDIX D
SENSOR FUSION WITH KALMAN FILTER IN INFOR-
MATION FORM AND PACKET LOSS
In the following, we drop the dependencies on preprocessing
delays for the sake of exposition. According to [34], when
the correct reception of a measurement from i-th sensor is
a binary random variable with success probability λi, the
optimal steady-state estimator with constant gains has the
following dynamics for the expected error covariance:
P = APAT +Q−APCTλ
(
CλPC
T
λ + Pλ +Rλ
)−1
CλPA
T
(44)
with
Cλ =
[
λ1C
T
1 . . . λs˜C
T
s˜
]T
Pλ = diag
(
λ1(1− λ1)C1PCT1 , ..., λs˜ (1− λs˜)Cs˜PCTs˜
)
Rλ = diag (λ1R1, ..., λs˜Rs˜)
(45)
where diag(·) denotes a block-diagonal matrix with variables
as diagonal blocks, and {1, ...s˜} are the sensors involved in
the measurement update. Eq. (44) can be rewritten as follows,
exploiting the matrix inversion lemma:
P = A
(
P−1 + CTλ (Pλ +Rλ)
−1
Cλ
)−1
AT +Q (46)
where we define the modified information matrix as
Γ˜ = CTλ (Pλ +Rλ)
−1
Cλ (47)
We then get Eq. (48), where (i) follows from the matrix
inversion lemma, and (ii) from the definition of Γi.
APPENDIX E
PROOF OF THEOREM 2
According to [35, Section 3], the estimation starts from
the most recent state for which the maximum information
possible is available. The former has timestamp k− τ˜s− τf,tot,
being τ˜s the delay gathered by the most-delayed-sensor data
when they are received at the central station. The expected
error covariance for such estimate converges to the solution
of the ARE (28) where all sensors are considered, that is, at
steady state the following holds:
Pk−τf,tot−τ˜s|k−1−τf,tot−τ˜s(T ) =
Pk−τf,tot−τ˜s+1|k−τf,tot−τ˜s(T ) = P∞(T ) (49)
When computing the state estimates of more recent times,
only data from some sensors are available for fusion. In
particular, the measurement update for the estimate of the
state with delay δ + τf,tot can only use sensors in S(δ):
Pk−τf,tot−δ|k−τf,tot−δ (T ) = U
(
Pk−τf,tot−δ|k−τf,tot−δ−1 (T ) , Tδ
)
(50)
According to Assumption 1, the multi-step
KF iteration processing data in the interval[
k − τf,tot − τ˜i+1 + 2, k − τf,tot − τ˜i + 1
]
involves the sensor
subset S(τ˜i) = {1, ..., i}. The resulting revisionexpected
error covariance for such iteration is, according to (26),
Pk−τf,tot−τ˜i+1|k−τf,tot−τ˜i(T ) =
= Iτ˜i+1−τ˜i
(
Pk−τf,tot−τ˜i+1+1|k−τf,tot−τ˜i+1 (T ) , Tτ˜i
)
(51)
The multi-step KF iteration involving all the processed
dataset (1) is written as Iτ˜s−τ˜1
(
P∞ (T ) , Tτ˜s−1
)
: start-
ing from P∞ (T ), it computes Pk−τf,tot−τ˜1+1|k−τf,tot−τ˜1(T )
through the multi-step KF iterations (51), each involving one
sensor less than the previous one. The multi-step prediction
Pτpred (·) eventually computes the estimate of the current state,
where the remaining delay is τpred = τf,tot + τ˜1 − 1.
Γ˜ =
∑
i∈S(τ)
λ2iC
T
i
(
λi(1− λi)CiPCTi + λiRi
)−1
Ci =
=
∑
i∈S(τ)
λ2iC
T
i
[
λi(1− λi)
(
CiPC
T
i +
Ri
1− λi
)]−1
Ci =
(i)
=
∑
i∈S(τ)
λiC
T
i
[
R−1i − (1− λi)R−1i Ci
(
P−1 + (1− λi)CTi R−1i Ci
)−1
CTi R
−1
i
]
Ci =
=
∑
i∈S(τ)
λi
[
CTi R
−1
i Ci − (1− λi)CTi R−1i Ci
(
P−1 + (1− λi)CTi R−1i Ci
)−1
CTi R
−1
i Ci
]
=
(ii)
=
∑
i∈S(τ)
λi
[
Γi − (1− λi) Γi
(
P−1 + (1− λi) Γi
)−1
Γi
]
(48)
