This study investigated the hemisphere-specific effects of the temporal pattern of imaging related acoustic noise on auditory cortex activation. Hemodynamic responses (HDRs) to five temporal patterns of imaging noise corresponding to noise generated by unique combinations of imaging volume and effective repetition time (TR), were obtained using a stroboscopic event-related paradigm with extralong (!27.5 s) TR to minimize inter-acquisition effects. In addition to confirmation that fMRI responses in auditory cortex do not behave in a linear manner, temporal patterns of imaging noise were found to modulate both the shape and spatial extent of hemodynamic responses, with classically nonauditory areas exhibiting responses to longer duration noise conditions. Hemispheric analysis revealed the right primary auditory cortex to be more sensitive than the left to the presence of imaging related acoustic noise. Right primary auditory cortex responses were significantly larger during all the conditions. This asymmetry of response to imaging related acoustic noise could lead to different baseline activation levels during acquisition schemes using short TR, inducing an observed asymmetry in the responses to an intended acoustic stimulus through limitations of dynamic range, rather than due to differences in neuronal processing of the stimulus. These results emphasize the importance of accounting for the temporal pattern of the acoustic noise when comparing findings across different fMRI studies, especially those involving acoustic stimulation.
Introduction
A challenge that exists in the application of functional magnetic resonance imaging (fMRI) to neuroscience is the adverse acoustic environment generated during imaging (Ravicz et al., 2000) . Every time an image is acquired, loud acoustic noise is generated by the MRI system. This imaging-related acoustic noise confound can be as loud as 130 dB sound pressure level (SPL) (Ravicz et al., 2000) , though continuous levels are more typically around 110 dB SPL (More et al., 2006; Amaro et al., 2002 ). Even at this lower level, extended exposure without hearing protection could cause damage to hearing of the subject/patient (Brammer, 1998) . Many passive and active noise reduction techniques have been developed to reduce the perceived noise below a safe and comfortable level (Ravicz et al., 2000; Chambers et al., 2001; Hall et al., 2009) . However, even with such noise reduction techniques, the acoustic noise remains audible throughout the imaging session, largely due to bone conduction of sound through the head and body (Berger et al., 2003; Ravicz and Melcher, 2001 ). The acoustic noise alters the acoustic environment from the ideal condition of a quiet background, and can alter the response of the brain. This is a particular confound for auditory fMRI since the acoustic noise acts as a secondary auditory stimulus that can mask or distort the primary (intended) stimulus, and can activate areas of the brain related both to auditory sensation and perception, reducing the dynamic range available for the stimulus of interest to evoke a response (Shah et al., 1999; Talavage and Edmister, 2004; Schmidt et al., 2008) .
Overcoming the confound of imaging-related acoustic noise in auditory fMRI is complicated by the dependence of this noise on factors such as pulse sequence parameters, the shape and materials present in the MRI system, and the physical properties of the scan room. Therefore, direct comparison of observations with published data can be problematic. For example, the localization and extent of detected activation can depend on the level of the noise (Talavage and Edmister, 2004; Schmidt et al., 2008) . As technologies for attenuation and prevention of imaging-related acoustic noise have developed, it has become more likely that recent auditory fMRI data will exhibit disagreement with the early fMRI literature, necessitating either re-collection of numerous studies, or computational compensation for the variable acoustic noise environment. In this latter, arguably more attractive alternative, a marked complication is that the central auditory pathway e and the brain, in general e does not behave as a linear system (Talavage and Edmister, 2004; Hu et al., 2010) . It is therefore non-trivial to predict how changes to the acoustic noise environment will affect the magnitude (and thus detection or characterization) of signal changes associated with a desired auditory task. One possible method to address the above issue is the use of a model based correction algorithm to compensate for the variable effects of imaging-related acoustic noise, arising from differences in imaging parameters. Such an algorithm could potentially remove some of the effects due to differences between experimental conditions across different studies. However, to develop such an algorithm, measurement of the auditory response under multiple conditions with different imaging parameters and hardware is warranted.
As a first step toward modeling and potential compensation for interaction of noise-induced responses with desired responses, this study characterizes the behavior of primary auditory cortex in response to a variety of temporal patterns of imaging-related acoustic noise. Near ideal hemodynamic responses (HDRs) were obtained in response to five temporal patterns of acquisitionrelated noise in the absence of a traditionally-presented stimulus, permitting characterization of noise-induced responses as a function of acoustic history (Ranaweera et al., 2011) .
Methods

Subjects
Twelve subjects (6M/6F; average age ¼ 22.8 ± 2.1 years) participated in this study. All subjects reported normal hearing with no history of hearing deficit, and gave written informed consent prior to participation in this study. Collection of data for each subject extended over three imaging sessions, conducted on three different days. 11 of 12 subjects participated in all three sessions.
All work described in this paper was conducted in compliance with the Code of Ethics of the World Medical Association (Declaration of Helsinki) and used methods approved by the Human Research Protection Committee at Purdue University.
Stimulus
Subjects were exposed to variable histories of acoustic noise associated with the acquisition of 5 and 15 slice imaging volumes. The use of the actual acoustic noise associated with scanning (e.g., Bilecen et al., 1998; Tamer et al., 2009 ) is preferable to recorded noise (e.g., Hall et al., 2000; Seifritz et al., 2006) as conduction of sound occurs not only through the ears, but also through the skull and remainder of the body (Ravicz and Melcher, 2001) . Therefore, all imaging-related acoustic noise was generated using actual imaging sequences, with the radiofrequency transmit disabled (i.e., RF-disabled) to avoid perturbation of the longitudinal magnetization .
The fundamental acoustic stimulus used in this work corresponds to the noise generated (a "ping" sound) during RF-disabled acquisition ("dummy" image acquisition) of a single slice. Each ping generated for this experiment is 46 ms in duration and has a fundamental frequency of 738 Hz, with its spectral maximum at 2.2 kHz (Fig. 1A) . The peak sound level generated by the ping was 106 dB SPL. These "dummy" image acquisitions produce the same noise as actual image acquisitions, minus the low intensity "click" sound associated with RF excitation, assumed to be a minimal contribution ). This noise replicates the level, direction, and tactile sensations (e.g., vibration of the patient bed) associated with true image acquisitions. All stimuli comprised multiple such slices grouped to mimic a volume as if acquired using a clustered volume acquisition (CVA) .
The actual perceived stimulus was the imaging-related acoustic noise after passive attenuation. In this study, a combination of earplugs and earmuffs was used to provide passive attenuation, with the resulting peak sound level at the ear canal measured to be about 75 dB SPL during scanning. The sound attenuation introduced by the combination of earplugs and earmuffs at different frequencies was explicitly measured during a separate experiment and was used to estimate the sound level at the ear canal during this experiment. Note that the low intensity sounds of RF clicks and the coolant pump were expected to fall below noticeable levels with this auditory setup (Tamer et al., 2009 ).
Stimulus paradigm
Five temporal patterns of simulated volume acquisitions were used to generate imaging-related acoustic noise stimuli, as shown in Fig. 1B . Two patterns represent acquisitions of a single volume comprising 5 or 15 slices (hereafter referred to as 5ping and 15ping), and three patterns seek to simulate the effects of multiple volume acquisitions within the expected duration of the positive lobe of the HDR, specifically corresponding to acquisition of two consecutive volumes (each of five slices) with a repetition time (TR) of 1, 2, or 4 s (hereafter referred to as 5-5(1s)ping, 5-5(2s)ping, and 5-5(4s)ping). The three imaging sessions comprised collection of responses to the (a) 5ping and 5-5(4s)ping, (b) 5-5(1s)ping and 5-5(2s)ping, and (c) 15ping stimuli.
To control attention and divert subjects from focusing on the acoustic noise, a movie (randomly selected from a set of five, without replacement, for each of the three sessions for the given subject) was shown during each experimental session, via a pair of MRI compatible goggles [NordicNeuroLab; Bergen, Norway] . The sound associated with the movie was not provided to the subject. Subjects were instructed to lie still and pay attention to the movie during the experiments.
To further control for common experimental conditions, subjects were given ear plugs with probe tubes to which rubber tubing was attached, connecting the plugs to an MR-compatible pneumatic sound delivery system. No acoustic stimulus was presented with this system to the subjects during this experiment.
Imaging protocol
All imaging took place at the Purdue MRI Facility (InnerVision West, West Lafayette, IN), using an eight-channel brain array (InVivo) on a General Electric (Waukesha, WI) 3 T Signa HDx imager. After acquisition of a 3-plane localizer, local high-resolution images (0.9375 mm Â 0.9375 mm; FOV ¼ 24 cm Â 24 cm) of 15 axial slices (3.8 mm thick) were collected, such that the center slice passed through left and right Heschl's gyri and the volume encompassed all of the superior temporal plane and auditory cortex (Galaburda and Sanides, 1980) . In the first session for a given subject, after completion of the functional runs (see below), a T1-weighted, full-brain, high-resolution anatomical volume (sagittal 3D FSPGR: 24 cm FOV, 256 Â 256 acquisition matrix, 1 mm slice thickness) was collected for each subject. The 15 slices of local highresolution volume collected during each session had the same slices as the functional images, but at a higher resolution. These were used to facilitate better realignment of the functional images with the full-brain, high-resolution anatomical volumes, which were collected only during the first session.
Functional imaging (blipped gradient echoeecho planar imaging; flip angle ¼ 90 ) runs were subsequently acquired using the same volume prescription as the local high-resolution images, but with each slice now having an in-plane resolution of 3.75 mm Â 3.75 mm. Note that a double acquisition was performed in each repetition time (TR) period, one using an echo time (TE) of 26 ms, and the second a TE of 28 ms. This double acquisition enabled correction of image distortions introduced by B 0 magnetic field inhomogeneities (Jezzard and Balaban, 1995) .
A stroboscopic imaging paradigm (Belin et al., 1999) was used to acquire images at a fixed set of post-stimulus offsets ranging from 1.5 s to 15 s (see Table 1 ) after stimulus delivery with a fixed TR in a CVA scheme as shown in Fig. 1C . A null condition was also included, in which no stimulus was presented during the TR period (denoted as a post-stimulus offset of t off ¼ 0 s, hereafter). Images collected during this null condition provided a baseline for subsequent calculation of percent signal change.
To minimize imaging session durations, the TR value used in all functional runs associated with each of the five stimuli (see Table 1 ) was chosen to allow at least 15 s of quiet time following the true volume acquisition before stimulus presentation took place (see Fig. 1C ), a gap intended to allow the hemodynamic response to return approximately to baseline after each true volume acquisition. Either six (5ping, 5-5(1s)ping, 5-5(2s)ping, 5-5(4s)ping) or twelve (15ping) functional runs were conducted for a given stimulus, with 12 measurements made of the response at each t off listed in Table 1 . The order of runs was randomized across subjects, but was held fixed across stimuli for a given subject. Acquisition of t off values was counter-balanced across the 6 or 12 runs. These poststimulus offsets were chosen to sample the HDR with temporal resolution as high as 0.5 s during the expected peak and more sparsely during the prolonged post-stimulus undershoot Hua et al., 2011) .
Pre-processing of fMRI data
Data were preprocessed for artifact removal and to facilitate inter-subject analysis. Functional images were first corrected for B 0 inhomogeneities using in-house software based on Jezzard and Balaban (1995) . B 0 corrected functional images were subsequently corrected for subject motion by realignment to the 3rd image of the first functional run of each experimental session using AFNI (Cox, 1996) . No data were excluded on the basis of motion, as all runs exhibited maximum movement of less than half the voxel size (1.8 mm). All images were registered to the corresponding subject's anatomical image to permit identification of anatomical structures. First, the local high-resolution slices acquired during each session were aligned to the fullebrain anatomical for each subject using the align_epi_anat.py script (Saad et al., 2009) . After visual verification of the alignment, the full-brain anatomical was spatially transformed into Talairach space (Talairach and Tournoux, 1988) , with the same transformation applied to the functional images. These normalized functional images were then spatially smoothed with a 4 mm full width at half maximum (FWHM) Gaussian kernel and re-sliced to produce 4 Â 4 Â 4 mm 3 isotropic voxels. For subsequent analysis, the acquired volumes (and corresponding motion parameters) for each run were sorted in increasing order of t off .
Region of interest analysis and hemodynamic response modeling
All fMRI data were analyzed for activation as a function of imaging parameters on a region of interest (ROI) basis, focused on left and right primary auditory cortices. ROIs were defined on an individual basis, identified in each subject's high-resolution data as the medial two-thirds of Heschl's gyrus . Average volumes for the left and right primary auditory cortex ROIs were, respectively, 1122 ± 370 mm 3 (17.5 ± 5.8 voxels) and 797 ± 170 mm 3 (12.5 ± 2.7 voxels) consistent with previous findings (Rademacher et al., 2001; Hu et al., 2010; Olulade et al., 2011) .
Estimates of the HDRs in each voxel of each ROI were calculated by computing the percent signal change (PSC) induced by the stimulus at each t off , with respect to the null (t off ¼ 0s) condition (Belin et al., 1999; Hu et al., 2010) . These signal change values were first averaged across all voxels in the ROI, then across runs (of each experimental condition) for each subject to obtain subject-specific average HDRs (aHDRs). These subject-specific aHDRs were then averaged across all subjects to obtain group aHDRs corresponding to each experimental condition for the left and right primary auditory cortices. Each of the five different experimental conditions produced two aHDRs per subject or group, corresponding to responses from each of the left and right primary auditory cortices.
The primary auditory cortex hemodynamic responses due to different temporal patterns of imaging related acoustic noise were compared across conditions and hemispheres. A peak PSC analysis was performed in each ROI to identify significant differences between peak responses under different stimulus conditions. In this analysis, the peak values of subject specific aHDRs, across all time points, under different conditions were pair-wise compared across subjects using a set of paired t-tests to identify conditions with significantly different peak response values. In addition, statistical tests (two-way ANOVA and single sided paired t-tests) were performed to check if the primary auditory cortex hemodynamic response due to imaging acoustic noise in one hemisphere was significantly different compared to the other under each experimental condition.
For further analysis, each obtained aHDR was fitted with a double gamma-variate (DGV) modeled hemodynamic response function (HRF) (Glover, 1999 ) using a nonlinear least squared algorithm (as implemented in lsqcurvefit function in MATLAB ® ). To ensure reasonable morphology in the modeled HRFs, the fitting process was constrained to avoid double positive or double negative lobes, and to exhibit only a single post-undershoot (that occurred after the initial positive response). Note that fitted responses were necessary for cross-condition comparisons, given that the sampled time points were not identical across the different stimuli (see Table 1 ).
Comparison of responses arising from the longer stimuli (e.g., 5-5(2s)ping and 5-5(4s)ping) required augmentation of the early portion of the responses. Because the durations of the 5-5(2s)ping and 5-5(4s)ping stimuli were 2.5 s and 4.5 s, respectively, and the smallest non-zero value for t off in the experiment was 1.5 s, the first non-zero sample point was at 4 or 6s post-onset, respectively, for the two conditions. Due to the acoustic equivalency of the onset of these stimuli with the onset of the 5ping stimulus, the (missing) response to the first dummy volume acquisition is expected to likewise be equivalent. Therefore, the 5-5(2s)ping and 5-5(4s)ping aHDRs were augmented by appending the initial portion of aHDR of the 5ping prior to the first acquired data point (i.e., 4 or 6s postonset), with a smooth combination achieved using a 3rd order polynomial fit. These augmented, fitted responses for 5-5(2s)ping and 5-5(4s)ping stimuli and the simple DGV-model fitted hemodynamic responses for other stimuli (5ping, 15ping, and 5-5(1s) ping) are referred to hereafter as fitted hemodynamic responses (fHDRs). All fHDRs are shown in Fig. 2A .
Linearity analysis
Prior either to comparison across conditions or analysis of linearity of superposition, the quality of both the average and fitted HDRs was assessed for goodness-of-fit using the coefficient of determination (R 2 value). A value of this coefficient close to one would indicate that a fHDR is appropriate for use in place of a limited-resolution aHDR. After confirmation of the quality of fHDRs, assessment was made of the linearity of the responses in the primary auditory cortex arising from the various temporal patterns of imaging-related acoustic noise. The level of (non-)linearity exhibited by each of the primary auditory cortices was quantified by comparing the observed aHDR and the predicted response, constructed using a linear-timeinvariant (LTI) system model for which the 5ping fHDR served as the basis function. The LTI-predicted HDR was calculated by a composite waveform constructed through superposition of appropriately time-shifted DGV-modeled 5ping fHDRs (referred to as D n model). The R 2 value when this LTI-predicted response was compared to the corresponding aHDR was computed, with values near unity indicating a good fit, and thereby consistency with the assumption of linearity. In initial investigations, it was observed that the peak poststimulus undershoot of the aHDRs did not significantly differ across stimulus conditions despite differences in delay in time to the peak post-stimulus undershoot (see Fig. 2A ). This observation is intuitively inconsistent with LTI superposition of modeled responses (e.g., DGV-modeled 5ping fHDR) that each contain an undershoot. Therefore, an additional combination of models (i.e., a 5, 3, 3.5, 4, 5, 6.5, 8.5, 12 mixed-model HDR approach) was evaluated as reference functions for repeated 5ping presentations. In this case (S (nÀ1) D model) a single gamma-variate (SGV) model was used to represent responses to the initial n-1 sets of pings (assuming a train of n sets) and a DGV model to represent the response to the final set of pings. This mixed HDR model was only used for analyzing linearity of superposition of successive responses when predicting the total response to multiple stimuli. It was not used for detection of activation.
Detection of activation
Detection and quantification of activation in the cortex, arising in response to the variable histories of stimulations, were performed using the general linear model (GLM) (Worsley and Friston, 1995) . A k-cross validated (Kearns and Ron, 1999 ) model of the HDR was used as the reference function while using motion parameters and a constant term as covariates of no interest in the GLM matrix. The k-cross validated model was calculated by fitting the DGVmodeled response (created above) to the mean percent signal change of response across left and right hemispheres, due to the stimulus condition being used, from all the subjects except the subject being tested. This approach was reportedly more effective in detecting the activation than using a canonical HRF model as demonstrated by Hu et al. (2010) . A mask with 2738 voxels (175,232 mm 2 ) was applied to individual subject statistical maps to incorporate only the voxels common to all conditions and subjects, and to eliminate regions of partial-volume averaging. A singlefactor, across-subject, random-effects analysis was then performed on the data to generate t-statistic maps corresponding to each of the five stimulus conditions. A Bonferroni correction (Curtin and Schulz, 1998 ) was used to correct for effects due to multiple comparisons across number of voxels, treating them as independent measurements. The resulting statistical maps were displayed at significance level of p Bonferroni < 0.01.
Results
fMRI response dependence on temporal pattern of acoustic noise
The fitted HDRs for the whole group of subjects in the left and right primary auditory cortices, as observed for each of the five temporal patterns of acoustic noise, are shown in Fig. 2A . The error bars in the figure correspond to the standard error of mean percent signal change at each time point, across subjects. Table 2 lists estimated response parameters for the average (aHDR) and fitted responses (fHDR): peak PSC, time-to-peak, peak post-stimulus undershoot and, for fHDR, FWHM and "goodness-of-fit" coefficient (R 2 ). Note that R 2 values for the model fits are all near 1.0,
indicating that the modeled fitted responses are representative of the observations. The analysis of peak PSC across subjects revealed some significant differences in responses across the temporal patterns of noise presentation (see Fig. 2B ). The peak PSC due to the 15ping stimulus is significantly larger than all the other types except for 5-5(1s)ping response in the left primary auditory cortex, and significantly larger in the right primary auditory cortex than the 5ping and 5-5(2s)ping conditions. The responses to 15ping and 5-5(1s)ping stimuli appeared to have similar peak PSC values in both hemispheres.
A three-way ANOVA across subjects, hemispheres, and time points in the positive lobe of the HDR revealed a statistically significantly (p < 0.05) greater response in the right auditory cortex compared to the left under all conditions except for the 5-5(4s)ping condition (p ¼ 0.076). In addition, a single sided t-test was used to assess the differential (right-left) response across subjects, treating the time index (except 0) as the repeated measure. This test revealed a statistically significantly (p < 0.01) greater response in the right primary auditory cortex compared to the left, during all conditions as indicated in Fig. 3. 
Linearity analysis
The first and third columns (marked D n ) of Fig. 4 present aHDRs (thick blue continuous line), and fitted responses (thick red dotted line) from the LTI assumption using as a basis the DGV-modeled 5ping aHDR (references presented as thin green continuous lines). A comparison of measures and similarity assessments for these curves are listed in Table 3 .
The results from modeling the observed nonlinearity using the mixed HDR approach are presented in the second and fourth columns in Fig. 4 . The mixed HDR model (S (nÀ1) D) improved the fit to the responses during the post-stimulus undershoot, as is reflected in the increased R 2 values (Table 3) , and is evident from visual inspection.
Extent of activation
A summary of results from the analysis of areas of activation is presented in Table 4 . The extent of activation maps under each of the stimulus conditions is illustrated in Fig. 5 .
Under all conditions, the primary auditory cortex was strongly activated, while parts of secondary auditory cortex and other auditory related areas were also activated, especially as the stimulus duration increased. In almost all cases (except during the 5-5(1s)ping condition), the peak activation was observed in left Heschl's gyrus, the site of left primary auditory cortex. As the duration between two ping sets (effective TR) increased, the activation extent decreased. The least activation was observed during the 5-5(4s)ping condition, while the greatest activation was seen during the 15ping condition. During this last condition widespread activation was observed bilaterally, in auditory and related areas as ) between the aHDR and the fHDR is indicated, and the significance of a test to determine if the right aHDR is significantly greater than the left aHDR is also presented (p-value associated with a single sided ttest across subjects treating the non-zero time index as the repeated measure). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) presents linear superposition models (thin, green line) constructed using the DGV-modeled response to the 5ping stimulus for each of the n 5ping "presentations". The second column (S (nÀ1) D) presents linear superposition models (thin, red dotted line) constructed using SGV modeled response for the initial n-1 5ping "presentations" and DGV modeled response for the final. In both cases, the thick red dotted lines indicate LTI-predicted responses obtained by time-shifting and adding modeled 5ping responses. Error bars indicate standard error of the average hemodynamic response (aHDR) across subjects at each observed data point. Thick blue lines indicate the fitted hemodynamic responses (fHDR) obtained by fitting DGV functions to the observed data points. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) Table 3 Comparison of LTI-predicted responses for concatenated DGV (D n ) and concatenated SGV/DGV (S (nÀ1) D) models with a single DGV model fit to the measured portion of the fitted response (fHDR) in the primary auditory cortex to imaging related acoustic noise stimuli. Predicted response waveforms were evaluated for peak PSC and R 2 relative to the reference fHDR (see Table 2 ). Table 4 Extent of activation in left and right hemisphere and auditory cortex regions of interest (ROIs) in response to acoustic stimuli associated with volume acquisition. For each stimulus those regions exhibiting activation (p < 0.01, corrected t) are indicated along with the number of voxels exceeding this threshold in the left/right hemisphere and auditory cortex ROIs, and the peak observed t-statistical value. Anatomical areas are abbreviated using the automated anatomical labeling (AAL). well as non-auditory brain regions.
Model
Discussion
The objective of the current study was to characterize the primary auditory cortex hemodynamic responses to different imaging-related acoustic noise history patterns, allowing the study of the effect of the acoustic history on auditory cortical response. Modeling of responses using combinations of traditional hemodynamic response functions indicates that the auditory cortical response, in both amplitude and spatial extent, is modulated by the history of the imaging noise. While the nonlinearity was greatest during the post-stimulus undershoot phase of the hemodynamic response, the peak amplitude also failed to exhibit linearity with increased exposure to imaging-related acoustic noise. A greater response to imaging-related acoustic noise was observed in the right primary auditory cortex compared to the left under all experimental conditions used in the current study, warning of potential bias effects in auditory fMRI experimentation due to differentially limited dynamic range in the primary auditory cortices.
Hemodynamic responses due to imaging-related acoustic noise
As has been noted in the literature, imaging-related acoustic noise is a significant confound for auditory-related fMRI because the induced HDRs are generally consistent with the shape and amplitude of responses to presented stimuli (Shah et al., 1999; Hall et al., 2000; Moelker and Pattynama, 2003; Tamer et al., 2009; Hu et al., 2010) . The variable duration stimuli in this study serve as references to illustrate this key point. Glover (1999) used 1s long tone pulses in an auditory and finger tapping experiment and observed a time-to-peak (T p ) of 5 s, FWHM of 3.5 s, and a peak poststimulus undershoot of about 25% of the peak response, with the signal returning to baseline after about 20 s. In a separate study, Harms (2002) used trains of noise bursts with varying repetition rates and durations with a rapid ER experiment and observed peak PSC of about 1%, T p of about 4e6 s, and comparable post-stimulus undershoots to this study (the reported values correspond to the responses due to 5 noise busts at 35/s and 2 noise bursts at 2/s). However, in contrast to the current study, Harms et al. observed a return to baseline within 8e10 s of stimulus onset, whereas the responses observed in this work did not return to baseline until 12e15 s following stimulus onset. In a study analogous to the present evaluation, Inan et al. (2004) used single or paired pure tone pulses (1 kHz, 100 ms) with 1, 4, or 6 s inter-pulse-intervals interleaved with a visual experiment to study the effect of stimulus repetition in auditory and visual cortices and observed peak percent signal change of about 0.6% with peak times of 4.7e5.7 s for 1 s inter-pulse-intervalda slightly smaller peak percent signal change and a similar T p relative to the most comparable condition, 5-5(1s)ping, in this study. Therefore, excepting some variations in post-stimulus undershoot duration, the stimulus responses observed here are consistent with expectations from previous work, with differing experimental setups (e.g., noise/tone busts vs. imaging-related acoustic noise; variations in TE and TR; field strengths of 1.5T vs. 3T) likely being the primary source of differences in response amplitude and duration.
Nonlinearity of response in primary auditory cortex
The linearity analysis conducted in this work revealed that in addition to the response magnitude, the extent of activation also showed a nonlinear modulation effect with the acoustic noise pattern (See Fig. 5 ). While the extent of activation generally increased with increasing acoustic history (i.e., more acoustic energy in the temporal proximity), there was a reduction in activation extent during the 5-5(4s)ping condition. The activation extent during 5ping condition was greater compared to the 5-5(4)ping condition, contrary to predictions of a linear model based on activation maps generated using the random effects analysis.
The results of this study confirm that the primary auditory cortex responds nonlinearly to stimuli presented in (close) temporal proximity, especially when the presentation duration is long (see Fig. 4 ). Several investigators have studied the nonlinearity of the auditory cortex using different methods as a function of stimulus presentation rate (Buxton et al., 1998; Friston et al., 1998; Vazquez and Noll, 1998) , evaluating how reduced stimulus separation affects response amplitude and duration. Superposition of responses has been examined using imaging-related acoustic noise (Talavage and Edmister, 2004) or using paired stimuli (Glover, 1999; Inan et al., 2004) . Previous attempts to model these nonlinearities have been successful, but most have not been physiologically-based, a key concern when extension to disordered populations is desirable. The earliest attempts to model these non-linearities included use of a broadening function in series with a linear system model to absorb the nonlinearities of the observed responses (Vazquez and Noll, 1998) and use of estimated Volterra kernel basis functions (Friston et al., 1998) . Though these methods have been extremely effective in modeling the nonlinearities, they are purely theoretical and do not have a clear physiologic basis. Physiologically-based modeling is best exemplified by the Balloon model proposed by Buxton et al. (1998) and further developed by Uludag and colleagues Sadaghiani et al., 2009; Havlicek et al., 2015) . However, while also effective, this method requires estimation of various difficult-to-obtain parameters that characterize the hemodynamics in the cortex (venous volume, deoxyhemoglobin content, oxygen extraction fraction, etc.). Such approaches have been combined (Friston et al., 2000) in an effort to Fig. 5 . Schematic comparing extent of activation (t > 5.7) for the acoustic stimuli depicted in Fig. 1, part B. reduce the number of estimated physiological parameters.
In the current study, a relatively simple combination of SGV and DGV models was used to model the nonlinearity, attempting to bypass the ensemble of parameters required for the Balloon model, and requiring no estimation of basis functions (e.g., Volterra kernels). Such an approach was motivated by the observation that most of the nonlinearity observed during the current study involves the disproportionate increase in post-stimulus undershoot, relative to the predicted responses, with increased duration of acoustic stimulation. Therefore, it seemed that a simpler model (i.e., having fewer parameters to estimate) could account for the timelimited observed nonlinearity, especially during the post-stimulus undershoot phase of the response. Though the combined model was also not physiologically inspired, a physiologically relevant derivative of the balloon model, presented by Havlicek et al. (2015) , provides some basis for the physiological validity of such a combined approach. Havlicek et al. (2015) considered the conditions of stimulus and lack-of-stimulus as two modulating inputs in the model. Therefore, the post-stimulus undershoot could be modulated by the response to cessation of the stimulus. In the combined S (nÀ1) D model presented herein, the undershoot is only present in the response to the final set of pings, for which the DGV which could be considered as a composite of two SGV responses, one to the pings and one to the cessation of acoustic stimulation.
The BOLD post-stimulus undershoot
The typical segment of response observed to be most deviant from linearity was the undershoot period that follows the primary response to the imaging-related acoustic noise stimulus. The poststimulus undershoot predicted in this work using a LTI system model (5ping response as basis) was always larger than the observed, even when the positive lobe was well predicted (See Fig. 4 columns 1 and 3) . This is unlikely to be an artifact of imaging, for while Zhao et al. (2007) observed a linear dependence of poststimulus undershoot on the echo time (TE), all of these data were collected using a fixed TE. Therefore, one must examine physiological sources.
The BOLD post-stimulus undershoot is believed to reflect a postresponse transient increase of deoxy-hemoglobin brought about by one or more of many possible causes (Chen and Pike, 2009; Buxton et al., 2004) . These causes could include (1) the temporal mismatch between the cerebral blood flow (CBF) and venous cerebral blood volume (CBV) changes (Mandeville et al., 1999 (Mandeville et al., , 2001 Friston et al., 2000; Obata, 2004) as incorporated into biomechanical models (Buxton et al., 1998; Mandeville et al., 1999) , (2) transient poststimulus decoupling of cerebral metabolic rate of oxygen (CMRO 2 ) from CBF and CBV (Lu et al., 2004; Donahue et al., 2009) , and (3) a combination of post-stimulus undershoot in CBF Huppert et al., 2006; Chen and Pike, 2009 ) and slow CBV response (Chen and Pike, 2009) . In addition to these, the work by Krekelberg et al. (2006) and Sadaghiani et al. (2009) suggest that the BOLD post-stimulus undershoot may also reflect the number of active voxels or the activation and deactivation pattern of the neurons in addition to blood volume effects. These however may in fact be related to CMRO 2 , CBV, and CBF effects brought about by neuronal activations.
While this study did not investigate the neurophysiology at a level that may directly address the physical causes of the poststimulus undershoot, it is of note that the post-stimulus undershoot could be better predicted using combinations of both SGV and DGV functions than by sole use of DGV modeling (See Fig. 4  columns 2 and 4) . The inclusion of a SGV model, which lacks an undershoot component, seems to have served to bound the poststimulus undershoot amplitude, suggesting that the growth of the post-stimulus undershoot period may have an underlying physiologic limit related to the temporal or spatial extent of the transient deoxy-hemoglobin increase, noted above. Recent findings by Mullinger et al. (2013) suggest that, contrary to the current consensus, the post stimulus response could be an independent response not directly coupled to the primary positive BOLD response. The lack of correlation in the peak amplitude of poststimulus undershoot phase to the positive response in this study can also be explained using the above finding.
Hemispheric asymmetry in primary auditory cortex response to imaging related acoustic noise
A comparison of measured HDR in left and right primary auditory cortices across subjects revealed a statistically significantly greater response in the right auditory cortex during all conditions as shown in Fig. 3 . Schmidt et al. (2008) observed such rightward bias in auditory cortex response when measured with sparse temporal acquisition scheme (clustered sparse temporal acquisition) similar to current study, but not with continuous acquisition. This implies that the right auditory cortex simply is "more sensitive" to the presence of a sustained input, resulting in greater sensitivity to imaging-related acoustic noise. Such greater sensitivity in the right primary auditory cortex to acoustic noise was also observed during a combined fMRI and MEG study by Mathiak et al. (2002) .
As a consequence of the observed noise-related asymmetry, fMRI experiments utilizing either distributed volume acquisition (DVA) schemes or clustered volume acquisitions (CVA) with short TR values, could exhibit asymmetric responses to intended acoustic stimuli in left and right primary auditory cortices. These asymmetries could be observed even in the absence of any differences in neuronal processing of the stimulus, rather being related to differing baseline activation levels between the cortices. The hemodynamic response of the brain, and the auditory cortex in particular, is known to behave nonlinearly with a limited dynamic range for the response (Talavage and Edmister, 2004; Schmidt et al., 2008) . Because of its greater noise-related HDR, the right primary auditory cortex may have a lesser available dynamic range with which to respond to the external stimulus. Therefore, it is possible to observe a smaller stimulus-induced response magnitude in the right auditory cortex, when such a difference might not be present with a quiet background.
The greater sensitivity of the right primary auditory cortex observed in this study is likely due to a greater inherent sensitivity to the dynamic structure of the imaging-related acoustic noise stimulus, which has a complex spectral structure and dynamic pitchdfeatures for which a right hemispheric bias (Schmidt et al., 2008) , especially in non-primary auditory cortex have previously been documented (Zatorre and Belin, 2001; Harms and Melcher, 2002; Jamison et al., 2006; Hyde et al., 2008) . Though it is possible that differences in neural mechanisms and vascular structures in the left and right primary auditory cortices could have played a role in the observed asymmetry in HDR magnitude, the data from the current experiment are not sufficient to ascertain their contribution. Therefore, a closer look at the reasons behind this greater sensitivity is warranted in light of the observations of the current study in order to minimize the effects of this asymmetric sensitivity to imaging-related-acoustic noise in left and right primary auditory cortices.
Effect of temporal pattern on activation extent
Results suggest that activation detection, in addition to response estimation, can be negatively influenced by the presence of imaging-related acoustic noise, in both auditory-and nonauditory-related areas of the brain. Under the implemented model of multiple volume acquisitions, the extent of activation due to imaging-related acoustic noise was generally observed to increase as with duration and density of such noise (i.e., from 5-5(4s) ping to 5-5(2s)ping to 5-5(1s)ping). While the extent of activation increased during two imaging-related acoustic noise segments separated by 1 and 2 s compared to a single segment, when the separation was 4 s, the activation extent decreased. The least extent of activation was observed during the 5-5(4s)ping condition, encompassing only the "core" auditory areas, as presumed to be located along Heschl's gyrus (Langers and van Dijk, 2011) . As the temporal density was increased, the extent of activation spread from cortical sensory areas to include additional auditory-related areas (Harms and Melcher, 2002) such as the insula, auditory thalamus (medial geniculate body), and the MTG. When the noise was constructed to be continuous and extended from 500 ms (5ping condition) to 1500 ms (15ping condition), activation also included non-auditory areas such as the visual cortex, prefrontal cortex, and the hippocampus.
While it is possible that the increase in extent of activation is related to recruitment of novel and additional neural pools during multiple temporally close stimulus presentations, as suggested by Inan et al. (2004) , the observation that the 5-5(4s)ping condition had a lesser extent of activation than the 5ping condition suggests the exact temporal pattern of the acoustic history plays a role in modulating extent of activation. Also, while the 5-5(1s) and 15ping conditions had similar HDRs, the activation extents detected under the two conditions differed greatly, indicating a difference in the mechanism of recruiting neural pools to respond to the corresponding acoustic conditions. This further suggests that the phase (e.g., increasing, peak, decreasing, or post-stimulus undershoot) of the HDR due to the first stimulus at the time the second stimulus is delivered can have an effect on not only the size of the response, but also the areas in which activation may be detected due to the second stimulus (Talavage and Edmister, 2004) .
The variable time experienced by the subject between acoustic noise segments, either due to the actual acquisitions or due to experimental stimuli (range: 15e32 s) is not believed to have affected results due to a startle-like effect. Though possible, it is expected that this effect would be relatively small relative to the forced response arising from the actual stimulus, and would likely be evidenced in responses from non-auditory areas such as the thalamus, caudate nucleus, left angular gyrus, anterior cingulate, and transitional medial cortex (Hazlett et al., 2001; Kumari et al., 2005; Campbell et al., 2007) . Conversely, the extent of activation in this study encompasses primary and secondary auditory cortices (Bandettini et al., 1998; Ulmer et al., 1998; Shah et al., 1999; Talavage et al., 1999) , and additional areas that have also been reported to be active under noisy conditions, such as operculum, insula, thalamus, hippocampus, putaman, and the visual cortex (Cho et al., 1998; Mazard et al., 2002; Zhang et al., 2005; Tomasi et al., 2005; Schonwiesner et al., 2007; Hu et al., 2010; Olulade et al., 2011) . Therefore, the general extent of non-auditory area activation is consistent with other studies that have not used a stroboscopic design, indicating that it is unlikely that a startle-like effect is playing a predominant role.
Although this study did not specifically analyze the differences between responses to imaging-related-acoustic noise in cortical areas other than left and right primary auditory cortices, it is possible that asymmetric responses may exist in other locations. If true, baseline levels of other brain areas could also be affected due to imaging-related acoustic noise, and inferences regarding stimulus laterality/preference must take such response biases into account.
Conjecture on compensation for effects of imaging related acoustic noise
This body of non-auditory area activation suggests that the influence of imaging related acoustic noise be considered for the broader array of non-auditory fMRI experiments. Because the extent of activation as well as the HDR due to a stimulus is modulated by the exact temporal pattern of imaging-related acoustic noise, it is important to account for parameters that affect imaging-related acoustic noise when comparing results across different fMRI studies. Failure to do so could result in inaccurate inferences when combining results from different studies. As demonstrated in this work, the modulation effect not only applies to the auditory cortex, but also to higher-order auditory and nonauditory brain regions that may also be influenced by the presence of imaging-related acoustic noise.
One approach to compensate for the variable effects of imagingrelated acoustic noise, arising from differences in imaging parameters is to use a model based correction algorithm. While this approach will likely be impractical, in a large-scale sense, it remains probable that through the use of L1-norm regularization (or similar) approaches, a reasonable degree of compensation may be generated (e.g., Tamer et al., 2010) . The lack of studies looking into methods to account for the variable effects of imaging-related acoustic noise is an indication that there is ample opportunity in research to find solutions to this problem.
Conclusions
Imaging related acoustic noise produces asymmetric responses in the right and left primary auditory cortices, does not exhibits post-response undershoot growth with increasing noise duration, but does modulate the extent of activation in non-auditory areas of the brain as duration increases. The hemispheric bias in primary auditory cortex activation, coupled with limitations in the dynamic range available for fMRI responses, could lead to observation of asymmetric amplitudes for external (non-imaging-related acoustic noise) auditory stimuli that could be (incorrectly) interpreted as asymmetric neurophysiologic responses to the stimulus. Experiments using DVA or CVA approaches with short TR values could be more prone to these asymmetric noise-induced responses. The limited post-response undershoot may indicate a physiologic limit to the transient increase of deoxy-hemoglobin levels, supporting the idea of a limited dynamic range. The results of the current study emphasize the importance of considering the effects of imagingrelated acoustic noise in auditory as well as non-auditory fMRI experiments used for estimation of the response as well as for detection of activation, and when comparing results across fMRI studies.
