Creating graphics animations is often a tedious process that requires days of content creation to make even a short video. In this work, we investigate the role of optic flow in making it easier to automate certain steps in creating animated clips. More specifically, we look into how optic flow can be used to detect and model natural events, such as, waterfall, rainfall, snowfall and so on. An algorithm that can not only detect 2D flow, but also track feature points reliably over video frames is described; followed by experimental results demonstrating its ability in motion analysis and motion synthesis. An example of the steps involved in creating a short animation is also outlined.
INTRODUCTION
Extensive research is reported in the literature on optic flow analysis. Optic flow is the distribution of apparent motion of brightness patterns in an image. Much of the research on optic flow focuses on developing models and methodologies to recover a 2D motion field. While most of the approaches apply the general spatio-temporal constraint, they differ in how the two components (u and v) are solved using additional constraints. One classical solution provided by [1] takes a global approach, which uses a smoothness constraint based on second-order derivatives. The flow vectors are then solved using nonlinear optimization methods. The solution proposed by Lucas-Kanade [2] takes a local approach, which assumes equal flow velocity within a small local neighborhood. A closed-form solution to the flow vectors is then achieved, which involves only first-order derivatives. Some variations as well as combinations of the two approaches can be found in [3] .
Substantial research has also been carried out on motion or structure analysis based on optic flow. Some work attempts to recover the egomotion (i.e. camera motion) undergone by the viewer for navigating in a static environment [4] . Given a static viewer, it is possible to analyze the 3D structure or motion of the objects viewed [5] . A somewhat more difficult problem is the separation of egomotion and the independent motion of objects when neither the environment nor the viewer is static [6, 7, 8] .
In the computer graphics community, research on image and video based animation has focused primarily on face and body movement synthesis [9, 10, 11] . Adding painting-like effects to image and video was considered in [12] . However, the use of optic flow for animating natural events has been limited.
In this paper, we use optic flow to make it easier to automate certain steps in creating animated videos of natural events. Specifically, we apply robust optic flow techniques to detect motion in video sequences and analyze the motion parameters and characteristics of water particles, which provide valuable information for the animation of natural motion, such as rain and snow. In Section 2, we present a robust algorithm for the measurement of 2D velocity fields. In Section 3, we extend the optic flow algorithm for detection and analysis of a waterfall. Section 4 discusses some of the steps taken to create an animated sequence along with illustrative examples. Finally, Section 5 presents the conclusion and future work.
II.
ROBUST OPTIC FLOW ALGORITHM The first step in optic flow analysis is the recovery of the flow velocity of scene points. Here we use a local approach, which is based on the aforementioned Lucas-Kanade algorithm [2] . The original Lucas-Kanade algorithm is quite simple to realize. Suppose the brightness of a point located at p(x, y) in the image taken at time t is f(x, y, t). Let x f and y f be the spatial image gradient, and t f the temporal image derivative, the local smoothness constraint can be expressed as: 
The above solution requires that G be invertible, which means that the image should have gradient information in both x and y directions in the neighborhood W centered at point p.
For the purpose of better performance, we apply a point selection process before calculating the flow vector v . As the matrix G is symmetric, it can be diagonalized using singular value decomposition as:
Where R is a rotation matrix. If we want to have gradient information in both directions, we need to choose the point with the following characteristics:
It has large eigenvalues, i.e. 1 λ and 2 λ should be large.
In order to have a well-conditioned matrix G for good estimates of v , the ratio of 2 1 / λ λ should not be too large. One advantage of point selection lies in the fact that it circumvents the aperture problem. Furthermore, the criterion based on eigenvalues makes it possible to have more reliable and accurate flow vectors as well as more robustness against noise. For the purpose of subpixel estimation of flow vectors, we use an iterative algorithm and carry out a pyramidal implementation, applying a coarse to fine approach, as suggested in [2] .
In modeling optic flow, one assumes that the brightness of a point does not change between frames. As a consequence, brightness changes may corrupt the velocity estimates. We can imagine that flow vectors for some points with stronger brightness variations between two successive frames will be less accurate. In the following, we refer to such points as outliers. To remove these outliers resulting from the inherent deficiency of the optic flow model, we apply a further constraint called frontoparallel motion constraint.
Suppose we have calculated the 2D velocity of a set of 2D 
III MOTION DETECTION AND ANALYSIS
We apply the robust optic flow algorithm for the motion analysis of natural events such as that of water particles. To illustrate the process of motion detection and analysis, we use waterfall sequences as an example. Since video sequences are captured with a handheld camera, we not only need to detect the motion field but also need to separate the waterfall motion from that of the camera.
For motion separation, we apply an approach based on statistical pattern recognition. Without loss of generality, we assume that the camera motion and waterfall motion are different. This means that flow vectors belonging to waterfall would have a different distribution from those caused by camera motion. Let 0 Ω be the set of points whose flow vectors are caused by camera motion and 1 Ω be the set of points belonging to waterfall. The classification of the flow points into two classes 0 Ω and 1 Ω can be achieved from the histogram of the 2D motion field. For more details about the histogram based pattern classification method, please refer to Section 2.1 in [14] .
After the flow points caused by camera motion have been identified, we calculate the 2D motion parameters { } An example of the separation and rectification of waterfall motion is shown in Fig. 1 . On the top row are the two video frames and the bottom left image shows the 2D motion field resulting from our robust optic flow algorithm. One can observe that there exists motion of both camera and waterfall, as the flow vectors in the stone region are caused by camera motion. By using the histogram-based algorithm, we are able to differentiate between the two kinds of motion. With the egomotion parameters calculated, we then eliminate the effect of camera motion and recover the true waterfall motion. Fig. 1  (bottom right) shows the rectified motion field of the waterfall.
Besides waterfall motion detection and separation, we also track individual water points across frames and analyze their motion trajectory. By tracking we mean the localization of each water point in successive video frames based on the calculated flow velocity. Results on waterfall tracking are shown in Fig. 2 . To make the illustration more clear, we show the tracking result of a single water point. In Fig. 2 , the water point is tracked in eight successive frames before it disappears. In comparison to our work, other approaches (e.g., [15] ) only calculate 2D velocity. They do not perform any point selection or impose further motion constraints. With these algorithms, accurate point tracking would be difficult. In addition to motion separation and tracking, our optic flow based motion detection and analysis also provides means for motion modeling and synthesis. Using the rectified flow velocities, we extract different motion parameters for different waterfall regions in video sequences, which can be applied for scene animation.
IV APPLICATIONS IN ANIMATION
Optic flow and motion tracking can be used in many ways in animation. For example, the movement of snowflakes could be tracked, and a measure of the randomness in movements could be made to simulate a more natural snowfall. Similarly rainfall patterns could be modeled directly from analysis of a rainfall video. Complex scenes like waterfalls could be synthesized directly from video analysis, making it possible to model these events using only a few stills and motion vectors. Movements of airplanes could be tracked in a video, allowing a more natural representation of dynamic events.
Creating an animation, however, involves many steps, an example of which is outlined below. The animated short, "Dream Travel of a Paper Airplane", was partitioned into six sub-scenes, each focusing on a predetermined subject. There are technicalities that are common amongst all the scenes, for example animating a moving background. We decided to use a paper airplane as our subject. The reason is that we could make our own paper airplane and take pictures of it at different angles as we needed, without having to search or model real airplanes in different viewpoints.
The next process for achieving image-based animation is to plan the set of scenes through which the plane should fly-through. Following are some of the scenes for our animation:
1) Folding and Take-off Stop Motion Animation is shown in this part. Some of the still frames captured in the process of building a paper airplane, and the final plane in different orientations are shown in Fig. 3 . Intermediate frames were interpolated from these key frames.
2) Cliff
Simulated erratic movement of the airplane at high velocity is shown in this part. To simulate this kind of motion starting with actual flow and motion tracking data, random fluctuations have been added to the flight trajectory that has been computed based on video flow analysis.
3) Desert and Weather
Light, shadow and weather changes, such as storm, rainfall are shown in Fig. 4 ; normal desert scenes are shown on the top, while the scenes modified with storm, clouds and rain are shown on the bottom. The generation of rainfall and snowfall effects for background animation applies the same methodology of motion modelling and synthesis, as presented above for the case of waterfall motion. The other scenes show the animation of Dusk Transition, Oasis as well as the final scene of the plane landing on a tree. A dramatic sunset is synthesized in the final scene transferring a sunset background on to a tree scene, as shown in Fig. 5 . Shown in Fig. 6 are a few snapshots from the finally constructed animation sequence. Screen shots from the animation of waterfall generated through flow detection and motion synthesis is shown in Fig. 7 .
Additional screenshots from another animation clip, showing season change and snowfall can be seen in Fig. 8 . Flash demos and video of the animation can be viewed at www.cs.ualberta.ca/~lin/dream. In this work we outlined a method for robustly detecting optic flow and tracking feature point in videos of natural events, such as waterfall, rainfall and snowfall. A brief outline of the steps involved in creating simple animations with natural scenes was also given. In future work, we plan to model and track real airplanes to create more realistic video based animations. Also, we would like to integrate waterfall synthesis into a larger scene for animation.
