Abstract: A common problem when conducting an experiment or observational study for the purpose of causal inference is "censoring by death," in which an event occurring during the experiment causes the desired outcome value -such as quality of life (QOL) -not to be defined for some subjects. One approach to this is to estimate the Survivor Average Causal Effect (SACE), which is the difference in the mean QOL between the treated and control arms, considering only those individuals who would have had well-defined QOL regardless of whether they received the treatment of interest, where the treatment is imposed by the researcher in an experiment or by the subject in the case of an observational study. Zhang and Rubin [5] (Estimation of causal effects via principal stratification when some outcomes are truncated by "death". J Educ Behav Stat 2003;28:353-68) have proposed a methodology to calculate large sample bounds -bounds on the SACE that assume that the exact QOL distribution for each arm is known or that the finite sample size can be ignored -in the case of a randomized experiment. We examine a modification of these bounds in the case where a binary covariate describing each of the subjects is available and assignment to the treatment or control group is ignorable conditional on the covariate. Using a dataset involving an employment training program, we find that the use of the covariate does not substantially change the bounds in this case, although it does weaken the assumptions about the sample and thus make the bounds more widely applicable. However, simulations show that the use of a binary covariate can in some cases dramatically narrow the bounds. Extensions and generalizations to more complicated variants of this situation are discussed, although the amount of computation increases very quickly as the number of covariates and the number of possible values of each covariate increase.
Introduction
A possible aim of a medical study is to assess a numerical value of quality of life (QOL) at a fixed time point. Interpretation of the results of such a study may be complicated by the phenomenon of censoring by death, in addition to other common phenomena such as non-ignorability of treatment assignment in an observational study. Censoring by death occurs when a patient dies before the measurement of QOL is taken. Such a patient does not have a well-defined QOL that is a real number, and this complicates the problem of finding a causal measurement that accurately represents the treatment's effect on QOL. This phenomenon appears in other biological contexts as well. A few examples follow: -An experiment is run to test a treatment to mitigate the effects of HIV, with patients' viral loads measured at a fixed point in time. Patients who do not contract HIV do not have a viral load. Hence, Gilbert et al. [1] view this as a censoring by death problem, although it could be argued that a reasonable approach is to treat viral loads of HIV-negative patients as 0.
-Egleston et al. [2] report the results of an observational study to examine the effect of vision loss on older patients' probability of experiencing "worsened emotional distress," with some participants dying before the study ends. This is somewhat different from our primary focus, as in this case, the variable of interest (worsened emotional distress) is binary, but otherwise it shares the same basic premise. -An observational study or experiment examines treatments to lessen the frequency of drug use within the next year among a high-risk population. Subjects who are imprisoned, hospitalized, placed in a residential treatment facility or otherwise institutionalized for part or all of the post-treatment study period will have their opportunities to use drugs dramatically reduced or eliminated during the time of institutionalization. Here, institutionalization is somewhat akin to "death," although in this case, the key problem is not so much removal of those who "die" from the population as the property that institutionalization prevents subjects from exhibiting the drug usage patterns that they would have in the absence of institutionalization, and these are likely to be the patterns of primary interest. A complicating factor is that an individual may be institutionalized for only part of the study period; to make the analogy with censoring by death precise, it would be necessary to consider all individuals with any period of institutionalization during the relevant time period to have "died." This example is considered at length by McCaffrey et al. [3] and Griffin et al. [4] , the latter of which defines institutionalization as spending at least one day during the study period "in a controlled environment."
Analogous examples also include studies to estimate the effect of an educational intervention on graduation test scores (where a dropout's test score is censored by death), or measuring the effect of an employment training program on hourly wages (where an unemployed person's wages are censored by death). Zhang and Rubin [5] point out that in some cases, it may be useful to consider QOL to assume values in the set R¨fDg, where D is a non-real number denoting death.
In a case where everyone has a real QOL and treatment assignment is completely random, the causal effect of the treatment is easily estimated as the difference between the mean QOL of the treated group and the mean QOL of the control group. This measure is unbiased, if the study is an experiment with randomization performed properly, but does not apply in a censoring by death context or in an observational study. A tempting alternative is to eliminate all of those who die and calculate the difference in mean QOL between the treated survivors and the control survivors, a method that is sometimes called the "restricted analysis," as it analyzes the data in a way that is restricted to survivors. However, the restricted analysis is problematic, as the treatment's effects on mortality obscure somewhat the effect on QOL, a concern that will be examined briefly in Section 2.
This paper describes an established metric -the Survivor Average Causal Effect (SACE) -that allows the measurement of a causal effect on QOL in the presence of censoring by death and examines how well that metric can be estimated in the case in which a binary covariate is also available. Zhang and Rubin [5] , Imai [6] , and Chiba and VanderWeele [7] have considered bounds for the SACE in randomized experiments. The contribution of our paper is to consider bounds for the SACE in the context of an observational study in which there may not be perfect randomization, but in which the researcher is willing to make the assumption that treatment (or, more generally, the variable whose effect is to be evaluated) is randomly assigned conditional on a covariate (conditionally ignorable treatment assignment).
Section 2 describes the notation and assumptions that we will use in considering the SACE. Section 3 describes a dataset based on the National Supported Work Demonstration (NSW), considered in LaLonde [8] , that has the structure and available covariates necessary for the analysis to be considered. Section 4 recaps the large sample bounds for the SACE from Zhang and Rubin [5] . In Section 5, we extend Zhang and Rubin's [5] methods to the case where a single binary covariate is available and consider the changes in formulas and assumptions that this creates. In Section 6, we apply the methods to data from an experiment on the effect of an employment training program on future earnings and find that in this case covariates may have little effect on the numerical values of the bounds that are derived, even though they may weaken the assumptions underlying the bounds. In Section 7, we demonstrate the potential substantial utility of considering a binary covariate in a finding large sample bounds, using a simulated example. In Section 8, we conclude, discuss some other views on the topic, and suggest some extensions.
Notation and assumptions
A framework under which to consider the problem of estimating a causal effect of treatment on QOL arises from the idea of potential outcomes -that each subject has an outcome for each possible arm of the experiment in which he may be placed. In most experiments, each subject has two potential outcomes, a treated outcome and a control outcome, with each potential outcome consisting of a mortality outcome (life or death) and a QOL in the case of survival. For a given individual j, we let T ] be an indicator variable for treatment. We let S 0 be an indicator variable for survival given the control and S 1 be an indicator variable for survival given the treatment. Similarly, let Y 0 be the QOL of a given individual given the control and Y 1 be the QOL given treatment; for i 2 f0; 1g, Y i is defined only if S i ¼ 1. For each subject, one of the potential outcomes is observed, while the other is counterfactual and cannot be observed. In the case of an observational study performed with the hope of determining the effect of a binary predictor variable on a numerical response variable, the same notation may be used, with one of the values of the predictor designated as 0 (hence a survival outcome of S 0 and a QOL of Y 0 ) and one of the values of the predictor designated as 1 (hence a survival outcome of S 1 and a QOL of Y 1 ). For the purpose of Assumption 3, it is ideal to designate as 1 the value of the predictor that is hypothesized to lead to a higher average QOL; in many situations, this will be readily apparent.
Frangakis and Rubin [9] propose to solve the problem mentioned in Section 1 using the approach of principal stratification. It is assumed that a patient's survival status is a function solely of whether he receives the treatment. Hence each patient falls into one of four groups, called principal strata, depending on his potential survival outcomes under the two arms. The principal strata are LL (those who would survive regardless of arm), LD (those who would survive only if they receive the treatment), DL (those who would survive only if they receive the control), and DD (those who would not survive under any circumstances), with the first letter indicating life or death under treatment and the second indicating the same under the control. Pearl [10] refers to these four groups as "always healthy," "responders" (because they respond to the treatment), "hurt" (because they are hurt by the treatment), and "doomed;" other authors have proposed different names, depending on the specifics of the application at hand. The particular medical context Pearl examined was somewhat different from ours; in ours, the LL stratum might more reasonably be termed "always survivors."
Underlying any attempt to find a causal effect in a principal stratification framework is the following assumption.
Assumption 1 (Stable Unit Treatment Value Assumption, or SUTVA, Rubin [11] ). For a given unit, the observed mortality and QOL (or other outcome of interest) are dependent only on the treatment that the unit received. In particular, the treatment is well-defined (not a treatment with different "versions"), and outcomes are independent both of other units' treatment assignments and of the treatment assignment mechanism.
To remedy the difficulty mentioned above of comparing the LD group with the DL group, Rubin [12] introduced the SACE, which measures the difference between QOL under treatment and QOL under control among only the LL stratum, which is the only stratum for which this difference can be defined. Following Chiba and VanderWeele [7] , we may define the SACE as
The primary difficulty in measuring the SACE is that the principal stratum of a patient cannot be observed -if a patient is treated and survives, he may be in either the LL or LD stratum, while a control patient who survives may be in either the LL or DL stratum. This suggests the difficulty with the restricted analysis in which the QOL of the survivors only is used to estimate the treatment effect on QOL, as the subjects from the treated group in the study are considered only if they are from two of the principal strata, while the subjects from the control group are considered only if they are from a different set of two principal strata. Since these do not represent the same population, no causal effect can be inferred, and bias may be introduced by differences between the LD and DL strata, either in size or in QOL. Our goal in this paper is to consider large sample bounds on the SACE, and how they are affected by the need to condition on a binary covariate X for ignorability of treatment assignment to hold. Large sample bounds are bounds that assume that the only unknown information necessary to compute the SACE is the list of principal strata of the individual subjects. In particular, it is assumed that the sample size is large enough that effects of a finite sample can safely be ignored or that the distribution of QOL for each arm is known explicitly.
The bounds depend on what assumptions are made. Whereas SUTVA underlies any attempt to find causal effects within the principal stratification framework, Assumptions 2 and 3 may be made or not made, and these decisions will affect the results of the analysis.
Assumption 2 (Monotonicity Assumption). The DL principal stratum is empty.
Restated somewhat, Assumption 2 says that a treatment -or, in an observational study, one of the values of the predictor variable -should not kill someone who would otherwise have survived. This assumption seems reasonable in some cases, although of course there are many situations in which it is not true, such as a treatment with potentially fatal side effects.
Assumption 3 (Ranked Average Score Assumption, or RASA). The mean QOL for the members of the LL stratum in either arm is greater than or equal to the mean QOL for the members of the other surviving stratum (LD for treatment, DL for control) in the same arm.
The LL stratum seems to be the healthiest stratum, as evidenced by its survival regardless of treatment arm, so RASA also seems reasonable, although it too may not be universally true. If one or more covariates are available, then we may refine RASA into Assumption 4.
Assumption 4 (Stratified Ranked Average Score Assumption, or SRASA). Suppose certain covariates are available in addition to the survival and QOL outcomes. Let S be a subset of the potential population, where the definition of S depends on criteria that are entirely determined by the values of the covariates. Then, considering only the members of S, the mean QOL for the members of the LL stratum in the treatment arm is greater than or equal to the mean QOL for the members of the LD stratum in the treatment arm. Similarly, considering only the members of S, the mean QOL for the members of the LL stratum in the control arm is greater than or equal to the mean QOL for the members of the DL stratum in the control arm.
Restated somewhat, SRASA says that if a sub-universe is defined based solely on values of available covariates, then RASA applies to that sub-universe.
In this paper, we focus on the effect of the knowledge of a single binary covariate X, in which case Assumption 4 may be restated as "RASA holds when only those subjects for whom X ¼ 0 are considered" and "RASA holds when only those subjects for whom X ¼ 1 are considered." When such a covariate is available, we may make further assumptions, such as Assumptions 5-7. We assume that for the purpose of computing large sample bounds, the distribution of the covariate is known:
Assumption 5 (Knowledge of Covariate Distribution). The marginal probability of X ¼ 1 across both arms of the experiment or observational study, P X ¼ 1 , is known.
Another assumption that is often made in analyzing experiments is completely random treatment assignment.
Assumption 6 (Completely Random Treatment Assignment). Treatment assignment is independent of potential outcomes.
For an observational study, the treatment assignment may not be completely random but might have a similar property after we condition on the covariate X, in which case we can replace Assumption 6 with the weaker Assumption 7.
Assumption 7 (Conditionally Ignorable Treatment Assignment, Rosenbaum and Rubin [13] ). Conditional on X, treatment assignment is independent of potential outcomes.
Phrased more loosely, the assumption of conditionally ignorable treatment assignment states that any deviation of a given arm from being representative of the population is entirely explainable by X, as opposed to the random treatment assignment assumption, which states that the whole of each arm is representative of the population. In a well-run experiment, the completely random treatment assignment assumption is often reasonable, but the conditionally ignorable treatment assignment assumption may be useful if there is a possibility of an imbalance between the treated and control arms or if an observational study is being run. If the study is an experiment and the sample is large enough for large sample bounds to apply, then an imbalance of this sort is unlikely to happen by random chance, but may be a result of a problem with randomization, a deliberate attempt by the researcher to weight the two arms differently with respect to the covariate X, or rates of attrition and non-compliance that vary depending on X. Perhaps most importantly, conditional ignorability may be a more reasonable assumption than strong ignorability in the case of an observational study. We will often use Assumption 7 in combination with Assumption 5.
We now introduce some of the notation that will be used in the rest of the paper. Let π LL denote the proportion of the population in the LL stratum, with analogous notation for the other strata. We let P CL denote the proportion of individuals who would live if they received the control, with the obvious adaptations for treated individuals and/or those who die. When a binary covariate X is available, we let π LL|X ¼ 1 denote the proportion in the LL stratum among those for whom X ¼ 1, P X ¼ 1 denote the proportion of the population for whom X ¼ 1, SACE X ¼ 1 denote the SACE among only those people for whom X ¼ 1, and P CL|X ¼ 1 denote the proportion of control individuals who live among the X ¼ 1 population, with all notation again adapted in the obvious way for treated and/or non-surviving individuals. We adapt Zhang and Rubin's [5] notation to arrive at Y TLjX¼1 max p j ð Þto denote the mean QOL under treatment of a subset of the treated surviving group for whom X ¼ 1, where the subset is chosen to be those individuals making up the proportion p of the X ¼ 1 population who have the highest QOL, and the obvious modifications to the notation are made when a minimum is desired instead of a maximum, or when we are interested in control individuals or individuals with a different value of X. We acknowledge that, given the conditional probabilities involved, something similar to P L|C,X ¼ 1 is more natural notation than the P CL|X ¼ 1 that we have used, and similarly Y LjT;X¼1 max p j ð Þis more natural than Y TLjX¼1 max p j ð Þ. These notational decisions were made so that our notation would correspond more closely to Zhang and Rubin's [5] .
A largely theoretical concern with Zhang and Rubin's [5] formulas is that sometimes, if the distribution of QOL is specified as a particular unbounded theoretical distribution, such as the normal, then the formulas may also give infinite bounds. In particular, one of the elements of Zhang and Rubin's [5] formulas in the cases without monotonicity is to take the mean of the QOL in one of the tails of the treated or control QOL distribution. The tails are defined so that they contain a certain amount of probability for that particular distribution. If this probability can get arbitrarily close to 0 and the distribution itself is unbounded, then the tail mean can become arbitrarily extreme, leading to the infinite bounds. Since the tail probabilities are decreasing functions of π DL , a value of 0 can be obtained if and only if the tail probability is 0 when π DL is at its maximum. The tail probabilities that arise in Zhang and Rubin's [5] formulas are PCLÀπDL PTL and PCLÀπDL P CL
, and these equal 0 when π DL has the potential to equal P CL . Setting the upper bound of π DL greater than or equal to P CL , we see that this happens when
3 Motivating example: the National Supported Work Demonstration
For illustrative purposes, we will use data from the NSW, an experiment on the effect of an employment training program, which was conducted in the mid-1970s and is described in LaLonde [8] . The experiment randomly assigned 722 males either to receive the training or not to and recorded their subsequent earnings. Here, unemployment is akin to "death" and the log of earnings in 1978 is used in place of QOL. Some other covariates are available, including whether the individual had a high school diploma. There is some evidence that treatment assignment of those for whom data were recorded was not independent of the covariates, as will be discussed in Section 6. In addition to high school graduation, a covariate is available that indicates whether the person was unemployed in 1975, three years before the measurements of employment and income were taken, and before the treated subjects had the opportunity to participate in the NSW. The individual's marital status was also recorded.
Review of large sample bounds without covariates under completely random treatment assignment
In this section, we review Zhang and Rubin's [5] results on large sample bounds without covariates. The first assumption Zhang and Rubin [5] make is that the treatment assignment is completely random. This is an assumption that we aim to relax when a binary covariate is available, and this will be discussed in Section 5 and subsequently. Zhang and Rubin [5] give large sample bounds for the SACE under a censoring by death setup, which Jemiai [14] proves are sharp. These bounds are estimands -albeit somewhat extreme ones -for the causal
Zhang and Rubin [5] consider four possible situations, depending on what assumptions are made. In particular, RASA can be made or not made, and the monotonicity assumption can be made or not made, and for each combination of these assumptions, a different set of large sample bounds applies. In presenting Zhang and Rubin's [5] bounds, we provide intuitive explanations for them; more formal derivations are in the original paper.
The general approach followed by Zhang and Rubin [5] varies primarily depending on whether monotonicity is assumed. Under the monotonicity assumption, the sizes of the strata are known, and indeed the survivors in the control arm are known to be in the LL stratum, so finding the mean LL QOL for the control arm is straightforward, as this is just the overall mean QOL for the control survivors. Thus, if π LL is the proportion of individuals in the LL stratum, then the largest possible mean QOL for the treated LL group is the mean of the π LL proportion of treated observations with the highest QOL, while the smallest possible mean QOL is the mean of the π LL proportion of treated observations with the lowest QOL. If RASA is also assumed, then all of these statements remain true, with the exception of the lower bound on the mean LL treated QOL, which now becomes the mean of all observed treated QOL values. The reasoning here is sufficient to give bounds on the SACE. A consequence of this is that when both monotonicity and RASA are assumed, the lower end of the large sample bounds of the SACE is given by the estimate from the restricted analysis. More formally, the bounds under monotonicity are
and the bounds under both monotonicity and RASA are
If monotonicity is not assumed, then the survivors from the control arm are split into two strata -the LL and DL strata -but the stratum memberships and sizes are unknown. However, if the size of one of the strata (in terms of its proportion in the full sample) is assumed known, then the size of all strata can be calculated exactly, and the methods in the previous paragraph can be adapted in a fairly straightforward manner to find bounds on the SACE conditional on this assumption. Zhang and Rubin [5] derive bounds on the size π DL of the DL stratum; in particular,
They then vary π DL within these bounds. The overall minimum possible SACE is then the minimum, over all possible values of π DL , of the minimum SACE given the value of π DL . The same approach can be used to find the maximum SACE. From this, it follows that if neither assumption is made, the bounds are
and if only RASA is made, the bounds are
In both cases, π DL is varied within the range in eq. (1) for the purposes of determining the minima and maxima in the formulas. It is worth noting that any analysis involving the SACE works only in the event that the existence of an LL stratum is known. If the monotonicity assumption is not made and P TL þ P CL 1, then it is possible, if highly implausible, that all of the treated survivors are in the LD stratum and all of the control survivors are in the DL stratum. This will usually not be a concern in practice, as applications typically involve circumstances where most of the participants survive, and it is difficult to imagine a treatment that kills everyone who would otherwise have survived, while also saving some who would have died. However, if the numbers in a particular example are such that P TL þ P CL 1, then the large sample bounds may be infinitely wide.
Large sample bounds with a binary covariate under conditionally ignorable treatment assignment
In this section, we compute large sample bounds with a binary covariate under the assumption of conditionally ignorable treatment assignment. Suppose that X is a binary covariate that is available for all individuals in a dataset of interest. The SACE is a weighted average of the SACE for the X ¼ 0 subpopulation and for the X ¼ 1 subpopulation, with the weights equal to their relative proportions in the LL group, and this is given by
For the purpose of illustration, we use the example in which X ¼ 1 denotes that the person in question has a high school diploma and X ¼ 0 denotes no diploma. The simpler case again arises when monotonicity is assumed. In this case, we know what proportion of each of the diploma subgroups is in the LL stratum. Thus it is straightforward to determine what proportion of the LL stratum has a diploma and what proportion does not. Bounds on the SACE for each of the groups defined by X can be determined by Zhang and Rubin's [5] method, and then the appropriate weighted average can be taken according to the proportion of the LL stratum represented by each of the two diploma groups.
When monotonicity is not assumed, it is again the case that if the size of one stratum for each of the two diploma groups were known, then bounds on the SACE within each diploma group could be derived, conditional on the stratum sizes, using Zhang and Rubin's [5] approach. Furthermore, since the sizes of the LL strata within each diploma group would then be known, the proportion of the LL stratum accounted for by each of the diploma groups could be calculated using Bayes' Theorem, giving the appropriate weights to be used to combine the within-degree-group SACE bounds into overall SACE bounds. Hence, conditional on the known stratum proportions, we can again find bounds on the SACE. To find the unconditional SACE minimum, we simply vary the values of both DL stratum sizes within Zhang and Rubin's [5] bounds and take the minimum of the conditional minima. Similarly, to find the unconditional SACE maximum, we vary the values of both DL stratum sizes within the bounds and take the maximum of the conditional maxima. Zhang and Rubin's [5] formulas do not lend themselves to analytic optimization on empirical data, so we used an extensive grid search to determine the bounds in practice.
We now examine the formulas for the large sample bounds for the SACE in the presence of binary covariates. Although ordinarily one would start with fewer assumptions and progress to cases with more assumptions, we begin by assuming monotonicity, since the formulas are simpler in that case and the nonmonotonicity case is an extension of the monotonicity case.
When only monotonicity is assumed, the proportion π LL|X ¼ 0 of LL individuals among the X ¼ 0 population is equal to the proportion of survivors P CL|X ¼ 0 for the control arm of this population. Similarly,
Hence π LL|X ¼ 0 and π LL|X ¼ 1 are known exactly. The proportion of the total population that is in the LL principal stratum and for which X ¼ 0 is thus
while the proportion of the total population that is in the LL principal stratum and for which X ¼ 1 is
The overall SACE is smallest when both the X ¼ 0 population's SACE and the X ¼ 1 population's SACE are minimized, and in this case, the overall SACE is just a weighted average of the X ¼ 0 SACE and the X ¼ 1 SACE, with weights proportional to the X ¼ 0 group and X ¼ 1 group's sizes within the LL principal stratum. Hence the weights should be proportional to (1 -P X ¼ 1 )π LL|X ¼ 0 and P X ¼ 1 π LL|X ¼ 1 , which in this case equals (1 -P X ¼ 1 )P CL|X ¼ 0 and P X ¼ 1 P CL|X ¼ 1 . The minimum overall SACE consistent with the observed data is a weighted average of the X ¼ 0 lower SACE bound and the X ¼ 1 lower SACE bound. Furthermore, the lower bound on the X ¼ 0 SACE can be found by applying Zhang and Rubin's [5] bounds to the subpopulation where X ¼ 0, and similarly for the X ¼ 1 SACE. Plugging all of this into expression (2) and using analogous reasoning for the upper bound gives us the following large sample bounds when only monotonicity is assumed:
When monotonicity and SRASA are assumed, the same reasoning involving weighted averages gives the following bounds:
When neither monotonicity nor SRASA is assumed, the range of possible SACEs becomes more complicated.
There is no longer a direct formula as above, but instead, the range depends on the probability π DL|X ¼ 1 of an individual's being in the DL principal stratum given that X ¼ 1 for that individual and the related probability π DL|X ¼ 0 that an individual is in the DL principal stratum given that X ¼ 0 for him or her. These two probabilities may be treated as varying parameters. Zhang and Rubin [5] that the large sample bounds for the SACE with the covariate X are a weighted average of the X ¼ 0 bounds and the X ¼ 1 bounds, with weights proportional to (1 -P X ¼ 1 )π LL|X ¼ 0 and
, assuming π DL|X ¼ 0 and π DL|X ¼ 1 are known. Hence the weighted average that gives the SACE bounds conditional on π DL|X ¼ 0 and π DL|X ¼ 1 is
Since π DL|X ¼ 0 and π DL|X ¼ 1 are unknown, we find the bounds by optimizing over all possible values of these two conditional probabilities, which are treated as parameters, just as Zhang and Rubin [5] optimized over π DL when no covariate was used. Zhang and Rubin's [5] bounds on π DL are given in eq. (1). By looking only at the X ¼ 0 or X ¼ 1 subpopulation, it is trivial to generalize this to max 0; P CLjX¼0 À P TLjX¼0 À Á < π DLjX¼0 < min P CLjX¼0 ; 1 À P TLjX¼0 À Á and max 0;
and these are the lower and upper limits used for taking the minima and maxima below. We have not included these in the formulas below in the interest of not cluttering the presentation. With no assumptions, the weighted average -after the optimization above -becomes
When only SRASA is assumed, we use the same approach of finding the bounds conditional on π DL|X ¼ 0 and π DL|X ¼ 1 , and then optimizing over these parameters to find the overall bounds. By the same reasoning as the case where neither monotonicity nor SRASA was assumed, we end up with bounds of
The general principle is to consider, for each value of X, all possible values of π DL|X ¼ 0 and π DL|X ¼ 1 , and for each pair of these values, to find the SACE for the subpopulation defined by each value of X and then to weight these two SACEs according to the proportion of the LL stratum accounted for by each value of X given this pair.
It is important to note that, as indicated in eq. (1), the SACE when the binary covariate X is available is a weighted average of the SACE when X ¼ 0 and the SACE when X ¼ 1. Each of these individual SACEs is accurate if we make the assumption of conditionally ignorable treatment assignment (conditional on X). Since the weighting also considers the overall proportion of observations for which X ¼ 1, the SACE also makes the assumption that the proportion of units with X ¼ 1 in the population is the same as the overall proportion in the sample, a special case of the assumption of knowledge of covariate distribution. Because an observational study is not randomized, this weakened set of assumptions may lead to a more suitable analysis of an observational study.
As an example, we may be interested in studying the effect of consumption of a recommended quantity of vegetables per day on QOL. Here, vegetable consumption is treated as a binary, with below-recommended consumption being the control and consumption at or above the recommended level being the treatment. We may have confidence in subjects' reporting of their vegetable consumption, but not be able to impose such consumption on them. Zhang and Rubin's [5] bounds apply here under the assumption that whether someone eats vegetables or not has no relation to his or her potential outcomes under the vegetable regiment or under a non-vegetable regiment, i.e. that vegetable consumption could just as well have been randomly imposed. However, it may be suspected that gender plays a significant role in vegetable consumption. In this case, we may have reason to believe that there is a gender difference in consumption of the recommended quantity of vegetables, that whether a male eats vegetables has no relation to his potential outcomes, and that whether a female eats vegetables has no relation to her potential outcomes, but that if the two genders are combined, this independence does not necessarily remain. In other words, we assume that within each gender, vegetable consumption could just as well have been randomly imposed, but there may be differences across genders. Here, Zhang and Rubin's [5] bounds might be erroneous, but the bounds we propose are still applicable. However, such a study may have imbalances on a number of covariates, necessitating a more complicated adaptation of this method to account for these. We briefly discuss such adaptations in Section 8.
The use of a covariate may help us to understand the data in a more detailed way and thus has the potential to narrow the bounds from the original bounds given by Zhang and Rubin [5] . However, the weakening of assumptions has the potential to widen the bounds, and sometimes this will outweigh the effect of narrowing the bounds from the addition of a covariate. This is in keeping with the new bounds' application to an observational study rather than an experiment, as we would expect that an experiment might give us a more precise causal measurement than an observational study.
When the monotonicity assumption is made, the bounds with the covariate are a weighted average of the bounds for the X ¼ 0 group and the bounds for the X ¼ 1 group. When the monotonicity assumption is not made, the bounds with the covariate are also a weighted average, but the weights are not known. In either case, it is possible that the weights in the covariate case will lead to somewhat wider bounds than the weights in the case without covariates.
In the case of an experiment where treatment is fully randomized, we would not expect the results of the experiment to depend on the relative ratio of treated to control, at least not in the large sample sense. Of course, in practice, most experiments have rather limited sample size, and so the proportion of treated versus control in the experiment may be manipulated to give more precision to estimates from a particular arm. Similarly, in the large sample bound case with a covariate, the proportion of treated within each of the two subpopulations defined by X should not change the large sample bounds when X is considered. This includes the case in which one of these subpopulations has a different proportion of treated units from the other.
Note that in the case of monotonicity (with or without RASA/SRASA), there are only two places where the control group enters into the bounds formula. One is in the subtraction of the control mean in determining the bounds, but since this is done at both ends of the boundary interval, it has no effect on the width of the bounds. The other is in determining what proportion of the observations is used to find the means of the upper and lower portions of the treated group. Hence, for a fixed control survival rate, the distribution of the control arm QOL has no effect on the width of the bounds.
Application of bounds to the National Supported Work Demonstration
We now examine the NSW data under Zhang and Rubin's [5] bounds and the bounds described above, again using the binary covariate indicating whether an individual has graduated from high school. We will consider the response variable to be the logarithm of income in 1978, and the censoring condition to be unemployment. Hence the SACE measures an additive causal effect on the log of income, which is equivalent to a multiplicative effect on income. We assume that the population distribution is equal to the empirical distribution of the NSW data. Since we will be dealing with the log of income among those who are employed, Figure 1 gives histograms of log-income among the treated and log-income among the control. In Table 1 , from left to right, the columns give the assumptions made regarding the principal strata, the range of possible SACEs using Zhang and Rubin's [5] methods (without covariates), the range of possible SACEs considering only individuals with a diploma, the range of SACEs considering only individuals without a diploma, and the overall SACE using the methods described above, assuming that the proportions of diploma-holders in the respective principal strata are unknown. Note that in the "Range" column, SRASA and RASA lead to equivalent results, since covariates are being ignored. Table 1 shows how crude the large sample bounds are in this case, especially without assumptions. When no assumptions are made, the bounds are so wide that the possible effects range from the treatment multiplying the typical LL individual's income by 0.31 to the multiplicative effect being 3.16. Making SRASA narrows the bounds considerably, and monotonicity narrows them even more so, with the narrowest bounds found when both are assumed. The far right column (Overall range with covariate) is quite similar to the left column in all cases, although the degree covariate does allow us to narrow the bounds somewhat in the case with no assumptions, and the bounds in the right-hand column are always narrower than the bounds in the left-hand column, even if only slightly. However, the "Overall range with covariate" column is based on weaker assumptions than the "Range" column regarding the degree covariate, as described in Section 3. In this particular case, there does seem to be a difference between the two arms as regards the covariate, with high school graduates comprising 27% of those treated but only 19% of the control group, a highly significant difference which leads to a two-sided P-value of 0.00025 when applying a two-sample ttest. Whether this imbalance was deliberate or an unintended shortcoming of the experiment is unclear. One possible explanation is attrition. LaLonde [8] acknowledges the existence of attrition, but indicates a belief that it does not have a major effect on the integrity of the data. Tables 2 and 3 give essentially the same results for other covariates. In Table 2 , the binary covariate used is whether the individual was employed in 1975, three years before the measurements of employment and income were taken and before the treated subjects had the opportunity to participate in the NSW. In Table 3 , the binary covariate shows whether the individual was married. (Although the NSW was offered, on a random basis, both to men and to women, everyone in LaLonde's [8] dataset was male.) As before, the use of the covariate narrows the intervals slightly. The two exceptions occur when no assumptions are made. The covariate for employment in 1975 narrows the bounds fairly substantially in this case, while the covariate for marriage widens them slightly. Since the overall bounds with a covariate make weaker assumptions than the bounds without a covariate, it is not entirely unexpected that the bounds might widen to compensate, particularly in a case such as this one where the covariate (marital status) being considered arguably has only indirect relevance to the outcome (income).
Recall from Section 5 that if both SRASA and monotonicity are assumed, the lower bound of the large sample bounds without the covariate is equal to the restricted estimate. Tables 1-3 show that in this case, the restricted estimate is 0.01, so the restricted analysis, whose shortcomings we have discussed in Section 2, shows no substantial effect from the NSW.
Application of bounds to simulated data
In the examples in Section 6, the availability of covariates does not do much, if anything, to change the large sample bounds on the treatment effect, although the new bounds may still be useful because of the replacement of the assumption of strong ignorability of treatment assignment with the assumption of conditional ignorability of treatment assignment. Here, we examine a simulated case in which the availability of the covariate X may lead to narrower bounds, in addition to the weakening of assumptions. We analyze the experiment as if it were an observational study, but one with conditionally ignorable treatment assignment. In this example, the treated arm and the control arm have the same joint distribution of X, survival outcomes and QOL, which is given in Table 4 .
Of course, we do not know what the real SACE is, but bounds are a reflection of what would happen if the SACE assumed the most extreme value consistent with the known data. For convenience of presentation, in the discussion that follows, we will refer to this as the "most extreme possibility" while acknowledging that in the strictest sense, there is only one possibility (the correct one), but this is unobservable. As usual, all uncertainty is due to incomplete knowledge on the part of the observer -in this case, regarding the unobserved potential outcomes and the resulting principal strata. Table 4 Frequencies and QOL distributions of the principal strata in the simulated example
If no covariates are available, then the most extreme possibility is that the LL stratum of one arm consists of the individuals with the highest QOL and the LL stratum of the other arm consists of an equally large group with the lowest QOL. Hence, in this particular example, the most extreme possibility is that the LL stratum of one arm comes entirely from the region given by the leftmost portion of the normal curve centered around 0 (shown as the shaded area in the top graph in Figure 2 ), while the LL stratum of the other arm comes entirely from the rightmost portion of the normal curve centered around 10 (shown as the shaded area in the bottom graph in Figure 2 ). However, if X is available, then any subset of one arm's LL stratum that has a particular value of X must be matched by an equally sized subset of the other arm's LL stratum that has the same value of X. In this example, this means that any portion of the LL stratum that comes from one of the two normals must be matched on the other arm by an equally sized portion from the same normal. Hence the most extreme possibility is akin to what appears in Figure 3 , where the QOL values corresponding to the shaded areas are much more similar than in Figure 2 . (Figures 2 and 3 provide an illustration of the most extreme possibilities for particular values of π LL . To find the actual bounds, we consider all values of π LL -or, in Figure 3 , all values of π LL|X ¼ 0 and π LL|X ¼ 1 -and then find the most extreme of the individual most extreme possibilities.) Table 5 gives the large sample bounds in this particular case. Knowing the covariate helps immensely, decreasing the range of bounds by 83% when SRASA is not made and by 78% when SRASA is made. These improvements, in percentage terms, could be made arbitrarily close to 100% by moving the two components within each arm arbitrarily far apart.
We would expect that the covariate X would be more useful when it had a stronger relationship with the QOL outcome given the treatment arm. If X does not have a substantial conditional relationship of this sort with QOL, then the X ¼ 0 and X ¼ 1 large sample bounds should be very similar -both to each other and to the Figure 2 The most extreme possibility when bounding the SACE with no covariate. The shaded regions represent the LL strata of the respective arms. The QOL for each arm is a mixture of two normals with almost no overlap. The LL stratum of one armshown at the top -is composed of the observations with the lowest QOL among those in the lower normal in the mixture. The LL stratum of the other arm -shown at the bottom -is composed of the observations with the highest QOL among those in the higher normal of the mixture large sample bounds without a covariate -and since the SACE is a weighted average of these two values (albeit with the weights in the non-monotonicity cases determined by optimization), it follows that the large sample bounds with the covariate will be the same. A key point in the example above was that the variation in QOL in the X ¼ 0 group and in the X ¼ 1 group in the treated arm, taking the two groups individually, was much narrower than the variation in the entire treated arm, and the same phenomenon occurred in the control arm. This means that the X ¼ 0 and X ¼ 1 large sample bounds would be narrower, and as a result the weighted average would be narrower. Conversely, when the X ¼ 0 and X ¼ 1 groups are fairly similar to each other, we would expect that the weakening of assumptions associated with using the covariate would lead to a widening of the bounds as compared to the case where no covariate is used. Perhaps surprisingly, the association of the covariate X with principal stratum is entirely irrelevant to the covariate's utility in narrowing the bounds. This is because the principal strata are not known, either before or after the analysis, and thus they never enter into the calculations of the large sample bounds. (This also makes it impossible to do any validation of the bounds based on a true value of the SACE.) Thus in generating the simulated data above, it was unnecessary to assign a principal stratum to any given simulated observation or group of simulated observations. One could imagine an extreme case in which all Figure 3 The most extreme possibility when bounding the SACE with the covariate X available. The shaded regions represent the LL strata of the respective arms. The QOL for each arm is a mixture of two normals with almost no overlap, and with a binary covariate available which, in the surviving cases, exactly reflects the component of the mixture in which an observation lies. The LL stratum of one arm is composed of the observations with the lowest QOL within each of the components. The LL stratum of the other arm is composed of the observations with the highest QOL within each of the components of the X ¼ 1 observations were in the LL stratum and all of the X ¼ 0 observations were in the LD or DL stratum (depending on treatment arm), but it is hard to imagine such a stark situation in practice.
Control arm

The Appendix provides some illustrative results of other simulations.
Conclusions
In this paper, we have described Zhang and Rubin's [5] approach to calculating large sample bounds on the SACE and have generalized their method to consider how, if at all, knowledge of covariates can affect these bounds. There are two reasons that covariates have utility in calculating large sample bounds on the SACE. The first reason is that even when the bounds cannot be narrowed by using covariates, the assumptions that underlie the bounds are weakened somewhat, from completely random treatment assignment to conditionally ignorable treatment assignment. The extent to which this provides an advantage depends on the nature of the study and whether the assumption of completely random treatment assignment is reasonable. This is probably most useful in the case of an observational study, although in some cases it may still be a stronger assumption than is warranted.
Second, as seen in Section 7, there are circumstances in which a covariate can dramatically narrow the bounds. Application of the methodology to further datasets will be necessary to determine to what extent this narrowing tends to be realized in practice.
Pearl [10] analyzes the general underpinnings of the principal stratification approach. He points out that it is useful for an author to distinguish between the different possible reasons for interest in the LL (or other) stratum -"mathematical convenience, mathematical necessity (to achieve identification) or a genuine interest in the stratum under analysis." Our purpose is a mixture of mathematical necessity and genuine interest. A conceptual problem for further consideration is whether there is a meaningful way to include the non-LL survivors in a measure that maintains at least some of the SACE's convenient properties and meaningfulness.
Pearl [10] also points out the difficulties in using principal stratification to analyze direct effects, i.e. those that are not mediated by some intermediary variable. This is particularly problematic when there may be effects that have both a direct component and an indirect component.
The NSW data have a total sample size of 722. This is probably not enough for the large sample bounds to be valid. To make the bounds apply here, we might imagine that each observation in the real dataset represents a large number -perhaps 1,000 -of identical observations in a hypothetical dataset for which we wish to find bounds. Alternatively, we could adjust the bounds to compensate for the finite sample size, although here the problem we are solving changes somewhat. Cheng and Small [15] expand Zhang and Rubin's [5] ideas to a three-arm trial with a binary outcome and use a similar approach to derive large sample bounds for this situation. In this case, for a finite sample size, Cheng and Small find finite sample bounds such that, with asymptotic probability 1 -α, the true large sample bounds fall entirely within the finite sample bounds. (By "true" large sample bounds, we mean the bounds that could be derived if the distribution of QOL were known exactly for each arm, but the principal strata remained unknown.) They present two methods to accomplish this -one due to Horowitz and Manski [16] and one original approach. The original approach is based on the Bonferroni inequality, where the finite sample upper bound must be above the (unknown) upper bound based on the full distribution with probability at least 1 À α=2 and similarly with the lower bounds. Horowitz and Manski consider an approach using the full joint distribution of the estimated finite-sample bounds to ensure that these bounds have asymptotic coverage of 1 -α. In both cases, the bootstrap may be used to approximate the underlying distribution. Horowitz and Manski perform a simulation and find that their nominal 95% confidence interval for bounds has coverage that ranges from 93% to 96%. They focus on the case with missing outcomes and/or covariates; the censoring by death scenario may be fit into their framework if principal stratum is considered a missing covariate.
Another potential direction for further research involves generalizing the method to covariates with more than two categories, to multiple covariates at once, or to continuous covariates. For a covariate with n categories, we must optimize with respect to n variables, each representing the proportion of patients in the DL stratum for one of the categories. Since the amount of computing time required to perform the grid search is exponential in the number of variables to be optimized, the number of calculations grows exponentially with n, so a complementary line of research involves whether there is a more efficient way to perform the optimization, for example, whether Newton-Raphson is effective in this case.
One further approach would be to consider the effects of a finite sample, which neither this paper nor Zhang and Rubin's [5] paper has done. This could involve finding either a confidence interval for the SACE or a confidence interval for the lower and/or upper large sample bounds on the SACE, although in the latter case, the creator of the estimates would have to be clear about what assumptions underlie particular large sample bounds in question. Imbens and Manski [17] have considered the more general case where a partially identified parameter (such as the SACE) is of interest, and the researcher desires to use a finite dataset to find a confidence interval. The confidence interval could be either for the range in which the parameter could fall -in our case, the bounds for the SACE, which in the more general setting would be called the identification region -or for the parameter itself -in our case, the unobservable SACE. Imbens and Manski are able to find a confidence interval with confidence level for the true parameter that is narrower than the interval that contains the entirety of the identification region with the same level of confidence.
Using multiple covariates to split the observations into strata can be handled in the same way as using a single covariate with arbitrarily many values, so that the stratification induced by two binary covariates can be considered a stratification with four levels in the same way as above. Under current methods, this quickly grows unwieldy, in the same way as with a single multiple-valued categorical covariate, especially since the number of parameters over which to optimize grows exponentially with respect to the number of variables. A particularly interesting variant of this problem involves whether and how one can exploit associations among the covariates and their effects on QOL. For example, it could be assumed that the SACE is an additive function with respect to the covariates.
A possible approach with a continuous covariate is to split the population into discrete groups according to the value of the covariate, thus essentially reducing the continuous case to the categorical case, although here again the proviso holds that the groups must be large enough so that each is considered a "large sample." Another possibility is to come up with large sample bounds for each observed value of the continuous covariate separately, applying Zhang and Rubin's [5] formulas to observations whose covariate value is close to the covariate value for the observation of interest, akin to a nearest-neighbor approach or a kernel smoother. This approach hinges on the assumption that for any given observation, there is a set of neighbors that are similar enough with respect to the covariate that there is only a negligible difference between the covariate's average causal effect on the individual observation and the covariate's average causal effect on the neighbors. At the same time, the set of neighbors must be large enough that the application of the large sample bounds is reasonable. As always when using a nearest-neighbor-type approach, there may be concerns about bias near the boundaries, as well as uncertainty about how to weight the different values of the nearest neighbors, so the appropriate weightings should be considered very carefully. Possibly some other simplifying assumption -such as that the SACE is linear with respect to the continuous covariate -could make calculating the bounds with a continuous variable a more reasonable prospect. For more generality, the researcher could make semiparametric assumptions, such as a relationship between the covariate and the SACE that has a specified smoothness and, in the more complicated case of multiple covariates, that the model giving the SACE has no interactions among the covariates. However, it is unclear whether calculating the SACE using a continuous covariate is feasible, even in the linear case with no interactions.
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Appendix
We tried three other simulations of possible conditions to determine how much the bounds are narrowed (or widened) by the presence of a covariate given the different assumptions. In each simulation, we assumed that a binary covariate X is available. We fixed the proportion of the time that X ¼ 1, as well as the survival probabilities conditional on the combination of X and the treatment arm. We assumed that for a given treatment status and a given value of the covariate, QOL among survivors is normally distributed with standard deviation 1. Hence when both values of the covariate X are considered together, the survivors for each treatment arm have QOL that follows a homoscedastic normal-normal mixture, with each normal representing one of the two values of X. We define the separation of this mixture to be the difference (in units of the common standard deviation) of the means of the two normals; if the X ¼ 1 group has a greater mean than the X ¼ 0 group, then we define the separation to be positive, while in the opposite case, we define the separation to be negative. We vary the separations for the two arms and consider the ratio of the width of the bounds without a covariate to the width of the bounds with a covariate. As noted in Section 5, the distribution of the surviving control arm QOL has no effect on the widths of the bounds in the case where monotonicity is assumed.
We performed three illustrative simulations, the results of which are below. For each simulation and each combination of assumptions and separations, we calculated the "width ratio" -the ratio of the width of the bounds with the covariate X to the width of the bounds without the covariate X. A lower width ratio shows more improvement from knowledge of the covariate.
Simulation 1: In this simulation, 60% of the treated individuals and 60% of the control individuals had X ¼ 1, with the rest having X ¼ 0. The survival probability was 60% if treated and 50% if receiving the control, regardless of X. Tables 6-8 show the results with no assumptions, with SRASA, and with monotonicity (both with and without SRASA), respectively. Simulation 2: In this simulation, 70% of the treated individuals and 60% of the control individuals have X ¼ 1; the survival probability among those with X ¼ 0 is 70% if treated and 50% if control; and the survival probability among those with X ¼ 1 is 60% if treated and 50% if control. Tables 9-11 show the results with no assumptions, with SRASA, and with monotonicity (both with and without SRASA), respectively. Simulation 3: The following set of tables gives results for a somewhat more extreme situation. Here, only 10% of each arm consists of individuals for whom X ¼ 1. For these few patients where X ¼ 1, the treatment has a relatively small effect on the survival probability, raising it from 50% to 60%. However, for the majority for whom X ¼ 0, the treatment has a dramatic effect, increasing the survival probability from 30% to 100%, thus turning likely death into certain survival. The same tables as before, adapted to this situation, are Tables 12-14. 
