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We prove the cuistence of at least one solution for the dllTcrenr~al equation 
X”(I) + m’r(r) + g(r. .x(I)) = e(f) with pcriodicit) conditions .x(O) .x.(3) -= 
.Y’(0)-x’(h) =O. where m 30 is an mtcger. t’ i\ mtcgrable and g satisfies 
Carathcodory conditions. Our results are obtained for the case when there IS 
resonance at the eigenvalue m2 of the linear second order differcntlnl equarion 
.X”(I) + ix(f) 7 0. I6 R with .x(O) -- ~(27~) =.\‘(O) - x’(31) = 0. The func:tlon g may 
be unbounded and “touching” of the eigenvaluc (m + 1 ).‘ (resp. (rn - 1 )’ of nr > 0) 
on a subset of positive measure is allowed. Our approach atso works when 
periodicity conditions are replaced by Dirichlet or Neumann boundary conditions. 
The proofs arc based on Topological degree. Mawhm’s continuariun theorem and 
Leray Schauder tcchniqucs. C 198: A&CIIUC ~rcrs. IVY 
We are concerned with existence results for the forced nonlinear second 
order ordinary differential equation of Dufling type 
x”(f) + m2x(t) + g(.f. x( 1)) = C(f) 
(1.1) 
x(0) - X(27r) = x’(0) - .X’( 2n) = 0. 
where m > 0 is an integer, e is integrable and g satisfies Carathcodory con- 
ditions. 
Initiated by Lazer and Leach [ 19, ZO] much work has been devoted to 
the study of cxistcncc result for equation (1.1). Results from the article 
[20] have been extended to partial differential equations by Landesman 
and Lazer [IS] and generalized, in various directions, by several authors. 
‘rhe reader is referred, for details, to Amann er. (II. [ 1, 2 J, Bercstycki hind 
* Research supported partly by A.G.C.D. of Belgium and partly by C.N.R. (G.N.A.L..A ) of 
Italy. 
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De Figueiredo (I3, S], Brezis and Nirenberg [4], Cesari and Kannan 
[S, 171, and Fucik and Hess [15]. 
Concerning Eq. (1.1 ), results have been carried out by many authors. Let 
us mention articles by Conti and the authors [IS], Ding [l&12], Fabry 
and Franchetti [14], Mawhin and Ward [22,24], Omari and Zanolin 
[26], and Reissig [27]. 
It is the purpose of this article to prove existence results for equation 
(1.1 j when there is resonance at the eigenvalue m2 of the linear second 
order differential equation 
xl’(t) + Ax(t) = 0, /1ER 
x(0) -x(271) =x’(O) - x’(2n) = 0, 
(1.2) 
the nonlinear function g may be unbounded and “touching” of the eigen- 
value (m+ 1)’ (resp. (nz- l)I if m >O) on a subset of [0, 27r] of positive 
measure is allowed. 
More precisely, dealing with Eq. (1.1 ), where m = 0, Mawhin and Ward 
[22] have established the following result (in the framework of forced 
Lienard differential equation). 
Assume that the function g: [0, 27~1 x Iw + iw satisfies Caratheodory 
condition and that 
limsup x-‘g( t, x) < r(t) 
Ix\- to2 
uniformly for a.e. t E [0, 27r], where r~ L’(0, 271) (L’(0, 27~) being the usual 
Lebesgue space) is such that for a.e. t E [0,27c], 
r(t) d 1 (1.3) 
with strict inequality on a subset of [IO, 27~1 of positive measure. Moreover, 
suppose that there exist real constants a, A, I, R with ad A and r < 0 < R 
such that 
g(r, x) > A for a.e. t E [O, 27~1 and all x > R 
g(t, x) d a for a.e. t E [0, 27r] and all x < r. 
(1.4) 
Then Eq. (1.1 ), where m = 0, has at least one solution provided that 
a<(2n)e’~Zne(t)dt<A. (1.5) 
0 
Unlike the case m = 0, the counterexample given in Section 2 shows that: 
if m  >O, the orthogonality of the forcing term e with respect to the 
nullspace of the linear part is not sufficient in order to ensure the existence 
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of at least one solution for Eq. (l.l), although “growth” and “sign” con- 
ditions of the type (1.3), (1.4) are fulfilled. This explains the reason for 
which many authors have been obliged to put some additional conditions 
on the behaviour of the nonlinearity g when the “Landesman-Lazer’s con- 
dition” is not fulfilled and when resonance occurs at “higher” eigenvalues 
(cf., e.g., Drabek [13], Fucik and Hess [ 15], Omari and Zanolin [26] and 
the bibliography contained in those papers). 
Our results complete the above one and generalize (cf. Remark 3 in 
Sect. 3 for details) those contained in papers by Amann and Mancini [2]? 
De Figueiredo [8], Ding [12], Fabry and Franchetti [14], Lazer and 
Leach [20], Omari and Zanolin [26], and Reissig [27]. Let us mention 
here that approaches used in [2,8] do not work when “touching” of the 
eigenvalue (m + 1)2 (resp. (m - 1)’ if m > 0) is allowed. As in the remaining 
references we cited, proofs of our results are based on topological degree 
arguments and Leray-Schauder techniques, the difference being in the way 
of getting a priori bounds. In order to get a priori estimates we use some 
“variational” techniques and borrow some techniques of proof from 
Figueiredo [S] and Mawhin and Ward [24]. 
This paper is organized as follows: 
Section 2 is devoted to the above-mentioned counterexample. In Section 3, 
we give notations and prove some preliminary results we shall need in the 
sequel. In Section 4 we are concerned with existence results for Eq. (1.1) at 
resonance. Finally in Secion 5, we show how our approach can be adapted 
to the study of existence results for two-point boundary value problems at 
resonance. 
Let us end this Introduction by mentioning that results of this article 
hold true if in ( l.l), one considers the equation 
x”(t) + cs’( t) + m2s( t) + g( t, x(t)) = e(t), 
where c E [w is an arbitrary constant. 
2. A COUNTEREXAMPLE 
If m =0 in Eq. (l.l), it is well known (cf. [22, 23, 25, 271) that the 
“growth” condition ( 1.3) and the “sign” condition ( 1.4) are sufficient for the 
existence of at least one solution for Eq. (1.1) provided that the forcing 
term e has mean value zero (i.e., e is orthogonal to the nullspace of the 
linear part in (1.1)). 
In contrast to the above situation, we give an example that shows that if 
1~ > 0 and e is orthogonal to Span {cos mt, sin mt >, then the “growth” and 
“sign” conditions of the type (1.3), (1.4) are not sufficient in order to ensure 
the existence of at least one solution for Eq. ( 1.1) when the fu.nction g is not 
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linear. This counterexample complements a result due to Lazer and Leach 
[20, p. 601 dealing with necessary and suflicient conditions for solvability 
of Eq. (1.1) when g is autonomous. Moreover, this example, being given for 
a bounded nonlinearity, is valid for all references herein. 
Let us consider the following equation 
x”(t) + x(t) + g(t, x(t)) = d 
x(0 j - ~(27~) = x’(o) - .x’(~x) = 0, 
(2.1) 
where dE R’ and g: [0,27r] x R + R is defined by 
sin t sin’ x for O<t<rrandx>O 
g(t, x) = 0 for rr<t<2rcandx>O 
0 for Odt<2~andx<O. 
Observe that g is continuous, bounded and satisfies the “sign” condition 
(1.4) with A =a=O, Y= -R. Moreover the forcing term dE iw is 
orthogonal to cos t and sin t. 
We claim that: 
If O<d#knr, k= 1, 2, 3 ,..., then Eq. (2.1) has no solution. 
Indeed, assume that x E W2,‘(0, 27~) is a solution of (2.1) then by the 
theory of linear differential equation g(t, x(t)) - d has to be orthogonal to 
sin t and cos t. Therefore 
o=j:n Cd t, x(t)) - d] sin t dt 
=s 2x g( t, x(t)) sin t dt 0 
= Jx,ug(t,n(t))sintdt+[ g(t,x(tj)sintdt. 
X<O 
By definition of g, the last term is zero; then one has 
I g(r, x(t)) sin t dt = 0. x > 0 
Let us set 
J, = {tE [O, 7C]:x(t)>O) and J2 = (t E [7-c, 2n]: x(t) > O}, 
DIFFERENTIAL EQUATIONS AT RESONANCE 293 
then 
i 
g( t, x(t)) sin t dt = 
s 
g( t, x(t)) sin t dt 
x > 0 Jl 
+ fJ, g( t, x(t)) sin t dt. 
By construction of g, the last term is zero; then one has 
( sin’ t sin’ x(t) dt = 0. (2.2) 
JJI 
Since 0 < d# kn, k = 1, 2, 3 ,..., it follows from (2.2), by means of easy 
computations and construction of g, that x(t) < 0 on [0, K] so that 
x(t) < 0 on [0,7c] and g(t, x(t)) = 0 on [0, 27~1 
(the second relation (2.3) follows from construction of g). 
Therefore, x is a solution of the linear equation 
(2.3 j 
x”(t)+x(t)=d on [0,2n] 
x(0) - x(2x) =x’(O) - x’(27c) = 0, 
(2.4) 
i.e., x(t)=d+acos t+bsint; a, bER with 
x(t)<0 on [0,7c] (cf. (2.3)). 
The last inequality implies that 
O>x(O)=d+a and Oax(n)=d-a, 
so that a < -d < 0 and 0 < d < a; a contradiction. Thus, Eq. (2.1) has no 
solution. 
The above counterexample explains the reason for which many authors 
have been obliged to put some additional conditions on the (asymptotic) 
behaviour of the nonlinearity g (cf., e.g., Drabek [ 131 and Fucik and Hess 
[ 151 j or on the size of the norm of the forcing term (cf., e.g., Cesari and 
Kannan [S] and Omari and Zanolin [26]). 
Note that if d= kn for some 0 #k E N, then x(t) = kn is a solution of 
Eq. (2.1). 
On the other hand, if d< 0, then Eq. (2.1) has an unbounded set of 
solutions given by x(t) = d- 1 b 1 sin t, b E R, b arbitrary. 
In the following sections we shall be concerned with sufficient conditions 
for the solvability of Eq. (1.1). 
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3. NOTATIONS AND PRELIMINARIES 
Besides the classical spaces C([O, 2x]), Cp( [0,27c]), and LP(O, 27~) of 
continuous, p-times continuously differentiable or measurable real valued 
functions whose p th power of the absolute value is Lebesgue integrable, we 
shall make use in what follows of the Sobolev spaces W*,‘(O, 27~) and 
H’(O,2n) defined by 
bP(O, 27c) = {x: [O, 27c] + R: x and x’ are absolutely con- 
tinuous and x(O) -x(270 =x’(O) - ~‘(27~) = 0}, H’(O,27r) = 
x: [0,27r] + R: x is absolutely continuous, x’ E L*(O, 27~) and 
x(0) = (27~)) with the usual norm and inner product, respec- 
tively (cf., e.g., [6, 22, 241). 
In any used normed space, the strong and the weak convergence of 
sequences will be denoted respectively by --+ and -, and we shall use the 
fact that H’(O,27r) is compactly embedded into C( [0,27c]) and is a Hilbert 
space. 
Let m~N”=N\(O), f or any x E H’(O,2n) we shall write 
x(t)=x(t)+x”(t)+qt), 
where, if the Fourier series of x is 




.Ic(t)=a + 1 ( ak cos kt + bk sin kt), %=Oifm=O; 
k-1 
x”(t) = a,,, cos mt + b, sin mt, x0(t) = a, if m = 0; 
T(t) = f (ak cos kt + b, sin kt); 
k=m+l 
moreover, we shall use the notation x’(t) = x(t) -x’(t). 
Span(cos rnt, sinmt} will denote as usual the subspace of real con- 
tinuous functions on [0,2n] spanned by the eigenfunctions cos mt and 
sin mt associated with the eigenvalue m* of the periodic boundary value 
problem (1.2). 
DEFINITION. We say that g: [0,27~] x Iw + R is a Caratheodory function 
if g( ., x) is measurable on [0,27c] for each x E R, g( t, . ) is continuous on R’ 
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for a.e. t E [O, 27-c], and for each constant ?> 0, there exists a real valued 
function llr E L’(0, 271) such that 
I g(t, -xl I 6 l%(t) (3.Ij 
for a.e. t E [0, 2n] and all x E R with ( x 1 d F. 
LEMMA 1. Let I-E L’(O,271) be such that for a.e. TV [0,2x] 
o<r(t)<(2m+l) 
with r(t) < (2m + 1) on a subset of [0,27c] of positive measure. Then, there 
exists a constant 6 = 6(r) > 0 such that for all x E W’.l(O, 271)~ one has 
(271-I j:x [x”(t)+m’x(t)+~(t)x(tj] 
x[.?(t)+x”(t)-Z(t)]dtk? IxL(&,. 
Proof. Taking into account the orthogonality of .? +s” and 2 in 
L’(O,2n) and the fact that x0 E: Span{sin mt, cos mt), one has 
Dr(x)=(2n)~~1[~X[x’.(t)+(m2+~(~j)x(t)] 
x [T(t) + x”(t) - Z(t)] dt 
=(2x)-l!:’ [(~‘(t))2-(m2+r(t))(z(tj)2dt 
+ (271-l j:’ [m*(.?(t)j’- (.2’(t))*] dt 
+ (277-l j;x r(t)@(t) +x’(t))” dt. 
Since ZJ t) > 0 for a.e. t E [0, 27~1, the last term is nonnegative so that 
D,(s) 2 (271)-l j:n [(z’(t))‘- (m’-+- r(t))(.2(t))2] dt 
+ (2n)-’ j2n [m’(Z(t))‘- (T’(t))“] dt 
0 
>S, [IJ;l+d, 1X1;, 
by Lemma II.3 of [23], where one takes X=.X’ = 0, p(r) = (m2 + r(t)) and, 
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respectively, I = x0 = 0, p(t) = m2 together with obvious modifications in 
the proof of that Lemma. 
Choosing 6 = min(b,, 6,) > 0, the proof is complete. 
LEMMA 2. Let r~ L’(0, 277) be like in Lemma 1 and 6 > 0 he associated 
with I’ by that Lemma. Let c > 0. Then, for all p E L’(O,2n) satisfying 
O<p(t)<r(t)+E 
a.e. on [0, 2x1 and all XE W2.‘(0, 2n) one has 
D,(X) = (2+ j'" [d’(t) +- (m” + p(t)) x(t)] 
0 
x [x(t)+x”(t)-z(t)] dt 
2(6-c) \x’l:,I 
ProoJ If XE W’$‘(O, 2n), then we obtain easily, using integration by 
parts and the computations of Lemma 1: 
D,(x)= (271) ’ 5,:’ [(-?(t))2- (m2 t p(t))(Z(t))2] dt 
+ (2n)-’ 1:’ [m’(x(t))‘- (X’(t))2] dt 
+(2x)-’ j2Xp(t)(.r(t)+x”(t))2dt 
0 
>h ~x’~2,,427r)- ’ 
r2.7 
Jo (3t))’ dt 
2 (6-E) (X-L I’,, 
and the proof is complete. 
The following lemmas are slight extensions of the one due to De 
Figueiredo [S]. 
LE.MMA 3. Let g: [0, 2n] x Iw -+ R be (I Caratheodory function such rhar 
there exist functions a, A E L’(0, 271) and constants r, R E [w, r < 0 < R with 
g(t, x) 2 A(t) 
for a.e. t E [0,277] and all x > R, 
g(t, x) G a(t) 
for a.e. t E [0, 2711 and all x d r. 
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Then for each real number K > 0, there is a decomposilion 
g(t* xl = qAh x) + lrK(f, xl (3.2) 
qfg by functions q, and g, satisjjGng the additional conditions, 
0 < ,uq,(t, x) (3.3) 
for a.e. I E [O, 2x1 and ali x E iw; there is a.function aE; E L’(0, 2~) depending 
on a, A, g such that 
IgK(f,X)IGfJK(~) (3.4) 
.Jor a.e. t E [0, 2711 and ail x E iw. 
Proof. Given K > 0, let us define 
inf{ At, x), K} if x>l 
sup{g(t, x), -K} if x< -1 
and 
Let us set 
QK(f, xl = g(4 x) -gK(t, x), 2 E [O, 2n3, IXl>l. 
qK(tr x) = 
I 
cjJ1.x) if Ix/21 
-~4Af9X/lXO if O<lx(<l 
0 if x=0. 
Finally, define g K = g- qK. It is a straightforward easy calculation to 
check that all conditions of the Lemma are satisfied with 
~K(t)=~Ei(f)+max(lA(t)l, I4t)L 0, 
where yA is such that sup IxlG~ I RAI, x)1 <ye and R=max(l, R, -r). 
The proof is complete. 
LEMMA 4. Let g: [0, 2n] x aB -+ [w be a Caratheodory function sati.$ving 
conditions of Lemma 3. Assume that there exist jiinclions X, p E L’(O, 277) 
such that 
I d4 x)l <a(t) 1x1 +B(r) 
.fora.e. t~[O,2n] andallxE[W with Ix(>B, BEW. 
(3.5) 
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Then for each real number K > 0, the function qK provided by Lemma 3 
satisfies the foliowing additional condition 
I q,dtv -y) I 6 a(t) Ix I + P(t) - K (3.6) 
for a-e. t E [0, 2x1 and all x E R with 1 x j > max( 1, B). 
Proqf: Let us take x E R such that 1 x I> 1. Then 
r dt, x) gK(t, x) =  g t, xl -K 
It follows immediately that 
so that, by assumption (2.5), 
if x2 1 and g(t, x) 9 K 
if x31 andg(t,x)>K 
if xQ -landg(f,x)> -K 
if xd -1 and g(t, x)< -K. 
if x31 and g(t, x) < K 
if x31 and g(t, x) 3 K 
if x 9 -1 and g(t, x) > -K 
if x< -landg(t,x)< -K 
and 
0 < qK(t, x) < a(t)x + B(t) - K if x>max(B, 1) 
0 2 q,df, x) 2 a(t)- B(t) + K if x d - max(B, 1). 
Therefore 
Iqdt-XII <aa(t) 1x1 +P(t)-K 
for a.e. t E [0,2n] and all XE R with 1 x( > max(B, 1) and the proof is 
complete. 
4. EXISTENCE OF PERIODIC SOLUTIONS 
THEOREM 1. Assume that for all E > 0 there exists a constant B = B, > 0 
and a function b, E L”(O,27c) such that 
I s(t> XII G (r(f) + E) I xl + b,(t) (4.1) 
DIFFERENTIAL EQUATIONS AT RESONANCE 299 
for at. t E [0,2n] and all x E Iw with 1 x 1 3 B, where r E L’(O,27c) is such 
that for a.e. t E [0,27c] 
r(tj<(2m+ 1) (4.21 
with strict inequality on a subset of [0, 2711 of positive measure. 
Moreover, suppose that there exist fkctions a, A E L’(0, 27r) and constants 
r, R E Iw with r < 0 < R such that 
g(t,x)BA(t) 
for a.e. t E [0,27c] and all x >, R, 
(4.3) 
g(t, x) < a(t) (4.4) 
for a.e. t E [0, 2711 and all x B r. 
Then, Eq. (1.1) has at least one solution for each e E L’(O,2n) proaided 
that 
for all v E Span{cos mt, sin mt}\ {O >, where 
g+(r)=liminf g(t,x)andg-(t)=limsupg(t,x). 
x + + r‘ x+--cc 
(4.6) 
Proof of Theorem 1. Step 1. Let b > 0 be associated to the function r by 
Lemma 1. Then, by assumption (4.1), there exist B(6) > 0 and a function 
b, E L”(O,2n) such that 
I id6 xl I G (r(t) + (d/4)) Ix I + b,(t) (4.7) 
for a.e. t E [0,27r] and all x E R with 1 x 1 2 B. 
Using Lemma 3 with K= 1, Eq. (1.1) is equivalent to 
x”(t)+m*x(t)+q,(t,x(t))+g,(t,x(t))=e(t) 
(4.8) 
x(0) - x(27c) = x’(0) -x1(271) = 0, 
where q1 and g, are Caratheodory functions satisfying conditions (3.3) and 
(3.4). Moreover, since g verities inequality (4.1 j, by Lemma 4 one gets 
Iq~(t,x)I~(~(t)S(~/4))lxl+b,(t)+l (4.9) 
for a.e. f E [0, 2711 and all x E R with 1 x ( > max( 1, B) (cf. the construction 
of q1 in the proof of Lemma 3). 
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Let us choose B> max( 1, B) such that 
C(ba(t) + 1 )/I -xc II < (d/4) (4.10) 
for a.e. t E [0, 2x1 and all x E R with (x ( 3 B. It follows from (4.9) and 
(4.10) that 
OdY’q,(t, x)<<(t)+ (d/2) 
for a.e. t E [0, 2771 and all XE R with 1 x ( > B. 
(4.11) 
Step 2. Let us deline y”: [0,27c] x IF! + R by 
t 
x-lq,(t, xj for /xI>B 
f(t, x) = E-‘q,(t, B)(x/B)+(l -(x/B))T(t) for O<x<B 
F’q,(t, -B)(.x/B)+(l +(x/B))T(t) for -B<x<O, 
7 is a Caratheodory function since q1 is, moreover by (4.11) one has 
0 d 7(t, xj d r(t) + (d/2) (4.12) 
for a.e. t E [0, 27~1 and all x E R. 
Define h: [0,2rc] x R -+ IR by 
wt, x) = g,(t, x) + q1(t, “Yj - y”(t, x)x, 
then it follows from (3.1) and (3.4) that for some a~L’(0, 27r), 
144 x) I < a(t) 
for a.e. t E CO, 27~1, all .X E 58, where CJ depends only on r and 7s. Finally, 
Eq. (4.8) (and therefore (1.1)) is equivalent to 
x”(t)+nz2x(t)+y”(t, x(t))x(t)+h(t, x(t))=e(t) 
x(0) -X(27c) = x’(0) - x’(27r) = 0. 
(4.13) 
In order to apply Mawhin’s coincidence degree (more precisely 
Theorem I.2 in [22]), we have to prove the existence of an a priori bound 
for the possible solutions in W2,‘(0, 27~) of the family of equations 
x”(t) + m’x(t) + [( 1 - A)(6/2) + njqt, x(t))] x(t)) 
+ Hz(t, x(t)) - h(t) = 0, ;1 E [O, 1). (4.14) 
It is clear that for 1= 0, Eq. (4.14) has only the trivial solution in 
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W2,‘(0, 27E). Now, if .y is a solution in W’~‘(O, 2~) of (4.14) for some 
i E (0, l), then using inequalities (4.12) and Lemma 2, we obtain 
0=(27~~-lj~~ (z(tj+xO(t)-qtjj 
0 
x {x”(t) + m2x(t) -I [(l - ;L)(d/2) + nJqt, x(t))] x(t)} dl 
+(2n)-1j02n(r(t)+XO(t)-~(f))(ih(l,r(t))-le(t))d~ 
and by the compact imbedding of H’(0,27~) in C([O, 2x]) one gets 
0>(6/2) (x~(;L-p(i.d(fIL +Ix~I~~), (4.15) 
where /I depends only on r~ and e (but not on x or 1). So that, taking 
w=~(c5,-~, 
(x~/,+ da+(a2+2ff jx”lNtj1;2. (4.16) 
Step 3. We claim that there exists a constant p >O such that 
I-XlHl <P (4.17) 
for any solution XE W*,‘(O, 2n) of (4.14) (p independent of x and 2). 
Assume that the claim does not hold. Then, there will be a sequence (I.,J 
in (0, 1) and a sequence (x,) in W’,‘(O, 271) with I x, I HL -+ +- w  such that 
x;(f) + FTZ~X,,(~) + (1 -2,)(6/z) -x,i(tj 
+ I, g(t, x,(t)) = n&(t). 
From (4.16) it follows that 
(4.18) 
IX~IHl -+ +a and Ix,;‘I,~(l-~tllll~~-l~o. (4.19) 
So that the sequence x,( Jx~I~,I)-’ is bounded in Hr(0, 271). 
Using again the compact embedding of H’(O,27r), one can assume, 
taking a subsequence if it is necessary, that there exists VG Span(cos mr, 
sin mt) such that 
Xn(lX;JHL) -l-+ v in C( [0, 27r]), 
x,(Ix~)~HL)-l-u in H’(O, 27c), (4.20) 
x~(Ix~(,1)-‘-w in C( [0,27r] ). 
Let us set u, = x,“( 1 XII 1 NL) - ‘. 
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Multiplying (4.18) by v,ll;’ and using integration by parts, we obtain 
o<(l-n,)A,;W”(6/2) IXtj(“1 
= (257) -1 JZn [e(t) - g(t , x,,(tj)l u,(t) dt. 
0 
SO that by taking the lim inf as n -+ +CD, we have 
J 
2x 
e(t) u(t) dt > lim inf J g(t, &l(t)) u,,(t) n’t0 n-+x2 u>o 
+ lim inf J At, x,(t)) u,,(t) dt. n-+m “<O 
Let Z+ = {tE [0,271]: v(t)>O) and I-= (tE [0,27c]: u(t)<O}. Then for 
each t E I+ there exists an integer v(t) E IV such that for all n 3 v(t), one has 
and 
Ix~(t)(Ix~~H1)-‘-Zl(t)I <au(t). 
Therefore, for all n 3 v(t), one has 
X,(t)(lX~IH1)-l~(Xjl(t)- Ix,‘IC)(IXrj)H1)-‘~fZ’(t). 
It follows that for each tcZ+, there exists an integer v(t) E N such that 
for all n 3 v(t), 
b(t) ’ 0 and x,,(t)afo(t) IxfI,q >R (since Ix~J~I -+ +cc). 
On the other hand, for each t E ZZ, there exists an integer p(t) E IV such 
that for all n 3 p(t), one has 
So that, for ~13 p(t), x,(t) d 4 u(t) I x,” 1 HI + - CD. 
Now, in order to apply Fatou’s Lemma, we need that there exists no E N 
such that for n>n, 
g(t, &z(t)) o,*(t) 3 f(t) 
for some f EL’(O, 27~). Indeed, from the relation (4.15) one gets 
IX~l~I(IX~IH’)-1<2CI Ix,l1,1(lxj:I,I)-‘+2~. 
So that, by (4.19), one has that for n>n, (no EN), Ix,:I~H,(Ix~I~L)~‘~~~cI. 
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Since y( t, x,,(t)) > 0 (cf. (4.12)), one has that for n > n,, 
17(G x,,(t)) x,(t) Q,(t) = 84 x,(t)) x,(t) x!xNl .%w 
=f (lx:l&’ [(x”(i))2+ (xl;‘(t)Y 
- (x,(t) - x;(t))2] ’ i’(t, x,(t)) 
2 -tY”tt, X,~(f))(X,l(t))2(I.Y~IHI)-1 
2 -2@BI7tt, x,(t)) for some /I1 > 0. 
So that for n > rz,, 
P(4 -u,(r)) -%2(t) u,(t) 
3 -2afli(r(t) + (b/2)) (cf. (4.12)). 
Thus, using the decomposition of g in (4.13), one has that for t2 > no, 
dc x,z(t)) L1,*(f) = F(t, -G(t)) -G(f) u,(t) 
+ k(t, ~,(tjj u,,itj 
3 -2cQ,(f(t) + (b/2)) -o(t) K, =f(t) 
since s~p~,,~,~ / v,(t) 1 < K, for some constant K, > 0. 
So that by Fatou’s Lemma and the properties of lim inf (see, e.g., [16]), 
one has 
lim inf 
s de x,(t)) u,(t) dt 2 s g+(t) u(t) dt PI- f’x c>o c>o 
Therefore, we have 
.2rr 
1 e(t) u(t) dt>, 0 lp u>o g+(WW+~ g-(t)Htldf u<o 
a contradiction with the assumption (4.5). Thus the claim holds. 
Therefore, by the compact embedding of H’(O,2n) into C([O, 2711) one 
has that there exists K, > 0 such that 1 x ( c <K. for any solution of (4.14) 
and the proof is complete. 
Remark 1. It is obvious that, by assumption (4.1 j and relation (3.1), 
we have that there exists a function c, E L’(0, 27r) such that 
I dr, d’c) I f (f(t) + E) I XI + b,(f) + c,(t) (4.21) 
for a.e, t E 10, 27~1 and all x E R. 
505’69!3-2 
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Remark 2. Assumptions (4.3) and (4.4) are, in particular, satisfied if 
there exist functions c, L!EL’(O, 27~) such that 
xg(t, x)2 -c(t) 1x1 -d(t) (4.22 j 
for a.e. t E [0, 27~1 and all x E R. 
Indeed, it follows from (4.22) that d(t) B 0 for a.e. I E [0, 2x1. Therefore, 
taking R = --r = 1 and a(t) = -A(t) = c(t) + d(t), we are done. 
COROLLARY 1. Assume that the inequalities 
0 < lim inf .X-‘g(t, x) < lim SUP x-'g(t, sj 6 T(t) (4.23) 
I.-c - +a2 I.-l + + x 
hold uniformly a.e. on [0, 27~1, brlhere r~ L’(0, 27~) satisfies assumption (4.2). 
Moreover assume that there exist .functions a, A E L’(O,27c) and constants I, 
R E [w satisfying assumptions (4.3) and (4.4). 
Then, Eq. (1.1) has at least one solution for each e E L’(0, 2n) provided 
that (4.5) is fulfilled. 
Proof: It suffices to show that the assumption (4.23) implies (4.1). 
Indeed it follows from (4.23) that for all E > 0 there exists B(F) = B > 0 such 
that 
--E<x-‘g(t,x)<T(t)+r 
for a.e. f E [0, 2n] and all x E R with 1 x ( 3 B. Therefore 
for a.e. t E [O, 2~1 and all x E R with ( x I > B. Choosing b, = 0, the proof is 
complete. 
COROLLARY 2. Assume that the inequality 
limsup x-‘g(t, x)<r(f) 
/ x 1 + + m 
(4.24) 
holds uniformly a.e. on [O, 27~1, Mlhere r~ L’(0, 27-r) satisfies assumptions of 
Theorem 1 and that there exists R > 0 such that 
y(t) <s-‘g(t, x) (4.25) 
for a.e. t E [0, 27~1 and all x E [w Mith Ix 1 2 [w. Moreover assume that 
0 d y(t) (4.26) 
for a.e. t E [0, 27~1 ,ilith strict inequality on a subset oj’ positive measure. 
Then, Eq. (1.1) has at least one solution for every eE L’(O,27c). 
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Proof: Assumptions (4.25) (4.26) imply that (4.1) (4.4) are fulfilled 
with 6, =O, A=a=O, and R= -r. 
Now, let I’ = {TV [0, 2711: r(t) >O}, one has 
g+(t)=liminf g(t,x)= +cr and lim sup g(t, X) = - co 
x- +m I--+ -03 
uniformly a.e. in t E I+. Since, by (4.26), I’ has a positive measure, it 
follows that 
J g+(tj~~(tjdt+\ g-(tjti(tjdt= +Z c>o o<o 
The existence of a solution of (1.1) for every e E L’(0, 2~) follows from 
Theorem 1 and the proof is complete. 
Remark 3. Theorem 1 generalizes earlier results in the following ways 
(a) Lazer Leach’s result in [ZO] corresponds to e and g continuous 
g bounded, nonconstant and independent of t, A and a constants with 
at,4 and (~?+0”)“~<2(A-a), where 
-2rr 
c= J e( t ) cos mt dt, 0 D = {:’ e(r) sin mt dt. 
(b) Fabry-Franchetti’s result in [14] corresponds to e and g con- 
tinuous, A and a constants with A = --a, r = -R and the following: There 
exists a constant CI (0 < c( < i) such that for all E > 0 there exists a constant 
B, > 0 such that 
for all t E [IO, 27~1 and all x E [w with 1 x( 3 B,. Moreover (C2 + D2)lj2 <4A. 
(c) Omari-Zanolin result in [26] corresponds to Fabry-Franchetti 
conditions except 0 < x d +. 
(d) Ding’s result in [12] corresponds to e and g continuous, 
A =a=O, R= -r and the following: 
For ail c > 0 there exists B, > 0 such that 
for all t E [0, 2711 and all XE R with 1x1 2 B,. Moreover, there exists a 
constant E > 0 such that 
g+(t)32nE, g-(t) d -27xE and ICI+\DI<2zE. 
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(e) De Figueiredo’s result in [S] corresponds to g Caratheodory, 
e E L’(0, 27~) and the following: there exist a positive constant 0 < (2m + 1) 
and a function b E Lso(O, 27~) such that 
lg(t,.u)l<@IxI+b(t) 
for a.e. t E [0, 2rc] and all x E [w, together with assumptions (4.5) and (4.22). 
(f) AmannMancini’s result in [2] corresponds to De Figueiredo’s 
result except the linear part of Eq. (1.1) is self-adjoint (see also 
Corollary 2). 
(g) The reader is also referred to Corollaries 1 and 2 which are par- 
tial generalizations of some results given by Ding [ 111. Corollary 2 
generalizes results due to Reissig [27]. 
When nz > I, the (in some sense) dual version of Theorem 1 has the form 
of 
THEOREM 2. Assunze that for all E > 0 there exists a constant B = B, > 0 
and a function 6, E L”(O,27c) such that 
I g(t,xjl <ifit)+~) 1x1 +b,(t) (4.27) 
for a.e. t E [0, 27~1 and aN x E R with 1.x) 2 B, ii-here f E L’(0, 27~) is such 
that for a.e. t E [O, 2x] 
f(t)<(Znz- 1) (4.28 j 
with strict inequality on a subset of [O, 27~1 of positive measure. 
Moreover, suppose that there exist functions a, A E L’(0, 27~) and constants 
r, R E IF! with r < 0 < R such that 
g(t, d da(t) 
for a.e. t E [O, 2n] and all x 3 R, 
(4.29) 
g(t, x) 2 A(t) (4.30) 
for a.e. t E [0, 27r] and all .x < r. 
Then, Eq. (1.1) has at least one solution for each e E L’(0, 2x j provided 
that 
ILaos+ v(T)~if+~L<o g-(t) 4t)dt<[2ffeit) v(t) dt (4.31) 
0 
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for all v E Span {cos rnt, sin mt I\ IO}, khere 
g + ( t) = lim sup g( t, x) and g-~(t) = lim inf g(r, x) (4.32) 
x-tee I - ~ r 
Proof. It is similar to the proof of Theorem 1 with related modifications 
in the statements and proofs of Lemmas 14. The proof is complete. 
5. EXISTENCE RESULTS FOR TWO-POINT BOUNDARY VALUE PROBLEMS 
In this section, we shall be concerned with two point boundary value 
problems 
x”(t)+m2.u(t)i- g(t, x(t))=e(t) 
s(0) = X(7c) = 0 (resp. x’(0) = x’(n) = 0). 
(5.1) 
It is well known (by Fourier series method) that the eigenvalues of the 
linear problem 
x”(t) + lx(t) = 0, /lER 
X(0) =x(n) = 0 (resp. x’(O) = x’(n j = 0) 
are given by A,,, = m’, 177 E NX (resp. m E N) with corresponding eigen- 
functions given by sin mt (resp. cos mt). 
Now, using step by step the approach of Section 4, one gets easily the 
following existence results: 
THEOREM 3. As.wme thut assumptions (4.1)-(4.4) of Theorem 1 are 
satis;ficd, \t,hrre [0, 2n] is replaced everywhere by 10, n]. Then, Eq. (5.1 j has 
ut least one solution for each eE L’(0, JT) provided that assumption (4.5) 
holds for all c E Span (sin mt )\{O> (resp. all vESpan(cosmt)\(O)), where 
g , und g are defined bJ> (4.6). 
THEOREM 4. Assume that assumptions (4.27)-(4.30) of Theorem 2 urr 
.fuljilled, rlhere [IO, 2n] is replaced everywhere by [O. rc]. Then, Eq. (5.1) has 
at least one solution for euch eE L’(0, n) provided that assumption (4.31 ) 
holds jbr ull r E Span { sin mt ‘,\(O) (resp. for all c E Span { cos mt > \ (0 i ), 
\lherc g + and g ure dejined by (4.32). 
As for Theorems 1 and 2, one can state corollaries (to Theorems 2 and 3) 
similar to Corollaries 1 and 2. 
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