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0. INTRODUCTION 
It is well known that all algebraic vector bundles over affine complex space are trivial. This 
result was proved independently by Quillen [23] and Suslin [25], and it is known as the 
Serre Problem. In this article we are concerned with the equivariant setting. Schwarz [24] 
has shown that in this setting equivariant vector bundles over representations need not be 
trivial when the base representation has a one-dimensional quotient. Here we construct 
many large families of distinct equivariant bundles with a fixed base representation (not 
necessarily having one-dimensional quotient) and fixed fiber representation. In order to do 
this we use the structure of weights of groups. 
More specifically, consider the following set-up. Let G be a reductive algebraic group 
over the complex numbers and let B be an affine variety with algebraic action of G. For 
a complex G-module F (i.e. complex vector space with linear action of G), let F be the trivial 
G-vector bundle over B whose total space is B x 8’. For G-modules S and F the set of 
isomorphism classes of algebraic G-vector bundles E over B which satisfy E 0 S g F 0 S is 
denoted by VEC(B, F; S). There is always at least one element, namely, the isomorphism 
class of F in this set. One can also consider VEC(B, F; S) in the smooth and analytic 
category. It is known that when B is a G-module, all G-vector bundles over B are trivial i.e. 
isomorphic to F for some G-module F in the smooth category (well known) and in the 
analytic category by the recent results in [S]. This means that the analog of VEC(B, F; S) in 
both these categories consists of one element. In the algebraic ategory this is the case when 
G is abelian ([19]) but far from the case for many non-abelian reductive algebraic groups 
G ([24,13; 9,15-171). In this work we give a lower bound for VEC(B, F; S) when G is 
semisimple and B, F and S are integral multiples of irreducible G-modules. The lower bound 
is expressed as a surjective map onto a vector space whose dimension is bounded below in 
terms of the invariant theory and the representation theory of B, F and S. We provide 
several specific applications including the construction of families of algebraic G-vector 
bundles and algebraic actions of G on affine space. 
The authors are particularly grateful to Michel Brion, Sam Evens and Roger Howe for 
many conversations on the topics of this paper. In particular, the papers [3,4,6] supplied 
early insight into the representation theory, invariant theory and geometry used here. 
We consider the following situation. G is a semisimple group, and B, F and S are each 
a multiple of an irreducible G-module. Denote 
B =jF(P), F = kV(cj), S = /V(a) (0.1) 
where j, k and I are positive integers, ,8, $ and g are dominant weights and V(A) denotes an 
irreducible G-module of highest weight A. 
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When G contains a reductive subgroup H which satisfies the following condition, then 
our methods can be used to find a bound for I/EC@?, F; S). 
Condition 0.2. 
(1) V(4) is multiplicity free with respect o H. 
(2) If (T # 0, H contains a maximal torus of G. 
(By definition, a G-module I’ is multiplicity free with respect to H if when viewed as an 
H-module, each irreducible H-module in I/ occurs with multiplicity at most 1.) 
In Section 1, we define a map from VEC(B, F; S) to a certain vector space M,, and we 
give a condition for this map to be surjective (Theorem 1.4). Also, we give a lower bound for 
the dimension of M, under certain conditions (Lemma 1.5). In order to apply this result, one 
must estimate a certain integer R, which is used to define the map. This is done in Sections 
2 and 3 using weight inequalities. Finally, in Section 4, we prove Theorem 4.4, which gives 
an effective means for finding a lower bound on VEC(B, F; S) when 4 - cr is a positive 
multiple of the dual of /I. In order to apply Theorem 4.4 in a given situation, one must find 
a reductive subgroup H satisfying Condition (0.2). In Section 5, we explain how to do 
this for all connected simple groups except for E8 and for certain specific representations on 
the base and fiber. This gives large families of inequivalent G-vector bundles over G- 
modules. 
Finally, in Section 6, we describe how the previous results can be used to find families of 
inequivalent actions of affine space. More specifically, if E is the total space of a G-vector 
bundle over a G-module, then by the result of Quillen and Suslin cited above, as a variety 
E is simply affine space, and G acts on E. One can ask when two G-vector bundles induce 
the same action of G on the total space (up to conjugacy). It is evident that the group of 
G-automorphisms of the base Aut(B)G acts on the set T/EC(G, F; S) by pull-backs, and if two 
G-vector bundles are in the same orbit of this action, then their total spaces E and E’ are 
isomorphic as G-varieties. In [16], two criteria are given for which the inverse also holds, 
that is, for which the total spaces are isomorphic as G-varieties if and only if the G-vector 
bundles are in the same orbit of Aut(B)G. 
The results of Section 4 for the case (T = 0 and a few of the examples from Section 5 were 
announced in [18]. In [ZO] another method for distinguishing G-vector bundles is dis- 
cussed. There, one restricts to cones with a one-dimensional quotient (see also [21]), and 
only the case where c = 0 is treated. In this article, however, there is no restriction on the 
dimension of the quotient, and we also treat the case where c is non-zero. 
1. BACKGROUND 
The starting point for our results here on VEC(B, F; S) is the procedure to construct and 
distinguish G-vector bundles from [16]. Through Theorem 1.2 below B will be an arbitrary 
affine G-variety with a distinguished G-fixed point which we denote by 0. For any two 
G-varieties U and I/, Mor(U, V)G denotes the equivariant morphisms (algebraic G-maps) 
from U to I/. The set of G-vector bundle morphisms from F to S is denoted by mor(F, S), and 
there is an isomorphism mor(F,S) z Mo~(B,Ho~(F,S))~; if 0 E mor(F,S) and u E B, 
m(u) E Hom(F, S) is the associated linear map. 
For CD E mor(F, S) and T E end(S) = mor(S, S) we define 
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If Q(u) + T(u) : F @ S + S is surjective for all u E B, then E,(T) is a G-vector bundle over 
B (with the obvious projection on B) whose Whitney sum with S is isomorphic to F @ S. 
That is, E,(T) is in VEC(B, F; S). It is shown in [16] that any element in VEC(B, F; S) is of 
the form E,(T) for some @E mor(F,S) (with O(O) = 0) and T E R(Q), where 
R(Q), = {T E end(S) I CD(u) + T ( u is surjective for all u E B and T(0) = l}. ) 
Thus, for any Q E mor(F,S), there is a natural map 
E,: R(O), -+ VEC(B, F; S). 
Having described the construction of G-vector bundles from G-vector bundle maps, we 
pass to the method of distinguishing them. Let H be a reductive subgroup of G and let 
i : BH --) B be the inclusion. Then i*F and i* S are N-vector bundles over BH and the 
set mor(i* F, i* S) of H-vector bundle morphism from i*F to i*S is isomorphic to 
Mor(BH,Hom (F,S))H. Let CD E mor(F,S). Then its restriction i*@ over BH is in mor(i*F, 
i*S). Such a morphism is represented by a matrix with coefficients in O(BH). We denote by 
(i* @) the ideal in O(BH) generated by the matrix coefficients of i*@. For a G-module I/, let 
Zrr (H; I/ ) be the set of all irreducible H-modules which occur in V viewed as an H-module. 
Let DE end(F). Since the action of H on BH . IS trivial, i *F splits into a sum of x- 
eigenbundles where x E Irr(H; F), so i* D splits accordingly. We denote the restriction of 
i* D to the X-eigenbundle by D,. 
DeJinition 1.1. The ideals defined below depend on B and H, but in order to avoid 
unnecessary notation, B and H are omitted in the notation. 
(1) J(F,S)istheidealC~Emo,(F,S) (i*@) in Co(B“) and J(S, F) is the ideal defined this way 
with F and S exchanged. 
(2) end(F;S) c end(F) consists of those D E end(F) such that det D, is a non-zero 
constant whenever x E Irr(H; F) - Irr(H; S), where det denotes determinant. De- 
note by D(F;S) the ideal in O(BH) generated by 
where D,,,, = (det D,,) (0) det D, - (det D,) (0) det D, I and det D, is understood to be 
1 if X#lrr(H; F). 
(3) X is the ideal J(F,S)J(S,F) + D(F;S) in O(BH). 
The following is the general result which will be used to distinguish equivariant vector 
bundles. 
THEOREM 1.2 (Masuda and Petrie [16, 1.4.41). Let CD,@’ E mor(F,S) with m(O) = 
W(0) = 0. Let T E R(O), and T’E R(W),. SupposeE,(T) = E,,(T’) in VEC(B,F;S). Then 
if Zrr(H; F) # Zrr(H; S), we have 
det Ti G det T, mod X for all x E Irr (H; S). 
From now on, we assume that B is as G-module, so that O(BH) and end(S), etc. have 
a grading by degree. We denote by 6J(BH), the ideal in O(BH) generated by homogeneous 
functions of degree at least n. 
Dejinition 1.3. R is the largest integer such that X c Co(BH),. 
When Zrr(H; F) # Irr(H;S), by using a logarithmic map, Theorem 1.2 allows us to 
define a natural map from VEC(B, F; S) into a vector space as described below. Remember 
164 Mikiya Masuda, Lucy Moser-Jauslin and Ted Petrie 
that any element of VEC(B, F;S) is of the form E,(T) for some 0 E mor(F, S) (with 
0(O) = 0) and T E R(Q),. Theorem 1.2 says that if Zrr(H; F) # Zrr(H; S), then the map 
yn : V’EC(B, F; S) + J-Is,(l + ~(B”)IIWH)“) 
defined by yn(Eo(T)) = fl, det T, is well defined if n Q R. For any n, using the formal 
expansion of logarithm, one can define a map 
log: 1 + o(BH),/Co(sH), + f9(BH),/&(B”),, 
whose inverse is an exponential map. Composing the logarithmic map with y,,, we obtain 
a map 
log yn : VEC(B, F; S) + 
( 
n 0(Z3H)I/#(Z?H),, 
XElrr(H;S) > 
for n <R. 
Consider the linear map 
Trace, : end(Sh + 
( 
~~l~~.no(BH),!o(BH). 
> 
where end(Sh is the ideal in end(S) generated by homogeneous elements of positive degree 
(with respect o coordinates of B) and Trace,(P) = fl, trace P,. Set 
M, = M,(B, F, S; H) = image(Trace,). 
THEOREM 1.4. The image of logy,, for n < R is contained in M,. It equals M, ij” 
R(O), = 1 + end( for some Q E mor(F, S). 
Proof: Consider the diagram 
1 + end(Q /end (S), 
Det, 
+ (rIx(1 + wHw(mJ) 
log I 
log 
end 611 lend(S), 
Trace. I 
(rIx wnI~(~H).) 
where Det,(T ) = fl, det T,. The well-known fact that exp(trace X) = det (exp X) for any 
square matrix X means that the above diagram commutes. Thus, since the vertical maps in 
the diagram are bijective, the image of log Det, agrees with the image of Trace,, which is 
M, by definition. Now since R(O), is a subset of 1 + end(S)1 for any cf, E mor(F, S), it follows 
from the definition of y” that Image(log yll) c Image(log Det,) = M, with equality holding if 
R(O), = 1 + end(S)1 for some 0 E mor(F,S). q 
Theorem 1.4 leaves us with the problem in invariant theory of describing M,. Note that 
o(B)’ acting by scalar multiplication can be viewed as a subspace of end(S), so we have 
M, = Trace,(end(S),) 3 Trace,(Co(B)y). Note that Trace,(Co(B)f) is isomorphic to 
i*O(Z3)~/o(Z3u), when Zrr(H; F) # Zrr(H; F). Here is an estimation of dim M,. 
LEMMA 1.5. Suppose that B = @f= 1 Bi where Bi are G-modules. Then 
(1) dim M, = dim M,(B, F, S; H) > If= 1 dim M,(Bi, F,S; H). 
(2) Zf Zrr(H;S) # Zrr(H; F) and there is a non-constant homogeneous invariant poly- 
nomial A on Bi which is not identically zero on By, then dim M”(Bi, F,S; H) 3 
n/degA - 1. 
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(3) If Bi is se&dual, then there is a homogeneous invariant polynomial on Bi of degree 
2 which is not identically zero on Br provided dim B” is odd. 
Proof: (1) This follows immediately from the definition of M,. 
(2) Since A is not identically zero on By by assumption, the restriction image of 
AC[A] c c(Bi)p in Q(B”),/O(B”), is a vector space of dimension 3 n/degA - 1. 
(3) Since Bi is self-dual, there is an invariant non-degenerate bilinear form (,) on Bi. 
Then the polynomial A on Bi defined by A(u) = (u,u) is invariant, homogeneous and of 
degree 2. Since H is reductive, Bi viewed as an H-module decomposes into BF @ W where 
W is an H-module with Wn = (0). The bilinear form (,) is G-invariant, in particular, 
H-invariant. Hence, (a,~‘) = 0 for all u E BF and a’ E W. Therefore, the bilinear form 
restricted to BP is again non-degenerate. If dim B” is odd, then A(u) = (u, u ) # 0 for some 
u E B” as is well known by linear algebra. 0 
2. WEIGHT INEQUALITIES 
Henceforth, we assume that G is semisimple and the G-modules B, F and S satisfy 0.1. 
Under this assumption we estimate the ideal X in Definition 1.1. This provides a bound for 
the integer R in Definition 1.3. Remember that X is generated by the ideals J(F, S)J(S, F) 
and D(F; S). In this section we estimate the ideal J(F, S)J(S, F) using weight inequalities. 
The ideal D(F; S) will be estimated in the next section. 
We consider the partial ordering on the additive group of weights of G tensored with Q: 
i, > p if and only if i - p is a sum of positive roots with non-negative rational coefficients. 
This ordering behaves well with respect o addition and scalar multiplication. Moreover, 
V(v) c V(u) 0 V(p) implies that v < x + fl. Given a dominant weight CX, we denote by c(* 
the dominant weight of the dual V(a)* of V(a). 
LEMMA 2.1. Let p and q be positive integers. Zf cp E Mor(B,Hom(pV(I),qV(p)))G is 
non-zero and homogeneous, then 
1 d (degcp)b* + ~1 and p* d (degcp)/?* + i*. 
Proof: A non-zero homogeneous G-morphism cp :B -+ Hom(pV(i.), qV(u)) of degree 
d corresponds to a non-zero equivariant linear map pV(A) + SdB* @ qV(,u) or 
qV(n)* + SdB* @ pV(i)*, which implies the lemma by the statement above. 0 
LEMMA 2.2. If VEC(B, F;S) is non-trivial, then there are non-negative integers n, such 
that 
4*<n+p*+a*, 4dn_p*+a. 
In particular, there is a non-negative integer n such that 
~*+~dnfl*+o*+o. 
Proof. Suppose that VEC(B,F; S) is non-trivial. Then there must be a non-zero Q in 
mor(F, S) = Mor(B, Hom(F, S))’ because E*(T) is trivial for any T E R(Q), if Q is the zero 
element. We may assume that 0 is homogeneous by taking a homogeneous part of 0. It 
follows from Lemma 2.1 that 4 < (degcD)fi* + C. Hence, the existence of n_ has been 
proven. Taking dual bundles gives a bijection between VEC(B, F; S) and VEC(B, F*; S*), so 
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I/EC(B, F*; S*) is also non-trivial. The above argument applied to vEC(B, F*; S*) shows 
the existence of n+ . 0 
Remark. When G is simple, then the conclusion of Lemma 2.2 is always verified, and the 
lemma therefore says nothing. However, when G is not simple, Lemma 2.2 gives a necessary 
condition for YEC(B, F; S) to be non-trivial. 
Dejinition 2.3. For fixed weights p, 4 and 0, we define r = r(/?, 4, rs) (resp. 
r += I +(/3,4, CT)) to be the smallest non-negative integer satisfying the inequality 
+*+f$<rj?*+a*-t-cr (resp.+*<r+fi*+o*,4<r-p*+a) 
if it exists, and zero otherwise. 
PROPOSITION 2.4. For an arbitrary reductive subgroup H of G, we have that 
J(F, S) J(S, F) c O(BH),. 
Proof. Let cp E mor(S, F) E Mor(B, Hom(kV(a), IV(+)))’ be non-zero and homogene- 
ous. It follows from Lemma 2.1 that $* < (deg cp)p* + u*. Hence, deg cp 2 r+ by the 
definition of r+. This proves that J(S, F) c O(BH),+ . The same argument proves that 
J(F,S) c O(BH),_. Since r+ + r- > r, the statement follows from these inclusions. 0 
3. MULTIPLICITY-FREE CONDITION 
When the G-module F is a multiple of a G-module which is multiplicity free with respect 
to the reductive subgroup H, one can also estimate the ideal D(F;S), and thus with the 
result of Section 2, we can estimation X in order to apply Theorem 1.2. We will carry out 
the estimation of D(F; S) in this section. The multiplicity-free condition is used in two ways 
in the estimation of D(F; S), which appears in the following lemma. 
LEMMA 3.1. Let V and W be G-modules, and H a reductive subgroup of G. Suppose that 
V is multiplicity-free with respect to H. Then 
(1) D(V; W) = D(kV;lW)f or any positive integers k and 1. 
(2) IfD E end(V; W), then D, is a non-zero constant for any x E Zrr(H; V) - Irr(H; W). 
Proof: (1) It is easy to see that the inclusion D(V; W) c D(kV; 1W) holds for any 
G-modules V and W. One simply notes that any element in end(V; W) extends to an 
element in end(kV; 1W) by defining it to be the identity on the remaining factors. By the 
definition for D (V; W) (Definition 1.1 (2)), this result holds. 
For the other inclusion, we use the multiplicity-free assumption on V. Take 
P E end(kV; IW). We associate 
P’ = ; ( - l)sgnp ifi Pip(i) E end(V). 
Here p runs over all permutations of k letters and Pip(i) denotes the (i, p(i)) entry of P which 
sends the p(i)th factor V of kV to the ith factor V of kV. Observe that if V is multiplicity 
free with respect o H, then det Pi = det P, for any x E Zrr(H; V). Hence, P’ E end(V; W) 
and P,,,f = Pi,,* E D(V; W) for any x,x’ E Zrr(H; V); see 1.1 (2) for P,,,,. This implies 
D(kV;lW) c D(V; W). 
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(2) The multiplicity-free assumption on 1/ together with Schur’s lemma implies that 
D, is multiplication by some d, E 0(Bn) for each x E Irr(H; V). Since D E end(V; W), 
det D, = diim ‘x is a non-zero constant whenever x E Irr(H; V) - Irr(H; W ); so d, and 
hence, D, must be a non-zero constant for such x. 0 
Remember that our B, F and S satisfy the condition 0.1. Define F = F(p,4, (r) to be 
r if a=0 r= 
r+ if 0 # 0. 
PROPOSITION 3.2. If the reductive subgroup H satisfies 0.2, then D(F; S) c O(BH),. 
The following easy lemma will be used in the proof of Proposition 3.2. 
LEMMA 3.3. Let V be an irreducible G-module. Let v (resp. v*) be a non-zero element of 
V (resp. V * .) Then the set 
X={g~Gl(v*,gv)ZO} 
is open dense in G, where (,) denotes the natural pairing of V * and V. 
Proof. Since X is a Zariski open set in G and G is connected (hence irreducible), it 
suffices to prove that X is non-empty. Consider the linear subspace of V spanned by gv for 
all g E G. It is G-invariant and non-trivial. Thus, since V is irreducible, it must be all of V. 
This means it contains an element v’ with (v*, v’) # 0. Since v’ is the sum of elements of the 
form go, we have that X is not empty. 0 
Proof of Proposition 3.2. By Lemma 3.1 (1) we may assume k = I= 1. Let 
D E end(F; S) c end(F). Since end(F) is graded by degree, D is the sum of its homogeneous 
components. Its component of degree 0 is its value D(0) at 0 and D - D(0) is a sum of terms 
of positive degree. Let D’ be a homogeneous component of D of positive degree such that 
i* D’ is not zero, where i is the inclusion map from BH to B as before. The theorem follows 
once it is established that deg D’ > r for such D’. To see this note then that det D, E 
det D,(O) mod O(BH)r ; so the generators D,,,, of the ideal D(F;S) all lie in O(BH)i. 
Let Fs be the submodule of F (viewed as an H-module) which is the sum of its isotypical 
components F, for x E Zrr(H; S) and let Fi be its complement in F, i.e. F$ is the sum of 
F, for x E Irr(H; F) - Irr(H;S). Lemma 3.1 (2) applied with V = F and W = S says that 
i*D’ is zero on Fi because i*D’ is 0; on F, and D’ is a homogeneous component of 
D E end(F;S) of positive degree. However, since i*D’ is assumed to be non-zero, 
D’(w)(f) # 0 for some w E BH and f # 0 E Fs. When 0 # 0, we can assume that f E Fs c F 
is an eigenvector for the maximal torus of G and D’(w)(v) = 0 for any eigenvector vE F with 
weight strictly less by the condition (2) in 0.2. 
We note that D’ induces an equivalent linear map D”‘: F * 0 F + SdeBD’(B*) c O(B) 
with 
d’(u, 0 v)(u) = (v,,D’(W)>. 
Let v + and v,’ be maximal vectors of F and F *, respectively. 
CLAIM. o”‘(vi @ v+) # 0 when o = 0, and D’(vi 0 f) # 0 when o # 0. 
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We admit this claim for a moment and prove the proposition. Suppose o = 0. Then 
$* + 4 6 (degD’)/-I* by the claim above because d’(vz 0 u+) E Sdcgr”(B*), the weights of 
u,’ and u+ are $* and 4, respectively, and the highest weight in SdegD’(B*) is (degD’)/?*. 
Hence, deg D’ > r by the definition of Y (Definition 2.3). Suppose g # 0. We denote by 1 the 
weight of u,’ @ J: Then ;1 < (deg D’)/?* by the claim above. On the other hand, since the 
weight of r~,’ is 4* and that offis at least - g*, we find that 4* - (T* d A. Thus, we have 
deg D’ 3 r+ by the definition of Y+ . 
In the following we prove the claim above. We consider the case where cr = 0 first. In this 
case Fs = FH = C. Choose f, # 0 E (F*)H. This is possible and (f,,f) # 0 since 
dim(F*)H = dimFH = 1. It follows from Lemma 3.3 that there is g E G such that 
(&!,f > # 0 and (f,,gu+) f 0. 
The latter inequality means that gv+ = Q mod kerf, with some c E C*. Note that 
kerf, = Ft (and hence D’(w) vanishes on kerf*). This uses the fact that f, : F + C is 
H-equivalent, Fs = FH is one-dimensional and (f,,f) # 0. Hence, applying D’(w) to the 
congruence above, we obtain D’(w)(gv+) = D’(w)(cf). Here D’(w)(cf) = c’f with some 
c’ E @ * because D’(w)(f) # 0 E F H and f generates Fs = FH. Therefore, 
D’(u,+ @ v+)(g-‘w) = (ti,‘,D’(g-lw)(U+)) 
= (g&D’(w)(gu+)) 
= (g&D’(w)(cf)> 
which is non-zero because c’ # 0 and (gui, f ) # 0 by the choice of g. This proves the claim 
when r~ = 0. 
Now, we consider the case where r~ # 0. Let B + be a Bore1 subgroup of G which fixes the 
line @u: and let U - be the negative maximal unipotent subgroup of G. Then B+ U - is open 
(and dense since G is connected) [8, p. 1741. Since B+ fixes @G:, there is g E U - with ( gui , 
D’(w)(f)) # 0 by Lemma 3.3. Since D’(w)(f) = D’(w)(gf) by the choice of g and f, we have 
OZ (gu,+,D'WgfD =(u,',D'(g-'w)(f))=a'(u*+of,(s-'w,, 
which proves the claim. cl 
THEOREM 3.4. Suppose that here is a reductive subgroup H for which 0.2 holds and 
Zrr(H; F) # Zrr(H; S). Then the map 
logy. : VEC(B, F; S) + M, 
is well dejined for any n < in 
ProoJ: By Propositions 2.4 and 3.2 J(F,S) J(S, F) and D(F;S) are both subsets of 
O(BH)?. Since X is the sum of these ideals, Y c O(BH)i and by definition of R (1.3) 
r < R. 0 
4. THE CASE WHERE q4 = mB* + LT 
If VEC(B, F; S) is non-trivial, then 4 < mb* + r~ for some non-negative integer m by 
Lemma 2.2. In this section we treat the extreme case where 4 = mfi* + 6. In this case, there 
is a special element Q E mor(F, S) arising naturally from Cartan powers of representations. 
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The results in previous sections are applied to this special CD and yield the main Theorem 4.4 
of this section. 
In the following we assume m > 0. The tensor product 0,: 1 I’( pi) contains V (Cy= 1 pi) 
as an irreducible factor with the greatest highest weight. The G-module V(c pi) is called the 
Cartan product of the V(~i)‘s. There is a natural projection of the tensor product onto the 
Cartan product, denoted 71. 
The next result is well known. 
LEMMA 4.1. Suppose that I-C is dejined as above. Then n(@ Vi) # 0 if Vi # 0 for ail i. 
ProoJ Let Ui’ be the maximal vector of V(,Ui)* = V(pT). By Lemma 3.3 there is g E G such 
that (go+, Ui) # 0 for all i. We note that @Vi+ is in V(C/$) = V(c,)* c @ V(,)*. Therefore, 
(g(0”i’),7COUi))=(g(0U+),0Ui)=~<gU+,vi> #O* 
This proves that z(@ Vi) # 0. cl 
When pi = p for all i, the Cartan product V(mp) is called the mth Cartan power of V(p) 
and sometimes denoted by V(p)“‘, and the element n(@ Vi) will be denoted by urn where 
L’i = t’ for all i. 
Construction of 0. Let /I and ts be dominant weights for G and m a positive integer. 
There is a natural projection 
7c: V(m/?) 0 V(o*) + V(mfi + (T*). 
Then X(X 0 .): V(a*) -+ V(mp + (T*) is injective for x # 0 E V(m/3) by Lemma 4.1. This 
means that its dual (denoted by E(x)): V(m/?* + a) + V(a) is surjective. Now let 
4 = m/?* + CT and I = 1, i.e. 
B = Y(P), F = kV(m/3* + G), s = V(a). 
Define 0 E mor(F, S) E Mor(B, Hom(F, s))’ by 
min( j,k] 
@(%,h *-- ,+h,%, ... ,uk) = 1 $&f)(u,,), 
p=1 
which is surjective at u = ( ul, . . . ) Uj) with up # 0 for some p < min {j, k}. Hence, if j < k, 
O(u) is surjective for u # 0 and 
R(Q), = ( T E end(S) ( T(0) = 1) 3 (f~ O(S)‘If(O) = I> 
where o(B)’ is regarded as a subset of end(S) by scalar multiplication. 
When 4 = m/3* + 0, the integers r and r + can be described in terms of fl and m. We 
discuss this now. 
Dejinition. We define q = q(p) to be the smallest rational number such that /I 6 q/3*. 
Remarks. 
(I) The number q = q(p) exists for any dominant weight /I. 
(2) Since the ordering among dominant weights does not change by taking their duals, 
one sees that q(p) = q(p*). Moreover, q 2 1 for any /?, and q = 1 if and only if fl* = p. 
(3) Any non-constant homogeneous invariant polynomial on V(p) has degree > q + 1. 
The equality is not necessarily attained (even if 4 is an integer), but there are many 
dominant weights p for which the quality is attained. 
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LEMMA 4.2. If 4 = mp* + o, then r+ = qm and r = (q + 1)m. In particular, if /?* = B, 
moreover, then r+ = m and r = 2m. 
Proof: If 4 = m/3* + o, then $* = m/I + o*. Hence, 4* 6 qm/3* + o* because /? < qp*. 
Therefore, r+ < qm by the definition of r+ . On the other hand, since +* < r+ /?* + o* and 
4* = rnfi + 6*, we have rnp 6 r+ p*. Hence, q < r+lm by the definition of q, so r+ z qm. 
This proves r+ = qm. The equality for r can be proven similarly. cl 
LEMMA 4.3. Suppose that 4 = mp* + o(m > 0), p # 0, and 0.2 is satisfiedfor a reductive 
subgroup H. Then Irr(H; F) # Irr(H;S). 
Proof Suppose c = 0. Then Irr(H;S) consists of only the trivial H-module and 4 # 0. 
If Irr(H; F) also consists of only the trivial H-module, then V(4)” = V(4), which means 
that dim V(4) = 1 since V(4) is multiplicity-free with respect o H by assumption. There- 
fore, 4 = 0 which is a contradiction. Thus, Irr(H; F) # Irr(H;S) when ~7 = 0. 
Suppose g # 0. In this case H is assumed to contain a maximal torus of G by (2) in 0.2, 
and we can consider the weights of G to be weights of H. The set Irr(H; F) contains an 
H-module whose highest weight is 4. Since 4 # c, this H-module is not in Irr(H; S). 0 
We set 
q= q+l ifo=O 
4 if cr # 0. 
By Lemma 4.2 we have r = qm when 4 = mp* + o. 
THEOREM 4.4. Suppose that 4 = mB* + o (m > 0), p # 0 and 0.2 is satisjiedfor a reductive 
subgroup H. Then 
(1) the map 
log 7” : V.EC(B, F; S) + M, 
is well defined for any n < qm and is surjective ifj < k, 
(2) if there is a non-constant homogeneous invariant polynomial A on V(p) which is not 
identically zero on V(p)“, then the set VEC(B, F; S) surjects onto a vector space of 
dimension >min{j,k}([qm]/degA- 1). 
Proof (1) Since F = qm by Lemma 4.2 and Zrr(H; F) # Irr(H; S) by Lemma 4.3, the 
well definedness of the map logy, for n < qm follows from Theorem 3.4. We note that 
VEC(B, F; V(o)) is a subset of VEC(B, F; S) since any bundle which is trivialized by V(o) is 
also trivialized by 1 V(o) = S. Hence, it suffices to prove the surjectivity when 1 = 1 since M, 
is independent of the value of 1. When 1 = 1, R(Q), = 1 + end(S), for Q described after 
Lemma 4.1. Hence, logy, is surjective by Theorem 1.4. 
(2) When j 6 k, logy, is surjective for n < qm by (1) above, so the theorem follows from 
Lemma 1.5 (1) and (2) in this case. When j > k, we consider VEC(kV (p), F; S). Since the 
projection of B on kV (,!I) induces an injective map from VEC(kV (/I), F; S) to VEC(B, F; S), 
the above argument applied with B = kV(b’) implies the assertion. 0 
There are many examples which satisfy the assumptions in Theorem 4.4. We discuss 
them in the next section. For cases where one can check multiplicity freeness but it is hard to 
find the degrees of invariants which are not identically zero on the H-fixed point set, we can 
still make a qualitative statement. 
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THEOREM 4.5. Suppose that there is a connected reductive subgroup H such that: 
(1) AU Cartan powers of V(p* + a) are multiplicity free with respect to H. 
(2) H contains a maximal torus of G. 
(3) V(P)” f 0 
Then the set VEC(B, F; S) with I$ = rnfi* + TV and /I # 0 is non-trivial for m large enough. 
Proof. The parabolic subgroup of G which stabilizes the line spanned by a maximal 
vector of V (/I* + o) is the same as that associated with V (m/I* + o) for any m. Hence, it 
follows from (1) and Proposition 5.1 in the next section that all Cartan powers of 
V(mg* + a), especially V(mp* + a) itself, are multiplicity free with respect o H for any m. 
By (2) the G-orbit of any point in B n = jV( f?)” is closed (see [ 10, p. 183, Folgerung 33). 
This together with (3) implies the existence of a homogeneous invariant polynomial A on 
V(p) which is not identically zero on V(p)‘. 
Thus, all the assumptions in Theorem 4.4 are satisfied and the theorem follows from 
Theorem 4.4 (2) since 4 and degA are independent of m. 0 
5. APPLICATIONS OF THEOREM 4.4 
In this section we provide specific situations where the conditions of Theorem 4.4 for 
producing equivariant vector bundles are satisfied. 
We begin with the multiplicity-free condition 0.2 (1). As mentioned before, this is 
ultimately a task in representation theory. We content ourselves for now to present several 
situations where this condition is fulfilled. Here is one of the main tools for verifying the 
multiplicity-free condition in this paper: Let V be an irreducible G-module and let v+ be 
a vector of maximal weight of V. Let P be the parabolic subgroup of G of all elements which 
stabilize the line @v+, and let Bn be a Bore1 subgroup of H. Denote by p, g and bH the Lie 
algebras of P, G and Bn, respectively. 
PROPOSITION 5.1. All Cartan powers of V are multiplicity-free with respect to H ifand only 
if there exists an element x E g such that exp(ad(x))ba + p = g. 
This proposition is well-known, but because of a lack of reference, we indicate the proof, 
as was shown to us by M. Brion. It is easily checked that the affine cone over the projective 
variety G/P is isomorphic to the closure of Gv+. Its coordinate ring is the direct sum of all 
the Cartan powers of V. This ring is multiplicity free as an H x @*-module if and only if 
Bn has an open orbit in G/P (see, e.g. [lo, 111.3.51). By using the exponent map from the Lie 
algebras to the groups, one finds that this condition is equivalent o the one given in the 
proposition. 
Since the multiplicity-free property depends only on the local isomorphism classes of 
G and H by Proposition 5.1, we use the notation A,, B, etc. of simple Lie algebras. They 
denote the local isomorphism classes, e.g. H = A, x @* means that H is a connected 
reductive algebraic group locally isomorphic to SL(n + 1) x @ *. 
PROPOSITION 5.2 (Kramer [14]). Let n be any positive integer. For the following pairs of 
G and H: 
(G,H) = (Any A,-I x @*), (B,, B,), (B,,B,-1). 
Some parts of the following proposition are probably well known. It can be verified 
using Proposition 5.1 and other standard techniques in representation theory. 
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Notation. For a connected simple group G let I/, denote the irreducible G-module 
which corresponds to the simple root numbered as 1 in the Dynkin diagram, where we use 
the numbering used in [22], and let V, denote the adjoint representation. (Then VI has the 
lowest dimension among non-trivial irreducible G-modules.) 
PROPOSITION 5.3. Suppose that G is any connected simple group exceptfor Es. Let V = VI 
or Vz as above. Then there is a proper connected reductive subgroup H such that any Cartan 
power of V is multiplicity-free with respect to H. The pairs of G and H in Table 1 have this 
property except the case where (G, H) = (A,,,Bni2 or D,,, 1),2) (n 2 2) and V = Vz. 
Remark. (1) V: = I/, when G = C, . 
(2) If G = E8, then VI = V, and the statement of the proposition does not hold. 
Propositions 5.2 and 5.3 together with Table 1 provide the starting point for exhibiting 
data which applies to Theorem 4.4 and produces equivariant vector bundles in the setting of 4.4. 
THEOREM 5.4. Let p and o be dominant weights from Table 2 below and 4 = m/3* + o. 
Then VEC(B, F;S) surjects onto a vector space of dimension > min (j, k) 
([qm] /(q + 1) - 1). (See Section 4for 4.) 
Proof: We apply Theorem 4.4. The data in Table 2 satisfy the multiplicity-free condition 
by Propositions 5.2,5.3 and Table 1. Therefore, it suffices to show that there is a homogene- 
ous invariant polynomial A on V (8) of degree q(b) + 1 which is not identically zero on 
V(/?)n. We note that dim V ( /I?)~ = 1 which can be read from Table 1. 
Table 1 
G 
Al 
H 
c* 
dim(V,“)H 
(1 + ( - 1)“)/2 
dim(Q)” 
1 
A. (n 2 2) Bni2 n even 
D,.+ ,,,z n odd 
(1 + ( - 1)“W 
A. (n > 2) A,_l x @* 0 1 
& (n > 2) D, 1 0 
B. (n 2 2) B,_ 1 x @* (1 + ( - lY)/2 1 
C” (n > 2) C.-l XC* (1 + ( - 1)“)/2 1 
c. (n > 3) A,_, x @* (1 + ( - II”)/2 1 
D. (n > 3) fL, 1 0 
D, (n 3 3) D,_, XC* (1 + ( - 1)“)/2 1 
E6 F4 1 0 
E6 Dgx@* 0 1 
E7 E6X@* (1 + ( - 1)“)/2 I 
F4 84 1 0 
GZ A2 1 0 
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Table 2 
H B u 
c* 2bw, = bw2 1 any 
A. (n 3 2) Bni2 n even 
b+~ n odd 
2Wl n 0 
A. (n 3 2) A,_, xc* bwt 1 any 
B, (n 3 2) D. bw, 1 any 
6, (n 2 2) B,_, XC* bw, 1 SW2 
c. (n > 2) C._, XC* 2bwl = bo2 1 so1 
D. (n > 3) 
D. (n t 3) 
B,-1 
D,_I xc* 
bw 
2bw, 
(resp. box) 
1 0 
1 SW1 
(resp. sw2) 
E6 F4 01 2 0 
E6 D5x@* bw2 1 SW2 
E7 
F4 
E6x@* 
84 
2bw, 
(resp. bw2) 
bw 
1 SW1 
(resp. SW*) 
1 SW1 
GZ A2 bw 1 so1 
The G-module V(p) is self-dual except for the cases (G, H) = (A,, B,,, or D,,+ 1)/Z) (n 3 2) 
and (E 6 , F4). Since dim V(p)” = 1, the self-dual cases are treated by Lemma 1.5 (3). For the 
exceptional cases 0( V( /?)) G is a polynomial ring in one variable. We take A to be a homo- 
geneous generator of fi( V( /?))” . 0 ne sees that the general fiber of A: V(/3) -+ @ is isomor- 
phic to G/H, which means that A is not identically zero on V(p)H. One also checks that 
degA = q + 1 in each case. cl 
Notation. Let Wi (i = 1,2) denote the highest weight of the G-module Vi, SO V(wi) = Vi, 
and let h be any positive integer and s be any non-negative integer. 
6. DISTINGUISHING G-VARIETIES DEFINED BY G-VECTOR BUNDLES 
In this section, we produce families of inequivalent actions of specific groups on affine 
space by distinguishing the actions defined by equivariant vector bundles over representa- 
tions. To start with, we review the brief discussion from the introduction. We denote by 
KM(B,F;S) the set of G-variety isomorphism classes (in other words, the set of in- 
equivalent actions of G on affine space) obtained by the elements in VEC(B, F; S). For any 
E E VEC(B,F;S) and any G-variety automorphism f of B, E is isomorphic to f* E as 
G-varieties. This means that the quotient map from VEC(B, F; S) to VAR(B, F; S) induces 
a surjective map 
d : VEC(B, F; S)/AU~(B)~ --t J’-AR(B, F; S) 
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where A&(B)’ is the group of G-variety automorphisms of B and acts on VEC(B, F; S) by 
pulling back bundles. It turns out that the map d is often bijective ([16, I Section 51). Thus, 
we are led to study actions of A&(B)‘. 
The group Ant(B)’ acts on end(S), etc. through its action on B. Also it acts on U(Bn), etc. 
through the restriction map i* : Aut(B)’ + Aut(Bn). Since BG = (01, any element of Aut(B)G 
preserves the origin of B. Therefore, these actions preserve filtrations end(S),, O(Bu),, etc. 
and, hence, the linear space M,. One can easily check that the map logy, is Aut(B)G- 
equivariant. 
The action of Aut(B)’ on M, is linear, so its quotient contains at least two elements if
dim M, > 1. However, it often contains uncountably many elements. Here is an example. 
LEMMA 6.1. If dim BH = 1, M,/Aut(B)’ has dimension dim M, - 1; in particular, it 
contains uncountably many elements provided dim M, B 2. 
Proof: As remarked above any element of Am(B)’ preserves the origin of B since 
BG = (0). This together with the assumption dim B n = 1 implies that i*(Aut(B)‘) = @* c 
Aut(BH) where @* is viewed as a subgroup of Aut(B”) by scalar multiplication on Bu. Since 
Am(B)’ acts on M, through the map i* and the action is linear, the lemma follows. 0 
Now, the question comes when the map d is bijective. Here are two cases where it is 
bijective ([16, 1.53, 1.551). 
Case 1. There is a subgroup C of G such that (B 0 F)’ = B. 
Case 2. Mor(B, B)’ is generated by the identity map as an O(B)‘-module and there is 
a map w: B -+ B such that: 
(1) axl, = v, for all v, E Mor(B, V)’ where I/ = @, F, 
(2) O(U) # u for all u # 0 E B. 
For simplicity, we consider the following setting: 
B= VP, F = k(Vpm+s)*, S = l(V”)* 
for some non-trivial irreducible G-module V with some positive integer p and non-negative 
integer s, i.e. j = 1, /? = pu, o = su* and 4 = (pm + s),u* = mp* + o for some dominant 
weight p. 
PROPOSITION 6.2. Suppose that G has a non-trivial cyclic subgroup C in its center such that 
(1) The restricted action of C on V is efictive. 
(2) The order of C divides p but does not divide s. 
Then (B @ F)’ = B and hence the map .F4 is bijective. 
Proof: Let g be a generator of C. Since V is irreducible and g is in the center of G, g acts 
on V as a scalar, say 2, by Schur’s Lemma. The scalar E, is a primitive 1 CJ th root of unity by 
(1) where 1 Cl denotes the order of C. Then the actions of g on V p and (V pm+s)* are, 
respectively, trivial and non-trivial by (2). This means that (B @ F)’ = B. cl 
Next, we consider the case where the conditions in Case 2 are satisfied. We prepare 
a lemma. 
INVARIANTS OF EQUIVARIANT ALGEBRAICAL VECTOR BUNDLES 175 
LEMMA 6.3. Suppose that 
(1) O(B)G = @[A] with a non-constant homogeneous invariant polynomial A 
(2) a general jiber of A: B -+ @ is isomorphic to G/H for some reductive subgroup H. 
Let n be a positive integer. Then $dim(B”)H = 1, Mor(B, Bn)G is afiee C”(B)G-module with the 
nth power map &,, (i.e. tn(u) = u”) as a generator. 
Proof: It follows from (1) and (2) together with the assumption dim(B”)H = 1 that 
Mor(B, B”)’ is a free O(B)G-module with one generator, say 5 (see for example, [13,111.2.6]). 
Since each homogeneous part of 5 is again an element of Mor(B, B”)‘, 5 must be homogene- 
ous; so 5 induces a non-zero equivariant linear map from (B”)* to SdegC(B*) c O(B). 
Looking at the highest weights of these G-modules, one obtains deg 5 b n. Since the module 
generated by 5, over fi(B)G is contained in Mor(B, Bn)G, one concludes 5, = 4 (up to scalar) 
by comparing their degrees. •I 
PROPOSITION 6.4. In addition to the assumptions (1) and (2) in Lemma 6.3 we suppose 
(3) p divides s 
(4) dimBH = dim(B”+“‘p)H = 1 
(5) (deg A, m + s/p) # 1. 
Then the map .d is bijective. 
Proof: Taking dual bundles gives an Aut(B)G-equivariant bijective correspondence 
between VEC(B, F; S) and VEC(B, F*; S*), so we may assume F = k Vpm+s = kBm+sip and 
S = iI/” = /B”‘P. 
We shall check the conditions in Case 2. The condition on Mor(B, B)G follows from 
Lemma 6.3 and the assumption that dim BH = 1. Take a non-trivial common divisor d of 
deg A and m + s/p, and define a map o : B + B to be the scalar multiplication by a non- 
trivial d th root of unity. Then it easily follows from Lemma 6.3 that the map w satisfies (1) 
and (2) in Case 2. 0 
THEOREM 6.5. Let /I, o and m befiom Table 3 below and let j = 1 and 4 = rnfl* + O. Then 
for the corresponding H from Table 3 the map: VAR(B, F; S) + M,/Aut(B)G induced from 
logy, is surjective whenever n 6 qm, and M,/Aut(B)G has dimension at least n/(q + 1) - 2. 
Proof For the H from Table 3 the condition 0.2 is satisfied, see Table 2. Moreover, it 
follows from Propositions 6.2 and 6.4 that the map d is bijective for the /?, (T, m and s from 
Table 3. Thus, the first statement of the theorem follows from Theorem 4.4 (1). 
It follows from Table 1 that dim BH = dim V(B)” = 1 for the b from Table 3. Thus, the 
latter statement of the theorem follows from Lemmas 1.5 (2), 4.3 and 6.1 (remember that for 
the fi from Table 3 there is A E 0 (V(j))’ of degree q + 1 which is not identically zero on 
V(p)*, see the proof of Theorem 5.4). 0 
Remark. (1) Since SL(2) = Sp(2), the SL(2) case is included in the Sp(2n) case above. 
(2) When G = Sp(2n) or E,, the center of G is of the order 2 and Proposition 6.2 is 
applied. In the other cases Proposition 6.4 is applied. 
(3) One can also show using another method that the set VAR(V(w,), kV(mo,); l@) 
contains uncountably many elements for G = Sp(2n) if m is even 2 4. The idea is to 
consider the subgroup Sp(2) x Sp(2n - 2) and the fixed-point set under the action of 
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Table 3 
G H P CJ Condition on m and s 
SL(n) n > 3 SO(n) 20, 0 (m,n) # 1 
SO(2n + 1) n > 1 
Sp(2n) n 2 1 
SO(2n) 
Sp(2n - 2) x @* 
(or CL(n)) 
ml 
2bwl = bw, 
M + s even 
s odd 
SO(2n) n > 3 SO(2n - 1) 0 m even 
E6 F4 0 m a multiple of 3 
El Egx@* Zbw, sw1 s odd 
G2 SL(3) m + s even 
Sp(2n - 2), and use that equivalence as Sp(2n)-varieties implies equivalence as Sp(2)- 
varieties for the fixed-point sets. Since the center f 1 of Sp(2) acts trivially on the fixed point 
sets and Sp(2)/ ? 1 = SO(3), this reduces the problem to the SO(3) case treated above. 
As a corollary of Theorem 6.5 we have 
COROLLARY 6.6. Let G be a connected simple classical group or a simply connected simple 
group of type E6, E7 or G2. Then there are uncountably many inequivalent (or non-conjugate) 
non-linearizable actions of G on a&e space. 
Remark. Prior to Corollary 6.6, Schwarz [24] had announced a weaker result where the 
conclusion was that these groups had at least one non-linearizable action. The theorem of 
Schwarz was subsequently proved in [13]. All our results on the existence of families of 
non-linearizable action hinge on the criteria expressed in Cases (1) and (2) after Lemma 6.1. 
(See also 6.2.) As we pointed out in [15], these criteria also apply to some of the results in 
[24] and this leads immediately to the actions cited in [13]. There is some other minor 
overlap with [13]. They restrict to the study to G-vector bundles over G-modules with 
one-dimensional quotients and apply a different approach. Also Knop in [9] has previously 
concluded that every non-abelian connected reductive group has at least one non-lineariz- 
able action on affine space. 
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