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Abstract
This paper provides a theoretical framework for a new type of phase-ﬁtted and ampliﬁcation-ﬁtted two-step hybrid (FTSH)
methods which is introduced by the author in [H. Van de Vyver, A phase-ﬁtted and ampliﬁcation-ﬁtted explicit two-step hybrid
method for second-order periodic initial value problems, Internat. J. Modern Phys. C 17 (2006) 663–675]. The methods constitute a
modiﬁcation of dissipative two-step hybrid methods in the sense that two free parameters are added to eliminate the phase-lag and
the ampliﬁcation error. The methods are useful only when a good estimate of the frequency of the problem is known in advance.
The parameters depend on the product of the estimated frequency and the stepsize. The algebraic order, zero-stability, stability and
phase properties are examined. The theory is illustrated with sixth-order explicit FTSH methods. Numerical results carried out on
an assortment of test problems show the relevance of the theory.
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1. Introduction
In the last decades much research has been performed in the area of the numerical solution of initial value problems
(IVP) related to second-order ordinary differential equations (ODE)
y′′ = f (x, y), y(x0) = y0, y′(x0) = y′0. (1.1)
The important feature is that f depends on x and y but not on y′. Many physical problems are described by this type of
problems and quite often the solution exhibits an oscillatory behavior; think for instance, of the pendulum problem in
celestial mechanics or of the Schrödinger equation in quantum mechanics. Of course, the application of standard codes
(Runge–Kutta or multistep methods) furnished by existing program libraries is possible but such codes are typically
devised for general, unspecialized use.
Standard integration methods require a very high amount of CPU time for the simulation of highly oscillatory prob-
lems which motivates the construction of special numerical methods for (1.1). The main idea for the development of
efﬁcient integration schemes is the exploitation of additional information of the solution. The most detailed information
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about oscillatory problems concern the frequency and the phase of the oscillation. The numerical integration of an
oscillatory problem will generate a distorted frequency. This leads to the concept phase-lag proposed by Brusa and
Nigro [5]. There is a substantial literature on methods with minimal phase-lag, see for example [7,8,24,33] to mention
a few. The coefﬁcients of these methods are constant quantities. If a good approximation of the dominant frequency
is known in advance, methods with zero phase-lag are available. The coefﬁcients are then dependent on the product
=h where  is the estimated frequency of the problem and h the stepsize. This technique is better known as phase
ﬁtting, a concept introduced by Raptis and Simos [22]. A large number of papers on phase-ﬁtted methods have been
published including two-step methods [4,23,32] or Runge–Kutta (-Nyström) methods [1,2,21,29].Another well-known
related technique is exponential ﬁtting [6,11,16,19,28,30,31].
Recently, in [32] we have proposed a new phase-ﬁtting technique for two-step hybrid (TSH) methods. In particular,
a ﬁfth-order explicit example was described. The purpose of this paper is to present a general theoretical framework
for this new technique. Very important to notice is that in our task the underlying classical method is assumed to be
dissipative, i.e., they own a non-zero ampliﬁcation error. It has been mentioned several times in the past [13,26,24] that
more efﬁcient codes can be obtained with dissipative methods. Closely related to our research, Bratsos et al. [4] have
constructed a sixth-order phase-ﬁtted explicit TSH method. However, the great advantage of our technique is that we
may transform directly every conventional method to a phase-ﬁtted method.
The paper is organized as follows. Section 2 is of an introductory nature: we discuss the class of TSH methods and
we present the concepts of stability and phase-lag analysis. In Section 3 we recall the procedure from [32] for the
construction of phase-ﬁtted and ampliﬁcation-ﬁtted methods. Two parameters are added to a classical TSH method
to eliminate the phase-lag and the ampliﬁcation error. We denote these modiﬁed methods by FTSH methods. Section
4 is devoted to the convergence of FTSH methods. This task is divided into two separate problems: consistency and
zero-stability. The ﬁrst problem is solved by applying the order theory of Coleman [10]. The latter problem is examined
by extending the approach of Ixaru and Rizea [15] to the dissipative case. Some general stability results of FTSH
methods are reported in Section 5. This analysis is based on the work of Coleman and Ixaru [12] on the stability
properties of methods whose coefﬁcients depend on the product of the frequency and the stepsize. Section 6 provides
general results on the phase properties of FTSH methods. The concept of such a phase analysis ﬁnds its origin in the
work of Ozawa [19]. Section 7 deals with the construction of a sixth-order explicit FTSH methods. Section 8 collects
numerical examples for a variety of problems chosen to illustrate particular features of the FTSH methods obtained.
The new methods are compared with other high-quality methods. The paper concludes with a brief summary of the
work considered here.
2. TSH methods
There is a vast literature on the study of TSHmethods, see for example [3,4,7,8,10,13,14,20,23–26,32]. Traditionally,
the order conditions for suchmethods are usually derived by expansions inTaylor series.These expansions are calculated
essentially by brute force. The origin of the investigation of Coleman [10] starts with the remark that TSH methods for
(1.1) can be expressed as
Yi = (1 + ci)yn − ciyn−1 + h2
s∑
j=1
aij f (xn + cjh, Yj ), i = 1, . . . , s, (2.2)
yn+1 = 2yn − yn−1 + h2
s∑
i=1
bif (xn + cih, Yi), (2.3)
where yn−1, yn and yn+1 are approximations of y(xn − h), y(xn) and y(xn + h), respectively. TSH methods can be in
short-hand notation represented by the Butcher table
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where c, b ∈ Rs×1 and A ∈ Rs×s . Coleman [10] obtained the order of TSH methods by using the theory of B-series.
Analogously to the case of RK(N) methods, the determination of the order of a TSH method is based on checking
certain relationships between the coefﬁcients of the method. The coefﬁcients of the leading term associated to the local
truncation error of a pth-order TSH method will be denoted as
ep+1(i ) = (i )
(p + 2)! (1 + (−1)
p+2 − bT′′(i )), i ∈ T2, (i ) = p + 2, (2.4)
where (i ), (i ), ′′(i ) and T2 are deﬁned in [10]. The quantity
Ep+1 =
√√√√np+2∑
i=1
e2p+1(i ), (2.5)
where np+2 is the number of trees of order p + 2, will be called the error constant of the pth-order method.
The stability analysis of methods for solving (1.1) is based on the scalar test equation [18]
y′′ = −2y, > 0. (2.6)
An application of a TSH method to (2.6) yields
Y = (e + c)yn − cyn−1 − 2AY, = h,
yn+1 = 2yn − yn−1 − 2bTY , (2.7)
where Y = (Y1, . . . , Ys)T and e = (1, . . . , 1)T ∈ Rs×1. Elimination of the vector Y from (2.7) results in the difference
equation
yn+1 − S(2)yn + P(2)yn−1 = 0, (2.8)
where
S(2) = 2 − 2bT(I + 2A)−1(e + c),
P(2) = 1 − 2bT(I + 2A)−1c. (2.9)
For sufﬁciently small  we consider the following Taylor expansion:
(I + 2A)−1 =
∞∑
j=0
(−1)j 2jAj . (2.10)
In the case of an explicit method, the matrix of coefﬁcients A is nilpotent of degree s − 1 (As−1 = 0). Thus, for
explicit methods S and P (2.9) are polynomials in 2. The solution of the difference equation (2.8) is determined by the
characteristic equation:
2 − S(2)+ P(2) = 0. (2.11)
Of particular interest for periodic motion is the situation where the roots of (2.11) lie on the unit circle. For example,
in celestial mechanics it is desired that numerical orbits do not spiral inwards or outwards. This periodicity condition
is equivalent to
P(2) = 1 and |S(2)|< 2 ∀ ∈ (0, 2per),
and the interval (0, 2per) is called the interval of periodicity. If the necessary condition P(2) = 1 to have of a non-
empty interval of periodicity is not satisﬁed, we can ask whether the numerical solution remains bounded. This stability
condition is equivalent to
P(2)< 1 and |S(2)|< 1 + P(2) ∀ ∈ (0, 2stab),
and the interval (0, 2stab) is called the interval of absolute stability. The ﬁrst mention to these intervals appears in [9,18].
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Another related concept, which is important when solving problems of form (1.1) is the phase-lag of the method. In
phase analysis one compares the phases of exp(±i) with the phases of the roots of the characteristic equation (2.11).
The following deﬁnition is originally formulated by van der Houwen and Sommeijer [33] for RKN methods.
Deﬁnition 1. For the TSH method (2.2)–(2.3) the quantities
	() = − arccos
(
S(2)
2
√
P(2)
)
, d() = 1 −
√
P(2), (2.12)
are called the phase-lag (or dispersion) and the ampliﬁcation error (or dissipation), respectively. The method is said to
have phase-lag order q and dissipation order u if
	() = c	q+1 + O(q+3), d() = cdu+1 + O(u+3).
The constants c	 and cd are called the phase-lag and dissipation constants, respectively. Methods with d() = 0 are
called zero-dissipative.
Recent developments [3,24] indicate that a high phase-lag order is a more important property than zero-dissipation.
Since then, many authors have explored the idea of constructing dissipative methods, see for example [13,20,25,26].
Surprisingly enough, in earlier papers on this subject only zero-dissipative methods were constructed.
3. FTSH methods
We intend to produce dissipative TSH methods with vanishing phase-lag and ampliﬁcation error. In order to do this
we consider a dissipative TSH method in which we modify the ﬁnal stage (2.3) with the parameters 
1() and 
2():
yn+1 = 2
1()yn − 
2()yn−1 + h2
s∑
i=1
bif (xn + cih, Yi), (3.13)
where = h. Applying the modiﬁed TSH method to (2.6), the following expressions for S and P are obtained:
S(2) = 2
1() − 2bT(I + 2A)−1(e + c),
P(2) = 
2() − 2bT(I + 2A)−1c. (3.14)
Having in mind (2.12) the phase-lag and the ampliﬁcation error are both equal to zero when
S(2) = 2 cos() and P(2) = 1. (3.15)
Solving (3.15) for 
1,2() one easily ﬁnds

1() = cos() + 122bT(I + 2A)−1(e + c), 
2() = 1 + 2bT(I + 2A)−1c. (3.16)
We deﬁne a phase-ﬁtted and ampliﬁcation-ﬁtted TSH methods obtained in this way as a FTSH method. It is obvious
that a FTSH method integrates exactly the model equation (2.6), apart from rounding error.
Remark 1. The coefﬁcients 
1,2() of a FTSH method are even functions of . For  → 0 we have that 
1,2() → 1,
i.e., the FTSH method reduces to the classical TSH method.
Substituting expansion (2.10) in (3.16) we can write for explicit FTSH methods that

1() = cos() −
1
2
s−1∑
j=1
(−1)j bTAj−1(e + c)2j , 
2() = 1 −
s−1∑
j=1
(−1)j bTAj−1c2j .
So explicit FTSH methods possess the advantage that there are no critical -values where the method is undeﬁned.
A criticism should be that 
1,2() may grow enormously (in absolute value) with larger -values. Nevertheless, large
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-values will never appear in practical applications for the following reasons: the -values are always restricted since
explicit methods are only concerned with the solution of non-stiff problems. Furthermore, any reasonable accuracy
requires a stepsize h such that  is small enough, say ||< 5.
4. Convergence of FTSH methods
The new methods will be reliable only if they are convergent. This means that if the accuracy in the starting values
is kept under control then, when the stepsize h becomes smaller and smaller, the approximate value yn tends to the
true y(xn). For a rigorous deﬁnition of convergence we further refer to [17]. The examination of the convergence has
to be divided into two separate problems. Firstly, the approximation y2 (which is obtained after one step) should be
a reasonable approximation of y(x2) if the starting values are close enough to the true solution. Secondly, the error
accumulated during the propagation process has to be kept under control. Consistency and zero-stability are concerned
with the local problemand the propagation problem, respectively. Following [17], the necessary and sufﬁcient conditions
for a method to be convergent is that it be both consistent and zero-stable. However, the classical convergence analysis
does not cover FTSHmethods and a different approach has to be applied. Themain difﬁculty in proving the convergence
comes from the fact that the ﬁtting parameters are h-dependent. The consistency and zero-stability of FTSH methods
will be treated in the next two subsections.
4.1. Algebraic order and consistency
According to the classical case we have the following deﬁnition.
Deﬁnition 2. The local truncation error (lte) of a FTSH method is deﬁned as
lte = y(xn+1) − 2
1()y(xn) + 
2()y(xn−1) − h2
s∑
i=1
bif (xn + cih, Yi).
The principal local truncation error (plte) is the leading term of the Taylor expansion of ltewith respect to h. The method
is said to have (algebraic) order p if lte = O(hp+2). It is consistent if p1.
We insert the Taylor expansion (2.10) into (3.14). Then we deﬁne Cj := bTAj−1c and Uj := bTAj−1e to get
S(2) = 2
1() +
∞∑
j=1
(−1)j bTAj−1(e + c)2j = 2
1() +
∞∑
j=1
(−1)j (Cj + Uj)2j ,
P(2) = 
2() +
∞∑
j=1
(−1)j bTAj−1c2j = 
2() +
∞∑
j=1
(−1)jCj 2j . (4.17)
Let 2j+1 be the tallest tree of order 2j+1. Itwas explained in [10] that the correspondingorder condition,bT′′(2j+1)=
0, is satisﬁed if and only if C1 = · · ·=Cj = 0. Similarly, let 2j be the tallest tree of order 2j . The corresponding order
condition, bT′′(2j ) = 2, is satisﬁed if and only if C1 = · · · = Cj−1 = 0 and Ui = 2/(2i)! for i = 1, . . . , j .
Lemma 1. Suppose that the algebraic order of a TSH method is even. For the corresponding FTSH method we have
that the Taylor expansions of 
1,2() admit the form

1,2() = 1 + 
(p+2)1,2 p+2 + O(p+4),
where p is the algebraic order of the TSH method and

(p+2)1 = (−1)p/2
(
1
2
(
Cp/2+1 + Up/2+1
)− 1
(p + 2)!
)
, 
(p+2)2 = (−1)p/2Cp/2+1.
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Proof. We put p = 2k. So the following conditions are satisﬁed:
Cj = 0, Uj = 2
(2j)! , j = 1, . . . , k.
Taking this into account (4.17) takes the form:
S(2) = 2
1() + 2
k∑
j=1
(−1)j
(2j)! 
2j +
∞∑
j=k+1
(−1)j (Cj + Uj)2j ,
P(2) = 
2() +
∞∑
j=k+1
(−1)jCj 2j .
The lemma follows by equating the powers of  up to p + 2 in the ﬁtting conditions (3.15). 
Lemma 2. Suppose that the algebraic order of a TSH method is odd. For the corresponding FTSH method we have
that the Taylor expansions of 
1,2() admit the form:

1,2() = 1 + 
(p+1)1,2 p+1 + O(p+3),
where p is the algebraic order of the TSH method and

(p+1)1 = 12
(p+1)2 , 
(p+1)2 = (−1)(p−1)/2C(p+1)/2.
Proof. We put p = 2k − 1. The following conditions are satisﬁed:
Cj = 0, j = 1, . . . , k − 1, Uj = 2
(2j)! , j = 1, . . . , k.
Taking this into account (4.17) takes the form:
S(2) = 2
1() + 2
k∑
j=1
(−1)j
(2j)! 
2j + (−1)kCkp+1 +
∞∑
j=k+1
(−1)j (Cj + Uj)2j ,
P(2) = 
2() + (−1)kCkp+1 +
∞∑
j=k+1
(−1)jCj 2j .
The lemma follows by equating the powers of  up to p + 1 in the ﬁtting conditions (3.15). 
We are now ready to present the main result of this subsection.
Theorem 1. A TSH method and the corresponding FTSH method have both the same algebraic order. Consequently,
a FTSH method is consistent if the TSH method is consistent.
Proof. A TSH method is of order p if
y(xn + h) − 2y(xn) + y(xn − h) − h2
s∑
i=1
bif (xn + cih, Yi) = O(hp+2).
Substitution of the Taylor expansions of 
1,2(), as stated in Lemmas 1–2, in the ﬁnal stage (3.13) of the FTSH method
gives
y(xn + h) − 2
1()y(xn) + 
2()y(xn − h) − h2
s∑
i=1
bif (xn + cih, Yi) = O(hp+2).
This concludes the proof. 
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Given the principal local truncation error (plte) of a TSH method, Lemmas 1–2 allow us to write down the plte of
the corresponding FTSH method:
• FTSH method of even order
plteFTSH = plteTSH + (−1)p/2hp+2
(
2
(p + 2)! − Up/2+1
)
p+2y(xn). (4.18)
• FTSH method of odd order
plteFTSH = plteTSH + (−1)(p+1)/2hp+2C(p+1)/2p+1y′(xn).
The fact that the plte of FTSH methods disappears when solving the test equation (2.6) can be seen as follows.
When solving this equation we have to consider only the tallest trees. For methods of even order plteTSH effectively
reduces to
plteTSH = hp+2 (p+2)
(p + 2)! (2 − b
T(p+2))f p/2−1y f ,
with p+2 the tall tree of order p+ 2. For a pth-order method is bT(p+2)= (p+ 2)!Up/2+1. Noting that (p+2)= 1
and f = −2y we ﬁnd
plteTSH = −(−1)p/2hp+2
(
2
(p + 2)! − Up/2+1
)
p+2y(xn).
Using (4.18) we ﬁnd that plteFTSH =0 when solving the test equation.An analogous reasoning can be made for methods
of odd order.
4.2. Zero-stability
Zero-stability deals with the stability when the stepsize h tends to zero. This can be interpreted in terms of the
numerical solution of the problem
y′′ = 0, x ∈ [x0, xend ], y(x0) = y0, y′(x0) = y′0, (4.19)
whose exact solution is y(x) = y0 + y′0(x − x0). Ixaru and Rizea [15] had already examined the zero-stability of
an exponentially-ﬁtted Numerov method. Here, we have successfully adapted their approach to our case. We take
some arbitrary value X ∈ (x0, xend ] and divide [x0, X] into n equally spaced subintervals through the mesh points
x0, x1 = x0 + h, . . . , xn = X = x0 + nh. The numerical solution produced by a FTSH methods at these mesh points
can be obtained with the recurrence relation
yl+1 − 2
1(h)yl + 
2(h)yl−1 = 0, l = 1, 2 . . . , n − 1. (4.20)
For the second starting value y1 we may take any value such that (see [15])
lim
h→0 (y1 − y0)/h = y
′
0,
a condition which is satisﬁed if we put y1 = y0 + hy′0 + hg , where  is arbitrary and g > 1. The FTSH method will
be zero-stable when (4.20) is convergent, i.e., yn tends to y(xn) when n tends to inﬁnity.
Theorem 2. FTSH methods are zero-stable.
Proof. The numerical solution of (4.19) is of the form:
yl = C+(+)l + C−(−)l ,
where ± are the roots of the characteristic equation of (4.20)
2 − 2
1(h)+ 
2(h) = 0. (4.21)
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The coefﬁcients C± are readily ﬁxed in terms of the starting values y0 and y1 via conditions y0 = C+ + C− and
y1 = C++ + C−−.
Due to Lemmas 1–2 we can write the ﬁtting parameters as 
1,2(h) = 1 + 
1,2(h). Then the two roots ± of (4.21)
can be written compactly as
± = 12 (1 + 
1(h) ± ((
1(h))2 + 2
1(h) − 
2(h))1/2) = exp(Q±(h)),
where
Q±(h) = 2
1(h) − 
2(h) + O((
1(h))−n1/2, (
2(h))n2), −n1 + 2n2 = 3,
with n1, n2 ∈ N. It is obvious that
Q±(h) = Q±(m)hm + O(hm+1), (4.22)
for any value m2, dependent on the method.
The global error at xn is
GEn = y(xn) − yn = FCF + GCG + C, (4.23)
with
CF = 1 − R1 + R2, CG = −h(R1 − n), C = −hgR1, (4.24)
and
R1 = exp(n(Q
+(h))1/2) − exp(n(Q−(h))1/2)
exp((Q+(h))1/2) − exp((Q−(h))1/2) ,
R2 = exp(n(Q
+(h))1/2) exp((Q−(h))1/2) − exp(n(Q−(h))1/2) exp((Q+(h))1/2)
exp((Q+(h))1/2) − exp((Q−(h))1/2) . (4.25)
We can use the truncated series of R1 and R2 (4.25) which occur in (4.24). With (4.22) in mind we get after some
algebraic manipulation that
• If Q+(m) = Q−(m)
CF = h
m−2
2
(X − x0)2(Q+(m)(Q−(m))1/2 − Q−(m)(Q+(m))1/2)
(Q+(m))1/2 − (Q−(m))1/2 + O(h
m−1),
CG = −h
(m−2)/2
2
(X − x0)2(Q+(m) − Q−(m))
(Q+(m))1/2 − (Q−(m))1/2 + O(h
m/2),
C = −hg−1(X − x0) + O(hg).
• If Q+(m) = Q−(m) =: Q(m)
CF = h
m−2
2
(X − x0)2Q(m) + O(hm−1),
CG = −h(m−2)/2(X − x0)2(Q(m))1/2 + O(hm/2), C = −hg−1(X − x0) + O(hg).
We observe that the global error (4.23) tends to zero when h is decreased. This concludes the proof. 
H. Van de Vyver / Journal of Computational and Applied Mathematics 209 (2007) 33–53 41
5. Linear stability analysis
Just like for classical methods, this analysis is also based on the test equation (2.6). Let  be an acceptable approxi-
mation of the true frequency of the problem. Then the FTSH method is dependent on = h. An application of such a
method to the test equation (2.6) leads to the difference equation
yn+1 − S(2; )yn + P(2; )yn−1 = 0, (5.26)
with characteristic equation
2 − S(2; )+ P(2; ) = 0. (5.27)
Working with (5.26)–(5.27), we can ask, for a given method (i.e., a given ), and a given test frequency , what
restriction must be placed on the stepsize h to ensure that the stability condition
P(2; )< 1 and |S(2; )|<P(2; ) + 1, (5.28)
is satisﬁed.This question can be answered by examiningS(2; ) andP(2; ) in the –plane.The following deﬁnitions
originally appeared in [12], but are expressed in a form appropriate to the type of methods considered here.
Deﬁnition 3. For a FTSH method with S(2; ) and P(2; ) where  = h and  = h, and  and  are given, the
primary interval of absolute stability is the largest interval (0, h0) such that (5.28) holds for all stepsizes h ∈ (0, h0).
If, when h0 is ﬁnite, (5.28) holds also for 
<h< , where 
>h0 then the interval (
, ) is a secondary interval of
absolute stability. The region of absolute stability is a region in the – plane (, > 0), throughout which (5.28) holds.
Any closed curve deﬁned by
P(2; ) = 1 or |S(2; )| = P(2; ) + 1,
is a stability boundary.
In the new terminology, the ﬁtting conditions (3.15) may be written as
S(2; ) = 2 cos() and P(2; ) = 1.
It follows that the diagonal line  =  (i.e., the ﬁtted  equals the test ) is a stability boundary. In this case, the
eigenvalues lie on the unit circle. This establishes
Theorem 3. In the particular situation that = (i.e., the main frequency is exactly known) the interval of periodicity
is (0,∞) except the points (n)2 for integers n.
When the frequency is not exactly known the stepsize has to be selected carefully. Here we show some sensible
points. For sufﬁciently small  and , the Taylor expansion of P(2; ) with respect to  and  yields
• FTSH method of algebraic order p = 2k:
P(2; ) = 1 +
∞∑
j=k+1
(−1)jCj (2j − 2j ).
• FTSH method of algebraic order p = 2k − 1:
P(2; ) = 1 +
∞∑
j=k
(−1)jCj (2j − 2j ).
We observe that the function P − 1 has a different sign at the points (, ) and (, ). It turns out that a FTSH method
which is stable at (, ), is not stable at (, ). Thus, for sufﬁciently small  and  the diagonal line  =  acts as a
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stability boundary in the sense that it separates stable and unstable regions. Moreover, for explicit methods this is the
case for the whole diagonal line. We record this result as
Theorem 4. There exist values for  and  for which the primary interval of absolute stability is empty.
However, these results did not come as a surprise to us. Similar stability results for several dissipative RK(N) methods
with variable coefﬁcients are previously reported (without a proof) in [6,27].
6. Analysis of the phase-lag and ampliﬁcation error
For any method corresponding to the characteristic equation (5.27), the quantities
	(; ) = − arccos
(
S(2; )
2
√
P(2; )
)
and d(; ) = 1 −
√
P(2; ), (6.29)
are called the phase-lag and the ampliﬁcation error, respectively. Following Ozawa [19] and Coleman and Duxbury
[11], the phase-lag analysis becomes more useful when the pair ,  is replaced by the pair , r = /. So we have the
following deﬁnition.
Deﬁnition 4. The phase-lag order is q if
	(; r) = c	(r)q+1 + O(q+3), (6.30)
and the dissipation order is u if
d(; r) = cd(r)u+1 + O(u+3), (6.31)
where r = /.
In accordance with the notation of Deﬁnition 4, when 	(; )=0 the method is said to be phase-ﬁtted. Clearly, when
the main frequency is exactly known the phase-lag order is equal to inﬁnity. Likewise, the method is ampliﬁcation-ﬁtted
if d(; ) = 0. We investigate the phase properties when the main frequency is not exactly known. An easy calculation
gives
• FTSH method of algebraic order p = 2k:
S(2; r) = 2 + 2
k∑
j=1
(−1)j
(2j)! 
2j + 2
∞∑
j=k+1
(−1)j
(2j)! (r)
2j
+
∞∑
j=k+1
(−1)j (Uj + Cj )(1 − r2j )2j ,
P(2; r) = 1 +
∞∑
j=k+1
(−1)jCj (1 − r2j )2j . (6.32)
• FTSH method of algebraic order p = 2k − 1:
S(2; r) = 2 + 2
k∑
j=1
(−1)j
(2j)! 
2j + 2
∞∑
j=k+1
(−1)j
(2j)! (r)
2j
+ (−1)kCk(1 − r2k)2k +
∞∑
j=k+1
(−1)j (Uj + Cj )(1 − r2j )2j ,
P(2; r) = 1 +
∞∑
j=k
(−1)jCj (1 − r2j )2j . (6.33)
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When substituting (6.32)–(6.33) in (6.29) and then considering the Taylor expansion with respect to  it is sufﬁcient to
retain the term with the lowest power. After tedious but straightforward calculations we have concluded with:
Theorem 5. Assume that the algebraic order p of a TSH method is even (odd) and that the phase-lag order is q = p
(q = p + 1). Then the corresponding FTSH method has also phase-lag order q. The leading term of the phase-lag
(6.30) is
c	(r) =
⎧⎪⎨
⎪⎩
(1 − rp+2)c	 when p is even,
(1 − r2)
(
c	
(
1 +∑kj=1r2j)− (−1)k4 Ckr2k
)
when p = 2k − 1.
(6.34)
For FTSH methods of even algebraic order p it follows that the conditions to have phase-lag order q = p + 2 are
exactly the same as those of the corresponding classical method. This establishes
Corollary 6. Assume that the algebraic order p of a TSH method is even and that the phase-lag order is q = p + 2.
Then the corresponding FTSH method has also phase-lag order q.
In general, the ﬁtting procedure does not conserve the phase-lag order. In contrast, the following theorem explains
that the dissipation order is always conserved.
Theorem 7. A TSH method and the corresponding FTSH method have both the same dissipation order. For a FTSH
method of dissipation order u the leading term of the ampliﬁcation error (6.31) is
cd(r) = (1 − ru+1)cd (6.35)
Obviously we have that c	(1)= cd(1)=0, c	(0)= c	 and cd(0)= cd . When an acceptable estimate of the dominant
frequency is available (i.e., r ≈ 1) the magnitude of the phase-lag (6.34) and the ampliﬁcation error (6.35) is then much
smaller than those of the corresponding classical method. Furthermore, the more accurate the estimate of the dominant
frequency, the smaller the phase-lag and the ampliﬁcation error.
7. Construction of explicit FTSH methods
We analyze the construction of ﬁve-stage explicit methods deﬁned by the table of coefﬁcients
Under the simplifying assumptions
Ae = c
2 + c
2
, Ac = c
3 − c
6
, (7.36)
the order conditions up to algebraic order six (see Coleman [10]) are given by
bTe = 1, bTc = 0, bTc2 = 1/6, bTc3 = 0, bTc4 = 1/15,
bTAc2 = 1/180, bTc5 = 0, bT(c · Ac2) = 1/72, bTAc3 = 0. (7.37)
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The above vector notation is useful when implementing these order conditions in MAPLE or a similar package. For
example, cl is the vector with components cli . The operation “.” may understood as componentwise multiplication.
This operation has the less priority. Conditions (7.36)–(7.37) consist of 15 equations with 17 unknowns. We let the
coefﬁcients of the methods depending on the free parameters c3 and c4. In Sections 7.1–7.2 two different strategies
will be described in order to get an optimal method. A ﬁrst option is to determine the free parameters so that the error
constant (7.38) is as small as possible. The second option is to keep the error constant (7.38) as small as possible and
increasing the phase-lag order (from six to eight) as well. Observing (4.18) the error constant of the FTSH method is
EFTSH7 =
√
(ETSH7 )
2 + ( 120160 − U4)2, (7.38)
where ETSH7 is the error constant (2.4)–(2.5) of the classical TSH method. Note that for the calculation of ETSH7 , 20
trees have to be considered.
7.1. FTSH method with minimized error constant
We consider (7.38) as a function of two free parameters c3 and c4 and use the MATLAB subroutine fminsearch to
minimize (7.38) subject to bounds −1.6aij , bi, ci1.6. Larger bounds (in absolute value) regularly result in a larger
error constant. The minimization subroutine requires an initial guess for the minimum and converges only to a local
minimum that depends on the initial guess. A thousand of initial guesses (subject to −1.6c3,41.6) where taken and
kept the local minimum with the smallest value of (7.38). We have obtained the values
c3 = − 19 , c4 = − 38 , EFTSH7 = 2.51 × 10−3, (7.39)
and the resulting coefﬁcients are
The corresponding ﬁtting parameters become

1() = cos() + 122 − 1244 + 17206 − 18712208328, 
2() = 1 + 553052088.
To investigate the stability properties we have to consider
S(2; ) = 2 cos() − (2 − 2) + 112 (4 − 4) − 1360 (6 − 6) + 187610416 (8 − 8),
P(2; ) = 1 − 55305208 (8 − 8). (7.40)
The region of absolute stability is drawn in Fig. 1. Expression (7.40) explains why the region of absolute stability is
included in the half-plane < . The stability boundaries different from the ﬁrst diagonal cannot be obtained in an
analytical way. It can be seen that the more accurate the estimate of the frequency, the larger the primary intervals of
absolute stability.
For this method the phase-lag and the ampliﬁcation error are:
	(; r) = (1 − r8) 46121100807 + O(9), d(; r) = (1 − r8) 556104168 + O(10).
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Fig. 1. – plot for the FTSH method of Section 7.1.
7.2. FTSH method with phase-lag order eight and minimized error constant
Following Corollary 6, the condition that imposes phase-lag order eight is the same as that for the classical method.
This condition as a function of the free parameters c3 and c4 reads
57c23 − 70c4c23 + 112c4c3 − 70c3 − 42c4 + 22 = 0. (7.41)
We use the MATLAB subroutine fmincon to minimize (7.38) subject to the constraint (7.41) and subject to bounds
−1.6aij , bi, ci1.6. The method obtained does not satisfy to machine accuracy condition (7.41) because fmincon
fails in exactly enforcing the equality constraint. We then kept the value c3 provided by the minimization routine and
determined c4 from (7.41). However, the coefﬁcients obtained are very close (within a distance < 10−3) to those of a
classical method of Franco [13, p. 50]. For this reason we adopt Franco’s method:
c3 = 34 , c4 = − 2542 , EFTSH7 = 4.91 × 10−3, (7.42)
and the resulting coefﬁcients are:
The corresponding ﬁtting parameters become

1() = cos() + 122 − 1244 + 17206 − 114838408, 
2() = 1 + 12419208.
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Fig. 2. – plot for the FTSH method of Section 7.2.
In this case we have that
S(2; ) = 2 cos() − (2 − 2) + 112 (4 − 4) − 1360 (6 − 6) + 11241920 (8 − 8),
P(2; ) = 1 − 1241920 (8 − 8).
The region of absolute stability is drawn in Fig. 2. In contrast with Section 7.1, we observe that the new method
possesses secondary intervals of absolute stability.
The phase-lag and the ampliﬁcation error are:
	(; r) = (1 − r
2)(4r8 − 11r6 − 11r4 − 11r2 − 11)
14515200
9 + O(11),
d(; r) = 1 − r
8
483840
8 + O(10).
Clearly, this conﬁrms that the phase-lag order is eight.
8. Numerical illustrations
We have applied our new methods to several model problems, chosen to illustrate particular aspects of those methods
and to provide comparisons with results of existing explicit TSH codes. We have selected both dissipative and zero-
dissipative methods of algebraic order six. The algorithms have been denoted by
• FRA6(8,7): TSH method with phase-lag order eight and dissipation order seven derived by Franco [13].
• CHARA6(8,∞): Zero-dissipative TSH method with phase-lag order eight derived by Chawla and Rao [8].
• PTF6(10,9): TSH method with phase-lag order ten and dissipation order nine derived by Papageorgiou et al. [20].
• FTSH6(6,7): FTSH method with phase-lag order six and dissipation order seven derived in Section 7.1.
• FTSH6(8,7): FTSH method with phase-lag order eight and dissipation order seven derived in Section 7.2.
8.1. Testing the efﬁciency
In Figs. 3–5 we display the efﬁciency curves for the tested codes: the decimal logarithm of the maximum global
error (ERR) versus the computational effort measured by the number of function evaluations (NFE). We have used the
following ﬁve model problems.
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Fig. 3. Efﬁciency curves for Problems 1–2.
Problem 1. An inhomogeneous equation studied by van der Houwen and Sommeijer [33]
y′′ = −100y + 99 sin(x), y(0) = 1, y′(0) = 11.
The exact solution is given by
y(x) = cos(10x) + sin(10x) + sin(x).
The equation has been solved in the interval [0, 100]. The ﬁtted frequency is  = 10. The numerical results stated in
Fig. 3 have been computed with stepsizes h=2−j , j =3, . . . , 7 for the FRA6(8,7), CHARA6(8,∞), FTSH6(6,7) codes
and j = 2, . . . , 6 for the PTF6(10,9) and FTSH6(8,7) codes. We establish that PTF6(10,9) and FTSH6(8,7) reach the
same accuracy (for small stepsizes) on the current problem. However, FTSH6(8,7) is more efﬁcient since it uses four
function evaluations while PTF6(10,9) uses ﬁve function evaluations per step.
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Fig. 4. Efﬁciency curves for Problems 3–4.
Problem 2. An “almost” periodic orbit problem studied by Franco and Palacios [14]
z′′ = −z + eix, z(0) = 1, z′(0) = i,
where = 0.001 and = 0.01. The analytical solution z(x) = u(x) + iv(x) is given by
u(x) = 1 − − 
2
1 − 2 cos(x) +

1 − 2 cos(x),
v(x) = 1 − − 
2
1 − 2 sin(x) +

1 − 2 sin(x).
The solution represents a motion of a perturbation of a circular orbit in the complex plane. The problem may be
solved either as a single equation in complex arithmetic or as a pair of coupled real equations. The equation has been
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solved in the interval [0, 1000]. The ﬁtted frequency is=1. The numerical results stated in Fig. 3 have been computed
with stepsizes h = 2−j , j = 0, . . . , 4 for the FRA6(8,7) code, j = −1, . . . , 3 for the CHARA6(8,∞) and PTF6(10,9)
codes and j = −2, . . . , 2 for the FTSH6(6,7) and FTSH6(8,7) codes.
Problem 3. The undamped Dufﬁng’s equation studied by Van Dooren [34].
This periodically forced non-linear problem is of the form:
y′′ = −y − y3 + 0.002 cos(1.01x).
The equation has been solved in the interval [0, 300]. The ﬁtted frequency is  = 1. The solution is not known in a
closed form. Accuracy is judged with the Galerkin approximation obtained by Van Dooren [34], expressed as
y(x) =
4∑
i=0
a2i+1 cos(1.01(2i + 1)x),
with a1 = 0.200179477536, a3 = 0.24694614310−3, a5 = 0.30401410−6, a7 = 0.37410−9 and a9 < 10−12. The ap-
propriate initial conditions are y(0) = 0.200426728067 and y′(0) = 0. The numerical results stated in Fig. 4 have
been computed with stepsizes h = 2−j , j = 0, . . . , 4. In contrast with Problems 1–3, there is no gain in efﬁciency
observed from the ﬁtting techniques. This is due to the fact that the magnitude of the non-linear perturbation term is
large compared to the linear part. In such a case, the equation is very different to the test equation (2.6) on which the
theory is based. Consequently, we cannot except serious improvements from minimizing the phase-lag. The fact that
FTSH6(6,7) is more accurate than FTSH6(8,7) may be understood in terms of the error constant, see (7.38), (7.39)
and (7.42).
Problem 4. A linearized wave equation studied by Tsitouras [25]
2u
t2
= 4
2u
x2
+ sin(t) cos
(x
b
)
, 0xb = 100,
u(0, x) = 0, u
t
(0, x) = b
2
42 − b2 cos
(x
b
)
,
u
x
(t, 0) = u
x
(t, b) = 0.
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Discretizing 2u/x2 by fourth-order symmetric differences at internal points and one-sided differences of the same
order, this system was converted into an oscillatory system of second-order ODEs (see [25, pp. 947–948])
Y ′′ = KY + sin(t)L, (8.43)
where
Y = (u1, . . . , uN+1)T, ui ≈ u
(
(i − 1)x
b
, t
)
,
L = (l1, . . . , lN+1)T, li = cos
(
(i − 1)x
b

)
, i = 1, . . . , N ,
and K is a heptadiagonal matrix with constant elements. We choose x =5 (N =20) to get a system with 21 equations.
The system has been solved in the interval [0, 100]. The ﬁtted frequency is = √1.42, which is approximately equal
to the square root of the largest eigenvalue of the matrix K. Reference solutions were obtained by applying a higher-
order RKN method with small stepsizes. The numerical results stated in Fig. 4 have been computed with stepsizes
h = 2−j , j = −1, . . . , 3 for the FRA6(8,7), CHARA6(8,∞) and FTSH6(8,7) codes, j = 0, . . . , 4 for the PTF6(10,9)
and FTSH6(6,7) codes.
Problem 5. Two coupled oscillators with different frequencies, studied by Vigo-Aguiar et al. [35]
q ′′1 = −q1 + 2q1q2, p1(0) = 0, q1(0) = 1,
q ′′2 = −2q2 + q21 + 4q32 , p2(0) = 0, q2(0) = 1. (8.44)
In our numerical testwe choose =10−4.The systemhas been solved in the interval [0, 1000]. The exact solution is not
known in a closed form. In order tomeasure the global error, we use as reference solution q1(1000)=0.56242453952476
and q2(1000) = 0.92464439359914. In the previous system (8.43), all components exhibit the same behavior. For the
present system (8.44), it is obvious that serious differences arise between the components. So it is not possible to
determine a value for  for which the error in all components will be reduced signiﬁcantly compared to the classical
case. In that case a better approach is to use a separate  for each component. Obviously, an appropriate choice for
the ﬁtted frequencies for each component is 1 = 1 and 2 =
√
2. The numerical results stated in Fig. 5 have been
computedwith stepsizesh=2−j , j=1, . . . , 5 for the FRA6(8,7) code, j=0, . . . , 4 for theCHARA6(8,∞), PTF6(10,9),
FTSH6(6,7) and FTSH6(8,7) codes.
8.2. Sensitivity and stability of an inaccurate estimate of the frequency
Here we will illustrate that the quality of the numerical solution is strongly dependent on the estimated frequency.
We report on some numerical experiments with the following test example.
Problem 6. An equation related to Bessel’s equation
y′′ = −
(
100 + 1
4x2
)
y. (8.45)
The exact solution is given by y(x) = √xJ0(10x), where J0 is the Bessel function of the ﬁrst kind of order zero.
The initial values are y(1) = J0(10) and y′(1) = 12J0(10) − 10J1(10), where J1 is the Bessel function of order 1. The
equation has been solved in the interval [1, 100] with ﬁtted frequencies = 0 (classical method), 9, 9.9, 9.99 and 10.
The outline of the results for FTSH6(8,7) is collected in Fig. 6. Consulting the stability region of FTSH6(8,7) (see
Fig. 2), the choice = 10.1 leads to an unstable solution. We solve (8.45) in the interval [0, 104] with h= 14 . In Fig. 7
we have plotted the numerical solution at the integration points x = 1+ 100j , j = 1, . . . , 99. Such an unstable solution
is never observed when choosing < 10.
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Fig. 7. Stability test of FTSH6(8,7) when solving Problem 6 with ﬁtted frequency = 10.1 and h = 14 .
9. Conclusions
Phase-ﬁtted methods date back to the work of Raptis and Simos [22]. This paper provides a framework for the
derivation of a new type of phase-ﬁtted and ampliﬁcation-ﬁtted two-step hybrid (FTSH) methods which is introduced
by the present author in [32]. The methods constitute a modiﬁcation of classical dissipative TSH methods in the sense
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that two parameters are added to nullify the phase-lag and the ampliﬁcation error. These parameters are functions of
 = h, where  is a speciﬁed angular frequency. FTSH methods are capable of integrating exactly the scalar test
equation (2.6). Classical TSH methods are the limiting forms of FTSH methods as  → 0. For explicit FTSH methods
it is worth to mention that the expressions of the ﬁtting parameters are very simple and they are deﬁned everywhere.
It is found that FTSH methods share some important properties with the corresponding classical convergent TSH
methods such as the algebraic order, zero-stability, the dissipation order and, under some conditions, with the phase-lag
order. On the contrary, the stability properties are very different from the classical method and they depend on the ﬁtted
frequency and the stepsize. When the main frequency of the problem is exactly known stability problems will never
occur, except for a discrete set of exceptional values of the stepsize.When the dominant frequency is not exactly known
some care is required when selecting the stepsize.
In particular, we have demonstrated the validity of the theory with two explicit sixth-order FTSH methods. We have
presented a method with minimized error constant on one hand, and a method with increased phase-lag order (from
six to eight) on the other hand. From the numerical experiments carried out, together with several additional tests (not
listed in this paper), we deﬁnitely conclude that the new methods are highly efﬁcient for oscillatory problems in which
the oscillation is generated by a linear part of the right-hand side of (1.1). Furthermore, the magnitude of the non-linear
part should be small compared to the linear part. It is worth to mention that we have not found satisfying results for
oscillators in which a non-linearity of the right-hand side of (1.1) is responsible for the oscillation. For example, the
two-body problem or the wave equation from [33]. For systems in which the components exhibit a different behavior
we have demonstrated that we can use a separate ﬁtted frequency for each component: instead of applying the FTSH
method globally, the ﬁnal stage (3.13) of the method can be applied components wise.
In most cases, the FTSH method with phase-lag order eight outperforms all the other methods considered. It turns
out that for problems with oscillatory solutions, the accuracy of FTSH methods is mostly determined by its phase-lag
rather than by its usual local truncation error. There are several other possible choices than these used in this paper.
For example, we could increase the dissipation order or considering zero-dissipative FTSH methods. However, the
resulting algorithms have shown to be less efﬁcient than the dissipative FTSH method with phase-lag order eight. In
some future work we hope to present dissipative higher-order FTSH methods with increased phase-lag order.
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