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ON THE DERIVED CATEGORY OF 1-MOTIVES, I
LUCA BARBIERI-VIALE AND BRUNO KAHN
Abstract. We consider the category of Deligne 1-motives over
a perfect field k of exponential characteristic p and its derived
category for a suitable exact structure after inverting p. As a first
result, we provide a fully faithful embedding into an e´tale version
of Voevodsky’s triangulated category of geometric motives. Our
second main result is that this full embedding “almost” has a left
adjoint, that we call LAlb. Applied to the motive of a variety
we thus get a bounded complex of 1-motives, that we compute
fully for smooth varieties and partly for singular varieties. As an
application we give motivic proofs of Roˇıtman type theorems (in
characteristic 0).
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Introduction
While Grothendieck’s construction of pure motives associated to
smooth projective varieties over a field k is now classical [38, 17, 32, 52],
the construction of mixed motives associated to arbitrary k-varieties is
still largely work in progress. In this direction, the first concrete step
was taken by Deligne in [16] where he defined 1-motives, which should
ultimately be mixed motives of level or dimension ≤ 1. They form a
category that we shall denote by M1(k) or M1.
Deligne’s definition was motivated by Hodge theory, and he asked if
some Hodge-theoretic constructions could be described as realisations
of a priori constructed 1-motives. In this direction, the first author
and Srinivas associated in [5] homological and cohomological Albanese
and Picard 1-motives Alb−(X), Alb+(X), Pic−(X) and Pic+(X) to
an algebraic scheme X in characteristic zero, providing extensions of
the classical Picard and Albanese varieties. This work was pursued in
[4], where part of Deligne’s conjecture was reformulated and proven
rationally (see also [50]).
A different step towards mixed motives was taken by Voevodsky who
defined in [63] a triangulated category of motives DMeffgm(k). Taken with
rational coefficients, this category is conjectured to have a “motivic”
t-structure whose heart should be the searched-for abelian category of
mixed motives.
Since M1(k) is expected to be contained in such a heart, it is only
natural to try and relate Deligne’s and Voevodsky’s ideas. This is
what Voevodsky did in [63, p. 218] (see also [60, Pretheorem 0.0.18]).
Denote by M1(k)⊗Q the abelian category of 1-motives up to isogeny
over k. When k is perfect, Voevodsky said that there exists a fully
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faithful functor
Db(M1(k)⊗Q) →֒ DM
eff
−,e´t(k)⊗Q
whose essential image is the thick subcategory d≤1DM
eff
gm(k) ⊗ Q ⊆
DMeff−,e´t(k)⊗Q generated by motives of smooth curves.
In fact, a 1-motive may be regarded as a length 1 complex of ho-
motopy invariant e´tale sheaves with transfers, so that it defines an
object of Voevodsky’s triangulated category DMeff−,e´t(k) of e´tale motivic
complexes [63, §3.3] to which DMeffgm(k) maps. This defines a functor
M1(k)→ DM
eff
−,e´t(k).
F. Orgogozo justified Voevodsky’s assertion in [45] by extending a
rational version of the above functor to Db(M1(k)⊗Q).
In this paper, we develop the above results as follows. First of all,
let us stress that one has to invert the exponential characteristic p of
the base field k throughout. This is due to several reasons:
• Since the category DMeff−,e´t(k) is Z[1/p]-linear by [63, Prop. 3.3.3
2)], we cannot expect better comparison results.
• To be in the spirit of Voevodsky, we want to use only the e´tale
topology and not the fppf topology which would be more natu-
ral from the viewpoint of 1-motives. Trying to prove anything
meaningful without inverting p in this context seems doomed
to failure.
Anyway, the basic reason why p is inverted in DMeff−,e´t(k) is homotopy
invariance (the Artin-Schreier exact sequence). But if one wants to
deal with non homotopy invariant phenomena, Deligne 1-motives are
not sufficient and one should enlarge them to include Ga factors as in
Laumon’s 1-motives (cf. [6], [2]). See [8] for work in this direction.
0.1. The derived category of 1-motives, p-integrally. While the
Z[1/p]-linear category M1[1/p] is not an abelian category, it fully em-
beds into the abelian category tM1[1/p] of 1-motives with torsion in-
troduced in [4] (in characteristic 0), which makes it an exact category
in the sense of Quillen (see §1.5). Its derived category Db(M1[1/p])
with respect to this exact structure makes sense, and moreover the
functor Db(M1[1/p]) → D
b(tM1[1/p]) turns out to be an equivalence
(Theorem 1.6.1).
0.2. p-integral equivalence. Let DMeffgm,e´t = DM
eff
gm,e´t(k) be the thick
subcategory of DMeff−,e´t(k) generated by the image of DM
eff
gm(k) (see Def-
inition 2.1.1) and d≤1DM
eff
gm,e´t the thick subcategory of DM
eff
gm,e´t gen-
erated by motives of smooth curves. In Theorem 2.1.2, we refine the
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Voevodsky-Orgogozo equivalence to an equivalence of categories
(0.1) Db(M1(k)[1/p])
∼
−→ d≤1DM
eff
gm,e´t
0.3. Duality. Deligne’s extension of Cartier duality to 1-motives [16]
provides the category of 1-motives with a natural involution M 7→M∗
which extends to Db(M1(k)[1/p]): see Proposition 1.8.4. This dual-
ity exchanges the category tM1[1/p] of §0.1 with an abelian category
tM1[1/p] of 1-motives with cotorsion (see §1.8).
We show in Theorem 4.4.3 that, under Tot, Deligne’s Cartier duality
is transformed into the involutionM 7→ Hom(M,Z(1)) on d≤1DM
eff
gm,e´t(k)
given by the internal (effective) Hom. Of course, this result involves
biextensions.
0.4. Left adjoint. Composing (0.1) with the inclusion into DMeffgm,e´t(k),
we obtain a “universal realisation functor”
Tot : Db(M1(k)[1/p])→ DM
eff
gm,e´t(k).
It was conjectured by Voevodsky ([61]; this is also implicit in [60,
Preth. 0.0.18]) that, rationally, Tot has a left adjoint. We prove this
in Section 6.
It is shown in Remark 5.2.3 that Tot does not have a left adjoint
integrally. There is nevertheless an integral statement, which involves
an interplay between the e´tale and the Nisnevich topology. Let α∗ :
DMeffgm(k)→ DM
eff
gm,e´t(k) be the change of topology functor. We find a
functor
LAlb : DMeffgm(k)→ D
b(M1(k)[1/p])
verifying the following universal property: if (M,N) ∈ DMeffgm(k) ×
Db(M1[1/p]), then there is a functorial isomorphism
(0.2) HomDMeffgm,e´t(k)(α
∗M,Tot(N)) ≃ HomDb(M1[1/p])(LAlb(M), N).
We give its construction in Sect. 5.
The point is that, applying LAlb to various motives, we get inter-
esting and intrinsically-defined 1-motives. For example, applying it
to the motive M(X) of a smooth variety X, we get the homologi-
cal Albanese complex LAlb(X) := LAlb(M(X)) of X. Its homology
1-motives LiAlb(X) := tHi(LAlb(X)) relative to the t-structure on
Db(M1[1/p]) with heart tM1[1/p] (see §0.3) are 1-motives (with cotor-
sion) functorially attached to X.
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0.5. Smooth schemes. We then proceed to compute LAlb(X) for a
smooth scheme X: in principle this determines LAlb on the whole
of DMeffgm, since this category is generated by the M(X). It is related
with the “Albanese scheme” AX/k of [49] (extending the Serre Albanese
variety of [54]) in the following way: LAlb(X) is a “3-extension” of
AX/k by the Cartier dual of the Ne´ron-Severi group of X, that we
define as the e´tale sheaf represented by cycles of codimension 1 on X
modulo algebraic equivalence. (See Theorem 10.2.2.) We deduce that
L1Alb(X) is isomorphic to the 1-motive Alb
−(X) of [5].
0.6. LAlb and RPic. Composing LAlb with duality, we obtain a con-
travariant functor
RPic : DMeffgm(k)→ D
b(M1(k)[1/p])
such that
RiPic(M) := tH i(RPic(M)) ≃ tHi(LAlb(M))
∗
for any M ∈ DMeffgm(k). Here,
tH i is defined with respect to the
t-structure with heart tM1[1/p]. We call RPic the motivic Picard
functor. We define the cohomological Picard complex by RPic(X) :=
RPic(M(X)).
0.7. Singular schemes. When k is of characteristic 0, the motive and
motive with compact support M(X) and M c(X) are defined for any
variety X as objects of DMeffgm(k), so that LAlb(X) and the Borel-
Moore Albanese complex LAlbc(X) := LAlb(M c(X)) make sense. Still
in characteristic 0 we further define, for an equidimensional scheme
X of dimension n, the cohomological Albanese complex LAlb∗(X) :=
LAlb(M(X)∗(n)[2n]). We define similarly RPicc(X) := RPic(M c(X))
and RPic∗(X) := RPic(M(X)∗(n)[2n]). We describe some properties
of these complexes in Sect. 8.
We then give some general qualitative estimates for LiAlb(X) in
Proposition 11.3.2 (see also Proposition 13.6.1) as well as LiAlb
c(X)
:= tHi(LAlb
c(X)) in Proposition 11.5.2. Sect. 13 is devoted to a de-
tailed study of L1Alb(X), L1Alb
c(X) and L1Alb
∗(X); the main re-
sults are summarised in the introduction of this section. In particu-
lar, we prove that L1Alb(X) is canonically isomorphic to the 1-motive
Alb−(X) of [5] if X is normal or proper. Here, the interplay between
LAlb and RPic (duality between Picard and Albanese) plays an essen-
tial roˆle. We also prove that L1Alb
∗(X) ≃ Alb+(X) for any X (in fact,
R1Pic
∗
(X) ≃ Pic−(X) in Theorem 13.12.6).
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It is quite striking that LiAlb(X),LiAlb
c(X) and LiAlb
∗(X) are ac-
tually Deligne 1-motives for i ≤ 1, but not in general for i ≥ 2 (already
for X smooth projective).
We also completely compute LiAlb(X) for any curve X, showing that
M(X) has a “Chow-Ku¨nneth decomposition” in DMeffgm,e´t(k) ⊗ Q and
that LiAlb(X) coincide with Deligne-Lichtenbaum motivic homology
of the curve X (see Theorem 12.2.1, cf. [34] and [11]). Finally, we com-
pletely compute LiAlb
c(X) of a smooth curve X (see Theorem 12.3.1),
showing that L1Alb
c(X) = H1m(X)(1) is Deligne’s motivic H
1 in [16].
Dually, we recover Deligne’s 1-motivic H1 of any curve. With a little
more effort, one should be able to identify our computations with those
of Lichtenbaum in [34] and [35].
0.8. Roˇıtman’s torsion theorem. The isomorphism (0.2) comes with
a functorial map (“motivic Albanese map”)
(0.3) aM : α
∗M → Tot LAlb(M)
for any M ∈ DMeffgm. If X is smooth projective, this canonical map
applied to M = M(X) gives back the Albanese map from the 0-th
Chow group to the rational points of the Albanese variety. This thus
translates very classical mathematics to the motivic setting. When X
is only smooth, we recover a generalised Albanese map from Suslin
homology
asingX : H
sing
0 (X;Z)[1/p]→ AX/k(k)[1/p]
which was first constructed by Ramachandran [48] and Spieß-Szamuely
[57].1 The map asingX is an isomorphism if dim(X) ≤ 1 (see Proposi-
tion 14.1.2).
We then get a very natural proof of the classical theorem of Roˇıtman,
and even of its generalisation to open smooth varieties by Spieß-Sza-
muely [57, Th. 1.1] (removing their hypothesis on the existence of a
smooth compactification): see Theorem 14.2.5.
We also deal with singular schemes when char k = 0, see Proposition
14.3.1 and its corollaries. Here there is an overlap with recent work of
Geisser [22]. The works may be compared as follows: Geisser works
in arbitrary characteristic and can handle p-torsion in characteristic p,
but he works only with proper schemes, while the use of DM forces us
to work in characteristic 0 for singular schemes, but we do handle open
schemes.
Still in characteristic 0, we get a Borel-Moore version of Roˇıtman’s
theorem as well, see Proposition 14.4.1 and its corollary.
1The observation that Suslin homology is related to 1-motives is initially due to
Lichtenbaum [34].
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Notably, we obtain a “cohomological” Roˇıtman theorem, involving
torsion in a motivic cohomology group: see Corollary 14.5.4. In a recent
work, Mallick [36] proves a parallel cohomological theorem, involving
torsion in the Levine-Weibel Chow group (cf. [5, Th. 6.4.1]). Mallick
works with projective schemes, but in any characteristic. Hopefully,
the two theorems are compatible, see Remark 14.5.6.
Moreover, the consideration of Voevodsky’s categories provides us
with some nonobvious extra structures on Db(M1[1/p]):
0.9. The homotopy t-structure. It turns out that the homotopy t-
structure on DMeff−,e´t and the equivalence of categories (0.1) induce a
third t-structure on Db(M1[1/p]), that we also call the homotopy t-
structure (Theorem 3.9.1; see also Corollary 3.9.2). Its heart is formed
of so-called 1-motivic sheaves : their consideration is very useful for the
computation of LAlb(X) for smooth X.
0.10. Tensor structure and internal Hom. Similarly, the functor
LAlb turns out to transport the tensor structure on DMeffgm⊗Q to a
tensor structure on Db(M1 ⊗ Q). This tensor structure is exact (for
the standard t-structure), respects the weight filtration and may be
computed explicitly. There is also an exact internal Hom. See Sect. 7.
0.11. Realisations. For X smooth over k = C the complex numbers,
one can easily check that the 1-motive RiPic(X) has a Hodge realisation
abstractly isomorphic to H i(1)(Xan,Z(1)), the largest 1-motivic part of
the mixed Hodge structure on H i(Xan,Z) Tate twisted by 1. We expect
that for any scheme X over a field k of characteristic zero the 1-motives
RiPic(X) are isogenous to the 1-motives Mi(X) constructed in [4]. For
X normal or proper, this also holds for i = 1 by the comparison results
indicated in 0.7 and the results of [5].
In the second part of this work, we plan to deal with Hodge and ℓ-adic
realisations, thereby providing a canonical version of the isomorphism
of the previous paragraph. More generally, this should give a more
conceptual (and hopefully more integral) proof of the main results of
[4], and more, e.g. see [2] where the expected formulas are displayed
(up to isogeny).
0.12. Caveat. While one might hope that these results are a partial
template for a future theory of mixed motives, we should stress that
some of them are definitely special to level ≤ 1. Namely:
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• It is succintly pointed out in [63, §3.4 p. 215] that the non finite
generation of the Griffiths group prevents higher-dimensional
analogues of LAlb to exist. (This goes against [60, Conj. 0.0.19].)
• Contrary to Theorem 3.9.1, the homotopy t-structure does not
induce a t-structure on d≤nDM
eff
gm,e´t for n ≥ 2. This can al-
ready be seen on Z(2), although here the homotopy sheaves are
conjecturally ind-objects of d≤2DM
eff
gm,e´t (see [60, §6]). The sit-
uation seems to be similar for a surface; it would be interesting
to work out a conjectural picture in general.
These two issues seem related in a mysterious way!
0.13. A small reading guide. Since this article is rather long, we
would like to offer some suggestions to the reader, hoping that they
will be helpful.
One might start by quickly brushing through §1.1 to review the def-
inition of Deligne’s 1-motives, look up §1.5 to read the definition of
Db(M1[1/p]) and then proceed directly to Theorem 2.1.2 (full em-
bedding), referring to Section 1 ad libitum to read the proof of this
theorem. The lengths of Sections 3 and 4 are necessary evils; they may
very well be skipped at first reading with just a look at their main
results (Theorem 3.9.1, the homotopy t-structure, and Theorem 4.4.3,
agreement of the two Cartier dualities).
One may then read Section 5 on the construction of LAlb (which
hopefully will be pleasant enough), glance through Section 6 (the ra-
tional version of LAlb) and have a look in passing at Section 7 for
the tensor structure and internal Hom on Db(M1 ⊗ Q). After this,
the reader might fly over the mostly formal sections 8 and 9, jump
to Theorem 10.2.2 which computes LAlb(X) for a smooth scheme X,
read Sections 11 and 13 on LAlb of singular schemes where he or she
will have a few surprises, read Section 14 on Roˇıtman’s theorem and
its generalisations, finally have a well-earned rest in recovering famil-
iar objects in Section 12 (the case of curves). And never look at the
appendices.
The reader will also find an index of notations at the end.
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In all this paper, k is a perfect field of exponential characteristic p.
We write Sm(k) for the category of smooth schemes of finite type and
Sch(k) for the category of all separated schemes of finite type. Since we
ignore characteristic p phenomena in this paper, we invert p in the Hom
groups of all categories constructed out of commutative group schemes
and e´tale sheaves from Subsection 1.4 onwards.
Part 1. The universal realisation functor
1. The derived category of 1-motives
The main reference for (integral, free) 1-motives is [16, §10], see also
[5, §1]. We also provide an Appendix C on 1-motives with torsion
which were introduced in [4, §1]. For the derived category of 1-motives
up to isogeny we refer to [63, Sect. 3.4] and [45]: here we are interested
in the integral version.
1.1. Deligne 1-motives. The following terminology is handy:
1.1.1. Definition. a) An abelian sheaf L on (Sm(k))e´t is discrete if it is
locally constant Z-constructible (i.e. with finitely generated geometric
fibres). The full subcategory of discrete abelian sheaves on (Sm(k))e´t
is denoted by tM0(k) =
tM0.
b) A lattice is a k-group scheme locally constant for the e´tale topology,
with geometric fibre(s) isomorphic to a finitely generated free abelian
group, i.e. representing a torsion-free discrete sheaf. The full subcate-
gory of lattices is denoted by M0(k) =M0.
A Deligne 1-motive over k is a complex of group schemes
M = [L
u
→ G]
where L is a lattice and G is a semi-abelian k-scheme. Thus G can be
represented by an extension
0→ T → G→ A→ 0
where T is a k-torus and A is an abelian k-scheme.
As a complex, we shall place L in degree 0 and G in degree 1. Note
that this convention is only partially shared by the existing literature.
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A map from M = [L
u
→ G] to M ′ = [L′
u′
→ G′] is a commutative
square
L
u
−−−→ G
f
y gy
L′
u′
−−−→ G′
in the category of group schemes. Denote by (f, g) : M → M ′ such
a map. The natural composition of squares makes up the category of
Deligne’s 1-motives. We shall denote this category byM1(k). We shall
usually writeM1 instead ofM1(k), unless it is necessary to specify k.
The following lemma is immediate:
1.1.2. Lemma. M1 is an idempotent complete additive category. 
1.1.3. Definition. Let R be a commutative ring. For any additive
category A, we denote by A⊗ R the R-linear category obtained from
A by tensoring morphisms by R, and by A⊠R the pseudo-abelian hull
(idempotent completion) of A⊗R.
This distinction is useful as A⊗R may not be idempotent complete
even if A is.
We shall also use the following category, which is technically very
useful:
1.1.4. Definition. Let Meffanc denote the category given by complexes
of group schemes [L→ G] where L is discrete and G is a commutative
algebraic group whose connected component of the identity G0 is semi-
abelian. It contains M1 as a full subcategory.
This category is studied in more detail in §C.8.
1.1.5. Proposition (cf. [45, 3.2.2]). The inclusion M1 → M
eff
anc in-
duces an equivalence of categories
e :M1 ⊗Q
∼
−→Meffanc ⊗Q.
In particular, the categoryM1⊗Q is abelian, henceM1⊗Q =M1⊠Q.
Proof. (See also Lemma B.1.3.) It is enough to show that e is essentially
surjective. But if [L→ G] ∈Meffanc, then we have a diagram
[L0 → G0] −−−→ [L0fr → G
0/u(L0tor)]y
[L
u
→ G]
where the vertical (resp. horizontal) map is a pull-back (resp. a push-
out) and L0fr :=L
0/L0tor where L
0
tor is the torsion subgroup of L
0. Both
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maps are isomorphisms in Meffanc ⊗ Q. The last assertion follows from
the fact that Meffanc ⊗Q is abelian (Proposition C.8.4). 
1.1.6. Remarks. 1 (see also Def. B.1.1 c)). An isogeny between
Deligne’s 1-motives, from M = [L
u
→ G] to M ′ = [L′
u′
→ G′] in M1(k),
is a diagram of group schemes with exact columns
0y
0 Fy y
L
u
−−−→ G
f
y gy
L′
u′
−−−→ G′y y
E 0y
0
where F and E are finite. Isogenies become invertible in M1 ⊗Q.
2. The categoryM1 of Deligne’s 1-motives has kernels and cokernels
(see Proposition C.1.3) but it is not abelian. This easily follows from
the diagram hereabove: an isogeny has vanishing kernel and cokernel
but it is not an isomorphism in M1.
1.2. Weights and cohomological dimension. Recall that M =
[L → G] ∈ M1 has an increasing filtration by sub-1-motives as fol-
lows:
Wi(M) =

M i ≥ 0
G i = −1
T i = −2
0 i ≤ −3
We then have grW−2(M) = T [−1], gr
W
−1(M) = A[−1] and gr
W
0 (M) = L
(according to our convention of placing L in degree zero). We say that
M is pure of weight i if grWj M = 0 for all j 6= i. Note that for two pure
1-motives M,M ′, Hom(M,M ′) 6= 0 only if they have the same weight.
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1.2.1. Proposition ([45, 3.2.4]). The category M1 ⊗Q is of cohomo-
logical dimension ≤ 1, i.e. if Exti(M,M ′) 6= 0, for M,M ′ ∈ M1 ⊗Q,
then i = 0 or 1.
Recall a sketch of the proof in [45]: one first checks that Ext1(M,M ′)
= 0 if M,M ′ are pure of weights i, i′ and i ≤ i′. This formally re-
duces the issue to checking that if M,M ′,M ′′ are pure respectively of
weights 0,−1,−2, then the Yoneda product of two classes (e1, e2) ∈
Ext1(M,M ′) × Ext1(M ′,M ′′) is 0. Of course we may assume e1 and
e2 integral. By a transfer argument, one may further reduce to k al-
gebraically closed. Then the point is that e1 and e2 “glue” into a
1-motive, so are induced by a 3 step filtration on a complex of length
1; after that, it is formal to deduce that e2 · e1 = 0 (cf. [SGA7, IX,
Prop. 9.3.8 c)]).
1.2.2. Remark. We observe that Proposition 1.2.1 can be regarded as
an algebraic version of a well-known property ofM1(C)⊗Q. Namely,
M1(C)⊗Q can be realised as a thick abelian sub-category of Q-mixed
Hodge structures, see [16]. Since the latter is of cohomological dimen-
sion ≤ 1, so is M1(C)⊗Q (use [37, Ch. III, Th. 9.1]).
1.3. Group schemes and sheaves with transfers.
1.3.1. Definition (cf. Def. D.1.2). We denote by HIe´t = HIe´t(k) the
category of homotopy invariant e´tale sheaves with transfers over Sm(k):
this is the full subcategory of the category EST(k) = Shve´t(SmCor(k))
from [63, §3.3] consisting of those e´tale sheaves with transfers that are
homotopy invariant.
Let G be a commutative k-group scheme. We shall denote by G
the associated e´tale sheaf of abelian groups. In fact, under a minor
assumption, G is an e´tale sheaf with transfers, as explained by Spieß-
Szamuely [57, Proof of Lemma 3.2], cf. also Orgogozo [45, 3.1.2]. Both
references use symmetric powers, hence deal only with smooth quasi-
projective varieties. Here is a cheap way to extend their construction to
arbitrary smooth varieties: this avoids to have to prove that DMeffgm(k)
may be presented in terms of smooth quasi-projective varieties, cf. [45,
beg. of §1].
1.3.2. Lemma. Suppose that the neutral component G0 is quasi-pro-
jective. Then the e´tale sheaf G is provided with a canonical structure
of presheaf with transfers. Moreover, if G0 is a semi-abelian variety,
then G is homotopy invariant.
Proof. For two smooth k-varieties X, Y , we have to provide a pairing
c(X, Y )⊗G(X)→ G(Y )
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with the obvious compatibilities. As in [39, Ex. 2.4], it is enough to
construct a good transfer f∗ : G(W ) → G(X) for any finite surjective
map f : W → X with X a normal k-variety. For X and W quasi-
projective, this is done in [57] or [45]2. In general, cover X by affine
opens Ui and let Vi = f
−1(Ui). Since f is finite, Vi is also affine, hence
transfers G(Vi)→ G(Ui) and G(Vi ∩ Vj)→ G(Vi ∩ Vj) are defined; the
commutative diagram
0→ G(W ) −−−→
∏
G(Vi) −−−→
∏
G(Vi ∩ Vj)
f∗
y f∗y
0→ G(X) −−−→
∏
G(Ui) −−−→
∏
G(Ui ∩ Uj)
uniquely defines the desired f∗.
The second statement of the lemma is well-known (e.g. [45, 3.3.1]).

Actually, the proof of [57, Lemma 3.2] defines a homomorphism in
HIe´t
σ : Le´t(G)→ G
which is split by the obvious morphism of sheaves
γ : G→ Le´t(G)
given by the graph of a morphism. Therefore σ is an epimorphism
of sheaves. (One should be careful, however, that γ is not additive.)
When G is homotopy invariant, one deduces from it as in [57, Remark
3.3] a morphism in DMeff−,e´t(k)
(1.1) Me´t(G) = C∗(Le´t(G))→ G.
Let HI
[0,1]
e´t be the category of complexes of length 1 of objects of HIe´t
(concentrated in degrees 0 and 1): this is an abelian category. Lemma
1.3.2 gives us a functor
Meffanc → HI
[0,1]
e´t
M 7→M
hence, by composing with the embedding M1 →M
eff
anc of Proposition
1.1.5, another functor
(1.2) M1 → HI
[0,1]
e´t .
2For the symmetric powers of G to exist as schemes, it suffices that G0 be quasi-
projective.
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1.4. 1-motives with torsion and an exact structure onM1[1/p].
Recall that, from now on, we invert the exponential characteristic
p in the Hom groups of all categories constructed out of commutative
k-group schemes or e´tale k-sheaves. This does nothing in characteristic
0.
The reader can check that most of the statements below become false
if p > 1 is not inverted. We hope that statements integral at p may
be recovered in the future by considering some kind of non-homotopy
invariant motives and cohomology theories.
We start with:
1.4.1. Proposition. Let M · be a complex of objects ofMeffanc[1/p]. The
following conditions are equivalent:
(i) The total complex Tot(M ·) in C(HIe´t)[1/p] (see Definition 1.3.1
and Lemma 1.3.2) is acyclic.
(ii) For any q ∈ Z, Hq(M ·) is of the form [F q = F q], where F q is
finite.
Proof. (ii) ⇒ (i) is obvious. For the converse, let M q = [Lq → Gq] for
all q. Let L· and G· be the two corresponding “column” complexes of
sheaves. Then we have a long exact sequence in HIe´t:
· · · → Hq(L·)→ Hq(G·)→ Hq(Tot(M ·))→ Hq+1(L·)→ . . .
The assumption implies that Hq(L·)
∼
−→ Hq(G·) for all q. Since
Hq(L·) is discrete and Hq(G·) is representable by a commutative alge-
braic group, both must be finite. 
We now restrict to complexes of M1[1/p].
1.4.2. Definition. A complex of M1[1/p] is acyclic if it satisfies the
equivalent conditions of Proposition 1.4.1. An acyclic complex of the
form 0→ N ′
i
→ N
j
→ N ′′ → 0 is called a short exact sequence.
Recall that in [4] a category of 1-motives with torsion was introduced.
We shall denote it here by tM1 in order to distinguish it from M1.
Denote by tMeff1 the effective 1-motives with torsion:
tMeff1 is the full
subcategory of the category Meffanc of Definition 1.1.4 consisting of the
objects [L → G] where G is connected. Then tM1 is the localisation
of tMeff1 with respect to quasi-isomorphisms.
The main properties of tM1 are recalled in Appendix C. In partic-
ular, the category tM1[1/p] is abelian (Theorem C.5.3) and by Propo-
sition C.7.1 we have a full embedding
(1.3) M1[1/p] →֒
tM1[1/p]
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which makesM1[1/p] an exact subcategory of
tM1[1/p]. The following
lemma is clear:
1.4.3. Lemma. A complex 0 → N ′
i
→ N
j
→ N ′′ → 0 in M1[1/p] is a
short exact sequence in the sense of Definition 1.4.2 if and only if it
is a short exact sequence for the exact structure given by Proposition
C.7.1.
1.4.4. Remarks. 1) There is another, much stronger, exact structure
onM1[1/p], induced by its full embedding inM
eff
anc[1/p]: it amounts to
require a complex [L· → G·] to be exact if and only if both complexes
L· and G· are acyclic. We shall not use this exact structure in the
sequel. (See also Remark 1.8.5.)
2) Clearly, the complexes of Definition 1.4.2 do not provideMeffanc[1/p]
with an exact structure. It is conceivable, however, that they define
an exact structure on the localisation of Meffanc[1/p]/homotopies with
respect to morphisms with acyclic kernel and cokernel.
1.5. The derived category of 1-motives.
1.5.1. Lemma. A complex in C(M1[1/p]) is acyclic in the sense of
Definition 1.4.2 if and only if it is acyclic with respect to the exact
structure of M1[1/p] provided by Lemma 1.4.3 in the sense of [7, 1.1.4]
or [44, §1].
Proof. Let X · ∈ C(M1[1/p]). Viewing X
· as a complex of objects
of Meffanc[1/p], we define D
n = Im(dn : Xn → Xn+1). Note that the
Dn are Deligne 1-motives. Let en : X
n → Dn be the projection and
mn : D
n → Xn+1 be the inclusion. We have half-exact sequences
(1.4) 0→ Dn−1
mn−1
→ Xn
en→ Dn → 0
with middle cohomology equal to Hn(X ·). Thus, if X · is acyclic in
the sense of Definition 1.4.2, the sequences (1.4) are short exact which
means thatX · is acyclic with respect to the exact structure ofM1[1/p].
Conversely, suppose that X · is acyclic in the latter sense. Then, by
definition, we may find D′n, e′n, m
′
n such that d
n = m′ne
′
n and that
the sequences analogous to (1.4) are short exact. Since Meffanc[1/p] is
abelian (Proposition C.8.4), D′n = Dn and we are done. 
From now on, we shall only say “acyclic” without further precision.
Let K(M1[1/p]) be the homotopy category of C(M1[1/p]). By [44,
Lemmas 1.1 and 1.2], the full subcategory of K(M1[1/p]) consisting
of acyclic complexes is triangulated and thick (the latter uses the fact
that M1[1/p] is idempotent-complete, cf. Lemma 1.1.2). Thus one
may define the derived category of M1[1/p] in the usual way:
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1.5.2. Definition. a) The derived category of 1-motives is the localisa-
tion D(M1[1/p]) of the homotopy category K(M1[1/p]) with respect
to the thick subcategory A(M1[1/p]) consisting of acyclic complexes.
Similarly for D±(M1[1/p]) and D
b(M1[1/p]).
b) A morphism in C(M1[1/p]) is a quasi-isomorphism if its cone is
acyclic.
1.6. Torsion objects in the derived category of 1-motives. Let
M0 be the category of lattices (see Definition 1.1.1): the inclusion
functorM0[1/p]
A
→M1[1/p] provides it with the structure of an exact
subcategory of M1[1/p]. Moreover, the embedding
M0[1/p]
B
→ tM0[1/p]
is clearly exact, where tM0 is the abelian category of discrete e´tale
sheaves (see Definition 1.1.1 again). In fact, we also have an exact
functor
tM0[1/p]
C
→ tM1[1/p]
L 7→ [L→ 0].
Hence an induced diagram of triangulated categories:
Db(M0[1/p])
B
−−−→ Db(tM0[1/p])
A
y Cy
Db(M1[1/p])
D
−−−→ Db(tM1[1/p]).
1.6.1. Theorem. In the above diagram
a) B and D are equivalence of categories.
b) A and C are fully faithful; restricted to torsion objects they are
equivalences of categories.
(For the notion of torsion objects, see Proposition B.2.1.)
Proof. a) For B, this follows from Proposition A.1.2 provided we check
that any object M in tM0[1/p] has a finite left resolution by objects
in M0[1/p]. In fact M has a length 1 resolution: let E/k be a finite
Galois extension of group Γ such that the Galois action on M factors
through Γ. SinceM is finitely generated, it is a quotient of some power
of Z[Γ], and the kernel is a lattice. Exactly the same argument works
for D.
b) By a) it is sufficient to prove that C is fully faithful. It suffices
to verify that the criterion of Proposition A.1.4 is verified by the full
embedding tM0[1/p]→
tM1[1/p].
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Let [L→ 0] →֒ [L′ → G′] be a monomorphism in tM1[1/p]. We may
assume that it is given by an effective map. The assumption implies
that L → L′ is mono: it then suffices to compose with the projection
[L′ → G′]→ [L′ → 0].
It remains to show that A is essentially surjective on torsion objects.
Let X = [C · → G·] ∈ Db(M1[1/p]), and let n > 0 be such that
n1X = 0. Arguing as in the proof of Proposition 1.4.1, this implies
that the cohomology sheaves of both C · and G· are killed by some
possibly larger integer m. We have an exact triangle
[0→ G·]→ X → [C · → 0]
+1
→
which leaves us to show that [0→ G·] is in the essential image of C. Let
q be the smallest integer such that Gq 6= 0: we have an exact triangle
{Gq → Im dq} → G· → {0→ Gq+1/ Im dq → . . . }
+1
→
(here we use curly braces in order to avoid confusion with the square
braces used for 1-motives). By descending induction on q, the right
term is in the essential image, hence we are reduced to the case where
G· is of length 1. Then dq : Gq → Gq+1 is epi and µ := Ker dq is finite
and locally constant3. Consider the diagram in Kb(Meffanc[1/p])
[
0
↓
0
→
Gq
↓
Gq+1
]← [
0
↓
µ
→
Gq
||
Gq
]← [
L1
↓
L0
→
Gq
||
Gq
]→ [
L1
↓
L0
→
0
↓
0
]
where L1 → L0 is a resolution of µ by lattices (see proof of a)). Clearly
all three maps are quasi-isomorphisms, which implies that the left ob-
ject is quasi-isomorphic to the right one on Db(M1[1/p]). 
1.6.2. Corollary. Let A be a subring of Q containing 1/p. Then the
natural functor
Db(M1[1/p])⊗ A→ D
b(M1 ⊗ A)
is an equivalence of categories. These categories are idempotent-com-
plete for any A.
Proof. By Proposition B.4.1, this is true by replacing the category
M1[1/p] by
tM1[1/p]. On the other hand, the same argument as above
shows that the functor Db(M1⊗A)→ D
b(tM1⊗A) is an equivalence.
This shows the first statement; the second one follows from the fact
that Db of an abelian category is idempotent-complete. 
3Note that this is true even if m is divisible by the characteristic of k, since we
only consider sheaves over smooth k-schemes.
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1.7. Discrete sheaves and permutation modules. The following
proposition will be used in §2.6.a.
1.7.1. Proposition. Let G be a profinite group. Denote by Dbc(G) the
derived category of finitely generated (topological discrete) G-modules.
Then Dbc(G) is thickly generated by Z-free permutation modules.
Proof. The statement says that the smallest thick subcategory T of
Dbc(G) which contains permutation modules is equal to D
b
c(G). Let M
be a finitely generated G-module: to prove that M ∈ T , we immedi-
ately reduce to the case where G is finite. Let M = M/Mtors. Realise
M⊗Q as a direct summand of Q[G]n for n large enough. Up to scaling,
we may assume that the image of M in Q[G]n is contained in Z[G]n
and that there exists a submodule N of Z[G]n such that M ∩ N = 0
and M ⊕ N is of finite index in Z[G]n. This reduces us to the case
where M is finite. Moreover, we may assume that M is ℓ-primary for
some prime ℓ.
Let S be a Sylow ℓ-subgroup of G. Recall that there exist two inverse
isomorphisms
ϕ : Z[G]⊗Z[S] M
∼
−→ HomZ[S](Z[G],M)
ϕ(g ⊗m)(γ) =
{
γgm if γg ∈ S
0 if γg /∈ S.
ψ : HomZ[S](Z[G],M)
∼
−→ Z[G]⊗Z[S] M
ψ(f) =
∑
g∈S\G
g−1 ⊗ f(g).
On the other hand, we have the obvious unit and counit homomor-
phisms
η :M → HomZ[S](Z[G],M)
η(m)(g) = gm
ε : Z[G]⊗Z[S] M →M
ε(g ⊗m) = gm.
It is immediate that
ε ◦ ψ ◦ η = (G : S).
Since (G : S) is prime to ℓ, this shows that M is a direct summand
of the induced module Z[G] ⊗Z[S] M ≃ HomZ[S](Z[G],M). But it is
well-known (see e.g. [56, §8.3, cor. to Prop. 26]) that M , as an
S-module, is a successive extension of trivial S-modules. Any trivial
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torsion S-module has a length 1 resolution by trivial torsion-free S-
modules. Since the “induced module” functor is exact, this concludes
the proof. 
1.8. Cartier duality and 1-motives with cotorsion. We now in-
troduce a new category tM1:
1.8.1. Definition. We denote by tM
eff
1 the full subcategory of M
eff
anc
consisting of those [L → G] such that L is a lattice and G is an ex-
tension of an abelian variety by a group of multiplicative type, and by
tM1 its localisation with respect to quasi-isomorphisms. An object of
tM1 is called a 1-motive with cotorsion.
Recall that Deligne [16, §10.2.11-13] (cf. [5, 1.5]) defined a self-
duality on the category M1, that he called Cartier duality. The fol-
lowing facts elucidate the introduction of the category tM1.
1.8.2. Lemma. Let Γ be a group of multiplicative type, L its Cartier
dual and A an abelian variety (over k = k). We have an isomorphism
τ : Ext(A,Γ)
≃
−→ Hom(L,Pic0(A))
given by the canonical “pushout” mapping.
Proof. Displaying L as an extension of Lfr by Ltor denote the corre-
sponding torus by T := Hom(Lfr,Gm) and let F := Hom(Ltor,Gm) be
the dual finite group. We obtain a map of short exact sequences
0→ Ext(A, T ) → Ext(A,Γ) → Ext(A,F )→ 0
τfr
y τy τtory
0→ Hom(Lfr,Pic
0(A))→Hom(L,Pic0(A))→Hom(Ltor,Pic
0(A))→ 0.
Now τfr is an isomorphism by the classical Weil-Barsotti formula, i.e.
Ext(A,Gm) ∼= Pic
0(A), and τtor is an isomorphism since the Ne´ron-
Severi group of A is free: Hom(Ltor,Pic
0(A)) = Hom(Ltor,Pic(A)) =
H1(A,F ) = Ext(A,F ) (cf. [40, 4.20]). 
1.8.3. Lemma. Cartier duality on M1 extends to a contravariant ad-
ditive functor
( )∗ : tMeff1 → tM
eff
1
which sends a q.i. to a q.i.
Proof. The key point is that Ext(−,Gm) vanishes on discrete sheaves
(cf. [40, 4.17]), hence Cartier duality extends to an exact duality be-
tween discrete sheaves and groups of multiplicative type.
To define the functor, we proceed as usual (see [5, 1.5]): starting
with M = [L
u
→ A] ∈ tMeff1 , le G
u be the extension of the dual abelian
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variety A∗ by the Cartier dual L∗ of L given by Lemma 1.8.2 (note that
Gu may be described as the group scheme which represents the functor
associated to Ext(M,Gm)). We define M
∗ = [0 → Gu] ∈ tM
eff
1 . For
a general M = [L
u
→ G] ∈ tMeff1 , with G an extension of A by T ,
the extension M of [L
u
→ A] by the toric part [0 → T ] provides the
corresponding extension Gu of A′ by L∗ and a boundary map
u∗ : Hom(T,Gm)→ Ext([L
u
→ A],Gm) = G
u(k)
which defines M∗ ∈ tM
eff
1 .
For a quasi-isomorphism M→→M ′ with kernel [F
=
→ F ] for a finite
group F , cf. (C.2), the quotient [L
u
→ A]→→[L′
u′
→ A′] has kernel
[F→→FA] where FA := Ker(A→→A
′) and the following is a pushout
0→ Hom(T ′,Gm) → Hom(T,Gm) → Hom(FT ,Gm)→ 0
(u′)∗
y u∗y ‖y
0→ Ext([L′
u′
→ A′],Gm)→Ext([L
u
→ A],Gm)→Ext([F→→FA],Gm)→ 0
where FT := Ker(T→→T
′). 
1.8.4. Proposition. a) The functor of Lemma 1.8.3 induces an anti-
equivalence of categories
( )∗ : tM1[1/p]
∼
−→ tM1[1/p].
b) The category tM1[1/p] is abelian and the two functors of a) are
exact.
c) Cartier duality on M1[1/p] is an exact functor, hence induces a
triangulated self-duality on Db(M1[1/p]).
Proof. a) The said functor exists by Lemma 1.8.3, and it is clearly
additive. Let us prove that it is i) essentially surjective, i) faithful and
iii) full.
i) We proceed exactly as in the proof of Lemma 1.8.3, taking an
[L′ → G′] ∈ tM1[1/p], and writing G
′ explicitly as an extension of an
abelian variety by a group of multiplicative type.
ii) We reduce to show that the functor of Lemma 1.8.3 is faithful
by using that Lemma C.2.3 is also true in tM
eff
1 [1/p] (dual proof). By
additivity, we need to prove that if f :M0 →M1 is mapped to 0, then
f = 0. But, by construction, f ∗ sends the mutiplicative type part of
M∗1 to that of M
∗
0 .
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iii) Let M0 = [L0 → G0], M1 = [L1 → G1] in
tMeff1 [1/p], and let
f :M∗1 →M
∗
0 be (for a start) an effective map. We have a diagram
0 −−−→ Γ1 −−−→ G
′
1 −−−→ A
′
1 −−−→ 0
fG
y
0 −−−→ Γ0 −−−→ G
′
0 −−−→ A
′
0 −−−→ 0
where M∗i = [L
′
i → G
′
i], A
′
i is the dual of the abelian part of Mi and Γi
is the dual of Li. If fG maps Γ1 to Γ2, there is no difficulty to get an
(effective) map g : M0 → M1 such that g
∗ = f . In general we reduce
to this case: let µ be the image of fG(Γ1) in A
′
0: this is a finite group.
Let now A′2 = A
′
0/µ, so that we have a commutative diagram
0 −−−→ Γ0 −−−→ G
′
0 −−−→ A
′
0 −−−→ 0y ||y y
0 −−−→ Γ2 −−−→ G
′
0 −−−→ A
′
2 −−−→ 0
where µ = Ker(A′0 → A
′
2) = Coker(Γ0 → Γ2). By construction, fG
induces maps fΓ : Γ1 → Γ2 and fA : A
′
1 → A
′
2.
Consider the object M2 = [L2 → G2] ∈
tMeff1 [1/p] obtained from
(L′0,Γ2, A
′
2) and the other data by the same procedure as in the proof
of Lemma 1.8.3. We then have a q.i. s : M2 → M0 with kernel [µ = µ]
and a map g :M2 →M1 induced by (fL, fΓ, fA), and (gs
−1)∗ = f .
If f is a q.i. , clearly g is a q.i. ; this concludes the proof of fullness.
b) Since tM1[1/p] is abelian, tM1[1/p] is abelian by a). Equivalences
of abelian categories are automatically exact.
c) One checks as for tM1[1/p] that the inclusion of M1[1/p] into
tM1[1/p] induces the exact structure of M1[1/p]. Then, thanks to
b), Cartier duality preserves exact sequences ofM1[1/p], which means
that it is exact on M1[1/p]. 
1.8.5. Remarks. 1) Cartier duality does not preserve the strong exact
structure of Remark 1.4.4 1). For example, let A be an abelian variety,
a ∈ A(k) a point of order m > 1 and B = A/〈a〉. Then the sequence
0→ [Z→ 0]
m
→ [Z
f
→ A]→ [0→ B]→ 0,
with f(1) = a, is exact in the sense of Definition 1.4.2 but not in the
sense of Remark 1.4.4. However, its dual
0→ [0→ B∗]→ [0→ G]→ [0→ Gm]→ 0
is exact in the strong sense. Taking the Cartier dual of the latter
sequence, we come back to the former.
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2) One way to better understand what happens in Lemma 1.8.3
and Proposition 1.8.4 would be to introduce a category tM˜1
eff
, whose
objects are quintuples (L, u,G,A,Γ) with L a lattice, Γ a group of
multiplicative type, A an abelian variety, G an extension of A by
Γ and u a morphism from L to G. Morphisms in tM˜1
eff
are ad-
ditive and respect all these structures. There is an obvious functor
(L, u,G,A,Γ) 7→ [L
u
→ G] from tM˜1
eff
to tM
eff
1 , the functor of Lemma
1.8.3 lifts to an anti-isomorphism of categories tMeff1
∼
−→ tM˜1
eff
and the
localisation of tM˜1
eff
[1/p] with respect to the images of q.i. of tMeff1 [1/p]
is equivalent to tM1[1/p]. We leave details to the interested reader.
Dually to Theorem 1.6.1, we now have:
1.8.6. Theorem. The natural functor M1[1/p] → tM1[1/p] is fully
faithful and induces an equivalence of categories
Db(M1[1/p])
∼
−→ Db(tM1[1/p]).
Moreover, Cartier duality exchanges tM1[1/p] and tM1[1/p] inside the
derived category Db(M1[1/p]).
Proof. This follows from Theorem 1.6.1 and Proposition 1.8.4. 
1.8.7. Notation. For C ∈ Db(M1[1/p]), we write
tHn(C) (resp. tH
n(C)
for its cohomology objects relative to the t-structure with heart tM1[1/p]
(resp. tM1[1/p]). We also write
tHn for
tH−n and tHn for tH
−n.
Thus we have two t-structures on Db(M1[1/p]) which are exchanged
by Cartier duality; naturally, these two t-structures coincide after ten-
soring with Q. In Section 3, we shall introduce a third t-structure, of
a completely different kind: see Corollary 3.9.2.
We shall also come back to Cartier duality in Section 4.
1.9. How not to invert p. This has been done by Alessandra Ber-
tapelle [8]. She defines a larger variant of tM1 by allowing finite con-
nected k-group schemes in the component of degree 0. Computing in
the fppf topology, she checks that the arguments provided in Appendix
C carry over in this context and yield in particular an integral ana-
logue to Theorem C.5.3. Also, the analogue of (1.3) is fully faithful
integrally, hence an exact structure on M1; she also checks that the
analogue of Theorem 1.6.1 holds integrally.
In particular, her work provides an exact structure on M1, hence
an integral definition of Db(M1). One could check that this exact
structure can be described a priori using Proposition 1.4.1 and Lemma
1.4.3, and working with the fppf topology.
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It is likely that the duality results of §1.8 also extend to Bertapelle’s
context.
2. Universal realisation
2.1. Statement of the theorem. The derived category of 1-motives
up to isogeny can be realised in Voevodsky’s triangulated category of
motives. With rational coefficients, this is part of Voevodsky’s Prethe-
orem 0.0.18 in [60] and claimed in [63, Sect. 3.4, on page 218]. Details
of this fact appear in Orgogozo [45]. In this section we shall give a
p-integral version of this theorem, where p is the exponential charac-
teristic of k, using the e´tale version of Voevodsky’s category.
By Lemma 1.3.2, any 1-motive M = [L → G] may be regarded
as a complex of homotopy invariant e´tale sheaves with transfers. By
Lemma D.1.3,M [1/p] :=M⊗ZZ[1/p] is a complex of strictly homotopy
invariant e´tale sheaves with transfers; this defines a functor
M1(k)→ DM
eff
−,e´t(k)(2.1)
M 7→M [1/p].
(see [63, Sect. 3] for motivic complexes).
From now on, we will usually drop the mention of k from the notation
for the various categories of motives encountered.
2.1.1. Definition. We denote by DMeffgm,e´t the thick subcategory of
DMeff−,e´t generated by the image of DM
eff
gm under the “change of topol-
ogy” functor
α∗ : DMeff− → DM
eff
−,e´t
of [63, §3.3]. We set Me´t(X) :=α
∗M(X).
2.1.2. Theorem. Let p be the exponential characteristic of k. The
functor (2.1) extends to a fully faithful triangulated functor
T : Db(M1[1/p])→ DM
eff
−,e´t
where the left hand side was defined in §1.4. Its essential image is
the thick subcategory d≤1DM
eff
gm,e´t of DM
eff
gm,e´t generated by motives of
smooth curves.
The proof is in several steps.
2.2. Construction of T . We follow Orgogozo. Clearly, the embed-
ding (1.2) extends to a functor
Cb(M1)→ C
b(HI
[0,1]
e´t ).
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By Lemma A.2.1, we have a canonical functor Cb(HI
[0,1]
e´t )
Tot
→ Db(HIe´t),
and there is a canonical composite functor
Db(HIe´t)
⊗ZZ[1/p]
−−−−−→ Db(HIse´t)→ DM
eff
−,e´t
where HIse´t is the category of strictly homotopy invariant e´tale sheaves
with transfers (see Def. D.1.2 and Proposition D.1.4). To get T , we
are therefore left to prove
2.2.1. Lemma. The composite functor
Cb(M1)→ C
b(HI
[0,1]
e´t )
Tot
→ Db(HIe´t)
factors through Db(M1[1/p]).
Proof. It is a general fact that a homotopy in Cb(M1) is mapped to
a homotopy in Cb(HI
[0,1]
e´t ), and therefore goes to 0 in D
b(HIe´t), so that
the functor already factors through Kb(M1). The lemma now follows
from Lemma 1.5.1. 
2.3. Full faithfulness. It is sufficient by Proposition B.2.4 to show
that T ⊗Q and Ttors are fully faithful.
For the first fact, we reduce to [45, 3.3.3 ff]. We have to be a little
careful since Orgogozo’s functor is not quite the same as our func-
tor: Orgogozo sends C to Tot(C) while we send it to Tot(C)[1/p], but
the map Tot(C) → Tot(C)[1/p] is an isomorphism in DMeff−,e´t⊗Q by
Proposition 6.1.1 (see also Remark 2.7.2 2)).
For the reader’s convenience we sketch the proof of [45, 3.3.3 ff]: it
first uses the equivalence of categories
DMeff− ⊗Q
∼
−→ DMeff−,e´t⊗Q
of [63, Prop. 3.3.2] (cf. Proposition 6.1.1). One then reduces to show
that the morphisms
Exti(M,M ′)→ Hom(Tot(M),Tot(M ′)[i])
are isomorphisms for any pure 1-motives M,M ′ and any i ∈ Z. This is
done by a case-by-case inspection, using the fact [63, 3.1.9 and 3.1.12]
that in DMeff− ⊗Q
Hom(M(X), C)⊗Q = H0Zar(X,C)⊗Q
for any smooth variety X. The key points are that 1) for such X
we have H iZar(X,Gm) = 0 for i > 1 and for an abelian variety A,
H iZar(X,A) = 0 for i > 0 because the sheaf A is flasque, and 2) that
any abelian variety is up to isogeny a direct summand of the Jacobian
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of a curve. This point will also be used for the essential surjectivity
below.
For the second fact, the argument in the proof of [63, Prop. 3.3.3
1] shows that the functor DMeff−,e´t → D
−(Shv((Spec k)e´t)) which takes
a complex of sheaves on Sm(k)e´t to its restriction to (Spec k)e´t is an
equivalence of categories on the full subcategories of objects of prime-
to-p torsion. The conclusion then follows from Proposition 1.6.1.
2.4. Gersten’s principle. We want to formalise here an important
computational method which goes back to Gersten’s conjecture but
was put in a wider perspective and systematic use by Voevodsky. For
the e´tale topology it replaces advantageously (but not completely) the
recourse to proper base change.
2.4.1. Proposition. a) Let C be a complex of presheaves with trans-
fers on Sm(k) with homotopy invariant cohomology presheaves. Sup-
pose that C(K) := lim
−→k(U)=K
C(U) is acyclic for any function field K/k.
Then the associated complex of Zariski sheaves CZar is acyclic.
b) Let f : C → D be a morphism of complex of presheaves with transfers
on Sm(k) with homotopy invariant cohomology presheaves. Suppose
that for any function field K/k, f(K) : C(K) → D(K) is a quasi-
isomorphism. Then fZar : CZar → DZar is a quasi-isomorphism.
c) The conclusions of a) and b) hold for the e´tale topology if their hy-
potheses are weakened by replacing K by Ks, a separable closure of
K.
Proof. a) Let F = Hq(C) for some q ∈ Z, and let X be a smooth
k-variety with function field K. By [62, Cor. 4.18], F (OX,x) →֒ F (K)
for any x ∈ X, hence FZar = 0. b) follows from a) by considering the
cone of f . c) is seen similarly. 
2.5. An important computation. Recall that the category DMeff−,e´t
is provided with a partial internal Hom denoted by Home´t, defined on
pairs (M,M ′) with M ∈ DMeffgm,e´t: it is defined analogously to the one
of [63, Prop. 3.2.8] for the Nisnevich topology. We need:
2.5.1. Definition. Let X ∈ Sch(k). We denote by π0(X) the largest
e´tale k-scheme such that the structural mapX → Spec k factors through
π0(X).
(The existence of π0(X) is obvious, for example by Galois descent.)
2.5.2. Proposition. Let f : C → Spec k be a smooth projective k-
curve. Then, in DMeff−,e´t:
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a) There is a canonical isomorphism
Home´t(Me´t(C),Z(1)[2]) ≃ Re´tf∗Gm[1/p][1].
b) we have
Rqe´tf∗Gm[1/p] =

Rπ0(C)/kGm[1/p] for q = 0
PicC/k[1/p] for q = 1
0 else.
Here, Rπ0(C)/k denotes the Weil restriction of scalars from π0(C) to k.
c) The morphism
Me´t(C)→ Home´t(Me´t(C),Z(1)[2])
induced by the class ∆C ∈ Hom(Me´t(C)⊗Me´t(C),Z(1)[2]) of the diag-
onal is an isomorphism.
Proof. This is [45, Cor. 3.1.6] with three differences: 1) the fppf topol-
ogy should be replaced by the e´tale topology; p must be inverted (cf.
Corollary D.1.6); 3) the truncation is not necessary since C is a curve.
a) is the e´tale analogue of [63, Prop. 3.2.8] since Ze´t(1) = Gm[1/p][−1]
(see Corollary D.1.6) and f ∗(Gm,k) = Gm,C for the big e´tale sites. In
b), the isomorphisms for q = 0, 1 are clear; for q > 2, we reduce by
Gersten’s principle (Prop. 2.4.1) to stalks at separably closed fields,
and then the result is classical [SGA4, IX (4.5)].
It remains to prove c). Recall that its Nisnevich analogue is true in
DMeffgm ([63, Th. 4.3.2 and Cor. 4.3.6], but see [26, App. B] to avoid
resolution of singularities). Let α∗ : DMeff− → DM
eff
−,e´t be the change of
topology functor (cf. [39, Remark 14.3]). By b), the natural morphism
(2.2) α∗HomNis(M(C),Z(1))→ Home´t(α
∗M(C),Z(1))
is an isomorphism. Hence the result. 
2.6. Essential image. We proceed in two steps:
2.6.a. The essential image of T is contained in T := d≤1DM
eff
gm,e´t. It
is sufficient to prove that T (N) ∈ T for N a 1-motive of type [L→ 0],
[0 → G] (G a torus) or [0 → A] (A an abelian variety). For the first
type, this follows from Proposition 1.7.1. For the second type, Propo-
sition 1.7.1 applied to the character group of G shows that T ([0→ G])
is contained in the thick subcategory generated by permutation tori,
which is clearly contained in T .
It remains to deal with the third type. If A = J(C) for a smooth pro-
jective curve C having a rational k-point c, then T ([0 → A]) = A[−1]
is the direct summand of M(C)[−1] (determined by c) corresponding
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to the pure motive h1(C), so belongs to T . If A → A′ is an isogeny,
then Proposition 1.7.1 implies that A[−1] ∈ T ⇐⇒ A′[−1] ∈ T . In
general we may write A as the quotient of a jacobian J(C). Let B be
the connected part of the kernel: by complete reducibility there exists
a third abelian variety B′ ⊆ J(C) such that B+B′ = J(C) and B∩B′
is finite. Hence B ⊕ B′ ∈ T , B′ ∈ T and finally A ∈ T since it is
isogenous to B′.
2.6.b. The essential image of T contains T . It suffices to show that
M(X) is in the essential image of T ifX is smooth projective irreducible
of dimension 0 or 1. Let E be the field of constants of X. If X =
SpecE, M(X) is the image of [RE/kZ→ 0]. If X is a curve, we apply
Proposition 2.5.2: by c) it suffices to show that the sheaves of b) are in
the essential image of T . We have already observed that RE/kGm[1/p]
is in the essential image of T . We then have a short exact sequence
0→ RE/kJ(X)[1/p]→ PicX/k[1/p]→ RE/kZ[1/p]→ 0.
Both the kernel and the cokernel in this extension belong to the
image of T , and the proof is complete. 
2.7. The universal realisation functor.
2.7.1. Definition. Define the universal realisation functor
Tot : Db(M1[1/p])→ DM
eff
gm,e´t
to be the composition of the equivalence of categories of Theorem 2.1.2
and the embedding d≤1DM
eff
gm,e´t → DM
eff
gm,e´t.
2.7.2. Remarks. 1) In view of Theorem 1.8.6, the equivalence of The-
orem 2.1.2, yields two “motivic” t-structures on d≤1DM
eff
gm,e´t: one with
heart tM1[1/p] and the other with heart tM1[1/p]. We shall describe
a third one, the homotopy t-structure, in Theorem 3.9.1.
2) In what follows we shall frequently commit an abuse of notation in
writing G rather that G[1/p], etc. for the image of (say) a semi-abelian
variety in DMeffgm,e´t by the functor Tot. This is to keep notation light.
A more mathematical justification is that, according to Proposition
D.1.5, the functor T is naturally isomorphic to the composition
Db(M1[1/p])→ D
b(HI
[0,1]
e´t [1/p])→ D
b(HIe´t[1/p])
→ D−(Shve´t(Sm(k))[1/p])
C∗−→ DMeff−,e´t
which (apparently) does not invert p on objects.
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3. 1-motivic sheaves and the homotopy t-structure
We recall the blanket assumption that p is inverted in all Hom
groups.
3.1. Some useful lemmas. Except for Proposition 3.1.7, this subsec-
tion is in the spirit of [53, Ch. VII].
Let G be a commutative k-group scheme, and let us write G for the
associated sheaf of abelian groups for a so far unspecified Grothendieck
topology. Let also F be another sheaf of abelian groups. We then have:
• Ext1(G,F) (an Ext of sheaves);
• H1(G,F) (cohomology of the scheme G);
• H
2
(G,F): this is the homology of the complex
F(G)
d1
→ F(G×G)
d2
→ F(G×G×G)
where the differentials are the usual ones.
3.1.1. Proposition. There is an exact sequence (defining A)
0→ A→ Ext1(G,F)
b
→ H1(G,F)
c
→ H1(G×G,F)
and an injection
0→ A
a
→ H
2
(G,F).
Proof. Let us first define the maps a, b, c:
• c is given by p∗1 + p
∗
2 − µ
∗, where µ is the group law of G.
• For b: let E be an extension of G by F . We have an exact
sequence
E(G)→ G(G)→ H1(G,F).
Then b([E ]) is the image of 1G by the connecting homomor-
phism. Alternatively, we may think of E as an F -torsor over G
by forgetting its group structure.
• For a: we have b([E ]) = 0 if and only if 1G has an antecedent
s ∈ E(G). By Yoneda, this s determines a section s : G →
E of the projection. The defect of s to be a homomorphism
gives a well-defined element of H
2
(G,F) by the usual cocycle
computation: this is a([E ]).
Exactness is checked by inspection. 
3.1.2. Remark. It is not clear whether a is surjective.
3.1.3. Proposition. Suppose that the map
F(G)⊕ F(G)
(p∗1,p
∗
2)−→ F(G×G)
is surjective. Then H
2
(G,F) = 0.
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Proof. Let γ ∈ F(G×G) be a 2-cocycle. We may write γ = p∗1α+p
∗
2β.
The cocycle condition implies that α and β are constant. Hence γ is
constant, and it is therefore a 2-coboundary (of itself). 
3.1.4. Example. F locally constant, G smooth, the topology = the
e´tale topology. Then the condition of Proposition 3.1.3 is verified. We
thus get an isomorphism
Ext1(G,F)
∼
−→ H1e´t(G,F)mult
with the group of multiplicative classes in H1e´t(G,F).
3.1.5. Lemma. Let G be a semi-abelian k-variety and L a locally
constant Z-constructible e´tale sheaf with torsion-free geometric fibres.
Then Ext1(G,L) = 0.
Proof. By the Ext spectral sequence, it suffices to show thatHom (G,L)
= Ext (G,L) = 0. This reduces us to the case L = Z. Then the first
vanishing is obvious and the second follows from Example 3.1.4. 
3.1.6. Lemma. Let E ∈ Ext1(G,Gm) and let g ∈ G(k). Denote by τg
the left translation by g. Then τ ∗g b(E) = b(E). Here b is the map of
Proposition 3.1.1.
Proof. By Hilbert’s theorem 90, g lifts to an e ∈ E(k). Then τe induces
a morphism from the Gm-torsor b(E) to the Gm-torsor τ
∗
g b(E): this
morphism must be an isomorphism. 
For the proof of Theorem 3.3.1 below we shall need the case i = 2 of
the following proposition, which unfortunately cannot be proven with
the above elementary methods.
3.1.7. Proposition. Let G be a smooth commutative algebraic k-group
and L a discrete k-group scheme. Let A = Shve´t(Sm(k)) be the cat-
egory of abelian e´tale sheaves on the category of smooth k-varieties.
Then, for any i ≥ 2, the group ExtiA(G,L) is torsion.
Proof. Considering the connected part G0 of G, we reduce to the case
where G is connected, hence geometrically connected. We now turn
to the techniques of [15]4: using essentially the Eilenberg-Mac Lane
spectrum associated to G, Breen gets two spectral sequences ′Ep,qr and
′′Ep,qr converging to the same abutment, with
• ′′Ep,12 = Ext
p
A(G,L);
• ′′Ep,q2 is torsion for q 6= 1;
• ′Ep,q2 is the p-th cohomology group of a complex involving terms
of the form Hqe´t(G
a, L).
4We thank L. Illusie for pointing out this reference.
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(In [15], Breen works with the fppf topology but his methods carry
over here without any change: see remark in loc. cit. top of p. 34.)
It follows from [18, (2.1)] that Hqe´t(G
a, L) is torsion for any q > 0: to
see this easily, reduce to the case where L is constant by a transfer
argument involving a finite extension of k. Hence ′Ep,q2 is torsion for
q > 0. On the other hand, since G is geometrically connected, so are
its powers Ga, which implies that H0(Ga, L) = H0(k, L) for any a.
Since the complex giving ′E∗,02 is just the bar complex, we get that
′E0,02 = L(k) and
′Ep;02 = 0 for p > 0. Thus all degree > 0 terms of the
abutment are torsion, and the conclusion follows. 
3.2. 1-motivic sheaves.
3.2.1. Definition. An e´tale sheaf F on Sm(k) is 1-motivic if there is
a morphism of sheaves
(3.1) G
b
→ F
where G is a semi-abelian variety and Ker b,Coker b are discrete (see
Definition 1.1.1).
We denote by Shv0 the full subcategory of Shve´t(Sm(k))[1/p] consisting
of discrete sheaves and by Shv1 the full subcategory of Shve´t(Sm(k))[1/p]
consisting of 1-motivic sheaves.
3.2.2. Remark. The category Shv0 is equivalent to the category
tM0[1/p]
of Definition 1.1.1.
3.2.3. Proposition. a) In Definition 3.2.1 we may choose b such that
Ker b is torsion-free: we then say that b is normalised.
b) Given two 1-motivic sheaves F1,F2, normalised morphisms bi : Gi →
Fi and a map ϕ : F1 → F2, there exists a unique homomorphism of
group schemes ϕG : G1 → G2 such that the diagram
G1
b1−−−→ F1
ϕG
y ϕy
G2
b2−−−→ F2
commutes.
c) Given a 1-motivic sheaf F , a pair (G, b) with b normalised is uniquely
determined by F .
d) The categories Shv0 and Shv1 are exact abelian subcategories of
Shve´t(Sm(k)).
Proof. a) If Ker b is not torsion-free, simply divide G by the image of
its torsion.
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b) We want to construct a commutative diagram
(3.2)
0 −−−→ L1
a1−−−→ G1
b1−−−→ F1
c1−−−→ E1 −−−→ 0
ϕL
y ϕGy ϕy ϕEy
0 −−−→ L2
a2−−−→ G2
b2−−−→ F2
c2−−−→ E2 −−−→ 0
where Li = Ker bi and Ei = Coker bi. It is clear that c2ϕb1 = 0: this
proves the existence of ϕE. We also get a homomorphism of sheaves
G1 → G2/L2, which lifts to ϕG : G1 → G2 by Lemma 3.1.5, hence ϕL.
From the construction, it is clear that ϕE is uniquely determined by
ϕ and that ϕL is uniquely determined by ϕG. It remains to see that
ϕG is unique. Let ϕ
′
G be another choice. Then b2(ϕG−ϕ
′
G) = 0, hence
(ϕG − ϕ
′
G)(G1) ⊆ L2, which implies that ϕG = ϕ
′
G.
c) Follows from b).
d) The case of Shv0 is obvious. For Shv1, given a map ϕ as in b), we
want to show that F3 = Kerϕ and F4 = Cokerϕ are 1-motivic. Let
G3 = (KerϕG)
0 and G4 = CokerϕG: we get induced maps bi : Gi → Fi
for i = 3, 4. An easy diagram chase shows that Ker bi and Coker bi are
both discrete. 
Here is an extension of Proposition 3.2.3 which elucidates the struc-
ture of Shv1 somewhat:
3.2.4. Theorem. a) Let SAb be the category of semi-abelian k-varie-
ties. Then the inclusion functor
SAb→ Shv1
G 7→ G
has a right adjoint/left inverse γ; the counit of this adjunction is given
by (3.1) (with b normalised). The functor γ is faithful and “exact up
to isogenies”. For a morphism ϕ ∈ Shv1, γ(ϕ) = ϕG is an isogeny
if and only if Kerϕ and Cokerϕ ∈ Shv0. In particular, γ induces an
equivalence of categories
Shv1 / Shv0
∼
−→ SAb⊗Q
where SAb⊗Q is the category of semi-abelian varieties up to isogenies.
b) The inclusion functor Shv0 → Shv1 has a left adjoint/left inverse
π0; the unit of this adjunction is given by Coker b in (3.1). The right
exact functor
(π0)Q : Shv1 → Shv0⊗Q
has one left derived functor (π1)Q given by Ker b in (3.1).
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Proof. a) The only delicate thing is the exactness of γ up to isogenies.
This means that, given a short exact sequence 0→ F ′ → F → F ′′ → 0
of 1-motivic sheaves, the sequence
0→ γ(F ′)→ γ(F)→ γ(F ′′)→ 0
is half exact and the middle homology is finite. This follows from a
chase in the diagram
0 −−−→ L′
a′
−−−→ G′
b′
−−−→ F ′
c′
−−−→ E ′ −−−→ 0y y y y
0 −−−→ L
a
−−−→ G
b
−−−→ F
c′
−−−→ E −−−→ 0y y y y
0 −−−→ L′′
a′′
−−−→ G′′
b′′
−−−→ F ′′
c′′
−−−→ E ′′ −−−→ 0
of which we summarize the main points: (1)G′ → G is injective because
its kernel is the same as Ker(L′ → L). (2) G→ G′′ is surjective because
(i) Hom(G′′ → Coker(E ′ → E)) = 0 and (ii) if L′′ → Coker(G→ G′′) is
onto, then this cokernel is 0. (3) The middle homology is finite because
the image of Ker(G′ → G)→ E ′ must be finite.
In b), the existence and characterisation of (π1)Q follows from the
exactness of γ in a). 
3.2.5. Remark. One easily sees that π1 does not exist integrally. Rather,
it exists as a functor to the category of pro-objects of Shv0. (Actually
to a finer subcategory: compare [55].)
3.3. Extensions of 1-motivic sheaves. The aim of this subsection
is to prove:
3.3.1. Theorem. The categories Shv0 and Shv1 are thick in the abelian
category Shve´t(Sm(k))[1/p].
Proof. For simplicity, let us write A := Shve´t(Sm(k))[1/p] as in Propo-
sition 3.1.7. The statement is obvious for Shv0. Let us now show that
Shv1 is closed under extensions in A. Let F1,F2 be as in (3.2) (no map
given between them). We have to show that the injection
(3.3) Ext1Shv1(F2,F1) →֒ Ext
1
A(F2,F1)
is surjective. This is certainly so in the following special cases:
(1) F1 and F2 are semi-abelian varieties;
(2) F2 is semi-abelian and F1 is discrete (see Example 3.1.4).
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For m > 1, consider
Fm = Coker(L1
(a1,m)
−→ G1 ⊕ L1)
so that we have two exact sequences
0 −−−→ G1
(1G1 ,0)−−−−→ Fm −−−→ L1/m −−−→ 0
0 −−−→ L1
(a1,0)
−−−→ Fm −−−→ G1/L1 ⊕ L1/m −−−→ 0.
The first one shows that (3.3) is surjective for (F2,F1) = (G2,F
m).
Let us now consider the commutative diagram with exact rows associ-
ated to the second one, for an unspecified m:
(3.4)
Ext1Shv1(G2,F
m)→Ext1Shv1(G2, G1/L1 ⊕ L1/m)−→Ext
2
Shv1(G2, L1)
≀
y y y
Ext1A(G2,F
m) → Ext1A(G2, G1/L1 ⊕ L1/m)
δm
−→ Ext2A(G2, L1).
Note that the composition
Ext1A(G2, G1/L1)→ Ext
1
A(G2, G1/L1 ⊕ L1/m)
δm
−→ Ext2A(G2, L1)
coincides with the boundary map δ associated to the exact sequence
0→ L1 → G1 → G1/L1 → 0.
Let e ∈ Ext1A(G2, G1/L1). By Proposition 3.1.7, f = δ(e) is tor-
sion. Choose now m such that mf = 0. Then there exists e′ ∈
Ext1A(G2, L1/m) which bounds to f via the Ext exact sequence as-
sociated to the exact sequence of sheaves
0→ L1
m
→ L1 → L1/m→ 0.
Since δm(e,−e′) = 0, (3.4) shows that (e,−e′) comes from the left,
which shows that (3.3) is surjective for (F2,F1) = (G2, G1/L1).
By Lemma 3.1.5, in the commutative diagram
Ext1Shv1(G2, G1/L1) −−−→ Ext
1
Shv1
(G2,F1)
≀
y y
Ext1A(G2, G1/L1) −−−→ Ext
1
A(G2,F1)
the horizontal maps are isomorphisms. Hence (3.3) is surjective for
F2 = G2 and any F1.
To conclude, let F be an extension of F2 by F1 in A. By the above,
F ′ := b∗2F is 1-motivic as an extension of G2 by F1, and we have an
exact sequence
0→ L2 → F
′ → F → E2 → 0.
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Let b′ : G → F ′ be a normalised map (in the sense of Proposition
3.2.3) from a semi-abelian variety to F ′ and let b : G → F be its
composite with the above map. It is then an easy exercise to check
that Ker b and Coker b are both discrete. Hence F is 1-motivic. 
3.3.2. Remark. We may similarly define 1-motivic sheaves for the fppf
topology over Spec k; as one easily checks, all the above results hold
equally well in this context. This is also the case for §3.7 below.
In fact, let Shvfppf1 be the Z[1/p]-linear category of fppf 1-motivic
sheaves and π : (Spec k)fppf → Sm(k)e´t be the projection functor. Then
the functors π∗ and π∗ induce quasi-inverse equivalences of categories
between Shv1 and Shv
fppf
1 . Indeed it suffices to check that π∗π
∗ is nat-
urally isomorphic to the identity on Shv1: if F ∈ Shv1 and we consider
its normalised representation, then in the commutative diagram
0 −−−→ L −−−→ G −−−→ F −−−→ E −−−→ 0y y y y
0 −−−→ π∗π
∗L −−−→ π∗π
∗G −−−→ π∗π
∗F −−−→ π∗π
∗E −−−→ 0
the first, second and fourth vertical maps are isomorphisms and the
lower sequence is still exact: both facts follow from [40, p. 14, Th.
III.3.9].
In particular the restriction of π∗ to Shv
fppf
1 is exact. Actually,
(Rqπ∗)| Shvfppf1
= 0 for q > 0 (use same reference).
3.4. A basic example.
3.4.1. Proposition. Let X ∈ Sm(k). Then the sheaf PicX/k is 1-
motivic.
Proof. Suppose first that X is smooth projective. Then PicX/k is an
extension of the discrete sheaf NSX/k (Ne´ron-Severi) by the abelian
variety Pic0X/k (Picard variety).
In general, we apply de Jong’s theorem [27, Th. 4.1]: there exists a
diagram
U˜ −−−→ X
p
y
U −−−→ X
where the horizontal maps are open immersions, X is smooth projec-
tive and the vertical map is finite e´tale. Then we get a corresponding
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diagram of Pics
PicU˜/k ←−−− PicX/k
p∗
x
PicU/k ←−−− PicX/k .
The horizontal morphisms are epimorphisms and their kernels are
lattices. This already shows by Proposition 3.2.3 d) that PicU˜/k ∈ Shv1.
Consider the Cˇech spectral sequence associated to the e´tale cover p.
It yields an exact sequence
0→ Hˇ1(p,H0e´t(U˜ ,Gm))→ PicU/k → Hˇ
0(p,PicU˜/k)
→ Hˇ2(p,H0e´t(U˜ ,Gm)).
All the Hˇ i are cohomology sheaves of complexes of objects of the
abelian category Shv1, hence belong to Shv1; it then follows from The-
orem 3.3.1 that PicU/k ∈ Shv1, as well as PicX/k. 
3.5. Application: the Ne´ron-Severi group of a smooth scheme.
3.5.1. Definition. Let X ∈ Sm(k).
a) Suppose that k is algebraically closed. Then we write NS(X) for the
group of cycles of codimension 1 on X modulo algebraic equivalence.
b) In general, we define NSX/k as the e´tale sheaf on Sm(k) given by
NSX/k(U) = NS(X ×k k(U))
G
where U ∈ Sm(k) is irreducible, k(U) is a separable closure of k(U)
and G = Gal(k(U)/k(U)).
3.5.2. Proposition. The natural map e : PicX/k → NSX/k identifies
NSX/k with π0(PicX/k) (cf. Theorem 3.2.4 b)). In particular, NSX/k ∈
Shv0.
Proof. It is well-known that cycles modulo algebraic equivalence are
invariant by extension of algebraically closed base field. By Proposition
3.6.2 b), this implies that e induces a map e : π0(PicX/k) → NSX/k,
which is evidently epi. But let Pic0X/k = Ker e: by [12, Lemma 7.10],
Pic0(Xk) = Pic
0
X/k(k) is divisible, which forces e to be an isomorphism.

3.5.3. Remark. In particular, NS(X) is finitely generated if k is al-
gebraically closed: this was proven in [29, Th. 3] in a quite different
way.
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3.6. Technical results on 1-motivic sheaves.
3.6.1. Proposition. The functor
ev : Shv1 → Ab
F 7→ F(k)
to the category Ab of abelian groups is faithful, hence (cf. [14, Ch. 1,
p. 44, prop. 1]) “faithfully exact”: a sequence E is exact if and only if
ev(E) is exact.
Proof. The exactness of ev is clear. For faithfulness, let ϕ : F1 → F2
be such that ev(ϕ) = 0. In ev(3.2), we have ϕG(G1(k)) ⊆ L2(k);
since the former group is divisible and the latter is finitely generated,
ev(ϕG) = 0. Hence ϕG = 0. On the other hand, ev(ϕE) = 0, hence
ϕE = 0. This implies that ϕ is of the form ψc1 for ψ : E1 → F2. But
ev(ψ) = 0, which implies that ψ = 0. 
The following strengthens Theorem 3.2.4 b):
3.6.2. Proposition. a) Let G be a commutative algebraic k-group and
let E be a Gal(k/k)-module, viewed as an e´tale sheaf over Sm(k) (E
is not supposed to be constructible). Then Hom(G,E) = 0.
b) Let F ∈ Shv1 and E as in a). Then any morphism F → E factors
canonically through π0(F).
Proof. a) Thanks to Proposition 3.6.1 we may assume k algebraically
closed. By Yoneda, Hom(G,E) is a subgroup of E(G) (it turns out
to be the subgroup of multiplicative sections but we don’t need this).
Since E(k)
∼
−→ E(G), any homomorphism from G to E is constant,
hence 0.
b) follows immediately from a) and Proposition 3.2.3. 
3.6.3. Lemma. Let F ∈ Shv1, K a separably closed extension of k
and M/K an algebraic extension. Then the map F(K) → F(M) is
injective.
Proof. Consider a normalised representation of F :
(3.5) 0→ L→ G
b
→ F → E → 0.
The lemma then follows from an elementary chase in the diagram:
0 −−−→ L(K) −−−→ G(K) −−−→ F(K) −−−→ E(K) −−−→ 0
≀
y monoy y ≀y
0 −−−→ L(M) −−−→ G(M) −−−→ F(M) −−−→ E(M) −−−→ 0.

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3.6.4. Definition. We denote by tAbS(k) = tAbS the Z[1/p]-linear
category of commutative k-group schemes G such that G0 is semi-
abelian and π0(G) is discrete. An object of
tAbS is called a semi-abelian
scheme with torsion.
3.6.5. Proposition. The functor
tAbS→ Shv1
G 7→ G
has a left adjoint/left inverse Ω.
Proof. Let F ∈ Shv1 with normalised representation (3.5). As the set
of closed subgroups of H ⊆ G is Artinian, there is a minimal H such
that the composition
L→ G→ G/H
is trivial. Then F/b(H) represents an object Ω(F) of tAbS and it
follows from Proposition 3.2.3 b) that the universal property is satisfied.
(In other words, Ω(F) is the quotient of F by the Zariski closure of L
in G.) 
3.6.6. Proposition. Let f : F1 → F2 be a morphism in Shv1. Assume
that for any n > 1 prime to p, f is an isomorphism on n-torsion and
injective on n-cotorsion. Then f is injective with lattice cokernel. If f
is even bijective on n-cotorsion, it is an isomorphism.
Proof. a) We first treat the special case where F1 = 0. Consider mul-
tiplication by n on the normalised presentation of F2:
0 −−−→ L −−−→ G −−−→ F2 −−−→ E −−−→ 0
nL
y nGy ny nEy
0 −−−→ L −−−→ G −−−→ F2 −−−→ E −−−→ 0.
Since L is torsion-free, nG is injective for all n, hence G = 0 and
F2 = E. If moreover multiplication by n is surjective for any n, we
have F2 = 0 since E is finitely generated.
b) The general case. Split f into two short exact sequences:
0→ K → F1 → I → 0
0→ I → F2 → C → 0.
We get torsion/cotorsion exact sequences
0→ nK → nF1 → nI → K/n→ F1/n→ I/n→ 0
0→ nI → nF2 → nC → I/n→ F2/n→ C/n→ 0.
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A standard diagram chase successively yields nK = 0, nF1
∼
−→
nI
∼
−→ nF2, F1/n
∼
−→ I/n, K/n = 0 and nC = 0. By a), we find
K = 0 and C a lattice, which is what we wanted. 
3.7. Presenting 1-motivic sheaves by group schemes. In this
subsection, we give another description of the category Shv1; it will
be used in the next subsection.
3.7.1. Definition. Let AbS be the Z[1/p]-linear category of commu-
tative k-group schemes G such that π0(G) is a lattice and G
0 is a
semi-abelian variety (it is a full subcategory of tAbS). We denote by
Seff1 the full subcategory of
tAbS[−1,0] consisting of those complexes
F· = [F1 → F0] such that
(i) F1 is discrete (i.e. in
tM0);
(ii) F0 is of the form L0 ⊕G, with L0 ∈
tM0 and G ∈ SAb;
(iii) F1 → F0 is a monomorphism;
(iv) Ker(F1 → L0) is free.
We call Seff1 the category of presentations.
We shall view Seff1 as a full subcategory of Shv
[−1,0]
1 via the functor
G 7→ G which sends a group scheme to the associated representable
sheaf. In this light, F· may be viewed as a presentation of F := H0(F·).
In the next definition, quasi-isomorphisms are also understood from
this viewpoint.
3.7.2. Definition. We denote by Σ the collection of quasi-isomorph-
isms of Seff1 , by S
eff
1 the homotopy category of S
eff
1 (Hom groups quo-
tiented by homotopies) and by S1 = Σ
−1S
eff
1 the localisation of S
eff
1
with respect to (the image of) Σ.
The functor F· 7→ H0(F·) induces a functor
(3.6) h0 : S1 → Shv1 .
Let F· = (F1, L0, G) be a presentation of F ∈ Shv1. Let L =
Ker(F1 → L0) and E = Coker(F1 → L0). Then we clearly have an
exact sequence
(3.7) 0→ L→ G→ F → E → 0.
3.7.3. Lemma. Let F· = (F1, L0, G) ∈ S
eff
1 . Then, for any finite Galois
extension ℓ/k such that L0 is constant over ℓ, there exists a q.i. F˜· → F·,
with F˜· = [F˜1
u0→ L˜0 ⊕ G] such that u0 is diagonal and L˜0 is a free
Gal(ℓ/k)-module.
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Proof. Just take for L˜0 a free module projecting onto L0 and for F˜1 →
L˜0 the pull-back of F1 → L0. 
3.7.4. Lemma. The set Σ admits a calculus of right fractions within
S
eff
1 in the sense of (the dual of) [20, Ch. I, §2.3].
Proof. The statement is true by Lemma A.2.2 if we replace Seff1 by
Shv
[−1,0]
1 ; but one easily checks that the constructions in the proof of
Lemma A.2.2 preserve Seff1 . 
3.7.5. Proposition. The functor h0 of (3.6) is an equivalence of cat-
egories. In particular, S1 is abelian.
Proof. Step 1. h0 is essentially surjective. Let F ∈ Shv1 and let (3.7)
be the exact sequence attached to it by Proposition 3.2.3 b). We shall
construct a presentation of F· from (3.7). Choose elements f1, . . . , fr ∈
F(k) whose images generate E(k). Let ℓ/k be a finite Galois extension
such that all fi belong to F(ℓ), and let Γ = Gal(ℓ/k). Let L˜0 = Z[Γ]
r
and define a morphism of sheaves L˜0 → F by mapping the i-th basis
element to fi. Then Ker(L˜0 → E) maps to G/L. Let M0 be the kernel
of this morphism, and let L0 = L˜0/M0. Then L˜0→→E factors into a
morphism L0→→E, whose kernel K injects into G/L.
Pick now elements g1, . . . , gs ∈ G(k) whose image in G(k)/L(k) gen-
erate the image of K(k), and gs+1, . . . , gt ∈ G(k) be generators of the
image of L(k). Let ℓ′/k be a finite Galois extension such that all the
gi belong to G(ℓ
′), and let Γ′ = Gal(ℓ′/k). Let F˜1 = Z[Γ
′]t, and define
a map f : F˜1 → G by mapping the i-th basis element to gi. By con-
struction, f−1(L) = Ker(F˜1→→K) and f
′ : f−1(L) → L is onto. Let
M1 be the kernel of f
′ and F1 = F˜1/M1: then F˜1 → K factors through
F1 and Ker(F1→→K) = Ker(F1 → L0)
∼
−→ L. In particular, condition
(iii) of Definition 3.7.1 is verified.
Step 2. h0 is faithful. Let f : F· → F
′
· be a map in S1 such that
h0(f) = 0. By Lemma 3.7.4, we may assume that f is an effective
map (i.e. comes from Seff1 ). We have f(L0 ⊕G) ⊆ Im(L
′
1 → L
′
0 ⊕G
′),
hence f|G = 0 and f(L0) is contained in Im(L
′
1 → L
′
0 ⊕ G
′). Pick a
finite Galois extension ℓ/k such that L0 and L
′
1 are constant over ℓ. By
Lemma 3.7.3, take a q.i.u : [F˜1 → L˜0] → [F1 → L0] such that L˜0 is
Gal(ℓ/k)-free. Then the composition L˜0 → L0 → Im(L
′
1 → L
′
0 ⊕ G
′)
lifts to a map s : L˜0 → L
′
1, which defines a homotopy between 0 and
fu.
Step 3. h0 is full. Let F·, F
′
· ∈ S1 and let ϕ : F → F
′, where
F = h0(F·) and F
′ = h0(F
′
· ). In particular, we get a map ϕG : G→ G
′
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and a map ψ : L0 → L
′
0 ⊕ G
′/F ′1. Let ℓ/k be a finite Galois extension
such that F ′1 is constant over ℓ. Pick a q.i.u : F˜· → F· as in Lemma 3.7.3
such that L˜0 isGal(ℓ/k)-free. Then ψ◦u lifts to a map ψ˜ : L˜0 → L
′
0⊕G
′.
The map
f = (ψ˜, ϕG) : L˜0 ⊕G→ L
′
0 ⊕G
′
sends F˜1 into F
′
1 by construction, hence yields a map f : F˜· → F
′
· such
that h0(fu
−1) = ϕ. 
3.7.6. Corollary. The obvious functor
S1 → D
b(Shv1)
is fully faithful.
Proof. The composition of this functor with H0 is the equivalence h0
of Proposition 3.7.5. Therefore it suffices to show that the restriction
of H0 to the image of S1 is faithful. This is obvious, since the objects
of this image are homologically concentrated in degree 0. 
3.8. The transfer structure on 1-motivic sheaves. Recall the cat-
egory AbS from Definition 3.7.1. Lemma 1.3.2 provides a functor
ρ : AbS→ HIe´t[1/p].
The aim of this subsection is to prove:
3.8.1. Proposition. This functor extends to a full embedding
ρ : Shv1 →֒ HIe´t[1/p]
where HIe´t is the category of Definitions 1.3.1 and D.1.2. This functor
is exact with thick image (i.e. stable under extensions).
Proof. By Proposition 3.7.5, it suffices to construct a functor ρ : S1 →
HIe´t[1/p]. First define a functor ρ˜ : S
eff
1 → HIe´t[1/p] by
ρ˜([F1 → F0]) = Coker(ρ(F1)→ ρ(F0)).
Note that the forgetful functor f : HIe´t → Shve´t(Sm(k)) is faithful
and exact, hence conservative. This first gives that ρ˜ factors into the
desired ρ.
Proposition 3.2.3 d) says that fρ is (fully faithful and) exact. Since
f is faithful, ρ is fully faithful and exact.
It remains to show that ρ is thick. Recall that Shv1 is thick in
Shve´t(Sm(k))[1/p] by Theorem 3.3.1. Since f is exact, we are then left
to show:
3.8.2. Lemma. The transfer structure on a sheaf F ∈ Shv1 is unique.
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Proof. Let µ be the transfer structure on F given by the beginning of
the proof of Proposition 3.8.1, and let µ′ be another transfer structure.
Thus, for X, Y ∈ Sm(k), we have two homomorphisms
µ, µ′ : F(X)⊗ c(Y,X)→ F(Y )
and we want to show that they are equal. We may clearly assume that
Y is irreducible.
Let F = k(Y ) be the function field of Y . Since F is a homotopy in-
variant Zariski sheaf with transfers, the map F(Y )→ F(F ) is injective
by [62, Cor. 4.19]. Thus we may replace Y by F .
Moreover, it follows from the fact that F is an e´tale sheaf and from
Lemma 3.6.3 that F(F ) →֒ F(F ), where F is an algebraic closure of
F . Thus, we may even replace Y by F .
Then the group c(Y,X) is replaced by c(F ,X) = Z0(XF ). Since
F is algebraically closed, all closed points of XF are rational, hence
all finite correspondences from SpecF to X are linear combinations of
morphisms. Therefore µ and µ′ coincide on them. 
This concludes the proof of Proposition 3.8.1. 
3.9. 1-motivic sheaves and DM. Recall from Definition D.1.2 the
subcategory HIse´t ⊂ HIe´t of strictly homotopy invariant e´tale sheaves
with transfers: this is a full subcategory of DMeff−,e´t. By Proposition
D.1.4, we have
HIse´t = {F ⊗Z Z[1/p] | F ∈ HIe´t}.
The introduction of Shv1 is now made clear by the following
3.9.1. Theorem. Let Shvs1 ⊆ HI
s
e´t be the full subcategory image of Shv1
by the functor F 7→ F [1/p] of Lemma D.1.3. Then Shv1 → Shv
s
1 is
an equivalence of categories. Moreover, let M ∈ d≤1DM
eff
gm,e´t. Then
for all i ∈ Z, Hi(M) ∈ Shv
s
1. In particular, there is a t-structure
on d≤1DM
eff
gm,e´t, with heart Shv
s
1; it is induced by the homotopy t-
structure of Corollary D.3.3 on DMefffr,e´t (see Definition D.2.1 and The-
orem D.2.2).
Proof. The first assertion is clear since HIse´t → HIe´t → HIe´t[1/p] is an
equivalence of categories by Proposition D.1.4. By Proposition 3.2.3
d), we reduce to the case M = M(C), C
p
→ Spec k a smooth projective
curve. By Proposition 2.5.2, the cohomology sheaves of M(C) belong
to Shvs1: for H
1 this is clear and for H2 it is a (trivial) special case of
Proposition 3.4.1. 
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Note that the functor M1 → HI
[0,1]
e´t refines to an functor M1 →
Shv
[0,1]
1 , hence, using Lemma A.2.1 again, we get a composed triangu-
lated functor
(3.8) tot : Db(M1[1/p])→ D
b(Shv
[0,1]
1 )→ D
b(Shv1)
refining the one from Lemma 2.2.1 (same proof). We then get:
3.9.2. Corollary. The two functors
Db(M1[1/p])
tot
−−−→ Db(Shv1)→ d≤1DM
eff
gm,e´t
are equivalences of categories.
Proof. For the composition, this is Theorem 2.1.2. This implies that
the second functor is full and essentially surjective, and to conclude, it
suffices by Lemma A.1.1 to see that it is conservative. But this follows
immediately from Theorem 3.9.1. Note that by Proposition D.1.4 we
have that Shvs1 ≃ Shv1 (see Theorem 3.9.1 for the definition of Shv
s
1).

3.9.3. Definition. We call the t-structure defined on Db(M1[1/p]) or
on d≤1DM
eff
gm,e´t by Corollary 3.9.2 the homotopy t-structure.
3.9.4. Remark (cf. §1.9). In [8], A. Bertapelle defines an integral ver-
sion of the category Shvfppf1 of Remark 3.3.2 and constructs an equiva-
lence of categories
Db(M1) ≃ D
b(Shvfppf1 )
without inverting p (not going via DM). Hence the homotopy t-structure
of Definition 3.9.3 exists integrally.
3.10. Comparing t-structures. In this subsection, we want to com-
pare the homotopy t-structure of Definition 3.9.3 with the motivic t-
structure of Theorem 1.6.1 a).
Let C ∈ Db(M1[1/p]). Recall from 1.8.7 the notation
tHn(C) ∈
tM1[1/p] for its homology relative to the torsion 1-motivic t-structure
from Theorem 1.6.1. We also write Hn(C) ∈ Shv1 for its cohomology
objects of relative to the homotopy t-structure.
Consider the functor tot of (3.8). Let F be a 1-motivic sheaf and
(G, b) its associated normalised pair (see Proposition 3.2.3 a)). Let
L = Ker b and E = Coker b. In Db(M1[1/p]), we have an exact triangle
[L→ G][1]→ tot−1(F)→ [E → 0]
+1
→
(see Corollary 3.9.2). This shows:
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3.10.1. Lemma. We have
tH0(tot
−1(F)) = [E → 0]
tH1(tot
−1(F)) = [L→ G]
tHq(tot
−1(F)) = 0 for q 6= 0, 1. 
On the other hand, given a 1-motive (with torsion or cotorsion)M =
[L
f
→ G], we clearly have
H0(M) = Ker f
H1(M) = Coker f(3.9)
Hq(M) = 0 for q 6= 0, 1.
by considering it as a complex of length 1 of 1-motivic sheaves.
In particular, tM1[1/p] ∩ Shv1 = Shv0,
tM1[1/p] ∩ Shv1[−1] con-
sists of quotients of semi-abelian varieties by discrete subsheaves and
tM1[1/p] ∩ Shv1[q] = 0 for q 6= 0,−1.
Here is a more useful result relating Hi with the two motivic t-
structures:
3.10.2. Proposition. Let C ∈ Db(M1[1/p]); write [Li
ui→ Gi] for
tHi(C) and [L
i u
i
→ Gi] for tH i(C)5. Then we have exact sequences
in Shv1:
· · · → Li+1
ui+1
→ Gi+1 → Hi(C)→ Li
ui→ Gi → . . .
· · · → Li−1
ui−1
→ Gi−1 →Hi(C)→ Li
ui
→ Gi → . . .
Proof. For the first one, argue by induction on the length of C with
respect to the motivic t-structure with heart tM1[1/p] (the case of
length 0 is (3.9)). For the second one, same argument with the other
motivic t-structure. 
Note finally that the homotopy t-structure is far from being invariant
under Cartier duality: this can easily be seen by using Proposition
3.7.5.
4. Comparing two dualities
In this section, we show that the classical Cartier duality for 1-
motives is compatible with a “motivic Cartier duality” on triangulated
motives, described in Definition 4.4.2 below.
5Note that (Li, Gi) and (L
i, Gi) are determined only up to the relevant q.i. ’s.
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4.1. Biextensions of 1-motives. This material is presumably well-
known to experts, and the only reason why we write it up is that we
could not find it in the literature. Exceptionally, we put 1-motives in
degrees −1 and 0 in this subsection and in the next one, for compati-
bility with Deligne’s conventions in [16].
Recall (see [16, §10.2]) that forM1 = [L1
u1→ G1] andM2 = [L2
u2→ G2]
two complexes of abelian sheaves over some site S, concentrated in
degrees −1 and 0, a biextension of M1 and M2 by an abelian sheaf
H is given by a (Grothendieck) biextension P of G1 and G2 by H
and a pair of compatible trivializations of the biextensions of L1 ×G2
and G1 × L2 obtained by pullbacks. Let Biext(M1,M2;H) denote the
group of isomorphism classes of biextensions. We have the following
fundamental formula (see [16, §10.2.1]):
(4.1) Biext(M1,M2;H) = Ext
1
S(M1
L
⊗M2, H).
Suppose now that M1 and M2 are two Deligne 1-motives. Since G1
and G2 are smooth, we may compute biextensions by using the e´tale
topology. Hence, we shall take here
S = Sm(k)e´t.
Let M∗2 denote the Cartier dual of M2 as constructed by Deligne
(see [16, §10.2.11] and [5, §0]) along with the Poincare´ biextension
PM2 ∈ Biext(M2,M
∗
2 ;Gm). We also have the transpose
tPM2 = PM∗2 ∈
Biext(M∗2 ,M2;Gm). Pulling back
tPM2 yields a map
γM1,M2 : Hom(M1,M
∗
2 )→ Biext(M1,M2;Gm)(4.2)
ϕ 7→ (ϕ× 1M1)
∗(tPM2)
which is clearly additive and natural in M1.
4.1.1. Proposition. The map γM1,M2 yields a natural equivalence of
functors from 1-motives to abelian groups, i.e. the functor
M1 7→ Biext(M1,M2;Gm)
on 1-motives is representable by the Cartier dualM∗2 . Moreover, γM1,M2
is also natural in M2.
Proof. We start with a few lemmas:
4.1.2. Lemma. For q ≤ 0, we have
Homk(M1
L
⊗M2,Gm[q]) = 0.
Proof. For q < 0 this is trivial and for q = 0 this is [16, Lemma
10.2.2.1]. 
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4.1.3. Lemma. Let k be an algebraic closure of k and G = Gal(k/k).
Then
Homk(M1,M
∗
2 )
∼
−→ Homk(M1,M
∗
2 )
G
Biextk(M1,M2;Gm)
∼
−→ Biextk(M1,M2;Gm)
G.
Proof. The first isomorphism is obvious. For the second, thanks to
(4.1) we may use the spectral sequence
Hp(G,Homk(M1
L
⊗M2,Gm[q]))⇒ Homk(M1
L
⊗M2,Gm[p+ q]).
(This is the only place in the proof of Proposition 4.1.1 where we
shall use (4.1).) The assertion then follows from Lemma 4.1.2. 
Lemma 4.1.3, reduces the proof of Proposition 4.1.1 to the case where
k is algebraically closed, which we now assume. The following is a
special case of this proposition:
4.1.4. Lemma. The map γM1,M2 is an isomorphism when M1 and M2
are abelian varieties A1 and A2, and is natural in A2.
Again this is certainly well-known and mentioned explicitly as such
in [SGA7, VII, p. 176, (2.9.6.2)]. Unfortunately we have not been
able to find a proof in the literature, so we provide one for the reader’s
convenience.
Proof. We shall use the universal property of the Poincare´ bundle [42,
Th. p. 125]. Let P ∈ Biext(A1, A2). Then
(1) P|A1×{0} is trivial;
(2) P|{a}×A2 ∈ Pic
0(A2) for all a ∈ A1(k).
Indeed, (1) follows from the multiplicativity of P on the A2-side. For
(2) we offer two proofs (note that they use multiplicativity on different
sides):
• By multiplicativity on the A1-side, a 7→ P|{a}×A2 gives a homo-
morphism A1(k) → Pic(A2). Composing with the projection
to NS(A2) gives a homomorphism from a divisible group to a
finitely generated group, which must be trivial.
• (More direct but more confusing): we have to prove that
T ∗b P|{a}×A2 = P|{a}×A2 for all b ∈ A2(k). Using simply a to
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denote the section Spec k → A1 defined by a, we have a com-
mutative diagram
A2
a×1A2−−−−→ A1 × A2
Tb
y y1A1×Tb
A2
a×1A2−−−−→ A1 × A2.
Let π1 : A1 → Spec k and π2 : A2 → Spec k be the two
structural maps. Then by multiplicativity on the A2-side, an
easy computation gives
(1A1 × Tb)
∗P = P ⊗ (1A1 × (π2 ◦ b))
∗ P.
Applying (a× 1A2)
∗ to this gives the result since (a× 1A2)
∗ ◦
(1A1 × (π2 ◦ b))
∗ P = π∗A2Pa,b is trivial.
By the universal property of the Poincare´ bundle, there exists a
unique morphism6 f : A1 → A
′
2 such that P ≃ (f × 1A2)
∗(tPA2). It
remains to see that f is a homomorphism: for this it suffices to show
that f(0) = 0. But
OA2 ≃ P|{0}×A2 = (0× 1A2)
∗ ◦ (f × 1A2)
∗(tPA2)
= (f(0)× 1A2)
∗(tPA2) = (PA2)|A2×{f(0)} = f(0)
where the first isomorphism holds by multiplicativity of P on the A1-
side.
Finally, the naturality in A2 reduces to the fact that, if f : A1 →
A′2, then (f × 1A2)
∗(tPA2) ≃ (1A1 × f
′)∗(PA1). This follows from the
description of f ′ on k-points as the pull-back by f of line bundles. 
We also have the following easier
4.1.5. Lemma. Let L be a lattice and A an abelian variety. Then the
natural map
Hom(L,A′)→ Biext(L[0], A[0];Gm)
f 7→ (1× f)∗(tPA)
is bjiective.
Proof. Reduce to L = Z; then the right hand side can be identified with
Ext(A,Gm) and the claim comes from the Weil-Barsotti formula. 
6For convenience we denote here by A′ the dual of an abelian variety A and by
f ′ the dual of a homomorphism f of abelian varieties.
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Let us now come back to our two 1-motives M1,M2. We denote by
Li, Ti and Ai the discrete, toric and abelian parts ofMi for i = 1, 2. Let
us further denote by u′i : L
′
i → A
′
i the map corresponding to Gi under
the isomorphism Ext(Ai, Ti) ≃ Hom(L
′
i, A
′
i) where L
′
i = Hom(Ti,Gm)
and A′i = Pic
0(Ai).
We shall use the symmetric avatar (Li, Ai, L
′
i, A
′
i, ψi) of Mi (see [16,
10.2.12] or [5, p. 17]): recall that ψi denotes a certain section of the
Poincare´ biextension PAi ∈ Biext(Ai, A
′
i;Gm) over Li × L
′
i. The sym-
metric avatar of the Cartier dual is (L′i, A
′
i, Li, Ai, ψ
t
i). By loc. cit.
a map of 1-motives ϕ : M1 → M
∗
2 is equivalent to a homomorphism
f : A1 → A
′
2 of abelian varieties and, if f
′ is the dual of f , liftings g
and g′ of fu1 and f
′u2 respectively, i.e. to the following commutative
squares
(4.3)
L1
g
−−−→ L′2
u1
y u′2y
A1
f
−−−→ A′2
and
L2
g′
−−−→ L′1
u2
y u′1y
A2
f ′
−−−→ A′1
under the condition that
(4.4) (1L1 × g
′)∗ψ1 = (g × 1L2)
∗tψ2 on L1 × L2.
Now let (P, τ, σ) be a biextension of M1 and M2 by Gm, i.e. a
biextension P ∈ Biext(G1, G2;Gm), a section τ on L1 × G2 and a
section σ on G1 × L2 such that
(4.5) τ |L1×L2= σ |L1×L2 .
We have to show that (P, τ, σ) = (ϕ × 1)∗(tPA2 , τ2, σ2) for a unique
ϕ :M1 → M
∗
2 , where τ2 and σ2 are the universal trivializations.
Recall that Biext(G1, G2;Gm) = Biext(A1, A2;Gm) (cf. [16, 10.2.3.9])
so that, by Lemma 4.1.4, P is the pull-back to G1 × G2 of (f ×
1A2)
∗(tPA2) for a unique homomorphism f : A1 → A
′
2. We thus have
obtained the map f and its dual f ′ in (4.3), and we now want to show
that the extra data (τ, σ) come from a pair (g, g′) in a unique way.
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We may view E = (fu1× 1A2)
∗(tPA2) as an extension of L1 ⊗A2 by
Gm. Consider the commutative diagram of exact sequences
(4.6)
0 0 0y y y
0 −−−→ 0 −−−→ L1 ⊗ T2 L1 ⊗ T2 −−−→ 0y y 1L1⊗i2y
0 −−−→ Gm
i
−−−→ Q
π′
−−−→ L1 ⊗G2 −−−→ 0
|| π
y 1L1⊗p2y
0 −−−→ Gm −−−→ E −−−→ L1 ⊗ A2 −−−→ 0y y y
0 0 0
where i2 (resp. p2) is the inclusion T2 →֒ G2 (resp. the projection
G2 → A2). The section τ yields a retraction τ˜ : Q → Gm whose
restriction to L1 ⊗ T2 yields a homomorphism
g˜ : L1 ⊗ T2 → Gm
which in turn defines a homomorphism as in (4.3). We denote the
negative of this morphism by g.
4.1.6. Lemma. With this choice of g, the left square of (4.3) commutes
and τ = (g × 1G2)
∗τ2.
Proof. To see the first assertion, we may apply Ext∗(−,Gm) to (4.6)
and then apply [10, Lemma 2.8] to the corresponding diagram. Here is
a concrete description of this argument: via the map of Lemma 4.1.5,
u′2g goes to the following pushout
0 −−−→ L1 ⊗ T2
1⊗i2−−−→ L1 ⊗G2
1⊗p2
−−−→ L1 ⊗ A2 −−−→ 0
−g˜
y π◦τy ||y
0 −−−→ Gm −−−→ E −−−→ L1 ⊗ A2 −−−→ 0.
because, due to the relation iτ˜+τπ′ = 1, the left square in this diagram
commutes.
In particular, we have
Q = (1⊗ p2)
∗(fu1 ⊗ 1)
∗tPA2 = (fu1 ⊗ p2)
∗tPA2
= (u′2g ⊗ p2)
∗tPA2 = (g ⊗ 1)
∗(u′2 ⊗ p
∗
2)
tPA2.
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For the second assertion, since Hom(L1 ⊗ A2,Gm) = 0 it suffices to
check the equality after restricting to L1⊗T2. This is clear because un-
der the isomorphism Hom(L′2 ⊗ T2,Gm) = Hom(L
′
2, L
′
2), the canonical
trivialization tψ2 corresponds to the identity. 
Note that if we further pullback we obtain that
(4.7) τ |L1×L2= ψ
t
2 |L1×L2 .
The same computation with σ yields a map
g′ : L2 → L
′
1
and the same argument as in Lemma 4.1.6 shows that with this choice
of g′ the right square of (4.3) commutes. We now use that P = (1A1 ×
f ′)∗(PA1), which follows from the naturality statement in Lemma 4.1.4.
As in the proof of Lemma 4.1.6, this implies that its trivialization σ on
G1 × L2 is the pullback of the canonical trivialization ψ1 on G1 × L
′
1
along 1G1 × g
′ : G1 × L2 → G1 × L
′
1. In particular:
(4.8) σ |L1×L2= ψ1 |L1×L2 .
Put together, (4.5), (4.7) and (4.8) show that Condition (4.4) is
verified: thus we get a morphism ϕ : M1 → M
∗
2 . Let h : G1 → G
′
2 be
its group component. It remains to check that σ = (h× 1L2)
∗σ2. As in
the proof of Lemma 4.1.6 we only need to check this after restriction
to T1 ⊗ L2. But the restriction of h to the toric parts is the Cartier
dual of g′, so we conclude by the same argument.
Finally, let us show that γM1,M2 is natural in M2. This amounts to
comparing two biextensions. For the bitorsors this follows from Lemma
4.1.4 and for the sections we may argue again as in the proof of Lemma
4.1.6. 
4.2. Biextensions of complexes of 1-motives. Let A be a cate-
gory of abelian sheaves, and consider two bounded complexes C1, C2 of
objects of A[−1,0]. Let H ∈ A. We have a double complex
Biext(C1, C2;H)
p,q := Biext(Cp1 , C
q
2 ;H).
4.2.1. Definition. A biextension of C1 and C2 by H is an element of
the group of cycles
Biext(C1, C2;H) :=Z
0(TotBiext(C1, C2;H)).
Here Tot denotes the total complex associated to a double complex.
Concretely: such a biextension P is given by a collection of biexten-
sions Pp ∈ Biext(C
p
1 , C
−p
2 ;H) such that, for any p,
(dp1 ⊗ 1)
∗Pp+1 = (1⊗ d
−p−1
2 )
∗Pp
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where d·1 (resp. d
·
2) are the differentials of C1 (resp. of C2).
Now suppose that A is the category of fppf sheaves, that H = Gm
and that all the Cji are Deligne 1-motives. By Lemma 4.1.2, we have
Exti(Cp1 , C
q
2 ;Gm) = 0 for i ≤ 0.
Therefore, a spectral sequence argument yields an edge homomor-
phism
(4.9) Biext(C1, C2;Gm)→ Ext
1(C1
L
⊗C2,Gm).
Recall that Deligne’s Cartier duality [16] provides an exact functor
M 7→M∗ :M1[1/p]→M1[1/p]
yielding by Proposition 1.8.4 a triangulated functor
(4.10) ( )∗ : Db(M1[1/p])→ D
b(M1[1/p]).
Note that for a complex of 1-motives
C = (· · · →M i →M i+1 → · · · )
we can compute C∗ by means of the complex
C∗ = (· · · → (M i+1)∗ → (M i)∗ → · · · )
of Cartier duals here placed in degrees ..., −i− 1, −i, etc.
Let us now take in (4.9) C1 = C, C2 = C
∗. For each p ∈ Z, we have
the Poincare´ biextension Pp ∈ Biext(C
p, (Cp)∗;Gm). By Proposition
4.1.1, the {Pp} define a class in Biext(C,C
∗;Gm).
4.2.2. Definition. This class PC is the Poincare´ biextension of the
complex C.
Let C1, C2 ∈ C
b(M1). As in Subsection 4.1, pulling back
tPC1 =
PC∗1 ∈ Biext(C1, C
∗
1 ;Gm) yields a map generalising (4.2):
γC1,C2 : Hom(C1, C
∗
2)→ Biext(C1, C2;Gm)(4.11)
ϕ 7→ (ϕ× 1C1)
∗(tPC2).
which is clearly additive and natural in C1. We then have the following
trivial extension of the functoriality in Proposition 4.1.1:
4.2.3. Proposition. γC1,C2 is also natural in C2. 
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4.3. Comparing two Ext groups. The aim of this subsection is to
prove:
4.3.1. Proposition. Let C1, C2 ∈ D
b(M1[1/p]). Then the forgetful
triangulated functors
DMeff−,e´t(k)→ D
−(Shve´t(SmCor(k)))→ D
−(Shve´t(Sm(k)))
induce an isomorphism
HomDMeff−,e´t(TotC1⊗TotC2,Z(1)[q])
∼
−→ HomSm(k)e´t(C1
L
⊗C2,Gm[q+1])
for any q ∈ Z.
Proof. Each of the two functors in Proposition 4.3.1 has a left adjoint.
For the first one see [63, Prop. 3.2.3]; we shall denote it by RC as in
loc. cit. The second may be constructed using [63, Remark 1 p. 202]:
we shall denote it by Φ. In both cases, the construction is done for
the Nisnevich topology but carries over for the e´tale topology as well
(see also [39]). The tensor product
L
⊗tr in D
−(EST) is defined from the
formula
L(X)⊗ L(Y ) = L(X × Y )
see [63, p. 206]. For X ∈ Sm(k), let Z(X) be the Z-free e´tale sheaf on
the representable sheaf Y 7→ Mapk(Y,X). It is clear that
ΦZ(X) = L(X)
Z(X)⊗ Z(Y ) = Z(X × Y ).
From this it follows that one has natural isomorphisms
Φ(A
L
⊗B) = Φ(A)
L
⊗trΦ(B).
On the other hand, the tensor product in DMeff−,e´t is defined by descent
of
L
⊗tr via RC [63, p. 210]. Hence we get an adjunction isomorphism
HomSm(k)e´t(C1
L
⊗C2,Gm[q+1]) ≃ HomDMeff−,e´t(RC◦Φ(C1
L
⊗C2),Z(1)[q])
≃ HomDMeff−,e´t(RC ◦ Φ(C1)⊗ RC ◦ Φ(C2)),Z(1)[q]).
Now, since the components of C1 and C2 belong to HIe´t, the counit
maps RC ◦ Φ(C1) → Tot(C1) and RC ◦ Φ(C2) → Tot(C2) are isomor-
phisms. This concludes the proof. 
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4.4. Two Cartier dualities. Recall the internal Hom Home´t from
§2.5. We define
(4.12) De´t≤1(M) :=Home´t(M,Z(1))
for any object M ∈ DMeffgm,e´t.
We now want to compare the duality (4.10) with the following duality
on triangulated 1-motives:
4.4.1. Proposition. The functor De´t≤1 restricts to a self-duality ( )
∨
(anti-equivalence of categories) on d≤1DM
eff
gm,e´t.
Proof. It suffices to compute on motives of smooth projective curves
M(C). Then it is obvious in view of Proposition 2.5.2 c). 
4.4.2. Definition. ForM ∈ d≤1DM
eff
gm,e´t, we say thatM
∨ is themotivic
Cartier dual of M .
Note that motivic Cartier duality exchanges Artin motives and Tate
motives, e.g. Z∨ = Z(1). We are going to compare it with the Cartier
duality on Db(M1[1/p]) (see Proposition 1.8.4) via Theorem 2.1.2.
For two complexes of 1-motives C1 and C2, by composing (4.11) and
(4.9) and applying Proposition 4.2.3, we get a bifunctorial morphism
(4.13) Hom(C1, C
∗
2)→ Biext(C1, C2;Gm)→ Hom(C1
L
⊗C2,Gm[−1])
where the right hand side is computed in the derived category of
e´tale sheaves. This natural transformation trivially factors through
Db(M1[1/p]).
From Proposition 4.3.1, it follows that the map (4.13) may be rein-
terpreted as a natural transformation
HomDb(M1[1/p])(C1, C
∗
2)→ Homd≤1 DMeffgm,e´t(Tot(C1),Tot(C2)
∨).
Now we argue a` la Yoneda: taking C1 = C and C2 = C
∗, the image
of the identity yields a canonical morphism of functors:
ηC : Tot(C
∗)→ Tot(C)∨.
4.4.3. Theorem. The natural transformation η is an isomorphism of
functors.
Proof. It suffices to check this on 1-motives, since they are dense in
the triangulated category Db(M1[1/p]). Using Yoneda again and the
previous discussion, it then follows from Theorem 2.1.2 and the isomor-
phisms (4.1) and (4.2) (the latter being proven in Proposition 4.1.1).
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The following diagram explains this:
Hom(N,M∗)
Th. 2.1.2
−−−−−→
∼
Hom(Tot(N),Tot(M∗))
≀
y(4.1)+(4.2) η∗y
Ext1Sm(k)e´t(N
L
⊗M,Gm)
Prop. 4.3.1
←−−−−−−
∼
Hom(Tot(N),Tot(M)∨).

Part 2. The functors LAlb and RPic
5. A left adjoint to the universal realisation functor
The aim of this section is to construct the closest approximation to a
left adjoint of the full embedding Tot of Definition 2.7.1: see Theorem
5.2.1 (and Remark 5.2.3 for a caveat). In order to work it out, we first
recollect some ideas from [60].
In Section 6, we shall show that the functor LAlb of Theorem 5.2.1
does provide a left adjoint to Tot after we tensor Hom groups with
Q: this will provide a proof of Pretheorems announced in [60, Preth.
0.0.18] and [61].
5.1. Motivic Cartier duality. Recall the functor De´t≤1 : DM
eff
gm,e´t →
DMeff−,e´t of (4.12). On the other hand, by Corollary D.3.3 and Theo-
rem D.2.2, we may consider truncation on DMeffgm,e´t with respect to the
homotopy t-structure. We have:
5.1.1. Lemma. Let p : X → Spec k be a smooth variety. Then the
truncated complex τ≤2D
e´t
≤1(Me´t(X)) belongs to d≤1DM
eff
gm,e´t (here we
set Me´t(X) :=α
∗M(X)).
Proof. The same computation as in the proof of Proposition 2.5.2 yields
that the nonvanishing cohomology sheaves are H1 = Rπ0(X)/kGm[1/p]
and H2 = PicX/k[1/p]. Both belong to Shv1 (the latter by Proposition
3.4.1), hence the claim follows from Theorem 3.9.1. 
Unfortunately, Hi(De´t≤1(Me´t(X))) does not belong to d≤1DM
eff
gm,e´t for
i > 2 in general: indeed, it is well-known that this is a torsion sheaf
of cofinite type, with nonzero divisible part in general (for i ≥ 3 and
in characteristic 0, its corank is equal to the i-th Betti number of X).
It might be considered as an ind-object of d≤0DM
eff
gm,e´t, but this would
take us too far. To get around this problem, we shall restrict to the
standard category of geometric triangulated motives of [63], DMeffgm.
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Let us denote by DNis≤1 the same functor as D
e´t
≤1 in the category
DMeff− , defined with the Nisnevich topology. Let as before α
∗ : DMeff− →
DMeff−,e´t denote the “change of topology” functor.
5.1.2. Lemma. a) For any smooth X with motive M(X) ∈ DMeffgm, we
have
α∗DNis≤1M(X)
∼
−→ τ≤2D
e´t
≤1α
∗M(X).
b) The functor α∗DNis≤1 induces a triangulated functor
α∗DNis≤1 : DM
eff
gm → d≤1DM
eff
gm,e´t .
Proof. a) This is the weight 1 case of the Beilinson-Lichtenbaum con-
jecture (here equivalent to Hilbert’s theorem 90.) b) follows from a)
and Lemma 5.1.1. 
5.1.3. Definition. We denote by d≤1 : DM
eff
gm → d≤1DM
eff
gm,e´t the com-
posite functor De´t≤1 ◦ α
∗ ◦DNis≤1 .
Thus, for M ∈ DMeffgm, we have
(5.1) d≤1(M) = Home´t(α
∗HomNis(M,Z(1)),Z(1)).
The evaluation map M ⊗ HomNis(M,Z(1)) → Z(1) then yields a
canonical map
(5.2) aM : α
∗M → d≤1(M)
for any object M ∈ DMeffgm.
5.1.4. Proposition. The restriction of (5.2) to d≤1DM
eff
gm is an iso-
morphism of functors. In particular, we have an equality
α∗D≤1(DM
eff
gm) = α
∗d≤1DM
eff
gm .
Proof. For the first claim, we reduce to the case M = M(C) where C
is a smooth proper curve. The argument is then exactly the same as
in Proposition 4.4.1, using (2.2). The other claim is then clear. 
5.2. Motivic Albanese.
5.2.1. Theorem. Let M ∈ DMeffgm. Then aM induces an isomorphism
Hom(d≤1M,M
′)
∼
−→ Hom(α∗M,M ′)
for any M ′ ∈ d≤1DM
eff
gm,e´t,
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Proof. By Proposition 4.4.1, M ′ can be written as N∨ = De´t≤1(N) for
some N ∈ d≤1DM
eff
gm,e´t. We have the following commutative diagram
Hom(α∗M,De´t≤1(N)) = Hom(α
∗M ⊗N,Z(1)) = Hom(N,De´t≤1(α
∗M))
a∗M
x (aM⊗1N )∗x De´t≤1(aM )∗x
Hom(d≤1M,D
e´t
≤1(N))=Hom(d≤1M ⊗N,Z(1))=Hom(N,D
e´t
≤1(d≤1M)).
But De´t≤1(aM) ◦ aDNis≤1M = 1De´t≤1α∗M and aDNis≤1M is an isomorphism by
Proposition 5.1.4, which proves the claim. 
5.2.2. Definition. The motivic Albanese functor
LAlb : DMeffgm → D
b(M1[1/p])
is the composition of d≤1 with a quasi-inverse to the equivalence of
categories of Theorem 2.1.2.
By Theorems 2.1.2 and 5.2.1, the relationship between LAlb and
the functor Tot of Definition 2.7.1 is as follows: for M ∈ DMeffgm and
N ∈ Db(M1[1/p]), the map aM of (5.2) induces an isomorphism
(5.3) Hom(LAlbM,N)
∼
−→ Hom(α∗M,Tot(N)).
We call aM the motivic Albanese map associated to M for reasons
that will appear later.
5.2.3. Remark. The above suggests that LAlb might actually extend
to a left adjoint of Tot : Db(M1[1/p]) → DM
eff
gm,e´t. Unfortunately this
is not the case, and in fact Tot does not have a left adjoint.
Indeed, suppose that such a left adjoint exists, and let us denote it
by LAlbe´t. For simplicity, suppose k algebraically closed. Let n ≥ 2.
For any m > 0, the exact triangle in DMeffgm,e´t
Z(n)
m
→ Z(n)→ Z/m(n)
+1
→
must yield an exact triangle
LAlbe´t Z(n)
m
→ LAlbe´t Z(n)→ LAlbe´t Z/m(n)
+1.
→
Since Tot is an equivalence on torsion objects, so must be LAlbe´t.
Since k is algebraically closed, Z/m(n) ≃ µ⊗nm is constant, hence we
must have LAlbe´t Z/m(n) ≃ [Z/m → 0]. Hence, multiplication by m
must be bijective on the 1-motives Hq(LAlbe´t(Z(n))) for all q 6= 0, 1,
which forces these 1-motives to vanish. For q = 0, 1 we must have exact
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sequences
0→ H0(LAlbe´t(Z(n)))
m
→ H0(LAlbe´t(Z(n)))→ [Z/m→ 0]
→ H1(LAlbe´t(Z(n)))
m
→ H1(LAlbe´t(Z(n)))→ 0
which force either H0 = [Z→ 0], H1 = 0 or H0 = 0, H1 = [0→ Gm].
But both cases are impossible as one easily sees by computing
Hom(M(Pn),Tot([Z→ 0])[2n+ 1]) = H2n+1e´t (P
n,Z)[1/p]
≃ H2ne´t (P
n, (Q/Z)′) ≃ (Q/Z)′
via the trace map, where (Q/Z)′ =
⊕
l 6=pQℓ/Zℓ.
Presumably, LAlbe´t does exist with values in a suitable pro-category
containing Db(M1[1/p]), and sends Z(n) to the complete Tate module
of Z(n) for n ≥ 2. Note that, by 8.1.c below, LAlb(Z(n)) = 0 for n ≥ 2,
so that the natural transformation LAlbe´t(α∗M) → LAlb(M) will not
be an isomorphism of functors in general.
We shall show in Section 6 that LAlb does yield a left adjoint of Tot
after Hom groups have been tensored with Q.
5.3. Motivic Pic.
5.3.1. Definition. The motivic Picard functor (a contravariant func-
tor) is the functor
RPic : DMeffgm → D
b(M1[1/p])
given by Tot−1 α∗DNis≤1 (cf. Definition 5.2.2).
For M ∈ DMeffgm we then have the following tautology
(TotRPic(M))∨ = Tot LAlb(M).
Actually, from Theorem 4.4.3 we deduce:
5.3.2. Corollary. For M ∈ DMeffgm we have
RPic(M)∗ = LAlb(M). 
Therefore we get tH i(RPic(M)) = (tHi(LAlb(M)))
∗.
6. LAlb and RPic with rational coefficients
Throughout this section, we use the notations ⊗Q and ⊠Q from
Definition 1.1.3.
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6.1. Rational coefficients revisited. To give a rational version of
Theorem 5.2.1, we have to be a little careful. Let DMeff− (k;Q) and
DMeff−,e´t(k;Q) denote the full subcategories of DM
eff
− (k) and DM
eff
−,e´t(k)
formed of those complexes whose cohomology sheaves are uniquely di-
visible. Recall that by [63, Prop. 3.3.2], the change of topology functor
α∗ : DMeff− (k)→ DM
eff
−,e´t(k)
induces an equivalence of categories
DMeff− (k;Q)
∼
−→ DMeff−,e´t(k;Q).
Beware that in loc. cit. , these two categories are respectively de-
noted by DMeff− (k)⊗Q and DM
eff
−,e´t(k)⊗Q, while this notation is used
here according to Definition 1.1.3. The composite functors (with our
notation)
DMeff− (k;Q)→ DM
eff
− (k)→ DM
eff
− (k)⊗Q
DMeff−,e´t(k;Q)→ DM
eff
−,e´t(k)→ DM
eff
−,e´t(k)⊗Q
are fully faithful but not essentially surjective. The functor α∗⊗Q is not
essentially surjective, nor (a priori) fully faithful. Nevertheless, these
two composite functors have a left adjoint/left inverse C 7→ C⊗Q, and
6.1.1. Proposition. a) The compositions
DMeffgm(k)⊗Q→ DM
eff
− (k)⊗Q
⊗Q
−→ DMeff− (k;Q)
DMeffgm,e´t(k)⊗Q→ DM
eff
−,e´t(k)⊗Q
⊗Q
−→ DMeff−,e´t(k;Q)
are fully faithful.
b) Via these full embeddings, the functor α∗ induces equivalences of
categories
DMeffgm(k)⊠Q
∼
−→ DMeffgm,e´t(k)⊠Q
d≤1DM
eff
gm(k)⊠Q
∼
−→ d≤1DM
eff
gm,e´t(k)⊠Q.
Here d≤1DM
eff
gm(k) is the thick subcategory of DM
eff
gm(k) generated by
motives of smooth curves.
Proof. a) We shall give it for the first composition (for the second one
it is similar). LetM,N ∈ DMeffgm(k): we have to prove that the obvious
map
Hom(M,N)⊗Q→ Hom(M ⊗Q, N ⊗Q)
is an isomorphism. We shall actually prove this isomorphism for any
M ∈ DMeffgm(k) and any N ∈ DM
eff
− (k). By adjunction, the right hand
side coincides with Hom(M,N ⊗ Q) computed in DMeff− (k). We may
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reduce to M = M(X) for X smooth. By [63, Prop. 3.2.8], we are left
to see that the map
HqNis(X,N)⊗Q→ H
q
Nis(X,N ⊗Q)
is an isomorphism for any q ∈ Z. By hypercohomology spectral se-
quences, we reduce to the case where N is a sheaf concentrated in
degree 0; then the assertion follows from the fact that Nisnevich coho-
mology commutes with filtering direct limits of sheaves.
b) It is clear that the two compositions commute with α∗, which
sends DMeffgm(k)⊗Q into DM
eff
gm,e´t(k)⊗Q. By a) and [63, Prop. 3.3.2],
this functor is fully faithful, and the induced functor on the ⊠ cate-
gories remains so and is essentially surjective by definition of the two
categories. Similarly for the d≤1 categories. 
6.1.2. Remarks. 1) In fact, d≤1DM
eff
gm,e´t(k)⊗Q = d≤1DM
eff
gm,e´t(k)⊠Q
thanks to Corollary 1.6.2 and Theorem 2.1.2. We don’t know whether
the same is true for the other categories.
2) See [51, A.2.2] for a different, more general approach to Proposition
6.1.1.
6.2. The functor LAlbQ. We now get a rational version of Theorem
5.2.1 by taking (5.1) with rational coefficients according with the results
collected in 1.6.2 and 6.1.1.
6.2.1. Corollary. The functor d≤1 of (5.1) induces a left adjoint to
the embedding d≤1DM
eff
gm(k) ⊠ Q →֒ DM
eff
gm(k) ⊠ Q. The Voevodsky-
Orgogozo full embedding Tot : Db(M1 ⊗ Q) → DM
eff
gm⊠Q has a left
adjoint/left inverse LAlbQ. 
6.2.2. Remark. In this case, the formula d≤1 = D
e´t
≤1◦α
∗◦DNis≤1 collapses
into the simpler formula
d≤1 = D
2
≤1
with D≤1 = D
Nis
≤1 = D
e´t
≤1.
7. A tensor structure and an internal Hom on Db(M1⊗Q)
In this section, coefficients are tensored with Q and we use the func-
tor LAlbQ of Corollary 6.2.1.
7.1. Tensor structure.
7.1.1. Lemma. Let G1, G2 be two semi-abelian varieties. Then, we
have in DMeffgm,e´t⊠Q:
Hq(D≤1(G1[−1]⊗G2[−1])) =
{
Biext(G1, G2;Gm) if q = 0
0 else.
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Proof. By Gersten’s principle (Proposition 2.4.1), it is enough to show
that the isomorphisms are valid over function fields K of smooth k-
varieties and that H0 comes from the small e´tale site of Spec k. Since
we work up to torsion, we may even replace K by its perfect closure.
Thus, without loss of generality, we may assume K = k and we have
to show the lemma for sections over k.
For q ≤ 0, we use Proposition 4.3.1: for q < 0 this follows from
Lemma 4.1.2, while for q = 0 it follows from the isomorphisms (4.1)
and (4.2) (see Proposition 4.1.1), which show that Biext(G1, G2;Gm)
is rigid.
For q > 0, we use the formula
D≤1(G1[−1]⊗G2[−1]) ≃ Hom(G1[−1],Tot([0→ G2]
∗))
coming from Theorem 4.4.3. Writing [0 → G2]
∗ = [L2 → A2] with L2
a lattice and A2 an abelian variety, we are left to show that
HomDMeffgm,e´t⊠Q(G1, L2[q + 1]) = 0 for q > 0
HomDMeffgm,e´t⊠Q(G1, A2[q]) = 0 for q > 0.
For this, we may reduce to the case where G1 is either an abelian
variety or Gm. If G1 = Gm, G1 is a direct summand of M(P
1)[−1] and
the result follows. If G1 is an abelian variety, it is isogenous to a direct
summand of J(C) for C a smooth projective geometrically irreducible
curve. Then G1 is a direct summand of M(C), and the result follows
again since L2 and A2 define locally constant (flasque) sheaves for the
Zariski topology. 
7.1.2. Proposition. a) The functor LAlbQ : DMeffgm⊠Q→ D
b(M1⊗Q)
is a localisation functor; it carries the tensor structure ⊗ of DMeffgm⊠Q
to a tensor structure ⊗1 on D
b(M1 ⊗Q).
b) For (M,N) ∈ DMeffgm⊠Q×D
b(M1 ⊗Q), we have
LAlbQ(M ⊗ Tot(N)) ≃ LAlbQ(M)⊗1 N.
c) We have
[Z→ 0]⊗1 C = C
for any C ∈ Db(M1 ⊗Q);
N1 ⊗1 N2 = [L→ G]
for two Deligne 1-motives N1 = [L1 → G1], N2 = [L2 → G2], where
L = L1 ⊗ L2;
there is an extension
0→ Biext(G1, G2;Gm)
∗ → G→ L1 ⊗G2 ⊕ L2 ⊗G1 → 0.
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d) The tensor product ⊗1 is exact with respect to the motivic t-structure
and respects the weight filtration. Moreover, it is right exact with respect
to the homotopy t-structure.
e) For two 1-motives N1, N2 and a semi-abelian variety G, we have
Hom(N1 ⊗1 N2, [0→ G]) ≃ Biext(N1, N2;G)⊗Q.
Proof. a) The first statement is clear since LAlb is left adjoint to the
fully faithful functor Tot. For the second, it suffices to see that if
LAlbQ(M) = 0 then LAlbQ(M ⊗ N) = 0 for any N ∈ DMeffgm⊗Q.
We may check this after applying Tot. Note that, by Proposition
4.4.1 and Remark 6.2.2, Tot LAlbQ(M) = d≤1(M) = 0 is equivalent
to D≤1(M) = 0. We have:
D≤1(M ⊗N) = Hom(M ⊗N,Z(1)) = Hom(N,Hom(M,Z(1))) = 0.
b) Let M ′ = fibre(Tot LAlbQ(M) → M): then LAlbQ(M ′) = 0. By
definition of ⊗1 we then have
LAlbQ(M)⊗1 N = LAlb
Q(Tot LAlbQ(M)⊗ Tot(N))
∼
−→ LAlbQ(M ⊗ Tot(N)).
c) The first formula is obvious. For the second, we have an exact
triangle
G1[−1]⊗G2[−1]→ Tot(N1)⊗ Tot(N2)
→ Tot([L1 ⊗ L2 → L1 ⊗G2 ⊕ L2 ⊗G1])
+1
→
hence an exact triangle
Hom(Tot([L1 ⊗ L2 → L1 ⊗G2 ⊕ L2 ⊗G1],Z(1))
→ Hom(Tot(N1)⊗Tot(N2),Z(1))→ Hom(G1[−1]⊗G2[−1],Gm)
+1
→
By Lemma 7.1.1, the last term is Biext(G1, G2;Gm), hence the claim.
d) Exactness and compatibility with weights follow from the sec-
ond formula of b); right exactness for the homotopy t-structure holds
because it holds on DMeff− ⊗Q.
e) We have:
HomM1⊗Q(N1⊗1N2, [0→ G]) = Homd≤1DM⊗Q(Tot(N1⊗1N2), G[−1])
= HomDM⊗Q(Tot(N1)⊗ Tot(N2), G[−1]) = Biext(N1, N2;G)⊗Q
by Proposition 4.3.1 and formula (4.1). 
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7.1.3. Remarks. 1) It would be interesting to try and define ⊗1 a
priori, with integral coefficients, and to see whether it is compatible
with the tensor product of DMeffgm via the integral LAlb.
2) It is likely that Proposition 7.1.2 e) generalises to an isomorphism
HomM1⊗Q(N1 ⊗1 N2, N) = Biext(N1, N2;N)⊗Q
for three 1-motives N1, N2, N , where the right hand side is the biexten-
sion group introduced by Cristiana Bertolin [9], but we have not tried
to check it. This would put in perspective her desire to interpret these
groups as Hom groups in the (future) tannakian category generated by
1-motives.
More precisely, one expects that DMgm⊠Q carries a motivic t-struct-
ure whose heart MM would be the searched-for abelian category of
mixed motives. ThenM1⊗Q would be a full subcategory ofMM and
we might consider the thick tensor subcategoryM⊗1 ⊆MM generated
byM1⊗Q and the Tate motive (inverse to the Lefschetz motive): this
is the putative category Bertolin has in mind.
Since the existence of the abelian category of mixed Tate motives
(to be contained in M⊗1 !) depends on the truth of the Beilinson-Soule´
conjecture, this basic obstruction appears here too.
Extrapolating from Corollary 6.2.1 and Proposition 7.1.2, it seems
that the embedding M1 ⊗ Q →֒ MM
eff (where MMeff is to be the
intersection of MM with DMeffgm⊠Q) is destined to have a left ad-
joint/left inverse AlbQ = H0 ◦ LAlb
Q
|MMeff
, which would carry the ten-
sor product ofMMeff to ⊗1. Restricting Alb
Q toM⊗1 ∩MM
eff would
provide the link between Bertolin’s ideas and Proposition 7.1.2 e).
7.2. Internal Hom.
7.2.1. Proposition. a) The formula
Hom(C1, C2) = (C1 ⊗1 C
∗
2)
∗
defines an internal Hom on Db(M1 ⊗ Q), right adjoint to the tensor
product of Proposition 7.1.2.
b) This internal Hom is exact for the motivic t-structure.
Proof. a) We have to get a natural isomorphism
Hom(C1 ⊗1 C2, C3) ≃ Hom(C1,Hom(C2, C3))
for three objects C1, C2, C3 ∈ D
b(M1 ⊗Q).
Let us still write ⊗1 for the tensor product in d≤1DM
eff
gm⊗Q corre-
sponding to the tensor product in Db(M1⊗Q). By definition, we have
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for M1,M2,M ∈ d≤1DM
Homd≤1 DM(M1 ⊗1 M2,M) ≃ HomDM(M1 ⊗M2,M)
= HomDM(M1,Hom(M2,M)).
In view of Theorem 4.4.3, we are left to show that Hom(M2,M) ≃
(M2⊗1,M
∨)∨. By duality, we may replace M by M∨. Then:
Hom(M2,M
∨) = Hom(M2,Hom(M,Z(1))
≃ Hom(M2 ⊗M,Z(1)) ≃ Hom(M2 ⊗1 M,Z(1)) = (M2 ⊗1 M)
∨
where the second isomorphism follows from Proposition 7.1.2 b).
b) This follows from the formula of a), Proposition 7.1.2 d) and
Proposition 1.8.4 c). 
Part 3. Some computations
8. The Albanese complexes and their basic properties
We introduce homological and Borel-Moore Albanese complexes of
an algebraic variety providing a computation of their 1-motivic homol-
ogy.
We also consider a slightly more sophisticated cohomological Al-
banese complex LAlb∗(X) which is only contravariantly functorial for
maps between schemes of the same dimension. All these complexes
coincide for smooth proper schemes.
8.1. The homological Albanese complex. Let p : X → Spec k be
a smooth variety. Recall that X has a motive M(X) ∈ DMeffgm [63]: M
is a covariant functor from the category Sm(k) of smooth k-schemes
of finite type to DMeffgm. The image of M(X) via the full embedding
DMeffgm → DM
eff
− is given by the Suslin complex C∗ of the representable
Nisnevich sheaf with transfers L(X) associated to X.
For X an arbitrary k-scheme of fnite type, the formula M(X) =
C∗(L(X)) still defines an object of DM
eff
− ; if char k = 0, this object is
in DMeffgm by [63, §4.1].
Convention. In this subsection, “scheme” means k-scheme of finite
type if char k = 0 and smooth k-scheme of finite type if char k > 0.
8.1.1. Definition. We define the homological Albanese complex of X
by
LAlb(X) := LAlb(M(X)).
Define, for i ∈ Z
LiAlb(X) := tHi(LAlb(X))
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the 1-motives with cotorsion (see Definition 1.8.1 and Notation 1.8.7)
determined by the homology of the Albanese complex.
The functor LAlb has the following properties, easily deduced from
[63, 2.2]:
8.1.a. Homotopy invariance. For any scheme X the map
LAlb(X × A1)→ LAlb(X)
is an isomorphism, thus
LiAlb(X ×A
1)
∼
−→ LiAlb(X)
for all i ∈ Z.
8.1.b. Mayer-Vietoris. For a scheme X and an open covering X =
U ∪ V there is a distinguished triangle
LAlb(U ∩ V ) −−−→ LAlb(U)⊕ LAlb(V )
+1տ ւ
LAlb(X)
and therefore a long exact sequence of 1-motives
· · · → LiAlb(U ∩ V )→ LiAlb(U)⊕ LiAlb(V )→ LiAlb(X)→ · · ·
8.1.c. Tate twists. If X is a smooth scheme and n > 0, then
Tot LAlb(M(X)(n)) =
{
0 if n > 1
M(π0(X))(1) if n = 1
where π0(X) is the scheme of constants of X, see Definition 2.5.1.
Indeed
Tot LAlb(M(X)(n)) = Home´tα
∗(HomNis(M(X)(n),Z(1)),Z(1))
= Home´tα
∗(HomNis(M(X)(n− 1),Z),Z(1))
by the cancellation theorem [64]. Now
HomNis(M(X)(n− 1),Z) =
{
0 if n > 1
HomNis(M(π0(X)),Z) if n = 1.
The last formula should follow from [28, Lemma 2.1 a)] but the
formulation there is wrong; however, the formula immediately follows
from the argument in the proof of loc. cit. , i.e. considering the Zariski
cohomology of X with coefficients in the flasque sheaf Z.
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This gives
(8.1) LiAlb(M(X)(1)) =
{
[0→ Rπ0(X)/kGm] if i = 0
0 else
where RL/k(−) is Weil’s restriction of scalars.
From this computation we formally deduce:
8.1.2. Proposition. For any M ∈ DMeffgm, we have
• LAlb(M(n)) = 0 for n ≥ 2;
• LAlb(M(1)) is a complex of toric 1-motives. 
8.1.d. Gysin. Let Z be a closed smooth subscheme purely of codimen-
sion n of a smooth scheme X, and let U = X − Z. Then
LAlb(U)
∼
−→ LAlb(X) if n > 1
and if n = 1 we have an exact triangle
LAlb(U)→ LAlb(X)→ [0→ Rπ0(Z)/kGm][2]→ LAlb(U)[1]
hence a long exact sequence of 1-motives
0→ L2Alb(U)→ L2Alb(X)→ [0→ Rπ0(X)/kGm]
→ L1Alb(U)→ L1Alb(X)→ 0
and an isomorphism L0Alb(U)→ L0Alb(X).
8.1.e. Blow ups. If X is a scheme and Z ⊆ X is a closed subscheme,
denote by p : X˜ → X a proper surjective morphism such that p−1(X−
Z) → X − Z is an isomorphism, e.g. the blow up of X at Z. Then
there is a distinguished triangle
LAlb(Z˜) −−−→ LAlb(X˜)⊕ LAlb(Z)
+1 տ ւ
LAlb(X)
with Z˜ = p−1(Z), yielding a long exact sequence of 1-motives
(8.2) · · · → LiAlb(Z˜)→ LiAlb(X˜)⊕ LiAlb(Z)→ LiAlb(X)→ · · ·
If X and Z are smooth, we get (using [63, Prop. 3.5.3] and the
above)
LAlb(X˜) = LAlb(X)⊕ [0→ Rπ0(Z)/kGm][2]
and corresponding formulas for homology.
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8.1.f. Albanese map. If X is a scheme we have the natural map (5.2)
in DMeffgm,e´t
aX : α
∗M(X)→ Tot LAlb(X)
inducing isomorphisms on e´tale motivic cohomology
Hom(M(X),Z(1)[j]) = Hom(LAlb(X),Gm[j − 1]).
8.2. Cohomological Pic. Dual to 8.1.1 we set:
8.2.1. Definition. Define the cohomological Picard complex of X by
RPic(X) := RPic(M(X)).
Define, for i ∈ Z
RiPic(X) := tH i(RPic(X))
the 1-motives with torsion determined by the cohomology of the Picard
complex (see Notation 1.8.7).
The functor RPic has similar properties to LAlb, deduced by duality.
Homotopical invariance, Mayer-Vietoris, Gysin and the distinguished
triangle for abstract blow-ups are clear, and moreover we have
RPic(M(X)(n)) =
{
0 if n > 1
[Zπ0(X)→ 0] if n = 1.
We also have that RPic(X) = LAlb(X)∨, hence
RiPic(X) = LiAlb(X)
∨.
We shall complete §8.1.d by
8.2.a. RPic and LAlb with supports. Let X ∈ Sm(k), U a dense open
subset of X and Z = X − U (reduced structure). In DM, we have the
motive with supports MZ(X) fitting in an exact triangle
M(U)→M(X)→ MZ(X)
+1
→
hence the cohomological complex with supports
RPicZ(X) := RPic(M
Z(X))
fitting in an exact triangle
RPicZ(X)→ RPic(X)→ RPic(U)
+1
→ .
Dually, we have LAlbZ(X) := LAlb(MZ(X)).
8.2.2. Lemma. If dimX = d, RPicZ(X) ≃ [CHd−1(Z) → 0][−2],
where CHd−1(Z) is the lattice corresponding to the Galois module
CHd−1(Zk).
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Note that CHd−1(Zk) is simply the free abelian group with basis the
irreducible components of Zk which are of codimentsion 1 in Xk.
Proof. This follows readily from the exact sequence
0→ Γ(Xk,Gm)→ Γ(Uk,Gm)→ CHd−1(Zk)
H1(Xk,Gm)→ H
1(Uk,Gm)→ 0.

8.3. Relative LAlb and RPic. For f : Y → X a map of schemes we
letM(X, Y ) denote the cone ofM(Y )→M(X). Note that for a closed
embedding f in a proper scheme X we have M(X, Y ) = M c(X − Y ).
We denote by LAlb(X, Y ) and RPic(X, Y ) the resulting complexes
of 1-motives.
9. Borel-Moore variants
9.1. The Borel-Moore Albanese complex. Let p : X → Spec k be
a scheme of finite type over a field k which admits resolution of singu-
larities. Recall that the motive with compact support of X, denoted
M c(X) ∈ DMeff− , has also been defined in [63, Sect. 4]. It is the Suslin
complex C∗ of the representable presheaf with transfers L
c(X) given by
quasi-finite correspondences. Since finite implies quasi-finite we have
a canonical map M(X) → M c(X) which is an isomorphism if X is
proper over k.
In general, M c : Schc(k) → DMeffgm is a covariant functor from the
category of schemes of finite type over k and proper maps between
them.
9.1.1. Definition. We define the Borel-Moore Albanese complex of X
by
LAlbc(X) := LAlb(M c(X)).
Define, for i ∈ Z
LiAlb
c(X) := tHi(LAlb
c(X))
the 1-motivic homology of this complex.
Note that we have the following properties:
ON THE DERIVED CATEGORY OF 1-MOTIVES, I 67
9.1.a. Functoriality. The functorX 7→ LAlbc(X) is covariant for proper
maps and contravariant with respect to flat morphisms of relative di-
mension zero, for example e´tale morphisms. We have a canonical,
covariantly functorial map
LAlb(X)→ LAlbc(X)
which is an isomorphism if X is proper.
9.1.b. Localisation triangle. For any closed subscheme Y of a scheme
X we have a triangle
LAlbc(Y ) −−−→ LAlbc(X)
+1 տ ւ
LAlbc(X − Y )
and therefore a long exact sequence of 1-motives
(9.1)
· · · → LiAlb
c(Y )→ LiAlb
c(X)→ LiAlb
c(X−Y )→ Li−1Alb
c(Y )→ . . .
In particular, let X be a scheme obtained by removing a divisor Y
from a proper scheme X, i.e. X = X − Y . Then
· · · → L1Alb(Y )→ L1Alb(X)→ L1Alb
c(X)→ L0Alb(Y )
→ L0Alb(X)→ L0Alb
c(X)→ . . . .
9.1.c. Albanese map. We have the following natural map (5.2)
acX : α
∗M c(X)→ Tot LAlbc(X)
which is an isomorphism if dim(X) ≤ 1. In general, for any X, acX in-
duces an isomorphism on motivic cohomology with compact supports,
i.e. Hjc (X,Q(1)) = Hom(LAlb
c(X),Gm[j − 1]).
9.2. Cohomological Albanese complex.
9.2.1. Lemma. Suppose p = 1 (i.e. char k = 0), and let n ≥ 0.
For any X of dimension ≤ n, the motive M(X)∗(n)[2n] is effective.
(Here, contrary to the rest of the paper, M(X)∗ denotes the “usual”
dual Hom(M(X),Z) in DMgm.)
Proof. First assume X irreducible. Let X˜ → X be a resolution of
singularities ofX. With notation as in §8.1.e, we have an exact triangle
M(X)∗(n)→ M(X˜)∗(n)⊕M(Z)∗(n)⊕M(Z˜)∗(n)
+1
→ .
Since X˜ is smooth, M(X˜)∗(n) ≃ M c(X)[−2n] is effective by [63,
Th. 4.3.2]; by induction on n, so are M(Z)∗(n) and M(Z˜)∗(n) and
therefore M(X)∗(n) is effective.
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In general, let X1, . . . , Xr be the irreducible components of X. Sup-
pose r ≥ 2 and let Y = X2 ∩ · · · ∩Xn: since (X1, Y ) is a cdh cover of
X, we have an exact triangle
M(X)∗(n)→M(X1)
∗(n)⊕M(Y )∗(n)⊕M(X1 ∩ Y )
∗(n)
+1
→ .
The same argument then shows that M(X)∗(n) is effective, by in-
duction on r. 
We can therefore apply our functor LAlb and obtain another complex
LAlb(M(X)∗(n)[2n]) of 1-motives. IfX is smooth this is just the Borel-
Moore Albanese.
9.2.2. Definition. We define the cohomological Albanese complex of a
scheme X of dimension n by
LAlb∗(X) := LAlb(M(X(n))∗(n)[2n])
where X(n) is the union of the n-dimensional components of X. Define,
for i ∈ Z
LiAlb
∗(X) := tHi(LAlb
∗(X))
the 1-motivic homology of this complex.
9.2.3. Lemma. a) If Z1, . . . Zn are the irreducible components of di-
mension n of X, then the cone of the natural map
LAlb∗(X)→
⊕
LAlb∗(Zi)
is a complex of groups of multiplicative type.
b) If X is integral and X˜ is a desingularisation of X, then the cone of
the natural map
LAlb∗(X)→ LAlb∗(X˜)
is a complex of groups of multiplicative type.
Proof. a) and b) follow from dualising the abstract blow-up exact tri-
angles of [63, 2.2] and applying Proposition 8.1.2. 
9.3. Compactly supported and homological Pic. We now con-
sider the dual complexes of the Borel-Moore and cohomological Al-
banese.
9.3.1. Definition. Define the compactly supported Picard complex of
any scheme X by
RPicc(X) := RPic(M c(X))
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and the homological Picard complex of an equidimensional scheme X
of dimension n by
RPic∗(X) := RPic(M(X)∗(n)[2n]).
Denote RiPic
c
(X) := tH i(RPicc(X)) and RiPic
∗
(X) := tH i(RPic∗(X))
the 1-motives with torsion determined by the homology of these Picard
complexes.
Recall that RPicc(X) = RPic(X) if X is proper and RPicc(X) =
RPic∗(X) if X is smooth.
9.4. Topological invariance. To conclude this section and the pre-
vious one, we note the following useful
9.4.1. Lemma. Suppose that f : Y → X is a universal topological
homeomorphism, in the sense that 1U × f : U × Y → U × X is a
homeomorphism of topological spaces for any smooth U (in particular
f is proper). Then f induces isomorphisms LAlb(Y )
∼
−→ LAlb(X),
RPic(X)
∼
−→ RPic(Y ), LAlbc(Y )
∼
−→ LAlbc(X) and RPicc(X)
∼
−→
RPicc(Y ). Similarly, LAlb∗(X)
∼
−→ LAlb∗(Y ) and RPic∗(Y )
∼
−→
RPic∗(X). This applies in particular to Y = the semi-normalisation
of X.
Proof. It suffices to notice that f induces isomorphisms L(Y )
∼
−→ L(X)
and Lc(Y )→ Lc(X), since by definition these sheaves only depend on
the underlying topological structures. 
Lemma 9.4.1 implies that in order to compute LAlb(X), etc., we
may always assume X semi-normal if we wish so.
10. Computing LAlb(X) and RPic(X) for smooth X
10.1. The Albanese scheme. Let X be a reduced k-scheme of finite
type. “Recall” ([49, Sect. 1], [57]) the Albanese scheme AX/k fitting in
the following extension
(10.1) 0→ A0X/k → AX/k → Z[π0(X)]→ 0
where A0X/k is Serre’s generalised Albanese semi-abelian variety, and
π0(X) is the scheme of constants of X viewed as an e´tale sheaf on
Sm(k).7 In particular,
AX/k ∈ AbS (see Definition 3.7.1).
There is a canonical morphism
(10.2) aX : X → AX/k
7In the said references, A0X/k is denoted by AlbX and AX/k is denoted by A˜lbX .
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which is universal for morphisms from X to group schemes of the same
type.
For the existence of AX/k, the reference [49, Sect. 1] is sufficient if
X is a variety (integral k-scheme of finite type), hence if X is normal
(for example smooth): this will be sufficient in this section. For the
general case, see §11.1.
We shall denote the object Tot−1(AX/k) ∈ D
b(M1[1/p]) simply by
AX/k. As seen in Lemma 3.10.1, we have
Hi(AX/k) =

[Z[π0(X)]→ 0] for i = 0
[0→ A0X/k] for i = 1
0 for i 6= 0, 1.
10.2. The main theorem. Suppose X smooth. Via (1.1), (10.2) in-
duces a composite map
(10.3) Me´t(X)→Me´t(AX/k)→ AX/k.
Theorem 4.4.3 gives:
10.2.1. Lemma. We have an exact triangle
Z[π0(X)]
∗[0]→ Hom(AX/k,Z(1))→ (A
0
X/k)
∗[−2]
+1
→ 
By Lemma 10.2.1, the map
Hom(AX/k,Z(1))→ Hom(Me´t(X),Z(1))
deduced from (10.3) factors into a map
(10.4) Hom(AX/k,Z(1))→ τ≤2Hom(Me´t(X),Z(1)).
Applying Proposition 4.4.1 and Lemma 5.1.2, we therefore get a
canonical map in Db(M1[1/p])
(10.5) LAlb(X)→ AX/k.
10.2.2. Theorem. Suppose X smooth. Then the map (10.5) sits in an
exact triangle
[0→ NS∗X/k][2]→ LAlb(X)→ AX/k
+1
−→
where NS∗X/k denotes the group of multiplicative type dual to NSX/k (cf.
Definition 3.5.1 and Proposition 3.5.2).
This theorem says in particular that, on the object LAlb(X), the
motivic t-structure and the homotopy t-structure are compatible in a
strong sense.
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10.2.3. Corollary. For X smooth over k we have
LiAlb(X) =

[Z[π0(X)]→ 0] if i = 0
[0→ A0X/k] if i = 1
[0→ NS∗X/k] if i = 2
0 otherwise.
10.2.4. Corollary. For X smooth, L1Alb(X) is isomorphic to the ho-
mological Albanese 1-motive Alb−(X) of [5]. 
10.3. Reformulation of Theorem 10.2.2. It is sufficient to get an
exact triangle after application ofD≤1◦Tot, so that we have to compute
the cone of the morphism (10.4) in DMeffgm,e´t. We shall use:
10.3.1. Lemma. For F ∈ HIse´t, the morphism b of Proposition 3.1.1 is
induced by (1.1).
Proof. This is clear by construction, since HomDMe´t(M(G),F [1]) =
H1e´t(G,F) [63, Prop. 3.3.1]. 
Taking the cohomology sheaves of (10.4), we get morphisms
Hom (AX/k,Gm)→ p∗Gm,X(10.6)
f : Ext (AX/k,Gm)
b
−→ PicAX/k/k
a∗
−→ PicX/k(10.7)
where in (10.7), b corresponds to the map of Proposition 3.1.1 thanks
to Lemma 10.3.1. Thanks to Proposition 3.6.1, Theorem 10.2.2 is then
equivalent to the following
10.3.2. Theorem. Suppose k algebraically closed; Then
a) (10.6) yields an isomorphism Hom(AX/k,Gm)
∼
−→ Γ(X,Gm).
b) (10.7) defines a short exact sequence
(10.8) 0→ Ext(AX/k,Gm)
f
−→ Pic(X)
e
−→ NS(X)→ 0
where e is the natural map.
Before proving Theorem 10.3.2, it is convenient to prove Lemma
10.3.3 below. Let AX/k be the abelian part of A
0
X/k; then the sheaf
Ext (AX/k,Gm) is represented by the dual abelian variety A
∗
X/k. Com-
posing with the map f of (10.7), we get a map of 1-motivic sheaves
(10.9) A∗X/k → PicX/k.
10.3.3. Lemma. The map (10.9) induces an isogeny in SAb
A∗X/k→→γ(PicX/k) = Pic
0
X/k
where γ is the adjoint functor appearing in Theorem 3.2.4 a).
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Proof. We proceed in 3 steps:
(1) The lemma is true if X is smooth projective: this follows from
the representability of Pic0X and the duality between the Picard
and the Albanese varieties.
(2) Let j : U → X be an open immersion: then the lemma is
true for X if and only if it is true for U . This is clear since
PicX/k → PicU/k is an epimorphism with discrete kernel.
(3) Let ϕ : Y → X be an e´tale covering. If the lemma is true for Y ,
then it is true for X. This follows from the existence of transfer
maps ϕ∗ : A
∗
Y/k → A
∗
X/k, PicY/k → PicX/k commuting with the
map of the lemma, plus the usual transfer argument.
We conclude by de Jong’s theorem [27, Th. 4.1]. 
10.4. Proof of Theorem 10.3.2. We may obviously suppose that X
is irreducible.
a) is obvious from the universal property of AX/k. For b) we proceed
in two steps:
(1) Verification of ef = 0.
(2) Proof that the sequence is exact.
(1) As above, let A = AX/k be the abelian part of A
0
X/k. In the
diagram
Ext(A,Gm)→ Ext(A
0
X/k,Gm)← Ext(AX/k,Gm)
the first map is surjective and the second map is an isomorphism, hence
we get a surjective map
v : Ext(A,Gm)→ Ext(AX/k,Gm).
Choose a rational point x ∈ X(k). We have a diagram
Ext(A,Gm)
v
−−−→ Ext(AX/k,Gm)
a
y fy
Pic(A)
x∗
−−−→ Pic(X)
c
y ey
NS(A)
x∗
−−−→ NS(X)
in which
(i) a is given by [53, p. 170, prop. 5 and 6] (or by Proposition
3.1.1).
(ii) ca = 0 (ibid., p. 184, th. 6; ).
(iii) x∗ is induced by the “canonical” map X → A sending x to 0.
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Lemma 3.1.6 applied to G = AX/k implies that the top square com-
mutes (the bottom one trivially commutes too). Moreover, since v is
surjective and ca = 0, we get ef = 0.
(2) In the sequence (10.8), the surjectivity of e is clear. Let us prove
the injectivity of f : suppose that f(E) is trivial. In the pull-back
diagram
a∗E
π′
−−−→ X
a′
y ay
E
π
−−−→ AX/k
π′ has a section σ′. Observe that E is a locally semi-abelian scheme: by
the universal property of AX/k, the morphism a
′σ′ factors canonically
through a. In other words, there exists σ : AX/k → E such that
a′σ′ = σa. Then
πσa = πa′σ′ = aπ′σ′ = a
hence πσ = 1 by reapplying the universal property of AX/k, and E
is trivial. Finally, exactness in the middle follows immediately from
Proposition 3.5.2 and Lemma 10.3.3. 
10.4.1. Corollary. The isogeny of Lemma 10.3.3 is an isomorphism.
Proof. This follows from the injectivity of f in (10.8). 
10.5. An application.
10.5.1. Corollary. Let X be a smooth k-variety of dimension d, U a
dense open subset and Z = X − U (reduced structure). Then the mor-
phism AU/k → AX/k is epi; its kernel TX/U,k is a torus whose character
group fits into a short exact sequence
0→ T ∗X/U,k → CHd−1(Z)→ NSZ(X)→ 0
where CHd−1(Z) is as in Lemma 8.2.2 and NSZ(X) = Ker(NS(X) →
NS(U).
Proof. To see that AU/k → AX/k is epi with kernel of multiplica-
tive type, it is sufficient to see that π0(AU/k)
∼
−→ π0(AX/k) and that
AU/k
∼
−→ AX/k. The first isomorphism is obvious and the second one
follows from [41, Th. 3.1]. The characterisation of TX/U,k is then an
immediate consequence of Theorem 10.2.2 and Lemma 8.2.2; in partic-
ular, it is a torus. 
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10.6. RPic(X). Recall that for X smooth projective A0X/k = AX/k is
the classical Albanese abelian variety Alb(X). In the case where X
is obtained by removing a divisor Y from a smooth proper scheme X,
A0X/k, can be described as follows (cf. [5]). Consider the (cohomological
Picard) 1-motive Pic+(X) := [Div0Y (X)→ Pic
0(X)]: its Cartier dual is
A0X/k which can be represented as a torus bundle
0→ TX/X,k → A
0
X/k → Alb(X)→ 0
where TX/X,k has character group Div
0
Y (X) according to Corollary 10.5.1.
From the previous remarks and Corollary 10.2.4, we deduce:
10.6.1. Corollary. If X is smooth, R1Pic(X) is isomorphic to the 1-
motive Pic+(X) of [5] (the Cartier dual of Alb−(X)). If X is a smooth
compactification of X, then
RiPic(X) =

[0→ Z[π0(X)]
∗] if i = 0
[Div0Y (X)→ Pic
0(X)] if i = 1
[NS(X)→ 0] if i = 2
0 otherwise
where Y = X −X.
11. 1-motivic homology and cohomology of singular
schemes
11.1. AX/k for X ∈ Sch(k). In this subsection, we extend the con-
struction of AX/k to arbitrary reduced k-schemes of finite type, starting
from the case where X is integral (which is treated in [49, Sect. 1]).
So far, k may be of any characteristic.
To make the definition clear:
11.1.1. Definition. Let X ∈ Sch(k). We say that AX/k exists if the
functor
AbS→ Ab
G 7→ G(X)
is corepresentable.
First note that AX/k does not exist (as a semi-abelian scheme, at
least) if X is not reduced. For example, for X = Spec k[ε] with ε2 = 0,
we have an exact sequence
0→ Ga(k)→ Mapk(X,Gm)→ Gm(k)→ 0
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which cannot be described by Hom(A,Gm) for any semi-abelian scheme
A.
On the other hand, M(X) = M(Xred) for any X ∈ Sch(k), where
Xred is the reduced subscheme of X (see proof of Lemma 9.4.1), so we
are naturally led to neglect nonreduced schemes.
11.1.2. Lemma. Let Z ∈ Sch(k), G ∈ AbS and f1, f2 : Z ⇉ G two
morphisms which coincide on the underlying topological spaces (thus,
f1 = f2 if Z is reduced). Then there exists a largest quotient G of G
such that π0(G)
∼
−→ π0(G) and the two compositions
Z ⇉ G→ G
coincide.
Proof. The set S of such quotients G is in one-to-one correspondence
with the set of closed subgroups H0 ⊆ G0. Clearly π0(G) ∈ S, and
if G1 = G/H
0
1 ∈ S, G2 = G/H
0
2 ∈ S, then G3 = G/(H
0
1 ∩ H
0
2 ) ∈ S.
Therefore S has a smallest element, since it is Artinian (compare proof
of Proposition 3.6.5). 
11.1.3. Proposition. AX/k exists for any reduced X ∈ Sch(k).
Proof. When X is integral, this is [49, Sect. 1]. Starting from this case,
we argue by induction on dimX. Let Z1, . . . , Zn be the irreducible
components of X and Zij = Zi ∩ Zj.
By induction, Aij :=A(Zij)red/k exists for any (i, j). Consider
A = Coker
(⊕
Aij →
⊕
Ai
)
with Ai = AZi/k. Let Z =
∐
Zij and f1, f2 : Z ⇉
∐
Zi the two
inclusions: the compositions f1, f2 : Z ⇉ A verify the hypothesis of
Lemma 11.1.2. Hence there is a largest quotientA′ ofA with π0(A)
∼
−→
π0(A
′), equalising f1 and f2. Then the composition∐
Zi →
⊕
Ai → A
′
glues down to a morphism X → A′. It is clear that A′ = AX/k since,
for any commutative group scheme G, the sequence
0→ Mapk(X,G)→
⊕
Mapk(Zi, G)→
⊕
Mapk(Zij , G)
is exact. 
Unfortunately this result is only useful to understand L1Alb(X) for
X “strictly reduced”, as we shall see below. In general, we shall have
to consider Albanese schemes for the e´h topology.
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11.2. The e´h topology. In this subsection and the next ones, we
assume that k is of characteristic 0. Recall that HIe´t = HI
s
e´t in this
case by Proposition D.1.4.
The following e´tale analogue of the cdh topology was first considered
by Thomas Geisser [21]:
11.2.1. Definition. The e´h topology on Sch(k) is the topology gener-
ated by the e´tale topology and coverings defined by abstract blow-ups
(it is the same as [63, Def. 4.1.9] by replacing the Nisnevich topology
by the e´tale topology).
As in [63, Th. 4.1.10] (see [39, Proof of Th. 14.20] for more details),
one has:
11.2.2. Proposition. Let C ∈ DMeff−,e´t. Then, for any X ∈ Sch(k) and
any q ∈ Z one has
HomDMeff−,e´t(Me´t(X), C[q]) ≃ H
q
e´h(X,Ce´h[q]).
In particular, if X is smooth then Hqe´t(X,Ce´t)
∼
−→ Hqe´h(X,Ce´h). 
(See [21, Th. 4.3] for a different proof of the second statement.)
The following lemma will be used many times:
11.2.3. Lemma (Blow-up induction). Let A be an abelian category.
a) Let B ⊆ A be a thick subcategory and H∗ : Sch(k)op → A(N) a
functor with the following property: given an abstract blow-up as in
§8.1.e, we have a long exact sequence
· · · → H i(X)→ H i(X˜)⊕H i(Z)→ H i(X˜)→ H i+1(X)→ . . .
Let n ≥ 0, and assume that H i(X) ∈ B for i ≤ n and X ∈ Sm(k).
Then H i(X) ∈ B for i ≤ n and all X ∈ Sch(k).
b) Let H∗1 , H
∗
2 be two functors as in a) and ϕ
∗ : H∗1 → H
∗
2 be a natural
transformation. Let n ≥ 0, and suppose that ϕiX is an isomorphism
for all X ∈ Sm(k) and i ≤ n. Then ϕiX is an isomorphism for all
X ∈ Sch(k) and i ≤ n.
We get the same statements as a) and b) by replacing “i ≤ n” by
“i ≥ n+ dimX”.
Proof. Induction on dimX in two steps: 1) if X is integral, choose a
resolution of singularities X˜ → X; 2) in general, if Z1, . . . , Zr are the
irreducible components of X, choose X˜ =
∐
Zi and Z =
⋃
i6=j Zi ∩
Zj. 
11.2.4. Examples. 1) Thanks to [63, Th. 4.1.10] and Proposition
11.2.2, cdh or e´h cohomology with coefficients in an object of DMeff− or
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DMeff−,e´t satisfy the hypothesis of a) (here A = abelian groups). (See
also [21, Prop. 3.2] for a different proof.)
2) E´tale cohomology with torsion coefficients satisfies the hypothesis
of a) by [46, Prop. 2.1] (recall that the proof of loc. cit. relies on the
proper base change theorem).
Here is a variant of Lemma 11.2.3:
11.2.5. Proposition. a) Let X ∈ Sch(k) and X· → X be a hyper-
envelope in the sense of Gillet-Soule´ [23, 1.4.1]. Let τ = cdh or e´h.
Then, for any (bounded below) complex of sheaves C over Sch(X)τ ,
the augmentation map
H∗τ (X,C)→ H
∗
τ (X·, C)
is an isomorphism.
b) Suppose that X0 and X1 are smooth and F is a homotopy invariant
Nisnevich (if τ = cdh) or e´tale (if τ = e´h) sheaf with transfers. Then
we have
Fτ (X) = Ker(F(X0)→ F(X1)).
Proof. a) By [39, Lemma 12.26], X· is a proper τ -hypercovering (cf.
[13, p. 46]). Therefore the proposition follows from the standard theory
of cohomological descent.
b) Let us take C = Fτ [0]. By a) we have a descent spectral sequence
which gives a short exact sequence
0→ Fτ (X)→ Fτ(X0)→ Fτ(X1)
and the conclusion now follows from 11.2.2. 
11.3. LiAlb(X) for X singular. The following is a general method
for computing the 1-motivic homology of LAlbQ(X):
11.3.1. Proposition. If char k = 0 and X ∈ Sch(k) consider cdh
cohomology groups Hicdh(X, π
∗(N))Q, where π : Sch(k)cdh → Sch(k)Zar
is the canonical map from the cdh site to the big Zariski site. Then we
have short exact sequences, for all i ∈ Z
0→ Ext1(Li−1Alb
Q(X), N)→ Hicdh(X, π
∗(N))Q
→ Hom(LiAlb
Q(X), N)→ 0
0→ Ext1(N,Li+1Alb
Q(X))→ Ext−i(N,LAlbQ(X))
→ Hom(N,LiAlb(X))→ 0.
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Proof. For any 1-motive N ∈M1 we have a spectral sequence
(11.1) Ep,q2 = Ext
p(LqAlb(X), N) ⇒ Ext
p+q(LAlb(X), N)
yielding the following short exact sequence
0→ Ext1(Li−1Alb
Q(X), N)→ Exti(LAlbQ(X), N)→
Hom(LiAlb
Q(X), N)→ 0
because of Proposition 1.2.1. By adjunction we also obtain
Exti(LAlbQ(X), N) = Hom(LAlbQ(X), N [i]) ∼= Hom(M(X),TotN [i]).
Now from [63, Thm. 3.2.6 and Cor. 3.2.7], for X smooth we have
Hom(M(X),TotN [i]) ∼= HiZar(X,N)Q.
If k is of characteristic 0 and X is arbitrary, we get the same isomor-
phism with cdh hypercohomology by [63, Thm. 4.1.10].
The proof for the second short exact sequence is similar. 
One gets similar computations integrally by replacing the cdh topol-
ogy by the e´h topology, but here the spectral sequence does not degen-
erate. In any case we shall obtain the following integral results directly
(except for Proposition 13.6.4).
The following proposition folllows readily by blow-up induction (Lem-
ma 11.2.3) from Corollary 10.2.3 and the exact sequences (8.2):
11.3.2. Proposition. For any X ∈ Sch(k) of dimension d in charac-
teristic 0, we have
a) LiAlb(X) = 0 if i < 0.
b) L0Alb(X) = [Z[π0(X)]→ 0].
c) LiAlb(X) = 0 for i > max(2, d+ 1).
d) Ld+1Alb(X) is a group of multiplicative type. 
11.4. The cohomological 1-motives RiPic(X). If X ∈ Sch(k), we
quote the following variant of Proposition 11.3.1:
11.4.1. Lemma. Let N ∈M1 ⊗Q and X ∈ Sch(k). We have a short
exact sequence, for all i ∈ Z
0→ Ext(N,Ri−1Pic(X))→ Hicdh(X, π
∗(N∗))Q
→ Hom(N,RiPic(X))→ 0
here π : Sch(k)cdh → Sch(k)Zar and N
∗ is the Cartier dual.
Proof. The spectral sequence
Ep,q2 = Ext
p(N,RqPic(X)) ⇒ Extp+q(N,RPic(X))
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yields the following short exact sequence
0→ Ext(N,Ri−1Pic(X))→ Exti(N,RPic(X))→
Hom(N,RiPic(X))→ 0
and by Cartier duality, the universal property and [63, Thm. 4.1.10]
we obtain:
Exti(N,RPic(X)) = Hom(N,RPic(X)[i]) ∼= Hom(LAlb(X), N∗[i]) =
Hom(M(X), N∗[i]) ∼= Hicdh(X, π
∗(N∗))Q.

On the other hand, here is a dual to Proposition 11.3.2:
11.4.2. Proposition. For any X ∈ Sch(k) of dimension d in charac-
teristic 0, we have
a) RiPic(X) = 0 if i < 0.
b) R0Pic(X) = [0→ Z[π0(X)]
∗].
c) RiPic(X) = 0 for i > max(2, d+ 1).
d) Rd+1Pic(X) is discrete. 
11.5. Borel-Moore variants.
11.5.1. Definition. For X ∈ Sch(k), we denote by πc0(X) the disjoint
union of π0(Zi) where Zi runs through the proper connected compo-
nents of X: this is the scheme of proper constants.
11.5.2. Proposition. Let X ∈ Sch(k) of dimension d. Then:
a) LiAlb
c(X) = 0 if i < 0.
b) L0Alb
c(X) = [Z[πc0(X)] → 0]. In particular, L0Alb
c(X) = 0 if no
connected component is proper.
c) LiAlb
c(X) = 0 for i > max(2, d+ 1).
d) Ld+1Alb
c(X) is a group of multiplicative type.
Proof. If X is proper, this is Proposition 11.3.2. In general, we may
choose a compactification X of X; if Z = X−X, with dimZ < dimX,
the claim follows inductively by the long exact sequence (9.1). 
We leave it to the reader to formulate the dual of this proposition
for RPicc(X).
12. 1-motivic homology and cohomology of curves
12.1. “Chow-Ku¨nneth” decomposition for a curve. Note that
for any curve C, the map aC is an isomorphism by Proposition 5.1.4.
Moreover, since the category of 1-motives up to isogeny is of cohomo-
logical dimension 1 (see Prop. 1.2.1), the complex LAlbQ(C) can be
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represented by a complex with zero differentials. Using Proposition
11.3.2 c), we then have:
12.1.1. Corollary. If C is a curve then the motive M(C) decomposes
in DMeffgm⊗Q as
M(C) = M0(C)⊕M1(C)⊕M2(C)
where Mi(C) := Tot LiAlb
Q(C)[i].
12.2. LiAlb and R
iPic of curves. Here we shall complete the com-
putation of Proposition 11.3.2 in the case of a curve C.
Let C˜ denote the normalisation of C. Let C be a smooth compactifi-
cation of C˜ so that F = C− C˜ is a finite set of closed points. Consider
the following cartesian square
S˜ −−−→ C˜y y
S −−−→ C
where S denote the singular locus. Let S denote S˜ regarded in C. Note
that S = π0(S), S˜ = π0(S˜) and π0(S˜)
=
→ π0(S) if C˜ → C is radicial,
yieldingM(C˜)
=
→M(C) in this case. In general, we have the following.
12.2.1. Theorem. Let C, C˜, C, S, S˜, S and F as above. Then
LiAlb(C) =

[Z[π0(C)]→ 0] if i = 0
[Div0
S/S
(C, F )
u
→ Pic0(C, F )] if i = 1
[0→ NS∗
C˜/k
] if i = 2
0 otherwise
where: Div0
S/S
(C, F ) = Div0
S˜/S
(C˜) here is the free group of degree zero
divisors generated by S˜ having trivial push-forward on S and the map u
is the canonical map (cf. [5, Def. 2.2.1]); NSC˜/k is the sheaf associated
to the free abelian group on the proper irreducible components of C˜.
Proof. We use the long exact sequence (8.2)
· · · → LiAlb(S˜)→ LiAlb(C˜)⊕LiAlb(S)→ LiAlb(C)→ Li−1Alb(S˜)→ . . .
Since S and S˜ are 0-dimensional we have LiAlb(S˜) = LiAlb(S) = 0
for i > 0, therefore
LiAlb(C) = LiAlb(C˜) for i ≥ 2
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and by 10.2.3 we get the claimed vanishing and description of L2Alb(C).
For i = 0 see Corollary 11.3.2. If i = 1 then L1Alb(C) is here repre-
sented as an element of Ext([Λ→ 0],L1Alb(C˜)) where Λ := Ker(Z[π0(S˜)]
→ Z[π0(C˜)]⊕Z[π0(S)]. Recall, see 10.2.3, that L1Alb(C˜) = [0→ A
0
C˜/k
]
thus Ext(Λ,L1Alb(C˜)) = Homk(Λ,A
0
C˜/k
) and
L1Alb(C) = [Λ
u
→ A0
C˜/k
].
Now Λ = Div0
S/S
(C, F ), A0
C˜/k
= Pic0(C, F ) and the map u is induced
by the following canonical map.
Consider ϕC˜ : C˜ → Pic(C, F ) where ϕC˜(P ) := (OC(P ), 1) yielding
AC˜/k = Pic(C, F ) and such that
0→ Div0F (C)
∗ → Pic0(C, F )→ Pic0(C)→ 0.
Thus L1Alb(C˜) = [0 → Pic
0(C, F )]. Note that Z[π0(S˜)] = DivS˜(C˜) =
DivS(C, F ), the map Z[π0(S˜)] → Z[π0(C˜)] is the degree map and the
following map Z[π0(S˜)]→ Z[π0(S)] is the proper push-forward of Weil
divisors, i.e. Λ = Div0
S/S
(C, F ). The map ϕC˜ then induces the map-
ping u ∈ Homk(Λ,Pic
0(C, F )) which also is the canonical lifting of the
universal map D 7→ OC(D) as the support of D is disjoint from F (cf.
[5, Lemma 3.1.3]). 
12.2.2. Remark. We remark that L1Alb(C) coincides with the ho-
mological Albanese 1-motive Alb−(C) (= Pic−(C) for curves, see [5]).
The LiAlb(C) also coincide with Lichtenbaum-Deligne motivic homol-
ogy hi(C) of the curve C, cf. [34].
Note that R1Pic(C) = L1Alb(C)
∗ is Deligne’s motivic cohomology
H1m(C)(1) of the singular curve C by [5, Prop. 3.1.2]. Hence:
12.2.3. Corollary. Let C be a curve, C ′ its seminormalisation, C
′
a
compactification of C ′, and F = C
′
− C ′. Let further C˜ denote the
normalisation of C. Then
RiPic(C) =

[0→ Gm[π0(C)]] if i = 0
[Div0F (C
′
)→ Pic0(C
′
)] if i = 1
[NS(C˜)→ 0] if i = 2
0 otherwise
where NS(C˜) = Z[πc0(C˜)] and π
c
0(C˜) is the scheme of proper constants.
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12.3. Borel-Moore variants.
12.3.1. Theorem. Let C be a smooth curve, C a smooth compactifi-
cation of C and F = C − C the finite set of closed points at infinity.
Then
LiAlb
c(C) =

[Z[πc0(C)]→ 0] if i = 0
[Div0F (C)→ Pic
0(C)] if i = 1
[0→ NS∗
C/k
] if i = 2
0 otherwise
where NS(C) = Z[π0(C)] and π
c
0(C) is the scheme of proper constants.
Proof. It follows from the distinguished triangle
LAlb(F ) −−−→ LAlb(C)
+1 տ ւ
LAlbc(C)
and Corollary 10.2.3, yielding the claimed description: L0Alb
c(C) =
Coker(L0Alb(F )→ L0Alb(C)) moreover we have
[Div0F (C)→ 0] = Ker(L0Alb(F )→ L0Alb(C))
and the following extension
0→ L1Alb(C)→ L1Alb
c(C)→ [Div0F (C)→ 0]→ 0.
Finally, LiAlb(C) = LiAlb
c(C) for i ≥ 2. 
12.3.2. Corollary. Let C be a smooth curve, C a smooth compactifi-
cation of C and F = C − C the finite set of closed points at infinity.
Then
RiPic
c
(C) =

[0→ Gm[π
c
0(C)]] if i = 0
[0→ Pic0(C, F )] if i = 1
[NS(C)→ 0] if i = 2
0 otherwise
where NS(C) = Z[π0(C)] and π
c
0(C) is the scheme of proper constants.
Here we have that R1Pic
c
(C) = R1Pic
∗
(C) is also the Albanese va-
riety of the smooth curve.
Note that L1Alb
c(C) (= Pic+(C) = Alb+(C) for curves, see [5])
coincide with Deligne’s motivic H1m(C)(1) of the smooth curve C. This
is due to the Poincare´ duality isomorphism M c(C) =M(C)∗(1)[2].
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13. Comparison with Pic+,Pic−,Alb+ and Alb−
In this section, we want to study L1Alb(X) and its variants in more
detail. In particular, we show in Proposition 13.6.3 c) that it is al-
ways a Deligne 1-motive, and show in Corollaries 13.7.2 and 13.10.2
that, if X is normal or proper, it is canonically isomorphic to the 1-
motive Alb−(X) of [5]. Precise descriptions of L1Alb(X) are given in
Proposition 13.6.4 and Corollary 13.6.5.
We also describe L1Alb
c(X) in Proposition 13.11.2; more precisely,
we prove in Theorem 13.11.1 that its dual R1Pic
c
(X) is canonically
isomorphic to Pic0(X,Z)/U , where X is a compactification of X with
complement Z and U is the unipotent radical of the commutative al-
gebraic group Pic0(X,Z). Finally, we prove in Theorem 13.12.6 that
L1Alb
∗(X) is abstractly isomorphic to the 1-motive Alb+(X) of [5].
We start with some comparison results between e´h and e´tale coho-
mology for non smooth schemes.
Let ε : Sche´h → Sche´t be the obvious morphism of sites. If F is
an e´tale sheaf on Sch, we denote by Fe´h its e´h sheafification (that is,
Fe´h = ε∗ε
∗F). We shall abbreviate H∗e´h(X,Fe´h) to H
∗
e´h(X,F).
13.1. Torsion sheaves. The first basic result is a variant of [59, Cor.
7.8 and Th. 10.7]: it follows from Proposition 11.2.2 and Examples
11.2.4 via Lemma 11.2.3 b).
13.1.1. Proposition. Let C be a bounded below complex of torsion
sheaves on (Spec k)e´t. Then, for any X ∈ Sch and any n ∈ Z,
Hne´t(X,C)
∼
−→ Hne´h(X,C). 
(See [21, Th. 3.6] for a different proof.)
13.2. Discrete sheaves.
13.2.1. Lemma. a) If F is discrete, then F
∼
−→ Fe´h. More precisely,
for any X ∈ Sch, F(π0(X))
∼
−→ F(X)
∼
−→ Fe´h(X).
b) If f : Y → X is surjective with geometrically connected fibres, then
Fe´h
∼
−→ f∗f
∗Fe´h.
Proof. a) We may assume X reduced. Clearly it suffices to prove that
F(π0(X))
∼
−→ Fe´h(X) for any X ∈ Sch. In the situation of §8.1.e, we
have a commutative diagram of exact sequences
0 −−−→ Fe´h(X) −−−→ Fe´h(X˜)⊕ Fe´h(Z) −−−→ Fe´h(Z˜)x x x
0 −−−→ F(π0(X)) −−−→ F(π0(X˜))⊕ F(π0(Z)) −−−→ F(π0(Z˜)).
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The proof then goes exactly as the one of Proposition 13.1.1. b)
follows from a). 
It is well-known that H1e´t(X,F) = 0 for any geometrically unibranch
scheme X ∈ Sch if F is constant and torsion-free (cf. [SGA4, IX, Prop.
3.6 (ii)]). The following lemma shows that this is also true for the e´h
topology, at least if X is normal.
13.2.2. Lemma (compare [39, Ex. 12.31 and 12.32]). Let F be a con-
stant torsion-free sheaf on Sch(k).
a) For any X ∈ Sch, H1e´h(X,F) is torsion-free. It is finitely generated
if F is a lattice.
b) Let f : X˜ → X be a surjective morphism. Then H1e´h(X,F) →
H1e´h(X˜,F) is injective in the following cases:
(i) The geometric fibres of f are connected.
(ii) f is finite and flat.
c) If X is normal, H1e´h(X,F) = 0.
Proof. a) The first assertion follows immediately from Lemma 13.2.1
(consider the exact sequence of multiplication by n on F). The second
assertion follows by blow-up induction from the fact that H1e´h(X,F) =
0 if X is smooth, by Proposition 11.2.2.
b) In the first case, the Leray spectral sequence yields an injection
H1e´h(X, f∗F) →֒ H
1
e´h(X˜,F)
and f∗F = F by Lemma 13.2.1 b). In the second case, the theory of
trace [SGA4, XVII, Th. 6.2.3] provides F , hence Fe´h, with a morphism
Trf : f∗F → F whose composition with the natural morphism is
(on each connected component of X) multiplication by some nonzero
integer. This shows that the kernel of H1e´h(X,F) → H
1
e´h(X, f∗F) is
torsion, hence 0 by a).
c) follows from b) with X˜ a desingularisation of X: by Proposi-
tion 13.1.1, H1e´t(X˜,F)
∼
−→ H1e´h(X˜,F) and it is well-known that the
first group is 0; on the other hand, the fibres of f are geometrically
connected by Zariski’s main theorem. 
The following is a version of [65, Lemma 5.6]:
13.2.3. Lemma. Let f : X˜ → X be a finite birational morphism,
i : Z →֒ X a closed subset and Z˜ = p−1(Z). Then, for any discrete
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sheaf, we have a long exact sequence:
· · · → H ie´t(X,F)→ H
i
e´t(X˜,F)⊕H
i
e´t(Z,F)
→ H ie´t(Z˜,F)→ H
i+1
e´t (X,F)→ . . .
Proof. Let g : Z˜ → Z be the induced map. Then f∗, i∗ and g∗ are exact
for the e´tale topology. Thus it suffices to show that the sequence of
sheaves
0→ F → f∗f
∗F ⊕ i∗i
∗F → (ig)∗(ig)
∗F → 0
is exact. The assertion is local for the e´tale topology, hence we may
assume that X is strictly local. Then Z, X˜ and Z˜ are strictly local as
well, hence connected, thus the statement is obvious. 
We can now prove:
13.2.4. Proposition. For any X ∈ Sch(k) and any discrete sheaf F ,
the map H1e´t(X,F)→ H
1
e´h(X,F) is an isomorphism.
Proof. Let f : X˜ → X be the normalisation of X, and take for Z
the non-normal locus of X in Lemma 13.2.3. The result now follows
from comparing the exact sequence of this lemma with the one for e´h
topology, and using Lemma 13.2.2 c). 
13.2.5. Corollary. The exact sequence of Lemma 13.2.3 holds up to
i = 1 for a general abstract blow-up. 
13.3. Strictly reduced schemes. If G is a commutative k-group
scheme, the associated presheaf G is an e´tale sheaf on reduced k-
schemes of finite type. However, G(X) → Ge´h(X) is not an isomor-
phism in general if X is not smooth. Nevertheless we have some nice
results in Lemma 13.3.4 below.
13.3.1. Definition. A k-scheme of finite type X is strictly reduced (a
recursive definition) if it is reduced and
(i) If X is irreducible: Xsing, considered with its reduced structure,
is strictly reduced.
(ii) If Z1, . . . , Zn are the irreducible components of X: all Zi are
strictly reduced and the scheme-theoretic intersection Zi ∩ Zj
is reduced for any i 6= j.
13.3.2. Examples. 1) If dimX = 0, X is strictly reduced.
2) The union of a line and a tangent parabola is not strictly reduced.
3) If X is normal and of dimension ≤ 2, it is strictly reduced.
4) M. Ojanguren provided the following example of a normal 3-fold
which is not strictly reduced: take the affine hypersurface with equation
uv = x2(y2 − x)2.
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13.3.3. Lemma. Let G be an affine group scheme and f : Y → X a
proper surjective map with geometrically connected fibres. Then G(X)
∼
−→ G(Y ), and H0τ (X,G)
∼
−→ H0τ (Y,G) for any Grothendieck topology
τ stronger than the Zariski topology.
Proof. The first statement is clear, and the second folllows because the
hypothesis on f is stable under any base change. 
13.3.4. Lemma. a) If X is reduced, then the map
(13.1) G(X)→ Ge´h(X)
is injective for any semi-abelian k-scheme G.
b) If X is strictly reduced, (13.1) is an isomorphism.
c) If X is proper and G is a torus, the maps G(π0(X)) → Ge´t(X) →
Ge´h(X) are isomorphisms. If moreover X is reduced, (13.1) is an iso-
morphism.
Proof. a) Let Zi be the irreducible components of X, and for each i let
pi : Z˜i → Zi be a resolution of singularities. We have a commutative
diagram
Ge´h(X) −−−→
⊕
Ge´h(Zi)
(p∗i )−−−→
⊕
Ge´h(Z˜i)x x x
G(X) −−−→
⊕
G(Zi)
(p∗i )−−−→
⊕
G(Z˜i).
The bottom horizontal maps are injective; the right vertical map is
an isomorphism by Proposition 11.2.2. The claim follows.
b) We argue by induction on d = dimX. If d = 0 this is trivial.
If d > 0, we first assume X irreducible. Let Z be its singular locus,
and choose a desingularisation p : X˜ → X with p proper surjective,
X˜ smooth, Z˜ = p−1(Z) a divisor with normal crossings (in particular
reduced) and p|X˜−Z˜ an isomorphism. We now have a commutative
diagram
0 −−−→ Ge´h(X) −−−→ Ge´h(Z)⊕Ge´h(X˜) −−−→
⊕
Ge´h(Z˜)x x x
0 −−−→ G(X) −−−→ G(Z)⊕G(X˜) −−−→
⊕
G(Z˜)
where the lower sequence is exact, the middle vertical map is bijective
by induction on d and the smooth case (Proposition 11.2.2) and the
right vertical map is injective by a). It follows that the left vertical
map is surjective.
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In general, write Z1, . . . , Zn for the irreducible components of X: by
assumption, the two-fold intersections Zij are reduced. The commuta-
tive diagram
0 −−−→ Ge´h(X) −−−→
⊕
Ge´h(Zi) −−−→
⊕
Ge´h(Zij)x x x
0 −−−→ G(X) −−−→
⊕
G(Zi) −−−→
⊕
G(Zij)
then has the same formal properties as the previous one, and we con-
clude.
For c), same proof as for Lemma 13.2.1 a). (The second statement of
c) is true because G(π0(X))
∼
−→ G(X) if X is proper and reduced.) 
13.4. Normal schemes. The main result of this subsection is:
13.4.1. Theorem. Let X be normal. Then, for any F ∈ Shv1, the map
F(X)→ Fe´h(X) is bijective and the map H
1
e´t(X,F)→ H
1
e´h(X,Fe´h) is
injective (with torsion-free cokernel by Proposition 13.1.1).
Proof. In several steps:
Step 1. The first result implies the second for a given sheaf F : let
ε : Sch(k)e´h → Sch(k)e´t be the projection morphism. The associated
Leray spectral sequence gives an injection
H1e´t(X, ε∗Fe´h) →֒ H
1
e´h(X,Fe´h).
But any scheme e´tale over X is normal [SGA1, Exp. I, Cor. 9.10],
therefore F → ε∗Fe´h is an isomorphism over the small e´tale site.
Step 2. Let 0 → F ′ → F → F ′′ → 0 be a short exact sequence
in Shv1. If the theorem is true for F
′ and F ′′, it is true for F . This
follows readily from Step 1 and a diagram chase.
Step 3. Given the structure of 1-motivic sheaves, Step 1 - 2 reduce us
to prove that F(X)
∼
−→ Fe´h(X) separately when F is discrete, a torus
or an abelian variety. The discrete case follows from Lemma 13.2.1 a).
Step 4. If G is a torus, let π : X˜ → X be a desingularisation of X.
We have a commutative diagram
Ge´h(X) −−−→ Ge´h(X˜)x x
G(X) −−−→ G(X˜).
Here the right vertical map is an isomorphism because X˜ is smooth
and the two horizontal maps are also isomorphisms by Lemma 13.3.3
applied to π (Zariski’s main theorem). The result follows.
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Step 5. Let finally G be an abelian variety. This time, it is not
true in general that G(X)
∼
−→ G(X˜) for a smooth desingularisation X˜
of X. However, we get the result from Proposition 11.2.5 b) and the
following general lemma. 
13.4.2. Lemma. Let X ∈ Sch(k) be normal, p : X0 → X a proper
surjective map such that the restriction of p to a suitable connected
component X ′0 of X0 is birational. Let X1
p0
⇉
p1
X0 be two morphisms such
that pp0 = pp1 and that the induced map Ψ : X1 → X0×X X0 is proper
surjective. Let Y ∈ Sch(k) and let f : X0 → Y be such that fp0 = fp1.
X1
p0

p1

X0
p

f
  
A
A
A
A
A
A
A
A
X Y
Then there exists a unique morphism f : X → Y such that f = fp.
Proof. We may assume X connected. Since Ψ is proper surjective, the
hypothesis is true by replacing X1 by X0×XX0, which we shall assume
henceforth. Let x ∈ X and K = k(x). Base-changing by the morphism
SpecK → X, we find (by faithful flatness) that f is constant on p−1(x).
Since p is surjective, this defines f as a set-theoretic map, and this map
is continuous for the Zariski topology because p is also proper.
It remains to show that f is a map of locally ringed spaces. Let
x ∈ X, y = f(x) and x′ ∈ p−1(x) ∩X ′0. Then f
♯(OY,y) ⊆ OX′0,x′. Note
that X and X ′0 have the same function field L, and OX,x ⊆ OX′0,x′ ⊆ L.
Now, since X is normal, OX,x is the intersection of the valuation rings
containing it.
Let O be such a valuation ring, so that x is the centre of O on X.
By the valuative criterion of properness, we may find x′ ∈ p−1(x)∩X ′0
such that OX′0,x′ ⊆ O. This shows that
OX,x =
⋂
x′∈p−1(x)∩X′0
OX′0,x′
and therefore that f ♯(OY,y) ⊆ OX,x. Moreover, the corresponding map
f
♯
: OY,y → OX,x is local since f
♯ is.
(Alternatively, observe that f and its topological factorisation induce
a map
f# : OY → f∗OX0 ≃ f ∗p∗OX0 = f ∗OX .)
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
13.5. Some representability results.
13.5.1. Proposition. Let πX be the structural morphism of X and
(πX∗ )
e´h the induced direct image morphism on the e´h sites. For any
F ∈ HIe´t, let us denote the restriction of R
q(πX∗ )
e´hFe´h to Sm by R
qπX∗ F
(in other words, Rq(πX∗ )
e´hFe´h is the sheaf on Sm(k)e´t associated to the
presheaf U 7→ Hqe´h(X × U,Fe´h)): it is an object of HIe´t. Then
a) For any lattice L, RqπX∗ L is a ind-discrete sheaf for all q ≥ 0; it is
a lattice for q = 0, 1.
b) For any torus T , RqπX∗ T is 1-motivic for q = 0, 1.
Proof. We apply Lemma 11.2.3 a) in the following situation: A = HIe´t,
B = Shv0, H
i(X) = RiπX∗ L in case a), B = Shv1, H
i(X) = RiπX∗ T
in case b). The smooth case is trivial in a) and the lattice assertions
follow from lemmas 13.2.1 and 13.2.2 a). In b), the smooth case follows
from Proposition 3.4.1. 
13.6. L1Alb(X) and the Albanese schemes. We now compute the
1-motive L1Alb(X) = [L1 → G1] in important special cases This is
done in the following three propositions; in particular, we shall show
that it always “is” a Deligne 1-motive. Note that, by definition of a
1-motive with cotorsion, the pair (L1, G1) is determined only up to a
q.i. : the last sentence means that we may choose this pair such that
G1 is connected.
13.6.1. Proposition. Let X ∈ Sch(k). Then
a) Hi(LAlb(X)) = 0 for i < 0.
b) Let FX = H0(Tot LAlb(X)). Then FX corepresents the functor
Shv1 → Ab
F 7→ Fe´h(X) (see Def. 11.2.1)
via the composition
α∗M(X)→ Tot LAlb(X)→ FX [0].
Moreover, we have an exact sequence, for any representative [L1
u1→ G1]
of L1Alb(X) :
(13.2) L1
u1→ G1 → FX → Zπ0(X)→ 0.
c) Let Ae´hX/k := Ω(FX) (cf. Proposition 3.6.5). Then A
e´h
X/k corepresents
the functor
tAbS→ Ab
G 7→ Ge´h(X).
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Moreover we have an epimorphism
(13.3) Ae´hX/k→→AXred/k.
d) If Xred is strictly reduced (Def. 13.3.1) or normal, (13.3) is an
isomorphism.
Proof. a) is proven as in Proposition 11.3.2 by blow-up induction (re-
duction to the smooth case). If F ∈ Shv1, we have
HomDMeff−,e´t(α
∗M(X),F) = Fe´h(X)
by Propositions 3.8.1, 11.2.2 and D.1.4. The latter group coincides with
HomShv1(FX ,F) by (5.3) and a), hence b); the exact sequence follows
from Proposition 3.10.2. The sheaf Ae´hX/k clearly corepresents the said
functor; the map then comes from the obvious natural transformation
in G: G(Xred) → Ge´h(X) and its surjectivity follows from Lemma
13.3.4 a), hence c). d) follows from Lemma 13.3.4 b), Theorem 13.4.1
and the universal property of AX/k. 
13.6.2. Remark. One could christen FX and A
e´h
X/k the universal 1-
motivic sheaf and the e´h-Albanese scheme of X.
13.6.3. Proposition. a) The sheaves FX and A
e´h
X/k have π0 equal to
Z[π0(X)]; in particular, A
e´h
X/k ∈ AbS.
b) In (13.2), the composition L1
u1→ G1 → π0(G1) is surjective.
c) One may choose L1Alb(X) ≃ [L1 → G1] with G1 connected (in other
words, L1Alb(X) is a Deligne 1-motive).
Proof. In a), it suffices to prove the first assertion for FX : then it
follows from its universal property and Lemma 13.2.1 a). The second
assertion of a) is obvious.
b) Let 0 → L′1 → G
′
1 → FX → Z[π0(X)] → 0 be the normalised
presentation of FX given by Proposition 3.2.3. We have a commutative
diagram
0 −−−→ L′1 −−−→ G
′
1 −−−→ FX −−−→ Z[π0(X)] −−−→ 0y y || ||
0 −−−→ u1(L1)
u1−−−→ G1 −−−→ FX −−−→ Z[π0(X)] −−−→ 0x x || ||
L1
u1−−−→ G1 −−−→ FX −−−→ Z[π0(X)] −−−→ 0
with u1(L1) = u1(L1)/F and G1 = G1/F , where F is the torsion sub-
group of u1(L1). Indeed, Ext(G
′
1, u1(L1)) = 0 so we get the downwards
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vertical maps as in the proof of Proposition 3.2.3. By uniqueness of
the normalised presentation, G′1 maps onto G
0
1. A diagram chase then
shows that the composition
u1(L1)
u1→ G1 → π0(G1)
is onto, and another diagram chase shows the same for u1.
c) The pull-back diagram
L01 −−−→ G
0
1y y
L1 −−−→ G1
is a quasi-isomorphism in tM
eff
1 , thanks to b). 
13.6.4. Proposition. Let [L1
u1→ G1] be the Deligne 1-motive that lies
in the q.i. class of L1Alb(X), thanks to Proposition 13.6.3 c).
a) We have an isomorphism
L1
∼
−→ Hom (R1π∗Z,Z)
(cf. Proposition 13.5.1).
b) We have a canonical isomorphism
G1/(L1)Zar
∼
−→ (Ae´hX/k)
0
where (L1)Zar is the Zariski closure of the image of L1 in G1 and A
e´h
X/k
was defined in Proposition 13.6.1 ((Ae´hX/k)
0 corepresents the functor
SAb ∋ G 7→ Ge´h(X)).
Proof. For the computations, we may assume k algebraically closed.
a) Let L be a lattice. We compute:
H1e´h(X,L) = HomDMeffgm,e´t(Me´t(X), L[1]) = HomDb(M1)(LAlb(X), L[1]).
From the spectral sequence (11.1), we get an exact sequence
0→ Ext1(L0Alb(X), L)→ HomDb(M1)(LAlb(X), L[1])
→ Hom(L1Alb(X), L)→ Ext
2(L0Alb(X), L).
Since the two Ext are 0, we get an isomorphism
HomDb(M1)(LAlb(X), L[1])
∼
−→ Hom(L1Alb(X), L).
Since [L1 → G1] is a Deligne 1-motive, the last group is isomorphic
to Hom(L1, L). This gives a), since we obviously have H
1
e´h(X,L) =
H0e´t(k,R
1π∗L) = R
1π∗Z⊗ L by Proposition 13.5.1 a).
b) This follows directly from the definition of Ae´hX/k. 
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13.6.5. Corollary. Let L1Alb(X) = [L1 → G1], as a Deligne 1-motive.
a) If X is proper, then G1 is an abelian variety.
b) If X is normal, then L1Alb(X) = [0→ A
0
X/k].
c) If X is normal and proper then R1Pic(X) = [0 → Pic0X/k] is an
abelian variety with dual the Serre Albanese L1Alb(X) = [0→ A
0
X/k].
Proof. a) is seen easily by blow-up induction, by reducing to the smooth
projective case (Corollary 10.2.3). b) follows from Proposition 13.6.4
a), b), Lemma 13.2.2 c) and Proposition 13.6.1 d). c) follows immedi-
ately from a) and b). 
13.7. L1Alb(X) and Alb
−(X) for X normal. In this subsection, we
prove that these two 1-motives are isomorphic in 13.7.2. We begin with
a slight improvement of Theorem 13.4.1 in the case of semi-abelian
schemes:
13.7.1. Lemma. Let X be normal, and let X· be a smooth hyperenve-
lope (cf. Lemma 13.4.2). Then we have
AX/k = Coker(AX1
(p0)∗−(p1)∗
−→ AX0)
and
(AX/k)
0 = Coker(A0X1
(p0)∗−(p1)∗
−→ A0X0).
Proof. The first isomorphism follows from Lemma 13.4.2 applied with
Y running through torsors under semi-abelian varieties. To deduce the
second isomorphism, consider the short exact sequence of complexes
0→ A0X·/k → AX·/k → Z[π0(X·)]→ 0
and the resulting long exact sequence
(13.4)
H1(Z[π0(X·)])→ H0(A0X·/k)→ H0(AX·/k)→ H0(Z[π0(X·)])→ 0.
For any i ≥ 0, Z[π0(Xi)] is Z-dual to the Galois module E
i,0
1 , where
Ep,q1 = H
q
e´t(Xp ×k k,Z) is the E1-term associated to the simplicial
spectral sequence for X·×k k. Since H1e´t(Xp×k k,Z) = 0 for all p ≥ 0,
we get
Hi(Z[π0(X·)]) ≃ (H ie´t(X· ×k k,Z))∨ for i = 0, 1.
By Proposition 11.2.2, these e´tale cohomology groups may be re-
placed by e´h cohomology groups. By Proposition 11.2.5, we then have
H ie´t(X· ×k k,Z) ≃ H ie´h(X ×k k,Z).
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Now, by Lemma 13.2.1 a), H0e´h(X×k k,Z) is Z-dual to Z[π0(X)], and
by Lemma 13.2.2 c), H1e´h(X ×k k,Z) = 0 because X is normal. Hence
(13.4) yields a short exact sequence
0→ H0(A
0
X·/k)→ AX/k → Z[π0(X)]→ 0
which identifies H0(A
0
X·/k) with A
0
X/k. 
13.7.2. Proposition. If X is normal, R1Pic(X) and L1Alb(X) are iso-
morphic, respectively, to the 1-motives Pic+(X) and Alb−(X) defined
in [5, Ch. 4-5].
Proof. Let X be a normal compactification of X; choose a smooth
hyperenvelope X· of X along with X· a smooth compactification with
normal crossing boundary Y· such that X· → X is an hyperenvelope.
Now we have, in the notation of [5, 4.2], a commutative diagram with
exact rows
0 −−−→ Pic0
X/k
−−−→ Pic0
X0/k
−−−→ Pic0
X1/kx x x
0 −−−→ Div0Y·(X·) −−−→ Div
0
Y0
(X0) −−−→ Div
0
Y1
(X1)
where Pic+(X) = [Div0Y·(X·) → Pic
0
X/k
] since X is normal. Taking
Cartier duals we get an exact sequence of 1-motives
[0→ A0X1/k]
(p0)∗−(p1)∗
−→ [0→ A0X0/k]→ Alb
−(X)→ 0.
Thus Alb−(X) = [0 → A0X/k] by Lemma 13.7.1. We conclude by
Corollary 13.6.5 b) since X is normal and L1Alb(X) = [0→ A
0
X/k]. 
13.7.3. Remarks. 1) Note that, while L0Alb(X) and L1Alb(X) are
Deligne 1-motives, the same is not true of L2Alb(X) in general, already
for X smooth projective (see Corollary 10.2.3).
2) One could make use of Proposition 11.3.1 to compute LiAlb(X) for
singular X and i > 1. However, H ie´h(X,Gm)Q can be non-zero also
for i ≥ 2, therefore a precise computation for X singular and higher
dimensional appears to be difficult. We did completely the case of
curves in Sect. 12.
13.8. RPic(X) and H∗e´h(X,Gm). By definition of RPic, we have a mor-
phism in DMeff−,e´t
TotRPic(X) = α∗HomNis(M(X),Z(1))
→ Home´t(Me´t(X),Z(1)) = Rπ
X
∗ Gm[−1].
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This gives homomorphisms
(13.5) Hi(TotRPic(X))→ Ri−1πX∗ Gm, i ≥ 0.
13.8.1. Proposition. For i ≤ 2, (13.5) is an isomorphism.
Proof. By blow-up induction, we reduce to the smooth case, where it
follows from Hilbert’s theorem 90. 
13.9. H1e´t(X,Gm) and H
1
e´h(X,Gm). In this subsection, we assume π
X :
X → Spec k proper. Recall that, then, the e´tale sheaf associated to the
presheaf
U 7→ Pic(X × U)
is representable by a k-group scheme PicX/k locally of finite type (Gro-
thendieck-Murre [43]). Its connected component Pic0X/k is an extension
of a semi-abelian variety by a unipotent subgroup U . By homotopy
invariance of R1πX∗ Gm, we get a map
(13.6) PicX/k /U → R
1πX∗ Gm.
Recall that the right hand side is a 1-motivic sheaf by Proposition
13.5.1. We have:
13.9.1. Proposition. This map is injective with lattice cokernel.
Proof. Consider multiplication by an integer n > 1 on both sides. Using
the Kummer exact sequence, Proposition 13.1.1 and Lemma 13.3.4 c),
we find that (13.6) is an isomorphism on n-torsion and injecitve on
n-cotorsion. The conclusion then follows from Proposition 3.6.6. 
13.10. R1Pic(X) and Pic+(X) for X proper.
13.10.1. Theorem. For X proper, the composition
PicX/k /U → R
1πX∗ Gm → H
2(TotRPic(X))
where the first map is (13.6) and the second one is the inverse of the
isomorphism (13.5), induces an isomorphism
Pic+(X)
∼
−→ R1Pic(X)
where Pic+(X) is the 1-motive defined in [5, Ch. 4].
Proof. Proposition 3.10.2 yields an exact sequence
L1 → G1 →H2(TotRPic(X))→ L2
where we write RiPic(X) = [Li → Gi]. Propositions 13.8.1 and 13.9.1
then imply that the map of Theorem 13.10.1 induces an isomorphism
Pic0X/k /U
∼
−→ G1. The conclusion follows, since on the one hand
Pic+(X) ≃ [0→ Pic0X/k /U ] by [5, Lemma 5.1.2 and Remark 5.1.3], and
on the other hand the dual of Corollary 13.6.5 a) says that L1 = 0. 
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13.10.2. Corollary. For X proper there is a canonical isomorphism
L1Alb(X)
∼
−→ Alb−(X). 
13.11. The Borel-Moore variant. Let X ∈ Sch be provided with
a compactification X and closed complement Z
i
→ X. The relative
Picard functor is then representable by a k-group scheme locally of
finite type PicX,Z , and we shall informally denote by U its unipotent
radical. Similarly to (13.5) and (13.6), we have two canonical maps
(13.7) H2(TotRPicc(X))→ Pice´h
X,Z
← PicX,Z /U
where Pice´h
X,Z
is by definition the 1-motivic sheaf associated to the
presheaf U 7→ H1e´h(X × U, (Gm)X×U → i∗(Gm)Z×U) (compare [5, 2.1]).
Indeed, the latter group is canonically isomorphic to
HomDMeff−,e´t(M
c(X × U),Z(1)[2])
via the localisation exact triangle. From Theorem 13.10.1 and Propo-
sition 11.4.2 b), we then deduce:
13.11.1. Theorem. The maps (13.7) induce an isomorphism
R1Pic
c
(X) ≃ [0→ Pic0(X,Z)/U ]. 
The following is a sequel of Proposition 11.5.2:
13.11.2. Corollary. Let X ∈ Sch(k) of dimension d. Then:
a) L1Alb
c(X) = [L1 → A1], where A1 is an abelian variety. In partic-
ular, L1Alb
c(X) is a Deligne 1-motive.
b) If X is normal connected and not proper, let X be a normal com-
pactification of X. Then rankL1 = #π0(X −X)− 1.
Proof. a) follows immediately from Theorem 13.11.1. For b), consider
the complex of discrete parts associated to the exact sequence (9.1):
we get with obvious notation an almost exact sequence
L1(X)→ L1(X)→ L0(X −X)→ L0(X)→ L0(X)
where “almost exact” means that its homology is finite. The last group
is 0 and L0(X) = Z; on the other hand, L1(X) = 0 by Corollary 13.6.5
b). Hence the claim. 
13.11.3. Remark. As a consequence we see that in b), the number
of connected components of X − X only depends on X. Here is an
elementary proof of this fact: letX
′
be another normal compactification
and X
′′
the closure of X in X ×X
′
. Then the two maps X
′′
→ X and
X
′′
→ X
′
have connected fibres by Zariski’s main theorem, thus X−X
and X
′
−X have the same number of connected components as X
′′
−X.
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(The second author is indebted to Marc Hindry for a discussion leading
to this proof.)
We shall also need the following computation in the next subsection.
13.11.4. Theorem. Let X be smooth and proper, Z ⊂ X a divisor with
normal crossings and X = X − Z. Let Z1, . . . , Zr be the irreducible
components of Z and set
Z(p) =
X if p = 0∐
i1<···<ip
Zi1 ∩ · · · ∩ Zip if p > 0.
Let NS(p)c (X) (resp. Pic
(p)
c (X), T
(p)
c (X) be the cohomology (resp. the
connected component of the cohomology) in degree p of the complex
· · · → NS(Z(p−1))→ NS(Z(p))→ NS(Z(p+1))→ . . .
(resp.
· · · → Pic0(Z(p−1))→ Pic0(Z(p))→ Pic0(Z(p+1))→ . . .
· · · → Rπ0(Z(p−1))/kGm → Rπ0(Z(p))/kGm → Rπ0(Z(p+1))/kGm → . . . ).
Then, for all n ≥ 0, RnPicc(X) is of the form [NS(n−2)c (X)
un
→ G
(n)
c ],
where G
(n)
c is an extension of Pic
(n−1)
c (X) by T
(n)
c (X).
Proof. A standard argument (compare e.g. [19, 3.3]) yields a spectral
sequence of cohomological type in tM1:
Ep,q1 = R
qPicc(Z(p))⇒ Rp+qPicc(X).
By Corollary 10.6.1, we have Ep,22 = [NS
(p)
c (X) → 0], E
p,1
2 = [0 →
Pic(p)c (X)] and E
p,0
2 = [0 → T
(p)
c (X)]. By Proposition C.9.1, all d2
differentials are 0, hence the theorem. 
13.11.5. Corollary. With notation as in Theorem 13.11.4, the complex
RPic(M c(X)(1)[2]) is q.i. to
· · · → [Zπ0(Z
(p−2)) → 0]→ . . .
In particular, R0Pic(M c(X)(1)[2]) = R1Pic(M c(X)(1)[2]) = 0 and
R2Pic(M c(X)(1)[2]) = [Zπ
c
0(X) → 0] (see Definition 11.5.1).
Proof. This follows from Theorem 13.11.4 via the formula M c(X ×
P1) = M c(X) ⊕ M c(X)(1)[2], noting that X × P1 is a smooth com-
pactification of X × P1 with X × P1 − X × P1 a divisor with normal
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crossings with components Zi × P
1, and
NS(Z(p) × P1) = NS(Z(p))⊕ Zπ0(Z
(p))
Pic0(Z(p) × P1) = Pic0(Z(p))
π0(Z
(p) × P1) = π0(Z
(p)).

13.11.6. Remark. Let X be arbitrary, and filter it by its successive
singular loci, i.e.
X = X(0) ⊃ X(1) ⊃ . . .
where X(i+1) = X
(i)
sing. Then we have a spectral sequence of cohomo-
logical type in tM1
Ep,q2 = R
p+qPic
c
(X(q) −X(q+1))⇒ Rp+qPicc(X)
in which the E2-terms involve smooth varieties. This qualitatively re-
duces the computation of R∗Picc(X) to the case of smooth varieties,
but the actual computation may be complicated; we leave this to the
interested reader.
13.12. L1Alb
∗ and Alb+.
13.12.1. Lemma. Let n > 0 and Z ∈ Sch of dimension < n; then
RiPic(M(Z)∗(n)[2n]) = 0 for i ≤ 1
R2Pic(M(Z)∗(n)[2n]) = [Zπ
c
0(Z
[n−1]) → 0]
where Z [n−1] is the disjoint union of the irreducible components of Z of
dimension n− 1.
Proof. Let
T˜ −−−→ Z˜y y
T −−−→ Z
be an abstract blow-up square, with Z˜ smooth and dim T, dim T˜ <
dimZ. By Lemma 9.2.1,M(T )∗(n−2)[2n−4] andM(T˜ )∗(n−2)[2n−4]
are effective, so by Proposition 8.1.2, the exact triangle
RPic(M(T˜ )∗(n)[2n])→ RPic(M(Z˜)∗(n)[2n])⊕RPic(M(T )∗(n)[2n])
→ RPic(M(Z)∗(n)[2n])
+1
→
degenerates into an isomorphism
RPic(M(Z˜)∗(n)[2n])
∼
−→ RPic(M(Z)∗(n)[2n]).
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The lemma now follows from Corollary 13.11.5 by taking for Z˜ a
desingularisation of Z [n−1] and for T the union of the singular locus
of Z and its irreducible components of dimension < n − 1 (note that
M(Z˜)∗(n)[2n] ≃M c(Z˜)(1)[2]). 
13.12.2. Lemma. Let X a proper smooth scheme with a pair Y and
Z of disjoint closed (reduced) subschemes of pure codimension 1 in X.
We then have
R1Pic(X − Z, Y ) ∼= Pic+(X − Z, Y )
(see [5, 2.2.1] for the definition of relative Pic+).
Proof. The following exact sequence provides the weight filtration
0→ R1Pic(X, Y )→ R1Pic(X − Z, Y )→ R2PicZ(X, Y )
where R1Pic(X, Y ) ∼= R1Pic
c
(X − Y ) ∼= [0 → Pic0(X, Y )] by Theo-
rem 13.11.1 (here U = 0 since X is smooth). Also R2PicZ(X, Y ) ∼=
R2PicZ(X) = [DivZ(X) → 0] from 8.2.2: thus the discrete part of
R1Pic(X −Z, Y ) is given by a subgroup D of DivZ(X) = DivZ(X, Y ).
It remains to identify the map u : D → Pic0(X, Y ). Using now the
exact sequence
R0Pic(Y )→ R1Pic(X − Z, Y )→ R1Pic(X − Z)→ R1Pic(Y )
where RiPic(Y ) is of weight < 0 for i ≤ 1 (11.3.2 and 13.6.5), we get
that u is the canonical lifting of the map of the 1-motive R1Pic(X−Z)
described in 10.6.1. Thus D = Div0Z(X, Y ) and the claimed isomor-
phism is clear. 
This proof also gives:
13.12.3. Corollary. We have
[Div0Z(X, Y )→ 0] = Ker(R
2PicZ(X, Y )→ R
2Pic(X, Y )).
We shall need:
13.12.4. Theorem (Relative duality). Let X, Y and Z be as above and
further assume that X is n-dimensional. Then
M(X − Z, Y )∗(n)[2n] ∼= M(X − Y, Z)
and therefore
RPic∗(X − Z, Y ) ∼= RPic(X − Y, Z)
and dually for LAlb.
Proof. See [3]. 
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13.12.5. Corollary. Let Z be a divisor in X such that Z ∩ Y = ∅.
There exists a “cycle class” map η fitting in the following commutative
diagram
R2Pic(M(Z)∗(n)[2n])
η
−−−→ R2Pic
c
(X − Y )
||
y ||y
R2PicZ(X, Y ) −−−→ R
2Pic(X, Y )
Writing Z = ∪Zi as union of its irreducible components we have that
η on Zi is the “fundamental class” of Zi in X modulo algebraic equiv-
alence.
Proof. We have a map M(Z) → M(X − Y ), and the vertical isomor-
phisms in the following commutative square
M(X − Y )∗(n)[2n] −−−→ M(Z)∗(n)[2n]
||
x ||x
M(X, Y ) −−−→ MZ(X, Y )
are given by relative duality. 
13.12.6. Theorem. For X ∈ Sch we have
R1Pic
∗
(X) ∼= Pic−(X).
Proof. We are left to consider X ∈ Sch purely of dimension n with the
following associated set of data and conditions.
For the irreducible components X1, . . . , Xr of X we let X˜ be a desin-
gularisation of
∐
Xi, S :=Xsing ∪
⋃
i6=j Si ∩Sj and S˜ the inverse image
of S in X˜. We let X be a smooth proper compactification with normal
crossing divisor Y . Let S denote the Zariski closure of S˜ in X. Assume
that Y + S is a reduced normal crossing divisor in X. Finally denote
by Z the union of all compact components of divisors in S˜ (cf. [5, 2.2]).
We have an exact sequence coming from the abstract blow-up square
associated to the above picture:
· · · → R1Pic
∗
(X˜)⊕R1Pic(M(S)∗(n)[2n])→ R1Pic
∗
(X)
→ R2Pic(M(S˜)∗(n)[2n])→ R2Pic
∗
(X˜)⊕R2Pic(M(S)∗(n)[2n])
Now:
• the first map is injective (Lemma 13.12.1),
• R1Pic
∗
(X˜) = R1Pic
c
(X˜) = [0→ Pic0(X, Y )] since X˜ is smooth
(Theorem 13.11.1; note that U = 0 by the smoothness of X˜),
• R1Pic(M(S)∗(n)[2n]) = 0 (Lemma 13.12.1),
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• R2Pic(M(S˜)∗(n)[2n]) = [Zπ
c
0(S˜
[n−1]) → 0] := [DivS(X, Y ) → 0]
is given by the free abelian group on compact irreducible com-
ponents of S˜ (Lemma 13.12.1),
• R2Pic
∗
(X˜) = R2Pic
c
(X˜) = R2Pic(X, Y ) = [NS(0)c (X˜)
u2
→ G
(2)
c ]
(Theorem 13.11.4),
• R2Pic(M(S)∗(n)[2n]) = [Zπ
c
0(S
[n−1]) → 0] = [DivS(X) → 0]
(Lemma 13.12.1).
We may therefore rewrite the above exact sequence as follows:
0→ [0→ Pic0(X, Y )]→ R1Pic
∗
(X)→ [DivS(X, Y )→ 0]
α
→ [NS(0)c (X˜)
u2
→ G(2)c ]⊕ [DivS(X)→ 0].
The map DivS(X, Y ) → DivS(X) induced from M(S˜) → M(S) is
clearly the proper push-forward of Weil divisors. The map
[DivS(X, Y )→ 0]→ [NS
(0)
c (X˜)
u2
→ G(2)c ]
is the cycle class map described in Corollary 13.12.5. By Corollary
13.12.3 we then get
Kerα = [Div0
S/S
(X, Y )→ 0]
where the lattice Div0
S/S
(X, Y ) is from the definition of Pic− (see [5,
2.2.1]). In other terms, we have
R1Pic
∗
(X) = [Div0
S/S
(X, Y )
u
→ Pic0(X, Y )]
and we are left to check that the mapping u is the one described in [5].
Just observe that, by Lemma 13.12.1 and Theorem 13.12.4,
R1Pic
∗
(X) →֒ R1Pic
∗
(X,S) ∼= R1Pic
∗
(X˜, S˜) ∼= R1Pic
∗
(X˜, Z)
= R1Pic
∗
(X − Y, Z) ∼= R1Pic(X − Z, Y )
and the latter is isomorphic to Pic+(X − Z, Y ) by 13.12.2. Since, by
construction, Pic−(X) is a sub-1-motive of Pic+(X−Z, Y ) the isomor-
phism of 13.12.2 restricts to the claimed one. 
14. Generalisations of Roˇıtman’s theorem
In this section we give a unified treatment of Roˇıtman’s theorem on
torsion 0-cycles on a smooth projective variety and its various general-
isations.
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14.1. Motivic and classical Albanese. Let X ∈ Sch(k); we assume
X smooth if p > 1 and X semi-normal (in particular reduced) if p = 1,
see Lemma 9.4.1. Recall that Suslin’s singular algebraic homology is
Hj(X) := HomDMeff− (Z[j],M(X)) = H
−j
Nis(k, C∗(X))
for any scheme p : X → k. On the other hand, we may define
H e´tj (X) := HomDMeff−,e´t(Z[j],Me´t(X)) = H
−j
e´t (k, α
∗C∗(X)).
We also have versions with torsion coefficients:
H e´tj (X,Z/n) = HomDMeff−,e´t(Z[j],Me´t(X)⊗ Z/n), (n, p) = 1
(this convention is chosen so that we have the usual long exact se-
quences.)
We shall use the following notation throughout:
14.1.1. Notation. For any M ∈ DMeffgm and any abelian group A, we
write H
(1)
j (M,A) for the abelian group
HomDMeff−,e´t(Z[j],Tot LAlb(M)⊗A) ≃ H
−j
e´t (k,TotLAlb(M)
L
⊗A).
This is Suslin 1-motivic homology of M with coefficients in A. If M =
M(X), we write H
(1)
j (X,A) for H
(1)
j (M,A). We drop A in the case
where A = Z.
The motivic Albanese map (5.2) then gives maps
H e´tj (X)→ H
(1)
j (X)(14.1)
H e´tj (X,Z/n)→ H
(1)
j (X,Z/n).(14.2)
hence in the limit
H e´tj (X, (Q/Z)
′)→ H
(1)
j (X, (Q/Z)
′)(14.3)
where, as usual, (Q/Z)′ :=
⊕
l 6=pQℓ/Zℓ.
14.1.2. Proposition. If X is a smooth curve (or any curve in char-
acteristic 0), the maps (14.1), (14.2) and (14.3) are isomorphisms for
any j.
Proof. This follows immediately from Proposition 5.1.4. 
Note that if X = X − Y is a smooth curve obtained by remov-
ing a finite set of closed points from a projective smooth curve X
then AX/k = Pic(X,Y )/k is the relative Picard scheme (see [5] for its
representability) and the Albanese map just send a point P ∈ X to
(OX(P ), 1) where 1 is the tautological section, trivialising OX(P ) on
X. We then have the following result (cf. [39, Lect. 7, Th. 7.16]).
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14.1.3. Corollary. If X = X − Y is a smooth curve,
H e´t0 (X)→ Pic(X, Y )[1/p]
is an isomorphism.
Now let Ae´hX/k be as in Proposition 13.6.1 and Remark 13.6.2: recall
that Ae´hX/k = AX/k if X is strictly reduced. The map Tot LAlb(X) →
Ae´hX/k of loc. cit. induces a homomorphism
(14.4) H
(1)
0 (X)→ A
e´h
X/k(k)[1/p]
which is not an isomorphism in general (but see Lemma 14.2.2).
Finally, composing (14.4), (14.1) and the obvious mapH0(X)[1/p]→
H e´t0 (X), we get a map
(14.5) H0(X)[1/p]→ A
e´h
X/k(k)[1/p].
We may further restrict to parts of degree 0, getting a map
H0(X)
0[1/p]→ (Ae´hX/k)
0(k)[1/p].
If X is smooth, this is the Z[1/p]-localisation of the generalised Al-
banese map of Spieß-Szamuely [57, (2)].
Dually to Lemma C.6.2, the functor
Db(M1[1/p])→ DM
eff
−,e´t
C 7→ Tot(C)⊗ (Q/Z)′
is exact with respect to the tM1 t-structure on the left and the homo-
topy t-structure on the right; in other words:
14.1.4. Lemma. For any C ∈ Db(M1[1/p]), there are canonical iso-
morphisms of sheaves
Hj(Tot(C)⊗ (Q/Z)
′) ≃ Tot(tHj(C))⊗ (Q/Z)
′
(note that the right hand side is a single sheaf!) In particular, for
C = LAlb(M) and k algebraiclly closed:
H
(1)
j (M, (Q/Z)
′) ≃ Γ(k,Tot(LjAlb(M))⊗ (Q/Z)
′).
14.2. A proof of Roˇıtman’s and Spieß-Szamuely’s theorems.
Until the end of this section, we assume that k is algebraically closed.
In this subsection, we only deal with smooth schemes and the charac-
teristic is arbitrary: we shall show how the results of Section 10 allows
us to recover the classical theorem of Roˇıtman on torsion 0-cycles up
to p-torsion, as well as its generalisation to smooth varieties by Spieß-
Szamuely [57]. The reader should compare our argument with theirs
(loc. cit. , §5).
Since k is algebraically closed, Corollary D.1.6 implies
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14.2.1. Lemma. For any j ∈ Z, H e´tj (X) = Hj(X)[1/p]; similarly with
finite or divisible coefficients. 
Moreover, it is easy to evaluate H
(1)
j (X) = Hj(Tot LAlb(X))(k) out
of Theorem 10.2.2: if LnAlb(X) = [Ln → Gn], we have a long exact
sequence coming from Proposition 3.10.2
(14.6) Ln+1(k)[1/p]→ Gn+1(k)[1/p]→ H
(1)
j (X)
→ Ln(k)[1/p]→ Gn(k)[1/p]→ . . .
Thus:
14.2.2. Lemma. For X smooth, (14.4) is an isomorphism and we have
H
(1)
1 (X) ≃ NS
∗
X/k(k)[1/p](14.7)
H
(1)
j (X) = 0 if j 6= 0, 1.
Here is now the main lemma:
14.2.3. Lemma. The map (14.2) is an isomorphism for j = 0, 1 and
surjective for j = 2.
Proof. It is sufficient to show that Hom((14.2),Z/n(1)) is an isomor-
phism (resp. injective). Since k is algebraically closed, by finite group
duality (!) this is nothing else than the map
Hj(TotRPic(X)⊗ Z/n)→ Hje´t(X,Z/n(1)).
By definition, the left hand side is
Hj(α∗HomNis(M(X),Z(1))⊗ Z/n) = H
j
Nis(X,Z/n(1))
(using again that k is algebraically closed), hence the result follows
from Hilbert’s theorem 90. 
From this and Lemma 14.1.4 we deduce:
14.2.4. Corollary. The homomorphism (14.3)
Hj(X, (Q/Z)
′)→ H
(1)
j (X, (Q/Z)
′)
(see Lemma 14.2.1) is bijective for j = 0, 1 and surjective for j = 2.
The following theorem extends in particular [57, Th. 1.1] to all
smooth varieties8.
8In loc. cit. , X is supposed to be admit an open embedding in a smooth
projective variety.
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14.2.5. Theorem. a) The map (14.5) is an isomorphism on torsion
prime to p.
b) H1(X)⊗ (Q/Z)
′ = 0.
c) The map (14.1) yields a surjection
H1(X){p
′}→→NS∗X/k(k){p
′}
where M{p′} denotes the torsion prime to p in an abelian group M .
Proof. Lemmas 14.2.1 and 14.2.2 reduce us to show that (14.1) is an
isomorphism on torsion for j = 0. We have commutative diagrams
with exact rows:
(14.8)
0→ Hj(X)⊗ (Q/Z)
′ → Hj(X, (Q/Z)
′) →Hj−1(X){p
′}→0y y y
0→H
(1)
j (X)⊗ (Q/Z)
′→H
(1)
j (X, (Q/Z)
′)→H
(1)
j−1(X){p
′}→0
For j = 1, the middle vertical map is an isomorphism by Lemma
14.2.3 or Corollary 14.2.4 and H
(1)
1 (X) ⊗ Q/Z = 0 by (14.7), which
gives a) and b). For j = 2, the middle map is surjective by the same
lemma and corollary, which gives c). The proof is complete. 
14.2.6. Remark. If X is smooth projective of dimension n, Hj(X) is
isomorphic to the higher Chow group CHn(X, j). In (14.8) for j = 2,
the lower left term is 0 by Lemma 14.2.2. The composite map
H2(X, (Q/Z)
′)→ H1(X){p
′} → H
(1)
1 (X){p
′} = NS∗X/k(k){p
′}
is “dual” to the map
NS(X)⊗ (Q/Z)′ → H2e´t(X,Q/Z(1))
whose cokernel is Br(X){p′}. Let
Br(X)D = lim
−→
(n,p)=1
Hom(nBr(X), µn) :
a diagram chase in (14.8) for j = 2 then yields an exact sequence
0→ CHn(X, 2)⊗ (Q/Z)′ → Br(X)D
→ CHn(X, 1){p′} → NS∗X/k(k){p
′} → 0.
Together with CHn(X, 1) ⊗ (Q/Z)′ = 0, this should be considered as
a natural complement to Roˇıtman’s theorem.
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14.3. Generalisation to singular schemes. We now assume char k
= 0, and show how the results of Section 11 allow us to extend the
results of the previous subsection to singular schemes. By blow-up
induction and the 5 lemma, we get:
14.3.1. Proposition. The isomorphisms and surjection of Lemma
14.2.3 and Corollary 14.2.4 extend to all X ∈ Sch. 
Let L1Alb(X) = [L1
u1→ G1]. Proposition 14.3.1, the exact sequence
(14.6) and the snake chase in the proof of Theorem 14.2.5 give:
14.3.2. Corollary. For X ∈ Sch, we have exact sequences
0→ H1(X)⊗Q/Z→ Ker(u1)⊗Q/Z→ H0(X)tors → Coker(u1)tors → 0
0→ H1(X)⊗Q/Z→ H
(1)
1 (X,Q/Z)→ H0(X)tors → 0.
The second exact sequence is more intrinsic than the first, but note
that it does not give information on H1(X)⊗Q/Z.
14.3.3. Corollary. If X is normal, H1(X)⊗Q/Z = 0 and there is an
isomorphism
AX/k(k)tors
∼
−→ H0(X)tors.
Proof. This follows from the previous corollary and Corollary 13.6.5
c). 
14.3.4. Remark. Theorem 13.10.2 shows that the second isomorphism
of Proposition 14.3.1 coincides with the one of Geisser in [22, Th. 6.2]
when X is proper. When X is further normal, the isomorphism of
Corollary 14.3.3 also coincides with the one of his Theorem 6.1.
14.3.5. Remarks. Note that the reformulation of “Roitman’s theorem”
involving Ker u1 is the best possible!
1) Let X be a proper scheme such that Pic0(X)/U = Grm is a torus
(more likely such that Alb(X0) = 0 where X0 → X is a resolution,
according with the description in [5, pag. 68]). Then R1Pic(X)∗ =
L1Alb(X) = [Z
r → 0] is the character group (cf. [5, 5.1.4]). For
example, take a nodal projective curve X with resolution X0 = P
1. In
this case the map (14.1) is an isomorphism for all j and thus Ker(u1)⊗
Q/Z = H1(X)⊗Q/Z = (Q/Z)
r.
2) For Borel-Moore and L1Alb
c(X) = L1Alb
∗(X) for X smooth open
is Cartier dual of Pic0(X, Y ) then (cf. [5, pag. 47] the Ker uc1 can be
non-zero take X = P1 and Y = finite number of points.
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14.4. Borel-Moore Roˇıtman. We are still in characteristic 0. Recall
that the Borel-Moore motivic homology group
Hcj (X,Z) := Hom(Z[j],M
c(X))
is canonically isomorphic to Bloch’s higher Chow group CH0(X, j).
Similarly to the previous sections, we have maps
Hcj (X,Z)→ H
(1)
j (M
c(X)) =: H
c,(1)
j (X)
Hcj (X,Q/Z)→ H
(1)
j (M
c(X),Q/Z) =: H
c,(1)
j (X,Q/Z)
and
14.4.1. Proposition. The second map is an isomorphism for j = 0, 1
and surjective for j = 2.
Proof. By localisation induction, reduce to X proper and use Proposi-
tion 14.3.1. 
14.4.2. Corollary. For X ∈ Sch, we have exact sequences
0→ CH0(X, 1)⊗Q/Z→ Ker(u
c
1)⊗Q/Z
→ CH0(X)tors → Coker(u
c
1)tors → 0
0→ CH0(X, 1)⊗Q/Z→ H
c,(1)
j (X,Q/Z)→ CH0(X)tors → 0
where we write L1Alb
c(X) = [Lc1
uc1→ Gc1].
14.5. “Cohomological” Roˇıtman. We are still in characteristic 0.
14.5.1. Lemma. Let 0 < r ≤ n. Then for any Z ∈ Sch of dimension
≤ n− r and any i > 2(n− r), we have H icdh(Z,Q/Z(n)) = 0.
Proof. By blow-up induction we reduce to the case where Z is smooth
of pure dimension n − r; then H icdh(Z,Q/Z(n)) = H
i
Nis(Z,Q/Z(n)).
Since k is algebraically closed, and n ≥ dimZ, H iNis(Z,Q/Z(n)) ≃
H ie´t(Z,Q/Z(n)) by Suslin’s theorem [58] and the vanishing follows from
the known bound for e´tale cohomological dimension. 
Now consider the 1-motive L1Alb
∗(X) for X of dimension n. This
time, we have maps
H2n−jcdh (X,Z(n))→ H
(1)
j (M(X)
∗(n)[2n]) =: H2n−j(1) (X,Z(n))
H2n−jcdh (X,Q/Z(n))→ H
(1)
j (M(X)
∗(n)[2n],Q/Z) =: H2n−j(1) (X,Q/Z(n)).
(14.9)
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14.5.2. Lemma. Let Z ∈ Sch be of dimension < n. Then the map
H2n−2cdh (Z,Q/Z(n))→ H
(1)
2 (M(Z)
∗(n)[2n],Q/Z)
is an isomorphism.
Proof. For notational simplicity, write H∗(Y, n) for H∗cdh(Y,Q/Z(n))
and Fj(Y ) for H
(1)
j (M(Y )
∗(n)[2n],Q/Z)), where Y is a scheme of di-
mension ≤ n. Let Z˜, T, T˜ be as in the proof of Lemma 13.12.1. Then
Lemma 14.5.1 and proposition 8.1.2 yield a commutative diagram
H2n−2(Z, n) −−−→ H2n−2(Z˜, n)y y
F2(Z) −−−→ F2(Z˜)
in which both horizontal maps are isomorphisms. Therefore, it suffices
to prove the lemma when Z is smooth quasiprojective of dimension
n− 1.
The motive R2Pic(M(Z)∗(n)[2n]) ≃ R2Pic(M c(Z)(1)[2]) was com-
puted in Corollary 13.11.5: it is [Zπ
c
0(Z) → 0]. Therefore, we get
F2(Z) ≃ Q/Z(1)[π
c
0(Z)].
On the other hand, the trace map defines an isomorphism
H2n−2(Z, n)
∼
−→ Q/Z(1)[πc0(Z)]
and the issue is to prove that the vertical map in the diagram is this iso-
morphism. For this, we first may reduce to Z projective and connected.
Now we propose the following argument: take a chain of smooth closed
subvarieties Z ⊃ Z2 ⊃ · · · ⊃ Zn, with Zi of dimension n − i and con-
nected (take multiple hyperplane sections up to Zn−1 and then a single
point of Zn−1 for Zn. The Gysin exact triangles give commutative
diagrams
H2n−2i−2(Zi+1, n− i) −−−→ H
2n−2i(Zi, n− i+ 1)y y
F2(Zi+1) −−−→ F2(Zi)
in which both horizontal maps are isomorphisms: thus we are reduced
to the case dimZ = 0, where it follows from Proposition 14.1.2 applied
to X = P1. 
14.5.3. Theorem. The map (14.9) is an isomorphism for j = 0, 1.
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Proof. This is easy and left to the reader for j = 0. For j = 1, we argue
as usual by blowup induction. In the situation of 8.1.e, we then have
a commutative diagram of exact sequences
H2n−2(X˜,n)⊕H2n−2(Z,n)→H2n−2(Z˜,n)→H2n−1(X,n)→H2n−1(X˜,n)⊕H2n−1(Z,n)y y y y
F2(X˜)⊕F2(Z) → F2(Z˜) → F1(X) → F1(X˜)⊕F1(Z).
In this diagram, we have F1(Z) = 0 by Lemma 13.12.1 andH
2n−1(Z, n)
= 0 by Lemma 14.5.1, and the same lemmas imply that both right-
most horizontal maps are surjective. The rightmost vertical map is
now an isomorphism by Proposition 14.4.1, which also gives the sur-
jectivity of H2n−2(X˜, n)→ F2(X˜). Finally, Lemma 14.5.2 implies that
H2n−2(Z˜, n) → F2(Z˜) and H
2n−2(Z, n) → F2(Z) are isomorphisms,
and the conclusion follows from the 5 lemma. 
14.5.4. Corollary. For X ∈ Sch of dimension n, we have exact se-
quences
0→ H2n−1(X,Z(n))⊗Q/Z→ Ker(u∗1)⊗Q/Z
→ H2n(X,Z(n))tors → Coker(u
∗
1)tors → 0
0→ H2n−1(X,Z(n))⊗Q/Z→ H2n−1(1) (X,Q/Z(n))
→ H2n(X,Z(n))tors → 0
where u∗1 is the map involved in the 1-motive L1Alb
∗(X) (which is iso-
morphic to Alb+(X) by the dual of Theorem 13.12.6).
14.5.5. Corollary. If X is a proper scheme of dimension n we then
get H2n−1(X,Z(n))⊗Q/Z = 0 and an isomorphism
Alb+(X)(k)tors
∼
−→ H2n(X,Z(n))tors.
Proof. If X is proper then L1Alb
∗(X) ∼= Alb+(X) is semiabelian and
the claim follows from the previous corollary. 
14.5.6. Remark. Marc Levine outlined us how to construct a “cycle
map” cℓcdh from CHnLW (X) to H
2n
cdh(X,Z(n)), where CH
n
LW (X) is the
Levine-Weibel cohomological Chow group of zero cycles. This gives a
map
cℓcdhtors : CH
n
LW (X)tors → H
2n
cdh(X,Z(n))tors
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which most likely fits in a commutative diagram (for X projective)
CHnLW (X)tors
cℓcdhtors−−−→ H2ncdh(X,Z(n))tors
a+tors
y ≀y
Alb+(X)(k)tors
∼
−−−→ L1Alb
∗(X)(k)tors
where: the horizontal bottom isomorphism is that induced by Theorem
13.12.6 and the right vertical one comes from the previous Corollary
14.5.4; the left vertical map is the one induced, on torsion, by the
universal regular homomorphism a+ : CHnLW (X)deg 0 → Alb
+(X)(k)
constructed in [5, 6.4.1]. This would imply that
cℓcdhtors is an isomorphism ⇐⇒ a
+
tors is an isomorphism.
If X is normal and k = k or for any X projective if k = C then a+tors
is known to be an isomorphism, see [33]. For X projective over any
algebraically closed field, see Mallick [36].
We expect that Levine’s “cycle map” cℓcdh is surjective with uniquely
divisible kernel (probably representable by a unipotent group).
Appendices
Appendix A. Homological algebra
A.1. Some comparison lemmas. The following lemma is probably
well-known:
A.1.1. Lemma. Let T : T → T ′ be a full triangulated functor between
two triangulated categories. Then T is conservative if and only if it is
faithful.
Proof. “If” is obvious. For “only if”, let f : X → X ′ be a morphism
of T such that T (f) = 0. Let g : X ′ → X ′′ denote a cone of f . Then
T (g) has a retraction ρ. Applying fullness, we get an equality ρ = T (r).
Applying conservativity, u = rg is an isomorphism. Then r′ = u−1r is
a retraction of g, which implies that f = 0. 
A.1.2. Proposition. a) Let i : E →֒ A be an exact full sub-category of
an abelian category A, closed under kernels. Assume further that for
each A· ∈ Cb(A) there exists E· ∈ Cb(E) and a quasi-isomorphism
i(E·) → A· in Kb(A). Then i : Db(E) → Db(A) is an equivalence of
categories.
b) The hypothesis of a) is granted when every object in A has a finite
left resolution by objects in E.
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Proof. a) Clearly, the functor Db(E) → Db(A) is conservative. The
assumption implies that i is essentially surjective: thanks to Lemma
A.1.1, in order to conclude it remains to see that i is full.
Let f ∈ Db(A)(i(D·), i(E·)). Since Db(A) has left calculus of frac-
tions there exists a quasi-isomorphism s such that f = f ′s−1 where
f ′ : A· → i(E·) is a map in Kb(A), which then lifts to a map in Cb(A).
By hypothesis there exists F· ∈ Cb(E) and a quasi-isomorphism s′ :
i(F·) → A·. Set f ′′ := f ′s′ : i(F·) → i(E·). Then f = f ′′(ss′)−1
where ss′ : i(F·) → i(D·) is a quasi-isomorphism. By conservativity
of i, we are reduced to check fullness for effective maps, i.e. arising
from true maps in Cb(A): this easily follows from the fullness of the
functor Cb(E) →֒ Cb(A).
b) This follows by adapting the argument in [25, I, Lemma 4.6]. 
A.1.3. Proposition. Let E →֒ A be an exact category. Let D be a
triangulated category and let T : Db(E) → D be a triangulated functor
such that
HomDb(E)(E
′, E[i])
∼=
−→ HomD(T (E
′), T (E[i]))
for all E ′, E ∈ E and i ∈ Z. Then T is fully faithful.
Proof. Let C,C ′ ∈ Cb(E): we want to show that the map
HomDb(E)(C,C
′)→ HomD(T (C), T (C
′))
is bijective. We argue by induction on the lengths of C and C ′. 
Finally, we have the following very useful criterion for a full embed-
ding of derived categories, that we learned from Pierre Schapira.
A.1.4. Proposition ([30, p. 329, Th. 13.2.8]). Let A →֒ B be an
exact full embedding of abelian categories. Assume that, given any mo-
nomorphism X ′ →֒ X in B, with X ′ ∈ A, there exists a morphism
X → X ′′, with X ′′ ∈ A, such that the composite morphism X → X ′′ is
a monomorphism. Then the functor
D∗(A)→ D∗(B)
is fully faithful for ∗ = +, b.
A.2. The Tot construction.
A.2.1. Lemma. Let A be an abelian category and let A[0,1] be the
(abelian) category of complexes of length 1 of objects of A. Then the
“total complex” functor induces a triangulated functor
D∗(A[0,1])→ D∗(A)
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for any decoration ∗.
Proof. We may consider a complex of objects of A[0,1] as a double com-
plex of objects of A and take the associated total complex. This yields
a functor
Tot : C∗(A[0,1])→ D∗(A).
(Note that if we consider a complex of objects of A[0,1]
M· = [L· u·→ G·]
as a map u· : L· → G· of complexes of A, then Tot(M·) coincides
with the cone of u·.)
This functor factors through a triangulated functor from D∗(A[0,1]):
indeed it is easily checked that a) Tot preserves homotopies, b) the
induced functor on K∗(A[0,1]) is triangulated; c) Tot of an acyclic com-
plex is 0 (which follows from a spectral sequence argument). 
A.2.2. Lemma. With notation as in Lemma A.2.1, the set of q.i. of
A[0,1] enjoys a calculus of left and right fractions within the homotopy
category K(A[0,1]) (same objects, morphisms modulo the homotopy re-
lation).
Proof. It is enough to show the calculus of right fractions (for left frac-
tions, replace A by Aop).
a) Let
C˜
u
y
D
f
−−−→ C
be a diagram in A[0,1]. Consider the mapping fibre (= shifted mapping
cone) F of the map C˜ ⊕D → C. The complex F is in general concen-
trated in degrees [0, 1, 2]; however, since F → D is a q.i. , the truncation
τ<2F is q.i. to F ; then D˜ = τ<2F fills in the square in K(A
[0,1]).
b) Let
[C0 → C1]
f
→ [D0 → D1]
u
→ [D˜0 → D˜1]
be a chain of maps of A[0,1] such that u is a q.i. and uf is homotopic
to 0. Let s : C1 → D˜0 be a corresponding homotopy. Define C˜1 as the
fibre product of C1 and D0 over D˜0 (via s and u0), s˜ : C˜1 → D0 the
corresponding map and C˜0 the fibre product of C0 and C˜1 over C1.
One then checks that v : [C˜0 → C˜1] → [C0 → C1] is a q.i. and that s˜
defines a homotopy from fv to 0. 
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A.2.3. Remark. One can probably extend these two lemmas to com-
plexes of a fixed length n by the same arguments: we leave this to the
interested reader.
Appendix B. Torsion objects in additive categories
B.1. Additive categories.
B.1.1. Definition. Let A be an additive category, and let A be a
subring of Q.
a) We write A ⊗ A for the category with the same objects as A but
morphisms
(A⊗A)(X, Y ) :=A(X, Y )⊗ A.
b) We denote by A{A} the full subcategory of A:
{X ∈ A | ∃n > 0 invertible in A, n1X = 0}.
For A = Q, we write A{A} = Ators. We say that X ∈ A{A} is an
A-torsion object (a torsion object if A = Q).
c) A morphism f : X → Y in A is an A-isogeny (an isogeny if A = Q)
if there exists a morphism g : Y → X and an integer n invertible in A
such that fg = n1Y and gf = n1X . We denote by ΣA(A) the collection
of A-isogenies of A.
d) We say that two objects X, Y ∈ A are A-isogenous if they can be
linked by a chain of A-isogenies (not necessarily pointing in the same
direction).
B.1.2. Proposition. a) The subcategory A{A} is additive and closed
under direct summands.
b) The A-isogenies ΣA(A) form a multiplicative system of morphisms
in A, enjoying calculi of left and right fractions. The corresponding
localisation of A is isomorphic to A⊗ A.
Proof. a) is clear. For b), consider the obvious functor P : A → A⊗A.
We claim that
ΣA(A) = {f | P (f) is invertible.}
One inclusion is clear. Conversely, let f : X → Y be such that P (f)
is invertible. This means that there exists γ ∈ (A⊗A)(Y,X) such that
P (f)γ = 1Y and γP (f) = 1X . Choose an integer m ∈ A − {0} such
thatmγ = P (g1) for some g1. Then there is another integer n ∈ A−{0}
such that
n(fg1 −m1Y ) = 0 and n(g1f −m1X) = 0.
Taking g = ng1 shows that f ∈ ΣA(A).
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It is also clear that homotheties by nonzero integers of A form a
cofinal system in ΣA(A). This shows immediately that we have calculi
of left and right fractions.
It remains to show that the induced functor
ΣA(A)
−1A → A⊗ A
is an isomorphism of categories; but this is immediate from the well-
known formula, in the presence of calculus of fractions:
ΣA(A)
−1A(X, Y ) = lim−→
X′
f
→X∈Σ
A(X, Y ) = lim−→
X
n
→X,n∈A−{0}
A(X, Y ).

The following lemma is clear.
B.1.3. Lemma. Let B be a full additive subcategory of A, and suppose
that every object of B is A-isogenous to an object of A. Then B⊗A
∼
−→
A⊗ A. 
B.2. Triangulated categories. (See [51, A.2.1] for a different treat-
ment.)
B.2.1. Proposition. Let T be a triangulated category. Then
a) The subcategory T {A} is triangulated and thick.
b) Let X ∈ T and n ∈ A−{0}. Then “the” cone X/n of multiplication
by n on X belongs to T {A}.
c) The localised category T /T {A} is canonically isomorphic to T ⊗A.
In particular, T ⊗ A is triangulated.
d) A morphism f of T belongs to ΣA(T ) if and only if cone(f) ∈ T {A}.
Proof. a) It is clear that T {A} is stable under direct summands; it
remains to see that it is triangulated. Let X, Y ∈ T {A}, f : X → Y
a morphism and Z a cone of f . We may assume that n1X = n1Y = 0.
The commutative diagram
Y −−−→ Z −−−→ X[1]
n=0
y ny n=0y
Y −−−→ Z −−−→ X[1]
show that multiplication by n on Z factors through Y ; this implies that
n21Z = 0.
b) Exactly the same argument as in a) shows that multiplication by
n on X/n factors through X, hence that n21X/n = 0.
c) Let f ∈ T be such that C := cone(f) ∈ T {A}, and let n > 0
be such that n1C = 0. The same trick as in a) and b) shows that
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there exist factorisations n = ff ′ = f ′′f , hence that f ∈ ΣA(T ). In
particular, f becomes invertible under the canonical (additive) functor
T → T ⊗ A. Hence an induced (additive) functor
T /T {A} → T ⊗ A
which is evidently bijective on objects; b) shows immediately that it is
fully faithful.
d) One implication has been seen in the proof of c). For the other, if
f ∈ ΣA(T ), then f becomes invertible in A⊗Q, hence cone(f) ∈ T {A}
by c). 
B.2.2. Remark. As is well-known, the stable homotopy category gives
a counterexample to the expectation that in fact n1X/n = 0 in b)
(X = S0, n = 2).
B.2.3. Lemma. Let 0→ T ′ → T → T ′′ → 0 be a short exact sequence
of triangulated categories (by definition, this means that T ′ is thick in
T and that T ′′ is equivalent to T /T ′). Then the sequence
0→ T ′ ⊗ A→ T ⊗ A→ T ′′ ⊗A→ 0
is exact.
Proof. We have to show that the functor
a :
T ⊗ A
T ′ ⊗ A
→ T ′′ ⊗A
is an equivalence of categories. Since the left hand side is A-linear, the
natural functor
T /T ′ → T ⊗ A/T ′ ⊗A
canonically extends to a functor
b : (T /T ′)⊗A→ T ⊗ A/T ′ ⊗A.
It is clear that a and b are inverse to each other. 
B.2.4. Proposition. Let T : S → T be a triangulated functor between
triangulated categories. Then T is fully faithful if and only if the in-
duced functors T{A} : S{A} → T {A} and T ⊗ A : S ⊗ A → T ⊗ A
are fully faithful.
Proof. “Only if” is obvious; let us prove “if’. Let X, Y ∈ S: we have
to prove that T : S(X, Y ) → T (T (X), T (Y )) is bijective. We do it in
two steps:
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1) Y is torsion, say n1Y = 0. The claim follows from the commutative
diagram with exact rows
S(X/n[1],Y ) → S(X,Y )
n=0
−−−→ S(X,Y ) → S(X/n,Y )
T
y≀ Ty Ty Ty≀
T (T (X)/n[1],T (Y ))→T (T (X),T (Y ))
n=0
−−−→ T (T (X),T (Y ))→T (T (X)/n,T (Y ))
and the assumption (see Proposition B.2.1 b)).
2) The general case. Let n > 0. We have a commutative diagram
with exact rows
0→ S(X,Y )/n → S(X,Y/n) → nS(X,Y [1]) →0
T
y Ty≀ Ty
0→T (T (X),T (Y ))/n→T (T (X),T (Y )/n)→nT (T (X),T (Y )[1])→0
where the middle isomorphism follows from 1). The snake lemma yields
an exact sequence
0→ S(X, Y )/n
T
−→ T (T (X), T (Y ))/n
→ nS(T (X), T (Y )[1])
T
−→ nT (T (X), T (Y )[1])→ 0.
Passing to the limit over n, we get another exact sequence
(B.1) 0→ S(X, Y )⊗ A/Z
T
−→ T (T (X), T (Y ))⊗A/Z
→ S(T (X), T (Y )[1]){A}
T
−→ T (T (X), T (Y )[1]){A} → 0.
Consider now the commutative diagram with exact rows
0→ S(X,Y ){A} → S(X,Y ) → S(X,Y )⊗A → S(X,Y )⊗A/Z →0
T
y1 Ty2 Ty≀ Ty4
0→T (T (X),T (Y )){A}→T (T (X),T (Y ))→T (T (X),T (Y ))⊗A→T (T (X),T (Y ))⊗A/Z→0
where the isomorphism is by assumption. By this diagram and (B.1), 4
is an isomorphism. Using this fact in (B.1) applied with Y [−1], we get
that 1 is an isomorphism; then 2 is an isomorphism by the 5 lemma,
as desired. 
B.3. Torsion objects in an abelian category. The proof of the
following proposition is similar to that of Proposition B.2.1 and is left
to the reader.
B.3.1. Proposition. Let A be an abelian category. Then
a) The full subcategory A{A} is thick (a Serre subcategory, in another
terminology).
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b) Let X ∈ A and n > 0 invertible in A. Then the kernel and cokernel
of multiplication by n on X belong to A{A}.
c) The localised category A/A{A} is canonically isomorphic to A⊗A.
In particular, A⊗ A is abelian.
d) A morphism f ∈ A is in ΣA(A) if and only if Ker f ∈ A{A} and
Coker f ∈ A{A}. 
The following corollary is a direct consequence of Proposition B.3.1
and Lemma B.1.3:
B.3.2. Corollary. Let A be an abelian category. Let B be a full additive
subcategory of A, and suppose that every object of B is A-isogenous to
an object of A (see Definition B.1.1). Then B ⊗ A is abelian, and in
particular idempotent-complete. 
B.4. Abelian and derived categories.
B.4.1. Proposition. Let A be an abelian category. Then the natural
functor Db(A)→ Db(A⊗A) induces an equivalence of categories
Db(A)⊗A
∼
−→ Db(A⊗ A).
In particular, Db(A)⊗ A is idempotent-complete.
Proof. In 3 steps:
1) The natural functor Cb(A)⊗A→ Cb(A⊗A) is an equivalence of
categories. Full faithfulness is clear. For essential surjectivity, take a
bounded complex C of objects of A⊗A. Find a common denominator
to all differentials involved in C. Then the corresponding morphisms
of A have torsion composition; since they are finitely many, we may
multiply by a common bigger integer so that they compose to 0. The
resulting complex of Cb(A) then becomes isomorphic to C in Cb(A⊗A).
2) The functor of 1) induces an equivalence of categories Kb(A) ⊗
A
∼
−→ Kb(A⊗A). Fullness is clear, and faithfulness is obtained by the
same technique as in a).
3) The functor of 2) induces the desired equivalence of categories.
First, the functor
Db(A)/DbA{A}(A)→ D
b(A/A{A})
is obviously conservative. But clearly DbA{A}(A) = D
b(A){A}. Hence,
by Propositions B.2.1 and B.3.1, this functor translates as
Db(A)⊗ A→ Db(A⊗A).
Let Ab(A) denote the thick subcategory ofKb(A) consiting of acyclic
complexes. By Lemma B.2.3 we have a commutative diagram of exact
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sequences of triangulated categories
0 −−−→ Ab(A)⊗ A −−−→ Kb(A)⊗A −−−→ Db(A)⊗A −−−→ 0y y y
0 −−−→ Ab(A⊗ A) −−−→ Kb(A⊗A) −−−→ Db(A⊗A) −−−→ 0.
We have just seen that the right vertical functor is conservative, and
by b), the middle one is an equivalence. Hence the left one is essentially
surjective, and the result follows. 
Appendix C. 1-motives with torsion
Effective 1-motives which admit torsion are introduced in [4, §1] (in
characteristic 0). We investigate some properties (over a perfect field
of exponential characteristics p > 1) which are not included in op. cit.
as a supplement to our Sect. 1.
C.1. Effective 1-motives. An effective 1-motive with torsion over k is
a complex of group schemesM = [L
u
→ G] where L is finitely generated
locally constant for the e´tale topology i.e. a discrete sheaf of Def. 1.1.1,
and G is a semi-abelian k-scheme. Therefore L can be represented by
an extension
0→ Ltor → L→ Lfr → 0
where Ltor is a finite e´tale k-group scheme and Lfr is free, i.e. a lattice.
Also G can be represented by an extension of an abelian k-scheme A
by a k-torus T .
C.1.1. Definition. An effective map from M = [L
u
→ G] to M ′ =
[L′
u′
→ G′] is a commutative square
L
u
−−−→ G
f
y gy
L′
u′
−−−→ G′
in the category of group schemes. Denote by (f, g) : M → M ′ such
a map. The natural composition of squares makes up a category, de-
noted by tMeff1 . We will denote by Homeff(M,M
′) the abelian group
of effective morphisms.
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For a given 1-motive M = [L
u
→ G] we have (in the abelian category
of commutative group schemes) a commutative diagram
(C.1)
0 0y y
0 −−−→ Ker(u) ∩ Ltor −−−→ Ltor
u
−−−→ u(Ltor) −−−→ 0y y y
0 −−−→ Ker(u) −−−→ L
u
−−−→ Gy y
Lfr
u
−−−→ G/u(Ltor)y y
0 0
with exact rows and columns. We set
• Mfr := [Lfr
u
→ G/u(Ltor)]
• Mtor := [Ker(u) ∩ Ltor → 0]
• Mtf := [L/Ker(u) ∩ Ltor
u
→ G]
considered as effective 1-motives. From Diagram (C.1) there are canon-
ical effective maps M →Mtf , Mtor →M and Mtf →Mfr.
C.1.2. Definition. A 1-motive M = [L
u
→ G] is free if L is free, i.e.
if M = Mfr. M is torsion if L is torsion and G = 0, i.e. if M = Mtor,
and torsion-free if Ker(u) ∩ Ltor = 0, i.e. if M = Mtf .
Denote by tMeff,fr1 ,
tMeff,tor1 and
tMeff,tf1 , the full sub-categories of
tMeff1 given by free, torsion and torsion-free 1-motives respectively.
The category tMeff,fr1 is nothing else than the categoryM1 of Deligne
1-motives and we shall henceforth use this notation. It is clear that
tMeff,tor1 is equivalent to the category of finite e´tale group schemes.
If M is torsion-free then Diagram (C.1) is a pull-back, i.e. L is the
pull-back of Lfr along the isogeny G→ G/Ltor.
C.1.3. Proposition. The categories tMeff1 andM1 have all finite limits
and colimits.
Proof. Since these are additive categories (with biproducts), it is enough
to show that they have kernels, dually cokernels. Now let ϕ = (f, g) :
M →M ′ be an effective map. We claim that
Kerϕ = [Ker0(f)
u
→ Ker0(g)]
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is the pull-back of Ker0(g) along u, where Ker0(g) is the (reduced)
connected component of the identity of the kernel of g : G → G′ and
Ker0(f) ⊆ Ker(f). We have to show that the following diagram of
effective 1-motives
0 0y y
Ker0(f)
u
−−−→ Ker0(g)y y
L
u
−−−→ G
f
y gy
L′
u′
−−−→ G′
satisfies the universal property for kernels. Suppose that M ′′ = [L′′
u′′
→
G′′] is mapping to M in such a way that the composition M ′′ →M →
M ′ is the zero map. Then L′′ maps to Ker(f) and G′′ maps to Ker(g).
Since G′′ is connected, it actually maps to Ker0(g) and, by the universal
property of pull-backs in the category of group schemes, L′′ then maps
to Ker0(f). Finally note that if L is free then also Ker0(f) is free.
For cokernels, we see that
[Coker(f)
u′
→ Coker(g)]
is an effective 1-motive which is clearly a cokernel of ϕ.
ForM1, it is enough to take the free part of the cokernel, i.e. given
(f, g) : M → M ′ then [Coker(f) → Coker(g)]fr meets the universal
property for coker of free 1-motives. 
C.2. Quasi-isomorphisms. (cf. [4, §1]).
C.2.1. Definition. An effective morphism of 1-motives M →M ′, here
M = [L
u
→ G] and M ′ = [L′
u
→ G′], is a quasi-isomorphism (q.i. for
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short) of 1-motives if it yields a pull-back diagram
(C.2)
0 0y y
F Fy y
L
u
−−−→ Gy y
L′
u′
−−−→ G′y y
0 0
where F is a finite e´tale group.
C.2.2. Remarks. 1) Note that kernel and cokernel of a quasi-isomor-
phism of 1-motives are 0 but, in general, a quasi-isomorphism is not an
isomorphism in tMeff1 . Hence the category
tMeff1 is not abelian.
2) A q.i. of 1-motives M → M ′ is actually a q.i. of complexes of group
schemes. In fact, an effective map of 1-motives M → M ′ is a q.i. of
complexes if and only if we have the following diagram
0→Ker(u) −−−→ L
u
−−−→ G −−−→ Coker(u)→0
‖
y y ‖
0→Ker(u′) −−−→ L′
u′
−−−→ G′ −−−→ Coker(u′)→0.
Therefore Ker and Coker of L → L′ and G → G′ are equal. Then
Coker(G → G′) = 0, since it is connected and discrete, and Ker(G →
G′) is a finite group. Conversely, Diagram (C.2) clearly yields a q.i. of
complexes. In particular, it easily follows that the class of q.i. of 1-
motives is closed under composition of effective morphisms.
C.2.3. Proposition. Quasi-isomorphisms are simplifiable on the left
and on the right.
Proof. The assertion “on the right” is obvious since the two components
of a q.i. are epimorphisms. For the left, let ϕ = (f, g) : M → M ′ and
ON THE DERIVED CATEGORY OF 1-MOTIVES, I 121
σ = (s, t) :M ′ → M˜ a q.i. such that σϕ = 0. In the diagram
L
u
−−−→ G
f
y gy
L′
u′
−−−→ G′
s
y sy
L˜
u˜
−−−→ G˜
we have L˜ = L′/F , G˜ = G′/F , for some finite group F , Im(f) ⊆ F and
Im(g) ⊆ F . Now u′ restricts to the identity on F thus Im(f) ⊆ Im(g)
and Im(g) = 0, since Im(g) is connected, hence ϕ = 0. 
C.2.4. Proposition. The class of q.i. admits a calculus of right frac-
tions in the sense of (the dual of) [20, Ch. I, §2.3].
Proof. By [4, Lemma 1.2], the first condition of calculus of right frac-
tions is verified, and Proposition C.2.3 shows that the second one is
verified as well. (Note that we here only consider isogenies with e´tale
kernel.) 
C.2.5. Remark. The example of the diagram
[L→ G]
σ
−−−→ [L′ → G′]
(1,0)
y
[L→ 0]
where σ is a nontrivial q.i. shows that calculus of left fractions fails in
general.
C.2.6. Lemma. Let s, t, u be three maps in tMeff1 , with su = t. If s
and t are q.i. , then so is u. 
Proof. Consider the exact sequence of complexes of sheaves
0→ Ker u→ Ker t→ Ker s→ Coker u→ Coker t→ Coker s→ 0.
Since s and t are q.i. , the last two terms are 0. Hence Coker(u) =
[L → G] is a quotient of Ker(s); since G is connected, we must have
G = 0. On the other hand, as a cokernel of a map of acyclic complexes
of length 1, Coker(u) is acyclic, hence L = 0. Similarly, Ker(u) is
acyclic. 
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C.3. 1-motives. We now define the category of 1-motives with torsion
from tMeff1 by formally inverting quasi-isomorphisms.
C.3.1. Definition. The category tM1 of 1-motives with torsion is the
localisation of tMeff1 with respect to the multiplicative class {q.i. } of
quasi-isomorphisms.
C.3.2. Remark. Note that there are no nontrivial q.i. between free
(or torsion) 1-motives. However, the canonical map Mtf → Mfr is a
quasi-isomorphism (it is an effective isomorphism when u(Ltor) = 0).
It follows from Proposition C.2.4 that the Hom sets in tM1 are given
by the formula
Hom(M,M ′) = lim
−→
q.i.
Homeff(M˜,M
′)
where the limit is taken over the filtering set of all quasi-isomorphisms
M˜ → M . A morphism of 1-motives M → M ′ can be represented as a
diagram
M M ′
q.i.տ ր eff
M˜
and the composition is given by the existence of a M̂ making the fol-
lowing diagram
M M ′ M ′′
q.i.տ ր տ ր eff
M˜ M˜ ′
q.i.տ ր eff
M̂
commutative. (This M̂ is in fact unique, see [4, Lemma 1.2].)
C.4. Strict morphisms. The notion of strict morphism is essential
in order to show that the Z[1/p]-linear category of 1-motives is abelian
(cf. [4, §1]).
C.4.1. Definition. We say that an effective morphism (f, g) :M →M ′
is strict if we have
Ker(f, g) = [Ker(f)→ Ker(g)]
i.e. if Ker(g) is (connected) semiabelian.
To get a feeling on the notion of strict morphism, note:
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C.4.2. Lemma. Let ϕ = (f, g) : M → N be a strict morphism, with g
onto. Suppose that ϕ = σϕ˜, where σ is a q.i.Then σ is an isomorphism.
Conversely, we obtain:
C.4.3. Proposition ([4, Prop. 1.3]). Any effective morphism ϕ ∈
Homeff(M,M
′) can be factored as follows
(C.3)
M
ϕ
−→M ′
ϕ˜ ց ր
M˜
where ϕ˜ is a strict morphism and M˜ → M ′ is a q.i. or a p-power
isogeny.
Proof. (Sketch) Note that if ϕ = (f, g) we always have the following
natural factorisation of the map g between semi-abelian schemes
G
g
−→ G′
ց ր
G/Ker0(g)
If g is a surjection we get the claimed factorisation by taking M˜ =
[L˜ → G/Ker0(g)] where L˜ is the pull-back of L′, the lifting of f is
granted by the universal property of pull-backs. In general, we can
extend the so obtained isogeny on the image of g to an isogeny of G′
(see the proof of Prop. 1.3 in [4] for details). 
C.4.4. Lemma. Let
M ′
f
−−−→ M
u
x tx
N ′
h
−−−→ N
be a commutative diagram in tMeff1 , where f is strict and u, t are
q.i.Then the induced map v : Coker(h)→ Coker(f) is a q.i.
Proof. In all this proof, the term “kernel” is taken in the sense of kernel
of complexes of sheaves. Let K and K ′ be the kernels of f and h
respectively:
0 −−−→ K −−−→ M ′
f
−−−→ M −−−→ Coker(f)
w
x ux tx vx
0 −−−→ K ′ −−−→ N ′
h
−−−→ N −−−→ Coker(h)
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By a diagram chase, we see that v is onto and that Ker t→ Ker v is
surjective. To conclude, it will be sufficient to show that the sequence
of complexes
(C.4) Ker(u)→ Ker(t)→ Ker(v)
is exact termwise. For this, note that the second component of w is
onto because f is strict and by dimension reasons. This implies by a
diagram chase that the second component of (C.4) is exact. But then
the first component has to be exact too. 
C.5. Exact sequences of 1-motives. We have the following basic
properties of 1-motives.
C.5.1. Proposition. The canonical functor
tMeff1 →
tM1
is left exact and faithful.
Proof. Faithfulness immediately follows from Proposition C.2.3, while
left exactness follows from Proposition C.2.4 and (the dual of) [20, Ch.
I, Prop. 3.1]. 
C.5.2. Lemma. Let f :M ′ →M be an effective map.
(1) The canonical projection π : M → Coker(f) remains an epi-
morphism in tM1[1/p].
(2) If f is strict then π remains a cokernel in tM1[1/p].
(3) Cokernels exist in tM1[1/p].
Proof. To show Part 1 let π : M → N be an effective map. One sees
immediately that π is epi in tM1[1/p] if and only if for any commutative
diagram
M
π
−−−→ N
s′
x sx
Q′
π′
−−−→ Q
with s, s′ q.i. , the map π′ is an epi in the effective category. Now
specialise to the case N = Coker(f) and remark that (up to modding
out by Ker f) we may assume f to be a monomorphism as a map of
complexes, thus strict. Take π′, s, s′ as above. We have a commutative
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diagram of effective maps
0 −−−→ M ′
f
−−−→ M
π
−−−→ Coker(f)
t ր
s′′
x s′x Coker(f ′) sx
ր uց
Q′′
f ′
−−−→ Q′
π′
−−−→ Q.
Here s′′ is a q.i. and Q′′, f ′, s′′ are obtained by calculus of right
fractions (Proposition C.2.4). By Lemma C.4.4, the induced map
t : Coker(f ′) → Coker(f) is a q.i. By Proposition C.2.3, π′f ′ = 0,
hence the existence of u. By Lemma C.2.6, u is a q.i. . Hence π′ is a
composition of two epimorphisms and Part 1 is proven.
To show Part 2, let gt−1 : M → M ′′ be such that the composition
M ′ → M ′′ is zero. By calculus of right fractions we have a commutative
diagram
M ′
f
−−−→ M
π
−−−→ Coker(f)
u
x tx vx
N ′′′
h
−−−→ N ′′ −−−→ Coker(h)
gց
y
M ′′
where all maps are effective and u is a q.i. . As above we have gh = 0,
hence the factorisation of g through Coker(h). Moreover Coker(h)
maps canonically to Coker(f) via a map v (say), which is a q.i. by
Lemma C.4.4. This shows that gt−1 factors through Coker(f) in tM1[1/p].
Uniqueness of the factorisation is then granted by Part 1.
In a category, the existence of cokernels is invariant by left or right
composition by isomorphisms, hence Part 3 is a consequence of Parts
1 and 2 via Proposition C.4.3. 
Now we can show the following key result (cf. [4, Prop. 1.3]).
C.5.3. Theorem. The category tM1[1/p] is abelian.
Proof. Existence and description of kernels follows from Propositions
C.1.3, C.2.4, C.5.1 and (the dual of) [20, Ch. I, Cor. 3.2], while
existence of cokernels has been proven in Lemma C.5.2. We are then
left to show that, for any (effective) strict map ϕ : M → M ′, the
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canonical effective morphism from the coimage of ϕ to the image of ϕ
is a q.i. of 1-motives, i.e. the canonical morphism
(C.5) Coker(Kerϕ→M)→ Ker(M ′ → Cokerϕ)
is a quasi-isomorphism. Since we can split ϕ in two short exact se-
quences of complexes in which each term is an effective 1-motive we
see that (C.5) is even a isomorphism in tMeff1 [1/p].

C.5.4. Remark. Note that (even in characteristic zero) for a given
non-strict effective map (f, g) :M → M ′ the effective morphism (C.5)
is not a q.i. of 1-motives. In fact, the following diagram
0 0y y
Ker(f)/Ker0(f) ⊆ Ker(g)/Ker0(g)y y
L/Ker0(f) −−−→ G/Ker0(g)y y
Im(f) −−−→ Im(g)y y
0 0
is not a pull-back, in general. For example, let g : G → G′ be with
finite kernel and a proper sub-group F ( Ker(g), and consider
(0, g) : [F → G]→ [0→ G′].
C.5.5. Corollary. A short exact sequence of 1-motives in tM1[1/p]
(C.6) 0→M ′ →M → M ′′ → 0
can be represented up to isomorphisms by a strict effective epimorphism
(f, g) : M → M ′′ with kernel M ′, i.e. by an exact sequence of com-
plexes.
C.5.6. Example. Let M be a 1-motive with torsion. We then always
have a canonical exact sequence in tM1[1/p]
(C.7) 0→Mtor →M →Mfr → 0
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induced by (C.1), according to Definition C.1.2. Note that in the fol-
lowing canonical factorisation
M −→ Mfr
ց ր
Mtf
the effective map M → Mtf is a strict epimorphism with kernel Mtor
and Mtf →Mfr is a q.i. (providing an example of Proposition C.4.3).
C.6. ℓ-adic realisation. Let n : M → M be the (effective) multipli-
cation by n on a 1-motiveM = [L
u
→ G] over a field k where n is prime
to the characteristic of k. It is then easy to see, e.g. by the description
of kernels in Proposition C.1.3, that
nM := Ker(M
n
−→M) = [Ker(u) ∩ nL→ 0].
Thus nM = 0 (all n in characteristic zero) if and only if M is torsion-
free, i.e. Mtor = 0. Moreover, by Proposition C.4.3 and Lemma C.5.2,
we can see that
M/n := Coker(M
n
−→M)
is always a torsion 1-motive. If L = 0, let simply G denote, as usual,
the 1-motive [0→ G]. Then we get an extension in M1[1/p]
(C.8) 0→ G
n
−→ G→ nG[1]→ 0
where nG[1] is the torsion 1-motive [nG → 0]. If L 6= 0 then M/n can
be regarded as an extension of L/n by Coker(nL → nG), e.g. also by
applying the snake lemma to the multiplication by n on the following
canonical short exact sequence (here L[1] = [L→ 0] as usual)
(C.9) 0→ G→M → L[1]→ 0
of effective 1-motives (which is also exact inM1[1/p] by Corollary C.5.5).
Summarizing up from (C.8), (C.9) we then get a long exact sequence
in tMtor1 [1/p]
(C.10) 0→ nM → nL[1]→ nG[1]→M/n→ L/n[1]→ 0.
Let now be n = ℓν where ℓ 6= char(k). Set:
C.6.1. Definition. The ℓ-adic realisation of a 1-motive M is
Tℓ(M) := “ lim
←−
ν
”Lν
in the category of l-adic sheaves, where M/ℓν = [Lν → 0].
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Since the inverse system “ lim
←−ν
”lνL is Mittag-Leﬄer trivial, we ob-
tain a short exact sequence
0→ Tℓ(G)→ Tℓ(M)→ L⊗ Zℓ → 0
where Tℓ(G) is the Tate module of the semiabelian variety G. More
generally, using Corollary C.5.5, we have:
C.6.2. Lemma. The functor Tℓ is exact on
tM1[1/p], and extends
canonically to tM1 ⊗ Zℓ. 
C.7. Deligne 1-motives. Let tMfr1 [1/p],
tMtor1 [1/p] and
tMtf1 [1/p] de-
note the corresponding full sub-categories of tM1[1/p] given by free,
torsion and torsion-free effective 1-motives respectively. The follow-
ing M 7→ Mfr (resp. M 7→ Mtor) define functors from
tM1[1/p] to
tMfr1 [1/p] (resp. from
tM1[1/p] to
tMtor1 [1/p]). We have (cf. [4,
(1.1.3)]):
C.7.1. Proposition. The natural functor
M1[1/p]→
tM1[1/p]
from Deligne 1-motives to 1-motives with torsion has a left adjoint/left
inverse given by M 7→Mfr. In particular, it is fully faithful and makes
M1[1/p] an exact sub-category of
tM1[1/p] in the sense of Quillen [47,
§2]. The above left adjoint defines equivalences
M1[1/p] ∼=
tMfr1 [1/p]
∼= tMtf1 [1/p].
Proof. Consider an effective map (f, g) : M˜ → M ′, to a free 1-motive
M ′, and a q.i. M˜ → M , i.e. M = [L˜/F → G˜/F ] for a finite group
F . Since M ′ is free then F is contained in the kernel of f and the
same holds for g. Thus (f, g) induces an effective map M → M ′. Let
M = [L
u
→ G]. Then Ltor ⊆ Ker(f) and also u(Ltor) ⊆ Ker(g) yielding
an effective map (f, g) :Mfr → M
′. This proves the first assertion.
Since tMeff,fr1 →֒
tMeff,tf1 , the claimed equivalence is obtained from
the canonical q.i.M → Mfr for M ∈
tMeff,tf1 , see (C.1). Finally, con-
sider the exact sequence (C.6) of 1-motives with torsion such that
M ′tor = M
′′
tor = 0. Since Mtor is mapped to zero in M
′′, it injects in
M ′. Thus also M is torsion-free, i.e. M = Mtf , and quasi-isomorphic
to Mfr. 
C.7.2. Remark. We also clearly have that the functor M 7→ Mtor is a
right-adjoint to the embedding tMtor1 [1/p] →֒
tM1[1/p] , i.e.
Homeff(M,M
′
tor)
∼= Hom(M,M ′)
for M ∈ tMtor1 [1/p] and M
′ ∈ tM1[1/p].
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C.7.3. Corollary. We have tMtor1 ⊗ Q = 0 and the full embedding
M1[1/p]→
tM1[1/p] induces an equivalence
M1 ⊗Q
∼
−→ tM1 ⊗Q.
C.8. Non-connected 1-motives. We consider a larger category al-
lowing non-connected (reduced) group schemes as a supplement of
Proposition 1.1.5.
C.8.1. Definition. LetMeffnc denote the following category. The objects
are N = [L → G] complexes of e´tale sheaves over the field k where L
is discrete and G is a reduced group scheme locally of finite type over
k such that
(i) the connected component of the identity G0 is semiabelian, and
(ii) π0(G) is finitely generated.
The morphisms are just maps of complexes. We callMeffnc the category
of effective non-connected 1-motives.
We denoteMeffanc the full subcategory ofM
eff
nc whose objects are N =
[L → G] as above such that G is of finite type over k (then condition
(ii) is automatically granted and π0(G) is a finite group scheme). We
call Meffanc the category of algebraic effective non-connected 1-motives.
Note that a representable presheaf on the category of schemes over
k can be characterised by axiomatic methods, including the condition
(i) above, cf. the Appendix in [5].
Associated to N = [L→ G] we have the following diagram
0 0y y
L0 −−−→ G0y y
L −−−→ Gy y
L/L0
⊆
−−−→ π0(G)y y
0 0
here L0 denote the pull-back of G0 along L→ G. Let
N0 := [L0 → G0]
130 LUCA BARBIERI-VIALE AND BRUNO KAHN
denote the effective 1-motive associated to N and denote
π0(N) := [L/L
0 →֒ π0(G)].
We say that D = [L →֒ L′] is discrete if L′ is a discrete sheaf and
L injects into L′. Denote Mdisnc the full subcategory of M
eff
nc given by
discrete objects. Note that N is discrete if and only if π0(N) = N (if
and only if N0 = 0).
C.8.2. Proposition. The operation N 7→ N0 defines a functor
ceff :Meffnc →
tMeff1
which is right adjoint to the embedding i1 :
tMeff1 →֒ M
eff
nc and c
effi1 = 1.
Moreover, we have a functor
π0 :M
eff
nc →M
dis
nc
which is left adjoint to idis :M
dis
nc →֒
tMeff1 and π0idis = 1.
Proof. Straightforward. 
C.8.3. Remarks. 1) The same results as in Proposition C.8.2 above
refine to Meffanc and M
dis
anc.
2) Note that Meffnc has kernels. Let ϕ = (f, g) : N → N
′ be a map in
Meffnc . Let g
0 : G0 → G
′0 and π0(g) : π0(G) → π0(G
′) be the induced
maps. Then Ker(ϕ) = [Ker(f) → Ker(g)] as a complex of sheaves;
in fact Ker(g) is representable, Ker0(g0) = (Ker(g))0 and π0(Ker(g))
maps to Ker(π0(g)) with finite kernel. However, it is easy to see that
Meffnc is not abelian.
C.8.4. Proposition. The category Meffanc[1/p] is abelian.
Proof. RegardMeffanc[1/p] as a full subcategory of C
[−1,0](Shv(ke´t))[1/p]
of the abelian category of complexes of sheaves concentrated in degree
−1 and 0. For a map ϕ = (f, g) : N → N ′, Ker(ϕ) = [Ker(f) →
Ker(g)] ∈ Meffanc and Coker(ϕ) = [Coker(f) → Coker(g)] ∈ M
eff
anc. For
an extension 0→ N → N ′ → N ′′ → 0 in C [−1,0](Shv(ke´t)) such that N
and N ′′ belongs to Meffanc then also N
′′ ∈Meffanc. 
C.9. Homs and Extensions. We will provide a characterisation of
the Yoneda Ext in the abelian category tM1[1/p].
C.9.1. Proposition. We have
(a) HomtM1(L[1], L
′[1]) = Homk(L,L
′),
(b) HomtM1(L[1], G
′) = 0,
(c) HomtM1(G,G
′) ⊆ Homk(A,A
′) × Homk(T, T
′) if G (resp. G′)
is an extension of an abelian variety A by a torus T (resp. of
A′ by T ′),
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(d) HomtM1(G,L
′[1]) = Homk(nG,L
′
tor) if nL
′
tor = 0.
In particular, the group HomtM1(M,M
′) is finitely generated for all
1-motives M,M ′ ∈ tM1[1/p].
Proof. Since there are no q.i. to L[1], we have HomtM1(L[1], L
′[1]) =
Homeff(L[1], L
′[1]) and the latter is clearly isomorphic to Homk(L,L
′).
By Proposition C.7.1, we have HomtM1(L[1], G
′) = Homeff(L[1], G
′)
and HomtM1(G,G
′) = Homeff(G,G
′). The former is clearly 0 while
Homeff(G,G
′) = Homk(G,G
′) ⊆ Homk(A,A
′) × Homk(T, T
′) since
Homk(T,A
′) = Homk(A, T
′) = 0. For (d), let [F → G˜] → [0 → G]
be a q.i. and [F → G˜] → [L′ → 0] be an effective map providing
an element of Hom(G,L′[1]). If L′ is free then it yields the zero
map, as F is torsion. Thus HomtM1(G,L
′[1]) = HomtM1(G,L
′
tor[1]).
For n ∈ N consider the short exact sequence (C.8) in tM1. If n
is such that nL′tor = 0 taking HomtM1(−, L
′
tor[1]) we further obtain
HomtM1(G,L
′[1]) = Homk(nG,L
′
tor).
The last statement follows from these computations and an easy
de´vissage from (C.9). 
C.9.2. Remark. If we want to get rid of the integer n in (d), we may
equally write
HomtM1(G,L
′[1]) = Homcont(T̂ (G), L
′
tor) = Homcont(T̂ (G), L
′)
where T̂ (G) =
∏
ℓ Tℓ(G) is the complete Tate module of G.
C.9.3. Proposition. We have isomorphisms (for Ext in tM1[1/p]):
(a) Ext1k(L,L
′)
∼
−→ Ext1tM1(L[1], L
′[1]),
(b) Homk(L,G
′)
∼
−→ Ext1tM1(L[1], G
′),
(c) Ext1k(G,G
′)
∼
−→ Ext1tM1(G,G
′) and
(d) lim
−→
n
Ext1k(nG,L
′)
∼
−→ Ext1tM1(G,L
′[1]); these two groups are 0
if L′ is torsion.
Proof. By Corollary C.5.5, any short exact sequence of 1-motives can be
represented up to isomorphism by a short exact sequence of complexes
in which each term is an effective 1-motive.
For (a), just observe that there are no nontrivial q.i. of 1-motives
with zero semiabelian part. For (b), note that an extension of L[1] by
G′ is given by a diagram
(C.11)
0 −−−→ F ′ −−−→ L′′ −−−→ L −−−→ 0y vy y
0 −−−→ G˜′ −−−→ G′′ −−−→ 0 −−−→ 0
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where M˜ ′ = [F ′ → G˜′] is q.i. to [0→ G′]. When F ′ = 0, this diagram is
equivalent to the datum of v: this provides a linear map Homk(L,G
′)→
Ext1tM1(L[1], G
′). This map is surjective since we may always mod
out by F ′ in (C.11) and get an quasi-isomorphic exact sequence with
F ′ = 0. It is also injective: if (C.11) (with F ′ = 0) splits in tM1[1/p],
it already splits in tMeff1 [1/p] and then v = 0.
For (c) we see that an extension of G by G′ in tM1[1/p] can be
represented by a diagram
0 −−−→ F ′ −−−→ L′′ −−−→ F −−−→ 0y y y
0 −−−→ G˜′ −−−→ G′′ −−−→ G˜ −−−→ 0
with M˜ ′ as in (b) and M˜ = [F → G˜] q.i. to [0 → G]. Since the
top line is exact, L′′ is finite. For F = F ′ = 0 we just get a group
scheme extension of G by G′, hence a homomorphism Ext1k(G,G
′) →
Ext1tM1(G,G
′). This homomorphism is surjective: dividing by F ′ we
get a quasi-isomorphic exact sequence
0 −−−→ 0 −−−→ L′′/F ′
∼
−−−→ F −−−→ 0y y y
0 −−−→ G′ −−−→ G′′/F ′ −−−→ G˜ −−−→ 0
and further dividing by F ′ we then obtain
0 −−−→ 0 −−−→ 0 −−−→ 0 −−−→ 0y y y
0 −−−→ G′ −−−→ G′′/L′′ −−−→ G −−−→ 0.
Injectivity is seen as in (b).
For (d) we first construct a map Φn : Ext
1
k(nG,L
′)→ Ext1tM1(G,L
′[1])
for all n. Let [L′′] ∈ Extk(nG,L
′) and consider the following diagram
(C.12)
0 −−−→ L′ −−−→ L′′ −−−→ nG −−−→ 0y y y
0 −−−→ 0 −−−→ G G −−−→ 0.
Since [nG → G] is q.i. to [0 → G], this provides an extension of G
by L′[1] in tM1[1/p]. For n variable {Ext
1
k(nG,L
′)}n is a direct system
and one checks easily that the maps Φn are compatible (by pull-back),
yielding a well-defined linear map
Φ : lim−→Ext
1
k(nG,L
′)→ Ext1tM1(G,L
′[1]).
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This map is surjective since any extension of G by L′[1] can be repre-
sented by a diagram (C.12) for some n (as multiplication by n is cofinal
in the direct sytem of isogenies). We now show that Φ is also injective.
Let n | m, e.g. rn = m, so that the following sequence is exact
0→ rG→ mG
r
−→ nG→ 0
and yields a long exact sequence
Homk(mG,L
′)→ Homk(rG,L
′)→ Ext1k(nG,L
′)
r
−→ Ext1k(mG,L
′).
If L′ is torsion, we have rL′ = 0 for some r, hence lim−→Ext
1
k(nG,L
′) =
0. This shows in particular that Ext1tM1(G,L
′[1]) = 0 in this case.
Suppose now that L′ is free. Then we have Homk(rG,L
′) = 0, hence
the transition maps are injective. Therefore, to check that Φ is injective
it suffices to check that Φn is injective for all n.
Let σ : G → [L′′ → G] be a section of (C.12) in tM1[1/p]. Then σ
can be represented by a diagram of effective maps
rnG
ւ
y r ց
0 −−−→ L′ −−−→ L′′ −−−→ nGy y G y
ւ r ց
0 −−−→ 0 −−−→ G G
for some r, where the southwest map is a q.i. To say that σ is a section
is to say that this diagram commutes. Hence the image of rnG in
L′′ surjects onto nG, and it also injects since L
′ is torsion-free. This
means that the projection L′′ → nG has a section, hence [L
′′] = 0 in
Ext1k(nG,L
′′).
For a general L′, we reduce to these two special cases through an
easy diagram chase. 
C.10. Projective objects in tM1[1/p]. We show that there are not
enough projective objects in tM1[1/p], at least when k is algebraically
closed:
C.10.1. Proposition. Suppose that k = k. Then the only projective
object of tM1[1/p] is 0.
Proof. Suppose thatM = [L→ G] ∈ tM1[1/p] is such that Ext(M,N)
= 0 for any N ∈ tM1[1/p]. From (C.9) we then get a long exact
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sequence
Hom(G,Gm)→ Ext(L[1],Gm)→ Ext(M,Gm)
→ Ext(G,Gm)→ Ext
2(L[1],Gm)
where Ext(M,Gm) = 0, thus i) Ext(G,Gm) is finite, and ii) Hom(L,Gm)
is finitely generated. We also have an exact sequence
Hom(T,Gm)→ Ext(A,Gm)→ Ext(G,Gm)
where Hom(T,Gm) is the character group of the torus T and Ext(A,Gm)
is the group of k-points of the dual abelian variety A, the abelian quo-
tient of G. From i) we get A = 0. Since Hom(L,Gm) is an extension
of a finite group by a divisible group, from ii) we get that L is a finite
group. Now consider the exact sequence, for l 6= p
0→ Hom(L[1],Z/l[1])→ Hom(M,Z/l[1])
→ Hom(T,Z/l[1])→ Ext(L[1],Z/l[1])→ 0
where the right-end vanishing is Ext(M,Z/l[1]) = 0 by assumption.
Now Hom(T,Z/l[1]) = Ext(T,Z/l) and any extension of the torus
T is lifted to an extension of M by Z/l, therefore to an element of
Hom(M,Z/l[1]) = Ext(M,Z/l). This yields Ext(L,Z/l) = 0 for any
prime l 6= p, thus we see that L = 0.
Finally, [0→ Gm] is not projective since, for n > 1, the epimorphism
[0→ Gm]
n
→ [0→ Gm]
is not split. 
C.11. Weights. If M = [L
u
→ G] ∈ tM1[1/p] is free then Deligne [16]
equipped M = Mfr with an increasing filtration by sub-1-motives as
follows:
W−2(M) := [0→ T ] ⊆W−1(M) := [0→ G] ⊆W0(M) :=M
If M is torsion-free we then pull-back the weight filtration along the
effective map M → Mfr as follows:
Wi(M) :=

M i ≥ 0
[Ltor →֒ G] i = −1
[Ltor ∩ T →֒ T ] i = −2
0 i ≤ −3
Note that Wi(M) is q.i. to Wi(Mfr).
IfM has torsion we then further pull-back the weight filtration along
the effective map M → Mtf .
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C.11.1. Definition. Let M = [L
u
→ G] be an effective 1-motive. Let
uA : L→ A denote the induced map where A = G/T . Define
Wi(M) :=

M i ≥ 0
[Ltor → G] i = −1
[Ltor ∩Ker(uA)→ T ] i = −2
Mtor = Ltor ∩Ker(u)[1] i = −3
0 i ≤ −4
C.11.2. Remark. It is easy to see that M 7→ Wi(M) yields a functor
from tM1[1/p] to
tM1[1/p].
Appendix D. Homotopy invariance for e´tale sheaves with
transfers
One of the main results of Voevodsky concerning presheaves with
transfers is that, over a perfect field k, a Nisnevich sheaf with trans-
fers F is homotopy invariant (that is, F (X)
∼
−→ F (X × A1) for any
smooth X) if and only if it is strongly homotopy invariant, that is,
H iNis(X,F )
∼
−→ H iNis(X × A
1, F ) for any smooth X and any i ≥ 0.
This allows him to define the homotopy t-structure on DMeff− .
These results remain “as true as can be” in the e´tale topology, at
least if k has finite e´tale cohomological dimension. According to an
established tradition, this result is probably well-known to experts but
we haven’t been able to find it in the literature: it could have been
formulated and proven for example in [39]. The aim of this appendix
is to provide proofs, for which our main source of results will be [39].
D.1. Homotopy invariance and strict homotopy invariance.
D.1.1. Definition. We denote as in [39, Def. 2.1] by PST(k) = PST
the category of presheaves with transfers on smooth k-varieties. We
also denote by EST(k), or simply EST, the cate´gory of e´tale sheaves
with transfers over k.
According to [39, Def. 2.15 and 9.22]:
D.1.2. Definition. a) An object F of PST or EST is homotopy invari-
ant if F (X)
∼
−→ F (X ×A1) for any smooth k-variety X.
b) Let F ∈ EST. Then F is strictly homotopy invariant ifH ie´t(X,F )
∼
−→
H ie´t(X × A
1, F ) for any smooth k-variety X and any i ≥ 0.
We denote by HIe´t(k) = HIe´t the full subcategory of EST consisting of
homotopy invariant sheaves, and by HIse´t(k) = HI
s
e´t the full subcategory
of HIe´t consisting of strictly homotopy invariant sheaves.
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(Strict homotopy invariance for F simply means that F is A1-local
in D−(EST), see [39, Lemma 9.24].)
Note that HIe´t is a thick abelian subcategory of EST: if 0 → F
′ →
F → F ′′ → 0 is an exact sequence in EST, then F ∈ HIe´t if and only
if F ′, F ′′ ∈ HIe´t. We shall see below that the same is true for HI
s
e´t.
The main example of a sheaf F which is in HIe´t but not in HI
s
e´t
is F = Z/p in characteristic p: because of the Artin-Schreier exact
sequence we have
k[t]/P(k[t])
∼
−→ H1e´t(A
1
k,Z/p)
where P(x) = xp − x.
We are going to show that this captures entirely the obstruction for
a sheaf in HIe´t not to be in HI
s
e´t.
The following is an e´tale analogue of [39, Th. 13.8]:
D.1.3. Lemma. Let F be a homotopy invariant presheaf with transfers.
Suppose moreover that F is a presheaf of Z[1/p]-modules, where p is
the exponential characteristic of k. Then the associated e´tale sheaf with
transfers [39, Th. 6.17] Fe´t is strictly homotopy invariant.
Proof. The following method is classical: let 0 → F ′ → F → F ′′ → 0
be an exact sequence of homotopy invariant presheaves with transfers,
and consider the corresponding exact sequence 0 → F ′e´t → Fe´t →
F ′′e´t → 0. If, among F
′
e´t, Fe´t and F
′′
e´t, two are in HI
s
e´t, then clearly so is
the third. Using the exact sequence
0→ Ftors → F → F ⊗Q→ F ⊗Q/Z→ 0
for the sheaf F of Lemma D.1.3, this reduces us to the following cases:
• F is a presheaf ofQ-vector spaces. Then the result is true by [39,
Lemma 14.25] (reduction to [39, Th. 13.8] by the comparison
theorem [39, Prop. 14.23]).
• F is a presheaf of torsion abelian groups. Since, by assumption,
this torsion is prime to p, Fe´t is locally constant by Suslin-
Voevodsky rigidity [39, Th. 7.20]. Then the result follows from
[SGA4, XV 2.2] (compare [39, Lemma 9.23]).

D.1.4. Proposition. The inclusion HIse´t → HIe´t has an exact left ad-
joint/left inverse given by F 7→ F ⊗Z Z[1/p]. In particular, HI
s
e´t =
HIe´t[1/p].
Proof. The fact that HIse´t is Z[1/p]-linear follows from the Artin-Schreier
exact sequence plus the contractibility of Ga (compare [63, Prop. 3.3.3
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2)]). Conversely, Lemma D.1.3 implies that any Z[1/p]-linear sheaf of
HIe´t belongs to HI
s
e´t. The rest of the proposition follows. 
As a complement, let us mention the following proposition, which
extends Proposition D.1.4:
D.1.5. Proposition. Let F ∈ HIe´t. Then the complex C∗(F ) is canon-
ically isomorphic to F [1/p] in DMeff−,e´t.
Proof. The map F → F [1/p] induces a map C∗(F )→ C∗(F [1/p]). The
latter complex is tautologically equal to C∗(F )[1/p]. Since DM
eff
−,e´t is
Z[1/p]-linear, the map C∗(F ) → C∗(F )[1/p] is a quasi-isomorphism.
Finally, since F [1/p] ∈ HIse´t (Prop. D.1.4), the augmentation F [1/p]→
C∗(F [1/p]) is a quasi-isomorphism by [39, Lemma 9.15]. 
D.1.6. Corollary. Let F be a homotopy invariant Nisnevich sheaf with
transfers. Then, the natural functor α∗ : DMeff− → DM
eff
−,e´t sends F to
Fe´t[1/p].
Proof. According to [39, Remark 14.3], α∗ may be described as the
composition
DMeff− →֒ D
−(ShvNis(Sm(k)))
α∗
−→ D−(Shve´t(Sm(k)))
RC
−→ DMeff−,e´t
where the middle functor is induced by the inverse image functor
(change of topology) on sheaves and RC is induced by K 7→ C∗(K).
The result then follows from Proposition D.1.5. 
D.2. Friendly complexes.
D.2.1. Definition. A object C ∈ D−(EST) is friendly if there exists an
integer N = N(C) such that, for any prime number l 6= p, Hq(C/l) = 0
for q > N (in other terms, C/l is uniformly bounded below). We denote
by D−fr (EST) the full subcategory of friendly objects and by DM
eff
fr,e´t the
intersection D−fr (EST) ∩DM
eff
−,e´t.
D.2.2. Theorem. DMeffgm,e´t ⊂ DM
eff
fr,e´t.
Proof. If is clear that D−fr (EST) is a thick triangulated subcategory of
D−(EST); hence it suffices to prove that C∗(Le´t(X)) is friendly for any
smooth scheme X. By [39, Lemmas 6.23 and 9.15], we have for any
smooth U , any prime l 6= p and any q ∈ Z
Hom(C∗(Le´t(X × U)),Z/l[q]) ≃ H
q
e´t(X × U,Z/l)
hence
Ext q(C∗(Le´t(X)),Z/l) ≃ R
q
e´tπ∗Z/l
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where π : X → Spec k is the structural morphism. By the cohomo-
logical dimension results of [SGA4, Exp. X] and the finiteness results
of [SGA4 1/2, Th. finitude], this shows that Home´t(C∗(Le´t(X)),Z/l)
is a bounded complex of constructible Z/l-sheaves. It follows that the
biduality morphism
C∗(Le´t(X))/l→ Home´t(Home´t(C∗(Le´t(X)),Z/l),Z/l)
is an isomorphism of bounded complexes of constructible Z/l-sheaves.
Moreover, the lower bound is at most 2 dimX, hence is independent of
l. 
D.3. The e´tale homotopy t-structure. The following is an e´tale
analogue of [39, Prop. 14.8]:
D.3.1. Proposition. Let K ∈ D−(EST) be a bounded above complex of
e´tale sheaves with transfers. Suppose either that the e´tale cohomological
dimension of k is finite, or that K is friendly. Then K is A1-local if
and only if all its cohomology sheaves are strictly homotopy invariant.
Proof. In the finite cohomological dimension case, “if” is trivial (cf.
[39, Prop. 9.30]). For “only if”, same proof as that of [39, Prop. 14.8],
by replacing the reference to [39, Th. 13.8] in loc. cit. by a reference
to Lemma D.1.3 (note that if K is A1-local, then it is Z[1/p]-linear by
[63, Prop. 3.3.3 2)] and thus so are its cohomology sheaves).
In the friendly case, note that the two conditions
• A1-local
• having strictly homotopy invariant cohomology sheaves
are stable under triangles: for the first it is obvious and for the second
it is because HIse´t is thick in EST by Proposition D.1.4. Considering
the exact triangle
K → K ⊗Q→ K ⊗ (Q/Z)′
+1
→
we are reduced to show the statement separately for K ⊗ Q and for
K ⊗ (Q/Z)′. In the first case this works by reduction to Nisnevich
cohomology, while in the second case the spectral sequence of [39, Prop.
9.30] also converges, this time because K ⊗ (Q/Z)′ is bounded below.

D.3.2. Remark. The finite cohomological dimension hypothesis ap-
pears in the spectral sequence arguments of the proofs of [39, Prop.
9.30 and 14.8]. We don’t know if it is really necessary. Nevertheless,
Joe¨l Riou pointed out that this argument trivially extends to fields of
virtually finite cohomological dimension: the only issue is for the “if”
part, but if we know that an object K is A1-local e´tale-locally, then
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it is clearly A1-local. (For example, this covers all fields of arithmetic
origin.) Therefore:
D.3.3. Corollary. If the virtual e´tale cohomological dimension of k
is finite, then DMeff−,e´t has a homotopy t-structure, with heart HI
s
e´t, and
the functor α∗ : DMeff− → DM
eff
−,e´t is t-exact. Without any cohomological
dimension assumption, DMfr,e´t has a homotopy t-structure. 
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