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COLLECTIVE EXCITATIONS OF BOSE GASES IN THE
MEAN-FIELD REGIME
PHAN THA`NH NAM AND ROBERT SEIRINGER
Abstract. We study the spectrum of a large system of N identical
bosons interacting via a two-body potential with strength 1/N . In this
mean-field regime, Bogoliubov’s theory predicts that the spectrum of
the N-particle Hamiltonian can be approximated by that of an effec-
tive quadratic Hamiltonian acting on Fock space, which describes the
fluctuations around a condensed state. Recently, Bogoliubov’s theory
has been justified rigorously in the case that the low-energy eigenvec-
tors of the N-particle Hamiltonian display complete condensation in the
unique minimizer of the corresponding Hartree functional. In this pa-
per, we shall justify Bogoliubov’s theory for the high-energy part of the
spectrum of the N-particle Hamiltonian corresponding to (non-linear)
excited states of the Hartree functional. Moreover, we shall extend the
existing results on the excitation spectrum to the case of non-uniqueness
and/or degeneracy of the Hartree minimizer. In particular, the latter
covers the case of rotating Bose gases, when the rotation speed is large
enough to break the symmetry and to produce multiple quantized vor-
tices in the Hartree minimizer.
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1. Introduction
We consider a system of N identical bosons moving in an open subset
Ω ⊆ Rd, described by the Hamiltonian
HN =
N∑
i=1
Ti +
1
N − 1
∑
1≤i<j≤N
w(xi − xj)
which acts on the Hilbert space HN =
⊗N
sym L
2(Ω) of permutation-symmet-
ric square-integrable functions. Here T is the kinetic energy operator of each
particle, and Ti denotes the N -body operator 1⊗· · ·⊗1⊗T ⊗1 · · ·⊗1 where
T acts only on the i-th variable. The multiplication operator w(.− .), with
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w : Rd → R an even, measurable function, corresponds to the interactions
between particles. We consider the mean-field regime where the strength of
the interaction is proportional to the inverse of the number of particles.
We shall always assume that T ≥ 1 and
(w(. − .))2 ≤ C0(1⊗ T + T ⊗ 1) on H2 (1)
for some constant C0 > 0. For a physically relevant example, the reader
may think of a system in Ω = R3 with the kinetic energy operator T =
−∆ + V (x) where V− := max{−V, 0} is sufficiently regular (|V−|2 ≤ −C∆
is sufficient), and the Coulomb/Newton interaction w(x − y) = ±|x− y|−1.
Under assumption (1), it is easy to see that the interaction part in HN is
infinitesimally small with respect to the kinetic energy part, andHN is a self-
adjoint operator on
⊗N
symD(T ) by the Kato–Rellich Theorem [15, Theorem
X.13]. We are interested in the spectrum of HN when N →∞.
A crucial property of bosons is that a macroscopic fraction of particles
can occupy a common quantum state. In Hartree’s theory, one assumes
that all particles live in a condensate state described by a normalized vector
u ∈ H = L2(Ω). In this case, the energy per particle is given by the Hartree
functional
EH(u) = 〈u
⊗N ,HNu
⊗N 〉
N
= 〈u, Tu〉+ 1
2
∫∫
|u(x)|2w(x− y)|u(y)|2 dxdy,
which is well-defined on D(T 1/2), the quadratic form domain of T . In many
situations (see e.g. [5, 13, 14, 11]), Hartree’s theory determines exactly the
leading order of the ground state energy of HN , namely
lim
N→∞
inf σ(HN )
N
= inf{EH(u) | ‖u‖ = 1} =: eH .
Going beyond Hartree’s theory, Bogoliubov’s theory [3] predicts the next
order of the low-energy spectrum of weakly interacting Bose gases. In the
mean-field regime, Bogoliubov’s theory has been justified for the excitation
spectrum of HN in the recent works [19, 7, 12, 4]. It was shown that the
low-energy eigenvalues of HN − NeH converge to those of the Bogoliubov
Hamiltonian, an effective quadratic Hamiltonian on Fock space which is ob-
tained by quantizing the Hessian of the Hartree functional at its minimizer.
In the present paper, we will justify Bogoliubov’s theory for the collective
excitations of HN . Let u0 be a stationary state of the Hartree functional;
i.e., u0 is a (normalized) solution to the Hartree equation
(T + |u0|2 ∗ w − µ0)u0 = 0
for some real constant µ0. If u0 is a Hartree minimizer, then obviously it
satisfies the above Hartree equation. However, in general u0 is not necessar-
ily a Hartree minimizer and NEH(u0) may be very far from the ground state
energy of HN (their distance is of order N). We will investigate the connec-
tion between the eigenvalues of order 1 of HN −NEH(u0) and those of the
corresponding Bogoliubov Hamiltonian, which is the second quantization of
the Hessian of the Hartree functional at u0. A result of this kind was known
only in the translation invariant case [19], where collective excitations can
COLLECTIVE EXCITATIONS OF BOSE GASES 3
be obtained from the low-energy spectrum using a Galileo transformation.
In general, there is no such symmetry and our result is new.
Our approach can also be used to extend the existing results on the low-
energy excitation spectrum in [19, 7, 12, 4] to the case of non-uniqueness
and/or degeneracy (in the sense of absence of a non-zero lower bound to the
Hessian of the Hartree functional) of the Hartree minimizer. In particular,
we shall consider the case of rotating Bose gases, where the system is rotation
invariant with respect to a fixed axis. In this case the Hartree functional has
infinitely many degenerate minimizers if the rotation speed is large enough
to break the symmetry and to produce multiple quantized vortices in the
Hartree minimizer.
2. Main results
In this section, we set up some notation and state our main results. All
Hilbert spaces we consider are complex Hilbert spaces and their inner prod-
ucts are conjugate linear in the first variable and linear in the second. We
always denote by C a positive constant that depends only on the constant C0
in assumption (1) and the value 〈u0, Tu0〉, where u0 is the relevant Hartree
stationary state (two C’s in one line may refer to two different constants).
To discuss Bogoliubov’s theory, it is convenient to enlarge the N -particle
space HN to the Fock space
F =
∞⊕
m=0
Hm = C⊕ H⊕ H2 ⊕ · · ·
For every f ∈ H one can define the annihilation operator a(f) and the
creation operator a†(f), which are operators on F acting as
(a(f)Ψ)(x1, . . . , xm−1) =
√
m
∫
f(xm)Ψ(x1, . . . , xm)dxm
(a†(f)Ψ)(x1, . . . , xm+1) =
1√
m+ 1
m+1∑
j=1
f(xj)Ψ(x1, . . . , xj−1, xj+1, . . . , xm+1)
for every Ψ ∈ Hm. It is straightforward to see that a†(f) is the adjoint of
a(f) and that they satisfy the canonical commutation relations (CCR)
[a(f), a(g)] = [a†(f), a†(g)] = 0, [a(f), a†(g)] = 〈f, g〉
for all f, g ∈ H.
We can extend the kinetic energy operator
∑N
i=1 Ti on H
N to an operator
on Fock space
dΓ(T ) := 0⊕
∞⊕
m=1
(
m∑
i=1
Ti
)
.
If {un}∞n=0 is an orthonormal basis for H, we can rewrite
dΓ(T ) =
∑
m,n≥0
〈um, Tun〉a†man
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where we have denoted an := a(un) for short. In particular, the sum on the
right side is independent of the choice of the basis. Similarly,
0⊕ 0⊕
∞⊕
m=2
 ∑
1≤i<j≤m
w(xi − xj)
 = 1
2
∑
m,n,p,q≥0
Wm,n,p,qa
†
ma
†
napaq
where Wm,n,p,q := 〈um ⊗ un, w up ⊗ uq〉. Thus we can extend HN to an
operator on Fock space∑
m,n≥0
〈um, Tun〉a†man +
1
2(N − 1)
∑
m,n,p,q≥0
Wm,n,p,qa
†
ma
†
napaq. (2)
In the following, we shall always choose u0 ∈ D(T 1/2) to be a stationary
state of the Hartree functional, namely u0 is a (normalized) solution to the
Hartree equation
(T + |u0|2 ∗ w − µ0)u0 = 0 (3)
for some real constant µ0 (which necessarily equals µ0 = 〈u0, (T + |u0|2 ∗
w)u0〉). Here |u0|2 ∗ w is the convolution between the functions |u0|2 and
w : Rd → R. Let P := |u0〉〈u0| be the orthogonal projection onto u0 and let
Q := 1− P . Since the operator
h := T + |u0|2 ∗ w − µ0
leaves the subspace H+ = QH invariant, we shall often use the same notation
for the restricted operator on H+.
Heuristically, Bogoliubov’s theory [3] consists of the following approxima-
tion procedure. First, assuming most of the particles are in the condensate
state u0, we ignore all terms in (2) which are higher than quadratic in an
and a†n with n 6= 0. Second, we replace a0 and a†0 by a scalar number
√
N0
1,
where N0 is interpreted as the number of particles living in the condensate
state. Finally, using N0 ≈ N and the Hartree equation (3), we formally
arrive at
HN −NEH(u0) ≈ H , (4)
where
H = dΓ(h+K1) +
1
2
∑
m,n≥1
(
〈um ⊗ un,K2〉a†ma†n + 〈K2, um ⊗ un〉aman
)
. (5)
Here K2 ∈ H2 is given by
K2(x, y) := u0(x)w(x − y)u0(y) ,
and K1 = Qk1Q, where k1 is the operator defined via its integral kernel as
k1(x, y) := u0(x)w(x − y)u0(y) .
The fact that K2 ∈ H2 follows from (1) and u0 ∈ D(T 1/2). Consequently,
k1 defines a Hilbert-Schmidt operator on H.
1Strictly speaking, the term a†0a
†
0a0a0 = a
†
0a0(a
†
0a0 − 1) is replaced by N0(N0 − 1)
instead of N20 .
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Since h+K1 leaves H+ invariant, the Bogoliubov Hamiltonian H can be
viewed as an operator on the excited Fock space
F+ = C⊕ H+ ⊕H2+ ⊕ · · · (6)
On the other hand, HN is an operator on H
N . Therefore, the formal approx-
imation (4) must be understood via an appropriate unitary transformation.
Following [12, Prop. 14], we shall use the unitary mapping
UN : H
N → F≤N+ := C⊕ H+ ⊕ · · · ⊕ HN+
Ψ 7→
N⊕
j=0
Q⊗j
(
aN−j0√
(N − j)!Ψ
)
, (7)
which satisfies
U †N : F≤N+ → HN
N⊕
j=0
φj 7→
N∑
j=0
(a∗0)
N−j√
(N − j)!φj (8)
and, for all m,n ≥ 1,
UN a
†
0a0 U
†
N = N −N+,
UN a
†
ma0 U
†
N = a
†
m
√
N −N+,
UN a
†
man U
†
N = a
†
man
on F≤N+ , where N+ = dΓ(Q) is the particle number operator on F+. The
unitary operator UN provides a tool to rigorously implement the c-number
substitution in Bogoliubov’s heuristic approximation. In fact, the approxi-
mate identity (4) should be understood as
UNHNU
†
N −NEH(u0) ≈ H. (9)
We shall call a solution to the Hartree equation (3) non-degenerate if the
Hessian of the Hartree functional EH(u) at u0 is bounded from below by a
strictly positive constant, i.e., if
〈v, (h +K1)v〉+Re
∫∫
v(x)v(y)K2(x, y)dxdy ≥ η‖v‖2 (10)
for all v ∈ H+ and for some constant η > 0 independent of v. As explained in
[12, Appendix A], this non-degeneracy condition implies that the Bogoliubov
Hamiltonian H satisfies
H ≥ η′N+ − C (11)
for some η′ > 0 and C > 0. In this case, H is bounded from below and it
can be properly defined as a self-adjoint operator on F+ using Friedrichs’
method (see [12, Theorem 1]).
When u0 is a non-degenerate Hartree minimizer, the approximation (9)
was justified in [12] at the level of quadratic forms. In fact, the quadratic
form estimates in [12] are sufficient to analyze the low-energy spectrum of
HN , thanks to the min-max principle. On the other hand, since we are
interested in the highly excited part of the spectrum of HN (when u0 is
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not a Hartree minimizer) and the degenerate case (when u0 is a degenerate
Hartree minimizer), the following operator estimate will be more useful.
Theorem 1 (Operator bound). Assume that (1) and (3) hold and let H be
defined in (5). Then both UNHNU
†
N and 1F≤N
+
H1
F≤N
+
can be extended to
self-adjoint operators on F≤N+ with the same domain
D
(
1
F≤N
+
dΓ(QTQ)1
F≤N
+
)
,
and one has the operator inequality(
UNHNU
†
N −NEH(u0)− 1F≤N
+
H1
F≤N
+
)2 ≤ C
N
(
dΓ(QTQ)N 2+ + 1
)
.
Remark 1. Since the square root is operator monotone, the operator bound
in Theorem 1 implies the quadratic form bound in [12, Prop. 5.1]. On
the other hand, note that our assumption (1) on w2 is stronger than the
corresponding assumption on w in [12].
Theorem 1 will be proved in Section 3. From Theorem 1 and a localization
argument, we obtain
Theorem 2 (Bogoliubov to N-body excitations). Assume that (1) and (3)
hold and let H be defined in (5). Assume that there exist m ∈ N, λ ∈ R and
orthonormal vectors {Φj}mj=1 ⊂ F+ satisfying
Φj ∈
⋂
N≥1
D
(
1
F≤N
+
dΓ(QTQ)1
F≤N
+
)
and
(H− λ)Φj = 0
in the sense that 1
F≤N
+
(H − λ)1
F≤N+2
+
Φj = 0 for all N ∈ N. Let
δ := mmax
{
1, λ, max
1≤j≤m
〈Φj,N+Φj〉
}
.
Then for every N ≥ 3δ, there exists an ε > 0 satisfying
ε ≤ Cmax {δ1/2N−1/6, δ3/2N−1/2}
such that the interval (λ−ε, λ+ε) contains (at least) m eigenvalues (counting
multiplicity), or one element of the essential spectrum, of HN −NEH(u0).
Remark 2. A result similar to Theorem 2 when λ is in the essential spectrum
of H also holds true. In this case, the eigenvalue equations (H − λ)Φj = 0
have to be replaced by the approximate ones. To be precise, we have to
replace each Φj by a sequence {Φj,ℓ}∞ℓ=1 and assume that
〈Φj,ℓ,Φj′,ℓ〉 = δjj′ , lim
ℓ→0
sup
k∈N
‖1
F≤k
+
(H− λ)1
F≤k+2
+
Φj,ℓ‖ = 0.
Theorem 2 will be proved in Section 4. It quantifies the extent to which
the approximate Bogoliubov Hamiltonian H predicts the part of the spec-
trum of HN near the energy NEH(u0). Obviously, the result in Theorem 2
is only interesting if
max
1≤j≤m
〈Φj ,N+Φj〉 <∞.
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Such states Φj describe essentially pure condensates (with condensate wave
function u0) with only finitely many particles outside the condensate.
Roughly speaking, Theorem 2 provides a mapping from the spectrum of
H to the spectrum of HN . The reverse direction of this relation is more com-
plicated. Note that, in general, one cannot expect that an eigenvalue of HN
close to NEH(u0) is related to the spectrum of the Bogoliubov Hamiltonian
H at all, unless the corresponding eigenfunction displays almost complete
condensation in the state u0. The following result gives a mapping from
those eigenvalues of HN , whose eigenvectors satisfy a certain condensation
assumption, to the spectrum of H.
Theorem 3 (N-body to Bogoliubov excitations). Assume that (1) and (3)
hold and let H be defined in (5). Assume that for every N large enough,
there exists a wave function ΨN ∈ HN such that
(HN −NEH(u0)− λN )ΨN = 0
and
〈ΨN ,N+ΨN 〉+ |λN | = o(N1/3).
Then there exist normalized vectors Φ′N ∈ F≤N
1/3
+ such that
‖(H − λN )Φ′N‖2 ≤ C
Cλ2N
N2/3
+
C
N1/3
〈ΦN , (N+ + 1)ΦN 〉.
In particular, ‖(H − λN )Φ′N‖ → 0 as N → ∞. Consequently, if λN → λ,
then λ ∈ σ(H).
Theorem 3 will be proved in Section 5. The condition 〈ΨN ,N+ΨN 〉 ≪
N1/3 in Theorem 3 is a technical assumption in our approach (similarly, in
Theorem 2 we also need δ ≪ N1/3 to ensure ε → 0). It is presumably far
from optimal, since complete Bose-Einstein condensation requires only that
〈ΨN ,N+ΨN 〉 ≪ N . If one is only interested in the low-energy eigenvalues
of HN , then by using the min-max principle and a bootstrap argument as in
[12], one can show that the optimal assumption 〈ΨN ,N+ΨN 〉 ≪ N is indeed
sufficient to ensure the convergence of the eigenvalues of HN , provided that
u0 is a non-degenerate Hartree minimizer. For the eigenvalues of HN which
are far from the ground state energy, however, we do not know how to
improve the condensation assumption 〈ΨN ,N+ΨN 〉 ≪ N1/3, even with the
non-degeneracy condition as in (10) or (11).
We note that the assumption on complete condensation is inevitable for
the higher part of the spectrum. For example, if w = 0 (i.e., the non-
interacting case) and T has compact resolvent, then for two orthonormal
eigenfunctions u and v of T , u⊗N/2⊗s v⊗N/2 is an eigenfunction of HN , but
it does not display complete condensation.
Next we restrict our attention to the low-energy spectrum of HN . The
results in [19, 7, 12, 4] are limited to the case when the Hartree functional
has a unique, non-degenerate minimizer. However, it may happen that the
Hartree functional has multiple minimizers, and one of the minimizer may
be degenerate as well. For instance, in the case of attractive interactions
a broken symmetry can lead to multiple minimizers [2, 8]. Also in the
repulsive case, symmetry breaking can occur in rotating systems due to the
appearance of quantized vortices [17, 18, 1, 6].
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If the Hartree functional has only finitely many minimizers and all of
them are non-degenerate, then one may still follow the approach in [12] to
obtain the convergence of the low-energy spectrum of HN . The only differ-
ence is that in this case, we have many possible condensate states and the
whole union of the spectra of the corresponding Bogoliubov Hamiltonians
contribute to the spectrum of HN at the large N limit.
Theorem 4 (Excitation spectrum with multiple condensations). Assume
that T has compact resolvent and that T and w satisfy (1). Assume that the
Hartree functional EH has exactly (up to a phase) J (normalized) minimizers
{fj}Jj=1 and all of them are non-degenerate. We associate each function fj
with a Bogoliubov Hamiltonian Hj acting on F+j =
⊕∞
m=0
⊗m
sym({fj}⊥) in
the same way as in (5), with u0 replaced by fj. Let µ1(HN ) ≤ µ2(HN ) ≤ . . .
be the eigenvalues of HN . Let {µℓ}∞ℓ=1 be the increasing sequence which is
rearranged from the union (counting multiplicity) of the eigenvalues of the
Hj’s. Then we have
lim
N→∞
(
µℓ(HN )−NeH
)
= µℓ
for every ℓ = 1, 2, . . . , where eH = EH(fj) is the Hartree ground state energy.
Moreover, assume that µL < µL+1 = µL′ < µL′+1 for some L
′ > L ≥ 0
(with the convention µ0 = −∞) and that the L′ − L numbers µL+1, . . . , µL′
consist of rj ≥ 0 eigenvalues of Hj (counting multiplicity) with the corre-
sponding eigenvectors {Φj,i}rji=1, for all j ∈ {1, 2, . . . , J}. Then for every
ℓ ∈ {L + 1, . . . , L′}, there is a subsequence of {ΨN,ℓ}N (still denoted by
{ΨN,ℓ}N for short) satisfying
lim
N→∞
∥∥∥ΨN,ℓ − J∑
j=1
rj∑
m=1
θj,mU
†
N,j1F≤N
+j
Φj,m
∥∥∥ = 0 (12)
where the θj,m’s are complex numbers satisfying
∑J
j=1
∑rj
m=1 |θj,m|2 = 1.
Here we have denoted by UN,j the unitary operators defined as in (7) with
u0 replaced by fj.
The non-degeneracy condition on the minimizers of EH implies that there
exists a constant η > 0 such that
Hj ≥ ηN+j − C (13)
for j = 1, 2, . . . , J , where N+j = dΓ(1{fj}⊥) is the number operator on F+j.
Eq. (13) ensures that each Hj is bounded from below on F+j and it has a
unique ground state (see [12, Theorem 1]).
When T has compact resolvent, the spectra of HN and the Hj ’s are all
discrete. Compactness of the resolvent of T corresponds to the physical
situation of trapped systems, when all particles are confined by an external
potential. The result of Theorem 4 can be generalized and holds even in case
T does not have compact resolvent, as long as a suitable binding condition
for the Hartree functional holds. In fact, the only place where we shall use
the compactness of the resolvent of T is to obtain the condensation of the
low-energy eigenfunctions of HN in Hartree minimizers. This condensation
is well-known for trapped systems [5, 13, 14, 11] thanks to the quantum de
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Finetti Theorem [20, 9], but it also holds under more general conditions (see
[11, Theorem 1.1]).
If J = 1, i.e., when the Hartree functional has a unique minimizer, the
result in Theorem 4 was already proved in [12]. To deal with the more
general case, we utilize the quantum de Finetti theorem [9] for trapped
systems, as in [5, 13, 14, 11]. It allows to split theN -body eigenfunctions into
several components, which each component corresponding to a condensate
in one Hartree minimizer. Each component can then be treated by adapting
the method in [12]. We shall explain the details of the proof of Theorem 4
in Section 6.
Theorem 4 holds if the Hartree functional has finitely many non-degenerate
minimizers. If u0 is a degenerate Hartree minimizer, then the corresponding
Bogoliubov Hamiltonian H may have infinitely many ground states. In this
case, we can still apply Theorem 2 to deduce that inf σ(H) is an accumula-
tion point of the spectrum of HN −NeH when N →∞, in the sense that for
every ε > 0, the number of eigenvalues of HN −NeH (counting multiplicity)
contained in (−ε, ε) tends to infinity as N → ∞. However, we cannot give
a full analysis for the excitation spectrum of HN (in particular, we cannot
show that HN −NeH is bounded from below uniformly in N). We hope to
be able to come back to this problem in the future.
If the system is invariant under a certain symmetry (e.g. rotations or
translations), then the Hartree functional may have infinitely many Hartree
minimizers related via that symmetry, and the corresponding Bogoliubov
Hamiltonians are all unitarily equivalent. In this case, the (common) ground
state energy of the Bogoliubov Hamiltonian is also an accumulation point
of the spectrum of HN , due to Theorem 2.
The proofs of the main theorems are given in the next sections.
3. Proof of Theorem 1: Operator bound
In this section, we give the proof of Theorem 1.
Proof. A straightforward computation as in [12, Eq. (44)] gives
UNHNU
†
N −NEH(u0)− 1≤NH1≤N =
1
2
5∑
j=0
(
Rj +R
†
j
)
(14)
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where we denote 1
F≤N
+
by 1≤N for short, and the Rj’s are operators on F≤N+
defined as follows:
R0 = R
†
0 =
1
2
W0000
N+(N+ − 1)
N − 1 ,
R1 = R
†
1 = −dΓ
(
Q(|u0|2 ∗ w)Q+K1
) N+ − 1
N − 1 ,
R2 = −2a†(Q(|u0|2 ∗ w)u0)N+
√
N −N+
N − 1 ,
R3 = 1
≤N
∑
m,n≥1
〈um ⊗ un,K2〉a†ma†n
(√(N −N+)(N −N+ − 1)
N − 1 − 1
)
,
R4 = R
†
4 =
1
2(N − 1)
∑
m,n,p,q≥1
Wmnpqa
†
ma
†
napaq,
R5 =
2
N − 1
∑
m,n,p≥1
Wmnp0a
†
ma
†
nap
√
N −N+.
By the Cauchy-Schwarz inequality, we have the operator bound on F≤N+(
UNHNU
†
N −NEH(u0)− 1≤NH1≤N
)2 ≤ 3 5∑
j=0
(R†jRj +RjR
†
j). (15)
Now we estimate carefully all terms on the right side of (15).
j = 0: We can simply bound
R20 =
1
4
|W0000|2
N 2+(N+ − 1)2
(N − 1)2 ≤
CN 4+
N2
. (16)
j = 1: Using the Cauchy-Schwarz inequality and assumption (1), we find
that
(|u0|2 ∗ w)2 ≤ |u0|2 ∗ (w2) ≤ CT. (17)
Moreover, K1 is a Hilbert-Schmidt operator, and hence it is bounded. There-
fore, the operator
X := Q(|u0|2 ∗ w)Q+K1
satisfies X2 ≤ CQTQ. Thus
(dΓ(X))2 =
∑
i
X2i +
∑
i 6=j
XiXj ≤
∑
i
X2i +
∑
i 6=j
X2i Qj +X
2
jQi
2
≤ C
∑
i
(QTQ)i + C
∑
i 6=j
(QTQ)iQj + (QTQ)jQi
2
≤ CdΓ(QTQ)(N+ + 1). (18)
Since dΓ(X) and N+ commute, we get
R21 ≤
C
N2
dΓ(QTQ)(N+ + 1)3. (19)
j = 2: Because of (17), the vector v := Q(|u0|2 ∗ w)u0 is bounded in H.
Using
a(v)a†(v) = ‖v‖2 + a†(v)a(v) ≤ ‖v‖2(N+ + 1)
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we obtain
R†2R2 = 4
N+
√
N −N+
N − 1 a(v)a
†(v)
N+
√
N −N+
N − 1
≤ 4‖v‖2 (N+ + 1)N
2
+(N −N+)
(N − 1)2 ≤
CN 3+
N
. (20)
On the other hand, since
R†2 = −2
N+
√
N −N+
N − 1 a(v) = −2a(v)
(N+ − 1)
√
N −N+ + 1
N − 1
we find that
R2R
†
2 = 4
(N+ − 1)
√
N −N+ + 1
N − 1 a
†(v)a(v)
(N+ − 1)
√
N −N+ + 1
N − 1
≤ 4‖v‖2N+(N+ − 1)
2(N −N+ + 1)
(N − 1)2 ≤
CN 3+
N
. (21)
j = 3: We can rewrite
R3 = Kcrg(N+) = g(N+ − 2)Kcr, R†3 = g(N+)K†cr = K†crg(N+ − 2) ,
where
Kcr :=
∑
m,n≥1
〈um ⊗ un,K2〉a†ma†n (22)
and
g(N+) := 1{N+≤N−2}
(√(N −N+)(N −N+ − 1)
N − 1 − 1
)
.
Note that if Φk ∈ Hk+ with k ≤ N − 2, then
KcrΦk =
1√
k!(k + 2)!
∑
σ∈Sk+2
K2(xσ(1), xσ(2))Φk(xσ(3), . . . , xσ(k+2)),
and hence
‖KcrΦk‖ ≤
√
(k + 1)(k + 2)‖K2‖L2‖Φk‖Hk
+
≤ C(k + 1)2‖Φk‖Hk
+
by the triangle inequality. Therefore,
K
†
crKcr ≤ C(N+ + 1)2. (23)
Consequently,
R†3R3 = g(N+)K†crKcrg(N+) ≤ C(N+ + 1)2g(N+)2 ≤
C(N+ + 1)4
N2
. (24)
Similarly, since
KcrK
†
cr =
( ∑
m,n≥1
〈um ⊗ un,K2〉a†ma†n
)( ∑
p,q≥1
〈K2, up ⊗ uq〉apaq
)
≤
( ∑
m,n≥1
|〈um ⊗ un,K2〉|2
)( ∑
p,q≥1
a†pa
†
qapaq
)
≤ ‖K2‖2L2(Ω2)N 2+,
(25)
we find that
R3R
†
3 = g(N+ − 2)KcrK†crg(N+ − 2) ≤
C(N+ + 1)4
N2
. (26)
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j = 4: On F≤N+ , we have
R4 =
1
N − 1UN
( ∑
1≤i<j≤N
w′ij
)
U †N ,
where we have introduced the two-body operator
w′ = Q⊗Qw(.− .)Q⊗Q.
Therefore
R24 =
1
(N − 1)2UN
( ∑
1≤i<j≤N
∑
1≤k<ℓ≤N
w′ijw
′
kℓ
)
U †N .
From assumption (1), get
(w′)2 ≤ CQ⊗Q
(
1⊗ T + T ⊗ 1)Q⊗Q = C
(
(QTQ)⊗Q+Q⊗ (QTQ)
)
on H2. Consequently,∑
i 6=j
(w′ij)
2 ≤
∑
i 6=j
C
(
(QTQ)iQj +Qj(QTQ)i
)
≤ CdΓ(QTQ)N+. (27)
Using the Cauchy-Schwarz inequality and (27), we have∑
|{i,j,ℓ}|=3
w′ijw
′
jℓ =
∑
|{i,j,ℓ}|=3
(w′ijQℓ)(w
′
jℓQi)
≤
∑
|{i,j,ℓ}|=3
(w′ij)
2Qℓ + (w
′
jℓ)
2Qi
2
≤ CdΓ(QTQ)N 2+, (28)∑
|{i,j,k,ℓ}|=4
w′ijw
′
kℓ =
∑
|{i,j,k,ℓ}|=4
(w′ijQkQℓ)(w
′
kℓQiQj)
≤
∑
|{i,j,k,ℓ}|=4
(w′ij)
2QkQℓ + (w
′
kℓ)
2QiQj
2
≤ CdΓ(QTQ)N 3+. (29)
Here, the sum with the constraint |{i, j, ℓ, k}| = 4 means the sum over all
mutually different indices i, j, k, ℓ ∈ {1, 2, . . . , N}, and likewise for the case
|{i, j, ℓ}| = 3. Combining (27), (28) and (29), we find that
R24 ≤
C
N2
UN (dΓ(QTQ)N 3+)U †N =
C
N2
dΓ(QTQ)N 3+. (30)
j = 5: We can write
R5 =
2
N − 1UN
( ∑
1≤i<j≤N
w′′ij
)
U †N
where we have introduced the two-body operator
w′′ = Q⊗Qw(.− .)(P ⊗Q+Q⊗ P ).
Thus
R†5R5 =
4
(N − 1)2UN
( ∑
1≤i<j≤N
∑
1≤k<ℓ≤N
(w′′)†ijw
′′
kℓ
)
U †N .
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From assumption (1), we have
(w′′)†w′′ = (P ⊗Q+Q⊗ P )wQ⊗Qw(P ⊗Q+Q⊗ P )
≤ (P ⊗Q+Q⊗ P )w2(P ⊗Q+Q⊗ P )
≤ C
(
1⊗ (QTQ) + (QTQ)⊗ 1
)
on H2. Consequently,
∑
i 6=j
(w′′)†ijw
′′
ij ≤ C
∑
i 6=j
(
(QTQ)i + (QTQ)j
)
≤ CNdΓ(QTQ),
∑
|{i,j,ℓ}|=3
(w′′)†jℓw
′′
ij =
∑
|{i,j,ℓ}|=3
((w′′)†jℓQi)(w
′′
ijQℓ)
≤
∑
|{i,j,ℓ}|=3
(w′′)†ijw
′′
ijQℓ + (w
′′)†jℓw
′′
jℓQi
2
≤ CNdΓ(QTQ)N+,∑
|{i,j,k,ℓ}|=4
(w′′kℓ)
†w′′ij =
∑
|{i,j,k,ℓ}|=4
((w′′)†kℓQiQj)(w
′′
ijQkQℓ)
≤
∑
|{i,j,k,ℓ}|=4
(w′′)†ijw
′′
ijQkQℓ + (w
′′)†kℓw
′′
kℓQiQj
2
≤ CNdΓ(QTQ)N 2+
where we have again used the same notation for the summation over mutu-
ally distinct indices. In summary,
∑
1≤i<j≤N
∑
1≤k<ℓ≤N
(w′′)†ijw
′′
kℓ ≤ CNdΓ(QTQ)N 2+
and hence
R†5R5 ≤
C
N
dΓ(QTQ)N 2+. (31)
On the other hand, again by assumption (1),
w′′(w′′)† = Q×Qw(P ⊗Q+Q⊗ P )2wQ⊗Q
≤ Q×Qw2Q⊗Q ≤ C
(
Q⊗ (QTQ) + (QTQ)⊗Q
)
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on H2. Therefore,∑
i 6=j
w′′ij(w
′′)†ij ≤ C
∑
i 6=j
(
(QTQ)iQj +Qi(QTQ)j
)
≤ CdΓ(QTQ)N+,
∑
|{i,j,ℓ}|=3
w′′jℓ(w
′′)†ij =
∑
|{i,j,ℓ}|=3
w′′jℓ(w
′′)†ij + w
′′
ij(w
′′)†jℓ
2
≤
∑
|{i,j,ℓ}|=3
w′′ij(w
′′)†ij + w
′′
jℓ(w
′′)†jℓ
2
≤ CNdΓ(QTQ)N+,∑
|{i,j,k,ℓ}|=4
w′′kℓ(w
′′)†ij =
∑
|{i,j,k,ℓ}|=4
(
w′′kℓ(Qi +Qj)
)(
(w′′)†ij(Qk +Qℓ)
)
≤
∑
|{i,j,k,ℓ}|=4
w′′ij(w
′′)†ij(Qk +Qℓ) + w
′′
kℓ(w
′′)†kℓ(Qi +Qj)
2
≤ CNdΓ(QTQ)N 2+.
Thus
R5R
†
5 =
4
(N − 1)2UN
( ∑
1≤i<j≤N
∑
1≤k<ℓ≤N
w′′kℓ(w
′′)†ij
)
U †N ≤
C
N
dΓ(QTQ)N 2+.
(32)
Conclusion. We now collect all the bounds (16), (19), (20), (21), (24),
(26), (30), (31) and (32). Using, in addition, that N+ ≤ dΓ(QTQ) and
N+ ≤ N on F≤N+ , we obtain
5∑
j=0
(R†jRj +RjR
†
j) ≤
C
N
(
dΓ(QTQ)N 2+ + 1
)
(33)
on F≤N+ . Inserting (33) into (15), we find the desired operator inequality(
UNHNU
†
N −NEH(u0)− 1F≤N
+
H1
F≤N
+
)2 ≤ C
N
(
dΓ(QTQ)N 2+ + 1
)
.
From the obtained estimates, we can also easily deduce the self-adjointness
of UNHNU
†
N and 1F≤N
+
H1
F≤N
+
. For the Bogoliubov Hamiltonian restricted
to F≤N+ , we can write
1
F≤N
+
H1
F≤N
+
= dΓ(QTQ) + dΓ(h+K1 −QTQ) + 1F≤N
+
(Kcr +K
†
cr)1F≤N
+
,
with Kcr defined in (22). Similarly to (18), we have
(dΓ(h+K1 −QTQ))2 ≤ CdΓ(QTQ)(N+ + 1). (34)
Moreover, from (23) and (25) we get
1
F≤N
+
(Kcr+K
†
cr)1F≤N
+
(Kcr+K
†
cr)1F≤N
+
≤ 1
F≤N
+
(Kcr+K
†
cr)
2
1
F≤N
+
≤ C(N 2++1).
Thus by the Cauchy-Schwarz inequality,(
1
F≤N
+
H1
F≤N
+
− dΓ(QTQ)
)2 ≤ 1
2
(dΓ(QTQ))2 + C(N+ + 1)2
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on F≤N+ . Similarly, from (23), (25), (33) and (34) we find that(
UNHNU
†
N −NEH(u0)− dΓ(QTQ)
)2
≤ 1
2
(dΓ(QTQ))2 + C(N+ + 1)2
(35)
on F≤N+ . Since N+ is a bounded operator on F≤N+ , the Kato–Rellich
Theorem [15, Theorem X.13] allows us to conclude that 1
F≤N
+
H1
F≤N
+
and
UNHNU
†
N can be extended to self-adjoint operators on F≤N+ with the do-
main D(1
F≤N
+
dΓ(QTQ)1
F≤N
+
). 
4. Proof of Theorem 2: Bogoliubov excitations
We shall deduce Theorem 2 from the following
Lemma 5 (Localization). Assume that (H−λ)Φ = 0 (in the sense explained
in Theorem 2) for some normalized vector Φ ∈ F+ and some λ ∈ R. Let
f : R → [0, 1] be a Lipschitz function such that f(t) = 1 when t ≤ 1/2 and
f(t) = 0 when t ≥ 1. Then for every M ∈ [1, N ],∥∥∥(UNHNU †N −NEH(u0)− λ)f(N+M )Φ∥∥∥2
≤ C
(M2
N
+
‖f ′‖2∞
M
)
max{1, λ, 〈Φ,N+Φ〉}.
Proof. Let us assume 〈Φ,N+Φ〉 < ∞ (otherwise there is nothing to prove).
Denote Φ≤M := f(N+/M)Φ for short. Note that Φ≤M ∈ F≤M+ ⊂ F≤N+ . By
the triangle and the Cauchy-Schwarz inequality,
‖(UNHNU †N −NEH(u0)− λ)Φ≤M‖2
≤ 2‖(UNHNU †N −NEH(u0)− 1F≤N
+
H)Φ≤M‖2 + 2‖1
F≤N
+
(H− λ)Φ≤M‖2
≤ 2‖(UNHNU †N −NEH(u0)− 1F≤N
+
H)Φ≤M‖2 + 2‖(H − λ)Φ≤M‖2. (36)
We shall estimate each term of the right side of (36) separately. We shall
denote 1
F≤N
+
by 1≤N for short.
First term. Theorem 1 implies that
‖(UNHNU †N −NEH(u0)− 1≤NH)Φ≤M‖2
≤ C
N
〈
Φ≤M ,
(
dΓ(QTQ)N 2+ + 1
)
Φ≤M
〉
≤ CM
2
N
〈
Φ≤M ,
(
dΓ(h+K1) + CN+ + 1
)
Φ≤M
〉
. (37)
In the last estimate we have used that Φ≤M ∈ F≤M+ as well as the bound
QTQ ≤ C(h + K1 + C), which follows from assumption (1). From the
equation (H− λ)Φ = 0, we find that
dΓ(h+K1)Φ
≤M = f
(N+
M
)
dΓ(h+K1)Φ = f
(N+
M
)
(λ−K)Φ (38)
where
K := H− dΓ(h+K1) = 1
2
(Kcr +K
†
cr) ,
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with Kcr defined in (22). From (23) and (25), we have
K
2 ≤ 1
2
(K†crKcr +KcrK
†
cr) ≤ C(N+ + 1)2. (39)
Consequently, |K| ≤ C(N+ + 1) and hence〈
Φ≤M ,dΓ(h+K1)Φ
≤M
〉
= λ‖Φ≤M‖2 −
〈
f
(N+
M
)2
Φ,KΦ
〉
≤ λ‖Φ≤M‖2 +
〈
f
(N+
M
)2
Φ, C(N+ + 1)f
(N+
M
)2
Φ
〉1/2〈
Φ, C(N+ + 1)Φ
〉1/2
≤ λ+ C + C〈Φ,N+Φ〉.
Thus from (37) it follows that∥∥(UNHNU †N −NEH(u0)− 1≤NH)Φ≤M∥∥2
≤ CM
2
N
〈
Φ, (λ+ CN+ + C)Φ
〉
≤ CM
2
N
max{1, λ, 〈Φ,N+Φ〉}. (40)
Second term. From the equation (H− λ)Φ = 0 we get
(H− λ)Φ≤M =
[
H, f
(N+
M
)]
Φ =
[
K, f
(N+
M
)]
Φ. (41)
We have
2
[
K, f
(N+
M
)]
=
[
Kcr, f
(N+
M
)]
+
[
K
†
cr, f
(N+
M
)]
= Kcr
(
f
(N+
M
)
− f
(N+ + 2
M
))
+K†cr
(
f
(N+
M
)
− f
(N+ − 2
M
))
.
By the Cauchy-Schwarz inequality (A + B)†(A + B) ≤ 2(A†A + B†B), we
find that
− 4
[
K, f
(N+
M
)]2
= 4
[
K, f
(N+
M
)]† [
K, f
(N+
M
)]
≤ 2
(
f
(N+
M
)
− f
(N+ + 2
M
))
K
†
crKcr
(
f
(N+
M
)
− f
(N+ + 2
M
))
+ 2
(
f
(N+
M
)
− f
(N+ − 2
M
))
KcrK
†
cr
(
f
(N+
M
)
− f
(N+ − 2
M
))
.
Using again K†crKcr +KcrK
†
cr ≤ C(N+ + 1)2 and the operator bound(
f
(N+ ± 2
M
)
− f
(N+
M
))2
≤ 4‖f
′‖2∞
M2
1
F≤M+2
+
,
we find that
−
[
K, f
(N+
M
)]2
≤ C‖f
′‖2∞
M2
(N 2+ + 1)1F≤M+2
+
≤ C‖f
′‖2∞
M
(N+ + 1). (42)
Thus we deduce from (41) that∥∥(H − λ)Φ≤M∥∥2 ≤ C‖f‖2∞
M
〈Φ, (N+ + 1)Φ〉. (43)
Inserting (40) and (43) into (36), we find the desired estimate. 
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Remark 3. If we assume ‖N+Φ‖2 < ∞ instead of 〈Φ,N+Φ〉 < ∞, then by
following the above argument we obtain the improved estimate∥∥∥(UNHNU †N −NEH(u0)− λ)f(N+M )Φ∥∥∥2
≤ C
(M
N
+
‖f ′‖2∞
M2
)
max{1, |λ| ‖N+Φ‖, ‖N+Φ‖2}. (44)
This estimate follows from the following refinements of (40) and (43), re-
spectively: ∥∥(UNHNU †N −NEH(u0)− 1≤NH)Φ≤M∥∥2
≤ CM
N
max{1, |λ|‖N+Φ‖, ‖N+Φ‖2}, (45)
and ∥∥(H− λ)Φ≤M∥∥2 ≤ C‖f‖2∞
M2
〈Φ, (N+ + 1)2Φ〉. (46)
In fact, similarly to (43), the bound (46) follows immediately from (41) and
(42). To obtain (45), we can replace (37) by
‖(UNHNU †N −NEH(u0)− 1≤NH)Φ≤M‖2
≤ CM
N
∥∥∥(dΓ(h+K1) + 1)Φ≤M∥∥∥ ∥∥∥(N+ + 1)Φ≤M∥∥∥
and then bound
∥∥dΓ(h+K1)Φ≤M∥∥ using (38) and (39).
Now we are able to give the
Proof of Theorem 2. Let us assume that max1≤j≤m〈Φj ,N+Φj〉 < ∞ (oth-
erwise, there is nothing to prove). Fix a Lipschitz function f : R→ [0, 1] as
in Lemma 5 (we can take f(t) = 1(−∞,1/2](t) + 2(1− t)1[1/2,1](t)). Then for
every M ∈ [1, N ] and j ∈ {1, 2, . . . ,m}, from Lemma 5 one has∥∥∥(UNHNU †N −NEH(u0)− λ)f(N+M )Φj∥∥∥2
≤ C
(M2
N
+
1
M
)
max
{
1, λ, 〈Φj ,N+Φj〉
}
. (47)
Moreover, since f(t) = 1 when t ≤ 1/2,∣∣∣∣δjk −〈f(N+M )Φj, f(N+M )Φk
〉∣∣∣∣ = ∣∣∣∣〈Φj,(1− f2(N+M ))Φk
〉∣∣∣∣
≤ max
i
∣∣∣∣〈Φi,(1− f2(N+M ))Φi
〉∣∣∣∣ ≤ 2M maxi 〈Φj,N+Φj〉. (48)
The conclusion then follows from (47), (48) and a standard technique in
spectral theory. To be precise, let us take ε > 0 and assume that the interval
(λ − ε, λ + ε) contains no point of the essential spectrum and fewer than
m eigenvalues (counting multiplicity) of the (self-adjoint) operator HN −
NEH(u0) on HN . Since UN : HN → F≤N+ is a unitary transformation, there
exist orthonormal vectors {vk}m−1k=1 ⊂ F≤N+ such that(
UNHNU
†
N −NEH(u0)− λ
)2
≥ ε2
(
1−
m−1∑
k=1
|vk〉〈vk|
)
. (49)
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Denote
δ := mmax
{
1, λ, max
1≤j≤m
〈Φj,N+Φj〉
}
.
Combining (47), (48) and (49), we have
Cδ
(M2
N
+
1
M
)
≥
m∑
j=1
∥∥∥(UNHNU †N −NEH(u0)− λ)f(N+M )Φj∥∥∥2
≥ ε2
m∑
j=1
(∥∥∥f(N+
M
)
Φj
∥∥∥2 − m−1∑
k=1
∣∣∣〈vk, f(N+
M
)
Φj
〉∣∣∣2)
= ε2
 m∑
j=1
∥∥∥f(N+
M
)
Φj
∥∥∥2 − m−1∑
k=1
m∑
j=1
∣∣∣〈f(N+
M
)
vk,Φj
〉∣∣∣2

≥ ε2
 m∑
j=1
∥∥∥f(N+
M
)
Φj
∥∥∥2 − m−1∑
k=1
∥∥∥f(N+
M
)
vk
∥∥∥2

≥ ε2
 m∑
j=1
∥∥∥f(N+
M
)
Φj
∥∥∥2 −m+ 1

≥ ε2
(
1− 2δ
M
)
. (50)
Here we have used the orthonormality of {Φj}mj=1 and the fact that |f | ≤ 1.
By choosing M = max{3δ,N1/3}, we obtain
ε ≤ Cmax {δ1/2N−1/6, δ3/2N−1/2} (51)
and the desired conclusion follows. 
Remark 4. If δ′ := mmax{1, λ,max1≤j≤m ‖N+Φj‖} < ∞, then using the
refinement in (44) we can improve (50) to
C(δ′)2
(M
N
+
1
M2
)
≥ ε2
(
1− 4(δ
′)2
M2
)
. (52)
By choosing M = max{3δ′, N1/3}, this yields the improved bound
ε ≤ Cmax{δ′N−1/3, (δ′)3/2N−1/2}.
5. Proof of Theorem 3: N-body excitations
In order to prove Theorem 3, we shall need the following analogue of (42).
Lemma 6 (Commutator estimate). Let f : R → [0, 1] be a Lipschitz func-
tion as in Lemma 5. Then for every M ∈ [1, N ], one has
−
[
UNHNU
†
N , f
(N+
M
)]2
≤ C‖f
′‖2∞
M2
( 1
N
dΓ(QTQ)N 2+ + (N+ + 1)2
)
1
≤M+2
on F≤N+ , where we have again denoted 1F≤k
+
by 1≤k for short.
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Remark 5. Since UNN+U †N = N+, the inequality in Lemma 6 is equivalent
to the following operator inequality on HN
−
[
HN , f
(N+
M
)]2
≤ C‖f
′‖2∞
M2
( 1
N
dΓ(QTQ)N 2+ + (N+ + 1)2
)
U †N1
≤M+2UN .
Proof of Lemma 6. Denote
HN := UNHNU
†
N −NEH(u0) . (53)
We shall use again the decomposition as in (14), namely
HN = dΓ(h+K1) +
1
2
1
≤N (Kcr +K
†
cr) +
1
2
5∑
j=0
(
Rj +R
†
j
)
,
with the pair-creation operator Kcr defined in (22). We have[
HN , f
(N+
M
)]
=
1
2
∑
j=2,3,5
[
Rj +R
†
j, f
(N+
M
)]
+
1
2
[
1
≤N (Kcr +K
†
cr), f
(N+
M
)]
=
1
2
(R2 +R5)
(
f
(N+
M
)
− f
(N+ + 1
M
))
+
1
2
(R†2 +R
†
5)
(
f
(N+
M
)
− f
(N+ − 1
M
))
+
1
2
(R3 +Kcr1
≤N−2)
(
f
(N+
M
)
− f
(N+ + 2
M
))
+
1
2
(R†3 +K
†
cr)
(
f
(N+
M
)
− f
(N+ − 2
M
))
.
With the aid of the Cauchy-Schwarz inequality, we can bound
−
[
HN , f
(N+
M
)]2
=
[
HN , f
(N+
M
)]† [
HN , f
(N+
M
)]
≤ 2
(
f
(N+
M
)
− f
(N+ + 1
M
))
(R†2R2 +R
†
5R5)
(
f
(N+
M
)
− f
(N+ + 1
M
))
+ 2
(
f
(N+
M
)
− f
(N+ − 1
M
))
(R2R
†
2 +R5R
†
5)
(
f
(N+
M
)
− f
(N+ − 1
M
))
+ 2
(
f
(N+
M
)
− f
(N+ + 2
M
))
(R†3R3 + 1
≤N−2
K
†
crKcr)
(
f
(N+
M
)
− f
(N+ + 2
M
))
+ 2
(
f
(N+
M
)
− f
(N+ − 2
M
))
(R3R
†
3 +KcrK
†
cr)
(
f
(N+
M
)
− f
(N+ − 2
M
))
.
(54)
Thanks to (23), (25) and (33), all the terms R†jRj, RjR
†
j , K
†
crKcr and KcrK
†
cr
can be bounded by
1
N
dΓ(QTQ)N 2+ + (N+ + 1)2. (55)
The desired inequality then follows from the operator bound(
f
(N+ ± r
M
)
− f
(N+
M
))2
≤ r
2‖f ′‖2∞
M2
1
F≤M+2
+
(56)
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for r = 1, 2. 
We are now able to give the
Proof of Theorem 3. Recall the notation (53), and let also
ΦN := UNΨN ∈ F≤N+ .
Fix a Lipschitz function f : R → [0, 1] as in Lemma 5 (we can take again
f(t) = 1(−∞,1/2](t) + 2(1 − t)1[1/2,1](t)). For every M ∈ [1, N ], we denote
Φ≤MN = f
(N+
M
)
ΦN .
Step 1. From (35) and the Cauchy-Schwarz inequality, it follows that
H
2
N ≥
1
4
(dΓ(QTQ))2 −C(N+ + 1)2. (57)
Using (57) and the equation
(HN − λN )ΦN = UN (HN −NEH(u0))ΨN = 0 ,
we find that
λ2N = ‖HNΦN‖2 ≥
1
4
‖dΓ(QTQ)ΦN‖2 − C‖(N+ + 1)ΦN‖2 .
This implies the a-priori estimate
‖dΓ(QTQ)ΦN‖2 ≤ C(λ2N + 1 +N〈ΦN ,N+ΦN 〉). (58)
Using again the equation (HN − λN )ΦN = 0 as well as Lemma 6, we obtain
‖(HN − λN )Φ≤MN ‖2 =
∥∥∥∥[UNHNUN , f(N+M )
]
ΦN
∥∥∥∥2
≤ C
M2
〈
ΦN ,1
≤M+2
(
N−1dΓ(QTQ)N 2+ + (N+ + 1)2
)
ΦN
〉
≤ 1
N2
‖dΓ(QTQ)ΦN‖2 + C
M4
‖1≤M+2N 2+ΦN‖2 +
C
M2
‖1≤M+2(N+ + 1)ΦN‖2.
Using (58) and the operator inequality 1≤M+2N+ ≤M +2, we deduce that
‖(HN − λN )Φ≤MN ‖2 ≤
C(λ2N + 1)
N2
+
C
M
〈ΦN , (N+ + 1)ΦN 〉. (59)
Step 2. Using again (57) and (59) we find that
‖dΓ(QTQ)Φ≤MN ‖2 ≤ C‖HNΦ≤MN ‖2 + C‖(N+ + 1)Φ≤MN ‖2
≤ C(2‖(HN − λN )Φ≤MN ‖2 + λ2N ) + CM〈ΦN , (N+ + 1)ΦN 〉
≤ Cλ2N + CM〈ΦN , (N+ + 1)ΦN 〉. (60)
By Theorem 1 and (60),
‖(HN − 1≤NH)Φ≤MN ‖2 ≤
C
N
〈Φ≤MN , (dΓ(QTQ)N 2+ + 1)Φ≤MN 〉
≤ CM
N
‖dΓ(QTQ)Φ≤MN ‖2 +
C
NM
‖N 2+Φ≤MN ‖2 +
C
N
≤ CM(λ
2
N + 1)
N
+
CM2
N
〈ΦN ,N+ΦN 〉. (61)
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Step 3. Combining (59) and (61), we get
‖(1≤NH− λN )Φ≤MN ‖2 ≤ 2‖(HN − λN )Φ≤MN ‖2 + 2‖(HN − 1≤NH)Φ≤MN ‖2
≤ CM(λ
2
N + 1)
N
+
(
C
M
+
CM2
N
)
〈ΦN , (N+ + 1)ΦN 〉.
If M = N1/3 ≤ N − 2, then the latter estimate implies that
‖(H − λN )Φ≤MN ‖2 ≤
Cλ2N
N2/3
+
C
N1/3
〈ΦN , (N+ + 1)ΦN 〉. (62)
Under the assumptions |λN | ≪ N1/3 and 〈ΦN ,N+ΦN 〉 = 〈ΨN ,N+ΨN 〉 ≪
N1/3, we can conclude from (62) that
‖(H− λN )Φ≤MN ‖2 → 0
as N →∞. Moreover, the choice M = N1/3 also ensures that
‖Φ≤MN ‖2 ≥ 1−
〈ΦN ,N+ΦN 〉
M
→ 1
as N → ∞. Thus we can take Φ′N = Φ≤MN /‖Φ≤MN ‖ and complete the
proof. 
6. Proof of Theorem 4: Multiple condensations
In this section, we give the proof of Theorem 4. We shall use the min-max
principle (see [16]), which we quickly recall below for the reader’s conve-
nience. If A is a self-adjoint operator on a Hilbert space K and A is bounded
from below, we can define the min-max values µ1(A) ≤ µ2(A) ≤ . . .
µj(A) = inf
M⊂K,dimM=j
max
ϕ∈M,‖ϕ‖=1
〈ϕ,Aϕ〉.
If limj→∞ µj(A) = ∞, then {µj(A)}∞j=1 are all eigenvalues of A. In partic-
ular, under the condition that T has compact resolvent, all eigenvalues of
HN and Hj are given by the min-max values.
Proof of Theorem 4. Upper bound. We first prove the upper bound
lim sup
N→∞
(
µℓ(HN )−NeH
)
≤ µℓ (63)
for all ℓ ∈ N. For every j ∈ {1, 2, . . . , J}, let µj,1 ≤ µj,2 ≤ . . . be the first
eigenvalues of Hj and let Φj,1,Φj,2, . . . be the corresponding eigenvectors in
F+j . Let UN,j : HN → F≤N+j be the unitary transformation as in (7) with u0
replaced by fj. Fix a Lipschitz function f : R → [0, 1] as in Lemma 5 (we
can take f(t) = 1(−∞,1/2](t) + 2(1− t)1[1/2,1](t)). Let M = N1/3 and let
ΨN,j,k := U
†
N,jf
(N+j
M
)
Φj,k.
Then from Lemma 5 one has
lim
N→∞
∥∥∥(HN −NeH − µj,k)ΨN,j,k∥∥∥2 = 0 (64)
for all j ∈ {1, 2, . . . , J} and k ∈ N. Here we have used 〈Φj,k,N+Φj,k〉 < ∞,
which follows from the non-degeneracy assumption (13).
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On the other hand, we will show that
lim
N→∞
〈ΨN,j,k,ΨN,j′,k′〉 = δjj′δkk′ (65)
for all j, j′ ∈ {1, 2, . . . , J} and k, k′ ∈ N. The upper bound (63) then follows
from (64) and (65) and the following consequence of the min-max principle.
Lemma 7. Let {AN}∞N=1 be a sequence of self-adjoint operators on a Hilbert
space. Assume that each AN is bounded from below and let µ1(AN ), µ2(AN )
be the min-max values. Let λ1 ≤ λ2 ≤ . . . and let ϕN,1, ϕN,2, · · · ∈ D(AN )
such that
lim
N→∞
(AN − λk)ϕN,k = 0 and lim
N→∞
〈ϕN,k, ϕN,k′〉 = δkk′
for all k, k′ ∈ N. Then for all k ∈ N,
lim sup
N→∞
µk(AN ) ≤ λk.
The proof of this lemma is elementary and is left to the reader. It remains
to verify the orthogonality (65). In fact, if j = j′, then using (48) we have
lim
N→∞
〈ΨN,j,k,ΨN,j,k′〉 = lim
N→∞
〈
f
(N+j
M
)
Φj,k, f
(N+j
M
)
Φj,k′
〉
F+j
= δkk′
for all k, k′ ∈ N. Now assume j 6= j′. A direct computation using (8) and
the fact that f(t) = 0 when t ≥ 1 shows that
ΨN,j,k =
∑
0≤ℓ≤M
f(ℓ/M)
(a†(fj))
N−ℓ√
(N − ℓ)! 1{N+j=ℓ}Φj,k (66)
=
∑
0≤ℓ≤M
f(ℓ/M)
1√
N !(N − ℓ)!ℓ!
∑
σ∈SN
Uσ
(
f
⊗(N−ℓ)
j ⊗ 1{N+j=ℓ}Φj,k
)
where SN is the permutation group on {1, 2, . . . , N} and Uσ permutes the
variables as(
Uσ
(
f
⊗(N−ℓ)
j ⊗ 1{N+j=ℓ}Φj,k
))
(x1, x2, . . . , xN )
:= fj(xσ(1)) · · · fj(xσ(N−ℓ))
(
1{N+=ℓ}Φj,k
)
(xσ(N−ℓ+1), . . . , xσ(N)).
For all j, j′ ∈ {1, 2, . . . , J}, k, k′ ∈ N, 0 ≤ ℓ, ℓ′ ≤ M and σ, σ′ ∈ SN , an
application of the simple bound ‖1{N+=ℓ}Φj,k‖ ≤ 1 yields∣∣∣〈Uσ (f⊗(N−ℓ)j ⊗ 1{N+j=ℓ}Φj,k) , Uσ′ (f⊗(N−ℓ′)j′ ⊗ 1{N+j′=ℓ′}Φj′,k′)〉∣∣∣
≤ ∣∣〈fj , fj′〉∣∣N−2M .
From the latter bound, the formula (66) and |f | ≤ 1, we obtain∣∣〈ΨN,j,k,ΨN,j′,k′〉∣∣ ≤ (M + 1)2 (N !)2
N !(N −M)!
∣∣〈fj, fj′〉∣∣N−2M
≤ (M + 1)2NM ∣∣〈fj , fj′〉∣∣N−2M → 0
as N → ∞ when j 6= j′. Here in the last convergence we have used the
choice M = N1/3 and the fact that |〈fj , fj′〉| < 1 when j 6= j′. Thus (65)
holds true and the upper bound (63) follows.
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Lower bound. Now we prove the lower bound
lim inf
N→∞
(
µℓ(HN )−NeH
)
≥ µℓ. (67)
The proof is divided into several steps.
Step 1 (Condensation). For every ℓ ∈ N, let µℓ(HN ) be the ℓ-th eigen-
value of HN and let ΨN,ℓ be the corresponding eigenvectors. For every
k ∈ {1, 2, . . . , N} we can define the k-particle density matrix of |ΨN,ℓ〉〈ΨN,ℓ|
by taking the partial trace over all but the k first variables:
γ
(k)
N,ℓ := Trk+1→N |ΨN,ℓ〉〈ΨN,ℓ|.
Thus γ
(k)
N,ℓ is a non-negative trace class operator on H
k with Tr γ
(k)
N,ℓ = 1.
Equivalently, we can define γ
(k)
N,ℓ from the formula (see e.g. [10, Sec. 1.4])
〈0|a(f1) · · · a(fk)γ(k)N,ℓa†(g1) · · · a†(gk)|0〉
=
(
N
k
)−1
〈ΨN,ℓ|a†(gk) · · · a†(g1)a(f1) · · · a(fk)|ΨN,ℓ〉
for all f1, . . . , fk, g1, . . . , gk ∈ H.
Using the assumption that T has compact resolvent and the quantum de
Finetti Theorem [20, 9] as in [11, Theorem 3.1], for every ℓ ∈ N we can find
a subsequence of ΨN,ℓ, still denoted by ΨN,ℓ for simplicity, and non-negative
constants λℓ,j with
∑J
j=1 λℓ,j = 1 such that
lim
N→∞
γ
(k)
N,ℓ =
J∑
j=1
λℓ,j|f⊗kj 〉〈f⊗kj | (68)
in trace class for every k ∈ N. Consequently, if we denote
n̂j :=
a†(fj)a(fj)
N
,
then from (68) and the fact that limk→∞〈f⊗ki , f⊗kj 〉 = δij , we have
lim
k→∞
lim
N→∞
〈n̂kjΨN,ℓ, n̂kj′ΨN,ℓ〉 = λℓ,jδjj′ . (69)
Consequently,
lim
k→∞
lim
N→∞
∥∥∥∥∥∥ΨN,ℓ −
J∑
j=1
n̂kjΨN,ℓ
∥∥∥∥∥∥ = 0 (70)
and
lim
k→∞
lim
N→∞
〈n̂kjΨN,ℓ, (1 − n̂j)n̂kjΨN,ℓ〉 = 0. (71)
When λℓ,j 6= 0, the convergence (71) means that the vector n̂kjΨN,ℓ/‖n̂kjΨN,ℓ‖
describes a Bose-Einstein condensate in fj for large N and suitable large k.
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Step 2 (Splitting the energy). Using the decomposition
ΨN,ℓ =
J∑
j=1
n̂kjΨN,ℓ +
(
1−
J∑
j=1
n̂kj
)
ΨN,ℓ
we have
0 =
〈
ΨN,ℓ, (HN − µℓ(HN ))ΨN,ℓ
〉
=
J∑
j=1
〈
n̂kjΨN,ℓ, (HN − µℓ(HN ))n̂kjΨN,ℓ
〉
+
〈(
1−
J∑
j=1
n̂kj
)
ΨN,ℓ, (HN − µℓ(HN ))
(
1−
J∑
j=1
n̂kj
)
ΨN,ℓ
〉
+
J∑
j=1
Re
〈
Xj , (HN − µℓ(HN ))n̂kjΨN,ℓ
〉
(72)
where
Xj :=
∑
i,i 6=j
n̂kiΨN,ℓ + 2
(
1−
J∑
i=1
n̂ki
)
ΨN,ℓ =
(
21− n̂kj −
J∑
i=1
n̂ki
)
ΨN,ℓ.
Let us estimate the last sum on the right side of (72). From the equation
(HN − µℓ(HN ))ΨN,ℓ = 0 (73)
we have
(HN − µℓ(HN ))n̂kjΨN,ℓ = [HN , n̂kj ]ΨN,ℓ. (74)
The commutator [HN , n̂
k
j ] can be estimated by following the proof of Lemma
6, with the aid of the argument in Remark 5. Since n̂j = 1 − N+j/N , the
operator n̂kj can be viewed as a function of N+j, and the same bound (54)
as in the proof of Lemma 6 applies. Moreover, the upper bound in (55)
can simply be replaced by C(NdΓ(QjTQj) + N
2), here Qj = 1 − |fj〉〈fj |.
Instead of (56) we can bound(
(a(fj)
†a(fj)± r)k − (a(fj)†a(fj))k
Nk
)2
≤
(
kr
N
n̂k−1j +
k2r2
N2
(
n̂j +
r
N
)k−2)2
≤ 2k
2r2
N2
n̂2k−2j +
2k4r4
N4
(
1 +
2
N
)2k−4
for r = 1, 2, which follows from
|(x± y)k − xk| ≤ ky(x+ y)k−1 ≤ kyxk−1 + k2y2(x+ y)k−2
for x ≥ 0 and y ≥ 0. We then obtain
−[HN , n̂kj ]2 ≤ C (dΓ(QjTQj)N + 1
)(
k2n̂2k−2j +
k4
N2
)
(75)
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for N ≥ k. It follows from (74) and (75) that∣∣∣〈Xj , (HN − µℓ(HN ))n̂kjΨN,ℓ〉∣∣∣2
=
∣∣∣〈Xj , [HN , n̂kj ]ΨN,ℓ〉∣∣∣2 ≤ ∥∥∥[HN , n̂kj ]Xj∥∥∥2
≤ C
〈
Xj ,
(
dΓ(QjTQj)
N
+ 1
)(
k2n̂2k−2j +
k4
N2
)
Xj
〉
≤ C
∥∥∥∥(dΓ(QjTQj)N + 1
)
Xj
∥∥∥∥ ∥∥∥∥(k2n̂2k−2j + k4N2
)
Xj
∥∥∥∥ . (76)
In order to estimate the right side of (76), let us prove the simple bound
‖dΓ(QiTQi)n̂kjΨN,ℓ‖2 ≤ C
(|µℓ(HN )|2 +N2) (77)
for all 0 ≤ k ≤ N , ℓ ∈ N and i, j ∈ {1, 2, . . . , J}. First, when k = 0, we can
use (57) and the eigenvalue equation HNΨN,ℓ = µℓ(HN )ΨN,ℓ to bound∥∥∥dΓ(QiTQi)ΨN,ℓ∥∥∥2 ≤ 4|µℓ(HN )|2 + CN2 (78)
for all i ∈ {1, 2, . . . , J}. When k ≥ 1, on the other hand, we can bound∥∥∥dΓ(QiTQi)n̂kjΨN,ℓ∥∥∥2 ≤ 4∥∥∥HN n̂kjΨN,ℓ∥∥∥2 + CN2
≤ 8
∥∥∥(HN − µℓ(HN ))n̂kjΨN,ℓ∥∥∥2 + 8|µℓ(N)|2 + CN2
= 8
∥∥∥[HN , n̂kj ]ΨN,ℓ∥∥∥2 + 8|µℓ(N)|2 +CN2
≤ C
〈
ΨN,ℓ,
(
dΓ(QjTQj)
N
+ 1
)(
k2n̂2k−2j +
k4
N2
)
ΨN,ℓ
〉
+ 8|µℓ(N)|2 + CN2 ,
where we used (74) and (75) in the last step. By combining the latter
estimate with n̂j ≤ 1 and (78), using the assumption k ≤ N , we obtain
(77).
Finally, we turn back to the right side of (76). Using (77) and the triangle
inequality, we get∥∥∥∥(dΓ(QjTQj)N + 1
)
Xj
∥∥∥∥ ≤ C(J + 1)(1 + |µℓ(HN )|N
)
. (79)
Note that for any fixed ℓ, |µℓ(HN )|/N is uniformly bounded in N . Moreover,
from (68) and the fact that 〈f⊗ki , f⊗kj 〉 decays exponentially in k when i 6= j,
it follows that
lim
k→∞
lim
N→∞
∥∥∥k2n̂2k−2j n̂kiΨN,ℓ∥∥∥ = 0
for all i 6= j, and hence
lim
k→∞
lim
N→∞
∥∥∥∥(k2n̂2k−2j + k4N2
)
Xj
∥∥∥∥ = 0. (80)
From (76), (79) and (80), we conclude that
lim
k→∞
lim
N→∞
∣∣∣〈Xj , (HN − µℓ(HN ))n̂kjΨN,ℓ〉∣∣∣ = 0 (81)
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for all j ∈ {1, 2, . . . , J}. As a consequence of (81) and (72), we have
lim
k→∞
lim
N→∞
 J∑
j=1
〈
n̂kjΨN,ℓ, (HN − µℓ(HN ))n̂kjΨN,ℓ
〉
(82)
+
〈(
1−
J∑
j=1
n̂kj
)
ΨN,ℓ, (HN − µℓ(HN ))
(
1−
J∑
j=1
n̂kj
)
ΨN,ℓ
〉 = 0.
Step 3 (Localization). Now we consider each term
〈
n̂kjΨN,ℓ,HN n̂
k
jΨN,ℓ
〉
separately. Since n̂kjΨN,ℓ satisfies the complete condensation in fj, in the
sense of (71), it is reasonable to use the unitary transformation UN,j : H
N →
F≤N+j which is defined as in (7) with u0 replaced by fj. We have〈
n̂kjΨN,ℓ, (HN −NeH)n̂kjΨN,ℓ
〉
=
〈
UN,jn̂
k
jΨN,ℓ,HN,jUN,jn̂
k
jΨN,ℓ
〉
where
HN,j := UN,j(HN −NeH)U †N,j .
By Theorem 1, we have the quadratic form bound
HN,j − 1F≤N
+j
Hj1F≤N
+j
≥ − C√
N
(dΓ(QjTQj))
1/2N+j − C√
N
≥ −C
√
N+j
N
dΓ(QjTQj)− C√
N
(83)
on F≤N+j , where again Qj = 1 − |fj〉〈fj| and N+j = dΓ(Qj). Heuristically,
the kinetic term dΓ(QjTQj) is of the same order as Hj . In fact, the non-
degeneracy condition (13) implies that (see [12, Theorem 1])
dΓ(QjTQj) ≤ C(Hj + C) . (84)
Therefore, the bound (83) is useful in the region N+j ≪ N . To proceed, we
shall follow the localizing strategy in [12]. Let f, g : R→ [0, 1] be Lipschitz
functions such that
f2 + g2 = 1 and g1(−∞,1/2] = 0 = f1(1,∞].
For any M ∈ [1, N − 2], an IMS-type estimate (see [12, Lemma 24]) yields
HN,j ≥ f
(N+j
M
)
HN,jf
(N+j
M
)
+ g
(N+j
M
)
HN,jg
(N+j
M
)
− C
M2
(dΓ(QjTQj) +N) .
On the other hand, from (83) and (84) we find that
f
(N+j
M
)
HN,jf
(N+j
M
)
≥
(
1−C
√
M
N
)
f
(N+j
M
)
Hjf
(N+j
M
)
− C
√
M
N
.
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Thus
HN,j ≥
(
1− C
√
M
N
)
f
(N+j
M
)
Hjf
(N+j
M
)
+ g
(N+j
M
)
HN,jg
(N+j
M
)
− C
M2
(dΓ(QjTQj) +N)− C
√
M
N
. (85)
Now we take the expectation of the quadratic inequality (85) against UN,j n̂
k
jΨN,ℓ.
Note that
g
(N+j
M
)
HN,jg
(N+j
M
)
≥ µ1(HN,j)g2
(N+j
M
)
and
〈UN,j n̂kjΨN,ℓ,dΓ(QjTQj)UN,j n̂kjΨN,ℓ〉
= 〈n̂kjΨN,ℓ,dΓ(QjTQj)n̂kjΨN,ℓ〉 ≤ C
(
k
√
ℓ+
3k
√
ℓ
N
+ ℓN
)
due to inequality (77). Thus from (85) we obtain〈
UN,j n̂
k
jΨN,ℓ,HN,jUN,jn̂
k
jΨN,ℓ
〉
− µ1(HN,j)
∥∥∥∥g(N+jM )UN,jn̂kjΨN,ℓ
∥∥∥∥2
≥
(
1− C
√
M
N
)〈
f
(N+j
M
)
UN,jn̂
k
jΨN,ℓ,Hjf
(N+j
M
)
UN,j n̂
k
jΨN,ℓ
〉
− C
M2
(
k
√
ℓ+
3k
√
ℓ
N
+ ℓN
)
− C
√
M
N
. (86)
Step 4 (Ground state energy) Since HN −µ1(HN ) ≥ 0, we can deduce from
(82) that for all j ∈ {1, 2, . . . , J},
lim sup
k→∞
lim sup
N→∞
〈n̂kjΨN,1, (HN − µ1(HN ))n̂kjΨN,1〉 ≤ 0.
Since µ1(HN,j) = µ1(HN )−NeH, the latter inequality is equivalent to
lim sup
k→∞
lim sup
N→∞
〈
UN,jn̂
k
jΨN,1, (HN,j − µ1(HN,j)UN,jn̂kjΨN,1
〉
≤ 0. (87)
Now we choose M = N/k2 and estimate both sides of (86). Since
g2
(N+j
M
)
≤ 2N+j
M
= 2k2 (1− n̂j)
and the convergence in (71) is exponentially fast in k, we find that
lim
k→∞
lim
N→∞
∥∥∥∥g(N+jM )UN,jn̂kjΨN,1
∥∥∥∥ = 0, (88)
for all j ∈ {1, 2, . . . , J}. Since g2 + f2 = 1, we get
lim
k→∞
lim
N→∞
∥∥∥∥f(N+jM )UN,j n̂kjΨN,ℓ
∥∥∥∥2 = limk→∞ limN→∞ ∥∥∥n̂kjΨN,ℓ∥∥∥2 = λj,ℓ (89)
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for all j ∈ {1, 2, . . . , J}. Using (87) and (89) we can estimate the left side of
(86) as
lim inf
k→∞
lim inf
N→∞
(〈
UN,jn̂
k
jΨN,1,HN,jUN,jn̂
k
jΨN,1
〉
−µ1(HN,j)
∥∥∥g(N+j
M
)
UN,jn̂
k
jΨN,1
∥∥∥2)
= lim inf
k→∞
lim inf
N→∞
(〈
UN,jn̂
k
jΨN,1, (HN,j − µ1(HN,j)UN,j n̂kjΨN,1
〉
+µ1(HN,j)
∥∥∥f(N+j
M
)
UN,jn̂
k
jΨN,1
∥∥∥2)
≤ λj,1 lim inf
N→∞
µ1(HN,j) = λj,1 lim inf
N→∞
(µ1(HN )−NeH)
for all j ∈ {1, 2, . . . , J}. Then taking the same limit on the right side of (86)
and using the simple bound Hj ≥ µ1(Hj), we find that
λj,1 lim inf
N→∞
(µ1(HN )−NeH)
≥ lim inf
k→∞
lim inf
N→∞
〈
f
(N+j
M
)
UN,jn̂
k
jΨN,1,Hjf
(N+j
M
)
UN,jn̂
k
jΨN,1
〉
≥ λj,1µ1(Hj) ≥ λj,1 min
1≤i≤J
µ1(Hi) (90)
for all j ∈ {1, 2, . . . , J}. Taking the sum over j and using ∑Jj=1 λj,1 = 1 we
obtain the lower bound
lim inf
N→∞
(µ1(HN )−NeH) ≥ min
1≤j≤J
µ1(Hj).
Together with the upper bound (63), we then conclude that
lim
N→∞
(µ1(HN )−NeH) = min
1≤j≤J
µ1(Hj). (91)
From the above proof, we can also deduce easily the structure of the
ground state ΨN,1. The convergence (91) implies that we always have equal-
ity in (90) for all j ∈ {1, 2, . . . , J}. Consequently, for all j ∈ {1, 2, . . . , J} we
have
λj,1 = 0 if µ1(Hj) > min
1≤i≤J
µ1(Hi) (92)
and
lim
k→∞
lim
N→∞
〈
f
(N+j
M
)
UN,j n̂
k
jΨN,1, (Hj − µ1(Hj))f
(N+j
M
)
UN,jn̂
k
jΨN,1
〉
= 0.
The non-degeneracy condition (13) implies that µ1(Hj) < µ2(Hj) (see [12,
Theorem 1]), and hence we can deduce from the latter convergence that
lim
k→∞
lim
N→∞
f
(N+j
M
)
UN,jn̂
k
jΨN,1 =
√
λj,1Φj,1,
for all j ∈ {1, 2, . . . , J}, where Φj,1 is the unique ground state of Hj (up to
a complex phase). Because of (88), the latter convergence is equivalent to
lim
k→∞
lim
N→∞
UN,jn̂
k
jΨN,1 =
√
λj,1Φj,1.
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In combination with (70), we can conclude that
lim
N→∞
∥∥∥∥∥∥ΨN,1 −
J∑
j=1
√
λj,1U
†
N,jΦj,1
∥∥∥∥∥∥ = 0 , (93)
where U †N,j is extended by 0 outside F≤N+j , i.e. U †N,jΦj,1 := U †N,j1F≤N
+,j
Φj,1.
Step 5 (Higher eigenvalues) For every ℓ ∈ N, from the upper bound on
µℓ(HN ) in (63) and the convergence of µ1(HN ) in (91), it follows that
HN −µℓ(HN ) is bounded below by a constant independent of N . Therefore,
using (70) we can again remove the last term of (82) and obtain
lim sup
k→∞
lim sup
N→∞
J∑
j=1
〈n̂kjΨN,ℓ, (HN − µℓ(HN ))n̂kjΨN,ℓ〉 ≤ 0 .
This can be rewritten as
lim inf
N→∞
(µℓ(HN )−NeH) ≥ lim sup
k→∞
lim sup
N→∞
J∑
j=1
〈n̂kjΨN,ℓ, (HN −NeH)n̂kjΨN,ℓ〉
= lim sup
k→∞
lim sup
N→∞
J∑
j=1
〈
UN,j n̂
k
jΨN,ℓ,HN,jUN,jn̂
k
jΨN,ℓ
〉
. (94)
Using (94) and (86) (with the same choiceM = N/k2), we find the following
analogue of (90)
lim inf
N→∞
(µℓ(HN )−NeH)
≥ lim inf
k→∞
lim inf
N→∞
J∑
j=1
〈
f
(N+j
M
)
UN,jn̂
k
jΨN,ℓ,Hjf
(N+j
M
)
UN,jn̂
k
jΨN,ℓ
〉
(95)
for all j ∈ {1, 2, . . . , J} and ℓ ∈ N. We will estimate the right side of (95)
using the following min-max principle, whose proof is elementary and is left
to the reader.
Lemma 8. Let A be a self-adjoint operator on a Hilbert space. Assume
that A is bounded from below and all min-max values µ1(A), µ2(A), . . . are
eigenvalues with the corresponding eigenvectors Φ1,Φ2, . . . . Let {ϕN}∞N=1
be a sequence of normalized vectors satisfying 〈Φn, ϕN 〉 → 0 as N →∞ for
all n ∈ {1, 2, . . . , L}. Then
lim inf
N→∞
〈ϕN , AϕN 〉 ≥ µL+1(A).
Moreover, if
lim
N→∞
〈ϕN , AϕN 〉 = µL+1(A)
and µL(A) < µL+1(A) = µL′(A) < µL′+1(A), then there is a subsequence of
ϕN (still denoted by ϕN for short) such that
lim
N→∞
∥∥∥ϕN − L′∑
ℓ=L+1
θℓΦℓ
∥∥∥ = 0
for some complex numbers θℓ satisfying
∑L′
ℓ=L+1 |θℓ|2 = 1.
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Recall that {µℓ}∞ℓ=1 denotes the increasing sequence which is rearranged
from the union (counting multiplicity) of the eigenvalues of the Hj’s. Let
L ∈ N such that µL < µL+1. We assume that the L numbers µ1, . . . , µL
consist of rj eigenvalues of Hj (counting multiplicity) with the corresponding
eigenvectors {Φj,i}rji=1, for all j ∈ {1, 2, . . . , J}. Thus rj ≥ 0 and
∑L
j=1 rj =
L. We shall show that
lim
N→∞
(λℓ(HN )−NeH) = µℓ (96)
for all ℓ ∈ {1, 2, . . . , L}. Moreover, we shall also show that for the cor-
responding eigenfunctions {ΨN,ℓ}Lℓ=1 of HN there is a subsequence (still
denoted by ΨN,ℓ for short) satisfying(
ΨN,1, . . . ,ΨN,L
)T
(97)
= AL
(
U †N,1Φ1,1, . . . , U
†
N,1Φ1,n1 , . . . , U
†
N,JΦJ,1, . . . , U
†
N,JΦJ,rJ
)T
+RN,L
where AL is a L×L complex matrix independent ofN , and ‖RN,L‖(HN )L → 0
as N →∞. Note that due to the orthonormality 〈ΨN,ℓ,ΨN,ℓ′〉 = δℓℓ′ and the
fact that limN→∞〈U †N,jΦj,i, U †N,j′Φj′,i′〉 = δjj′δii′ because of (65), the matrix
AL satisfying (97) must necessarily be unitary.
We shall prove (96) and (97) using an induction argument.
Base case. First, we take L such that µ1 = µL < µL+1. Since µ1(Hj) <
µ2(Hj) for all j ∈ {1, 2, . . . , J}, it follows that L ≤ J and there are exactly
L numbers i(1), i(2), . . . , i(L) ∈ {1, 2, . . . , J} such that
µ1(Hi(1)) = · · · = µ1(Hi(L)) = µ1 < µ1(Hj)
for all j /∈ {i(1), . . . , i(L)}. For every ℓ ∈ {1, 2, . . . , L}, from the upper
bound on µℓ(HN ) in (63) and the convergence of µ1(HN ) in (91) we have
lim sup
N→∞
(µℓ(HN )− µ1(HN )) ≤ µℓ − µ1 = 0.
and hence (96) holds true for ℓ ∈ {1, 2, . . . , L}.
Moreover, from (95), by using the same argument applied to the ground
state ΨN,1 in (93), we have λj,ℓ = 0 if j /∈ {i(1), . . . , i(L)} and we can find
complex numbers θj,ℓ ∈ C such that |θj,ℓ| =
√
λj,ℓ and
lim
N→∞
∥∥∥∥∥∥ΨN,ℓ −
L∑
j=1
θi(j),ℓU
†
N,i(j)Φi(j),1
∥∥∥∥∥∥ = 0 (98)
for ℓ ∈ {1, 2, . . . , L}, where Φj,1 is the unique ground state of Hj. We can
rewrite (98) as
ΨN,1
ΨN,2
...
ΨN,L
 =

θi(1),1 . . . θi(L),1
θi(1),2 . . . θi(L),2
...
...
θi(1),L . . . θi(L),L


U †N,i(1)Φi(1),1
U †N,i(2)Φi(2),1
...
U †N,i(L)Φi(L),1
+RN,L
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where ‖RN,L‖(HN )L → 0 as N →∞. Thus (97) holds true.
Inductive step. Now let L,L′ ∈ N be arbitrary indexes such that µL <
µL+1 = µL′ < µL′+1. We shall prove that if (96) and (97) hold true (for L),
then (96) and (97) also hold true with L replaced by L′.
Since (97) holds true for L and 〈ΨN,ℓ′ ,ΨN,ℓ〉 = 0 for all ℓ′ 6= ℓ, we get
lim
N→∞
〈ΨN,ℓ′ , U †N,jΦj,m〉 = 0 (99)
for all ℓ′ > L, j ∈ {1, 2, . . . , J} and 1 ≤ m ≤ rj , where rj is the number
of eigenvalues of Hj (counting multiplicity) among µ1, . . . , µL, and Φj,m are
the corresponding eigenvectors. We will show that
lim
k→∞
lim
N→∞
〈n̂kj′ΨN,ℓ′ , U †N,jΦj,m〉 = 0 (100)
for all ℓ′ > L, j, j′ ∈ {1, 2, . . . , J} and 1 ≤ m ≤ rj. Because of (70) and (99),
we just need to prove (100) when j 6= j′. In this case, (100) follows from the
fact that
lim
k→∞
lim
N→∞
‖n̂kj′U †N,jΦj,m‖ = 0.
To verify the latter convergence, we can use the fact that U †N,jΦj,m conden-
sates completely on fj , in the sense that its density matrices satisfy
lim
N→∞
γ
(k)
U†N,jΦj,m
= |f⊗kj 〉〈f⊗kj |
in trace class for all k ∈ N, and the fact that 〈f⊗kj , f⊗kj′ 〉 → 0 as k → ∞
when j 6= j′. Thus (100) holds true.
Now we come back to (95). For every j ∈ {1, 2, . . . , J} and ℓ′ > L, we
obtain from (100) and (88) that
lim
k→∞
lim
N→∞
〈
f
(N+j
M
)
UN,j n̂
k
jΨN,ℓ′ ,Φj,m
〉
= 0
for all 1 ≤ m ≤ rj. Therefore, by the min-max principle in Lemma 8 and
(89), we have
lim inf
k→∞
lim inf
N→∞
〈
f
(N+j
M
)
UN,j n̂
k
jΨN,ℓ,Hjf
(N+j
M
)
UN,jn̂
k
jΨN,ℓ
〉
≥ λj,ℓ′µrj+1(Hj). (101)
Note that the condition µL < µL+1 implies that µrj(Hj) < µrj+1(Hj), and
also µrj+1(Hj) ≥ µL+1. Therefore, taking the sum over j ∈ {1, 2, . . . , J} in
(101) and using (95), we conclude that
lim inf
N→∞
(µℓ′(HN )−NeH) ≥
J∑
j=1
λj,ℓ′µrj+1(Hj) ≥ µL+1 = µℓ′ (102)
for all ℓ′ ∈ {L + 1, . . . , L′}. Combining this with the upper bound (63), we
conclude that (96) holds true with L replaced by L′.
Now for every j ∈ {1, 2, . . . , J}, let us assume that µL+1, . . . , µL′ consist
of r′j − rj eigenvalues of Hj. Then r′j ≥ rj and
∑J
j=1 r
′
j = L
′. The condition
µL+1 = µL′ < µL′+1 implies that µrj < µrj+1(Hj) = · · · = µr′j (Hj) <
µr′j+1(Hj). Let Φj,rj+1, . . . ,Φj,r′j be the eigenvectors corresponding to the
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eigenvalues µrj+1(Hj) = · · · = µr′j(Hj) of Hj . Note that for all ℓ′ ∈ {L +
1, . . . , L′}, we have equality in (101). By the min-max principle in Lemma
8, there is a subsequence of ΨN,ℓ′ (still denoted by ΨN,ℓ′ for short) satisfying
lim
k→∞
lim
N→∞
f
(N+j
M
)
UN,j n̂
k
jΨN,ℓ′ =
r′j∑
m=rj+1
θj,mΦj,m
for all j ∈ {1, 2, . . . , J}, where the θj,m’s are complex numbers satisfying∑r′j
m=rj+1
|θj,m|2 = λj,ℓ′. Because of (88) and (70), we obtain the following
analogue of (93),
lim
N→∞
∥∥∥∥∥∥ΨN,ℓ′ −
J∑
j=1
r′j∑
m=rj+1
θj,mU
†
N,jΦj,m
∥∥∥∥∥∥ = 0
for all ℓ′ ∈ {L+ 1, . . . , L′}, which is the desired statement (12) in Theorem
4.
Combining the latter convergence with the system (97) for L, we obtain
the desired system the system (97) with L replaced by L′, namely(
ΨN,1, . . . ,ΨN,L′
)T
(103)
= AL′
(
U †N,1Φ1,1, . . . , U
†
N,1Φ1,n′1 , . . . , U
†
N,JΦJ,1, . . . , U
†
N,JΦJ,r′J
)T
+RN,L′
where AL′ is a L
′×L′ complex matrix independent ofN , and ‖RN,L′‖(HN )L′ →
0 as N →∞. This completes the proof of Theorem 4. 
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