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Abstract
In this article we solve the complex Monge–Ampère problem for measures with large singular part. This result generalizes
classical results by Demailly, Lelong and Lempert a.o., who considered singular parts carried on discrete sets. By using our result
we obtain a generalization of Kołodziej’s subsolution theorem. More precisely, we prove that if a non-negative Borel measure is
dominated by a complex Monge–Ampère measure, then it is a complex Monge–Ampère measure.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cet article, nous résolvons le problème de Monge–Ampère complexe pour des mesures ayant une grande partie singulière.
Ce résultat généralise des résultats classiques de Demailly, Lelong et Lempert entre autres, qui considéraient des parties singulières
portées par des ensembles discrets. En utilisant notre résultat, nous obtenons une généralisation du théorème de la sous-solution de
Kołodziej. De manière plus précise, nous montrons que si une mesure de Borel non négative est dominée par une mesure complexe
de Monge–Ampère, alors c’est une mesure complexe de Monge–Ampère.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In this article we study the complex Monge–Ampère equation (ddcu)n = μ, where μ is a given non-negative
Radon measure and (ddc·)n denotes the complex Monge–Ampère operator. If μ puts mass on a pluripolar set, then
the solution to (ddcu)n = μ cannot generally be uniquely determined (see, e.g. [13,30]). Therefore the question of
existence of solutions is our main interest. The first result was due to Lempert who, in [20,21], obtained a positive
result for the case when the support of the given measure is a single point. He considered solutions with real-analytic
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to be a strictly convex domain in Cn (see also [4] and Theorem 1.5 in [15]). In this context, it is worth to mention
the article [10], where Celik and Poletsky also studies the Monge–Ampère equation with the Dirac measure as given
measure.
Throughout this article it is always assumed that Ω is a bounded hyperconvex domain (see Section 2 for the
definition of hyperconvex domain). Demailly proved (Theorem 4.3 in [11]) that (ddcgA1)n = (2π)nδz on a hyper-
convex domain Ω , where δz is the Dirac measure at z, and gz is the pluricomplex Green function (introduced in
[16,29]) with pole set containing a single point A1 = {z}. In [19], Lelong introduced the pluricomplex Green func-
tion with a finite pole set, Ak = {z1, . . . , zk}, and with positive weights v1, . . . , vk , vl > 0, l = 1, . . . , k, and proved
that (ddcgAk )n = (2π)n
∑k
j=1 vnj δzj (Proposition 8 in [19]). The pluricomplex Green function is not a solution to the
complex Monge–Ampère equation if we want the solution to have other boundary values than those which are iden-
tically zero. Given a discrete measure with compact support in a hyperconvex domain Ω , Zeriahi proved in [30] that
the complex Monge–Ampère equation is solvable for certain continuous boundary values. In [27], Xing generalized
Zeriahi’s result in the case where the given boundary values are identically zero. Xing considered measures that were
majorized by the sum of a linear combination of countable numbers of Dirac measures with compact support and a
certain regular Monge–Ampère measure.
We shall consider the class E introduced in [6]. It is the largest set of non-positive plurisubharmonic functions
defined on a hyperconvex domain Ω for which the complex Monge–Ampère operator is well defined (Theorem 4.5
in [6]). Also, we need the concept of a maximal plurisubharmonic function (see e.g. [16]): such a function H is
characterized by (ddcH)n = 0 when it is in E (see e.g. [2,8]). Let u ∈ E and 0  g  1 be a χ{u=−∞}(ddcu)n-
measurable function that vanishes outside {u = −∞}. We define:
uτ = sup
{
ϕ plurisubharmonic on Ω: ϕ  τ 1/nu
}
,
ug = inf
f∈T
fg
(
sup
τ
{uτ : f  τ }
)∗
,
where τ is a bounded lower semicontinuous function, T is the family of certain simple functions, and (w)∗ denotes
the upper semicontinuous regularization of w. We prove that ug ∈ E and (ddcug)n = g(ddcu)n. In particular, this
implies that for any pluripolar Borel set E in Ω we have that (ddcuχE )n = χE(ddcu)n, where χE is the characteristic
function for the set E in Ω (Theorem 4.8). Example 4.10 shows that our given singular measure χE(ddcu)n is not
necessarily a discrete measure. Hence, Theorem 4.8 yields solutions to the complex Monge–Ampère equation for a
larger class of singular measures than Zeriahi and Xing. The following statement, which is included in Theorem 4.14,
is the main result of this article:
Theorem 4.14(3). Assume that μ is a non-negative Radon measure. If there exists a function w ∈ E such that
μ  (ddcw)n, then for every maximal plurisubharmonic function H ∈ E there exists a function u ∈ E such that
w + H  uH and (ddcu)n = μ.
Theorem 4.14 is a generalization of the celebrated subsolution theorem by Kołodziej ([17]; for an alternative proof
see Section 4 in [18]). Example 5.4 in [7] shows that there exists a non-negative Radon measure μ such that there
does not exist any function u ∈ E that satisfies (ddcu)n = μ.
This article is organized as follows. In Section 2 some definitions will be recalled. One of the most powerful tools
when working with the complex Monge–Ampère operator is the comparison principle. In Section 3 we obtain the
comparison principle for certain functions in E (Corollary 3.2). To prove the comparison principle we shall follow
an idea from [26] and firstly prove a Xing type inequality (Theorem 3.1). The last section is devoted to the proof of
Theorem 4.14.
2. Background and definitions
Throughout this article it is always assumed that Ω is a bounded hyperconvex domain. Recall that Ω ⊆ Cn,
n 1, is a bounded hyperconvex domain if it is a bounded, connected, and open set, such that there exists a bounded
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every c ∈ (−∞,0).
In this article we adapt the notation that PSH(Ω) is the family of plurisubharmonic functions defined on Ω and
MPSH(Ω) for the maximal plurisubharmonic functions. For the definitions and basic facts of these functions we
refer to [16].
We say that a bounded plurisubharmonic function ϕ defined on Ω belongs to E0 if limz→ξ ϕ(z) = 0, for every
ξ ∈ ∂Ω , and ∫
Ω
(ddcϕ)n < +∞. It was proved in Lemma 3.1 in [6] that C∞0 (Ω) ⊂ E0 ∩ C(Ω¯) − E0 ∩ C(Ω¯).
Definition 2.1. Let E (= E(Ω)) be the class of plurisubharmonic functions ϕ defined on Ω , such that for each z0 ∈ Ω
there exists a neighborhood ω of z0 in Ω and a decreasing sequence [ϕj ]∞j=1, ϕj ∈ E0, that converges pointwise to ϕ
on ω as j → +∞, and
sup
j
∫
Ω
(
ddcϕj
)n
< +∞.
Furthermore, let F (= F(Ω)) be the subset of E containing those functions with smallest maximal plurisubharmonic
majorant identically zero and with finite total Monge–Ampère mass.
If there can be no misinterpretation a sequence [ · ]∞j=1 will be denoted by [ · ]. Shiffman and Taylor gave an example
in [25] that shows that it is not possible to extend the complex Monge–Ampère operator in a meaningful way to the
whole class of plurisubharmonic functions and still have the range contained in the class of non-negative measures
(see also [14]). In [6] the second-named author proved that the complex Monge–Ampère operator is well defined on E .
As mentioned in the introduction he proved that E is the natural domain of definition for the complex Monge–Ampère
operator (Theorem 4.5 in [6]). In [2], Błocki proved that E = {ϕ ∈ PSH(Ω) ∩ W 1,2loc (Ω): ϕ  0} when n = 2, and
showed that this equality is not valid for n 3. Later, in [3], he obtained a complete characterization of E for n 1.
Another characterization of E was proved in [9] in terms of the so-called ϕ-capacity.
In this article a fundamental sequence [Ωj ] is always an increasing sequence of strictly pseudoconvex subsets of Ω
such that for every j ∈ N we have that, Ωj Ωj+1, and⋃∞j=1 Ωj = Ω . Here denotes that Ωj is relatively compact
in Ωj+1.
Definition 2.2. Let u ∈ PSH(Ω), u 0, and let [Ωj ] be a fundamental sequence Ωj . The function uj is then defined
by:
uj = sup{ϕ ∈ PSH(Ω): ϕ  u on CΩj},
where CΩj denotes the complement of Ωj in Ω .
Let [Ωj ] be a fundamental sequence and let u ∈ PSH(Ω), u 0, then uj ∈ PSH(Ω) and uj = u on CΩj .
Definition 2.2 implies that [uj ] is an increasing sequence and therefore limj→+∞ uj exists q.e. (quasi-everywhere,
i.e. except for a pluripolar set) on Ω . Hence, the function u˜ defined by u˜ = (limj→+∞ uj )∗ is plurisubharmonic on Ω .
Moreover, if u ∈ E , then by [6] we have that u˜ ∈ E , since u u˜ 0, and by [2,3] it follows that u˜ is maximal on Ω .
Let u,v ∈ E and α ∈ R, α  0, then it follows from Definition 2.2 that u˜ + v  u˜ + v˜ and α˜u = αu˜. Moreover, if
u v, then u˜ v˜. It follows from [2,3] that E ∩ MPSH(Ω) = {u ∈ E : u˜ = u}. Set
N = {u ∈ E : u˜ = 0}.
Then we have that N is a convex cone and that N is precisely the set of functions in E with smallest maximal
plurisubharmonic majorant identically zero. We have E0 ⊂ F ⊂ N , and all three classes consist of functions with zero
boundary values in some (weaker and weaker) sense.
Definition 2.3. Let K ∈ {E0,F ,N }. We say that a plurisubharmonic function u defined on Ω belongs to the class
K(Ω,H), H ∈ E , if there exists a function ϕ ∈ K such that
H  u ϕ + H.
We also simply denote the class by K(H) if there is no possible ambiguity for Ω .
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Theorem 2.4. Let u ∈ PSH(Ω), u 0. Then there exists a decreasing sequence [uj ], uj ∈ E0 ∩ C(Ω¯), which con-
verges pointwise to u on Ω , as j tends to +∞.
Theorem 2.4 yields among other things the following simple and useful observation.
Proposition 2.5. Let H ∈ E and u ∈ PSH(Ω) be such that u  H , then there exists a decreasing sequence [uj ],
uj ∈ E0(H), that converges pointwise to u on Ω , as j tends to +∞. Moreover, if H ∈ PSH(Ω) ∩ C(Ω¯), then the
decreasing sequence [uj ] can be chosen such that uj ∈ E0(H) ∩ C(Ω¯).
Proof. Theorem 2.4 implies that there exists a decreasing sequence [ϕj ], ϕj ∈ E0 ∩ C(Ω¯), that converges pointwise
to u, as j → +∞. If vj = max(u,ϕj +H), then [vj ], vj ∈ E0(H), is a decreasing sequence that converges pointwise
to u, as j → +∞, and the first statement is completed.
For the second statement assume that H ∈ PSH(Ω) ∩ C(Ω¯) and let ϕ ∈ E0 ∩ C(Ω¯), not identically 0. Choose a
fundamental sequence, [Ωj ] of Ω such that for each j ∈ N we have that ϕ − 12j2 on CΩj . Let [vj ], vj ∈ PSH(Ωj )∩
C∞(Ωj ), be a decreasing sequence that converges pointwise to u, as j → +∞, and vj H + 12j on Ωj+1. Set
u′j =
{
max(vj − 1j , jϕ + H) on Ωj,
jϕ + H on CΩj .
Then [u′j ], u′j ∈ E0(H) ∩ C(Ω¯), converges pointwise to u on Ω , as j → +∞, but [u′j ] is not necessarily decreasing.
Let uj = supkj u′k . The construction of u′j implies that
u′j +
1
j
 u′j+1 +
1
j + 1 ,
and therefore for each j ∈ N fixed it follows that[
max
(
u′j , u′j+1, . . . , u′m−1, u′m +
1
m
)]∞
m=j
decreases pointwise on Ω to uj , as m → +∞. Thus, uj is an upper semicontinuous function and we have that
uj ∈ PSH(Ω) ∩ C(Ω¯). Moreover [uj ] is decreasing and converges pointwise to u on Ω , as j → +∞. 
Remark. If H is unbounded, then each function uj is necessarily unbounded.
3. Some auxiliary results
Theorem 3.1. Let H ∈ E . If u ∈ N (H) and v ∈ E is such that v H on Ω , then for all wj ∈ PSH(Ω) ∩ L∞(Ω),
−1wj  0, j = 1,2, . . . , n, we have the following inequality:
1
n!
∫
{u<v}
(v − u)n ddcw1 ∧ · · · ∧ ddcwn +
∫
{u<v}
(−w1)
(
ddcv
)n

∫
{u<v}
(−w1)
(
ddcu
)n + ∫
{u=v=−∞}
(−w1)
(
ddcu
)n
. (3.1)
Proof. Let u ∈ N (H), i.e., u ∈ PSH(Ω) and there exists a function ϕ ∈ N such that
H  u ϕ + H.
Let [Ωj ] be a fundamental sequence in Ω and let ϕj be defined as in Definition 2.2. The assumption that v H
implies that for ε > 0 the following inequality holds:
u ϕ + H = ϕj + H  ϕj + v − ε on CΩj .
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1
n!
∫
{u<v−ε+ϕj }
(
v − ε + ϕj − u)n ddcw1 ∧ · · · ∧ ddcwn + ∫
{u<v−ε+ϕj }
(−w1)
(
ddcv
)n

∫
{uv−ε}
(−w1)
(
ddcu
)n
.
We have that [
χ{u<v−ε+ϕj }
(
v − ε + ϕj − u)n]∞
j=1 and [χ{u<v−ε+ϕj }]∞j=1 (3.2)
are two increasing sequences of functions that converges q.e. on Ω to χ{u<v−ε}(v − ε − u)n and χ{u<v−ε}, respec-
tively, as j → +∞. Theorem 5.11 in [6] implies that ddcw1 ∧ · · · ∧ ddcwn  Cn and χ{v>−∞}(ddcv)n  Cn.
Here Cn denotes the usual Cn-capacity and μ  Cn denotes that the measure μ is absolutely continuous with re-
spect to Cn (see e.g. [18] for background). We therefore have that [χ{u<v−ε+ϕj }(v − ε + ϕj − u)n]∞j=1 converges
to χ{u<v−ε}(v − ε − u)n a.e. w.r.t. ddcw1 ∧ · · · ∧ wn and that [χ{u<v−ε+ϕj }]∞j=1 converges to χ{u<v−ε} a.e. w.r.t.
χ{v>−∞}(ddcv)n. The monotone convergence theorem yields that
1
n!
∫
{u<v−ε}
(v − ε − u)n ddcw1 ∧ · · · ∧ ddcwn +
∫
{u<v−ε}
(−w1)
(
ddcv
)n

∫
{uv−ε}
(−w1)
(
ddcu
)n
.
Inequality (3.1) is now obtain by letting ε → 0+. 
Corollary 3.2. Let u,v,H ∈ E be such that (ddcu)n vanishes on all pluripolar sets in Ω and (ddcu)n  (ddcv)n.
Consider the following two conditions:
(1) lim z→ζ (u(z) − v(z)) 0 for every ζ ∈ ∂Ω ,
(2) u ∈ N (H), v H .
If one of the above conditions is satisfied, then u v on Ω .
Proof. Assume that u,v ∈ E are such that (ddcu)n vanishes on all pluripolar sets in Ω and (ddcu)n  (ddcv)n.
(1) Moreover, assume that
lim
z→ζ
(
u(z) − v(z)) 0,
for every ζ ∈ ∂Ω . Let ε > 0. Theorem 4.9 in [22] implies that
εn
n!Cn
({u + 2ε < v})
 sup
{
1
n!
∫
{u+2ε<v}
(v − u − 2ε)n(ddcw)n: w ∈ PSH(Ω), 0w  1}
 sup
{
1
n!
∫
{u+ε<v}
(v − u − ε)n(ddcw)n: w ∈ PSH(Ω), 0w  1}
 1
n!
∫
{u+ε<v}
(−w)((ddcu)n − (ddcv)n) 0. (3.3)
Thus, u + 2ε  v. Let ε → 0+, then u v on Ω .
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H +ϕ  uH . Let ϕj be defined as in Definition 2.2 and let ε > 0. Similarly as in (3.3) we get that u+2ε  v+ϕj .
Let ε → 0+. Hence u v on Ω . 
Remark. In Corollary 3.2, the assumption that (ddcu)n vanishes on all pluripolar sets is essential.
Lemma 3.3. Let u,v ∈ N (H), be such that u  v and ∫
Ω
(−ϕ)ddcu ∧ T < +∞, ϕ ∈ PSH(Ω), ϕ  0. Then the
following inequality holds: ∫
Ω
(−ϕ)ddcu ∧ T 
∫
Ω
(−ϕ)ddcv ∧ T , (3.4)
where T = ddcw2 ∧ · · · ∧ ddcwn, w2, . . . ,wn ∈ E .
Proof. Let [Ωs] be a fundamental sequence in Ω . By the assumption that u ∈ N (H) there exists a function ψ ∈ N
such that H  uψ +H . For each j ∈ N consider the function defined by vj = max(u,ψj +v), where ψj is defined
as in Definition 2.2. This construction imply that vj ∈ E , vj = u on CΩj , u vj , and [vj ] is an increasing sequence
that converges pointwise to v q.e. on Ω , as j → +∞. Theorem 2.4 implies that there exists a decreasing sequence
[ϕk], ϕk ∈ E0 ∩ C(Ω¯), that converges pointwise to ϕ, as j → +∞. We have by Stokes’ theorem that for each s  j it
holds that ∫
Ωs
(−ϕk) ddcu ∧ T −
∫
Ωs
(−ϕk) ddcvj ∧ T =
∫
Ωs
(vj − u)ddcϕk ∧ T  0.
By letting s → +∞ we get that ∫
Ω
(−ϕk) ddcu ∧ T 
∫
Ω
(−ϕk) ddcvj ∧ T . (3.5)
The function ϕk is bounded and therefore it follows from [6, Remark on p. 175] that (−ϕk)ddcvj ∧ T converges to
(−ϕk)ddcv ∧ T in the weak∗-topology, as j → +∞, which yields that
lim
j→+∞
∫
Ω
(−ϕk) ddcvj ∧ T 
∫
Ω
(−ϕk) ddcv ∧ T . (3.6)
Inequalities (3.5) and (3.6) imply that inequality (3.4) holds for ϕk and the monotone convergence theorem completes
this proof, when we let k → +∞. 
Corollary 3.4. Let H ∈ E and ϕ ∈ PSH(Ω), ϕ  0. If [uj ], uj ∈ N (H), is a decreasing sequence that converges
pointwise on Ω to a function u ∈ N (H) as j tends to +∞, then
lim
j→+∞
∫
Ω
(−ϕ)(ddcuj )n = ∫
Ω
(−ϕ)(ddcu)n. (3.7)
Proof. Let ϕ ∈ PSH(Ω), ϕ  0, and let uj ,u ∈ N (H) be such that u uj . If
∫
Ω
(−ϕ)(ddcu)n = +∞,
then (3.7) follows immediately and therefore we can assume that ∫
Ω
(−ϕ)(ddcu)n < +∞. Lemma 3.3 implies that
[∫
Ω
(−ϕ)(ddcuj )n] is an increasing sequence that is bounded above by
∫
Ω
(−ϕ)(ddcu)n. From Corollary 5.2 in [6]
it follows that the sequence [(−ϕ)(ddcuj )n] converges to (−ϕ)(ddcu)n in the weak∗-topology, as j → +∞, and the
desired limit of the total masses is valid. 
Lemma 3.5. Let H ∈ E and let u,v ∈ N (H) be such that u v. Then for all wj ∈ PSH(Ω)∩L∞(Ω), −1wj  0,
j = 1,2, . . . , n, ∫
Ω
(−w1)(ddcu)n < +∞, we have that the following inequality holds:
1
n!
∫
Ω
(v − u)n ddcw1 ∧ · · · ∧ ddcwn +
∫
Ω
(−w1)
(
ddcv
)n  ∫
Ω
(−w1)
(
ddcu
)n
. (3.8)
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each ε > 0 small enough choose K Ω such that ϕ −ε on CK . Hence,
u ϕ + H − + H − + v on CK,
and therefore it follows that max(u, v − ) = u on CK . By using Proposition 3.1 in [22] we get that
1
n!
∫
Ω
(
max(u, v − ε) − u)n ddcw1 ∧ · · · ∧ ddcwn + ∫
Ω
(−w1)
(
ddc max(u, v − ε))n

∫
Ω
(−w1)
(
ddcu
)n
.
By letting ε → 0+ we obtain inequality (3.8) in the case when u,v ∈ E0(H). Using the case when u,v ∈ E0(H)
together with Proposition 2.5 and Corollary 3.4 we complete the proof. 
An immediate consequence of Lemma 3.5 is the following identity principle. Theorem 3.6 play a technical promi-
nent role in Section 4. In particular, this generalizes for example Lemma 6.3 in [24], Theorem 3.15 in [6], and the
corresponding result in [22].
Theorem 3.6. Let H ∈ E . If u,v ∈ N (H) is such that u  v, (ddcu)n = (ddcv)n and ∫
Ω
(−w)(ddcu)n < +∞ for
some w ∈ E which is not identically 0, then u = v on Ω .
Theorem 3.7. Assume that μ is a non-negative measure defined on Ω by μ = (ddcϕ)n, ϕ ∈ N with μ(A) = 0 for
every pluripolar set A ⊆ Ω . Then for every H ∈ E such that (ddcH)n  μ there exists a uniquely determined function
u ∈ N (H) such that (ddcu)n = μ on Ω .
Proof. The uniqueness part of this theorem follows by the comparison principle in Corollary 3.2. We will proceed
with the existence part. Theorem 2.4 implies that there exists a decreasing sequence [Hk], Hk ∈ E0 ∩ C(Ω¯), that
converges pointwise to H , as j → +∞. Let [Ωj ] be a fundamental sequence in Ω . For each j, k ∈ N let Hjk be the
function defined as in Definition 2.2, i.e.,
H
j
k = sup
{
ϕ ∈ PSH(Ω): ϕ Hk on CΩj
}
.
Then Hjk ∈ E0(Ω) and Hjk is maximal on Ωj . Consider the measure μj = χΩj μ defined on Ω , where χΩj is the
characteristic function for the set Ωj in Ω . For each j ∈ N the measure μj is a compactly supported Borel measure
defined on Ω , μj vanishes on all pluripolar sets in Ω and μj (Ωj ) < μj (Ω) < +∞. Therefore it follows from
Lemma 5.14 in [6] that there exists a uniquely determined function ϕj ∈ F(Ωj ) such that (ddcϕj )n = μj on Ωj .
Moreover, from Theorem 4.1 in [7] it follows that there exist functions uj,k ∈ F(Ωj ,Hjk ) such that (ddcuj,k)n = μj
on Ωj . Corollary 3.2 implies that
H
j
k  uj,k  ϕj + Hjk on Ωj, (3.9)
since (ddcuj,k)n  (ddc(ϕj + Hjk ))n and Hjk is maximal on Ωj . The comparison principle (Corollary 3.2) yields
that [uj,k]∞k=1 is a decreasing sequence. Let k → +∞ and set uj = limk→+∞ uj,k , then (3.9) gives us that Hj 
uj  ϕj + Hj on Ωj , i.e., uj ∈ F(Ωj ,Hj ) ⊆ N (Ωj ,Hj ). From the assumption that μ  (ddcH)n we get that
(ddcuj )
n = μj = χΩj μ = μ (ddcH)n on Ωj and therefore it follows from Corollary 3.2 that uj H on Ωj . The
construction of μj and the fact that [Ωj ] is an increasing sequence imply that (ddcuj )n = (ddcuj+1)n on Ωj . Hence
[uj ] is decreasing, and
H  uj  ϕ + H on Ωj . (3.10)
Thus, the function u = (limj→+∞ uj ) ∈ N (Ω,H) is such that (ddcu)n = μ on Ω . 
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there exists a function ϕ ∈ PSH(Ω), ϕ < 0, such that ∫
Ω
(−ϕ)dμ < +∞. Then it follows from [7] that there exists a
uniquely determined function ϕ ∈ N such that (ddcϕ)n = μ.
4. Monge–Ampère measures carried on pluripolar sets
Lemma 4.1 is due to Demailly [12]. Here we include his proof in our setting.
Lemma 4.1. Let u,uk, v ∈ E , k = 1, . . . , n − 1, with u v on Ω and set T = ddcu1 ∧ · · · ∧ ddcun−1. Then
χ{u=−∞} ddcu ∧ T  χ{v=−∞} ddcv ∧ T .
For j = 1, . . . , n, let uj , vj ∈ E , and uj  vj . In particular, we then have that∫
A
ddcu1 ∧ · · · ∧ ddcun 
∫
A
ddcv1 ∧ · · · ∧ ddcvn,
for every pluripolar Borel set A ⊆ Ω .
Proof. Let ε > 0. Set wj = max((1 − ε)u − j, v). Then wj = (1 − ε)u − j on the open set {v < − jε } and therefore
we have that
ddcwj ∧ T = (1 − ε) ddcu ∧ T on
{
v < −j
ε
}
.
Hence ddcwj ∧ T  (1 − ε)χ{u=−∞} ddcu ∧ T . Let j → +∞, then
ddcv ∧ T  (1 − ε)χ{u=−∞} ddcu ∧ T on Ω.
The proof is completed as ε → 0+. 
Remark. Let u,v ∈ E and assume that (ddcv)n vanishes on pluripolar sets. If u v, then it follows from Lemma 4.1
that (ddcu)n vanishes on pluripolar sets.
Definition 4.2. Let u ∈ E and 0 τ be a bounded lower semicontinuous function. Then we define:
uτ = sup
{
ϕ ∈ PSH(Ω): ϕ  τ 1/nu}.
Definition 4.2 yields the following elementary properties:
(1) If u,v ∈ E with u v, then uτ  vτ .
(2) If u ∈ E , then 0 uτ  ‖τ‖1/nL∞(Ω)u ∈ E . Hence, by [6] we have that uτ ∈ E .
(3) If τ1, τ2 are bounded lower semicontinuous functions with τ1  τ2, then uτ1  uτ2 .
(4) If u ∈ E , then supp(ddcuτ )n ⊆ supp τ and if supp τ is compact then uτ ∈ F .
(5) If [τj ], 0 τj , is an increasing sequence of bounded lower semicontinuous functions that converges pointwise to
a bounded lower semicontinuous function τ , as j tends to +∞, then [uτj ] is a decreasing sequence that converges
pointwise to uτ , as j tends to +∞.
Lemma 4.3. Let u ∈ E and let K be a compact pluripolar subset of Ω . Then(
ddcuK
)n = χK(ddcu)n,
where uχO is as in Definition 4.2, and
uK =
(
sup{uχO : K ⊂ O ⊂ Ω, O is open}
)∗
.
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that converges to uK outside a pluripolar set, as j → +∞, and supp(ddcuK)n ⊆⋂ O¯j = K . We have that uχOj = u
on Oj hence (ddcuχOj )
n  χK(ddcu)n, so (ddcuK)n  χK(ddcu)n. On the other hand, uK  u and therefore we
have by Lemma 4.1 that∫
K
(
ddcuK
)n  ∫
K
(
ddcu
)n
and
(
ddcuK
)n = χK(ddcu)n. 
Lemma 4.4. Let u1, . . . , un ∈ E . Then∫
A
ddcu1 ∧ · · · ∧ ddcun 
(∫
A
(
ddcu1
)n)1/n · · ·(∫
A
(
ddcun
)n)1/n
,
for every pluripolar Borel set A ⊂ Ω .
Proof. Without loss of generality we can assume that A is a compact pluripolar set and u1, . . . , un ∈ F . Let [Gj ] be
a decreasing sequence of open subsets of Ω with
⋂
j Gj = A. Corollary 5.6 in [6] yields that∫
Ω
ddcu1Gj ∧ · · · ∧ ddcunGj 
( ∫
Ω
(
ddcu1Gj
)n)1/n · · ·( ∫
Ω
(
ddcunGj
)n)1/n
.
For 1 k  n we have that ukGj = uk on Gj and supp(ddcukGj )n ⊂ G¯j ⊂ G¯1, hence∫
Gj
ddcu1 ∧ · · · ∧ ddcun 
( ∫
G¯1
(
ddcu1Gj
)n)1/n · · ·( ∫
G¯1
(
ddcunGj
)n)1/n
.
Let j → +∞. Lemma 4.3 then yields that∫
A
ddcu1 ∧ · · · ∧ ddcun 
( ∫
G¯1
(
ddcu1A
)n)1/n · · ·( ∫
G¯1
(
ddcunA
)n)1/n
. 
The following example shows that the inequality in Lemma 4.4 can be strict.
Example 4.5. Let A = {0}, and aj , bj > 0, j = 1,2. Furthermore, define u1(z1, z2) = log(|z1|a1 + |z2|a2), and
u2(z1, z2) = log(|z1|b1 + |z2|b2). Then,∫
A
ddcu1 ∧ ddcu2 = (2π)2 min(a1b2, a2b1),
(∫
A
(
ddcu1
)2)1/2(∫
A
(
ddcu2
)2)1/2 = (2π)2√a1a2b1b2,
and the inequality in Lemma 4.4 can thus be strict.
For u ∈ E we write μu = χ{u=−∞}(ddcu)n and define S to be the class of simple functions f =∑mj=1 αjχEj ,
αj > 0, where Ej are pairwise disjoint and μ-measurable such that f is compactly supported and vanishes outside
{u = −∞}. We write T for functions in S where the Ej ’s are compact.
Definition 4.6. Let u ∈ E and 0 g  1 be a μu-measurable function. We define:
ug = inf
f∈T
fg
(
sup{uτ : f  τ, τ is a bounded lower semicontinuous function}
)∗
.
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ug = (sup{uτ : g  τ, τ is a bounded lower semicontinuous function})∗ ∈ F .
Lemma 4.7. Let u ∈ E and g ∈ S, then ug ∈ F and (ddcug)n = g(ddcu)n.
Proof. Assume first that g ∈ T . Then ug ∈ F as already noted. Let g =∑mk=1 αkχAk and consider uk = uαkχAk . Then
for 1 k m we have that u1 + · · · + um  ug  uk so if B ⊆⋃mk=1 Ak , then it follows from Lemma 4.1 that∫
B
(
ddcuk
)n  ∫
B
(
ddcug
)n  ∫
B
(
ddc(u1 + · · · + um)
)n
, 1 k m.
Hence, if B ⊂ Ak , then it follows from Lemma 4.3 that
∫
B
(ddcuk)
n = αk
∫
B
(ddcu)n and from Lemma 4.4 we have
that
αk
∫
B
(
ddcu
)n = ∫
B
(
ddc(u1 + · · · + um)
)n
.
Hence,
αk
∫
B
(
ddcu
)n  ∫
B
(
ddcug
)n  αk ∫
B
(
ddcu
)n
, 1 k m,
for all Borel sets B ⊂ Ak , k = 1, . . . ,m. Thus (ddcug)n = g(ddcu)n.
Assume now that g ∈ S, i.e., g =∑mj=1 αjχEj , αj > 0, Ej are pairwise disjoint and μ-measurable such that g is
compactly supported and vanishes outside {u = −∞}. Choose to each Ej , 1 j m, increasing sequences [Kpj ]∞p=1
of compact subsets of Ej such that χp =∑mj=1 χKpj converges to ∑mj=1 χEj a.e. w.r.t. μ, as p → +∞. Then χp ∈ T
and gχp ∈ T . Furthermore, if f0 ∈ T with f0  g, then f0χp ∈ T and f0χp  gχp . Hence uf0χp  ugχp . By the first
part of the proof we have that (ddcuf0χp )n = f0χp(ddcu)n and (ddcugχp )n = gχp(ddcu)n. Theorem 3.6 implies that
limp→+∞ uf0χp = uf0 , hence ug  limp→+∞ ugχp . Thus, ug = limp→+∞ ugχp ∈ F and (ddcug)n = g(ddcu)n. 
Theorem 4.8. Let u ∈ E and let 0 g  1 be a μu-measurable function that vanishes outside {u = −∞}. Then ug ∈ E
and (ddcug)n = g(ddcu)n.
Proof. Let [gj ], gj ∈ S, be an increasing sequence that converges pointwise to g, as j → +∞. If f ∈ T with f  g,
then by Lemma 4.7 we have that min(f, gj ) ∈ S and (ddcumin(f,gj ))n = min(f, gj )(ddcu)n. From Theorem 3.6 it fol-
lows that [umin(f,gj )] is a decreasing sequence that converges pointwise to uf , as j → +∞. Thus, uf  limj→+∞ ugj
for every f ∈ T with f  g. Definition 4.6 yields that ug = limj→+∞ ugj and therefore it follows from Lemma 4.7
that ug ∈ E and (ddcug)n = g(ddcu)n. 
Remark. Let u and g be as in Theorem 4.8. If (ddcu)n vanishes on pluripolar sets, then it follows from Theorem 4.8
and the remark after Lemma 4.1 that ug = 0 on Ω .
Corollary 4.9. Let u ∈ E and f,g, 0 f,g  1, be two μu-measurable functions which vanish outside {u = −∞}. If
f = g a.e. w.r.t. μu, then uf = ug .
Proof. Let u ∈ E and assume for now that f,g ∈ S. Then by Lemma 4.7 we have that uf ,ug ∈ F , uf  umax(f,g),
and (
ddcuf
)n = f (ddcu)n = max(f, g)(ddcu)n = (ddcumax(f,g))n.
Hence, by Theorem 3.6 we have that uf = umax(f,g). Similarly we get that ug = umax(f,g). Thus, uf = ug .
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that vanish outside {u = −∞}. Our assumption that f = g, implies that χΩj f = χΩj g a.e. w.r.t. μ and by the first
part of the proof we get that uχΩj f = uχΩj g . The proof is then completed by letting j → +∞. 
Example 4.10 shows that there exists a measure g(ddcu)n carried by a pluripolar set that is not a discrete measure.
Example 4.10. Let μ be a positive measure with no atoms and with support in a compact polar subset in the unit
disc D (see e.g. [23], p. 82, and [5], Chapter IV, Theorem 1) Let u be the subharmonic Green potential of μ. Consider
ν = μ × · · · × μ (n-times) and v(z1, . . . , zn) = max(u(z1), . . . , u(zn)) on D × · · · × D (n-times). Then v ∈ F ,
(ddcv)n = ν, ν has no atoms and it is supported by a pluripolar set.
Lemma 4.11. Assume that α,β1, β2 are non-negative measures defined on Ω which satisfies the following conditions:
(1) α vanishes on every pluripolar subset of Ω ,
(2) there exists a pluripolar sets A ⊂ Ω such that β1(Ω\A) = β2(Ω\A) = 0,
(3) for every ρ ∈ E0 ∩ C(Ω¯) it holds that∫
Ω
(−ρ)β1 
∫
Ω
(−ρ)(α + β2) < +∞.
Then we have that ∫
Ω
(−ρ)β1 
∫
Ω
(−ρ)β2,
for every ρ ∈ E0 ∩ C(Ω¯).
Proof. Since A is pluripolar and Ω is bounded there exists a function ϕ ∈ PSH(Ω), ϕ  0, such that A ⊆ {ϕ = −∞}.
Take ρ ∈ E0 ∩ C(Ω¯) and set ρj = max(ρ, ϕj ). Then we have that
∫
Ω
(−ρj )β1 
∫
Ω
(−ρj )(α + β2) < +∞ and by
letting j → +∞ we get that ∫
{ϕ=−∞}
(−ρ)β1 
∫
{ϕ=−∞}
(−ρ)(α + β2).
But α vanishes on pluripolar sets and β1 and β2 are carried by sets contained in {ϕ = −∞}. Thus,∫
Ω
(−ρ)β1 
∫
Ω
(−ρ)β2,
for every ρ ∈ E0 ∩ C(Ω¯). 
Let u ∈ E , then by Theorem 5.11 in [6] there exist functions φu ∈ E0 and fu ∈ L1loc((ddcφu)n), fu  0, such that
(ddcu)n = fu(ddcφu)n + βu. The non-negative measure βu is such that there exists a pluripolar set A ⊆ Ω such that
βu(Ω\A) = 0. In Lemma 4.12 we will use the notation that αu = fu(ddcφu)n and βu referring to this decomposition.
Lemma 4.12. Let u,v ∈ E . If there exists a function ϕ ∈ E such that (ddcϕ)n vanishes on pluripolar sets and
|u − v|−ϕ, then βu = βv .
Proof. Let Ω ′ Ω . It follows from Lemma 4.1 that there is no loss of generality to assume that u,v,ϕ ∈ F , since
it is sufficient to prove that βu = βv on Ω ′. The assumption that |u − v|−ϕ yields that v + ϕ  u and therefore it
follows from Lemma 3.3 that ∫
(−ρ)(ddcu)n  ∫ (−ρ)(ddc(v + ϕ))n < +∞, (4.1)
Ω
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αv+ϕ = αv +
n∑
j=1
(
n
j
)(
ddcϕ
)j ∧ (ddcv)n−j .
Lemma 4.11 and inequality (4.1) yields that ∫
Ω
(−ρ)βu 
∫
Ω
(−ρ)βv,
for every ρ ∈ E0. In a similar manner we get that∫
Ω
(−ρ)βv 
∫
Ω
(−ρ)βu,
for every ρ ∈ E0. From Lemma 3.1 in [6] it now follows that βu = βv . 
Lemma 4.13. Let H ∈ E ∩ MPSH(Ω).
(1) If v ∈ N , (ddcv)n is carried by a pluripolar set, and ∫
Ω
(−ρ)(ddcv)n < +∞ for all ρ ∈ E0 ∩ C(Ω¯), then
u = sup{ϕ ∈ PSH(Ω): ϕ min(v,H)} ∈ N (H),
and (ddcu)n = (ddcv)n.
(2) Assume that ψ ∈ N , (ddcψ)n vanishes on pluripolar sets, v ∈ N (H), (ddcv)n is carried by a pluripolar set, and∫
Ω
(−ρ)((ddcψ)n + (ddcv)n) < +∞ for all ρ ∈ E0 ∩ C(Ω¯). If u is the function defined on Ω by:
u = sup{ϕ: ϕ ∈ B((ddcψ)n, v)},
where
B((ddcψ)n, v)= {ϕ ∈ E : (ddcψ)n  (ddcϕ)n and ϕ  v},
then u ∈ N (H) and (ddcu)n = (ddcψ)n + (ddcv)n.
Proof. (1) Since min(v,H) is a negative and upper semicontinuous function we have that u ∈ PSH(Ω) and H 
u  v + H . Furthermore, u ∈ N (H), since v ∈ N . By Theorem 2.4 we can choose a decreasing sequence [vj ],
vj ∈ E0 ∩ C(Ω¯), that converge pointwise to v as j → +∞, and use Theorem 3.7 to solve (ddcwj )n = (ddcvj )n,
wj ∈ N (H), j ∈ N. Consider
uj = sup
{
ϕ ∈ PSH(Ω): ϕ min(vj ,H)
} ∈ E0(H).
Then uj wj , so by Lemma 3.3
∫
Ω
(−ρ)(ddcuj )n 
∫
D
(−ρ)(ddcwj )n. Corollary 3.4 now yields that∫
Ω
(−ρ)(ddcu)n  ∫
Ω
(−ρ)(ddcv)n for all ρ ∈ E0 ∩ C(Ω¯),
and therefore it follows that (ddcu)n is carried by {u = −∞} and since v  u v + H it follows from Lemma 4.12
that (ddcu)n = (ddcv)n. Thus, part (1) of this proof is completed.
(2) Using the classical Choquet lemma (see e.g. [16]) and Proposition 4.3(b) in [22] we derive that u ∈ E and
(ddcu)n  (ddcψ)n. Note that u ∈ PSH(Ω), u 0, as soon as v is only negative and upper semicontinuous and
B((ddcψ)n, v) = ∅. Theorem 5.11 in [6] gives that (ddcu)n = α + β , where α and β are positive measures defined
on Ω , such that α vanishes on all pluripolar sets and β is carried by a pluripolar set. The function (ψ + v) be-
longs to B((ddcψ)n, v) and therefore we have that v + ψ  u v. Hence u ∈ N (H). By Lemma 4.12 we have that
β = (ddcv)n, and we have already noted that α  (ddcψ)n. Proposition 2.5 implies that there exists a decreasing
sequence, [vj ], vj ∈ E0(H), that converges pointwise to v, as j → +∞. Now
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Ω
(−ρ)((ddcψ)n + (ddcvj )n)< +∞ for all ρ ∈ E0 ∩ C(Ω¯),
so by the last remark in Section 3 and Theorem 3.7, there exists a unique function wj ∈ N (H) with (ddcwj )n =
(ddcψ)n + (ddcvj )n. It follows from Corollary 3.2 that wj ∈ B((ddcψ)n, vj ), so if we let:
uj = sup
{
ϕ: ϕ ∈ B((ddcψ)n, vj )},
then [uj ] decreases pointwise to u, as j → +∞. Furthermore, Lemma 3.3 implies that∫
Ω
(−ρ)(ddcuj )n  ∫
Ω
(−ρ)(ddcwj )n = ∫
Ω
(−ρ)((ddcψ)n + (ddcvj )n).
Let j → +∞, then Corollary 3.4 yields that∫
Ω
(−ρ)(ddcu)n  ∫
Ω
(−ρ)((ddcψ)n + β),
hence
∫
Ω
(−ρ)(α + β)  ∫
Ω
(−ρ)((ddcψ)n + β). Since we know that α  (ddcψ)n it follows that for all ρ ∈ E0 ∩
C(Ω¯) we have that
∫
Ω
ρα = ∫
Ω
ρ(ddcψ)n, and therefore is α = (ddcψ)n. Thus, this proof is completed. 
Theorem 4.14. Assume that μ is a non-negative measure.
(1) There exist functions φ ∈ E0, f ∈ L1loc((ddcφ)n), f  0, such that
μ = f (ddcφ)n + ν,
where the non-negative measure ν is carried by a pluripolar subset of Ω .
(2) If there exists a function w ∈ E with μ (ddcw)n, then there exist functions ψ,v ∈ E , v,ψ w, such that(
ddcψ
)n = f (ddcφ)n,(
ddcv
)n = ν,
where ν is carried by {v = −∞}.
(3) If there exists a function w ∈ E with μ  (ddcw)n, then to every H ∈ E ∩ MPSH(Ω) there exists a function
u ∈ E , w + H  uH , with (ddcu)n = μ. In particular, if w ∈ N , then u ∈ N (H).
Proof. (1) This is Theorem 5.11 in [6].
(2) Using the Radon–Nikodym theorem and the decomposition in part (1) (with the same notation) we obtain that
f
(
ddcφ
)n = τχ{w>−∞}(ddcw)n and ν = τχ{w=−∞}(ddcw)n,
where 0 τ  1 is a Borel function. For each j ∈ N, let μj be the measure defined by μj = min(f, j)(ddcφ)n. Hence,
μj  (ddc(j
1
n ψ))n and therefore by Kołodziej’s theorem (see [17]) there exists a uniquely determined function ψj ∈
E0 such that (ddcψj )n = μj . The comparison principle (Corollary 3.2) imply that ψj w and that [ψj ] is a decreasing
sequence. The function ψ = limj→+∞ ψj is then in E and (ddcψ)n = f (ddcφ)n. Theorem 4.8 implies that exists a
functions v ∈ E such that (ddcv)n = ν and v w. Thus,(
ddcψ
)n = f (ddcφ)n and (ddcv)n = ν.
(3) Continuing with the same notations as in parts (1) and (2), we choose an increasing sequence of simple func-
tions [gj ], suppgj  Ω , that converges to g = χ{w=−∞}τ , as j → +∞. By Theorem 4.8 we have that wgj ∈ F ,
(ddcwgj )n = gj (ddcw)n and [wgj ] is a decreasing sequence that converges pointwise to wg , as j → +∞. Moreover
wg w. Hence (ddcwg)n = χ{w=−∞}τ(ddcw)n. Set
uj = sup
{
ϕ ∈ B((ddcψj )n,min(wgj ,H ))},
where
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This construction implies that [uj ] is a decreasing sequence. The sequence [uj ] converges to some plurisubharmonic
function u, as j → +∞, and by Lemma 4.13 uj ∈ N (H) with (ddcuj )n = (ddcψj )n + (ddcwgj )n. Furthermore, we
have that w + H  uj H . We conclude the proof by letting j → +∞. 
Remark. Theorem 4.14 generalizes Theorem 4.4 in [1], Theorem 6.2 in [6], and Corollary 1 in [28].
Remark. Let u1, . . . , un ∈ E . Then it follows from Theorem 4.14(3) that there exists a function u ∈ E such that
(ddcu)n = ddcu1 ∧ · · · ∧ ddcun.
Even if w ∈ F , the solution u in Theorem 4.14(3) need not to be uniquely determined as the following calculation
in the bidisc shows:
1
2
(
ddc max
(
2 log |z|, log |w|))2 = (ddc max(2 log |z|, 1
2
log |w|
))2
= (2π)2δ0 =
(
ddc max
(
log |z|, log |w|))2,
where δ0 is the Dirac measure at the origin. However, we have the following.
Corollary 4.15. For every function u ∈ F , there are two uniquely determined functions u1, u2 ∈ F such that u u1,
u u2, (
ddcu1
)n = χ{u>−∞}(ddcu)n and (ddcu2)n = χ{u=−∞}(ddcu)n.
Proof. The existence and uniqueness of the function u1 follows from Theorem 5.11, and Lemma 5.14 in [6]. From
Theorem 4.13(2) the existence of u2 follows. Assume that u v ∈ F , and (ddcv)n = (ddcu2)n, and consider
g = sup{ϕ ∈ B}, where
B = {ϕ ∈ E : (ddcu1)n  (ddcϕ)n and ϕ  v}.
Then u ∈ B, and hence u g. Lemma 4.13 yields that(
ddcg
)n = (ddcu1)n + (ddcv)n = (ddcu)n,
and therefore u = g by Theorem 3.6. We then have that
u1 + u2  u and u1 + v  u,
hence u1 + max(u2, v)  u, and 0  max(u2, v) − u2  u − u1 − u2  −u1. Lemma 4.12 yields that
χ{max(u2,v)=−∞}(ddc max(u2, v))n = (ddcu2)n. It follows from Theorem 3.6 that u2 = max(u2, v) = v, which com-
pletes the proof. 
Corollary 4.16. Assume that Ej ⊂ Ω , 1  j  m, are sets such that ⋃mj=1 Ej = Ω , and u ∈ F . For uj ∈ F ,
1 j m, with u uj , and (ddcuj )n = χEj (ddcu)n, we have that
∑m
j=1 uj  u.
Proof. Assume that u ∈ F , uj ∈ F , 1 j m, with u uj , and (ddcuj )n = χEj (ddcu)n. For a function w ∈ F , we
shall use w1, and w2, for the uniquely determined functions in Corollary 4.15. Set
g = sup
{
ϕ ∈
m⋂
j=1
Bj
}
, where
Bj =
{
ϕ ∈ E : (ddcuj1)n  (ddcϕ)n and ϕ  uj2}.
Then, g ∈ F , and u  g, since u ∈⋂mj=1 Bj . It follows that ∫Ω(ddcg)n  ∫Ω(ddcu)n, and by Lemma 4.1 we have
that (ddcg2)n  (ddcu2)n. Furthermore,
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ddcg2
)n = (ddcuj2)n = χEj (ddcu2)n on Ej ,
since g  uj2, for every 1  j  m. But
⋃m
j=1 Ej = Ω , hence Lemma 4.1 yields that (ddcg2)n  (ddcu2)n. Thus,
(ddcg2)n = (ddcu2)n.
By Proposition 4.3(b) [22] it follows that χEj (ddcu1)n = (ddcuj1)n  (ddcg)n. Again, since
⋃m
j=1 Ej = Ω , we
have that (ddcu1)n  (ddcg)n, and since (ddcg2)n is carried by a pluripolar set it follows that (ddcu1)n  (ddcg1)n.
Hence, (ddcu)n = (ddcg)n. Theorem 3.6 yields that u = g, since u g. The proof is completed, since ∑mj=1 uj ∈⋂m
j=1 Bj . 
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