Network Protocol Analyzer by Pšorn, Daniel
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV POCˇI´TACˇOVY´CH SYSTE´MU˚
FACULTY OF INFORMATION TECHNOLOGY




AUTOR PRA´CE DANIEL PSˇORN
AUTHOR
BRNO 2009
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV POCˇI´TACˇOVY´CH SYSTE´MU˚
FACULTY OF INFORMATION TECHNOLOGY





AUTOR PRA´CE DANIEL PSˇORN
AUTHOR




C´ılem te´to pra´ce je nale´zt zp˚usob, jak naprogramovat analyza´tor s´ıt’ove´ho provozu na
nejvysˇsˇ´ı vrstveˇ modelu ISO/OSI. K tomu je nutne´ pouzˇ´ıt neˇkterou z metod detekce aplikacˇn´ıch
protokol˚u. Program popsany´ v te´to pra´ci pouzˇ´ıva´ metodu zalozˇenou na cˇ´ıslech port˚u a
metodu zalozˇenou na signatura´ch. C´ılova´ platforma je operacˇn´ı syste´m FreeBSD. Imple-
mentacˇn´ım jazykem je jazyk C s pouzˇit´ım knihovny libpcap.
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Abstract
Object of this thesis is to find the way how to program network protocol analyzer on the
highest level of ISO/OSI model. We need to use some of the methods for detection of
application protocols. The software described in this thesis uses traditional application-
level traffic identification method and signature-mapping-based method. Basic platform is
FreeBSD operating system. Programming language is C using libpcap library.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
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Pocˇ´ıtacˇove´ s´ıteˇ a telekomunikacˇn´ı technologie zazˇ´ıvaj´ı v posledn´ıch neˇkolika desetilet´ıch
bourˇlivy´ rozvoj. Prˇedevsˇ´ım u´speˇch Internetu prˇinesl s´ıt’ove´ technologie do komercˇn´ı sfe´ry a
do velke´ho mnozˇstv´ı doma´cnost´ı. Dı´ky prˇipojen´ı do Internetu mohou uzˇivatele´ vyuzˇ´ıvat
mnoho sluzˇeb, od prohl´ızˇen´ı webovy´ch stra´nek prˇes pouzˇ´ıva´n´ı elektronicke´ posˇty, tele-
fonova´n´ı azˇ po na´rocˇne´ multimedia´ln´ı aplikace jako je sledova´n´ı videa. Abychom mohli
vsˇechny tyto sluzˇby vyuzˇ´ıvat, potrˇebujeme spolehlivy´ chod pocˇ´ıtacˇove´ s´ıteˇ jako celku. Z toho
d˚uvodu vzniklo velke´ mnozˇstv´ı na´stroj˚u na monitorova´n´ı s´ıt´ı. Popisem jednoho zp˚usobu
monitorova´n´ı, analy´zou paket˚u, se zab´ıva tato pra´ce.
Prˇi na´vrhu analyza´toru s´ıt’ovy´ch protokol˚u je n˚utne´ d˚ukladneˇ se sezna´mit s principy
fungova´n´ı pocˇ´ıtacˇove´ s´ıteˇ. Pro komunikaci mezi sebou pouzˇ´ıvaj´ı zarˇ´ızen´ı s´ıt’ove´ protokoly.
S´ıt’ovy´ protokol je norma definovana´ na pap´ıˇre. Jako referencˇn´ı norma je pouzˇ´ıva´na norma
ISO/OSI, ktera´ je popsa´na v druhe´ kapitole. S´ıt’ Internet normu ISO/OSI nepouzˇ´ıva´,
pouzˇ´ıva´ s´ıt’ove´ protokoly rodiny TCP/IP.
Samotna´ technologie odchyta´va´n´ı paket˚u je prˇedstavena ve trˇet´ı kapitole. Nejprve jsou
rozebra´ny principy, jake´ je mozˇne´ pouzˇ´ıt k odchyta´va´n´ı dat. Pote´ na´sleduje popis zarˇ´ızen´ı
bpf (Berkeley Packet Filter), jejzˇ bude vyuzˇt k odchyta´va´n´ı paket˚u. Nakonec je popsa´no
programove´ vybaven´ı (API), ktere´ je mozˇne´ pouzˇ´ıt na realizaci s´ıt’ove´ho analyza´toru. Na
operacˇn´ıch syste´mech unixove´ho typu je to knihovna libpcap a na operacˇn´ıch syste´mech
rodiny MS Windows je to knihovna winpcap.
Cˇtvrta´ kapitola popisuje samotny´ na´vrh a implementaci analyza´toru s´ıt’ovy´ch paket˚u
na aplikacˇn´ı vrstveˇ. Je zde popsa´na jak metoda analyzova´n´ı na za´kladeˇ cˇ´ısel port˚u, tak i
metoda zalozˇena´ na signatura´ch.
Na´sleduj´ıc´ı kapitola shrnuje vy´sledky pra´ce a testova´n´ı, prˇ´ıpadneˇ porovna´va´ s jiny´mi
podobny´mi aplikacemi.
Posledn´ı kapitola je za´veˇr, ve ktere´m je shrnuto hodnocen´ı implementovane´ho syste´mu.





Komunikace mezi pocˇ´ıtacˇi je slozˇita´ veˇc. Abychom tedy mohli porozumeˇt analy´ze paket˚u,
je d˚ulezˇite´ pochopit principy komunikace pocˇ´ıtacˇ˚u navza´jem. V te´to kapitole se zameˇrˇ´ım
na popis referencˇn´ıho modelu ISO/OSI, architekturu TCP/IP a prˇenos dat.
2.1 Model ISO/OSI
Referencˇn´ı model ISO/OSI (Open Systems Interconnections) [7] byl vypracova´n organi-
zac´ı ISO (International Organization for Standardization) a v roce 1984 byl schva´len jako
mezina´rodn´ı norma ISO 7489. Model OSI nespecifikuje implementaci konkre´tn´ıho proto-
kolu, ale je abstraktn´ım popisem sedmivrstve´ s´ıt’ove´ architektury. Kazˇda´ vrstva ma´ funkce,
ktere´ vyuzˇ´ıvaj´ı sluzˇeb nejblizˇsˇ´ı nizˇsˇ´ı vrstvy a poskytuj´ı sve´ sluzˇby nejblizˇsˇ´ı vysˇsˇ´ı vrstveˇ.
Sousedn´ı vrstvy mezi sebou komunikuj´ı prˇes prˇ´ıstupovy´ bod sluzˇby (Service Access Point).


























Obra´zek 2.1: Komunikace na sedmivrstve´ architekturˇe ISO/OSI
Na´sleduje popis jednotlivy´ch vrstev a jejich funkc´ı.
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Aplikacˇn´ı vrstva
Aplikacˇn´ı vrstva, nejvysˇsˇ´ı vrstva OSI modelu, poskytuje rozhran´ı aplikac´ım, pomoc´ı ktere´ho
mohou prˇistupovat k prostrˇedk˚um komunikacˇn´ıho syste´mu. Jedna´ se o r˚uzne´ sluzˇby typu
elektronicke´ posˇty, prˇenos soubor˚u pomoc´ı protokolu FTP nebo bezpecˇne´ prˇihla´sˇen´ı na
vzda´leny´ termina´l (SSH).
Prezentacˇn´ı vrstva
Prezentacˇn´ı vrstva ma´ za u´kol transformovat prˇ´ıchoz´ı data do vhodne´ podoby, ktere´ pouzˇ´ıva´
aplikacˇn´ı vrstva. Jedna´ se prˇedevsˇ´ım o ko´dova´n´ı dat (proble´m nejvysˇsˇ´ıho bitu v bajtu) nebo
zabezpecˇen´ı prˇena´sˇene´ informace sˇifrova´n´ım, zabezpecˇen´ı integrity dat aj.
Relacˇn´ı vrstva
Relacˇn´ı vrstva rˇ´ıd´ı sezen´ı (dialog) mezi dveˇma zarˇ´ızen´ımi, vcˇetneˇ zaha´jen´ı a ukoncˇen´ı spo-
jen´ı.
Transportn´ı vrstva
Hlavn´ım c´ılem transportn´ı vrstvy je poskytova´n´ı spolehlive´ho spojen´ı mezi procesy. Trans-
portn´ı vrstva se tedy nezaby´va´ spojen´ım mezi vzda´leny´mi pocˇ´ıtacˇi, ale zajiˇst’uje komuni-
kaci mezi aplikacemi. Mezi dveˇma pocˇ´ıtacˇi je tedy mozˇne´ mı´t neˇkolik transportn´ıch spojen´ı
soucˇasneˇ. Transportn´ı vrstva zajiˇst’uje jak spolehlivy´ prˇenos dat (rˇ´ızen´ı toku, potvrzova´n´ı
prˇijet´ı, porˇad´ı paket˚u), tak i nespolehlive´ spojen´ı (bez prˇ´ıme´ho nava´za´n´ı spojen´ı, nezajiˇst’uje
potvrzova´n´ı). Adresova´n´ı aplikac´ı je jednoznacˇne´ v ra´mci jednoho zarˇ´ızen´ı.
S´ıt’ova´ vrstva
S´ıt’ova´ vrstva je zodpoveˇdna´ za prˇenos dat mezi vzda´leny´mi pocˇ´ıtacˇi. Stara´ se o vytva´rˇen´ı
s´ıt’ovy´ch paket˚u a o jejich smeˇrova´n´ı prˇi pr˚uchodu s´ıt´ı. S´ıt’ova´ vrstva je take´ zodpoveˇdna´ za
jednoznacˇne´ adresova´n´ı s´ıt’ove´ho rozhran´ı v cele´ s´ıti.
Linkova´ vrstva
Linkova´ vrstva zajiˇst’uje vy´meˇnu dat v ra´mci loka´ln´ı s´ıteˇ nebo mezi dveˇma zarˇ´ızen´ımi.
Za´kladn´ı jednotkou pro prˇenos dat je datovy´ ra´mec, ktery´ se skla´da´ ze za´hlav´ı, prˇena´sˇeny´ch
dat a za´pat´ı. V za´hlav´ı se nacha´z´ı linkova´ adresa odes´ılatele a prˇ´ıjemce (MAC adresa) a
rˇ´ıd´ıc´ı informace. V prˇena´sˇeny´ch datech jsou ulozˇeny informace pro vysˇsˇ´ı vrstvy. Za´hlav´ı
obsahuje kontroln´ı soucˇet, pomoc´ı neˇhozˇ lze zjistit, zda dosˇlo k posˇkozen´ı dat prˇi prˇenosu.
Fyzicka´ vrstva
Fyzicka´ vrstva je nejnizˇsˇ´ı vrstva OSI modelu. Definuje fyzika´ln´ı a elektricke´ vlastnosti
pouzˇ´ıvane´ prˇi komunikaci mezi zarˇ´ızen´ımi. Fyzicka´ vrstva zahajuje a ukoncˇuje spojen´ı,
popisuje signa´ly na konektorech, urcˇuje napeˇt’ove´ u´rovneˇ a specifikuje vlastnosti kabel˚u.
2.2 TCP/IP
Rodina protokol˚u TCP/IP je pojmenova´na po dvou d˚ulezˇity´ch protokolech, ktery´mi jsou
Transmission Control Protocol (TCP) a Internet Protocol (IP). V odborne´ literaturˇe je
mozˇne se setkat i s na´zvy Internet Protocol Suite (IPS).
Soubor protokol˚u TCP/IP vznikl na zˇa´dost agentury DARPA (Defense Advanced Re-
search Projects Agency) pro potrˇeby va´lecˇne´ho ohrozˇen´ı. Jedna´ se o decentralizovany´, ro-
bustny´ syste´m, ktery´ je neza´visly´ na typu fyzicke´ho me´dia - metalicke´ veden´ı, opticka´
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vla´kna, bezdra´tove´ technologie. Postupem cˇasu se z rodiny protokol˚u TCP/IP stal stan-
dard soucˇasne´ho Internetu.
Protokoly TCP/IP, jako vetsˇina protokol˚u v s´ıti Internet, jsou rozdeˇleny do vrstev.
Vrstvy jsou cˇtyrˇi, nejnizˇsˇ´ı je vrstva s´ıt’ove´ho rozhran´ı, nasleduje internetova´ vrstva, trans-



















   Model TCP/IP   Datové jednotky
Obra´zek 2.2: Porovna´n´ı model˚u OSI a TCP
Aplikacˇn´ı vrstva
Aplikacˇn´ı vrstvu vyuzˇ´ıvaj´ı programy, ktere´ potrˇebuj´ı k prˇenosu dat po s´ıti protokoly TCP/IP.
Tato vrstva obsahuje aplikace jako je HTTP, FTP, Telnet a dalˇs´ı.
Transportn´ı vrstva
Transportn´ı vrstva poskytuje prˇenos dat mezi aplikacemi beˇzˇ´ıc´ımi na vzda´leny´ch pocˇ´ıtacˇ´ıch
(vytva´rˇ´ı tzv. logicke´ spojen´ı mezi procesy). Hlavn´ımi protokoly transportn´ı vrstvy jsou TCP
(Transmission Control Protocol) a UDP (User Datagram Protocol). Protokol TCP zajiˇst’uje
spolehlivy´ prˇenos dat, tzn. vytvorˇ´ı na dobu spojen´ı virtua´ln´ı okruh mezi aplikacemi. Pro-
tokol UDP je na rozd´ıl od protokolu TCP nespojovana´ sluzˇba, tj. nezajiˇst’uje spolehlive´
spojeni. Odes´ılatel pouze odesˇle UDP datagram a uzˇ se v˚ubec nestara´, zda dosˇel prˇ´ıjemci.
Oba typy protokol˚u maj´ı sve´ vy´hody´ (UPD rychlost, TCP spolehlivost) i nevy´hody (UDP
nespolehlive´ spojen´ı, TCP protokol je pomalejˇs´ı nezˇ UDP).
Internetova´ vrstva
Internetova´ vrstva (te´zˇ nazy´vana´ s´ıt’ova´ vrstva) ma´ za u´kol dopravovat data mezi r˚uzny´mi
pocˇ´ıtacˇi v Internetu, tj. i prˇes mnohe´ LAN. Na te´to vrstveˇ je pouzˇ´ıvany´ protokol IP (Inter-
net Protocol). Dı´ky protokolu IP jsou data od odes´ılatele smeˇrova´na na mı´sto urcˇen´ı prˇes
smeˇrovacˇe. Na cesteˇ od odes´ılatele k prˇ´ıjemci se mu˚zˇe vyskytovat neˇkolik smeˇrovacˇ˚u.
Vrstva s´ıt’ove´ho rozhran´ı
Nejnizˇsˇ´ı vrstva poskytuje prˇ´ıstup na prˇenosove´ me´dium. Rodina protokol˚u TCP/IP prˇesneˇ
nespecifikovala prˇ´ıstup na fyzicke´ me´dium, je schopna´ pouzˇ´ıvat r˚uzne´ prˇenosove´ technologie
(Ethernet, Token Ring, FDDI, Frame Relay, RS-232 aj.).
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2.3 Prˇenos dat
Prˇi prˇenosu dat po s´ıti se vyuzˇ´ıva´ datovy´ch jednotek (PDU - Protocol Data Unit), ktere´
maj´ı na r˚uzny´ch vrstva´ch jine´ na´zvy. Nejmensˇ´ı jednotkou informace je jeden bit, jenzˇ slouzˇ´ı
pro prˇenos dat na nejnizˇsˇ´ı, fyzicke´ vrsteˇ. Na druhe´ vrsteˇ je ra´mec, na´sleduje IP datagram,
TCP/UPD paket a posledn´ı jsou data (obr. 2.2) [7].
Prˇenos informace z jednoho zarˇ´ızen´ı na druhe´ vyuzˇ´ıva´ zapouzdrˇen´ı. Zapouzdrˇen´ı je pro-
ces, kdy docha´z´ı k prˇenosu dat z vysˇsˇ´ı vrstvy do nizˇsˇ´ı. Tedy neˇjaky´ program chce poslat data
na vzda´leny´ pocˇ´ıtacˇ. K prˇenosu pouzˇije model TCP/IP. Pomoc´ı sady pravidel aplikacˇn´ıho
protokolu vytvorˇ´ı zpra´vu a prˇeda´ ji transportn´ı vrsteˇ. Transportn´ı vrstva zpra´vu prˇijme a
prˇida´ k n´ı za´hlav´ı. Zpra´vu zapouzdrˇ´ı (vznikne paket) a prˇeda´ s´ıt’ove´ vrstveˇ. S´ıt’ova´ vrstva
paket prˇijme, prˇida´ za´hlav´ı, zpra´vu zapouzdrˇ´ı (vznikne datagram) a prˇeda´ linkove´ vrstveˇ.
Linkova´ vrstva prˇida´ za´hlav´ı a za´pat´ı, kde je umı´steˇn kontroln´ı soucˇet. Data zapouzdrˇ´ı a
vznikne ra´mec, ktery´ prˇeda´ fyzicke´ vrstveˇ. Fyzicka´ vrstva prˇemeˇn´ı ra´mec na posloupnost












Obra´zek 2.3: Zapouzdrˇen´ı dat beˇhem prˇenosu
2.3.1 Aplikacˇn´ı vrstva
Aplikacˇn´ı vrstva poskytuje prˇ´ıstup proces˚um ke komunikacˇn´ımu syste´mu. Poskytuje velke´
mnozˇstv´ı protokol˚u (ftp, http, xmpp aj.), ktere´ definuj´ı pravidla s´ıt’ove´ komunikace a forma´ty
datovy´ch struktur. Neˇktere´ sluzˇby vyzˇaduj´ı bud’ protokol TCP nebo protokol UDP. Jine´
sluzˇby jsou schopne´ vyuzˇ´ıvat oba protokoly (za´lezˇ´ı na implementaci cˇi konfiguraci). Data
mohou by´t prˇena´sˇena jak ve formeˇ bina´rn´ı tak i textove´.
2.3.2 Transportn´ı vrstva
U´kolem transportn´ı vrstvy je vytva´rˇet tzv. logicke´ spojen´ı mezi procesy. Mezi nejd˚ulezˇiteˇjˇs´ı
protokoly transportn´ı vrstvy patrˇ´ı TCP [17] a UDP [18]. Protokol TCP poskytuje spolehlivy´
prˇenos dat (dorucˇ´ı adresa´tovy data tak, jak byla odesla´na). Nava´za´n´ı spojen´ı je realizova´no
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pomoc´ı mechanizmu three-way handshake. Protokol TCP dokonce umozˇnˇuje, aby obeˇ strany
navazovaly spojen´ı soucˇasneˇ. TCP segment ma´ strukturu zna´zorneˇnou na obr. 2.4.
Zdrojový port (source port) Cílový port (destination port)
Pořadové číslo odesílaného bajtu (sequence number)
0 168 24 31




(flags)Rezerva Délka okna (window size)
Kontrolní součet (TCP checksum) Ukazatel naléhavych dat(urgent pointer)
Volitelné položky záhlaví
DATA
Obra´zek 2.4: Za´hlav´ı TCP paketu
Protokol UDP je narozd´ıl od protokolu TCP nespolehlivou nespojovanou sluzˇbou, tzn.
nenavazuje spojen´ı. Odes´ılatel odesˇle UDP datagram prˇ´ıjemci a uzˇ se nestara´, zda prˇ´ıjemci
skutecˇneˇ prˇiˇsel (o to se stara´ vysˇsˇ´ı vrstva). Typicky se pouzˇ´ıva´ v aplikac´ıch, ktere´ pozˇaduj´ı
jednoduchost a malou rezˇii spojenou s prˇenosem. Za´hlav´ı UDP datagramu je zna´zorneˇno
na obr. 2.5
Adresova´n´ı na transportn´ı vrstveˇ je rˇesˇeno tzv. cˇ´ıslem portu, ktery´ jednoznacˇneˇ iden-
tifikuje sluzˇbu na dane´m zarˇ´ızen´ı. Cˇ´ıslo portu je dvoubajtove´, takzˇe mu˚zˇe naby´vat hodnot
0 azˇ 65535. U cˇ´ısel port˚u se te´zˇ uda´va´ typ protokolu zapisovany´ za lomı´tko. Pro protokol
UDP je jina´ sada protokol˚u nezˇ pro protokol TCP, tzn. port 53/tcp nema´ nic spolecˇne´ho
s portem 53/udp. Seznam prˇideˇleny´ch port˚u se na operacˇn´ıch syste´mech unixove´ho typu
nacha´z´ı v souboru /etc/services.
Zdrojový port (source port) Cílový port (destination port)
0 16 31
Kontrolní součet (UDP checksum)Délka dat (UDP length)
DATA
Obra´zek 2.5: Za´hlav´ı UDP paketu
2.3.3 Internetova´ vrstva
Internetova´ vrstva umozˇnˇuje propojit jednotlive´ loka´ln´ı s´ıteˇ do celosveˇtove´ho Internetu.
Obsahuje jeden ze za´kladn´ıch komunikacˇn´ıch protokol˚u, protokol IP (Internet Protocol [16]).
IP protokol je tvorˇen neˇkolika d´ılcˇ´ımi protokoly a to jsou samotny´ protokol IP, sluzˇebn´ı
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protokoly ICMP a IGMP a sluzˇebn´ı protokoly ARP a RARP, ktere´ jsou cˇasto vycˇlenˇova´ny
jako samostatne´, protozˇe jejich ra´mce neobsahuj´ı IP za´hlav´ı. Struktura IP datagramu je na
obr. 2.6.
Verze IP Celková délka IP datagramu
Identifikace IP datagramu
0 168 24 31
Doba života 
Datagramu (TTL)






Příznaky Posunutí fragmentu od počatku
Protokol vyšší
vrstvy
Kontrolní součet z IP záhlaví
(checksum)
Obra´zek 2.6: Za´hlav´ı IP datagramu
Adresova´n´ı na internetove´ vrstveˇ je reprezentova´no IP adresou, cozˇ je 32-bitove´ cˇ´ıslo
oddeˇlene´ tecˇkami. Naprˇ. 147.229.201.5 je platna´ IP adresa v s´ıti Internet. IP adresa jedno-
znacˇneˇ identifikuje s´ıt’ove´ rozhran´ı syste´mu (anglicky se jednoznacˇna´ adresa nazy´va´ uni-
cast). Pokud ma´ syste´m (pocˇ´ıtacˇ) v´ıce s´ıt’ovy´ch rozhran´ı, pak kazˇde´ rozhran´ı ma´ svoj´ı IP
adresu. Je take´ mozˇne´ pouzˇ´ıvat v´ıce IP adres na jednom s´ıt’ove´m rozhran´ı. Struktura adresy
se skla´da´ z cˇa´sti, ktera´ identifikuje s´ıt’, ve ktere´ se pocˇ´ıtacˇ nacha´z´ı a z cˇa´sti identifikuj´ıc´ı
pocˇ´ıtacˇ. IP adresy v Internetu prˇideˇluje organizace Internet Assign Numbers Authority
(IANA). V soucˇasne´ dobeˇ se pouzˇ´ıva´ IP protokol verze 4 (IPv4) a verze 6 (IPv6). Nicme´neˇ
IPv6 se zat´ım moc nerozsˇ´ıˇril. Existence dvou verz´ı je z d˚uvodu nedostatku adresn´ıho pro-
storu u IP verze 4.
Problematika adresace je velice slozˇita´ a vydala by na napsa´n´ı samotne´ pra´ce. Proto
za´jemce odkazuji na prˇ´ıslusˇnou literaturu [7].
2.3.4 Vrstva s´ıt’ove´ho rozhran´ı
Rodina protokol˚u TCP/IP se nezaby´va´ linkovou a fyzickou vrstvou. Proto je mozˇne´ tyto
protokoly provozovat na r˚uzny´ch s´ıt´ıch typu WAN (Wide Area Network - rozsa´hle´ s´ıteˇ) a
LAN (Local Area Network - loka´ln´ı s´ıteˇ). Jelikozˇ analyza´tor s´ıt’ove´ho provozu popisovany´
v te´to pra´ci bude umı´steˇn v loka´ln´ı s´ıti, je zde popsa´na pouze technologie Ethernet.
Pocˇ´ıtacˇova´ s´ıt’ Ethernet byla vyvinuta firmami DEC, Intel a Xerox. Pu˚vodn´ı Ethernet
pracoval s prˇenosovou rychlost´ı 10Mb/s, pozdeˇjˇs´ı varianta uvedena na trh pod na´zvem Fast
Ethernet umozˇnˇovala pouzˇ´ıvat rychlost 100 Mb/s. V soucˇasne´ dobeˇ je beˇzˇneˇ pouzˇ´ıva´n tzv.
Gigabit Ethernet pracuj´ıc´ı rychlost´ı 1000 Mb/s.
K prˇenosu dat se pouzˇ´ıva´ ethernetovy´ ra´mec, ktery´ ma´ promeˇnlivou de´lku. Minima´ln´ı
de´lka je 68 byt˚u (544 bit˚u), maxima´ln´ı 1522 byt˚u (12176 bit˚u) [7]. Struktura ra´mce je
zobrazena na obr. 2.7.
Ethernet ma´ na zacˇa´tku synchronizacˇn´ı preambuli, ktera´ je soucˇa´st´ı fyzicke´ vrstvy.








64 bitů 48 bitů 48 bitů 16 bitů 368 - 12000 bitů 64 bitů
Obra´zek 2.7: Forma´t Ethernet ra´mce
cˇ´ıslo, ktere´ jednoznacˇneˇ identifikuje s´ıt’ove´ rozhran´ı. MAC adresa je rozeˇlena na dveˇ cˇa´sti.
Prvn´ı cˇa´st identifikuje vy´robce dane´ho zarˇ´ızeni a druhou cˇa´st urcˇuje sa´m vy´robce, aby
definoval celosveˇtovou jedinecˇnost zarˇ´ızen´ı. Typ ra´mce pro normu IEEE 802.3 vyjadrˇuje
de´lku datove´ho pole v bajtech a pro normu Ethernet II (pouzˇ´ıva´no protokolem TCP/IP)
urcˇuje typ paketu. Na´sleduje promeˇnne´ pole, ktere´ obsahuje data vysˇsˇ´ı (internetove´ vrstvy)





V soucˇasne´ dobeˇ existuje velke´ mnozˇstv´ı na´stroj˚u na odchyta´va´n´ı paket˚u jak na operacˇn´ıch
syste´mech typu Unix, tak i na syste´mech MS Windows. Rozsah te´to pra´ce neumozˇnˇuje
popsat jednotlive´ na´stroje na r˚uzny´ch operacˇn´ıch syste´mech, proto se zameˇrˇ´ım na syste´my
unixove´ho typu (konkre´tneˇ FreeBSD [13]). Nebudu zde popisovat jednotlive´ aplikace, ale
na´stroje a techniky, pomoc´ı ktery´ch je mozˇne´ aplikace naprogramovat. Existuj´ı jeˇsteˇ hard-
warova´ rˇesˇen´ı, nicme´neˇ teˇm se veˇnovat take´ nebudu.
Hlavn´ı vy´hodou softwarovy´ch na´stroj˚u na odchyta´va´n´ı paket˚u je jejich univerza´lnost.
Naopak velka´ nevy´hoda spocˇ´ıva´ v male´ vykonnosti u vysokorychlostn´ıch s´ıt´ı. Dı´ky teˇmto





Obra´zek 3.1: Prˇep´ına´n´ı na u´rovni uzˇivatelske´ho procesu
Prvn´ı prˇ´ıstup vyuzˇ´ıva´ deˇlen´ı toku dat na u´rovni uzˇivatelske´ho procesu (obra´zek cˇ. 3.1).
Jak je z obra´zku patrne´, dorucˇen´ı dat ze s´ıt’ove´ho toku c´ılove´mu procesu je celkem na´rocˇne´,
cozˇ je velka´ nevy´hoda. Naopak vy´hodou pouzˇit´ı pomocne´ho procesu na rˇ´ızen´ı toku dat je
v jednoduche´ implementaci analyza´toru.
Druha´ mozˇnost vycha´zi z faktu, zˇe te´meˇrˇ jedna trˇetina zdrojovy´ch ko´d˚u ja´dra operacˇn´ıho
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syste´mu se ty´ka´ s´ıt’ovy´ch sluzˇeb. Proto i samotny´ na´stroj pro odchyta´va´n´ı paket˚u je umı´steˇn
v ja´drˇe (obra´zek cˇ. 3.2). Z obra´zku proti prˇedchoz´ımu rˇesˇen´ı je videˇt, zˇe pokud je analyza´tor
soucˇa´st´ı ja´dra, doka´zˇe stejnou sluzˇbu vykona´vat mnohem rychleji. Dalˇs´ım nezanedbatelny´m
pozitivem je i mozˇnost aplikovat jednoduchy´ filtr, ktery´ doka´zˇe propustit konkre´tn´ı pakety.




Obra´zek 3.2: Prˇep´ına´n´ı na u´rovni ja´dra
Mezi nevy´hody patrˇ´ı prˇedevsˇ´ım slozˇitost realizace analyza´toru jako soucˇa´st ja´dra. Prˇi
ladeˇn´ı a hleda´n´ı chyb v analyza´toru cˇasto docha´z´ı k nenada´ly´m pa´d˚um nebo k zatuhnut´ı
operacˇn´ıho syste´mu. Na za´kladeˇ teˇchto proble´mu˚ vzniklo neˇkolik v´ıce cˇ´ı me´neˇ u´speˇsˇny´ch
projekt˚u. Mezi zna´me´ patrˇ´ı naprˇ. syste´m NIT (Network Interface Tap), ktery´ byl uvolneˇn
spolecˇneˇ s operacˇn´ım syste´mem SunOS 4.1, nebo syste´m BPF (Berkeley Packet Filter).
3.1 Berkeley Packet Filter
Berkeley Packet Filter (BPF) [14] [20] [11] je soucˇa´st ja´dra operacˇn´ıho syste´mu, ktery´
umozˇnˇuje plny´ (”raw“) prˇ´ıstup na linkovou vrstvu s´ıt
’ove´ho rozhran´ı. BPF pouzˇ´ıva´ rozho-
dovac´ı filtr pracuj´ıc´ı na registrech, d´ıky cˇemuzˇ dosahuje vysoke´ propustnosti dat. Pu˚vodn´ı
unixovy´ paketovy´ filtr pouzˇ´ıval rozhodovac´ı mechanismus zalozˇeny´ na principu za´sobn´ıku,
a proto byl azˇ 20 kra´t pomalejˇs´ı.
BPF ma´ dlouhou, te´meˇrˇ 30ti letou historii. Prˇedch˚udce BPF je paketovy´ filtr Enet, ktery´
byl vytvorˇen v roce 1980 pa´ny Mike Accetta a Rick Rashid na Carnegie Mellon University.
Filtr Enet byl u´speˇsˇny´, a proto ho Jeffrey Mogul [15] prˇenesl na operacˇn´ı syste´m BSD
(Berkeley Software Distribution), kde ho da´le do roku 1983 vylepsˇoval. Dı´ky desetilete´mu
vy´voji filtru Enet vznika´ v roce 1990 BPF. Autory jsou pa´nove´ Steven McCanne a Van
Jacobson.
BPF se skla´da´ z na´sled˚uj´ıc´ıch dvou soucˇa´st´ı. Prvn´ı cˇa´st je s´ıt’ovy´ odposlech (Network
Tap) a druha´ cˇa´st je paketovy´ filtr. Na obra´zku 3.3 je zna´zorneˇn cely´ syste´m odchyta´va´n´ı
paket˚u.
S´ıt’ove´ funkce operacˇn´ıho syste´mu norma´lneˇ (bez spusˇteˇne´ho BPF) funguj´ı tak, zˇe pa-
kety prˇicha´zej´ı na rozhran´ı s´ıt’ove´ karty, ktere´ jsou da´le prˇeda´va´ny do za´sobn´ıku s´ıt’ovy´ch
protokol˚u. Jakmile je BPF aktivova´n (zacˇne poslouchat na rozhran´ı s´ıt’ove´ karty), cˇinnost
s´ıt’ove´ho podsyste´mu ja´dra se zmeˇn´ı. Prˇi dorucˇen´ı paketu na rozhran´ı s´ıt’ove´ karty jsou

























Obra´zek 3.3: Berkeley Packet Filter
cova´na prˇ´ıslusˇnou aplikac´ı). BPF prˇevezme data a prˇeda´ je do filtru ke zpracova´n´ı. Ve filtru
jsou uzˇivatelem definova´na pravidla, ktera´ urcˇuj´ı, zda budou cˇi nebudou moci data putovat
do vyrovna´vac´ı pameˇti (buffer) a pak da´le k prˇ´ıslusˇne´mu procesu. Jakmile jsou data ve
vyrovna´vac´ı pameˇti, BPF prˇeda´va´ rˇ´ızen´ı s´ıt’ove´ karteˇ a cˇeka´ na dalˇs´ı prˇ´ıchoz´ı paket.
Jelikozˇ BPF filtruje kazˇdy´ paket, ktery´ mu je prˇeda´n a cˇas mezi dorucˇeny´mi pakety je
velmi maly´ (rˇa´doveˇ mikrosekundy), nen´ı mozˇne´ pouzˇ´ıt pro kazˇdy´ paket syste´move´ vola´n´ı
read. Z toho d˚uvodu je pouzˇita vyrovna´vac´ı pameˇt’, ktera´ je rozdeˇlena na dveˇ cˇa´sti (store
a hold). Do cˇa´sti store se ukla´daj´ı prˇ´ıchoz´ı data. Jakmile dojde k naplneˇn´ı, obeˇ cˇa´sti BPF
prohod´ı. Nyn´ı se z cˇa´sti store sta´va´ cˇa´st hold, ktera´ uvoln´ı data uzˇivateske´mu procesu.
T´ım je vypra´zdneˇna a cˇeka´ na zaplneˇn´ı store cˇa´sti a na na´slednou vy´meˇnu. Pomoc´ı tohoto
mechanismu ma´ BPF vysokou datovou propustnost.
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3.2 Libpcap
Libpcap [2] [9] je programa´torske´ rozhran´ı (API), ktere´ poskytuje na´stroje k odchyta´va´n´ı a
filtrova´n´ı paket˚u. Vytva´rˇ´ı abstraktn´ı rozhran´ı mezi samotnou aplikac´ı a ja´drem operacˇn´ıho
syste´mu, d´ıky cˇemuzˇ je na´vrh a realizace programu jednodusˇsˇ´ı.
Knihovna pracuje na uzˇivatelske´ u´rovni, nen´ı tolik za´visla´ na operacˇn´ım syste´mu, a
proto ji bylo mozˇne´ u´speˇsˇneˇ prˇene´st na neˇkolik druh˚u operacˇn´ıho syste´mu Unix. Nevy´hodou
neˇktery´ch Unix˚u je absence BPF (naprˇ. Solaris), d´ıky cˇemuzˇ mus´ı knihovna libpcap emulo-
vat BPF a jej´ı vy´konnost klesa´. Na operacˇn´ıch syste´mech rodiny Windows existuje knihovna
WinPcap [3], ktera´ ma´ podobne´ vlastnosti jako knihovna libpcap. Pomoc´ı knihovny libpcap
je vytvorˇen i tento analyza´tor, v´ıce o implementaci je v na´sleduj´ıc´ı kapitole.
3.3 Analy´za protokol˚u aplikacˇn´ı vrstvy
Analy´za protokol˚u na s´ıt’ove´ a transportn´ı vrstveˇ nen´ı slozˇita´, protozˇe vsˇechny d˚ulezˇite´ infor-
mace jsou prˇena´sˇene´ v za´hlav´ı prˇ´ıslusˇne´ vrstvy. Na´rocˇneˇjˇs´ı na analy´zu je ale vrstva nejvysˇsˇ´ı,
aplikacˇn´ı. Prˇi zkouma´n´ı payload (samostatna´ prˇena´sˇena´ data, bez TCP/IP za´hlav´ı) mu˚zˇeme
vyuzˇ´ıt cˇ´ıslo portu [1] z TCP/UDP za´hlav´ı. Toto rˇesˇen´ı nen´ı u´plneˇ idea´ln´ı, protozˇe veˇtsˇina
port˚u nema´ prˇideˇlene´ konkre´tn´ı cˇ´ıslo. Situaci komplikuj´ı i noveˇ vznikaj´ıc´ı sluzˇby a pro-
gramy, ktere´ si cˇ´ısla port˚u na´hodneˇ vyb´ıraj´ı. Proto vzniklo neˇkolik metod na identifikova´n´ı
a analy´zu dat na aplikacˇn´ı u´rovni [12] [8].
• Beˇzˇna´ metoda urcˇova´n´ı aplikacˇn´ıch protokol˚u
Beˇzˇna´ metoda je zalozˇena´ na dobrˇe zna´my´ch cˇ´ıslech port˚u. Zna´ma´ cˇ´ısla mus´ı by´t mensˇ´ı
nezˇ 1024 a nebo mus´ı by´t uvedena na seznamu orgranizace IANA [1]. Pomoc´ı cˇ´ısel
port˚u mu˚zˇeme snadno rozpoznat pouzˇity´ protokol. Drˇ´ıve tato metoda dostacˇovala
k identifikaci te´meˇrˇ vesˇkere´ho s´ıt’ove´ho provozu. Vy´hoda beˇzˇne´ metody je v jedno-
duche´ implementaci. Hlavn´ı nevy´hoda je neschopnost identifikace dynamicky genero-
vany´ch cˇ´ısel port˚u (naprˇ. stremova´n´ı multime´di´ı).
• Metoda zalozˇena´ na vysˇetrˇova´n´ı payload
Metoda zalozˇena´ na vysˇetrˇova´n´ı dat nejvysˇsˇ´ı vrstvy je schopna´ odhalit aplikace, ktere´
vyuzˇ´ıvaj´ı dynamicke´ generova´n´ı cˇ´ısel port˚u. Cˇasto se s touto metodou setka´me u strea-
mova´n´ı hudby nebo videa a taky u Peer-to-Peer (P2P) programu˚, kde je nutne´ vytvorˇit
kontroln´ı a datovy´ kana´l mezi komunikuj´ıc´ımi stranami. Metoda je velice prˇesna´, cozˇ
je jej´ı vy´hoda. Naopak neprˇ´ıjemne´ je, zˇe v´ıce zateˇzˇuje syste´m, a proto mu˚zˇe mı´t nizˇsˇ´ı
propustnost.
• Metoda zalozˇena´ na signatura´ch
Metoda vyuzˇ´ıvaj´ıc´ı signatury (signatura je textovy´ rˇeteˇzec) je zalozˇena´ na faktu, zˇe
cˇa´st aplikacˇn´ıho protokolu je jednoznacˇneˇ urcˇena. Signatura prˇesneˇ odpov´ıda´ charak-
teristicke´ cˇa´sti protokolu. Prˇi analy´ze je kazˇdy´ payload porovna´n se signaturou. Dı´ky
porovna´va´n´ı vsˇech paket˚u je prˇesnost metody vysoka´. Naopak neprˇ´ıjemna´ je velka´
na´rocˇnost na syste´move´ prostrˇedky.
• Metoda pouzˇ´ıvana´ k identifikaci P2P provozu
V posledn´ı dobeˇ se mnozˇstv´ı prˇeneseny´ch dat posouva´ od klasicky´ch sluzˇeb (web, e-
mail) ke sd´ılen´ı soubor˚u a prˇena´sˇen´ı velke´ho objemu dat. Existuje spousty programu˚
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nab´ızej´ıc´ıch sluzˇby typu P2P, DirectConnect nebo KaZaA. Cˇasto jsou prˇena´sˇeny´ ne-
lega´ln´ı soubory a je nutne´ tyto sluzˇby omezit. Proto byly vytvorˇeny specia´ln´ı ana-
lyza´tory na konkre´tn´ı typ sluzˇby, naprˇ. DirectConnect. U´cˇinnost teˇchto analyza´toru




V te´to kapitole nejprve na za´kladeˇ analy´zy dane´ho proble´mu zvol´ım nejvhodneˇjˇs´ı rˇesˇen´ı a
pote´ pop´ıˇsu implementaci konecˇne´ aplikace. C´ılem na´vrhu a implementace je co nejrych-
lejˇs´ı cˇinnost analyza´toru s´ıt’ove´ho provozu, a take´ schopnost beˇhu na r˚uzny´ch operacˇn´ıch
syste´mech unixove´ho typu (FreeBSD, Linux, Solaris aj.).
4.1 Na´vrh
Kvalitn´ı na´vrh aplikace je pro vy´voj kl´ıcˇovy´, protozˇe se od neˇj odv´ıjej´ı vesˇkere´ vlast-
nosti konecˇne´ho programu. Je tedy d˚ulezˇite´ veˇnovat na´vrhu patrˇicˇnou pozornost. Jako
nejvy´hodneˇjˇs´ı se mi jev´ı prozkoumat podobne´ na´stroje na analyzova´n´ı s´ıt’ove´ho provozu
(tcpdump, wireshark, snort atd.) a pote´ implementovat pouzˇite´ techniky z teˇchto na´stroj˚u.
4.1.1 Analy´za proble´mu
Aby bylo mozˇne´ navrhnout co mozˇna´ nejefektivneˇjˇs´ı rˇesˇen´ı dane´ho proble´mu, je nutne´ ho
d˚ukladneˇ analyzovat. Tato analy´za by meˇla odpoveˇdeˇt na dveˇ hlavn´ı ota´zky, ktery´mi jsou:
• Jaky´ pouzˇ´ıt syste´m na odchyta´va´n´ı paket˚u s´ıt’ove´ komunikace?
• Jak efektivneˇ analyzovat provoz na aplikacˇn´ı vrstveˇ?
Odpoveˇd’ na prvn´ı ota´zku nen´ı tolik na´rocˇna´, protozˇe v soucˇasne´ dobeˇ existuje velke´
mnozˇstv´ı rˇesˇen´ı. Na odchyta´va´n´ı paket˚u je mozˇne´ pouzˇ´ıt jak specia´ln´ı hardwarova´ zarˇ´ızen´ı,
tak i optimalizovane´ softwarove´ na´stroje. Vy´hodou hardwarovy´ch zarˇ´ızen´ı je vysoka´ efekti-
vita odchyta´va´n´ı s´ıt’ove´ho provozu. Nopak neprˇ´ıjemna´ je horsˇ´ı dostupnost teˇchto zarˇ´ızen´ı, a
take´ cena je dost vysoka´. U softwarovy´ch na´stroj˚u je situace opacˇna´. Jsou snadno dostupne´,
neˇktere´ se distribuuj´ı pod svobodnou licenc´ı. Mezi dalˇs´ı vy´hodu patrˇ´ı univerza´lnost rˇesˇen´ı.
V te´to pra´ci byl pouzˇit softwarovy´ na´stroj na odchyta´va´n´ı paket˚u, konkre´tneˇ knihovna
libpcap [2].
Zodpoveˇzen´ı druhe´ ota´zky je o neˇco na´rocˇneˇjˇs´ı. Jesˇteˇ v neda´vne´ minulosti se na roz-
pozna´va´n´ı protokol˚u aplikacˇn´ı vrstvy vy´hradneˇ pouzˇ´ıvaly cˇ´ısla port˚u [1]. Nicme´neˇ v soucˇasne´
dobeˇ nen´ı tento mechanizmus tak spolehlivy´. Du˚vodem je pouzˇ´ıva´n´ı r˚uzny´ch aplikac´ı, ktere´
vyuzˇ´ıvaj´ı ke komunikaci s protistranou dynamicky generovana´ cˇ´ısla port˚u. Z tohoto d˚uvodu
vzniklo neˇkolik mechanizmu˚, ktere´ analyzuj´ı pakety jinou metodou nezˇ jenom zkouma´n´ım
cˇ´ısel port˚u. Mezi tyto metody patrˇ´ı i detekce protokol˚u zalozˇena´ na signatura´ch, cozˇ jsou
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rˇeteˇzce specificke´ pro konkre´tn´ı aplikacˇn´ı protokol. V te´to pra´ci je nejen pouzˇita metoda
zalozˇena´ na detekci cˇ´ısel port˚u, ale i metoda zalozˇena´ na signatura´ch.
Neme´neˇ d˚ulezˇite´ je i pouzˇit´ı vhodne´ho operacˇn´ıho syste´mu. Jak jsem se zmı´nil drˇ´ıve,
popisovana´ aplikace vyuzˇ´ıva´ knihovnu libpcap a je ji mozˇne´ pouzˇ´ıvat na operacˇn´ım syste´mu
FreeBSD. Je mozˇne´ ale pouzˇ´ıt jine´ kombinace, jako naprˇ. OS Linux. Take existuj´ı na´stroje
vhodne´ pro operacˇn´ı syste´my rodiny Microsoft Windows, konkre´tneˇ knihovna winpcap.
4.2 Implementace
Beˇhem vy´voje byl jako referencˇn´ı pouzˇit osobn´ı pocˇ´ıtacˇ s procesorem architektury i386,
konkre´tneˇ AMDAthlon 1800+. Pameˇti bylo mozˇne´ vyuzˇ´ıt 1024 MB. S´ıt’ove´ rozhran´ı pocˇ´ıtacˇe
je typu Ethernet. Jako implementacˇn´ı jazyk byl pouzˇit jazyk C. S´ıt’ovy´ analyza´tor je
rozdeˇlen na dveˇ cˇa´sti. Jedna se stara´ o odchyta´va´n´ı s´ıt’ove´ho provozu a druha´ o samotne´












Obra´zek 4.1: Sche´ma analyza´toru
4.2.1 Odchyta´va´n´ı dat
Ja´drem s´ıt’ove´ho analyza´toru je syste´m na odchyta´va´n´ı dat, ktery´ je implementova´n pomoc´ı
knihovny libpcap. Dı´ky te´to knihovneˇ je vytvorˇen´ı ja´dra analyza´toru jednodusˇsˇ´ı, protozˇe
nen´ı nutne´ prˇistupovat k n´ızkou´rovnˇovy´m funkc´ım operacˇn´ıho syste´mu.
Prvn´ı veˇc, jenzˇ program mus´ı vykonat, je zjiˇsteˇn´ı jme´na s´ıt’ove´ho zarˇ´ızen´ı, na ktere´m
bude odposloucha´vat s´ıt’ovou komunikaci. Jelikozˇ je velmi cˇaste´, zˇe pocˇ´ıtacˇ obsahuje v´ıce
s´ıt’ovy´ch karet, je dobre´ vyhledat vsˇechny na´zvy (zajist´ı funkce pcap findalldevs()), a
pote´ si spra´vneˇ ze seznamu vybrat. Na´sleduje nastaven´ı s´ıt’ove´ karty na odposloucha´va´n´ı a
16
prˇepnut´ı do tzv. promiskuitn´ıho rezˇimu. Promiskuitn´ı rezˇim zp˚usob´ı, zˇe s´ıt’ova´ karta prˇij´ıma´
vesˇkere´ ra´mce linkove´ vrstvy.
Nevy´hodou prˇ´ıj´ıman´ı vsˇech linkovy´ch ra´mc˚u je v zahlcen´ı syste´mu. Jakmile cˇas potrˇebny´
k analy´ze jednoho ra´mce je vysˇsˇ´ı nezˇ rozd´ıl cˇas˚u po sobeˇ jdouc´ıch ra´mc˚u, docha´z´ı ke ztra´teˇ
prˇijaty´ch ra´mc˚u a t´ım i nemozˇnost urcˇit aplikacˇn´ı protokol. Proto je vhodne´ vyuzˇ´ıt pake-
tovy´ filtr BPF [14], ktery´ umozˇnˇuje filtrovat data na s´ıt’ove´ a transportn´ı vrstveˇ. Zarˇ´ızen´ı
BPF odposloucha´va´ data na u´rovni ja´dra operacˇn´ıho syste´mu a je d´ıky tomu velmi efek-
tivn´ı. Konfigurace filtru je velice rozsa´hla´ a ani nen´ı prˇedmeˇtem te´to pra´ce. U´plny´ popis
jednotlivy´ch vy´raz˚u je mozˇne´ naj´ıt v manua´lovy´ch stra´nka´ch programu tcpdump [10].
Pokud je s´ıt’ove´ rozhran´ı spra´vneˇ nastaveno a BFP zarˇ´ızen´ı vhodneˇ nakonfigurova´no,
mu˚zˇe zacˇ´ıt odposloucha´va´n´ı s´ıt’ove´ komunikace a prˇeda´va´n´ı dat analyza´toru aplikacˇn´ıch pro-
tokol˚u. Knihovna libpcap prˇi kazˇde´m zachycene´m ra´mci prˇeda´va´ ukazatel na jeho zacˇa´tek
a za´rovenˇ strukturu pcap pkthdr, ve ktere´ je ulozˇen cˇas odchycen´ı ra´mce, velikost odchy-
ceny´ch dat a skutecˇnou velikost dat. Prˇijata´ data odeb´ıra´ druha´ cˇa´st analyza´toru, ktera´
ma´ za u´kol prove´st rozbor kazˇde´ho ra´mce a zjistit protokol aplikacˇn´ı vrstvy prˇ´ıpadneˇ jine´
informace.
4.2.2 Zpracova´n´ı prˇijaty´ch dat
Jelikozˇ knihovna libpcap prˇeda´va´ ukazatel na zacˇa´tek odchycene´ho ra´mce (obra´zek cˇ. 4.2),
nen´ı mozˇne´ hned analyzovat data na aplikacˇn´ı vrstveˇ, ale je potrˇeba se k nim nejdrˇ´ıve
dostat, tzn. vhodneˇ posunout ukazatel na zacˇa´tek aplikacˇn´ı vrstvy. Proto je velmi d˚ulezˇite´





Obra´zek 4.2: Odchyceny´ ra´mec
Prvn´ı za´hlav´ı na obra´zku 4.2 je za´hlav´ı vrstvy s´ıt’ove´ho rozhran´ı ethernet. Skla´da´ se
z MAC (Media Access Control) adresy prˇ´ıjemce a z MAC adresy odes´ılatele. Posledn´ı
polozˇka ma´ dvoj´ı pouzˇit´ı. Pokud struktura ra´mce odpov´ıda´ normeˇ Ethernet II, pote´ tato
polozˇka nese typ protokolu. Pokud struktura ra´mce odpov´ıda´ normeˇ ISO 8802-3, tak v te´ho
cˇa´sti je zaznamena´na de´lka prˇena´sˇeny´ch dat. V soucˇasne´ dobeˇ se v naproste´ veˇtsˇineˇ prˇ´ıpad˚u
v Internetu setka´va´me s protokolem Etherent II. Velikost hlavicˇky je 14 bajt˚u. Abychom
mohli z´ıskat jednotlive´ uda´je z hlavicˇky, je nutne´ v jazyce C definovat na´sleduj´ıc´ı strukturu:
struct ether_header {
u_char ether_dhost[ETHER_ADDR_LEN]; // destination host address
u_char ether_shost[ETHER_ADDR_LEN]; // source host address
u_short ether_type; // type
};
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Pomoc´ı prˇetypova´n´ı prˇijaty´ch dat touto strukturou je mozˇne´ z´ıskat MAC adresy a typ
protokolu vysˇsˇ´ı vrstvy. Tento princip prˇetypova´n´ı je pouzˇit i u s´ıt’ove´ a transportn´ı vrstvy.
Du˚lezˇite´ je da´t si pozor na ukazatele, aby neukazovaly na sˇpatne´ mı´sto v pameˇti. T´ım
bychom dostaly neprˇesne´ u´daje nebo by byl mozˇny´ pa´d cele´ aplikace.
Posunut´ım ukazatele o velikost za´hlav´ı linkove´ vrstvy (v nasˇem prˇ´ıpadeˇ 14 bajt˚u) je
mozˇne´ prˇistupovat k jednotlivy´m polozˇka´m za´hlav´ı s´ıt’ove´ vrstvy. Opeˇt je nutne´ pouzˇ´ıt
strukturu kv˚uli prˇetypova´n´ı, ktera´ vypada´ takto:
struct ip_header {
u_char ip_vhl; // version (4 bits) + IP header length
u_char ip_tos; // type of service
u_short ip_len; // total length IP datagram
u_short ip_id; // identification
u_short ip_flags_fo; // flags (3 bits) + fragment offset
u_char ip_ttl; // time to live
u_char ip_proto; // protocol transport layer
u_short ip_crc; // checksum
struct in_addr ip_src, ip_dst; // source and destination address
};
Jedna´ se o protokol IP verze 4. Z pohledu analyza´toru protokol˚u aplikacˇn´ı vrstvy jsou
nejd˚ulezˇiteˇjˇs´ı polozˇky de´lka za´hlav´ı IP datagramu a typ protokolu vysˇsˇ´ı vrstvy. De´lka za´hlav´ı
nen´ı uva´deˇna v bajtech, ale ve cˇtyrˇbajtech. Proto mus´ı by´t de´lka za´hlav´ı na´sobena cˇtyrˇmi,
abychom dostali spra´vnou hodnotu. Polozˇka protokol vysˇsˇ´ı vrstvy bude naby´vat hodnot
pouze TCP nebo UDP, ostatn´ı protokoly budou ignorova´ny.
Deko´dova´n´ı na transportn´ı vrstveˇ je podobne´ jako v prˇedchoz´ım prˇ´ıpadeˇ. Rozd´ıl je
v pouzˇit´ı dvou transportn´ıch protokol˚u – TCP a UDP. TCP je slozˇiteˇjˇs´ı protokol. Definice
TCP hlavicˇky je na´sleduj´ıc´ı:
struct tcp_header {
u_short th_sport; // source port
u_short th_dport; // destination port
u_int th_seq; // sequence number
u_int th_ack; // acknowldgement number
u_char th_hl; // header length (4 bits) + reserve (4 bits)
u_char th_flags; // flags (8 bits)
u_short th_win; // window size
u_short th_crc; // checksum
u_short th_urp; // urgent pointer
};
Du˚lezˇite´ polozˇky TCP protokolu jsou zdrojovy´ a c´ılovy port, neˇktere´ prˇ´ıznaky a de´lka´
za´hlav´ı. De´lka za´hlav´ı je opeˇt uva´deˇna ve cˇtyrˇbajtech. V soucˇasne´ dobeˇ se pouzˇ´ıva´ osm
prˇ´ıznak˚u (RFC 3168 [19]) mı´sto drˇ´ıveˇjˇs´ıch sˇesti.
Za´hlav´ı UDP protokolu je jednodusˇsˇ´ı nezˇ u TCP. Skla´da´ se pouze ze cˇtyrˇ polozˇek,
mezi ktere´ patrˇ´ı cˇ´ıslo zdrojove´ho a c´ılove´ho portu, kontroln´ı soucˇet a de´lka dat. De´lka dat
je v tomto prˇ´ıpadeˇ velikost za´hlav´ı a velikost dat, ktere´ protokol nese. Minima´ln´ı de´lka
za´hlav´ı je tedy 8 bajt˚u, tj. UDP paket obsahuj´ıc´ı pouze za´hlav´ı a zˇa´dna´ data.
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4.2.3 Analy´za payload
Jakmile jdou zjiˇsteˇny d˚ulezˇite´ hodnoty ze s´ıt’ove´ a transportn´ı vrstvy´ a ukazatel je nasta-
ven na zacˇa´tek aplikacˇn´ı vrstvy, je mozˇne´ prˇistoupit k samotne´ analy´ze aplikacˇn´ı vrstvy.
Program pouzˇ´ıva´ k rozboru dat dva r˚uzne´ prˇ´ıstupy. Prvn´ı prˇ´ıstup urcˇuje typ aplikacˇn´ıho
protokolu na za´kladeˇ cˇ´ısel port˚u, naopak druhy´ prˇ´ıstup je zalozˇen na signatura´ch.
Metoda vyuzˇ´ıvaj´ıc´ı k analy´ze aplikacˇn´ı vrstvy cˇ´ısla port˚u je nejstarsˇ´ı metoda, a proto
je velice rozsˇ´ıˇrena´. Jej´ı vy´hoda je v jednoduche´m pouzˇit´ı. Vsˇechny zna´me´ cˇ´ısla port˚u
prˇiˇrazene´ konkre´tn´ım aplikacˇn´ım protokol˚um je mozˇne´ naj´ıt na webovy´ch stra´nka´ch or-
ganizace IANA [1], prˇ´ıpadneˇ na operacˇn´ıch syste´mech typu Unix je mozˇne´ cˇ´ısla naj´ıt v sou-
boru /etc/services. Struktura souboru je pevneˇ dana´, kazˇdy´ rˇa´dek obsahuje jeden za´znam
a vypada´ na´sledovneˇ:
jme´no protokolu cˇı´slo portu/[udp|tcp] komenta´rˇ
Po spusˇteˇn´ı analyza´tor nacˇte vsˇechny za´znamy ze souboru do pole struktur. Pole obsa-
huje 65 536 struktur a indexem je cˇ´ıslo portu. Kazˇda´ struktura obsahuje jme´no aplikacˇn´ıho










Posledn´ı trˇi rˇa´dky slouzˇ´ı k uchova´va´n´ı pocˇtu pouzˇit´ı jednotlivy´ch port˚u a na´sledneˇ
k vy´pisu statistik. Prˇi odchytnut´ı linkove´ho ra´mce a na´sledne´m analyzova´n´ı dojde pouze
k porovna´n´ı cˇ´ısel port˚u. Pokud cˇ´ıslo portu odpov´ıda´ neˇjake´mu za´znamu, je prˇ´ıslusˇne´ jme´no
protokolu vypsa´no na standardn´ı vy´stup. V opacˇne´m prˇ´ıpadeˇ program ozna´mı´, zˇe aplikacˇn´ı
protokol je nezna´my´. Dı´ky tomuto jednoduche´mu mechanizmu je mozˇne´ z´ıskat celkem
veˇrohodny´ prˇehled o pouzˇit´ı r˚uzny´ch aplikac´ı ve sledovane´ s´ıti.
Neprˇ´ıjemna´ vlastnost analyza´toru, ktery´ rozpozna´va´ aplikacˇn´ı protokoly pouze na za´kladeˇ
cˇ´ısel port˚u, je v neschopnosti vypa´trat r˚uzne´ programy, jejzˇ pouzˇ´ıvaj´ı ke komunikaci na´hodna´
cˇ´ısla port˚u. Pro analy´zu protokol˚u, ktere´ vyuzˇ´ıvaj´ı dynamicky generovane´ cˇ´ısla port˚u, je
tedy nutne´ pouzˇ´ıt d˚umyslneˇjˇs´ı na´stroje. Jedn´ım z nich je zkouma´n´ı signatur jednotlivy´ch
aplikacˇn´ıch protokol˚u (na podobne´ metodeˇ je zalozˇen syste´m IDS Bro [4], nebo projekt
l7-filter [5] [6]).
Program vyuzˇ´ıva´ pro popis signatur aplikacˇn´ıch protokol˚u regula´rn´ı vy´razy. Regla´rn´ı
vy´razy mu˚zˇe uzˇivatel vymyslet sa´m, nebo je mozˇne´ neˇkte´re´ regula´rn´ı vy´razy prˇevz´ıt z pro-
jektu l7-filtr [5]. Regula´rn´ı vy´raz je rˇeteˇzec popisuj´ıc´ı celou mnozˇinu rˇeteˇzc˚u. Regula´rn´ı
vy´raz se skla´da´ z litera´l˚u textu, ktere´ se maj´ı shodovat, a specia´ln´ıch znak˚u, ktere´ nejsou
soucˇa´st´ı hledane´ho textu.
Programove´ vybaven´ı, tedy funkce a struktury pro pra´ci s regula´rn´ımi vy´razy je mozˇne´
naj´ıt v souboru regex.h, ktery´ se nacha´z´ı ve zdrojovy´ch ko´dech operacˇn´ıho syste´mu (naprˇ.
FreeBSD ma´ tento soubor v adresa´rˇi /usr/include). Pokud ma´ program pouzˇ´ıt regula´rn´ı
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vy´razy na analy´zu s´ıt’ove´ho provozu, je nejdrˇ´ıve nutne´ prˇelozˇit dany´ regula´rn´ı vy´raz do
tzv. vnitrˇ´ıho stavu (deterministicky´ konecˇny´ automat). Toho dosa´hneme pomoc´ı funkce
regcomp(). Jakmile je regula´rn´ı vy´raz ve formeˇ struktury, ktera´ popisuje deterministicky´
konecˇny´ automat, je mozˇne´ pouzˇ´ıt funkci regexec() na vyhleda´va´n´ı reteˇzce v odchyta´vany´ch
datech.
Nevy´hodou v pouzˇit´ı regula´rn´ıch vy´raz˚u je na´rocˇnost na vy´kon pocˇ´ıtacˇe. Nen´ı veˇtsˇinou
mozˇne´, aby analy´za s´ıt’ove´ho provozu pomoc´ı signatur prob´ıhala na vesˇkery´ch odchyceny´ch
datech, zvla´sˇteˇ pak na vysokorychlostn´ıch s´ıt´ıch. Docha´zelo by k u´niku dat a t´ım i k nemozˇnosti
analyzovat kazˇdy´ paket. Proto je nutne´ vhodneˇ nastavit n´ızkou´rovnˇovy´ filter zarˇ´ızen´ı BPF





V te´to kapitole jsou popsa´ny r˚uzne´ testy, ktere´ byly prova´deˇne´ na sledovane´m syste´mu. Prˇi
realizaci analyza´toru s´ıt’ove´ho provozu je nutne´ obslouzˇit vsˇechny prˇ´ıchoz´ı linkove´ ra´mce
a to v co nejkratsˇ´ı dobeˇ. Dı´ky test˚um je mozˇne´ odhalit slaba´ mı´sta syste´mu a navrhnou
optimalizace. Testy byly prova´deˇny na s´ıti typu Ethernet. Pouzˇity´ pocˇ´ıtacˇ meˇl procesor
AMD Athlon 64 o frekvenci 2400 MHz a 1024 MB RAM. Operacˇn´ı syste´m byl pouzˇit
FreeBSD 7.1.
5.1 Metodika testova´n´ı
Za´kladem provedeny´ch test˚u bylo meˇrˇen´ı cˇasu mezi r˚uzny´mi dveˇma cˇa´stmi programu. Na
tyto u´cˇely se hod´ı funkce a struktury deklarovane´ v hlavicˇkove´m souboru time.h. Konkre´tn´ı
pouzˇita´ struktura se jmenuje timespec definovana´ na´sledovneˇ:
struct timespec {
time_t tv_sec; // seconds
long tv_nsec; // nanoseconds
};
Ve zdrojove´m ko´du programu jsou pouzˇity dveˇ tyto struktury – na zacˇa´tku a na konci
meˇrˇene´ho u´seku. Pomoc´ı funkce clock gettime() jsou inicializova´ny. Rozd´ılem hodnot ze
struktury timespec je mozˇne´ z´ıskat dobu analy´zy jednoho ra´mce.
Vsˇechna meˇrˇen´ı byla prova´deˇna v sˇesti pokusech. Rychlost prˇena´sˇen´ı dat byla na trˇech
u´rovn´ıch – 10 Mb/s, 100 Mb/s a 1000 Mb/s. Prˇi kazˇde´m testu je mozˇne´ nastavit filtro-
van´ı na u´rovni BPF. Vsˇechny testy maj´ı stejnou u´roveˇnˇ nastave´n´ı filtru a to na hodnotu
”ip“. V rea´lne´m provozu je mozˇne´ r˚uzneˇ optimalizovat tento filtr a dosa´hnout tak lepsˇ´ıch
vy´sledk˚u.
Testy jsou rozdeˇleny na dveˇ cˇa´sti. Prvn´ı cˇa´st vyuzˇ´ıva k analy´ze cˇ´ısla port˚u, druha´
cˇa´st signatury. Nejprve je otestova´na rychlost detekce beˇzˇneˇ pouzˇ´ıvany´ch protokol˚u. Pote´
na´sleduje test vyt´ızˇen´ı pocˇ´ıtacˇe a pocˇet odchyceny´ch, zpracovany´ch a odmı´tnuty´ch ra´mc˚u.
Zejme´na pomeˇr pocˇtu odchyceny´ch paket˚u ku pocˇtu zpracovany´ch paket˚u vypov´ıda´ o efek-
tivnosti navrhnute´ho syste´mu. Posledn´ı test byl zameˇrˇen na zjiˇsteˇn´ı cˇ´ısel port˚u, ktere´ jsou
ve sledovane´ s´ıti pouzˇ´ıva´ny.
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5.2 Testy a vy´sledky
C´ılem prvn´ıho meˇrˇen´ı bylo zjistit rychlost urcˇova´n´ı aplikacˇn´ıho protokolu na za´kladeˇ cˇ´ısla
portu. Jak je videˇt z tabulky 5.1, detekce prob´ıhala celke´m rychle a v podobny´ch cˇasech
u vsˇech zkoumany´ch protokol˚u. Je to z toho d˚uvodu, zˇe urcˇova´n´ı aplikacˇn´ıch protokol˚u na
za´kladeˇ vsˇech zna´my´ch port˚u je pro vsˇechny aplikacˇn´ı protokoly stejna´. Analyza´tor obslouzˇil
vsˇechny odchycene´ ra´mce, protozˇe prˇipojen´ı do Internetu je rˇa´dove v jednotka´ch Mb/s.
Meˇrˇen´ı: 1. [µs] 2. [µs] 3. [µs] 4. [µs] 5. [µs] 6. [µs] Pr˚umeˇr
HTTP 15,37 17,32 15,64 15,37 15,65 15,95 15,88
FTP 15,64 28,78 15,66 15,92 15,65 25,98 19,61
SMTP 20,31 16,23 15,39 15,33 15,92 15,37 16,43
POP3 17,04 15,64 15,92 21,51 15,64 15,62 16,90
DNS 15,65 15,92 16,48 15,37 40,23 15,62 19,88
SSH 16,20 15,92 15,36 15,64 15,92 16,48 15,92
Tabulka 5.1: Cˇas potrˇebny´ k analy´ze jednoho ra´mce (cˇ´ısla port˚u)
Na´sleduj´ıc´ı test byl provedem s ohledem na celkovou datovou propust analyza´toru,
zejme´na pak co se ty´cˇe rychlosti analy´zy paket˚u. Za t´ımto u´cˇelem byl vytvorˇen soubor
o velikosti 200 Mb, ktery´ byl kop´ırova´n z jednoho pocˇ´ıtacˇe na druhy´. Oba pocˇ´ıtacˇe jsem
zapojil prˇ´ımo krˇ´ızˇovy´m kabelem, aby docha´zelo co mozˇna´ nejme´neˇ ke koliz´ım. Z tabulky
5.2 je videˇt, ze v prˇ´ıpadeˇ rychlosti prˇenosu dat 10 Mb/s je u´speˇsˇnost analyzova´n´ı paket˚u
vysoka´. I vyt´ızˇen´ı procesoru je na prˇijatelny´ u´rovni.
Rychlost s´ıteˇ 10 Mb/s
Vyuzˇit´ı CPU Odchycene´ Zpracovane´ Nezpracovane´ U´speˇsˇnost
HTTP 58% 202 350 195 537 6 709 96%
FTP 66% 205 422 202 114 3 216 98%
Rychlost s´ıteˇ 100 Mb/s
HTTP 88% 201 363 28 387 172 965 14%
FTP 97% 211 618 23 274 188 331 11%
Rychlost s´ıteˇ 1000 Mb/s
HTTP 98% 220 523 3 876 216 647 1,75%
FTP 98% 213 711 3 625 210 086 1,69%
Tabulka 5.2: U´speˇsˇnost analy´zy odchyceny´ch ra´mc˚u
Naopak u s´ıt´ı o rychlostech 1 000 Mb/s nebo vysˇsˇ´ıch je pouzˇit´ı tohoto analyza´toru
te´merˇ nemozˇne´. Procesor je zat´ızˇen u´plneˇ na maximum a veˇtsˇina prˇijaty´ch paket˚u mus´ı by´t
zahozena. Zpracova´ny´ch ra´mc˚u jsou necela´ dveˇ procenta, cozˇ je kazˇdy´ 56ty´.
Zat´ımco urcˇova´n´ı aplikacˇn´ıch protokol˚u vyuzˇ´ıvaj´ıc´ı cˇ´ısla port˚u je na pomalejˇs´ıch s´ıt´ıch
celkem u´speˇsˇne´, prˇi pouzˇit´ı signatur k detekci je situace komplikovaneˇjˇs´ı. Za´lezˇ´ı totizˇ na
slozˇitosti regula´rn´ıho vy´razu, ktery´ dany´ aplikacˇn´ı protokol popisuje. Z tohoto d˚uvodu je
doba potrˇebna´ k analyzova´n´ı konkre´tn´ıho protokolu r˚uzneˇ dlouha´.
Tabulka 5.3 shrnuje dobu analy´zy jednoho ra´mce konkre´tn´ıho protokolu. Na prvn´ı po-
hled je videˇt, zˇe pr˚umeˇrne´ cˇasy se zvy´sˇily, neˇktere´ dokonce neˇkolikra´t. Zejme´na u protokolu
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Meˇrˇen´ı: 1. [µs] 2. [µs] 3. [µs] 4. [µs] 5. [µs] 6. [µs] Pr˚umeˇr
HTTP 75,37 87,37 89,14 95,37 98,65 91,92 88,63
FTP 44,64 47,87 55,63 49,92 53,65 60,98 52,27
SMTP 30,32 36,23 29,39 31,33 35,25 33,37 32,65
POP3 37,24 31,64 45,29 35,73 32,46 39,42 36,97
DNS 65,45 55,32 59,48 69,37 54,83 65,65 61,68
SSH 26,23 22,25 31,36 25,47 29,92 31,65 27,81
Tabulka 5.3: Cˇas potrˇebny´ k analy´ze jednoho ra´mce (signatury)
http je na´r˚ust cˇasu detekce vysoky´. Nicme´neˇ zvy´sˇen´ı cˇasu se dalo ocˇeka´vat, protozˇe re-
gula´rn´ı vy´raz popisuj´ıc´ı http protokol je pomeˇrneˇ komplikovany´. Nav´ıc vysoky´ cˇas detekce
je take´ neprˇ´ıjemny´ z dalˇs´ıho d˚uvodu, ktery´m je cˇaste´ pouzˇit´ı protokolu http. A jak je videˇt
z tabulky 5.5, te´meˇrˇ 72% komunikace je uskutecˇneˇna´ pomoc´ı protokolu http.
Rychlost s´ıteˇ 10 Mb/s
Vyuzˇit´ı CPU Odchycene´ Zpracovane´ Nezpracovane´ U´speˇsˇnost
HTTP 98% 203 012 35 557 166 943 18%
FTP 98% 206 131 71 736 134 394 34%
Rychlost s´ıteˇ 100 Mb/s
HTTP 98% 201 954 5 161 196 634 2,6%
FTP 98% 212 147 8 951 203 195 4,2%
Rychlost s´ıteˇ 1000 Mb/s
HTTP 98% 218 936 876 217 839 0,5%
FTP 98% 211 375 1 394 209 980 0,7%
Tabulka 5.4: U´speˇsˇnost analy´zy odchyceny´ch ra´mc˚u (signatury)
Pro zaj´ımavost je v tabulce 5.4 uvedena u´speˇsˇnost detekce aplikacˇn´ıch protokol˚u v za´vislosti
na r˚uzneˇ pouzˇite´ prˇenosove´ rychlosti. U rychlost´ı kolem 1 Gb/s a vy´sˇe je prakticky nemozˇne´
rozumny´m zp˚usobem analyzovat s´ıt’ovy´ provoz t´ımto analyza´torem. Je potrˇeba pouzˇ´ıt jine´
techniky, aby vy´sledek nebyl tak zˇalostny´ jako v tomto prˇ´ıpadeˇ.
Posledn´ı test byl zameˇrˇen na zjiˇsteˇn´ı veˇtsˇiny cˇ´ısel port˚u, ktere´ jsou na sledovane´ s´ıti
pouzˇ´ıva´ny. Dı´ky tomuto testu je mozˇne´ z´ıskat celkovy´ prˇehled pouzˇ´ıvany´ch aplikac´ı. Sle-
dovana´ s´ıt’ se skla´da´ ze cˇtyrˇ pocˇ´ıtacˇ˚u a jednoho serveru, ktery´ slouzˇ´ı jako datove´ ulozˇisteˇ.
Tato s´ıt’ je prˇipojena do Internetu prostrˇednictv´ım bra´ny (router), na ktere´ beˇzˇel analyza´tor
24 hodin. Rychlost prˇipojen´ı do Internetu je 2 Mb/s. Jednalo se o malou firemn´ı s´ıt’. Po
ukoncˇen´ı progrma vytiskl statistiku pouzˇity´ch port˚u. Seznam cˇ´ısel port˚u je zobrazen v ta-
bulce 5.5.
Provedeny´ test odhalil neˇktere´ zaj´ımavosti. Veˇtsˇina s´ıt’ove´ho provozu uskutecˇneˇne´ho
smeˇrem do Internetu pouzˇ´ıva´ protokol http, konkre´tneˇ 71%. Na druhe´m mı´steˇ je za-
bezpecˇeny´ protokol https. Na´sleduj´ı dalˇs´ı protokoly aplikacˇn´ı vrstvy, ktere´ jsou ale pouzˇity
v mensˇ´ı mı´ˇre. Druhe´ zajimave´ zjiˇsteˇn´ı je, zˇe veˇtsˇina (te´meˇrˇ 90%) cˇ´ısel port˚u je mensˇ´ı nezˇ
1024. Je to zp˚usobene´ firemn´ı politikou, kdy je zaka´zane´ sd´ılen´ı soubor˚u. U jiny´ch s´ıt´ı je
pouzˇit´ı s´ıt’ovy´ch aplikac´ı r˚uzne´ a t´ım i seznam cˇ´ısel port˚u se bude jisteˇ liˇsit. Zejme´na pokud
se bude jednat o r˚uzne´ komunitn´ı s´ıteˇ, prˇ´ıpadneˇ pira´tske´ s´ıteˇ, tak bude vy´skyt dynamicky
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Protokol Port Pocˇet ra´mc˚u % Ra´mc˚u
HTTP 80 963 551 71,23%
HTTPS 443 85 898 6,35%
FTP 21 38 147 2,82%
SSH 22 16 773 1,24%
SMTP 25 19 885 1,47%
POP 110 25 160 1,86%
DNS 53 43 963 3,25%
ICQ 5190 74 129 5,48%
XMPP 5222 38 552 2,85%
Zbytek 46 669 3,45%
< 1024 1 193 380 88,22%
≥ 1024 159 351 11,78%
celkem 1 352 731 100%
Tabulka 5.5: Cˇasto pouzˇ´ıvana´ cˇ´ısla port˚u





Hlavn´ım c´ılem te´to pra´ce bylo nale´zt zp˚usob, jak naprogramovat aplikaci typu s´ıt’ovy´ ana-
lyza´tor, ktery´ je schopen efektivneˇ odchyta´vat s´ıt’ovy´ provoz a analyzovat aplikacˇn´ı vrstvu.
Tento proble´m nespocˇ´ıva´ v proste´m naprogramova´n´ı dane´ aplikace, ale je nutne´ pocho-
pit princip fungova´n´ı pocˇ´ıtacˇovy´ch s´ıt´ı a operacˇn´ıch syste´mu˚. Take´ je nutne´ nastudovat
problematiku kolem regula´rn´ıch vy´raz˚u.
Ve druhe´ a trˇet´ı kapitole je probra´na teorie ohledneˇ technologi´ı pocˇ´ıtacˇovy´ch s´ıt´ı a
mechanizmu˚ odchyta´va´n´ı dat. Dı´ky teˇmto teoreticky´m poznatk˚um jsem byl schopen im-
plementovat s´ıt’ovy´ analyza´tor. Konkre´tn´ı popis implementace je rozebra´n ve cˇtvrte´ kapi-
tole. Nejdrˇ´ıve je popsa´na metoda odchyta´va´n´ı samotny´ch dat za pouzˇit´ı knihovny libpcap.
V druhe´ cˇa´sti cˇtvrte´ kapitoly je rozebra´no analyzova´n´ı dat na aplikacˇn´ı u´rovni.
Prˇedposledn´ı, pa´ta´, kapitola obsahuje testova´n´ı programu. Byly pouzˇity r˚uzne´ testy na
oveˇrˇen´ı funkcˇnosti aplikace. Dı´ky teˇmto test˚um byly odhaleny nedostatky, ktery´mi ana-
lyza´tor trp´ı. Zejme´na neschopnost vyuzˇ´ıt´ı programu na s´ıt´ıch s rychlostmi vysˇsˇ´ımi nezˇ 100
Mb/s, kdy je te´meˇrˇ nemozˇne´ analyza´tor pouzˇ´ıt. Du˚vodem takto sˇpatny´ch vy´sledk˚u je na´vrh
aplikace, protozˇe pouzˇ´ıva´ pouze jedno vla´kno na vykona´va´n´ı instrukc´ı. Jestlizˇe tedy chceme
pouzˇ´ıt softwarovy´ analyza´tor k detekova´n´ı aplikacˇn´ıch protokol˚u na modern´ıch vysokorych-
lostn´ıch s´ıt´ıch, je nezbytne´, aby na´vrh a na´sledna´ implementace pouzˇ´ıvala v´ıce vla´ken.
Zejme´na v dnesˇn´ı dobeˇ, kdy je na trhu velke´ mnozˇstv´ı v´ıceja´drovy´ch procesor˚u, a proto se
hod´ı vyuzˇ´ıt v´ıce vla´ken, prˇ´ıpadneˇ proces˚u.
Pokud ani v´ıcevla´knove´ aplikace nestacˇ´ı na analyzova´n´ı s´ıt’ove´ho provozu, potom nezby´va´
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Program je prˇed pouzˇit´ım nutne´ prˇelozˇit. K tomu slouzˇ´ı soubor Makefile, ktery´ je doda´va´n
spolu se zdrojovy´mi ko´dy. Da´le jsou prˇilozˇeny jeˇsˇteˇ soubory etc.service a regexp. V sou-
boru etc.services jsou popsa´ny vsˇechny zna´me´ cˇ´ısla port˚u a v souboru regexp jsou regula´rn´ı
vy´razy popisuj´ıc´ı protokoly aplikacˇn´ı vrstvy. Pro spra´vny´ chod analyza´toru je nutne´ mı´t
tyto soubory ve stejne´m adresa´rˇi jako samotny´ program.
Aplikace je navrzˇena na pouzˇit´ı z prˇ´ıkazove´ rˇa´dky. Chova´n´ı programu je mozˇne´ ovlivnit
parametry prˇi spousˇteˇn´ı.
Parametry programu:
• -f (filtr) podmı´nka pro zarˇ´ızen´ı BPF
• -p (pocˇet) pocˇet zobrazovany´ch znak˚u aplikacˇn´ı vrstvy (implicitneˇ = 0)
• -d (zarˇı´zenı´) potlacˇ´ı dotaz na cˇ´ıslo odposloucha´vane´ho zarˇ´ızen´ı a zvol´ı ho prˇ´ımo
• -r mı´sto cˇ´ısel port˚u se pouzˇij´ı k detekci regula´rn´ı vy´razy
• -R (vy´raz) vlastn´ı regula´rn´ı vy´raz
• -n (pocˇet) pocˇet znak˚u aplikacˇn´ı vrstvy zkoumany´ch regula´rn´ım vy´razem
• -h tisk na´poveˇdy
V pr˚ubeˇhu cˇinnosti analyza´toru jsou o kazˇde´m odchycene´m ra´mci vypisova´ny tyto u´daje:
• Cˇas odchycen´ı ra´mce
• Pocˇet odchyceny´ch ra´mc˚u
• IP adresa prˇ´ıjemce a odes´ılatele
• Cˇ´ıslo portu prˇ´ıjemce a odes´ılatele
• Velikost celkem prˇeneseny´ch dat v bajtech
• Typ protokolu transportn´ı vrstvy
• V prˇ´ıpadeˇ protokolu TCP typ prˇ´ıznaku
• Velikost dat aplikacˇn´ı vrstvy
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• Tisk aplikacˇn´ıch dat v hexa a ascii forma´tu
• Pocˇet vsˇech prˇijaty´ch ra´mc˚u (knihovna libpcap)
• Pocˇet vsˇech nezpracovany´ch ra´mc˚u (knihovna libpcap)
Ukoncˇen´ı programu je mozˇne´ zasla´n´ım signa´lu SIGINT (Ctrl + c). Jakmile je signa´l
SIGINT odchycen analyza´torem, tak jsou vytiˇsteˇny statistiky a program je ukoncˇen. Sta-
tistiky jsou na´sleduj´ıc´ı:
• Seznam detekovany´ch aplikacˇn´ıch protokol˚u a pocˇet ra´mc˚u
• Pocˇet TCP paket˚u mensˇ´ıch nezˇ 1024
• Pocˇet TCP paket˚u veˇtsˇ´ıch nezˇ 1024
• Pocˇet UDP paket˚u mensˇ´ıch nezˇ 1024
• Pocˇet UDP paket˚u veˇtsˇ´ıch nezˇ 1024
• Celkovy´ pocˇet TCP paket˚u
• Celkovy´ pocˇet UDP paket˚u
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