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ABSTRACT 
A SELF-AIMED SELF-TUNING METHOD FOR DIGITAL CONTROL 
OF A RESIDENTIAL OFF-PEAK HEAT STORAGE FURNACE 
FOR IMPROVED OFF-PEAK ELECTRICAL LOAD IMPACT 
A Simulation and Design Study of Digital Control 
Through Non-Linear Parameterised Model Estimation 
by 
Lawrence P. Weber 
Past techniques employed optimal self-tuning for 
controlling residential off-peak heat storage furnaces. They 
used daily averaged samples of outside temperature and a 
control input as well as internally developed daily averaged 
predictions of weather as quantities of a purely linear 
combined deterministic and stochastic model. Averaged daily 
parameters were used to set the form of the control input. 
Estimated recursively, these parameters were updated also on 
this daily basis. Such methods were successful in so much 
as they performed optimally in maintaining a fixed target 
setting of output endpoint (the store temperature) as 
averaged over long periods of time and in that they used no 
external estimation of future quantities in establishing 
control. They were not successful in the sense that many 
days of lost control were needed as the recursive estimates 
converged and that transient in outside temperatures during 
a day could not be included in the daily averaged. model. 
They are outdated in the sense that thermostat setbacks are 
not included in the model. Lastly, the emphasis was on 
reduced overall energy useage rather than peak load 
reduction as is intended in this paper. 
A strong case can be made for designing a non-
conventional self-tuning system which stresses the most 
rapid update possible of recursive parameter estimates and 
operates over a hybrid model environmemt of both linear 
(natural systems) and non-linear (man-made systems). As a 
consequence of sub-daily parameter update and delayed daily 
control requirements of the plant, externally estimated 
daily profiles of non-control inputs must be used to 
extraplolate anticipated output profiles and adjust a 
control input profile. As a benefit of an essentially fast 
overall sampling rate, sub-daily transients can now be 
treated. As a benefit of hybrid modelling, disturbances can 
be modelled as errors and their effects easily quantified. 
Reduction of the month-long control settling times to days 
is possible with use of fast parameter update. 
Research has identified both linear and non-linear 
elements as necessary in forming a proper description of 
home and heat store behavior. A simplified parameterized 
model which does not try to linearize this hybrid behavior 
is estimated as part of the digital control. A self-tuning 
self-aiming adjustment is to be employed to pre-estimate the 
output sequence and set the digital control sequence. The 
system in total is to be simulated to investigate the 
tradeoffs between external input estimation accuracy, 
parameter estimate accuracy and control settling time. 
Expandability to higher order home models and subsequent 
higher order estimation as a tradeoff is to be considered. 
The project plan, testing background, and programming 
design are presented in addition to the model development. 
The block transformation forms are derived and calculation 
of values shown for a typical residence. The linear 
modelling program treatment of state variable representation 
is explained. The proposed method of self-tuned self-aiming for control is discussed in detail. Recursive Least Square 
Estimation theory and trade offs as they apply to this 
J example are discussed. 
The discussion of results is confined to observations 
and conclusions made during verification testing and during 
simulation of key elements of the self-aiming self-tuning 
control system. An estimation theorem is introduced, proved for a simple case and its relavance toward over ordered 
estimation strategy discussed. Parameter values derived from 
computer runs are presented as results of partial testing of 
two linear predictors. These are shown to predict the 
success of final forthcoming off-line testing wherein all 
elements are combined in the self-tuned self-aimed system. 
Actual results of final testing are to be obtained from a 
microcomputer based simulation and are forth ooming. 
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INTRODUCTION TO OFF-PEAK HOME HEAT STORAGE 
During recent years electric power companies have 
become increasingly concerned with the problem of 
electrical load management and have focused on methods 
which encourage shifting demand away from high usage 
periods to fill in low usage periods. This smoothing of 
the demand curve lowers the need for additional peaking 
uni ts which would otherwise have to be constructed 
using high interest dollars of today's economy. [A-li -
A-Si] 
Lessening this need for such def erred costs can 
translate into a reduced rate to the customer. A 
reduced rate can make electricity more competetive in 
markets which had been previously outpriced. A larger 
market share can then lead to greater profits for the 
utility. 
The key to this argument is the fact that once 
such a market has been identified, a means of lowering 
the peak usage must be in force to first encourage 
customer shift from fossil fuel to electricity. Reduced 
rates below those of alternatives fuels must then 
continue to provide the incentive to retain and expand 
this shift. 
Domestic home heating has been identified as one 
such area of major concentration for improved 
marketability of electric energy. [A-7i, A-Si] Rise in 
fossil fuel rates has spurred interest in schemes which 
allow lower electric rates by heating load leveling. 
[A-li, A-6i] Residents who adapt to this scheme are 
enticed by the lower electric rates which are 
competetive with those charged by other energy 
suppliers. The electric company benefits by lessened 
peak usage and improved market share. 
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Shifting of heating load requires the demanding 
-
of electrical energy at other than normal working and 
occupation hours and then providing that energy in the 
form of heat during those high usage hours. This 
necessitates that an unconventional heating system be 
employed. An electric furnace which has a means of 
storing and returning that stored heat and an effective 
means of controlling it to function in a domestic 
situation must be used. Such a device, termed an "Off-
Peak Storage Furnace" and the requisite "Off-Peak 
Control System" must be equally effective in 
maintaining comfort as the normal systems. 
Off-peak heat storage furnaces have been devised 
to replace the conventional type for this application. 
They use electrical heating elements to heat bricks 
during low power usage hours, called "off-peak" 
periods, (normally between 8pm to 8am). Stored heat is 
delivered through air blown over the hot bricks or by 
water pumped through the bricks to the heating 
conveyances of the building. 
Figure 1-6 shows a simplified diagram of a heat 
storage furnace of the type being considered for home 
usage. This heat is released to the interior of the 
dwelling during the normal use time (normally 8am to 
8pm) which is also the "on peak" or "peak" time of 
• • maximum power usage (A-81]. 
The successful application of such a plan requires 
that the "off-peak storage furnace" be controlled 
properly. During the heating season the amount of 
thermally converted electrical energy to be stored 
during the night must be sufficient to supply the next 
day's heat requirements. As in most heating systems an 
independent thermostat control is used to regulate the 
room tempe~ature to a constant. Provided that at least 
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the correct amount of heat is stored, comfort for the 
occupants will be assured by the desired thermostat 
setting. The key to proper functioning of such a system 
is to obtain a good reliable estimate of the heat usage 
for the next day's use period. A matching amount of 
electrical heat energy must be pre-stored to provide 
that heat. 
In the past, designers have focused on closed-
loop methods and developed various methods of adaptive 
and self-tuning control as solutions to related heating 
problems. Only in recent years were such techniques 
applied to an Off-Peak type control. Of these, the 
simulated control of a room heat storage furnace is the 
most recent example. This simulation produced a control 
input which was updated on a daily basis. Although this 
simulation was achieved using proven methods shown to 
be successful in previous related problems, 
considerable room for improvement was indicated. The 
inability to handle thermal fronts and thermostat 
setbacks and the multi-week time for parameter 
estimation made the ul tili ty of such an approach 
dubious. Additionally there was no plan to tailor power 
application to keep peak loading near optimal. 
The major impetus for this work arose from an 
investigation into the development of a "smart" 
controller of commercial off-peak heat storage furnaces 
for home application. This study was commissioned by 
Lehigh University for Pennsylvania Power and Light 
Company in April of 1984 and was part of an on-going 
investigation into the prospect of peak load reduction 
through heat load shifting. As part of this project a 
research study which provided for simulated testing of 
improved control methods on typical residences was 
undertaken. 
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The work herein, as a result of this study, will 
examine the possibility of improved control which is 
more appropriate toward meeting modern needs. 
Specifically it will present a home and heat store 
simulation program tailored to test alternative methods 
of estimation and control. The program will be designed 
to explore the case where an external prediction of 
weather conditions as well as an estimated profile of 
the next day's inside temperature is available. Similar 
samples of todays' actual values will first allow 
parameter estimates to be updated. Assuming quite 
reasonably that the parameters change slowly, 
tomorrow's parameters can be assumed to be nearly those 
of today. Control input adjustment methods can be 
tested to find that which is most likely to allow the 
stored heat to supply the next day's heating needs 
under expected profile variations. 
Developing a simulation-based off-peak heating 
control design requires an appropriate strategy that 
can test various aspects of modelling and control. It 
must provide effective testing at each stage of 
development while adhereing to computer usage 
restrictions. The following sequence of events appears 
to fulfill such requirements: 
1. Furnace Model - Devise a furnace model whose 
parameters are either directly related to or derived 
from measureable values of an actual heat storage 
furnace. 
2. Home Model - Develop a simplified home model which 
will explain its dynamic behavior in response to two 
major influences, namely outside temperature and 
furnace heat. 
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3 • Parameter Estimation - Devise a method by which 
the parameters of the house and furnace can be estimated. 
4. Test Model - Using the real known values of the 
parameters of the house and furnace construct an 
accurate test model which when run with simulated 
outside temperature and furnace heat data will produce 
results which follow generalized home behavior 
patterns. 
5. Control Method - By simulation of this home heating 
test model determine a method by which a heat storage 
furnace can be controlled during today's off-peak hours 
in anticipation of the heating requirements during 
tomorrow's on-peak hours. 
6. 'Combine Estimation with Model - Combine the test 
model simulation using known parameters with the 
estimation procedure. Obtain estimates of these known 
parameters using actual values of outside temperatures. 
7. Combine Control Scheme, Estimation, Model - Combine 
test model simulation, parameter estimation and control 
scheme and run a simulation using known outside 
temperature data to determine how effective the control 
system is in maintaining a stable room temperature 
during on-peak hours. 
8. Revise - Revise parameter estimation techniques 
and/or control method to optimize room temperature 
fluctuations during on-peak hours and electrical 
energy peak usage during peak hours. 
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The implementation of these steps and the 
background which suggests their usage will be explained 
in the next chapter. Requirements as they relate to a 
specific design project which follow this logic will be 
presented in Chapter II. A detailed explanation of a 
most crucial element in the proposed control, parameter 
estimation, will be covered in the third chapter. 
Chapter IV is a discussion of testing design and 
planning considerations and program design which allow 
easy conversion from a testing configuration to an 
microprocesser implementation. As a summary the final 
chapter discusses aspects of control behavior observed 
in testing development which the author deems 
noteworthy. 
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CHAPTER I 
MODELS FOR PARAMETER DERIVATION AND SYSTEM TESTING 
The first step in designing any control system is 
to obtain the clearest possible understanding of the 
phenomena to be controlled. Normally such an 
understanding involves piecing together the individual 
relationships which define the whole. Such elements are 
best understood based on simple experiments conducted 
purposely or on observations made of ongoing behavior. 
The second step is to determine how best to 
characterize this behavior. The boundaries which define 
limits of the system of interest must be chosen. The 
"control input" is the physical quantity through which 
control is to be directly exerted. The quantity which 
is the object of this control is identified as the 
"output". All other quantities which are measureable 
and exert influence on the output must be recognized as 
"external inputs". 
Inputs are considered as being deterministic or 
stochastic in nature or both. Stochastics can be 
modeled as outputs arising from "pure" random inputs 
into other systems which filter the noise. The pure 
inputs have zero mean and evenly distributed white 
noise spectrum. The filter adds a mean and colors the 
spectrum to represent the desired stochastic form. For 
deterministics, rate, amplitude and phase of variations 
can be a means of characterization of inputs. 
Interdependence of inputs is another consideration that 
has a bearing on this modelling. 
The third step is to express in mathematical form 
the chosen characterization. Rates of change, time 
constants and direct dependencies of inputs and outputs 
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are prime physical considerations. They lend themselves 
to mathematical description in terms of differential 
equations. Linear differential equations provide the 
easiest solutions and are most amenable to modelling 
of natural behavior. Every effort is made to express 
seperately linear and non-linear behavior. 
The fourth step is to represent the equations in 
terms of standard transformations between identifiable 
quantities. Laplace transformations • the frequency 1n 
domain most useful particularly if the system • are 1S 
linear and of natural • ' Blocks developed origin. are 
which represent each transformation are combined to 
form the entire system diagram. All blocks contain 
parameters which are considered static in some sense. 
Nonlinear blocks are kept external to the main flow. 
The fifth step is to transform the model to a type 
suitable to provide values and inter-relation 
information required by the specific simulation setup. 
In the case of a simulation by an electrical circuit 
combined parameters to be representing by resistor and 
capacitors have to be formed. Transformed quantities to 
be represented by voltages and currents need to be 
identified. For actual computation of an iterated time 
solution to the differential equations particularly 
where nonlinearities must interact with linear behavior 
it is advisable to first obtain a State Variable model 
of the linear portion of the system. The outputs which 
result from a digital computation can then be used in 
an auxilliary program to provide feedback to account 
for the non-linearities. 
These five steps will be carried out here for the 
off-peak heat storage system which is the intended 
object of control. 
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1.1 DIFFERENTIAL EQUATIONS FOR HOME AND HEAT STORE 
The Heat storage Furnace 
In a --~ell designed heat storage furnace the 
heating elem~n~_5-?) and conduits are evenly distributed 
within the heat storage material called the "store". 
This store uses bricks of large heat capacity compared 
to their thermal resistance as measured between any 
points where heat is introduced. A temperature 
measurement Ts(t) which is directly related to the 
spacially averaged temperature is monitored. The total 
heat flow introduced to the store through heating 
elements is Qe (t) . The maximum rating of the heating 
elements can produce a maximum electric input Qemax. 
The fan and motor control design attempts to maintain a 
near constant heat flow Qo(t) from its outlet. A first 
order model of heat store behavior is defined in terms 
of the store heat capacity Cs in a differential 
equation. Under the conditions above lumped parameter 
models are applicable. 
Equat. 1.1 Qe (t) -Qh (t) = Cs * Ts (t) ' 
The imperfect insulation which is constructed to 
surround the heat store allows additional heat QL(t) 
which is normally very small to leak into the heated 
space and the two sum to form Qh(t). Since QL(t) flows 
out of the heat store to the space it can be expressed 
as proportional to the respective temperature 
differences. 
Equat. 1.2 Qh(t) = { Ts(t) - Ti(t) } / RL 
Where RL is the single path equivalent insulation 
heat resistance of the heat store. 
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This heat enters the heating space and also ultimately 
must leak to the outside through the frame and 
insulation of the building. 
Heat Flow in the structure 
Experiments, as alluded to in a thesis by Cowan 
[T-1], which studied the rates of rise of the frame 
temperature or "bulk temperature" Tb(t), suggested that 
a long time constant <tb> which on the order of several 
hours, was involved in the transferral of heat flow 
into the frame of the structure as well as from the 
structure to the outside. Provided that the structure 
was not in a heat up starting phase where an additional 
high frequency transient was involved, such a treatment 
was shown to be favorable. In considering varying 
frame, insulation and exteriors it was found most 
convenient to describe thermal behavior in terms of the 
heat stored by a bulk thermal capacitance Cb which 
represented the total structure heat capacity. A single 
path equivalent heat resistance was used to represent 
the leakage to the outside. An accounting for structure 
differences in heat capacity distribution was achieved 
by considering the bulk capacity as concentrated at 
some point along this leakage path. The symmetry 
factor f described relative weighting of this divided 
resistance between inside and outside. The factor f 
could take on values between o and 1 and weighted the 
inside conductance while the factor (1-f) weighted the 
outside conductance. A differential equation in terms 
of the representative inside temperature Ti(t) and the 
outside temperature To(t) expresses that relation. 
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(1.3) Tb (t) I (f)*{Ti(t)-Tb(t)} - (1-f)*{
Tb(t)-To(t)} 
= ---------------------------------
----<tb> 
Where the time constant <tb> can be expressed as 
R2*Cb and R2 = 1/,U*A)*f and Rl = 1/(U*A)*(l-f). "A" 
is an equivalent area related to 
"U" is the equivalent u-value 
the outside area. 
of the building. 
This can be expressed alternatively as: 
Tb(t) '= 
(l/R2)*{Ti(t)-Tb(t) }-(l-f)*(l/R2)*{Tb(t)-To(t)} ___ ... _____________________________________________ _ 
Cb 
Heat flow to the outside along a single 
equivalent path is also computed as proportional to the 
difference between the inside and bulk temperature. 
Equat. 1.4 Qh(t) = U*A * { Ti(t)-Tb(t) } 
If f << (1-f) then (1-f)-= 1 and in terms of 
To(t)-Tb(t) 
Cb*Tb(t) I= Qh + ( 1) 
-----------R2 
Rearranging and using <tb> = R2*C2 yields 
<tb>*~b(t) '+ Tb(t) = R2*Qh + To(t) 
Since Tb(t) = Ti(t) - Qh(t)*R2 and 
and for Ti(t) -= Tb(t) 
Equat. 1.5 <tb>*Ti(t) '+ Ti(t) ~ R2*Qh + To(t) 
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The Laplace Transform blocks which express the 
overall system transfer flow can be derived directly 
from the differential equations. 
BLOCK #1 
BLOCK #2 
BLOCK #3 
BLOCK #5 
BLOCK #7 
BLOCK #6 
Qe(s) - Qh(s) =Cs* s*Ts(s) 
QL(s) = { Ts (s) - Ti (s) } 
Ti(s) = Qh(s)*R2/{ l+s•<tb>} 
+ To(s)/{ l+s*<tb>} 
BLOCK #8 Ti' (s)= Ti(s) * k6/(l+s*<t6>) 
for fast <t6> and KG= 1 this becomes 
Ti' (s) = Ti(s) 
BLOCK #4 Qo(s) = k3 * 0/C(s) (when 0/C is the input) 
or Qo(s) = 1 * Qo(s) (when Qo is the input) 
The entire block diagram is the shown in Fig. 1.2 
and 1.3 
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1.2 Development Of Electrical Analog Model 
The electrical model can be developed from the 
differential equations by considering the well-known 
analogies between current I and heatflow Q and Voltage 
V and temperature T. The ratio T/Q is analogous to V/I 
which is the resistance R. The ratio Q/T is 
analogous to I/V which is the capacitance C. The sum 
of two or more heat flows at a junction is analogous to 
currents summing at a node. The difference of two 
temperatures becomes a voltage difference between two 
nodes. Temperature difference controlling heat flow may 
be represented as a voltage controlled current source. 
Heat flow in one direction is analogous to current flow 
through an ideal diode. 
Applying these relationships yields Fig. 1.1. The 
electrical model is used to derive the component values 
and connections whicq are to be input to the S.P.I.C.E. 
electrical circuit solution program. This program use 
numerical.approximations to integration to compute an 
iterative solution. The solution may not converge if 
non-linearities are involved as feed back in controlled 
sources. To avoid this, it was necessary to model the 
thermostat control of furnace heat as a linear transfer 
function with diode limiting. A source Tiset is an 
input. The difference Ti-Tiset is the thermostat sense 
voltage. It is reproduced as the voltage v. The diodes 
dl and d2 , a small resistor Rclamp and the sources 
delTmax serve to limit the control voltage, delT, to 
delTmax. The value ko is chosen to control the current 
source Qo so that Qo has the maximum value Qomax when 
delT = delTmax. The diode d3 allows Qo to flow out 
only. The diode d4 keeps the minimum Ts to Tfomin, the 
minimum outlet temperature. The program cannot accept 
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infinite valued impedances for current source Qo or 
diode d3 off conditions. The arbitrarily large resistor 
R* is added to take care of this. 
Dynamics of the system are clearly evident from 
circuit behavior. The electrical input heat Qe charges 
the store capacitor Cs to the voltage Ts. The drop Ts-
Ti across the furnace to interior leakage resistor RL 
causes leakage heat QL to flow into the internal 
temperature node Ti. While Cs is charging the furnace 
must supply heat Qo which it removes from the Cs at the 
Ts node. The currents Qo and QL sum to form Qh. This 
total heat Qh serves to increase Ti through the 
charging of the building bulk heat capacity, Cb. The 
bulk heat capacity for residences is normally 
concentrated close to the interior walls due to large 
heat capacity of plaste~. The assumption that Rl is 
much ·smaller than R2 is valid and keeps the effect of 
Cb closer to the inside node Ti. R2 is essentially the 
insulation resistance while Rl is considerably smaller 
resistance of the plaster wall and frame. The effect 
inside due to the change of outside source To is 
delayed by the lag of R2 and C2. The total effect of To 
and Qh is the seen as a change of the node voltage Ti 
which as it surpasses Tiset turns Qo off. 
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Ts 
Qe 
+ 
Qo T------
-----
d3 
-- --> -- --------1>1-----
-----Ako= Qomax/delT 
• 
• • • • • • • • • • 
-
GND 
<--- Rinsul--> 
h--> Tb : Q~--> 
-------- -----;---/\/~\---- -------/ V\-- --/\/~\--Ti l 'R2 
--- Cs : ••••• 
A • • 
---
---
-
----
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
. ---• 
• • 
---> 
. - . + 
----------@------------- ----------
• • 
• • • • • • • • • • • • • • • • GND : . delT : 
Cb + To --
_________ J 
+ Rclamp : 
---/V\/'v\----------------
+ + d d : 
--> V 
---=~=-~=~:~~~--------------------- -----------~-------
Fig. 1.1 ELECTRICAL ANALOG MODEL OF HOME AND HEAT STORE 
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• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• 
• 
• 
• 
• 
• 
------------------... ---------------
-
HEAT STORAGE FURNACE 
----
Ts(t) 
+ 
-->( )-> 
11\ -
--k2 
--
QL(t) 
+ 
--> ( ) --
/1\ + 
• 
• 
• 
• 
• 
• 
& 
INSIDE WALL 
FRAME 
-------------
• - k4/(l+s*<t4>) 
-------------
• 
• h(t) 
• 
-
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
THERMOSTAT 
------------
• 
• 
• 
• 
- k6/(l+s*<t6> <---
------------
• 
• • • • • • • • • • • • • • • 
• 
--- --• 
--------------<--Ti(t)-----( 
To-(t) 
NL ---0/C--> k3 ---Qo(t)---------
--- --• 
• RESIDENCE INTERIOR 11\ 
• 
• 
• 
• 
11\ 
)<---- • 
• 
• 
• 
• 
• 
• 
• 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• • 
• INSIDE WALL • 
• • 
-- Tiset • ------------- • To(t )-.-> k5/(l+s•<t5>) ----- • 
-------------
& FRAME 
• • 
• • EXTERIOR ENVIRONMENT • OUTSIDE WALL • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
Fig. 1.2 Home & Heat System Block Diagram 
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---
- 1--------------------------
v ----Qe(t) >-Vl- S/H -->( )--Ul-- kl/s --zl--- ----
+ ----
---> Ts(t) 
--- #1 
+ t---------====--------L(t) 
--->( )--u2-- k2 --z2--
- ----#2 
-------------------------- ----- -----
+ t---------===--------Qh(t) 
---( )---u3-- 1 --z3---------
+ ---#3 
--------------------------
--- ----0/C >V3- S/H ------>( )--U4-- k3 --z4--
--- + ---- Qo(t) 
#4 
--------------------------------
• 
-------------
--->( )--us-- k4/(l+s*<t4>) --zs--
+ -------------#5 
+ 1-----------------------------
v --
--->( )--U6-- 1 -------------z6----- > Ti(t) 
+ --
#6 
------------------------------------
--- -------------To(t)-V2-- S/H -->( )--U7-- k5/(l+s*<t5>) --z7--@--
--- + ------------- To-(t #7 
----------------------------------------
---------------
--->( )--us-- k6/(l+s*<t6>) --za--@------->Ti' (t) 
+ -------------#8 
Fig. 1.3 Block Diagram Breakdown for Computer Simulation 
Transfer Functions for Home and Heat Store 
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The flow diagrams and subsequent reductions of 
Fig. 1.4.1 through 1.4.7 are used to obtain the system 
transfer functions. 
The "CNTRL" program allows the block diagram of Fig. 
1.3 to be input. As a feature it computes system 
transfer functions in the s plane. Checking the program 
output with flow diagram results assure that the data 
entered is correct. Typical transfer functions below 
are used for that purpose: 
Y2 (s) 
----
-
-
Ul(s) 
kl*k2*k4*k6/(<t4>*<t6>) 
---------------
---------------
---------------
---------{sA2 +(k2*k4/<t4>+ kl*k2 )*s +kl*k2/<t4>} * (s+l/<t6>) 
Yl(s) 
----- = Ul (s) 
kl* { s + k2*k4+1)/<t4> }*( s+l/<t6>) 
---------------
---------------
---------------
-------{sA2 +(k2*k4/<t4>+ kl*k2 )*s +kl*k2/<t4>} * (s+l/<t6>) 
Where: Y2(s) = Ti' (s) 
Ul(s) - Qe(s) 
U3(s) = 0/C(s) 
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Yl(s) = Ts(s) 
U2(s) = To(s) 
----------------- -1 -----------------
->Y2 
U3 U2 
Fig. 1.4.1 SYSTEM FLOW DIAGRAM FOR CONTINUOUS SYSTEM 
-------------------- -1 -------------
i----------v--- -l ---------
Ul>--( )--kl/s--( )--k2--( )--1--( )-- K4 --( )-1-( ) 
r+s•<t4> k~ 
r+s•<t:o> 
->Y2 
Fig 1.4.2 Y2/Ul TRANSFER DIAGRAM FOR CONTINUOUS SYSTEM 
-------------------- -1 ---------------
i----------v--- -l ---------
Ul>--( )--kl/s--( )--k2--( )--1--( )-- K4 --( )--1--( ) 1+s•<t4> 
--------------------------------------> Yl 
Fig. 1.4.3 Yl/Ul TRANSFER DIAGRAM FOR CONTINUOUS SYSTEM 
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-------------------- -1 -------------------
~----------v--- -1 -----------
( )--kl/s--(zl)--k2--(z2)--l--(z3)-- K4 --(z5)--1--(z6) ! l+S*<t4> ks 
1-->Yl Tf"s*<ts> 
l 
U2 
Fig. 1.4.4 Yl/U2 TRANSFER DIAGRAM FOR CONTINUOUS SYSTEM 
-------------------- -1 ------------------
~----------v--- -1 -----------
' )--kl/s--(zl)--k2--(z2)--l--(z3)-- K4 --(z5)-l-(z) 
l+s•<t4> I I k5 k6 
T-Fs*<t:5> T-Fs*<"t6> 
l 
->Y2 
U2 
Fig. 1.4.5 Y2/U2 TRANSFER DIAGRAM FOR CONTINUOUS SYSTEM 
-------------------- -1 -------------------
~----------v--- -1 -----------
c )--kl/s--(zl)--k2--(z2)--l--(z3)-- K4 --(z5)--l--(z6) i I 1+s•<t4> 
1-->Yl k:3 
l 
U3 
Fig. 1.4.6 Yl/U3 TRANSFER DIAGRAM FOR CONTINUOUS SYSTEM 
-------------------- -1 ------------------
~----------v--- -1 -----------
' )--kl/s--(zl)--k2--(z2)--l--(z3)-- K4 --(z5)-l-(z) I --r--+s*<t4> I 
k3 lTI;~~to> 
l ->Y2 
U3 
, 
Fig. 1.4.7 Y2/U3 TRANSFER DIAGRAM FOR CONTINUOUS SYSTEM 
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1.3 Derivation Q.f state variable Matricies 
The information represented in the block diagram 
of Fig 1.3 is input to the "CNTRL" program in a table 
form which contains block connections, block parameters 
and block state transformations. 
External inputs and their zero order holds and outputs 
which will be those of the final system state variable 
formulation are also indicated. The program then 
assembles matricies which describe Laplace state 
transformations, feedforward and feedback paths between 
groups of inputs and outputs as well as summing points. 
This non-standard form is not very useful. It must be 
converted to the normal state variable representation 
which includes all external inputs and outputs as the 
system input and output vectors. Since not all block 
outputs are of interest, the vectors and matricies can 
be further trimmed so that the final form expresses 
only the desired outputs. The derivation below 
describes how this development proceeds. 
LET:[V] be the.external inputs vector 
[U] be the block inputs vector 
[X] be the internal states vector 
• [X] be the derivative of the states vector 
[Z] be 'the block outputs vector 
[Y] the final chosen outputs vector 
[u] the final external inputs vector 
[I] the identity matrix 
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AND: 
(C] the block output gain summing connection matrix 
[B] the block input to state connection matrix 
(A] the block state transformation matrix 
(H] the state output transfer gain 
[F] the external input feedforward gain 
• 
[G] the block outputs to block inputs summed feedback gains 
USE: [CJA as the inverse of [CJ 
Starting with the system description: 
[U] = [G]*[Z] 
• [X] = [A]*[X] + [B]*[U] 
[C]*[Z] = [H]*[X] + [F]*[V] 
Solve for [ Z] : 
[Z] = { [CJA*(H] }*[X] + { [CJA*[F] }*[VJ 
Substituting for [ZJ: 
[U] = [G]*[CJA[H]*[X] + [G]*[CJA*[F]*[V] 
Substituting for [U]: 
• [X] = [A]*[X] + [B]*[G]*[CJA*[H]*[X] 
+ [B]*[G]*[C]A*[F]*[V] 
= { iA]{+ r:1:rg1:rg1::r~1 i : t~1 
Letting: 
[H2] - { [CJA*(H] } and [F2] = { [CJA*(F] } * [V] -
[A2] - { [A]+ [B]*[G]*[C]A*(H] } -
[B2] - { [B]*[G]*[CJA*[F] } -
The overall system then is expressed as: 
• [X] = [A2]*[X] + [B2]*[V] 
[Z] = [H2]*[X] + [F2]*[V] 
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Trimming the output vector ri] to the observed [Y] 
and using [ul for [Vl and adjusting the matricies 
~ccord ngly the final Laplace state variable form 
is then assembled: 
• [X] = (Amat]*[X] + (Bmat]*[U] 
[y] = (Hmat]*[x] + [Fmat]*[u] 
This is converted to the standard sampled digital 
system form which includes the zero order holds 
and is expressed in terms of the sampling interval T 
the various time constants and gain conseants. 
[x(k+l)] = [</>]*[x(k)] + [<->]*[u(k)] 
[y(k)] = [h]*[x(k)] + [f]*[u(k)] 
The z-transform expession • 1s: 
z*[X(z) J - [</>]*[X(z)] + [<->]*[U(z)] 
[Y(z)] = [h]*[X(z) J + [f]*[U(z) J 
This can be solved for the input/output relation: 
{ z*[I] - [</>] }*[X(z)] = [<->]*[U(z)] 
[X(z)J = { z*[I] - [</>] } A* [<->]*[U(z)] 
[Y(z) J = { [h]*[ z*[IJ-[</>] ]A* [<->] +[f] }*[U(z) J 
[Y(z)] [h] * cofac( z*[IJ-[</>] ] * [<->] 
= ---------------------------------- + [f] I z - </> I 
-------
[U(z)] 
Th~ transfer gain [G(z)J is the right sid~ expression 
which has the d1mens1ons of #outputs by #inputs. 
For (3) inputs and (2) outputs the matrix (G(z)J 
has elements 
- -
Yl(z) 
Y2(z) 
- -
-
-
--Gll(z) 
G21 ( z) 
--
Gl2 ( z) 
G22(z) 
Yielding the equations: 
--G13(z) G2 3 ( z) 
--
* 
- -
Ulfz} 2 z 
U3 z 
- -
Yl(z) = Gll(z)*Ul(z)+Gl2(z)*U2(z)+Gl3(z)*U3(z) 
Y2(z) = G2l(z)*Ul(z)+G22(z)*U2(z)+G23(z)*U3(z) 
-1 
Use q as z and also as the delay operator of the 
polynomials all(q) gll(q) through g23(q) 
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If the denominator contains a finite number >l 
of uncancelled non-zero roots and the numerator is 
of finite order then: 
Yl(z) = gll(q)*Ul(z)+g12(q)*U2(z)+g13(q)*U3(z) 
--------------------------------------l+all (q) 
Y2(z) = g21(q)*Ul(z)+g22(q)*U2(z)+g23(q)*U3(z) 
--------------------------------------l+a22 (q) 
Putting numerator and denominator roots in terms of z 
and suostituting q and the factoring the denominator 
roots l+all(q) from Yl(q) and l+a22(q) from Y2(q): 
{l+all(q) }*Yl(z) = 
gll(q)*Ul(z)+g12(q)*U2(z)+gl3(q)*U3(z) 
{l+a22(q) }*Y2(z) = 
g2l(q)*Ul(z)+g22(q)*U2(z)+g23(q)*U3(z) 
Which ' 1s, in terms of sampled inputs and outputs: 
yl(k) = 
-all(q)*yl(k)+gll(q)*ul(k)+gl2(q)*u2(k)+gl3{q)*u3(k) 
y2(k) = 
-a22(q)*y2(k)+g2l(q)*ul(k)+g22(q)*u2(k)+g23(q)*u3(k) 
With yl·as Ts, y2 as Ti', ul as Qe, u2 as To, u3 as 
Qo or 0/C 
The main State Variable matricies are shown in Table 
set 1.1 
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----
----
----
LAPLACE BLOCK IQ STATE BLOCK CONVERSION 
s Transfer 
Y(s) K 
---- = --------U(s) l+s*<t> 
---------------Ka 
-------------
----
1 + s*<l/<ta> 
---------------BLOCK TYPE #4 
---------------Kb 
-------------
----
s 
---------------BLOCK TYPE #3 
---------------
Kc ----
---------------BLOCK TYPE #1 
S State Variable 
Y(s) = H*X(s)+F*U{s) 
s*X(s) = A*X(s)+B*U(s) 
A - -1/<ta> B - 1 - -
F - Ka/<ta> H - 0 - -
A - 0 B - 1 - -
F - Kb H - 0 - -
A - 0 B - 1 - -
F - 0 H - Kc - -
Fig. 1.5 
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STATE 
[Amat] -
[Bmat] --
VARIABLE MATRICES FOR CONTINUOUS SYSTEM 
• • • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
•••• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
-k2*kl 
• 
• 
• 
• 
• 
• 
• 
• 
k2*k4 
1 : <t4> 
• 
• • • • • • • • • • • • • • • • • • • • • • • • 
-k2*kl 
1 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
-(k2*k4+1) 
<t4> 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• • • • • • • 
• 
• 
k2*k5 
<t5> 
• • • • • • 
• 
• -k2*k5 
• 
• 
• 
• 
• 
• 
<t5> 
• • • • 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• • • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• 
• • 
• 
• 
• 
• 
• 
• 
• 
• 
• 
0 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
0 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
-1 
<t5> 
• 
• 
• 
• 
• 
• 
• 
• 
• • • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• • • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• 
• 
• 
• 
• 
• 
• 
• 
1 
.. 
• 
• 
• 
• 
• 
• 
• 
0 
• 
• 
• 
• 
• 
• 
• 
• 
-k3 
• 
• 
• 
• 
• 
• 
• 
• 
• • • • 
• • • • 
• • • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
0 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
0 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
-k3 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• • • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
0 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
1 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
0 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• • • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
Table 1.1.1 
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[Hmat] -
STATE VARIABLE MATRICES FOR CONTINUOUS SYSTEM 
• • • • 
•••••••••••••••••••••••••••••••••••••••••••••• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
kl 
1 
• • • • • • • • • • • • • • 
+k2*kl 
1 
• • • • • • • • • • • • • • 
+k2*kl 
1 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• • • 
• 
• 
• 
• 
• 
• 
• 
• 
0 
• • • • • • • 
- k2*k4 
: <t4> 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• •••••• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• • • • • • • • • • • • • •••• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
- k2*k4 
<t4> 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• • • 
0 
• • • • • • • • • • 
-k2*k5 
<t5> 
• • • • •••••• 
-k2*k5 
<t5> 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• • • • 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• •• 
• 
• 
• 
• 
• 
• 
• 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
0 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
0 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• • • 
• • • 
• 
• 
• 
• 
• 
• 
• 
• 
0 
• 
• 
• 
• 
• 
• 
• 
• 
+ k4 
<t4> 
• 
• 
• 
• 
• 
• 
• 
• 
0 
• 
• 
• 
• • • • • • • • ••• 
0 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• • • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • ••• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
0 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
+ k4 
<t4> 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
+ k5 
<t5> 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• • • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • ••• 
• 
• 
• 
• 
• 
• 
• 
• 
0 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
0 
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[<->] 
STATE VARIABLE MATRICES FOR SAMPLED DATA SYSTEM 
(First order approximations) 
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• • • 
• • • 
• k2*k4 • k2*k5 • • • • l-k2*kl*T • *T • *T • • • • 
• • • 
• • • 
• <t4> • <t5> • • • • 
• • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• • • 
• • • 
-k2*kl • k2*k4+1 • -k2*k5 • • • • 
*T • 1- *T • *T • • • • 
• • • 
• • • 
1 • <t4> • <t5> • • • • 
• • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• • • 
• • • 
• • 1 • 
• • • 
0 • 0 • 1 - *T • • • • 
• • • 
• • • 
• • <t5> • 
• • • 
• • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
This approximation • allowed if each element 1S 
• the matrix [A] • 1/T 1n 1S << 
• • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• • • 
• • • 
• • • 
• • • T • <e> 12 • -k3*T • • • • 
• • • 
• • • 
• • • 
• • • 
• • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
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• • • 
• • • 
• • • 0 • <e> 22 • +k3*T • • • • 
• • • 
• • • 
• • • 
• • • 
• • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• • • 
• • • 
• • • 
• • • 0 • T • <e> 33 • • • • 
• • • 
• • • 
• • • 
• • • 
• • • 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
<e> ij's are<< T based on the re~irement that 
allows the approximation of the matrix[</>] 
Table 1.1.4 
31 
__ ./ 
.... 
air flow 
;-I / lj Note: 
\\-> ; 1 / <--.356mA2 
i__________ I 
II 
II 
.718m"2 
-------
BRICK CORE 
Assume .lm thickness of 
all sides of brick core 
Using 144 bricks in core 
made of olivine 
Has 11 heating element 
layers with air conduits 
along y axis 
Tfo = 60 degC Ti= 20 degC 
---> 
--------> 
-----> J 1000 cfm -> -------> --------> horn~ --------> interior 
~~ ---------> 
-----------> --------> --------> 
Furnace maintains 60 degC outlet temp 
Fig. 1.5 TYPICAL HEAT STORAGE FURNACE TO BE SIMULATED 
Constants: 
k rock wool - .087 watt/ m - degC -
I 1.204 kjoule I kg c air --
c olivine - 8.055 10"3 kjoule I kg -
----------------------------
----------------------
thermal conductance= const * area/ thick 
----------------------------
-----------------------
________________________
__________ ,__ _______________
 _ 
k top/bot= 
( .087 ) * (.505)/( .lm) = 
k frnt/bcK = 
( • 08 7 ) * (. 718) / ( • lm) = 
k sides --
. 439 watt / degc 
.624 watt/ degc 
( .087) * (.356)/( .lm) = .310 watt/ degc 
-----------------------------------
----------------
= 1.372 watt/ degc 
X 2 
-----
k furnace= = 2.744 watt/ degc 
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FURNACE AND HOME CALCULATIONS 
FOR ELECTRICAL ANALOG MODEL 
air cap= 
1.012 
air spfc heat• air dens 
* 1.204 = 1.218 Kjoule / mAJ 
air flow= lOOOcfm 
outlet to interior diff 
X 
= .472 m"3/sec 
X 
= 40 degC 
------------------
------------------
-----------------Qo maximum -- 23. o kwatt 
Qe maximum= 11 elem x 2625 watt/elem= 28.9 kwatt 
Note: Assume 2 degc dead zone of inside thermostat 
ko = delTmax / Qo max= 2.0 / 23kw= 8.70 10"-5 degC/w 
Cs =C brick* #bricks=S.055 * 144= 1.16 10"+3 k.J/degc 
RL= 1 / k furnace= 1 / 2.744 = 3.64 10"-l w/degc 
Constants: 
<t5> (bulk time constant for chosen frame) = 6.5 hrs 
UA (utility value for chosen home) = 467 w/degC 
Rl+R2 = 1/UA = 1/467 = 2.14 10"-3 degC/watt 
cwall=<t5>/(Rl+R2)=2.352 10"4/2.14 10"-3=1.+ 10"+7 KJ/degC 
Rl = (frame ratio) * R2 = .999 * 2.14 -= R2 
R2 = (1- frame ratio)* R2 = .001 * 2.14 -= o 
\ ,: 
'/ 
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FINAL CONSTANTS CHOSEN FOR SYSTEM SIMUXATION 
Table Constant Formula Table Value 
kl 
k2 
k3 
k4 
k5 
k6 
l/<t4> 
1/<t5> 
l/<t6> 
T 
TD 
1/Cs 
k furnace 
Qomax 
Rl+R2 
1.00 
1.00 
8.62 X 10"'-7 
2.74 (in space) 
9.96 x 10"'-l (isolated) 
1.00 (Qo as input) 
2.30 x 10"'4 (07C input) 
2.14 X 10"'-3 
4.25 X 10"'-5 
4.25 X 10"-5 
infinite (not used) 
3.00 X 10"'2 (5*60) 
8.64 X 10"'4 (24*60*60) 
Table 1.2 
,. 
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CHAPTER II 
NEED FOR IMPROVED CONTROL 
Various control arrangements have been proposed 
for home heating using heat storage devices. Most of 
these rely on the outside temperature measurements. The 
fact that average outside daily temperatures tend to be 
correlated over a few days allows estimates of a next 
day's outside temperature to be nearly the same as a 
day's outside temperature being moni tared. On the 
daily average, outside temperature directly influences 
the average heat required to maintain inside 
temperature at a fixed value. [T-2] Thus the argument 
that today's average outside temperature is 
proportional to tomorrow's heat load is founded. 
Early schemes for control of off-peak heat storage used 
this measure of daily outside temperature to determine 
a related adjustment of the amount and/or duration of 
electric power being applied during the off-peak hours 
to a bank of heating elements. 
Lack of sophistication in these earlier designs 
was the prime factor which degraded their performance. 
This is understandable. In simple devices where 
implementation was restricted to using electro-
mechanical devices or analog electronic momicry, 
complex solutions were not practical. It remained for 
the advent of microprocessor control to change this. 
Although present schemes provide sophisticated 
feedback to develop control values they still employ 
these basic means of control. A proper understanding of 
pitfalls in a simple control scheme will provide a 
foundation for design improvements to be discussed and 
for understanding the proposed control method. 
35 
2.1 Methods for Heat Storage Control 
An example of the detailed behavior of a level 
control scheme is depicted by the figure set 2 .1. A 
fixed duration of a variable level of electric power is 
used as a control input, Qe, in the set of the four 
Fig. 2.1 diagrams. These illustrates various effects of 
proper and improper controlling of an off-peak heat 
store using a fixed duration level controlled input. 
Note that for this case as an example, heat is removed 
at half the same rate that it is stored. It is 
extracted for the 24 hour period. 
The first set of plots, Fig. 2.1.1 shows a case 
of proper control. Here outside temperature follows an 
ideal pattern for a clear day, a sinusoidal form 
peaking at about 1PM and dipping to a minimum below o 
degC at 1AM. This pattern persists for two days as 
shown by two cycles of on-peak and off-peak intervals. 
Correct control, as shown, stores the same heat during 
the off-peak, or charge time, for both days. The plot 
Ts (t) vs t shows that the heat stored is just 
sufficient to supply heat needs and not excessive to 
push Ts over the Tsmax safety limit. The level of Qe at 
3/4 Qemax is the required control level for this cold, 
clear, frontless day. 
In the next example, Fig. 2. 1. 2, a cold front is 
shown to occur in the plot of To (t) vs t. It occurs 
before the end of the off-peak interval and persist 
into the next day at a constant level colder than the 
average of the non-cold front plot. The 3/4 Qemax level 
which had been sufficient with no front is now 
insufficient due to the lower average level of To. 
There is more heat demanded now during the second 12 
hours. This causes the Ts vs t plot to show a fall of 
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Ts at a faster rate than with no front and it bottoms 
out before the end of the discharge period. At bottom 
value the furnace cannot. release heat so no heat is 
supplied to the inside for this six hours of the first 
day. The second day shows the case where the proper 
amount, 1/4 Qemax, has been added to the level of Qe to 
account for increased need. Ts just reaches Tsmax and 
stays above Tsmin for the entire duration of heating 
needs. 
The third example is that of the effect of a warm 
front moving in during the charge time and persisting 
for another day. The plot of Ts and Qe show that the 
3/4 Qemax level which would have been sufficient to 
supply on-peak needs is now too much. Ts falls at a 
lower rate due to the lessened consumption of heat 
required at the higher average To value. The second day 
shows that Qe set at 1/2 Qemax will prevent Ts from 
topping out when Ts starts at nearly half its maximum. 
It also shows that starting at this level will not 
allow for this outside temperature profile a drop of Ts 
to its minimum by the end of the usage time. 
The last example is Fig. 2.1.4. This illustrates 
what happens when has been expected for the next day 
and does not occur. Under such conditions, Qe set at 
Qemax after having satisfactorally controlled Ts to 
just within upper and lower limits has stored too much 
heat too fast and reaches Tsmax where it stays for six 
hours. During this six hours there may have been 
sufficient heat leakage from this high temperature to 
the inside temperature to have caused the thermostat to 
loose control. 
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•. Tsmax .•...............•.••.......•................. 
- -
- - - -
- - - -
- - - -
- - - -
- - - -
• 
- .. Tsmin .•.............. - •..........•........... - ..... 
t 
off-peak on-peak off-peak on-peak 
Note: Furnace Heat is supplied for full 24 hrs 
Control is maintained 
Qe(t) 
I'\ 
--3/4Qemax-- --3/4Qemax---
- - -
- - -
- - -
- - -
- - -
------------- --------------
• • • • • • • • • • • • • • • • • • • • • • • •••••••••• 
off-peak on-peak off-peak 
To(t) 
I'\ 
• 
• 
• 
• 
. * • 
* * 
* * * 
on-peak 
: * * * * 
* 
t 
* 
0------------*-------·---------------*-------·----------
. * * • ! am !.........,,pm---! am ! pm -!._...,,,.,.amr-----
o ff-peak on-peak off-peak on-peak 
Note: Typical thermal cycle no fronts 
Fig. 2. 1. 1 
Plot of Ts, Qe & To with no fronts -
Proper estimates of Qe 
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.. Tsmax . ....•......•......................•.•........ 
- -
- - - -
- - - -
- - - -
- - - -
- - - -
- .. Tsmin .......... - . - - - ....................... - .... . 
off-peak on-peak off-peak on-peak 
Qe (t) 
/"\ 
Note: Furnace Heat is supplied for full 24 h~s 
control is lost when cold front moves in 
then later regained. 
---Qemax-----
- -
- -
- -
-3/4 Qemax-- - -
off-peak 
To(t) 
/"\ 
• 
• 
• 
• 
·* • 
* 
* 
. * 
• 
- - -
- - -
- - -
- - -
- - -
------------- ----------------
on-peak off-peak on-peak 
t 
t 
0------------·---------------·------------------------
. * * * * * * • !am --!pm !am !pm *--!~~m-t 
off-peak on-peak off-peak on-peak 
Note: Typical thermal cycle with worse case cold fronts 
Fig. 2.1.2 
Plot of Ts, Qe & To with cold front - Under estimated Qe followed by correct estimate of Qe 
\ 
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) 
Ts,{t) 
•• Tsmax • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • ••• 
- -
- - - -
- - - -
- -
-
-
-
- •• Tsmin •••••••••••••••••••••••••••••••••••••••••••• 
off-peak on-peak off-peak on-peak 
Note: Furnace Heat is supplied 
~tor~ temperature at end 
1s high. A lesser amount 
for second cycle. 
Qe(t) 
" 
-3/4 Qemax--
-
-
for full 24 hrs. 
of first cycle 
of heat is required 
- --1/2 Qemax--
off-peak 
To(t) 
" 
• 
• 
• 
• 
. * 
• 
* 
* 
- -
- -
-------------
on-peak 
* 
-
-
----------------
off-peak- on-peak 
* 
* * * * 
. * * * • 
t 
t 
* 
0---------------------------------------------------~-
• 
• 
~am ~---=pm.,,....----~am ~-pm---~am 
off-peak on-peak off-peak on-peak 
Fig. 2. 1. 3 
Plot of Ts Qe & To with w~rm front - over estimated Qe followed oy matched estimate of Qe 
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t 
Ts(t) 
A 
.• Tsmax ....................•......•...•...•.......... 
- - - -
- - - -
- - - -
- - -
-
- - -
-
- - -
-
- .. Tsmin .•......•....... - •..•...•.•••.•....•.•.. - .•.. 
---1 t 
off-peak on-peak off-peak on-peak 
Note: Furnace Heat is supplied for full i4 hrs 
Store temperature reaches ~afety limit 
during second cycle then discharges at 
same rate as first cycle. 
---Qemax-----
- -Qe(t) - -
A 
- -
-3/4 Qemax-- - -
- - -
- - -
- - -
- - -
- - -
------------- ----------------
off-peak 
To(t) 
A 
• 
• 
• 
• 
. * 
• 
• 
• 
* 
* 
on-peak 
* 
off-peak on-peak 
* 
* * * 
* * * 
t 
* 
0------------*-------·---------------·-------·----------
. * * • !am !pm !am !-pm---!-am--
off-peak on-peak off-peak on-peak 
Note: Typical thermal cycle no fronts 
Fig. 2.1.4 
Plot of Ts, Qe & To with no fronts - Over estimated Qe for 
second cycle. 
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These purely open-loop methods have two major 
drawbacks as shown by two major symptoms depicted for 
this level control approach, namely under-heated 
interiors and over-heated ones. Underheating occurs 
when a unit is severely undercharged. Sudden 
temperature drops occur overnight after a somewhat warm 
day. The control has been set to store only enough heat 
for the expected warm day. At some point during the 
next day's use period there is not enough heat left in 
the store to supply to the interior and the thermostat 
loses control. 
An opposite condition, overheating, is a result of 
large uncontrolled leakage of heat from the heat 
storage furnace during the use period. Over charging of 
the storage medium with heat holds the store 
temperature at a high value (normally limited by the 
furnace safety thermostat) for a long time. This 
condition normally occurs when a cool day is 
anticipated based on a previous cool day and a warm 
front moves in raising the outside temperature several 
degrees. Heat stored for the day's use is not depleted. 
High temperatures present in the storage medium for an 
extended time period are likely to cause extensive heat 
leakage to the interior, particularly if a combination 
of inadequate insulation in the furnace and/or 
proximity of the furnape to the interior exist. 
Interior temperatures are pushed above the upper turn 
off limit of the inside thermostat and overheating occurs. 
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2.2 DESIGN IMPROVEMENT NEEDS 
Earlier researchers in the interest of improved 
control [A-Si, A-21] identified major short-comings of 
early systems and indicated important relationships to 
be considered in designing more complex ones. These 
points are summarized below: 
Six Areas for Improved Modeling and Control 
(1) Fronts - Simple averaging of outside 
temperature does not accurately predict the next day's 
temperature average particularly when cold or warm 
fronts occur after a sampling period. 
(2) Dynamics - In order to accurately match even 
a good prediction of the next day's outside temperature 
profile to required heat for the day requires knowledge 
of the home's dynamic behavior. How the house stores 
and leaks heat to the outside is largely a function of 
construction. The mass and makeup will determine the 
lag in response of inside temperature and heat to the 
Sol-air temperature change. 
(3) Furnace design - The rate of the furnaces store 
temperature increase with electrical heat input and the 
rate of heat loss from the furnace determine how heat 
will be released from the furnace. Range of linear 
operation will be determined by the heat limit safety 
thermostats. Whether or not the furnace 
supply heat during the charging time or 
• since 
is intended to 
only during the 
this heat will normal usage period must be known 
effectively add to normal leakage 
[A-Si, A-21] 
heat from the store. 
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(4) Homeowners' habits - These vary widely. Their 
affect on heat load and thermostat setting must be 
considered. Thermostat settings are particularly 
important since "setbacks" which lower energy usage at 
various times are encouraged as an energy saving means 
and will most likely be in effect. 
Heat load changes may also occur largely due to 
-energy saving measures taken to restrict heat from 
unused rooms. 
(5) Stochastics - Disturbances in heat loss or 
gain are an important effect. The effect of these 
variations is to require more or less residual heat in 
the store at the end of the discharge-usage period. 
Infiltration of cool air from the outside, heat gain 
from occupants themselves, thermal changes induced by 
appliances and radiation loss or gain through windows 
may be included in this category. A knowledge of the 
range of these variations is therefore important in 
setting bounds on the minimum energy to be left in the 
store. 
(6) Parameters - If chosen carefully, these can 
bear direct relationship to fixed heat resistance and 
heat capacity values in the home and furnace. This is 
particularly important if linear assumptions are key 
requirements of control algorithms. Variations 
in these parameters can be caused by mass and material 
and spacial rearrangements due to locational changes of 
people, objects and door closures. Any of these changes 
might be involved in measures taken for comfort/energy 
tradeoffs. 
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2.3 A Self-Tuning Solution 
The introduction 
microcomputer hardware, 
• 
of cheap eel f-contained 
allowed implementations of 
algorithms which could hitherto only be run off-line or 
required expensive on-1 ine computers. They became 
feasible to use where complex control solutions were 
required and had to be built at low cost. This new 
availability of cheap efficient control prompted 
several test design projects in heating and heat 
storage using self-contained digitized manipulation. 
[A-1, A-21] 
Most recent of these contributions is the off-peak 
storage control simulation designed and implemented by 
Hayes et al [A-1]. This employed a self-tuning optimal 
control in a closed loop system. Control parameters 
were estimated and adjusted on an on-line basis in 
order to minimize final store temperature day to day 
variations. Using a self-tuning minimum variance 
optimal digital controller the time of the start of 
charging a fixed capacity heat storage furnace was 
varied. (See Fig.2.1) Control parameters were chosen 
to be mathematically related to real measureable values 
of thermal resistance and capacitance. These were 
estimated by a recursive least square estimator which 
operated on a simplified linear predictor. The 
predictor was chosen to model the home and furnace 
response to electrical control, air temperature and 
random and correlated disturbances. 
A closed loop was used. It was intent on 
minimizing the variance of prediction error of the 
daily change of the final store temperature at the end 
of the use period. By setting the expected end of day 
store temperature to slightly above room temperature, 
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an attempt was made to match closely the heat storage 
of a previous night with a days• heat usage thus trying 
to assure that the room thermostat would not lose 
control so that comfort would be maintained. 
The digital control used in this system attempted 
both to estimate control parameters and simultaneously 
adjust coefficients of these to minimize the predicted 
error of a control objective. The average values of 
system inputs and outputs were computed only once each 
day. Such a choice was dictated by the nature of the 
control of heat storage. The control input value had to 
be decided 2 4 hours before it is effect could be 
measured. A digital controller of the type suggested by 
Clarke [A-4.1] and Dexter [A-1] after the design of 
Astrom and Wittenmark [A-3 J was used to provide this 
value. It contained four parameters. These four 
parameters were closely related to the coefficients of 
a first order linear predictor equation which described 
the average daily behavior of the open loop system. An 
R.L.S. estimation of these controlling parameters was 
updated these on a same daily basis. A block diagram of 
the method is shown in Fig 2.2. 
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Hayes's Self-Tuning Minimum Variance 
o~t1mum Control Model for 
of-peak Heat Storage Control 
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Highlights of a~sumptions either stated or 
imp!ied in Hayes' design are summarized below: 
(1) That the inside temperature was assumed nearly 
constant over the used per~od. 
(2) That a fixed furnace capacity was to be controlled. 
(3) That energy disturbances from day to day could be 
modeled as a first order moving average zero-mean 
process 
( 4) That a day sampling time would be used for the 
digital control. 
(5) That air temperature average over a day could be 
modeled as a first-order autoregressive process. 
(6) That heat is not demanded from the store during 
the charge time. 
(7) That a simple enclosure model is applicable to 
explain an entire house behavior. 
(8) That a weighting factor which allowed forgetting 
of past data should be held constant. 
(9) That a buffer level of store temperature above 
room temperature is neccessary to insure that the store 
does not run out of energy during the use period. 
(10) That having store temperature clamped at the 
safety thermostat limit does not affect the assumed 
linearity of the heat store model. 
( 11) That a single order model • 1S sufficient to 
represent the complete process. 
(12) That the R.L.S. algorithm will be 
"excercised" well enough by using daily average samples 
of inputs and outputs as observation. 
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The previous design emphasized most but not all of 
six prominent improvement areas aluded to in section 
2.2. These needs were ignored for reasons specific to 
the application. Limitations of his method opened 
possibilities for improvement where certain constraints 
could be lifted. 
Hayes' design did not consider frontal temperature 
changes nor did it consider thermostat setbacks in the 
formulation. The furnace being controlled was of the 
type which released heat only during offpeak hours. The 
parameters chosen were averages and combinations of 
physical constants and therefore indirect expressions 
of dynamic behavior. His choice of a closed control of 
a daily sampled system, while it tended regard 
stochastics changes with impunity was rather 
ineffective at establishing rapid conversion of 
parameter estimation [FOOTNOTE]. Hayes was however 
interested in designing a control only for the 
situation where average daily values of outside 
temperature were used and estimates of next day 
averages were predicted. His control was only expected 
to handle fixed thermostat settings. 
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CHAPTER III 
DESIGNING FOR IMPROVED CONTROL 
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,I 
3.1 Objectives for Improved Design 
The particular project which is the reason for 
this investigation affords an instance to fulfill these 
limitations and extend the new ideas to a practical 
application. 
The objective will be to devise an efficient 
adaptive control system to control a range of 
commercially available heat storage furnaces in a 
typical home to maintain a stable room temperature. The 
system is to be simulated prior to implementing. 
The following, outlines the design highlights for 
improved off-peak heat storage control to be considered 
for microprocessor implementation: 
1) Brief statement of problem 
a) Adaptive digital control system 
b) Heat storage furnace to be controlled 
c) Typical home environment 
d) Stable room temperature at setting 
2) Restrictions for the digital control system 
a) Must maintain a stable room temperature at the 
thermostat setting. 
b) Must apply electrical energy to a heat storage 
furnace during off-peak hours. 
c) Must require no entry of data specific to a 
home type. 
d) Must work properly over a wide range of normal 
residential constructions. 
e) Must work properly over a wide range of winter 
conditions. 
f) Must adjust to heat load change habits of home 
owner. 
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g) Must adjust to thermostat set-backs. 
h) Must employ on-line decision and control which 
can be implemented on a dedicated microprocessor. 
i) Must control various sizes of hot air flow or 
water flow brick storage furnaces. 
j) Must rapidly stabilize control over inside 
temperature. 
k) 
for the 
1) 
• home. 1n 
Must 
full 
Must 
allow furnace to provide heat as demanded 
24 hour period. 
be testable without actual implementation 
m) Must have estimate of tomorrow's weather as an 
input. 
n) Must be cost-effective to simulate. 
3) Criteria for Control System 
a) Accuracy of room temperature. 
b) Stability of room temperature. 
c) Time to stabilize room temperature. 
d) Peak electrical loading 
e) Range of home types controllable. 
f) Range of weather where control is maintained. 
g) Range of heat load change under control. 
h) Response to thermostat set-backs. 
i) Implementation complexity of algorithm. 
j) Difficulty of devising testing simulation. 
k) Sensitivity to inaccuracy of predicted data. 
1) Cost effectiveness of testing simulation. 
m) Flexibility of models. 
n) Expandability of models. j 
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4) Design Variables 
a) Modeling method 
1) Boundary choice 
I 
I; 
2) Digital model type 
--) I (__ 
b) System Identification method 
1) Stochastic 
2) Transformational 
c) Control method 
1) Loop control 
2) Adaptive method 
3) Special 
d) Sampled Data System variables 
1) Sampling time 
2) Filtering and averaging 
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3.2 Elements of Optomization 
REDUCED SAMPLING PEROID 
A first objective for improvement will be to 
reduce the sampling period used to feed the parameter 
estimator. It is well known that criteria used to judge 
a well structured system must be considered with 
respect to the number of samples [B-9]. The choice of a 
24 hour sampling period is an unfortunate one. It 
assures that even under the best circumstances of 
parameter stability and well-excercised inputs at least 
several samples (days) will be required before even 
marginally accurate estimates of parameters might be 
expected. If the objective is to control the end of use 
store temperature then controlling input will still 
have a 2 4 hour~ delayed affect on the output. The 
conventional closed-loop control cannot be used 
effectively with a sampling time less than that delay. 
The level of this controlling input, the level of 
Qe(t), must be estimated if a less than daily sampling 
of the controlling input is to be used. 
The results show these long convergence times. The 
poor control observed seems to indicate that a more 
careful consideration in matching known with modeled 
behavior and in tailoring a control system to meet 
specific requirements of public acceptance are needed 
if such a self-contained system is to be marketable. 
PERFORMANCE INDEX DEFINED 
An electric off-peak heat storage furnace control 
system meant to replace in total the standard home 
heating system must be integrated carefully into the 
home environment. The prime directive of compatability 
is that any, new system if it is to be successful must 
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I. 
not only provide the required comfort but must not 
alter the lifestyles of the occupants significantly. 
Compromises which under statistical considerations are 
reasonable and even expected may when viewed in the 
real world of human judgement become totally 
unacceptable. 
Standards of acceptability of a heating system 
depend upon supposed or demonstrated gains of economy 
offered to the customer by the replacement. Performance 
in providing peak load reduction must therefore be 
weighted by the compensation for reduced peak loading 
which the utility will actually pay. A proper 
performance index would include this "weighted peak 
loading factor" as well as a "discomfort factor". A 
good control design would be one which minimized the 
combined costing total over the designated interval 
while meeting control objectives. 
In this problem the form of the control sequence 
has been predefined by the requirement that the 
electrical power level is fixed over a control interval 
and must be zero everywhere else. This was done to 
spread energy requirements equally over the off-peak 
interval. Only the amplitude of the control input 
during the on time can be varied. The control input is 
the electrical power level and relates directly to the 
peak loading index. Thus the first element of the 
costing function can be equated as porportional to the 
control input amplitude. 
The output over which control is to be exerted is 
the store temperature. Store temperature is normally 
the average temperature of the heat storage medium or 
"store". The nature of the home and heating system is 
that this output is the result of integration of heat 
losses or gains imposed on the stored heat. 
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HEAT LOSS AND COMFORT 
How heat loss from the store relates to the 
dwelling's inside temperature will describe the 
interrelation of the comfort index to the store 
temperature. The related effect of outside temperature 
To, supplied heat Qo, and thermostat setting Tiset 
toward maintaining the room temperature Ti within 
bounds is depicted in a simplified form in figure set 
2. 2. 
The Fig 2.2.1 shows a sinusoidal outside 
temperature variation for a cold dlear day in the plot 
of To (t) vs t. The second plot of the figure is the 
filtered outside temperature, To-(t). This is not 
measureable, but can be considered as a delayed and 
reduced amplitude copy of the outside temperature. It 
is the plot whose difference below Ti determines the 
average heat which will be required to hold Ti near 
constant. 
Average heat requirement is shown as the inversion 
of To-(t) in the plot of Qo(t){pulse integral} vs t of 
Fig. 2.2.2. The actual furnace heat Qo is supplied as 
pulses of nearly fixed amplitude and of nearly fixed 
pulse width which appear at intervals varying as 
Qo(t) {pulse integral} varies in amplitude. The heat 
pulses act to charge the bulk building heat capacitance 
and raise the inside temperature. This charging is 
illustrated in the plot of Ti(t) vs t. The heat pulses 
on long enough to raise the room temperature from its' 
low limit to its' high limit at which time the 
thermostat switches the heat off. This heat must to 
some extent buck the the outside temperature and so the 
rate of rise of inside temperature is influenced by 
outside temperature difference. After the heat pulse 
turns off, outside temperature has full control and 
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rapidly decays the inside temperature back to its' low 
limit, fastest for low outside temperatures (high 
average heat), slower for high outside temperature (low 
average heat) . Upon reaching the low limit the cycle 
resumes. This regulation is shown in the last plot of 
Fig. 3.1.2. 
The effect that changing Tiset has on the inside 
temperature though not shown is evident. If Tiset drops 
during the furnace on time, the pulse on time will be 
curtailed and the fall similarly and establish a new 
lower average inside temperature. 
Consider how inside temperature is maintained. 
Heat is supplied from the store as called for by the 
on/off action of the inside temperature thermostat 
loop. It must detract from the heat accumulation in the 
store during the furnace on time. When room temperature 
limits are again reached the thermostat turns off the 
heat supply mechanism and stops the demand of heat from 
the store. When heat loss from the inside has dropped 
the inside temperature slightly, the heat is again 
demanded to re-establish the inside temperature at the 
thermostat setting. Transients in this action will be 
strictly dependent on house dynamics and outside 
temperature and set-back changes. Provided that the 
store has just enough heat stored to supply the demands 
of room control, the thermostat will act independently 
of the control input. 
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INCREMENTAL HEAT EFFECTS 
Consider the overall effect of incremental demands 
of heat. Under such conditions the thermostat control 
loop can be regarded as independent provided that a 
level of store temperature exists that will allow the 
furnace to supply interior heat and any uncontrolled 
losses which extract heat from the store. Heat is 
drained from the store in variable increments. The 
lower the outside temperature the more total heat that 
must be supplied to the room over a long interval of 
many room heating cycles. The effect of outside 
temperature is delayed so that a time interval during 
which a large amount of heat is required is the result 
of a previous outside temperature drop. [A-12. 1] A 
worst case low value of previous outside temperature 
will generate a worst case requirement of incremental 
f 
' 
heat for a given thermostat setting. The worst case 
incremental heat must be supplied by the store causing 
a worst case in store temperature change. 
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CRITICAL STORE TEMPERATURE 
There is a critical case of store temperature 
requirement. The last heating cycle just before the 
next charge -time and the first heating cycle during the 
charge start-up are intervals where control of inside 
temperature is most likely to be lost. These are 
respectively the last increment of heat which must be 
met by stored heat alone and the first increment of 
heat which may draw more than power input heat. If the 
worst case of the critical end point occurs a worst 
case of the' critical start point will occur if the 
lowest value of power input level possible is applied. 
If a control design intent on fixing a final store 
temperature meets these worst cases the discomfort 
index total must be minimized. 
OPTIMAL PERFORMANCE INDEX 
The final performance index is therefore optimized 
by a scheme which aims the final store temperature at 
this "critical store temperature" and uses the lowest 
value of electrical power to do so. As long as the 
value of the control input electrical power is chosen 
so that the store temperature never reaches its' upper 
thermostat limit then aiming for the critical store 
temperature will always be optimal. 
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REQUIREMENTS FOR CRITICAL STORE TEMPERATURE 
Based on the previous discussion several key 
elements which will influence the value that exists for 
critical store temperature are evident. The use of this 
knowledge in computing the expected critical store 
temperature may be made. 
The following is a list of these considerations: 
1) The longest on time for the furnace 
2) The heat level of furnace while on 
3) The value of estimated delay time 
4) The minimum outside temperature at an 
"estimated delay time" before the end of 
charge time 
5) The thermostat setting at the end of 
charge 
6) The worst case cold front change and 
duration 
7) The worst case warm f rant change and 
duration 
8) The worst case solar induced 
temperature 
9) The wors~case wind velocity change 
10) The minimum electric power level 
11) The maximum electric power level 
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• air 
3.3 
.. ----
' 
, 
Elements of the Proposed Design 
TAILORED SELF-TUNING CONTROL 
Control of off-peak heat storage is an example of 
a class of problems where delayed control must be 
employed. An output sequence must be anticipated in 
order that a proper control sequence can be applied. 
Designs to control such systems must incorporate some 
form of prediction. This prediction is done through use 
of known or estimated parameters. Unknown parameters 
can be estimated as rules of system behavior observed 
between inputs and outputs. The parameters placed into 
a prediction equation allow a control input and other 
inputs and previous outputs to develop the next 
estimated output. Assuming the actual parameters don't 
change between samples and that estimated ones ares 
close to the actual, a good estimate of inputs will 
produce a good estimate of output. Working backwards, a 
control input can be computed which is most likely to 
produce a desired output provided that a good estimate 
of. the other inputs is available. Such estimation of 
inputs can obtained externally or if knowledge as to 
how the next input is affected by the previous ones is 
available then that information can be directly 
incorporated into the control law. An estimate of 
inputs derived internally in this manner is used in 
"Minimum Variance Optimal Control". Such a type of 
control acts to reduce the variance of output error 
over many samples. Combining this with parameter 
estimation so that both corrections to input sequences 
and parameters are made simultaneously is known as 
"Self Tuning Minimum Variance Control". 
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Optimal control as introduced is sometimes chosen 
as a panacea solution to delayed digital control almost 
without regard to how the prediction error is manifest 
as the estimation converges. It is normally aimed at an 
infinite sequence and is concerned with averaging long 
term error. It may do so at the expense of large short 
term error. Situations where each error of an output 
must be limited are particularly susceptible to failure 
when long convergence times of parameters are present. 
These induce large errors for many samples since the 
control sequence is updated at the same rate as the 
parameters. 
The target home and heating system which is the 
candidate for improved off-peak storage control, is of 
such susceptible nature. It is unacceptable from a 
consumers viewpoint to have several instances where 
control of the inside temperature of a living area in a 
residence is lost. For this reason optimal control as a 
means of controlling final store temperature, Tseo, is 
discarded in favor of methods which derive control 
using predictions supplied externally. The use of daily 
averages as observations to find associated daily 
average parameters will not be considered as it fails 
to handle the effects of sub-daily transients which 
leave un-averageable changes to outputs. 
That decision supplies as an added flexibility, the 
possibility of using "Tailored Self-Tuning". This is a 
term I use to describe the act of providing parameter 
updates at a rate much faster than control updates in a 
manner tailored to overall knowledge of inputs. This 
method may afford considerable improvement in control 
convergence over optimal methods if important parameter 
associated inputs can be well-excercised over a few 
samples at these faster rates. If good parameter 
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estimation can be achieved within an interval between 
control updates then it is possible to use parameter 
values and estimated next sequences, profiles, to 
obtain the next expected output trajectory. It is 
possible to obtain a each next day output trajectory, 
for a given set of estimated prof ilea of non-control 
inputs, for a given profile of the control input 
sequence. Working backwards, the proper control input 
sequence required to obtain a desired output sequence 
given expected profiles of other inputs might be 
obtained. 
The control problem of concern is a special case 
where an endpoint of an output sequence is to be the 
object of anticipatory control. It is a candidate for a 
form of "Tailored Self-Tuning Control" which attempts 
to establish a specific value of the output endpoint by 
self adjustment. This "Self-Tuning Self-Aimed Control" 
extrapolates an endpoint using estimated parameters and 
expected profiles. It then develops adjustments to the 
control input sequence to zero in on a targeted 
endpoint. 
This method is particular suited to systems where 
a strictly linear interaction of predictor outputs 
cannot be assumed. Heating control systems where bang-
bang control such as in a simple thermostat are used, 
are difficult to describe on other than an averaged 
basis as strictly linear interaction. A better model 
would explain this behavior as adjustments to internal 
results of linear parameters. If the manner of 
adjustment and values associated with the non-linear 
behavior are known or can be estimated then a modified 
predictor which includes such limiting can be used to 
generate an output trajectory. 
66 
The proposed method for control of the target off-
peak heat storage furnace must obtain electrical energy 
in a manner least likely to cause undue peak shifts. A 
fixed level of electrical heat Qe has been chosen to 
achieve that end. The heat store must supply heat on a 
continous basis unaffected by transient changes. 
Estimations of worst case transient changes are to be 
provided externally and their effect on the output 
computed and control level adjustments made internally 
to satisfy this requirement. It must allow independent 
thermostatic room temperature regulation at various 
setback temperatures. The modeled thermostat setback 
behavior is included in the "modified predictor" used 
to estimate the Ts trajectory. Estimation under 
conditions to allow disturbances to room temperature is 
included by formulating a model which includes internal 
sampled temperature, Ti', as an observed output. 
Similarly, estimating under effects of heat gain 
disturbanceto the room is included by observing Qo as 
an input. An accounting for more complex wall and frame 
dynamics such as in homes where concentrations of frame 
bulk, insulation and outside layering add additional 
capacitances and thermal resistances in the partial 
transfer function between To and Ti may be handled by 
estimating the predictor set for Ti' one order higher 
for each added capacitance. 
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CHOOSING THE LINEAR PREDICTOR FORMULATION 
Determining a 1 inear predictor which is most 
appropriate toward describing system behavior requires 
a detailed knowledge of as many aspects of the system 
and influences on its control as can be readily 
identified. A linear predictor of minimal order with 
the fewest inputs must be formulated which will allow 
for a fast sampling rate. It must include an electrical 
input Qe as the controlling influence and the furnace 
store temperature Ts as an output quantity. An external 
input representing the outside temperature To is to be 
present. The choice of Qo, the furnace heat output or 
its binary control 0/C, as well as the selection of 
Tiset, the thermostat setting as additional inputs are 
options. Which of these is included if any may depend 
on which quantities are physically monitorable and how 
much effect they may have on the output and how they 
may be interrelated. 
The "Test Model" as derived in Chapter I, 
I 
1S 
chosen to mimic the "real" system behavior as closely 
as possible. It can be manipulated into configurations 
which express usage of external inputs. Affects due to 
linearity, strength of coupling, finiteness of order 
can then be logically evaluated based on apriori 
knowledge of inputs, system dynamics, measurement 
innaccuracies and observability restrictions. The best 
candidate forms for actual simulated testing can then 
be determined. 
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DERIVED FROM STATE VARIABLE MODEL 
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EXPLANATION Qf THE PROPOSED CONTROL METHOD 
A "self-aimed end point control" appears to be the 
best solution for the desired estimated control. Use of 
this method is possible regardless of non-linearity 
provided that a non-linear block be considered as 
external to the linear block from which parameters are 
derived. An accurate estimate of linear parameters is 
first made available using the estimator. If these are 
the true stable ones of a natural linear system, it is 
possible to generate an expected trajectory including 
the effect of the non linearity. Like a bullet path 
based on the power of the propellant, the system would 
follow its' output sequence for a test choice of the 
control input sequence. Like aiming a gun, it is 
possible to sight in a target value of the outputs' 
endpoint by the adjustment of the control sequence. 
Repeated halving of miss error is possible by choosing 
control sequences which do not exceed linearity range 
imposed on the output value and close in around the 
target value. By using worst case estimates of 
predicted inputs it should be possible to establish a 
range of the input sequence adjustment needed to 
compensate. A best choice of input sequence could then 
be chosen which would keep the endpoint within minimal 
limits around the target. The final selection of the 
control sequence would then be applied as a real time 
.. 
sequence to function under actual, not estimated input 
' 
influence. Thus to finish the analogy, the gun is fired 
with the highest likelyhood of hitting the target for 
worst case winds. 
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CHAPTER IV 
PARAMETER ESTIMATOR DERIVATION AND IMPLEMENTATION 
73 
4.1 Least Squares Parameter Estimation 
Given: 
1) A causal linear generating equation 
parametric cananonical form which models the response 
of an output function to an input function. 
• 1n 
2) A set of sequencial measurement values of 
the representative inputs and output of a test process 
taken over an observational interval. 
One can define a parameter estimation algorithm as 
one which attempts to find a set of values of the 
parameters that will best allow the input sequence to 
reproduce the correct output sequence. This results in 
modeling errors which are the difference between test 
and generated values produced as response to the same 
input sequence. A loss function which is to be 
minimized can be chosen to express an accumulation of 
error quantities porportional to these modeling errors. 
These error quantities can be chosen to be those of 
linear operators used to describe the generating 
output. The generating output can be described by 
linear delay operators acting on both input and output 
sequences to produce the next sample of output. This 
allows these modeling errors or "residuals" to be 
interpreted simply as additive errors due to linear 
delay operators acting on "disturbance" inputs 
originating in the system under test. Crucial to this 
argument is the modeling assumption made originally 
that not including disturbances the test system 
otherwise has identical parametric form. 
Of many possible loss functions the choice of a 
loss function as the sum of squares of ~se errors is 
prudent for the linear form of the generating equation. 
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Since the residuals are linear in terms of all 
parameters, the loss function is quadratic and as such 
has a minimum which is easily determined. An algorithm 
which uses test output samples and input samples to 
obtain the minimization of this quadratic loss function 
and therby the parameter values where that minimum 
occurs has been named a "Least Squares Parameter 
Estimation" algorithm. 
If the system being modeled is linear and any 
disturbance inputs are uncorrelated to the inputs or 
outputs then the uniqueness of this minimum set is 
guaranteed independent of any bounded input function. 
In terms of a coordinate system in parameter space and 
a related plot of the total squared error generated for 
a specific input waveform their will be a unique· 
minimum of the error plot. For any input function such 
a point can be plotted. The value of minimums for each 
function need not be the same and may decrease as the 
appropriateness of the input increases i.e. as the 
fourier content has a wider band width within that of 
the actual system. The point in parameter space may not 
be the same for these choices of input function but 
will stay in the vacinity of a unique point and will 
converge as appropriateness increases. This convergent 
point may move as more points are sampled but will 
itself approach to a greater degree the unique point as 
this exercising of these inputs increases. This final 
point in parameter space is that which best defines the 
system parameters in a universe of applied inputs. To 
locate this point is to have best characterized the 
system in terms of the given linear model. This is the 
objective of any parameter estimation scheme. 
75 
---------u(t)-----> PROCESS --->( )-------------> y(t) 
I\ 
---------
nlt) ---------> ADJUST 
---------
---> MODEL -----------y(k)--> DEVICE 
---------
------
I\ 
<b>(N) 1---------------------------
Fig. 4.la Single Input Model Adjustment 
---------HOME & Qe(t)----> FURNACE -------------@--------> Ts(t) 
---------I\ 
------
n(t)--1 ---> ADJUST 
---------
---> MODEL ----------Ts(k)--> DEVICE 
---------
------
I\ 
<b>(N) 1---------------------------
Fig. 4.lb Single-Input Home & Furnace 
Model Adjustment 
Qe(t)----> 
---------HOME & 
FURNACE 
---------I\ 
n(t)--1 
---------
<---r---- To(t) 
------------- --------> Ts(t) 
------
---> ADJUST 
<---
---> MODEL ----------Ts(k)--> DEVICE 
---------
------
I\ 
<b>(N) 1---------------------------
Fig. 4.lc Multi-Input Home & Furnace 
Model AdJ·ustment 
76 
4.2 Development of the R.L.S. algorithm 
A particularly useful implementation of the "Least 
Squares Parameter Estimation" algorithm is the so 
called "Recursive Least Squares" method which is known 
as the R.L.S. method. The form of this algorithm has 
[strong intuitive appeal] and it is worthwhile 
explaining it in that manner rather than with a 
rigorous mathematical development. A detailed 
theoretical discussion of the development of this 
algorithm can be found in an identification survey 
article by Astrom and Eykhoff [A-3. 1] and the system 
modeling text by Sinha and Kustra [B-8] with additional 
background from Astrom's text [B-5]. 
The case to be considered here is the case of a 
multiple-input, causal, linear system of limited delay 
order with a single controlling input. Such a system 
can be expressed in the well known linear predictor 
form. This includes the special symbol "$" to use in 
place of the usual but unprintable summation symbol. 
Please refer to the "Special Symbol List" provided 
prior to the beginning of the body of this paper for 
explanation of that and any subsequent symbology. 
(4.1) y(k) = - $a_i*y(k-j) 11,N + $b_i*u(k-j) 11,N 
+ $$c_i_j*z_i(k-j) 11,M:l,N 
where: 
u is the controlled input y is the output 
z•s are the other inputs 
i is the externQl input index 
J is the order index 
N is the maximum delay order 
Mis the maximum number inputs k is the sample index 
a j are output order coefficients 
b-J qre control input ord~r coefficients . 
c=i_J are the order coefficients for other inputs 1 
f',.·-~ ·-# 
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All right side equation coefficients left to right 
are combined into a coefficient vector beta [<b>]. 
Outputs and inputs on the right side combine into a 
current observation vector phi [< >]. 
-
The transpose of the parameter vector <b> 
is expressed as 
.<b>. = <b>_l, <b>_2 • • • <b>_Q 
= a li . . . a N, .. 
15 i ... l5 .N, 
~ li .. 7 c 1 Nh 
C,_'Z_ I • • • C,_2°_.NI 
• • • 
c_M_l, ... 
• • • I 
c M N 
where Q = 2*N + M*N 
and the transpose of the observation 
vector<> as 
.< >. -
-
<_>_l, <_>_2 ••• < > Q 
- -
= y_(k-l)L ... y_(k-N)L 
u (K-1) , • • • u (K-N) , 
- Z_l_(k-l)L ... ~_l_(k-N)L 
z_2_ (K-1), • • • z_2_ (K-N), 
. . . . . . ' 
z_M_(k-1), ... z_M_(k-N) 
where Q = 2*N + M*N 
(4.2) y(k) = [<b>] * .<_>(k). 
expresses Equat. 4.1 in a vector relation. The Kth 
sampled output y(k) in terms of N previous observations 
of the output and of N previous observations of M total 
inputs. Similarly .. 
y(k-1) = [<b>] * .<_>(k-1). 
. • would express the (k-1) th sampled output. 
This seems to indicate that if the last output and the 
last set of input/output observations prior to that are 
known it should be possible to calculate [<b>J. 
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The current value of the output y(k) is expressed 
similarly as 
y(k) = .<_>(k). * [<b>] 
. . . where . <_> (k) . contains the last previous output 
y(k-1). 
Another way of looking at this relationship is to say 
that the correct value of ( <b>] is that value which 
correctly predicts the current value of y(k) from 
previous values of inputs and outputs. 
"Y (k) = .<_>(k) ·* -[<b>(k)] 
explains more precisely the relationship between the 
predicted value "'Y (k) of the current output and the 
past inputs and outputs for a current estimated value 
of the vector of coefficients -[<b>(k)]. 
An estimation error can be defined between the 
actual and predicted value of the output as 
(4.3.1) e(k) = y(k) - "'y(k) 
= y(k) - .<_>(k). * -[<b>(k)] 
Suppose that at time sample k a total of NT 
input/output observation pairs have been accumulated. 
That is, sampling of inputs and outputs had been 
started k-NT samples earlier. 
Equation 4.4.1 becomes 
(4.4.2) e(NT) = y(NT) - .<_>(NT). * [<b>(NT-1)] 
Here the estimated value -[<b>(k)] is replaced by 
[<b>(NT-1)]. As a important step in developing a 
recursive implementation it is standard to use the last 
estimate to generate the next error. The error becomes 
the driving gain for the correction to form the next 
estimate of parameter vector [ <b> (NT) ] being sought. 
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The vector [<G>(NT-1)] is the current direction of the 
and magnitude of the new estimate' s movement in 
parameter space. 
The formulation is then 
(4.4) [<b>(NT)] = [<b>(NT-1)] + [<G>(NT-1)] * e(NT) 
If the direction and magnitude of the this 
movement in parameter space can be formulated in such a 
manner that each estimate is moving closer toward that 
"best estimate" point and its tendency to move away due 
to spurious errors is reduced then it seems reasonable 
that the algorithm will settle correctly. 
So far the aim has been to examine intuitively the 
main equations of the R.L.S. algorithm. The other 
equations require more detailed discussion and are 
included here first. 
,, 
I 
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The equations for the R.L.S. algorithm in its' 
entirety are 
(4.4) [<b>(NT)] = [<b>(NT-1)] + [<G>(NT-1)] * e(NT-1) 
(4.3.2) e(NT-1) = y(NT) - .<_>(NT).* [<b>(NT-1)] 
(4.5) [<G>(NT-1)] = [P(NT-1)] * [<_>(NT)] * dA-1 
(4.6) d(NT) = {<@>+.<_>(NT) .*[P(NT-l)]*[<_>(NT)] } 
(4.7) [P(NT)] = { [I] - [<G>(NT-1)]* .<_>(NT). }*[P(NT-1)] 
where: 
[P(NT)J is a symettric matrix whose inverse is related to 
the covariance matrix of the input and output sequence. 
<@> is a variance of e(NT) 
[I] is the identity matrix 
d(NT) is a gain inversly porportional to factor related 
to the power of the input and output sequences. 
e(NT) is the modeling error 
An understanding of the relevance of these 
additional equations requires an examination of some of 
the development theory. The actual algorithm was 
developed from a recursive inversion of a large matrix 
whose dimensions increase as the number of input 
samples increase. This matrix is the result of 
multiplying an extended observation matrix [<->] which 
contains all past observation vectors of NT-1 sets by 
its transpose. It bears strong resemblence to a cross-
correlation matrix of input and output sequence. In the 
formulation below the matrix [P(NT)] is a smaller fixed 
size matrix of N by N dimension which is the inversion 
of a current N by N size window of this NT by NT 
matrix. Thus a new window is being inverted for every 
new set of samples added. The algorithm acts to supply 
a smooth transition between each inversion window. This 
[P(NT)] inversion window can be interpreted in the 
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formulation of Equat. 4.5 for [<G>(NT)] as the estimate 
of the local surface gradient, the change in equation 
error per unit change in parameter, over which the 
movement in parameter space is being made to the next 
estimate. 
The gain 1/d(NT) which is the second part of the 
equation for [ <G> (NT) ] is structured to maintain 
stability regardless of the strength of the observation 
inputs change and their average level. It is 
essentially a power normalization factor acting as an 
automatic gain control. The factor d (NT) consists in 
part of a power value modified by the local surface 
gradient matrix. Thus movement in the correct direction 
in space is enhanced while improper movement is 
retarded. The other part of d(NT) is factor<@> which 
serves to encourage large amounts of corrections when 
few samples have been accumulated and therefore the 
variance of the modeling error e(NT) is large and to 
discourage such movement when many samples have been 
processed and when hopefully the algorithm has moved 
the estimate in close vacinity of a solution and such 
errors are small. 
The combination of the third and fifth equations 
is easily recognized as an implementation of the 
recursive "Matrix Inversion Lemma" alluded to by Young 
, 
[7] in a 1981 survey. This uses a small perturbation 
vector product to sum with a matrix which is to be 
inverted. It starts with a symmetric known inverse 
matrix and then by using properties of such matrices in 
the development and applying approximat~on theory 
achieves an inverse of the total matrix to a first 
order approximation. 
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It will be left to the interested reader to refer 
to the reference material for furthur enlightenment on 
the exact method of derivation. 
A short mathematical treatment can be approached 
from the standpoint of solving the vector form of the 
errored linear predictor modelling equation 
y{k) = .<_>{k). * <b> + e{k) 
which can be expressed in invertable form as 
[<_>{k) ]*y(k) = [<_>{k) ]*{ .<_>(k) .* <b> + e(k) } 
and now has the solution 
<b> -- { [ <_> ( k) ] * . <_> ( k) • } /\ 
* [<_>(k)] * {y(k)-e(k)} 
which has minimal variation around its true value when the 
unmeasurable quantity, e(k), is of minimum variance and 
zero mean. 
In the algorithm the matrix [ P (N) ] is used to 
contain the that inverse of [<_>(k)] * .<_>(k). as it 
is being calculated. The converges properly if and when 
[P(N)] contains that inverse. 
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4.3 Imperfections Q..f the R.L.s Algorithm 
STABILITY 
An important aspect of the R.L.S algorithm is 
stability. Rigorous treatment of this for a non-linear 
algorithm with time variant coefficients is beyond the 
scope of this paper. An argument in a limited 
mathematical sense though can be constructed to 
describe important limitations on stability at various 
points in life of the algorithm. 
The manner in which convergence is achieved can be 
seen by expressing equation 3. 4 in a state variable 
form 
[<b>(NT)] = 
[P(NT-1)]* [<_>(NT)]*.<_>(NT). { I-------------------------------}* [<b>(NT-1)] d(NT) 
[P{NT-1)]* [< >(NT)] 
+ { -------------=-------} * y{NT) d{NT) 
When [P{NT-1)] = [<_>(NT)*.<_>(NT) ]"" = [P(NT)] as 
is the case for proper convergence at e(k) of minimal 
variance the equation becomes 
[<b>{NT)] = [I-I/d{NT)]*[<b>(NT-1)] + [<b>]/d{NT) 
where <b> is the true parameter vector. 
The value d {NT) becomes <@> + 1 for the same 
reason, by substitution. 
With <@> chosen as the variance of e (k) which 
• becomes << 1 when e(k) is approaching random noise 
around zero the equation becomes 
[<b>(NT)] = {I-I/(1+<@>) * {<b>(NT-l)]+{<b>}/(1+<@>) 
={I-I}* <b>(NT-1) + <b> 
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The proper convergence to <b> (NT) = <b> is 
achieved. 
There are conditions which may cause improper 
convergence or stalling. Note that if ( P (NT-1) ] has 
very small or zero elements the algorithm stalls at the 
last estimate. The same is true if d(NT) is very large. 
Instability can arise if d(NT) is allowed to get very 
small when [P(NT-1)] does not yet contain the desired 
inverse. This forces large alternating+/- corrections 
to [<b>(NT-1)] while pushing the offset to very large 
values and the algorithm diverges. 
Providing that the norm of the governing matrix in 
Equat. 4.7 will always be less than an eigenvalue 
it will have a magnitude less than one and it will be 
therefore assymptotically stable in the large. [ B-9] 
An examination of that matrix for a simple startup case 
where [P(NT)J is the identity matrix shows that to be 
true. For this case stability is enhanced due to the 
large value <@> possesses due to the large initial 
value of the variance of e(NT). 
An important case where divergence of the 
algorithm may arise is when truncation errors in 
calculation may cause [P (NT)] to become negative 
definite. Repeated testing of the matrix for negative 
definiteness and readjustment is a possible way of 
avoiding this at the expense of calculation time and 
error. A better method involves a different 
implementation of the algorithm which handles the 
[P (N)] matrix as a product of its upper matrix, 
diagonal matrix and upper matrix transpose. 
This "UD METHOD" is described by Bierman [A-12]. 
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ORDER 
The assumption of a fixed and known order N of the 
test system linear equation determines is an important 
one. The value N determines the size of the matricies 
which must be multiplied. Under-estimation of the order 
of the system can result in a large value of residuals 
even when the algorithm has converged. Such a situation 
should be recognizable and require a higher order of 
estimation to be adopted. On the other side too large 
an assumed order may require unneccessary computation 
complexity and storage requirements. An apriori 
knowledge of the system order is best. 
LINEARITY 
Linearity assumptions may also be violated. This 
results in residuals which are not linear in the 
parameters and therefore a loss function which no 
longer strictly quadratic. Thus instead of possessing a 
single depression wherein the parameter estimate 
converges the higher order polynomial functions of 
inputs and outputs may cause ripples on the otherwise 
parabolic loss function. This may lead to a premature 
convergence to an improper set of parameter values 
while the modeling errors and therefore the residuals 
are still large. 
INPUT CHARACTERISTICS 
The effect of unknown or unavailable inputs may be 
considerable particularly when such inputs are not 
independent of observed all inputs or outputs as the 
algorithm assumes. Such situation~ may arise when the 
unknown input is a result of the same mechanism which 
formed other measurable inputs. This results in 
residuals which are no longer characterizable as random 
errors but rather as deterministic in nature. The 
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accumulation of such errors as the algorithm progresses 
predudices the outcome resulting in a so called "biased 
estimate" of the true parameters. Such parameters if 
tested by subsitution in the model will not be able to 
reproduce the expected output sequence as faithfully as 
the an unbiased estimate would when the scope of input 
test function was wide. That is the system would not be 
as well characterized for unknown inputs. 
Knowing the relative strength of coupling of 
inputs to the output can provide valuable insight into 
simplifications and approximations which may be made in 
the model by eliminating inputs as having minor effect 
on the output. Coupling of delayed sampled inputs if 
small can allow a reduction in order of the model. 
A related consideration to coupling of the delayed 
inputs of the model is the expected bandwidth of the 
input function which will be applied to the system. 
Strongly coupled high order inputs may even be 
eliminated when input bandwidth is well within the 
system bandwith limits set by 1that order. 
NOISE 
The level of random noise if known apriori may 
indicate the ceiling of accuracy which should be 
imposed on the residuals. Such noise may be interpreted 
as due to measurement accuracy of inputs or output 
samples. This limits the number samples which the 
algorithm should accept as sufficient to obtain a good 
estimate of the parameters. 
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CHAPTER V 
SIMULATION ASPECTS 
The funded project as discussed previously 
involves a wide range of residential designs in which a 
proposed control system must function. Previous to 
computer simulation an adequate design of this type 
could only be derived by actual physical installation 
of a control package followed by readjustment to the 
design to accomadate unforseen influences. This "cut 
and try" method involved considerable time and expense 
and was extremely inflexible. Todays availability 
of computer modelling techniques allows the proposed 
installation type itself to be simulated along with the 
control package. A carefully designed programming 
structure must be incorporated with a testing plan to 
assure a smooth transition from this off line 
simulation to actual implementation. 
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5.1 Testing for Improved Control 
"Test Models" can be constructed which are 
adj us table to represent a wide variety of enclosure 
environments. The models are designed to be expandable 
if possible and to exhibit behavior bearing close 
physical significance to that actually observed. 
Various simulations of control methods can then be 
performed on this "Test Model". If the "Test Model" is 
accurate and the control closely models the prototype 
to be installed then such simulations should be 
considerably to real behavior. 
REALISM 
It is extremely important to first be assured that 
the test model which the computer is using to represent 
the complex behavior of the home and heat storage 
behaves in a real is tic manner. Testing must be 
conducted by observing how simulated changes in outside 
temperature profile, electric heat input and thermostat 
setback levels affect the furnace store temperature and 
/ 
the inside temperature. Calculated values based on 
actual homes and furnaces should be used. The resultant 
simulated behavior should mimic actual observations as 
discussed in previous chapters. From observations of 
digital simulations a proper sampling period time T can 
be chosen which requires the least number of samples 
per unit time yet allows effectively reproduction of 
expected responses. Lastly it is wise to show that the 
formulation when implemented as a electrical analog 
behaves similarly. This provides additional confidence 
in the realism of the chosen formulation. 
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TESTING STRATEGY 
The testing strategy of a complex simulation 
requires careful consideration if a system is to be 
implemented effectively. The scope and efficiency of 
testing must be considered. 
A complex system is built from simpler blocks. 
These logical sections can first be tested separately 
to show that their properties follow established norms. 
Such testing should first be done under simplified 
conditions. This may reveal basic flaws at an early 
stage which later might be difficult to identify when 
more possibilities are prevalent. In this case where an 
estimation algorithm is involved, correctness must be 
carefully var if ied. As a next stage of testing, 
conditions can be made progressively complicated until 
conditions representing those to be expected in actual 
use are achieved. At this stage sufficient confidence 
in the proper functioning of the subsections has been 
gained to that it may not be neccessary to start with 
simplistic test conditions. The total system may now be 
tested under as near working conditions as can be 
simulated. 
EFFICIENT TESTING 
There are very real concerns which enter into the 
actual mainframe simulation, namely the storage size, 
computation, printing costs and stqrage costs. 
Ultimately the testing strategy must include plans to 
minimize these costs and still provide sufficient 
testing to prove the concept. In the funded project, 
parameter estimation is a major part of the simulation 
being tested. For the simulation program "SIMRUN" this 
is most computationally expensive. such expense grows 
parabolically as the assumed order of the estimation 
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algorithm increases. The cost of simulation is 
particularly dramatic when a seasons simulation 
involving several month's with several hundred 
estimations per day is to be performed. 
Verification of convergent properties of the 
parameter estimator in the control system must be 
acheived if a proper simulation is to be viable. 
Normally this may require a very large number of 
iterations particularly if the inputs are changing 
slowly relative to the sampling time. Testing of 
initialization, forgetting factor order and other 
values which affect convergence would still require a 
large number of computations even though a simple input 
form is used. It is neccessary to speed up this testing 
and reduce the number of samples needed to observe 
convergence. "Fast" input sequences which are the 
normal inputs time compressed so that changes of inputs 
which normally took many samples now take relatively 
few. 
The estimator is thus fully excercised with fewer 
samples and affects on convergence are quickly and 
inexpensively evident. 
MODIFICATION 
The presence of a wide range of influences to 
which the R.L.S algorithm falls prey indicates that a 
judicious modification of the algorithm may be needed 
based on the apriori knowledge of the application. 
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Considerations of the identification properties 
may also point to appropriate modifications that can 
better be made to the application of the algorithm in a 
physical sense than by a change of the algorithm 
itself. The final justification of such methods is best 
accomplished by testing under a wide range of the 
expected inputs. 
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5.2 Project Planning 
The project plan, as charted in figure set 5.1, 
includes related as well as programming activities. 
Three seperate phases, each with a clearly defined 
goal, are identifiable. The use of three seperate 
mainframe programs is chosen to meet computational, 
programming and file handling requirements with the 
intent of optimizing programming time, compilation 
time, processing time, core size, algorithm complexity 
and file size during each stage of off-line simulation 
development. 
. . 
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5.3 Simulation Program Design 
In designing a program structure for simulation it 
is tempting to combine all stages of simulation into a 
single structured program to promote maximum 
flexibility. The program then grows as each new 
simulation need is discovered and incorporated. Changes 
are patched in and appropriate switch settings are 
installed to allow selecting or de-selecting any need. 
The new switch requirements are added to the test 
heading print section of the program. Testing modes can 
later be identified which use only certain test needs 
and the program modified appropriately. Unfortunately, 
after several modes have been added, a large core space 
is required for even the simplest test. Making a small 
change to a subroutine may require a large compilation. 
Adding a new data output for a specific test might 
involve interaction with other modes and be difficult 
to incorporate. 
A second approach is used to write dedicated module 
test programs to quickly answer specific simulation 
questions or demonstrate certain abilities. Less 
thought of an expandable structure is needed as changes 
are made. Switch settings are few. Headings are simple. 
Turn around of testing is rapid. Algorithms may be of 
-·· 
less general nature. Core usage is small. Changes to 
accornodate new output forms are easily made. 
Unfortunately, programs which must exchange data for 
repetitive processing cannot easily interact as 
independent programs. 
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6.1 Estimation order and "Similarity" 
The early stages of testing of the R. L. s. 
algorithm in it's standard form revealed an interesting 
phenomenon. If an observation sequence is generated 
using an order of N and the coefficients have non-zero 
values the R.L.S. estimator of order N will appear to 
converge to that exact set of values irrespective of 
the starting values that were assumed for the 
parameters. A very different situation will arise if an 
R.L.S. estimator of order N+l or higher is assumed. One 
would desire that the algorithm would converge to a set 
of values which had the same first N coefficients as 
the generator and a zero for the (N+l) th place and 
higher. That being the case one could simply truncate 
the higher order zeroes and be left with the parameters 
matching those of the generator. Unfortunately the 
estimator does not always settle on this "truncated 
set". Instead, the estimator becomes highly sensitive 
to the starting parameter values. Only by picking 
initial estimates which are in the vacinity of the 
"truncated set" will the algorithm actually settle 
there. Choosing for example, initial estimates of all 
+l's results in coefficients which are far removed from 
the "truncated set". Different choices of the starting 
parameter values yield other non-desired values for the 
estimates. In each case, regardless of the disparity in 
the estimates, the convergence was just as strong. 
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SIMILARITY TESTING 
The last observation posed an important question. 
Were in fact all such over ordered parameter 
estimations actually valid identifications of the 
system despite the wide range of values to which the 
R.L.S. estimator actually converged? 
To test this hypothesis several such estimates all 
derived from estimating the same generating equations 
were substituted in the linear predictor generator. 
Several differents of input values were chosen. Each 
set had fluctuations enough to significantly excercise 
the R.L.S. estimator to a convergence. Each set of 
inputs was first applied to the Nth order generator and 
the resulting set of output sequences were saved for 
later comparison. Several estimations aimed at the N+l 
order but with different initial parameter estimates 
were taken over the same generating coefficients. It 
was observed at this point that for a fixed set of 
initial parameter values the same parameter estimates 
resulted independent of the choice of input sequence. 
The second part of this test was conducted. The 
object was to see if it was possible to reproduce the 
same output sequence sets that the original generating 
coefficients produced from the respective input 
sequence sets. This was to be done using the several 
different parameter vectors which had been estimated 
for each of the input sequences. In the first part of 
the test, to replace the original generating 
coefficients. Each input sequence was then used with 
each of the several new coefficient sets in the 
generator to produce output sequences for each related 
input sequence. Finally, comparison's were made for each 
case of input sequence between outputs due to the 
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original generating coefficients and those due to 
estimated coefficients. 
The results bore strong testimony for the posed 
hypothesis. In every case of input sequence, the new 
generating coefficients faithfully reproduced the same 
output sequence as did the original coefficients. The 
following definitions arise: 
DEFINITION: "Similarity Coefficients Of a Linear 
Predictor" 
Consider two vectors [<b>_l] and [<b>_2] 
which are two sets of the values of coefficients al .. aN 
, bi .. bN of a linear predictor generating 
equation with single input (see CHAPTER III) of the 
standard form below 
y(k)= -al*y(k-l), .. ,-a2*y(k-N),+bl*u(k-1), .. ,+bN*u(k-N) 
The vector coefficients [<b> 1] and [<b> 2] 
- -
are said to be "Similar Coefficients" if for every 
bounded input sequence {:u(k)}_jG} the output sequence 
{: y(k)}_j} results with substitution of either vector 
as coefficients of the linear predictor. 
DEFINITION: "Simi+ar Estimates of a Linear 
Predictor" 
An estimation algorithm is said to produce 
"Similar Estimates" of a linear predictor if it 
converges on "Similar Coefficients" . 
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A theorem can now be stated which summarizes the 
observed behavior. 
THEOREM 1 
Similarity Theore~ for a Recursive Least 
Square Estimator 
An R.L.S. estimation of order N+L ( N>l) 
and ( L>=l) will produce a "Similar Estimate" of 
or~er N+L from observation of the input and output 
sequences generated from a linear predictor of order N. 
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ARGUMENT FOR THEOREM 
The theorem is easily argued for a simple case of 
a first order linear predictor with a single 
controlling input u(k) and output y(k) both of which 
have samples initially zero. The predictor is to be 
used to generate a sequence { y(k) } starting from 
initial conditions using a sequence { u(k) }. The L.P. 
equation is then described by: 
(6.1) y(k) = al*y(k-1) + bl*u(k-1) 
which includes the sign as part of al for 
• convenience 
for k=O: 
y(O) = al*y(-1) + bl*u(-1) 
for k=l: 
y(l) = al*y(O) + bl*u(O) 
~ substituting for y(O): 
y(l) T al*{ al*y(-1) + bl*u(-1) } + bl*u(O) 
= { al }A2*y(-l) + al*bl*u(-1) + bl*u(O) 
Which is expressable in general terms as the second 
order equation 
(6.2) y(k)= al*al*y(k-2) + al*bl*u(k-2) + bl*u(k-1) 
If it has an the same input sequence as (6.1) and 
zero initial conditions it will generate the same 
sequence as the first order one. 
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These equations can be expressed in second order 
form as 
(6.3) y(k) == 
o•y(k-1)+ al*al*y(k-2) + bl*u(k-1) + al*bl*u(k-2) 
and 
(6.4) y(k) = 
al*y(k-1)+ O*y(k-2)+ bl*u(k-1)+ O*u(k-2) 
Multiplying each equation by a constant, adding 
and dividing by the sum of the constants yields a 
general equation 
(5.5) 
y(k) = {O + al*d} * y(k-1) + {al*al*c + O} * y(k-2) 
---------
-------------
c+d c+d 
+ {bl*c+bl*d}* u(k-1) + {al*bl*c + O} * u(k-2) 
----------
-------------
c+d c+d 
These coefficients are "Similar Coefficients" 
by that previous definition. 
Using pal, pa2, pbl, pb2 for coefficients 
(6.6) y(k) = 
pal*y(k-1)+ pa2*y(k-2)+ pbl*u(k-1)+ pb2*u(k-2) 
This equation will generate the same sequence for 
any choice of the arbitrary constants c and d provided 
that c+d <> o. since there are an infinite number of 
values of c and d there are an infinite number of 
coefficients sets which could be chosen as estimates. 
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An estimator uses only input and output samples 
with no regard for how they were generated. The R.L.S. 
estimator of order 1+1, in converging to coefficients 
which generate a sum of least squared error, will 
converge to any such coefficient set as indicated by 
( 6. 5) when estimating a lower order 1 of the Linear 
Predictor. 
Thus for the N = 1, with zero initial inputs 
and outputs, an R.L.S. estimator of order N+l converges 
to a "Similar Estimate" of order N+l. It is clear that 
the argument may be extended for any order N above N = O 
and with any number of inputs by applying similar 
manipulations. 
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GUIDING ESTIMATION .t.Q the TRUNCATED SET 
Examining the form of (6.5) suggests a 
proper approach toward initializing the parameter 
estimation when order N of a system is unknown apriori. 
Suppose an estimation is converging on a zero 
coefficient for either of the high order coefficients 
pa2 or pb2 or both. From Equat. 6.5 the constant c must 
be zero for the non-zero al. Subs ti tu ting c = O in 
(6.5) for all the other coefficients shows that the 
truncated coefficient set is the only possible set that 
the estimator could converge upon. 
This argument suggests that to choose some initial 
parameter coefficients as zeroes will push the final 
estimate toward the truncated set if it exists. 
Convergence to a truncated set indicates that a lower 
order of estimator can be used. Testing higher orders 
until a truncated set is estimated will establish 
the proper estimation order. 
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6.2 Convergence Test Results 
"" The first step in convergence testing was to 
produce accurate observations from the "Test Model". It 
is important to understand the nature of the waveforms 
generated as well as those used as inputs. Fig. 2. 4 
illustrates the linear transfer functions to the 
primary output Ts and secondary output Ti'. as formed 
by the State Variable implementation of the system 
model. It shows that two inputs Qe as the control and 
To are external to the system and that the third input 
0/C (Qo) is internally derived. It is a result of the 
comparison of Ti' to a third external input Tiset in 
the non-linear thermostat control of NLl switching on 
and off as Ti' fluctuates above and below Tiset. 
Fig. set 3.1 illustrates the relative timing and 
shape of these six waveforms. To, Tiset and Qo 
waveforms were chosen to represent those expected for 
typical day from 8PM to 8PM. A sinusoid of 24 hr period 
with a minimum occurring at lam and of variable 
amplitude and bias was chosen for To. [T-3] • Tiset 
was set to be a step change "temperature set back" 
which was allowed to change twice times from 20 degC to 
15 degC and back during the 24 hour period. Qe was 
chosen as a squared pulse which rose initial to its 
control level at 8pm and maintained that level until 
8am at which time it dropped to zero. Iterating the 
model using samples of these three waveforms then 
generated the waveform 0/C (Qo) which consisted of 
fixed amplitude, short duration squared pulses of 15 to 
30 minute occuring at intervals of 15 to 90 minutes 
depending on the exact waveform values chosen for To. 
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Worst case cold/hot assumptions set To at a bias of 2.5 
degC and +/- 15 degc range. Ti' allowed to vary +/-
1Degc by the thermostat simulation was a sawtooth which 
rose as 0/C pulsed on, nearly always at a fixed rate 
and fell at a rate depending on the outside temperature 
, To waveform as 0/C pulsed off. The action of these 
affects caused the primary output, the store 
temperature Ts, to ramp up for 12 hours to a hign 
temperature partially set by the level of Qe. It then 
fell as Qe turned off at a less rate as decided by the 
values of To waveform. Sawtooth variations coinciding 
with 0/C and Ti' changes rode on and affected the 
average slope of this ramp as To changed or Tiset 
changed during the ramp up or ramp down times. The 
model limited Ts to a value Tsmax above which Qe would 
switch on/off to hold that maximum if it was reached 
before 12 hours. Instances where Ts reached a value Ts 
max early had Qe switching and clipped the Ts waveform. 
In this manner realistic sequence of the output Ts and 
the three inputs Qe,To, and 0/C (Qo) were produced in 
24 hour cycles with varying input levels biases and 
amplitudes and at varying sampling rates. A five minute 
sampling rate was established as sufficient to satisfy 
the Nyquist limit for the minumum expected on time of 
0/C (Qo) under expected variations. Such observations 
will be termed as "Normal Test Model Observations" or 
less specifically as "Normal Observations". 
Convergence tests using several variations of 
Normal Observations were run using the R.L.S algorithm 
to estimate the parameters which described the State 
Variable model for the output Ts. The first tests 
showed that a weighted variance formulation of<@> (see 
chapter III) was needed to "forget" large initial 
errors. A recursive weighted variance which windowed 
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six samples was installed. The simple choice of 
initializing parameters to all ones was chosen for 
simplicity and showed no obvious disadvantage. A 
minimum of N+l samples of output was allowed to iterate 
before starting the algorithm so as to avoid additional 
initialization errors. The [P] matrix was initialized 
to the identity matrix [I]. This allowed easier 
computations in following the calculations when looking 
for errors. 
Testing of this nature showed, that as expected, 
coefficients other than those of outputs converged 
independent of each other. The convergence of a 
coefficient set for an input was highly dependent on 
the "excercising" of the related input. If the input 
did not change for a long time neither did it's 
coefficients. Outputs, which were of course coupled 
through feedback to inputs were excercised by any 
input. Consequently, convergence of output coefficients 
was that of the best "excercised" input. The nature of 
estimation dictates that "equation error" will obtain 
minimum variance when parameter estimation has settled 
in the vacinity of the "correct parameters". Testing 
showed this to be true. It was discovered that while 
estimating an "exact" linear model, the algorithm, if 
left un6hecked will reduce<@> to the point where 
calculation errors cause the estimation to diverge. It 
was chosen to limit<@> to the value of expected 
measurement error variance of the output to avoid that 
situation. Testing was carried on up a third order 
estimator since the block model yielded three st~tes. 
This showed that at the 5 minute sampling rate a first 
order sampling was sufficient. This was expected due to 
the proximity poles to cancelling zeros in the system 
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equation which reduced a third order equation to a 
first order one. For the most part additional testing 
was limited to first estimation or at most second 
order. 
Of particular consequence was the manner in which 
abrupt changes to Qo and particularly Qe were felt in 
the parameter and estimation error convergence. First 
order estimation testing showed that only after abrupt 
changes to the Qe input as it switched on and off did 
the Qe parameter actually change significantly. Th.e 
same occured to the Qo parameter as Qo was switched on 
and off. Changes to both inputs were followed by a 
subsequent drop in the estimation error. Whenever 
either of these inputs changed the Ts parameter 
changed. Qo was less effective at error reduction than 
Qo, but equally eff·ect:ive at parameter correction. The 
short duration of Qo produced small amplitude change to 
Ts at it charged. Qe on the other hand when it switched 
off reached a large amplitude. It was this point that 
errors dropped from lO's of degrees to a fraction of a 
degree. The second major error reduction was not until 
after Qe was reasserted, yielding another correction 
settling to tenths of a degree. Just after the end of 
the second cycle of Qe the error dropped to near steady 
state. Reaching this point in the algorithm required 
48 hours or a total of 576 samples. 
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FAST~ CONVERGENCE TESTING 
This "Normal Testing" suggested that it might be 
possible to use a lesser number of samples to find the 
same parameters. This would be done by using a fast Qe 
which switched after only 12 samples instead of 144. 
This fast input al though invalid as an expected 
waveform would be used in place of the normal one to 
generate "Fast Qe Observations" so that the convergent 
values of estimated parameters might be rapidly 
achieved. Rapid parameter derivation would allow faster 
studies of changes to convergent tendacies of the 
algorithm due to starting conditions and forgetting 
factor and order. This would be particularly useful 
where order and/or number of inputs, requiring large 
increases in the number of computations. The 
expectation was that parameter derivation could 
acheived 12 times as fast with "Fast Qe Observations". 
Convergence testing using "Fast Qe Observations" showed 
that only 50 samples were needed to achieve an 
estimation error of lOA-3 with a weighted variance of 
lQA-2. It was noted however that all but the To 
parameters had reached steady state. The To parameters 
had reached values of 2.0 X lOA-2 after the 50 samples 
compared to its steady state value of -1. 8 X lQA-6 
which had required 526 more samples. The parameters 
associated with To did as did those of Qe and Qo show 
changes coincident with peaks and points of inflection. 
It was not unexpected that again, at least two cycles 
of input waveform were required to derive the To 
parameters. 
The set of "Block Model Values" chosen in this 
simulation are meant to be typical of possible home 
constructions. General rules cannot be made for the 
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whole spectrum of possible home constructions based on 
one specific model. It is however valuable to use y 
specific examples to point the way toward 
simplification. If the spectrum of applicability is 
flexible, it might be narrowed to exclude certain home 
types as suggested by limits of behavior of a specific 
model. Maj or simplif !cation in control design at the 
expense of a slight limitation in scope of 
applicability might well be possible. 
Such expectation of simplification is evident in 
the behavior of the equation error and the To parameter 
as they converge. The fact that the To coefficient 
reaches a steady state value of order 10"'-6 with a 
range of the input of 10"' l produces an influence of 
10"'-5. Both Qe have amplitudes of order 10"'+4 and 
coefficients of order 10"'-4 yielding an influence of 
10"'0. The Ts coefficients is nearly 10"'0. This specific 
system model with the standard values chosen indicates 
that the To input has an effect on_ the output Ts, which 
is 10,000 smaller than any other input. 
Such weak coupling suggests eliminating To as part of 
,j 
the estimation observations associated with the output 
Ts. It should be made clear that this does by no means 
suggest that To does not "indirectly" affect Ts and can 
be eliminated as an external input. In fact To acts 
through feedback (see Fig.3.3) to control Qo which then 
changes Ts. 
118 
(_J 
6.3 Extrapolation Testing for Tseo 
Testing was needed to determine if it is 
possible to predict a 24 hour output sequence that the 
test model would generate so that the the predicted 
final end point would be within acceptable error of the 
actual end point Tseo. Extrapolation carried out over 
288 samples would be extremely susceptable to 
accumulated error. This would require first that either 
a very good parameter estimate was obtained such that 
the bias error of each prediction of the next output 
was small and secondly that such errors were not 
promulgated. 
A first order RLS convergence test of 48 hours 
produced the following set of parameters as an estimate 
of an equivalent linear predictor of the test model: 
For Ts (k-1) +.9998 
For Qe (k-1) -2.53 X lOA-4 
For To (k-1) +1.80 X lOA-6 
For Qo (k-1) -2.53 X lOA-4 
The algorithm had calculated a final equation error or 
predict error e (k) = -0.90 X lOA-4 • • • at these. in arriving 
An extrapolation test was conducted using this set 
as coefficients in a linear predictor. The same "Normal 
. 
Observations" used to obtain these were used to check 
their accuracy by using the test model output to 
predict the next test model output. This showed that 
errors in predicting the next output ranged from -.002 
to -.015 over a 24 hour period. These were generated as 
Ts went from 71 degC to 317 degC using a Qe level of 
20kW. 
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The extrapolation part of the test was run over 
the next 24 of a total 48 hours using a different 
levels of Qe, 16kW. This time the test model output was 
used only to initialize the predictor output. From that 
point, inputs were used to generate predicted outputs 
which were compared with test model outputs derived 
from the same inputs. This "Look Ahead" prediction run 
showed a rapid growth of error from -.003 degc to -1.7 
degc at the end of the second 24 hour period. An error 
of -1.7 degC at an endpoint of 76.5 degc represents 
only -2.25% of the measured value. It is in the realm 
of measurement accuracy of Ts. 
It is a simple matter to show that for a first 
order system with output coefficient al due to a 
prediction error e (L) at sample L will have an 
effect at sample L + M of 
All such effects from e(L+O) to e(L+M) are then 
added. Each prediction error will . depend on the 
value of inputs and as such will be different. A 
linti t can be set by assuming each prediction 
generates a worst case error e. 
For the instance of this system al =.9998. An error 
of 3 x lOA-3 is measured. For al =l errors accumulate 
arithmetically. The maximum error, emax can be 
expressed 
emax = e*{ M * (M+l) }/2 
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For an extrapolation allowed to run for 24 hours 
the expected error is emax = .003*288*289 = 1.3 degC 
which compares well with 1.7 degC actually observed. It 
appears that extrapolating to an end point using a 
linear predictor having estimated coefficients is a 
viable method of establishing Tseo for expected Qe 
levels . 
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6.4 Estimating the Block#2 Parameters 
and Non-Linear Feedback 
The previous testing showed that an endpoint could 
be estimated using known or well estimated inputs Qe, 
To and Qo. Of these Qe is the only input known 
accurately. That is because it is a control input 
produced by the control system. The input To must be 
constructed from estimates gathered externally using 
highs, lows, cloud cover, winds, and worst case changes 
of expected fronts and possibly other weather data. The 
input Qo is a result of the effect of To on Ti. Tiset 
is an estimation of the customer setback habits which 
may be obtained by a monitoring routine in the program. 
Tiset is compared to Ti' which is observed at the 
thermostat and has been assumed always to be Ti the 
actual room temperature. 
The manner in which Qo • 1S related to these 
quantities is important to review to understand how the 
pulse train for Qo can be obtained and how testing 
should precede. Qo is the furnace heat and is pulsed on 
more or less often as the difference between the inside 
temperature Ti and the delayed outside temperature To-
require. The thermostat setting Tiset is regulating the 
measured value of inside temperature Ti' to hold around 
Tiset through Qo's affect on Ti'. 
Testing is desirable to determine if Ti' could be 
estimated as an output using the "Normal Inputs" of Qe, 
To, Qo, as was done for Ts as an output. A first order 
estimation of the linear predictor coefficients for Ti 
should be attempted. It is expected that coefficients 
for Qe will show a small coupling to Ti' since the test 
model values assumed a small heat leakage of Ts to the 
room. The coefficient for Ti' is expected to be nearly 
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1.0 based on the integrating action whica is indicated 
in the Ti' waveform. 
Consider the block diagram of Fig. 1.3. With low 
heat store leakage Qo becomes Qh. The Qo coefficient 
should be proportional to k4. The To coefficient will 
be proportional to k5. The expected coupling to Ti can 
be calculated using 
k4 = 2.14 X lQA-3 
Qo {pk to pk amplitude) = 2.0 X lOA4 
k5 = 1.00 
To (pk to pk amplitude) = 2.5 X 10(1 
to get the following products: 
coupling for Qo =4.28 X lQAl 
coupling for To =2.5 X lQAl 
Looking at Fig 1.3 it can be seen that coupling of 
Qe to Ti must be a Kl*K2 proportion of that for Qo. 
Qo and Qe have nearly the same amplitude. Thus 
for 
kl= 8.62 X lOA-7 and k2 = 2.74 
Coupling for Qe = 1.01 X 10-4 
A recursive estimate of parameters for Ti' will 
result in the following coefficients 
For Ti' (k-1) .9873 
For To(k-1) 1.267 X lOA-2 
For Qo(k-1) 2.711 X lOA-5 
For Qe(k-1) 3.49 X lOA-8 (negligible) 
These have relative values as expected. 
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6.5 Error Evaluation 
It is possible to use the two sets of parameter 
values, one for Ts and one for Ti', and the values of 
Qomax to perform an error susceptability evaluation of 
Ts. The minimum incremental heat removed from the store 
is a single pulse of Qomax amplitude over a duration of 
T seconds. It is convienient to define any errors in 
extrapolating Ts due to errors in estimating and 
measuring quantities in terms of the number of pulses 
which are supplied or removed mistakenly. The effect of 
these on Ts is determined by computing the single pulse 
effect on Ts and multiplying by the number of pulses. 
Errors in estimating To profile and Tiset profile can 
be ~onsidered during two critical time periods where Qe 
is on and where Qe is off. The error where Qe is on 
will affect Ts exceeding Ts max. During Qe off time 
that error will affect Ts dropping below Tsmin. Thus 
only the 12hr average level of error of To and Tiset 
need be considered. 
If the furnace has been sized properly then Qe 
level if set to full on at Qemax, with no heat stored, 
should under the worst case of heat consumption never 
cause Ts to exceed Tsmax. That value of Qemax should be 
lowered until under worst case heat usage during the 
on-peak hours the stored heat will be exactly depleted. 
Only under conditions of residual heat in the store 
will it be likely that Ts can exceed Ts max if such 
sizing is made. The development presented here will 
assume such a condition. 
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As expressed in Fig 6. 1, disturbance errors and 
measurement errors may be referred to inputs and 
..... 
outputs of the linear blocks in the predictor 
formulation. Accumulated unbalance due to internal 
disturbances of various natures can then be quantified. 
Using the coefficient for Qo(k-1) of the Ts set, a 
single pulse of T duration with an amplitude of 
Qomax = 23kW 
will affect Ts by 
Ts/pulse= (2.3 X 1QA4)*(2.5 X lQA-4) = 5.8 degC 
The pulse will change Ti' by 
Ti'/pulse = (2.3 X 1QA4)*(2.7 X lOA-5) = .62 degC 
which could be caused also by an average error in To 
over TD/T = 144 pulses of 
To/pulse= (.62 degC)/(1.3 X lOA-2)/(144) = .34 degc 
or equivalently by an average error in Tiset or Ti' of 
Tiset/pulse = .34 degc 
Qe must compensate a single pulse error by a level 
change of 
QeLevel/pulse = (2.3 x 1QA4)/(144) = 160 w 
Any error over 12 hours in estimating Qo which 
amounts to a single pulse change is also 
Qo/pulse = 160 w 
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A typical worst case error evaluation might 
suppose 
Wand Tiset can be estimated to within+/- 1.7 degC 
over both 12 hour time ranges. An accuracy of+/-
1600w in setting the Qe level and an accumulated error 
of+/- 1600w is also presupposed for other heat 
imbalances. 
The total is then 25 Qo pulses for each 12 hours 
period 
Ts error (24 hr)= 50 * ( 5.8 degC) = 290 degC 
In order to establish this buffer level of Tseo, a 
compensation of 50 pulses equivalent can be applied to 
the Qe level or 
Qe level adjust= 50 * (180w) = .9 kW 
If the worst case error is in the opposite 
direction then a residual store temperature could be 
left of 
Ts residual= 2* (290 degC) = 580 degc 
which is, for the example < Ts max= 600 degC. 
Under the severe conditions of error posed in this 
example control is maintained. It is reasonable to 
expect that the self-tuning self-aiming method which 
combines the parameter estimation, extrapolation and 
input estimation in the digital control will function 
under the degree of error as expressed and should be 
successful in simulated control of the modelled system. 
Provided real system and estimation errors remain 
within expected bounds and thermal limits are set in 
the control processor, a real home and heat store 
should be properly controlled. 
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Fig. 6. 2 Hayes Optimal Control Configuration 
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