Being capable of characterizing the freshness of information, Age of Information (AoI) has attracted much attention recently. To provide better real-time service over fading channels, efficient scheduling methods are highly desired for wireless transmissions with freshness requirements. However, due to the channel instability and arrival randomness, it is challenging to achieve the optimal AoI. In this paper, we are interested in the AoI-optimal transmissions with truncated channel inversion, which has a low complexity transceiver architecture exploiting fixed coding and modulation. More specifically, we utilize a probabilistic scheduling method to minimize the AoI while satisfying an average power constraint. By characterizing the probabilistic scheduling policy with a Constrained Markov Decision Process (CMDP), we formulate a Linear Programming (LP) problem. Further, we present a low complexity algorithm to obtain the optimal scheduling policy, which is proved to belong to a set of semi-threshold-based policies. Numerical results verify the reduction in computational complexity and the optimality of semithreshold-based policy, which indicates that we can achieve well real-time service with a low calculating complexity.
I. INTRODUCTION
With the popularization of sensor-based systems in both present 5G and future 6G [1] , e.g., vehicle-to-vehicle systems and unmanned aerial vehicle systems, there is an increasing interest and demand for monitoring real-time systems. In such systems, the freshness of information is often considered as an indispensable parameter as important as latency. However, for wireless communications with power constraint, optimizing the freshness of information has been a challenging work. Thus, it is significant to optimize information freshness for resource constrained wireless communications.
To measure the freshness of information, AoI has been considered as a metric of information freshness since [2] has been published. We classified the previous works in this domain into two categories. One line of works optimized AoI through adjusting the updating rate or the queuing strategies [2] - [6] . Different from the traditional latency concept, AoI decreases first and then increases as the updating rate increases. This feature of AoI leads to the existence of an optimal updating rate in First-Come-First-Served (FCFS) M/M/1 systems [2] . In [3] , the authors further resolved the optimal updating rate in the presence of interfering traffic with multiple sources. The study in [4] and [5] showed that the Last-Come-First-Served (LCFS) principle, as well as re-transmission, can successfully avoid the increments of peak AoI. For multi-user systems with controllable updating process, the authors in [6] used CMDP to model their scheduling method. They also showed that the optimal scheduling policy has a threshold structure.
The other line of works optimized AoI through packet management and energy allocation [7] - [10] . When the source node can manage the arriving samples and the transmission process, discarding packets once the source node is busy could improve the average AoI and the peak AoI [7] . The Hybrid Automatic Repeat reQuest (HARQ) and re-transmission protocols were taken into account in [8] , where preemptive scheduling policies were presented to optimize AoI. Energy constraints were considered and an optimal threshold policy was presented to achieve a better AoI performance in [9] . In [10] , the author focused on a source node with a large battery and showed that delivering relatively non-information updates is not necessary. In addition to the traditional AoI definition, there are also some other definitions of information freshness. In [11] , a general cost function of estimation errors was presented. The authors considered both transmission consumption and information freshness. For counting processes, the authors in [12] presented a similar definition to characterize the freshness of information.
In this paper, we aim at the optimal tradeoff between AoI and average power consumption in wireless transmissions over fading channels. Based on the real-time channel state and the real-time AoI of the transceiver, we present a probabilistic scheduling method to achieve the optimal AoI. By characterizing the system with CMDP, we formulate the probabilistic scheduling method into an optimization problem to minimize AoI. However, the variable space of the optimization problem is too large, making the optimization problem too difficult to solve. Fortunately, we can convert the optimization problem into an LP problem with the assistance of linear transformation. To solve the LP problem, we show that the optimal policy can be found by only searching within the semi-threshold-based policies, whose LP problem is much easier to solve. To further reduce computational complexity, an algorithm is presented to obtain the optimal scheduling policy. Moreover, numerical results show that the optimal scheduling policy has a thresholdbased structure imposed on the channel state and the real-time AoI at both ends of the transceiver. For the sake of discussion, the set {0, 1, 2, · · · }, {1, 2, · · · }, and {m, m + 1, · · · , m + k} are denoted by N, N + , and [m : m + k], respectively.
II. SYSTEM MODEL
As shown in Fig. 1 , we consider a wireless communication system where the source node transmits data packets to the Base Station (BS) over fading channels. We introduce the system model from a cross-layer design perspective. In the network layer, a physical quantity or a stochastic process that requires real-time property is randomly sampled in every time slot. In the data link layer, a buffer is equipped at the source node to reform the sampling results into data packets and store them before transmitting. At the front-end of the buffer, a transmitter is equipped to transmit data packets from the buffer to the BS. Moreover, a scheduling module is employed to observe the system state, including updating rate from the network layer, real-time AoI from the data link layer, and channel state from the physical layer. Based on the system state, the scheduling module generates command parameters for the transmitter.
At the beginning of each time slot, the source node updates with probability λ. Afterwards, the generated data packet is stored in the buffer before transmitted. At the buffer, the arrival feature of data packets follows an independent and identically distributed (i.i.d.) Bernoulli process with parameter λ. After the arrival process, the transmitter transmits data packets to the BS when the buffer is not empty. Therefore, the newly arrived data packet can be transmitted immediately in our system. The transmitter follows FCFS basis and sends at most one packet per time slot. The buffer's capacity is assumed to be sufficiently large.
In our system, we adopt a wireless block fading channel model. In one time slot, the channel state remains stable; across different time slots, the channel state follows an i.i.d. statistical feature. To simplify derivation, we quantize the channel into a W-state channel. The quantization levels are given by 0 = h 0 < h 1 < · · · < h W = ∞. In each time slot, if the channel gain ranges in interval [h k−1 , h k ), we define that the channel is at channel state k. Smaller channel gain represents worse channel condition, which implies that channel state 1 and channel state W represent the worst and best channel condition respectively. At the beginning of each time slot, the channel state is reported to the scheduling module through a Channel State Information (CSI) channel.
Let us denote by c[n] the channel state at the nth time slot. The probability distribution of c[n] is given by
where α k ∈ [0, 1] and W k=1 α k = 1.
We denote by P k the transmission power when the channel state c[n] = k. In our system, the distribution of transmission power is based on channel inversion. As the channel gain of some channel model might be very small, like Rayleigh fading channel, we adopt truncated channel inversion to avoid excessive power. To meet the bit error rate requirement and guarantee reliable transmission, the distributed power should satisfy P 1 > P 2 > · · · > P W . We assume that the given transmission power can support sufficient signal to noise ratio so that the transmission failures can be ignored.
III. REAL-TIME AOI AND CHANNEL STATE BASED
SCHEDULING POLICY In this section, we introduce a probabilistic scheduling policy to characterize the transmission method. Based on this probabilistic scheduling policy, we establish a CMDP to minimize AoI.
A. Probabilistic Scheduling Policy
After the arrival process of the nth time slot, we denote by B b [n] the born time of the earliest generated packet currently in the buffer. If the buffer is empty, we set B b [n] = n + 1 for the convenience of derivation. At the BS, we denote by B B [n] the born time of the most recently received packet. Since the transmission of time slot n has not happened yet, we have
To characterize the change of AoI, we give the following two definitions. Definition 1: The buffer-AoI A b [n] at the nth time slot is presented as
.
Since the transmitter transmits on FCFS basis, we have
. Based on the above two definitions, we define the system state as follows. Definition 3: The system state S[n] at the nth time slot is presented as
).
In the system that minimize latency, most scheduling methods are based on the queue length at the buffer [13] . This fact inspires us to schedule based on the real-time AoI. As the system state consists of real-time AoI, we use a probabilistic scheduling policy based on the system state to characterize the transmission method. For each nth time slot, when the system state S[n] = (−1, j, k), j ∈ N + , k ∈ [1 : W ] after the arrival process, the transmitter stays silent for the buffer is empty. 
B. Constrained Markov Decision Process Formulation
We consider a Markov model whose state space consists of
Noticing that the distribution of channel state follows i.i.d., we can further reduce the dimension of state space to two, i.e., the buffer-AoI and the BS-AoI. We define the one-step transition probability as τ p,q;
As shown in Fig. 2 , the states with dashed box are transient states. The transition probability of the other states can be classified into two cases.
Case 1:
The buffer is empty after the arrival process of the (n − 1)th time slot.
In this case, no packet would be transmitted at the (n − 1)th time slot. The Markov state at the nth time slot just depends on the arrival process at the nth time slot. The transition relationship of this case is shown by state (−1, i) in Fig. 2 .
Case 2:
The buffer is not empty after the arrival process of the (n − 1)th time slot.
In this case, if no packet is transmitted, the Markov state at the nth time slot would be (i + 1, j + 1); if one packet is transmitted, the Markov state at the nth time slot would depend on both the buffer-AoI and the arrival process of the (n − 1)th time slot. The transition relationship of this case is shown by state (i, j) in Fig. 2 . Let us denote by µ i,j the transmission probability when buffer-AoI A b [n − 1] = i and BS-AoI A B [n − 1] = j. We can obtain µ i,j by
Based on the above two cases, the transition probabilities of the Markov chain are given by the following lemma. Lemma 1: The transition probability τ p,q;i,j can be obtained as
when i = −1 and
when i ∈ N, where j ∈ N + . Proof: By considering the arrival process and the transmission process simultaneously, we can obtain the transition probabilities.
For the purpose of discussion, we denote the steady-state probability byπ
where
Based on Lemma 1, we can formulate the Markov transition matrix P as a block matrix, which can be obtained as
The sub-matrices in Eq. (7) are given by
where i ∈ {−1} ∪ N, j ∈ N + . According to the property of Markov chain, we haveπP =π and 1 Tπ = 1. Based on the structural properties of the Markov transition matrix in our model, we further have
In summary, the scheduling problem in our system can be formulated into a CMDP which consists of a 4-tuple (S, A, Pr(·|·), C(·)), where
• System State: The definition of system state is given by Definition 3, which is countably infinite. 
IV. OPTIMAL AOI-POWER TRADEOFF ANALYSIS In this section, we first derive the expression of AoI and average power consumption. Then we show the inherent linear relationship between AoI and average power consumption through variable substitution. Furthermore, an algorithm is put forward to obtain the optimal scheduling policies.
Based on the CMDP model, the expressions of AoI and average power consumption can be obtained as
From Eq. (12), we know that the AoI and the average power consumption are both determined by π i,j and f k i,j . When the average power consumption is constrained in our system, the AoI performance would also be affected. To obtain the optimal AoI, we formulate an optimization problem to minimize AoI with average power constraint. We assume that the average power consumption is constrained by P c . Then we can give the optimization problem by
From Eqs. (5)-(10), we notice that π i,j is actually a function of f k i,j . However, as the Markov transition matrix P is an infinite dimensional matrix, the analytic expression of π i,j is very challenging to obtain. Consequently, the optimization problem (13) is very difficult to solve directly. To simplify the original problem, we use linear transformation to convert (13) into an LP problem, which turns to be much easier to solve. We introduce a new set of parameters {x k i,j } i,j,k given by
where i ∈ N, j ∈ N + , and k ∈ [1 : W ]. Based on Eqs. (9) and (10), we can formulate the steady-state probability π i,j through the following lemma.
Lemma 2:
The steady-state probabilities are given by
x k m,n α k Based on Lemma 2, we can convert optimization problem (13) into an equivalent LP problem. Theorem 1: Problem (13) can be converted into the following LP problem. With the assistance of Theorem 1, the optimal AoI-power tradeoff is now characterized by an LP problem. However, due to the infinite number of variables, the optimal tradeoff remains difficult to obtain. Therefore, we further narrow the variable space through focus on the semi-threshold-based policy.
Let us denote by F the set of all scheduling policies. Thus we have F = (f k i,j ) i,j,k |f k i,j ∈ [0, 1], i ∈ N, j ∈ N + , k ∈ [1 : W ] . The definition of semi-threshold-based policy is given as follows. Definition 4: For a scheduling policy (f k i,j ) i,j,k ∈ F, if there exists a positive integer M such that f k i,j = 1 when j ≥ M , we define (f k i,j ) i,j,k as a semi-threshold-based policy and the minimum M as its order.
Let us denote by F M the set of semi-threshold-based policies with the same order M . Next, we show that any scheduling policy in F can be approximated by a semi-threshold-based policy through the following theorem. Theorem 2: For any ε > 0 and any f 0 ∈ F, there is a positive integer N . Such that for any M ≥ N , there is an
, and P f M denote the AoI and the average power consumption under scheduling policy f 0 and f M respectively.
Proof: The proof of Theorem 2 is omitted due to space limitation.
For a semi-threshold-based policy f M ∈ F M , we denote its steady-state probability byπ and its Markov transition matrix by P . Through the following lemma, we show thatπ and P are equivalent to the steady-state probability and Markov transition matrix of a finite Markov chain.
Lemma 3: Define a new Markov process, whose state transition matrix is given by
where P M i,j is the first M columns and the first M rows of P i,j in Eq. (7), i ∈ [0 :
The steady-state probability of this new Markov process is denoted by
The steady-state probabilityπ under semi-threshold-based policy f M can be derived by
else.
(22)
Proof: The proof of Theorem 3 is omitted due to space limitation.
Based on Lemma 3, we convert the LP problem (16) to an LP problem with finite variables. Theorem 3: The LP problem (16) is equivalent to the following LP problem. Input: P c , ε, λ, W , {α 1 , α 2 , · · · , α W }, {P 1 , P 2 , · · · , P W } Output: f k * i,j , A * 1: initialize A * ← −2ε, A ← 0, M ← 1 2: while A − A * > ε do 3: M ← M + 1
4:
A * ← A
5:
A ← the optimal A obtained by LP problem (23) 6: end while 7: x k * i,j ← arg min x k i,j A obtained by LP problem (23) 8: 
for j = 1 → M do 12: for k = 1 → W do 13: if π * i,j = 0 then 14: Through Theorem 3, we can obtain the sub-optimal solution with order M . As the order M tends to be infinite, we can obtain the optimal tradeoff between AoI and average power consumption. However, as the optimization variables of LP problem (23) is {x i,j,k } i,j,k , we still need an algorithm to track back the optimal scheduling policy. As the solution of Theorem 3 is sub-optimal, we need to set an acceptable error ε when we perform numerical calculations. Therefore, we present Algorithm 1 to obtain the optimal scheduling policy within an acceptable error ε. The algorithm's complexity is the same order of magnitude as that of linear programming.
V. NUMERICAL RESULTS
In this section, we present the numerical results to show the threshold structure of the optimal policy and validate the tradeoff between AoI and average power consumption. We consider a practical scenario in sensor-based system with Rayleigh fading channels.
First, we fix the sampling rate λ = 0.4, the average power constraint P c = 0.848, and the acceptable error ε = 0.1. To show the threshold structure of the optimal policy more clearly, we quantize the channel as a three-state channel. Meanwhile, we set the bandwidth B = 1.5kHz and the noise power spectral density N 0 = −150dBm. Then we run Algorithm 1 to obtain the optimal scheduling policy. The algorithm stops Fig. 3 . The top coordinate shows the parameters {f 3 i,j } i,j , which corresponds to the best channel condition; the middle coordinate shows the parameters {f 2 i,j } i,j , which corresponds to the intermediate channel condition; the middle coordinate shows the parameters {f 1 i,j } i,j , which corresponds to the worst channel condition. From Fig. 3 , we can find a distinct threshold structure. For the same buffer-AoI and BS-AoI, the transmitter is more inclined to transmit when the channel state is good. Remarkably, the transmitter transmits with probability 0.609 at state (4, 5) , which appears to be the dividing line of the threshold policy.
Then we present the optimal tradeoff between AoI and average power consumption. In this simulation, we adopt the same channel model and run the simulation with sampling rates λ = 0.4, λ = 0.5, and λ = 0.6 respectively. We fix the order of the semi-threshold-based policy at 12 and change the average power constraint from 0.7 to 2.9. After running the simulation for 10 7 time slots, we obtain the optimal tradeoff shown in Fig. 4 . From the simulation, we have that there is a minimum value for average power consumption to keep the system stable, which is marked as P 0 . There is also a upper bound for average power consumption, which is marked as P m . After the average power consumption exceeds P m , the AoI no longer decreases. Moreover, it is worth noting that the optimal sampling rate changes with the power constraint, which indicates that it is necessary to choose a specific sampling rate for different average power constraints.
VI. CONCLUSIONS
In this paper, we have investigated the AoI-optimal scheduling method for wireless transmissions with fading channel. By presenting a probabilistic scheduling policy, we have formulated the system into a CMDP to minimize the AoI with average power constraint. In the probabilistic scheduling policy, we have taken the buffer-AoI, BS-AoI, and channel state into account. In this way, we have converted the tradeoff between AoI and average power consumption into an LP problem. Based on the LP problem, we have further proved that 
Fig. 4: Different sampling rates
the optimal scheduling policy could be found within the semithreshold-based policies. To track back the optimal scheduling policy, we have presented a low complexity algorithm. Through the numerical results, we have found that the optimal scheduling policy has a threshold structure on channel state and AoI.
