The paper deals with influence of two-scale variations of parameters on the behavior of different dynamical systems. By two-scale we mean parameter oscillations occur in an alternating manner with large and small temporal gradient, on a typical period intervals. The shape of such parameter dependence resembles relaxation oscillations. Parametric instability is revealed under these conditions. We call it two-scale geometric resonance (TGR). TGR can be described with the help of certain geometric structures on the extended phase space. TGR possesses similar properties and can be described in similar ways in seemingly different systems. The article presents general models for the TGR description and considers a few specific examples: classical oscillator, Van-der-Pol oscillator and thermodynamic system with ideal gas.
Introduction
In recent years physicists and mathematicians have devoted a great deal of attention to systems with a hierarchy of evolutions. In the evolution of the systems, "fast" and "slow" components can be detected. For the analysis of such systems the traditional asymptotic methods available are: averaging method, multiple scales method, etc.
1,2 However, the rapidly developing geometrical methods of mathematical physics have made it possible to find interesting and, probably, more adequate methods to describe such systems.
3-5
Usually, one compares the characteristic frequencies of parameters variation ε and characteristic frequency of the solution variation ω. There are two well-known limiting relations between ω and ε, viz. ε ω -adiabatic approximation, and ε ω -high-frequency approximation. In this paper, contrary to the earlier examined one-scale variation of parameters with one characteristic scale, we will consider the two-scale variations of parameters, i.e. such variations will have two characteristic scales over one period of parameter oscillations: on some regions the parameters vary adiabatically: ε ω, while on the other regions they do so non-adiabatically: It appears that under two-scale, even non-periodic oscillations of system's parameters, there arise a parametrical instability. This instability is present in many dynamical systems of a general type: from the elementary ones, such as an oscillator, to the complex statistical systems of many particles. This phenomenon will be referred to as two-scale geometrical resonance (TGR). The meaning of this term will be clarified below.
The occurrence of TGR is caused by the fact that the evolution of system is different for adiabatic and non-adiabatic parameter variations. As a result, a cyclic parameter variation where adiabatic variation alternate with non-adiabatic one leads to some kind of hysteresis and the complete work executed by external forces is different from zero. Thus, in conservative systems, under constant cyclic two-scale parameter variations, the energy of the system will increase unboundedly.
TGR has geometric properties. The variation of energy at TGR can be presented as a contour integral in some extended phase plane. The geometric nature of TGR results in that the gain of energy over one two-scale cycle depends only on the amplitude of variation of parameters and does not depend on a cycle duration. This means that the effective increment of instability is inversely proportional to the characteristic period of variation of parameters and has no "peak" resonant dependence (see, however, Sec. 3.2).
a Occurrence of a hysteresis, the area of which is equal to the executed work, brings about an analogy to the work made to ideal gas in thermodynamic cycles. Indeed, there we deal with two-scale variation of parameter. It will be shown that alternating isothermal and isentropic processes in an ideal gas in a vessel with a piston lead to the unbounded growth of the gas temperature and that it is a particular case of TGR.
In this paper the general description of the TGR effect is given (Secs. 2.1 and 2.2), and a number of characteristic examples of dynamical systems, in which this effect can be observed, is considered. In all of them the TGR can be described in a similar way although it exhibits itself differently in different cases. The classical oscillator as an example of elementary linear system is considered in detail in Secs. 3.1 and 3.2. Nonlinear system with a limit cycle, the Van-der-Pol generator, is considered in Sec. 4.1. At last, consecutive considerations lead us to the detection of the TGR effect in ideal gas (Sec. 4.2).
General Models of the Phenomenon
In this Section we propose two general models that explain TGR phenomenon and its properties in one-scale oscillatory systems and two-scale oscillatory systems with slow relaxation. A common place of all reasonings and basic condition of occurrence of TGR is the difference in system evolution under different characteristic temporary scales of parameter variations.
One-scale system
Let us consider a conservative oscillatory one-scale system. By one-scale systems we mean that all its eigenfrequencies have the same order (of magnitude). That a An analogous situation is also realized under geometric instability (GI), 4, 5 which is connected to the presence of complex Berry phases 3 in a linear oscillator system. There, the adiabatic variations of several independent parameters are considered. The energy gain under GI depends on the trajectory geometry of the system's representative point in the parameter space and is proportional to the area inside the corresponding contour.
allows us to distinguish adiabatic and non-adiabatic variations of parameters in the traditional way. Let the state of the system be characterized by its total energy E and the value of some parameter µ > 0. Assume also that under given initial conditions and character of variation of parameter, the energy of the system is determined only by the current value of the parameter. For example, under adiabatic variations of parameter such relation is given by an adiabatic invariant of the system. Then in a general way we can write down the differential of energy under an adiabatic variation of parameter:
Here E 0 and µ 0 are the values of energy and parameter in the beginning of adiabatic variation of parameter µ. By analogy with (1) let us assume that the differential of energy under non-adiabatic variation of µ may be expressed by some other function f 2 :
Here E 0 and µ 0 designate now the value of energy and parameter in the beginning of non-adiabatic variation of µ. Equations (1) and (2) determine two intersecting families of curves in the (dE/dµ, µ) plane. The curves of each family do not intersect and differ in the values of initial conditions, like phase trajectories of the system. Consider now variation of the energy for one two-scale cycle. Let it, for example, corresponds to the cycle A-B-C-D-A1 in Fig. 1(b) . If the dependence of the system's energy on the parameter and phase variables, as well as the temporal dependence of the parameter are smooth functions, then the quantity dE/dµ is continuous under the variation of the parameter. The final values of energy and parameter for a region of adiabatic variation of µ are initial values for the nonadiabatic region of evolution following it, and so on. In the end of the cycle the final value of parameter becomes equal to the initial one.
Then the picture of a two-scale cycle in the (dE/dµ, µ) plane qualitatively corresponds to that in Fig. 2 . The variation of energy occurred after this cycle may by represented as:
As can be seen, ∆E is reduced to contour integral in the (dE/dµ, µ) plane and its value is equal to the signed area bounded by the contour A-B-C-D-A1 in Fig. 2 .
This contour is open-ended since after one cycle of energy variation the representative point of the system at final parameter value, which is equal to the initial one, comes to a curve distinct from the initial. The sign of energy variation depends on a direction of motion on the contour. Since after one two-scale cycle the variation of energy is not zero, under constant two-scale variation of parameter the energy will decrease or grow continuously. In the first case, ∆E < 0, the contour asymptotically approaches the µ-axis, similarly to a spiral (Fig. 2 ) since the energy of the system must be limited from below. Such behavior of a contour corresponds to the fact
In the second case, ∆E > 0 the motion occurs on the same spiral contour in the opposite direction and the energy of the system (as it will be clear from further consideration) exponentially grows. This determines the instability of system, namely, TGR. The variation of energy is determined by area of a contour in the (dE/dµ, µ) plane, which does not depend on time explicitly. Taking all that into account, it is simple to formulate the basic geometrical properties of a TGR:
(i) The energy gain over one period of variations of parameter does not depend on duration of the period, i.e. the increment on large times is inversely proportional to the characteristic period; (ii) The increment of TGR under small amplitude of oscillations of parameter is proportional to the square of this amplitude, since the area of contour is proportional to the square of its linear size; (iii) The growth of energy under TGR does not depend, contrary to PR (Parametrical Resonance), on the relationship of phases of variation of parameter and solutions.
The important consequence of property (i) is that the TGR develops both under periodic and non-periodic two-scale variations of parameters. Characteristic period here is understood as ratio of the total time of process to the number of parameter oscillations. It makes it much less "sensitive" to the form of temporal dependency of parameter compared with a parametrical resonance.
As was mentioned in the Introduction, the geometric instability possesses the same properties. Under geometric instability the energy change is expressed as a contour integral in the parameter space. 
Two-scale system with relaxation
Consider now a two-scale system, that is a system in which evolution is described by two characteristic temporary scales. Let the system consist of two interacting parts: subsystem 1 and subsystem 2. Each of these subsystems execute an oscillatory motion with characteristic time of the same order ω −1 . Suppose also that there is a slow relaxation of energy in the system with characteristic time of relaxation τ ω −1 . As a result of the relaxation the energy gets distributed between the subsystems at some constant ratio (for simplicity let us assume equal distribution). Adiabatic variations of a parameter of the system are variations with characteristic time T :
Variations of a parameter with characteristic time δ satisfying the inequalities
is then called non-adiabatic. It is clear that non-adiabatic variation of a parameter for the whole system is adiabatic for its subsystems. 
Consider a two-scale cycle consisting of adiabatic and non-adiabatic variations of some parameter of the subsystem 1, e.g. the characteristic frequency of its oscillations. This cycle corresponds to the cycle A-B-C-D-A1 in Fig. 1(c) . States of the systems are represented in Table 1 . Suppose at the beginning the system is in equilibrium: point A in Fig. 1(c) . Its total energy is equal to E (A) = E 0 , the energy of each subsystem is E 0 /2. On the A-B region the parameter grows non-adiabatically by the factor of η > 1. This variation is adiabatic for the subsystem 1. It means that there exists certain adiabatic invariant, which determines the variation of the energy of this subsystem. Let us assume for simplicity that this adiabatic invariant is the same as for a classical oscillator: the ratio of the energy to the characteristic frequency remains approximately constant. Then the energy of subsystem 1 has grown by the factor of η on the A-B region and has become equal to ηE 0 /2. The energy of the subsystem 2 thus has not changed, since the time of the variation of the parameter is much less than characteristic time of relaxation of energy between subsystems. The complete energy of the system becomes equal to E (B) = (η + 1)E 0 /2. Further, the parameter undergoes certain adiabatic variation. In the simplest case its value remains constant, as in B-C region in Fig. 1 
(c).
At this time relaxation and redistribution of the energy between two subsystems takes place. Since the complete energy of the system over this region is constant: E (C) = (η + 1)E 0 /2, the energy of each subsystem in Point C becomes equal to (η + 1)E 0 /4. Then on the C-D region the parameter decreases by a factor of η nonadiabatically with respect to the whole system (but adiabatically with respect to the subsystem 1). And, at last, on the D-A1 region the system relax to equilibrium, while the complete energy remains constant. The result of calculations is presented in Table 1 . Thus, as a result of two-scale cyclic variation of the parameter the total energy of the system becomes equal to E (A1) = (η + 1) 2 E 0 /4η > E 0 , i.e. it has increased by the factor of
It is clear that under continuous two-scale oscillations of parameter the energy of the system will grow exponentially. It also is a TGR. The increment of this growth is equal
where T is the characteristic period of oscillations of the parameter. The properties (i)-(iii) of Sec. 2.1 follow directly from (7) and the argument given above. The property (ii) takes place at η → 1. Indeed, put η = 1 + δ, δ 1. From (7) we have: χ ∼ = δ 2 /4T , which confirms the above conclusion about proportionality of the increment to the square of the small amplitude.
The Simplest One-Scale System -A Classical Oscillator
As known, many physical models and theories which claim some generality are first verified on the classical oscillator, which in a way is an elementary building block of theoretical physics. Our work is not an exception.
General non-periodic case
Consider the equation of a classical harmonic oscillator
in which the role of the parameter is played by the eigenfrequency: µ ≡ ω. The total energy of the oscillator is
The general solution of (8) with constant frequency is
Here a and ϕ are the amplitude and phase of the solutions determined by the initial conditions of the problem. Substituting (10) in (9), we obtain:
Consider differentials of energy of the oscillator for adiabatic and non-adiabatic variations of the parameter and compare them to the model of Sec. 2.1. Suppose that the frequency varies adiabatically over some interval of time, the values of the energy and frequency in the beginning of the interval are E 0 and ω 0 . Under adiabatic variations of the parameter in an Hamiltonian oscillatory system certain combination of the energy and the value of the parameter (called the adiabatic invariant) is conserved. 1, 7 In our case the adiabatic invariant is
From (12) we obtain the adiabatic differential of energy:
Consider now non-adiabatic variation of the frequency of the oscillator. In the approximation we can assume that it occurs with an infinite temporal gradient (ε = ∞) that corresponds to an instant jump of the parameter. Thus we should smoothly sew together the solutions before and after the jump. This means that values of x and x must be continuous. As a result the variation of energy (9) during the jump of frequency is equal:
Here, E 0 and ω 0 are the values of energy and frequency in the beginning of the jump. Then using (10) and (11) we obtain from (14):
Here, ϕ 0 is the value of the phase of the solution at the moment of the jump of the parameter. Differentiating (15), we have:
Notice that under non-adiabatic variation of the frequency the variation of the energy depends not only on the values of the energy and the parameter, as it does in (2), but also on the phase of the solution at the moment of the parameter jump. Nevertheless, the adiabatic and non-adiabatic differentials of energy, (13) and (16), have different forms, as we assumed in Sec. 2.1. This determines the difference between the adiabatic and non-adiabatic evolutions of the system. Equations (13) and (16) describe two families of curves in the (dE/dω, ω) plane. The adiabatic variations of frequency are represented by segments of straight lines parallel to the ω axis, while the non-adiabatic variations are represented by segments of straight lines going through the origin. Actually, the adiabatic variations of the parameter are not a necessary condition for the appearance of a TGR. Just as for non-adiabatic variations of parameter we considered for simplicity the limiting case of instant jump (ε = ∞), we also assume that the adiabatic variations of parameter occur extremely slowly, that is with zero speed ε = 0. It simply means that the parameter remains constant over the finite intervals of adiabatic variations, see Fig. 1(d) . Let us consider the occurrence of TGR and the increment of the solutions of an oscillator under such "extreme two-scale" variation of the frequency.
Using (15) and taking into account that the energy of the system does not change while the value of the parameter is constant, we obtain expression for the energy of an oscillator after N extreme two-scale cycles:
Here, ϕ and ϕ i are the phases of the solution (10) at the moments of the frequency jumps from ω 0 to ω 1 and back. The value of energy (17) depends essentially on the phases of the solution at the moments of the parameter jumps. However, if we consider an ensemble of systems with random phases or one system with random jumps of the parameter over the course of a sufficiently long time, it is possible to perform averaging over phases. As we show, as the result of a TGR the solution has exponential growth. Therefore it is necessary to average the logarithm of energy over phases. By averaging over ϕ and ϕ i we obtain from (17) :
Here, we used the identity
From (18), it is clear that the logarithm of energy grows linearly with respect to the number of two-scale cycles. That is, the energy grows approximately exponentially over times much larger than the duration of one cycle: E ≈ E 0 exp(χt). The increment thus is equal to:
where T = t/N is the average duration of one two-scale cycle, and we have introduced the relative amplitude of modulation of the parameter:
Notice that the expression for the increment of TGR in an oscillator (19) coincides with (7), obtained for a completely different system, up to the factor of 2. The properties (i), (ii) of a TGR, as formulated in Sec. 2.1, are satisfied, in analogy to the formula (7). It does not make sense to talk about the property (iii), since we consider the system with random phases. Figure 3 shows the results of numerical simulation of TGR for the classical oscillator and their compliance with analytical results. Figure 3(a) shows the smooth two-scale dependence of frequency on time. The characteristic times are connected by the relationships δt 2π/ω T , separating small non-adiabatic time of jumps and large adiabatic time of the average period. The period of a two-scale cycle has the dispersion δT > 2π/ω 0 , which allows us to consider phases of the solutions at the moments of parameter jumps as random. Figure 3(b) demonstrates a trajectory of a representative point of system on the (dE/dω, ω) plane. As it was supposed in Sec. 2.1, the trajectory constitutes an unfolding spiral, the area of which increases with each turn (compare to Fig. 2) . Figure 3(c) gives the dependence of effective increment of energy growth ln(E/E 0 )/t in time in dimensionless units of the period T . It can be seen that for times about several tens or more of periods, the effective increment is close to the theoretical one, described by (19) . Finally, Fig. 3(d) compares the dependencies of the theoretical increment (19) and the effective increment of energy for 40 two-scale periods on relative amplitude of modulation of the parameter A. It is clear that formula (19) fits well with the numerical calculations both for small and for large (when A is close to unity) amplitudes. 
Periodic two-scale variations of the parameter and transition to parametric resonance
As we saw in the previous section, the variation of energy of an oscillator under two-scale variations of frequency essentially depends on the relationship between the phases of the solution and the change of the parameter. We have disregarded this property, i.e. we treated this relationship as random and averaged over it. If we consider a periodic two-scale variations of the parameter, then the relationship between the phases of the solution and the parameter will be a determinate one. Then the coefficients of the solution transformations on one period of frequency variation (multiplicators) will depend on the amplitude and period of the parameter variations in a more complex manner. For the description of such situation we will consider the "extreme twoscale" variations of the parameter presented in Fig. 1(d) . This means that the eigenfrequency undergoes periodic instant jumps, between which it remains constant. In this case it is easy to find the multiptlicators of the system:
Here A is the relative amplitude of frequency variations (see Eq. (20)) andω = (ω 0 + ω 1 )/2 is the mean frequency. The increments of the solutions are expressed in terms of the multiplicators λ 1,2 as
From (21) and (23) is clear that the solution will have non-zero increments only if
This condition applied to expression (22) will determine the zones of instability of the system. From Eq. (22) we have for small amplitudes of the parameter variations A 1:
From here we conclude (see Eq. (24)) that the instability can be observed only near ωT = πn, n = 1, 2, . . . .
Thus, for small amplitudes of periodic two-scale variations of the parameter the instability represents a version of the usual parametric resonance. However in comparison to the classical case of parametric resonance, when ω(t) is a sinusoidal function, there are also essential differences. Let us illustrate this with several figures. Figure 4 shows the areas of instability in the semi-strip (T, A) = (0, ∞) × [0, 1) for the considered case of extreme two-scale variations of frequency (Figs. 4(a) and (b)), and for the case of harmonic parametric resonance, when ω =ω 1 + A cos 2πt T
(see Figs. 4(c) and (d)).
In the case of sinusoidal ω(t) for a certain small amplitude A the first zone of instability T = π/ω is the widest, and as the period T grows, the width of zones decrease exponentially.
14,15 When T → ∞ the ratio of the areas of instability zones to the total area of the semi-strip (T, A) tends to zero: S inst /S ∼ = 0. Let us notice that under TGR, when there is no phase relationships, the instability is observed for any A and T , that is S inst /S = 1.
In the case of periodic two-scale variations of the parameter the width of instability zones for a fixed small amplitude does not decrease as the period grows. The width of odd zones is equal to ∆T ∼ = 2A/ω. The zones of instability change their form, however their densities in the semi-strip (T, A) remain approximately constant. The numerical simulation has shown that the ratio of the area of instability zones to the total area of the semi-strip (T, A) tends to the value S inst /S ∼ = 0.44. So, the density of instability zones for periodic two-scale variations of eigenfrequency lies between the minimal value 0, which corresponds to harmonic parametric resonance, and the maximal value 1, which corresponds to TGR. Figure 5 depicts the dependencies of the increment of instability on the period under two-scale and sinusoidal parameter variations for various values of relative amplitude A. For sinusoidal variations of frequency the increment has a resonant peak structure dependency on the period, whose envelope curve decreases exponentially as T grows. 15 Under two-scale variations of the frequency the dependency of the product χT on the period T has also a resonant peak structure, but with equal main maximums. That is, the large-scale envelope curve of this graph behaves in the same way as under the TGR: χ ∼ T −1 , geometricity property (i), Sec. 2.1. Let us summarize the results of the above comparative analysis of parametric instability under sinusoidal and two-scale periodic parameter variations and TGR. The periodicity of ω(t) causes the appearance of phase conditions, which result in resonant structure of instability. The two-scale nature of ω(t) causes the appearance of geometrical properties of instability. As a result, the instability arising under periodic two-scale variations of the parameter possesses the features of both phenomena: the harmonic parametric resonance and the TGR, and it is possible to consider it as an intermediate case between them.
Two-Scale Systems with Relaxation
In this section we will consider the manifestations of the TGR in systems with two characteristic scales of motion, namely, with fast oscillations and slow relaxation. We will show complete analogy of the examples considered here to the general model of Sec. 2.2. We will see that this model describes the TGR in such different systems as the nonlinear Van-der-Pol oscillator and ideal gas.
Van-der-Pol equation
As an example of elementary two-scale system with relaxation we consider an oscillator with a limit cycle described by the Van-der-Pol equation:
By substitution y = β/σx, (26) is reduced to the following one
Here
The asymptotic solution of (27) under τ −1 → 0 is:
where C is the constant of integration. The solution (28) contains two type of movements with two different scales, sinusoidal oscillations with frequency ω and exponential relaxation to a limit cycle with characteristic time τ . We assume
The solution on a limit cycle is (28) with C = 2/ω:
Let us assume, that the coefficient k in the initial equation (26) (i.e. frequency ω in (27)) undergoes two-scale oscillations according to the model of Sec. 2.2 and Fig. 1(c) . That is, regions of frequency changes with characteristic time δ alternate with regions where the frequency is constant over large time period T , and the conditions (5) and (6) are fulfilled for the characteristic times.
As the Van-der-Pol system is not conservative, and its energy always tends to constant value on a limit cycle, we cannot speak about energy changing due to cyclic variations of parameter. Instead we will consider the work that is done by an external source.
Consider a cycle A-B-C-D-A1, Fig. 1(c) . In the beginning the system is on a limit cycle determined by solution (29) with ω = ω 0 . Consider a jump of frequency on the A-B region. Due to inequality (6) we can neglect slow relaxation processes and determine the work as the change of energy of a usual oscillator under adiabatic variation of the frequency. Then, taking into account that the solution (29) has amplitude a = 2/ω, we get from Eqs. (11)- (13):
At the following B-C region, due to (5), the system has time to approach the new position of the limit cycle (29) with ω = ω 1 . Obviously, no work is done. By analogy with (30) the work done during the jump C-D is:
At the final D-A1 region the system relaxes and we get to the initial limit cycle (29) with ω = ω 0 . The complete energy of system has remained constant, and the complete work accomplished by an external force, which was changing the eigenfrequency of the system, is equal to the sum of (30) and (31):
Let us notice that the work done during one two-scale cycle does not depend on its period. Besides, in view of adiabaticity of frequency variations (second inequality in (6)), the work (32) does not depend on the phases of the solution. At last, it is easy to see, if the amplitude of parameter variation is small, the work (32) is proportional to the square of this amplitude. Thus the complete analogy with geometric properties (i)-(iii) of Sec. 2.1 is evident. This result can be treated in line with the reasoning of Sec. 2.2, where we examined two subsystems with relaxation making up one conservative system. Let us assume that one of the subsystems is a finite system under consideration, while the other is an infinitely large subsystem, the environment. Then density of energy of the environment does not vary due to its infinite size, and energy of the subsystem under consideration always relaxes to the same value, which is determined by the balance with the environment. This is exactly how the processes occurs in the Vander-Pol oscillator. The two middle terms of (26) and (27) describe the energy flux that determines the tendency of the oscillator towards the balance (limit cycle) with some external sources of energy. Thus, we can say that TGR takes place, but no variation of energy is observed, because we consider only one non-conservative subsystem, while the whole system has infinitely large energy.
The following Section will show that such treatment of the above results is valid.
Ideal gas
Let us consider the system represented in Fig. 6 . A vessel filled with ideal gas is divided into two parts by a partition which can conduct heat and which is not penetrable for particles of gas. The numbers of particles in the two parts of the gas are equal to N 1 and N 2 . The volumes of the two parts of the vessel are equal to V 1 and V 2 . The volume of the first part can be changed with the help of the moving piston, V 1 = V 1 (t). Thus, the volume V 1 will be considered as the parameter. The complete analogy of this system to the model considered in Sec. 2.2 is obvious. The two subsystems are the gas in the two parts of the vessel. The oscillatory motion in subsystems is the motion of gas molecules between walls, and it has random character. The characteristic time of a particle running between the walls is equal to ω −1 = L/ν, where L is the distance between the walls, and ν is the average absolute value of particle speed. It is clear that the ω −1 varies as the volume of the gas changes. It is conditioned by variation of the distance between the walls, variation of the temperature and the average absolute value of particle speed, according to the equation of state of an ideal gas. The relaxation between the two subsystems is the heat exchange between the parts of gas through the partition. The characteristic time of heat exchange is τ ω −1 . The relaxation leads to the equilibrium of energy density.
Let us considered the variation of the system state under two-scale variation of the parameter V 1 , according to Fig. 1(c) . The characteristic times τ and T satisfy the conditions (5) and (6) . On the A-B and C-D regions of V 1 variations it is possible to neglect the heat exchange and assume that the second part of the gas does not change its state. At the same time the characteristics of the first subsystem vary according to the isentropic equation:
Here and below Θ i is the temperature of the ith part of the gas and γ is the isentropic exponent. Equation (33) is simultaneously the adiabatic invariant (in mechanical sense) for subsystem 1. On the B-C and D-A1 regions, where V 1 is constant, heat exchange takes place and the thermal balance between two parts of the gas is established. The initial and final values of the thermodynamic parameters are related by the law of energy conservation. Taking into account of the fact that the energy of gas E is proportional to N Θ, we have:
Applying (33) and (34) to the appropriate parts of the process, it is simple to obtain the temperature Θ (A1) of gas in the final point A1:
Here Θ (A) is the initial temperature of both parts of the gas in Point A, η is equal to (V 11 /V 10 ) γ−1 , and V 10 and V 11 are minimal and maximal values of the volume V 1 , between which the parameter varies. If the two-scale oscillations of volume V 1 occur continuously, the temperature of the system grows exponentially with the increment
It is obvious that here we deal with the TGR and it is easy to verify Properties (i)-(iii) of Sec. , and increment (36) goes to zero: χ → 0. It is quite clear from the physical point of view. The temperature is proportional to a total energy divided by the total number of particles. When the number of particles is infinite, the variation of temperature is zero, provided the variation of energy is finite. Nevertheless, the complete energy of this infinite system grows. Let us calculate the work executed by the external force for one two-scale cycle variation of the parameter V 1 . It is equal to the change of the total energy of the system:
Using (35), we have
When N 2 → ∞ Eq. (37) transforms into
This expression coincides up to constant factor with (32), obtained for Van-der-Pol oscillator. It also represents a system that is in contact with an infinite environment. Let us also notice that since in the limit N 2 → ∞ the temperature of the system does not vary: Θ (A1) = Θ (A) , then under continuous two-scale parameter oscillations the work and the complete energy grow linearly in time, as opposed to exponential.
Finally, let us give an illustration of the considered process in the (P 1 , V 1 ) plane in Fig. 7 . One two-scale cycle consists of two isoentropic and two isochoric processes. If the number of the gas particles is finite, the contour corresponding to one two-scale cycle is not closed and for further two-scale oscillations it unwinds into a spiral curve, [compare to Figs. 2 and 3(b) ]. The work and variation of energy of the system are equal to V = ∆E = P dV , that is the area limited by the contour in the (P 1 , V 1 ) plane. If one of the subsystems is infinite, N 2 → ∞, the contour corresponding to one two-scale cycle becomes closed and further repeats itself. Complete analogy with oscillatory systems of Sec. 2.1 (Fig. 2) and with the classical oscillator of Sec. 3.1, [Fig. 3(b) ] is evident. The correspondence between the (dE/dµ, µ) plane and the (P, V ) plane is explained by the thermodynamic equality P = −(∂E/∂V ) S , where S is the entropy.
Conclusion
We have introduced the concept of the two-scale geometrical resonance (TGR) as a phenomenon that is common for dynamical systems. We have given a series of examples and have tried to create general models for its description. Is such approach just a new form of describing already known phenomena or more profound physical background lies behind it?
Those in favor of the first point of view speak the fact that some problems surveyed in paper are known from other fields. The oscillator with periodic variation of frequency considered in Sec. 3.2 is well known in quantum mechanics, in solid state physics (Kronig-Penny model [9] [10] [11] ), and also in the optics of layered mediums.
12-14
The optical zones of non-transparency and prohibited zones obtained in quantum mechanics are instability zones in our case. It is connected to the fact that together with an exponentially decreasing solution there is always an exponentially increasing one. In the above mentioned problems the exponentially growing solutions do not satisfy the boundary or initial conditions, and thus are not realized (see Ref. 22) . The equation of the oscillator with random variation of the frequency (Sec. 3.1) also was considered in quantum mechanics. There is known phenomenon of Anderson localization. [17] [18] [19] In this case the localization of particle is connected to the choice of an exponentially decreasing solution, which satisfies the boundary conditions, and the rejection of the increasing ones. Analogues problems are also encountered in the study of propagation of waves in random layered mediums.
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The problems with two-scale parameter variation for Van-der-Pol oscillator (Sec. 4.1) and the thermodynamic system with ideal gas (Sec. 4.2) apparently were not considered earlier. Besides, up until now there was no premises to consider all these problems under a uniform approach. It was difficult to find any common features in them.
Nevertheless, such common features undoubtedly exist. In all these problems two-scale variations of a parameter lead to exponential growth of the solution. Let us write down the effective increment (36) of the temperature growth in the thermodynamic system as
Recall that T is the characteristic period of variation of the parameter V γ−1 1
, η is the ratio of the maximum and minimum values of the parameter, and ξ = N 2 /N 1 is the ratio of numbers of particles in the two parts of the vessel. If one puts ξ = 1, then (39) corresponds to (19) up to a factor 2, i.e. to the increment of TGR in the oscillator. If ξ → ∞, then (39) allows one to derive up to a constant factor the expressions (32), (38) which describe TGR in the Van-der-Pol oscillator.
Thus we see that in such different problems the instability under two-scale variation of the parameter is expressed, in fact, by the same formula! Taking into account the nontrivial form of (39), it is difficult to assume that such coincidence is accidental. It gives the grounds to believe that the physical nature of the phenomenon is universal. Apparently, it is associated with the difference between the evolution of systems under adiabatic versus non-adiabatic variations of parameters. We have offered a version of description of TGR within the framework of some geometrical structure appearing on the extended phase space. Both in the oscillator and in the system with ideal gas the variation of the energy under TGR can be represented as a contour integral in the (dE/dµ, µ) plane, and the basic properties (i)-(iii) of the phenomenon can be obtained from here.
Overall, the formalism offered by us continues the ideas of various geometrical methods, which have found wide application in the theory of dynamical systems. The geometrical language in the theory of resonances and instabilities represents an alternative to the algebraic language of Fourier expansion and, it seems, in some cases reflects the physical essence of phenomena more adequately.
It is hoped that the incorporation of the TGR concept, on one hand, will allow one to look in a new fashion at many problems with varied parameters, to reveal the structures defining their evolutions, and on the other hand, will help one to predict new physical phenomena such as the appearance of instabilities under twoscale variations of parameters in various systems. Particularly, we have never came across a description of the system considered in Sec. 4.2, where a limited motion of the piston leads to an unlimited growth of the temperature. It is possible that such non-dissipative method of transforming mechanic energy into heat represents a special interest.
