This paper proposes a new over-identifying restriction test called the diagonal J test in the generalized method of moments (GMM) framework. Different from the conventional over-identifying restriction test, where the sample covariance matrix of moment conditions is used in the weighting matrix, the proposed test uses a block diagonal weighting matrix constructed from the efficient optimal weighting matrix. We show that the proposed test statistic asymptotically follows a weighted sum of chi-square distributions with one degree of freedom. Since we need to decompose the moment conditions into groups when implementing the proposed test, we propose two methods to split the moment conditions. The first is to use K-means method that is widely used in the cluster analysis. The second is to utilize the special structure of moment conditions where they are available sequentially. Such a case typically appears in the panel data models. We also conduct a local power analysis of the diagonal J test in the context of dynamic panel data models, and show that the proposed test has almost the same power as the standard J test in some specific cases. Monte Carlo simulation reveals that the proposed test has substantially better size property than the standard test does, while having almost no power loss in comparison to the standard test when it has no size distortions.
Introduction
Since the seminal work of Hansen (1982) , the generalized method of moments (GMM) estimator has been widely used in empirical economic studies including macro-and micro-econometrics and finance 1 . However, since the early 1990s, the finite sample behavior of the GMM estimator has been called into question and a great number of studies have been conducted so far in this regard. Broadly speaking, there are two factors that affect the finite sample behavior of the GMM estimator: the strength of identification and the number of moment conditions. To overcome the poor finite-sample properties of the GMM estimator, alternative estimation procedures such as the generalized empirical likelihood estimator (e.g., Newey and Smith, 2004) have been proposed. There are also several studies that attempt to improve the GMM estimator. For instance, Windmeijer (2005) proposes a bias-corrected standard error for the two-step GMM estimator, while Stock and Wright (2000) and Kleibergen (2005) propose inferential methods that are robust to the strength of identification.
While many of the previous studies have focused on the estimation and inference of parameters, since it is common practice to check the validity of moment conditions, we discuss the behavior of the over-identifying restriction test, which is often called the J or Sargan/Hansen test 2 . Early contributions in this line are Tauchen (1986) , Kocherlakota (1990) , and Andersen and Sørensen (1996) , who showed that the J test often suffers from substantial size distortions. More recently, Anatolyev and Gospodinov (2010) , Lee and Okui (2012) , and Chao, Hausman, Newey, Swanson and Woutersen (2013) proposed new J tests that are valid even when the number of instruments is large in cross-sectional regression models. Using a general model, Newey and Windmeijer (2009) demonstrated that the J test is valid even under many weak moments asymptotics. However, since they assumed m 2 /n → 0 or an even stronger restriction, where m is the number of moment conditions and n is the sample size, the J test might lose validity when m is comparable with n. In fact, Bowsher (2002) demonstrated that a size distortion problem occurs in the GMM estimation of dynamic panel data models with a large number of moment conditions. Roodman (2009) provided cautionary empirical examples associated with the GMM estimation of panel data models.
The purpose of this paper is to contribute to this literature. Specifically, we propose a new J test that has good size property in finite samples even when the number of moment conditions is large. Although the number of moment conditions could be large, the asymptotic framework used is the standard one: the sample size tends to infinity with the number of moment conditions being fixed. As noted in Windmeijer (2005) , Roodman (2009) , Bai and Shi (2011) , and others, when the number of moment conditions is large, an important problem of the GMM is in the estimation of the optimal weighting matrix. In statistics literature, there are voluminous studies on the estimation of the covariance matrix in which the dimension is comparable to or even larger than the sample size 3 . One of the important consequences is that the large dimensional sample covariance matrix is a poor estimator for the true covariance matrix. Furthermore, as will be discussed later, using the inverse of such a large dimensional covariance matrix makes the problem much more serious. This implies that the J test, which involves the inverse of the covariance matrix, does not perform well when the number of moment conditions is large relative to the sample size.
To address the problem associated with inverting a large dimensional covariance matrix, we propose the use of a block diagonal matrix in which the dimension of each block is small compared to the sample size. Since the inverse of a block diagonal matrix only requires the inversion of each small block, we can avoid inverting the large dimensional matrix. By using such a block diagonal matrix instead of the conventional covariance matrix, we propose a new J test, which we call the diagonal J test. We show that, different from the standard J test, the diagonal J test asymptotically follows a weighted sum of chi-square distribution with one degree of freedom. When implementing the proposed test, we need to split the moment conditions into several groups. For this, two approaches are proposed. The first is to use so-called K-means method, which is often used in the literature on cluster analysis. The second is to utilize the special structure of moment conditions that are available sequentially 4 . This typically arises in the panel data models. We also conduct a local power analysis in the context of the dynamic panel data models, and show that the diagonal J test based on models in forward orthogonal deviations has almost the same power as the standard J test. Monte Carlo simulations are carried out to investigate the finite sample behavior of the new test. The simulation results show that while the proposed test dramatically improves the size property, it has almost the same power as the standard J test when the empirical size is correct.
The rest of this paper is organized as follows. In Section 2, we introduce the model and assumptions, and review the GMM. In Section 3, we propose a new test and derive its asymptotic distribution. In Section 4, we propose two methods to decompose the moment conditions. In Section 5, we conduct a local power analysis of the standard and diagonal J tests in the context of dynamic panel data models. In Section 6, we conduct Monte Carlo simulations to assess the performance of the proposed test. Finally, we conclude in Section 7. 
Review of GMM estimators and the J test GMM estimators

Let us consider moment conditions E[g(x i
where W is a positive-definite matrix, θ is a preliminary consistent estimator of θ, and
We make the following standard assumptions, which are cited from Arellano (2003) . 
Assumption 1. (i) The parameter space Θ for θ is a compact subset of R
where the positive-definite matrix Ω is defined as
J test
In the empirical studies where GMM is used, we first check the validity of moment conditions through the J test prior to performing an inference of the parameters of interest. The J test statistic is typically computed as 
This implies that although the sample covariance S is an unbiased estimator of Σ 0 , S −1 is not an unbiased estimator of Σ −1 0 . Importantly, the bias gets larger as m approaches N . To show how serious this is, let us consider a test of mean vector H 0 : µ = µ 0 . The test statistic is given by H = N · (x − µ 0 ) ′ S −1 (x − µ 0 ), which asymptotically follows χ 2 m with a fixed m and a large N 8 . Figure 1 shows the simulation results for the case of m = 1, 5, 10, ..., 45 with N = 50, 100, 500, 1000 based on 5,000 replications. The significance level is 5%. From the figure, we find that size distortion becomes larger as m increases for each N . Further, we find that as N increases, the size property improves. However, it should be noted that size distortions remain when m = 45, even for the case of N = 500, 1000. We also computed the size by using true covariance Σ 0 instead of sample covariance S for the case of N = 50 9 . From the figure, we find that there are no size distortions for any value of m. This clearly shows that the estimation of the covariance matrix results in a significant problem.
While this example is obtained in a very restrictive situation, a similar problem could occur for the J test as well since the basic structure of the test statistic is very similar to this example. In fact, the simulation results in Section 6 show substantial size distortion of the J test when the number of moment conditions is large relative to the sample size. This motivates an alternative test that can address the size distortion problem.
New J test
In this section, we propose a new J test that addresses the problems associated with the covariance matrix estimation. The above analysis shows that the size distortion problem of the J test could be associated with the estimation of the inverse of the large-dimensional covariance matrix. There are two possible approaches to address the problem. The first approach is to simply reduce the number of moment conditions so that the reduced dimension is sufficiently small compared to the sample size. This is easy and straightforward to implement in practice; moreover, at the cost of efficiency, we can expect the bias of estimates to be small. However, as will be demonstrated in Section 6, where the new test is applied to the GMM estimation of dynamic panel data models, this approach does not always work well in terms of power owing to the weak instruments problem. The second approach is to use an improved covariance matrix estimator that works well even when the dimension is large relative to the sample size. In recent statistics literature, there are many studies that have proposed improved estimations of a largedimensional covariance matrix(e.g. Ledoit and Wolf, 2012) . However, most of their analyses are valid under a strong assumption that observations are iid and normal, need a tuning parameter for implementation, or impose certain structures on the variance matrix for dimension reduction, such as sparsity or factor structures. Unfortunately, these are non-trivial for the GMM setting. Therefore, we propose a different approach that has the following distinctive features: (i) it does not require the choice of tuning parameters or specific structure, (ii) it is simple to implement, and (iii) it is asymptotically equivalent to the standard J test, or is as powerful as the standard J test in certain cases. Since the problem lies in inverting a large-dimensional matrix, we propose the use of a block diagonal matrix for the weighting matrix in which the dimension of each block is not large. Since
, we can avoid the inversion of a large-dimensional matrix by using the block diagonal matrix.
For this, we first decompose the moment conditions g i (θ) into q groups:
where g ij (θ), (j = 1, 2, ..., q) is m j × 1 with ∑ q j=1 m j = m. In practice, how to choose the groups is an important issue. This problem will be discussed in the next section.
Based on this decomposition, we consider the following weighting matrix:
where ..., q) . Note that this weighting matrix is constructed from Ω(θ) by letting
Hence, this weighting matrix ignores the correlation between the different groups of moment conditions. If all the groups of moment conditions are mutually uncorrelated, that is,
is a consistent estimator of the optimal weighting matrix since
Since Ω diag is a block diagonal matrix, when computing an inverse, we need to invert an m * = max 1≤j≤q m j -dimensional matrix at the maximum. This dimension can be substantially smaller than m. Thus, by using weighting matrix Ω diag , we can address the problem of inverting a large-dimensional weighting matrix when constructing the J test. Using Ω diag , we propose 6 the following test statistic: 
where z k ∼ iidN (0, 1) and λ j,k , (j = 1step, 2step, CU ; k = 1, ..., m − p) are non-zero eigenvalues of
with
Note that asymptotics is taken with a large N and a fixed m as the purpose of this paper is to propose a new test with accurate size in a finite sample. Investigating many-moments asymptotics is beyond the scope of the current paper. Remark 1. Since the one-step GMM and the two-step and CU-GMM estimators have different asymptotic distributions, the distributions of the corresponding test statistics too differ.
Remark 2.
A similar result to Theorem 1 is obtained in Jagannathan and Wang (1996) and Parker and Julliard (2005) . However, there are several differences between these two papers and Theorem 1 as summarized in Table 1 . First, while the two studies use the same weighting matrix in the estimation and construction of the J test statistic, our test uses a different weighting matrix in the estimation and construction of the test statistic. For estimation, we use W for one-step GMM and Ω for two-step and CU-GMM, while Ω diag (θ) is used only when the test statistic is constructed 10 . Second, in the two studies, the weighting matrix does not depend on unknown parameters, whereas in our case, the weighting matrix depends on unknown parameters since it is a subset of a conventional optimal weighting matrix.
Remark 3.
If Ω ̸ = Ω diag , the test statistic J diag ( θ j ) (j = 1step, 2step, CU ) always follows the nonstandard distribution as described above. However, in some special cases,
, CU . In these special cases, the diagonal J test follows the χ 2 distribution as in the standard J test. Such cases appear in the analysis of panel data models (see Section 4.2). 
where z k ∼ iidN (0, 1) and λ HJ,k are non-zero eigenvalues
where z k ∼ iidN (0, 1) and λ j,k are non-zero eigenvalues
for j = 1step, 2step Note: "HJ test" stands for the Hansen-Jagannathan test. Kj, (j = 1step, 2step ) is defined in Theorem 1. The results for the CU-GMM estimator for the standard and diagonal J tests are identical to those for the two-step GMM estimator.
Computation of critical values
Since the asymptotic distribution is a weighted sum of the chi-square distribution with one degree of freedom, the standard chi-square distribution cannot be used to compute the critical values. There are two approaches to compute the critical values for the current case. The first is to use a simulation method as outlined in Jagannathan and Wang (1996) , and the second is to use analytical results. Since the details of the former approach are given in Appendix C of Jagannathan and Wang (1996) , we consider the latter approach in detail. There are numerous studies that examine the computation of distribution functions of general quadratic forms of normal variables 11 . Among them, we employ the procedure by Imhof (1961) because it is almost exact. The following lemma, which is used to compute both the critical values and local powers in Section 5, summarizes the results of Imhof (1961) . 
where Imhof (1961) showed the following result:
where
See Ullah (2004, pp.52-56) for a brief survey
with r j being the multiplicities of the non-zero distinct λ j s.
The critical value at significance level α, denoted as cv α , can be obtained from (10) and (11) such that P (Q ≤ cv α ) = 1 − α, where λ j,k , (j = 1step, 2step, CU ) are now eigenvalues of H j , (j = 1step, 2step, CU ) given in (9), with δ = b = 0 12 .
Asymptotic distribution under local alternatives
Next, to investigate the local power properties of the diagonal J test, we derive the asymptotic distribution under local alternatives 
where Note that J ( θ j ) follows the non-central chi-square distribution with non-centrality δ ′ j δ j , while J diag ( θ j ) follows the weighted sum of the non-central chi-square distribution with one degree of freedom and non-centrality
. Using this result, the local power of the standard and diagonal J tests can be computed by applying the method by Imhof (1961) as described in Lemma 1.
Before we provide a detailed local power analysis in the context of dynamic panel data models in Section 5, we first consider how the moment conditions can be decomposed into groups in the next section.
Splitting the moment conditions
In the previous section, we have introduced a diagonal J test based on the grouped moment conditions. In this section, we discuss how to make groups. Specifically, we propose two approaches 13 . The first is to use a clustering algorithm called the K-means method first developed in cluster analysis literature. This approach is particularly useful when information that could 12 In the Monte Carlo studies, we used the Matlab code written by Paul Ruud. The integration in (11) is carried out for 0 ≤ v ≤ 15.
13 Another approach is to use a pure diagonal (not block diagonal) weighting matrix
where q = m. However, the unreported simulation results show that this approach suffers from substantial power loss. Hence, we do not consider this approach. be used to make groups is not available. On the other hand, the second approach is to use a special structure of moment conditions where they are available sequentially. This situation typically appears in the analysis of panel data models. We now consider both approaches in detail.
K-means method
When outside information that could be used to make groups is not available, we need to make groups using a data-dependent method. The ideal approach is to construct a data-dependent criterion so that the power is maximized. However, even if such a method were to exist, it is unfortunately infeasible, because there are too many cases to be compared. For instance, even if the number of moment conditions is as small as 6 (i.e., m = 6), the total number of cases (the number of groups and selection of members in each group) then becomes 242. When m = 10, the total number of cases becomes 32,283. Thus, even if a data-dependent criterion associated with power were to exist, it is almost infeasible to compare all cases even for a moderate number of moment conditions 14 . Instead, we propose to use a clustering algorithm called the K-means method 15 . The K-means method was originally proposed in cluster analysis literature and is now widely used in many applications including pattern recognition, etc. Recently, the K-means method has also been used in econometrics for panel data analysis; as examples, see Lin and Ng (2012) , Bonhomme and Manresa (2014) , and Sarafidis and Weber (2015) . While these papers mainly consider a regression analysis of heterogeneous panel data models, we apply the K-means method directly to the moment conditions g ij ( θ), (i = 1, ..., N ; j = 1, ..., m) where m moment conditions are grouped into q groups. Although the K-means method does not take the power into consideration, as shown in the Monte Carlo study in Section 6, it turns out to be quite useful since two tests where moment conditions are grouped by the K-means method and grouped by utilizing the sequentiality (which will be discussed below) have almost the same power.
We first give a brief introduction of the K-means method and then explain how it can be used for our case. Suppose that we have observations x ij , (i = 1, · · · , n; j = 1, · · · , p) where n is the sample size and p is the number of variables. In standard cluster analysis, the goal is to assign n observations to K clusters so that similar observations are assigned into the same cluster while dissimilar observations are assigned to different clusters. To be more specific, let C 1 , ..., C K be the sets containing the indices of observations in each cluster. These sets satisfy
This means that each observation belongs to at least one of the K clusters and no observation belongs to more than one cluster.
Let d j (x ij , x i ′ j ) be the degree of dissimilarity between the i-and i ′ -th observations of the j-th variable, and define the total dissimilarity between i and i ′ over all variables j = 1, ..., p:
′ is a p × 1 vector of the i-th observation. In many cases, the squared
14 This situation is similar to the model selection problem where the number of regressors is large. If we try to find the best model with K regressors based on an information criterion, say, AIC, we need to consider 2 K − 1 cases, which is almost infeasible even for a moderately large K. 15 For a brief introduction of the K-means method, see Hastie, Tibshirani and Friedman (2009) Alternatively, we could use the sample correlation coefficient:
When using the correlation coefficient (16), it should be noted that the degree of correlation for different observations i and i ′ is computed. This is in sharp contrast to the conventional use of the correlation coefficient where different variables are compared.
Using the dissimilarity measure D(x i , x i ′ ), the within-cluster dissimilarity for a cluster k is defined as ∑ i∈C k
Since the goal of cluster analysis is to assign the observations into clusters so that all observations within a cluster are similar while observations in different groups are not similar, the optimization problem we need to solve becomes
This problem is quite hard to solve unless n and K are very small. Fortunately, a simple algorithm called the K-means method can provide a solution. The algorithm of the K-means method is given as follows.
1. Assign a number from 1 to K randomly to each observation.
Iterate the following steps (a) and (b) until the assignments do not change:
(a) For each of K clusters, compute the center point (called the centroid ) 17 .
(b) Assign each observation to the cluster whose centroid is the closest 18 .
Since the final cluster assignment depends on the initial cluster assignment, we need to try several initial assignments in practice, which avoids the local minima.
This is a brief overview of the K-means method. We now explain how it can be applied to our purpose: splitting the m moment conditions g ij ( θ), (i = 1, ..., N ; j = 1, ..., m) into q (q = K in the above example) groups. It should be stressed that we are interested in grouping the moment conditions, not observations as in the standard situation explained above. This is the main difference between the common practice and this paper. In our case, m and N correspond to n and p, respectively, (not p and n) in the above example. Hence, the number of clusters K should satisfy K ≤ m, and not K ≤ N . We need to solve the following problem using the K-means method:
Although the K-means method is a powerful tool to construct the groups, there are also some practical problems. First, when using the K-means method, we need to pre-specify the number of clusters q. The choice of q is important since it is associated with the behavior of the diagonal J test in finite samples. The purpose of using the block diagonal matrix in the diagonal J test was to reduce the bias of the inverse of the sample covariance matrix. Hence, the dimension of each block, m j , should be small compared with the sample size N for all j. Thus, when m is large, choosing a small value for q is not preferable since that could result in a moderately large ratio m j /N and the empirical sizes would be distorted due to the bias of the covariance matrix (see (5)). On the other hand, choosing a large value of q too is not preferable since that choice could result in substantial power loss even if the sizes are correct 19 . Hence, in practice, we need to choose the value of q so that m j /N ≤ ϵ for all j where ϵ is a pre-specified positive small value such that the bias of the covariance matrix becomes small 20 . Consequently, we could choose a positive integer q such that q ≥ m/(ϵN ) 21 .
Another possible pitfall of the K-means method is that it is difficult to control the size of each block m j . For instance, when m = 50 and q = 5, the K-means method could provide a result that m 1 = m 2 = m 3 = m 4 = m 5 = 10. In this case, the diagonal J test is expected to work in a finite sample when N is as large as, say 200, since m j /N is small enough for all j (m j /N = 0.05). However, there is also a possibility that the K-means method results in clustering with m 1 = m 2 = m 3 = m 4 = 1 and m 5 = 46. In this case, the diagonal J test might not work in a finite sample since m 5 /N is not small enough when N is, say, 200 (m 5 /N = 0.23). Hence, when using the K-means method, we need to care about the maximum size of each block m * = max 1≤j≤q m j . If we encounter such a case with a large m * , we could apply the K-means method again to that large group and obtain further clustered moment conditions. Applying this procedure, we can reduce the maximum dimension m * to some extent.
Sequential moment conditions
The K-means method is useful when a natural way to split the moment conditions is not available. However, in some cases, it is possible to decompose the moment conditions in a natural way by utilizing the special structure of moment conditions. Such a case appears when moment conditions are available sequentially, which typically arises in panel data models (Chamberlain, 1992) . To be more specific, let us consider linear dynamic panel data models as a leading example since this type of model is extensively used in the literature 2223 . Consider the following dynamic panel data model with fixed effects:
where β and x it are (p − 1) × 1 vectors, and
Assume that |α| < 1, v it is serially and cross-sectionally uncorrelated but can be heteroskedastic, 19 Unreported simulation results show that the test with q = m, i.e., a pure diagonal weighting matrix, has substantially lower power as compared to other schemes in spite of the empirical sizes being correct. 20 Unfortunately, deciding the optimal value for ϵ is very difficult and we need to decide empirically. In view of the simulation results in Section 6, when ϵ ≤ 0.1, the size distortions are reasonably small. A detailed analysis on the choice of ϵ is beyond the scope of the paper. 21 This can be obtained as follows. Summing mj/N ≤ ϵ over j = 1, ..., q, we have m/N ≤ qϵ where ∑ q j=1 mj = m is used. Then, solving for q, we obtain q ≥ m/(ϵN ).
22 Other examples in which the diagonal J test might be useful are the panel count data models (Montalvo (1997) , Blundell, Griffith and Windmeijer (2002) , and Windmeijer (2008)) and the life-cycle models (Shapiro (1984) , Zeldes (1989) , Keane and Runkle (1992) , and Wooldridge (2001, pp.434-435) ). See also Wooldridge (1997) for other non-linear panel data models with sequential moment conditions. 23 Bowsher (2002) and Roodman (2009) demonstrate the poor performance of the J test in the context of dynamic panel data models.
and x it is assumed to be endogenous, that is, E(x is v it ) = 0 for s < t and E(x is v it ) ̸ = 0 for s ≥ t 24 . We now review the GMM estimators proposed in the literature.
Models in first-differences (DIF)
To remove the fixed effects, we transform the model through first-differences:
where ∆y it = y it − y i,t−1 , ∆w it = w it − w i,t−1 , and ∆v it = v it − v i,t−1 . Since y is and x is , (0 ≤ s ≤ t − 2) are uncorrelated with ∆v it , we have the following moment conditions (Arellano and Bond, 1991) :
or in the matrix form,
Note that these moment conditions can be seen as a decomposition into q = T − 1 groups:
.., T with q = T − 1. Note that each group is composed of moment conditions available at each period t. Thus, by focusing on the panel data model where moment conditions are available sequentially, we can decompose the moment conditions in a natural way, that is, regard the moment conditions available at period t as one group.
Note that since the number of moment conditions is m = pT (T − 1)/2, it can be very large even for a moderate number of T and p. For example, when T = 10 and p = 5, we have m = 225 moment conditions. In practice, to mitigate the finite sample bias of the GMM estimator, empirical researchers often employ the strategy wherein only a subset of instruments, say of three lags, is used in each period 25 . In this case,
.., T , and the number of moment conditions is m = 3p(T − 2). Even in this case, we still have 120 moment conditions when T = 10 and p = 5. Hence, even when the number of moment conditions is reduced, the standard J test may not work well, because this number can remain large compared to the sample size N . However, for the diagonal J test, because the maximum dimension m * is p(T − 1) when all available instruments are used and m * = 3p when only three lagged instruments are used, the dimension is much smaller. Since the choice of instruments affects the performance of the J test, we will discuss several schemes for the choice of instruments later.
Given the above decomposition of the moment conditions, we describe the testing procedure. First, the conventional one-and two-step GMM estimators are computed as
in which H is a matrix with 2s on the main diagonal, −1s on the first-subdiagonal, and zeros otherwise. Note that when v it is serially uncorrelated and homoskedastic with var(
Hence, in such a case, the one-step estimator is asymptotically efficient. Ω( θ) is computed as in (2) and θ is a preliminary consistent estimator of θ. The CU-GMM is obtained from (1) by numerical optimization. The test statistics J diag ( θ j ) can be obtained by plugging θ 1step and θ 2step into (8), and by putting (21) into (6). The critical values can be obtained as explained immediately after Lemma 1.
Models in forward orthogonal deviations (FOD)
Earlier, we used the first-differences to remove the fixed effects. Alternatively, we may transform the model by forward orthogonal deviations:
Since y is and x is , (0 ≤ s ≤ t − 1) are uncorrelated with v * it , we have the following moment conditions:
which can be written in the matrix form as
As in the models in first-differences, (24) represents the decomposition of moment conditions, that is,
The one-and two-step GMM estimators are given by
. Ω( θ) is computed as in (2), and θ is a preliminary consistent estimator of θ. The CU-GMM is obtained from (1) by numerical optimization. Note that the one-step GMM estimator is asymptotically efficient when v it is serially uncorrelated and homoskedastic with var(v it ) = σ 2 because W F OD is a consistent estimator of the optimal weighting matrix Ω = E(Z
The difference in the form of the optimal weighting matrix for models in first-differences and in forward orthogonal deviations comes from the fact that the first-differenced errors are serially correlated by construction whereas the errors of models in forward orthogonal deviations are serially uncorrelated and homoskedastic when original errors are serially uncorrelated and homoskedastic.
14 there is cross-sectional and/or time-series heteroskedasticity, then σ 2 E(Z
) is no longer the optimal weighting matrix and the two-step GMM estimator is more efficient.
System models
In the literature, it is known that the first-difference GMM estimators may suffer from the weak instruments problem when α in (19) is close to one and/or var(η i )/var(v it ) is large (e.g., Blundell and Bond, 1998; Blundell, Bond and Windmeijer, 2000) 27 . To overcome this problem, it is now a common strategy to use the so-called system GMM estimator by Arellano and Bover (1995) and Blundell and Bond (1998) 28 . The system GMM estimator exploits the moment conditions for models in first-differences (or orthogonal deviations) and in levels, while the latter is given as
with u it = η i + v it , or in the matrix form
Note that for moment conditions (27) to be valid, we need to assume that E(y it η i ) and E(x it η i ) are constant over time, while we do not need to impose this assumption for moment conditions associated with models in first-differences and in forward orthogonal deviations. The system GMM estimator is obtained from the combined moment conditions:
.., T − 1 with q = 2(T − 1). If models in forward orthogonal deviations are employed instead of first-differences, we only replace
The diagonal J test statistics based on the system GMM estimators are obtained by substituting (29) into (6).
Relationship between the standard and diagonal J tests
We now investigate the relationship between the standard and diagonal J tests. We demonstrate that the form of the model, that is, in first-differences or forward orthogonal deviations, and the heteroskedasticity of v it affect the relationship between the standard and diagonal J tests.
First, we consider the models in first-differences and in forward orthogonal deviations. Although the choice of first-differences or forward orthogonal deviations for the elimination of fixed effects is a minor issue in view of the equivalence result of Arellano and Bover (1995) , it is not so for the diagonal J test. For the models in first-differences, since the transformed error ∆v it is serially correlated, we have
This implies that Ω diag never coincides with Ω, which in turn indicates that J diag always follows the nonstandard distribution as in Theorem 1. However, this is not the case for the model in forward orthogonal deviations. To see this, we first consider the structure of transformed error v * it . If v it is temporally and cross-sectionally heteroskedastic, that is, var(v it ) = σ 2 it , we have
Hence, if both time-series heteroskedasticity and cross-sectional heteroskedasticity are present, v * it is serially correlated and heteroskedastic. In this case, the optimal weighting matrix is Ω with Ω ̸ = Ω diag . This is also the case if only time-series heteroskedasticity is present. However, when v it is homoskedastic over time but heteroskedastic over i, that is, σ 2 it = σ 2 i for t = 1, ..., T , we have
In this case, v * it is serially uncorrelated and the optimal weighting matrix is Ω diag . Thus, when there is no time-series heteroskedasticity, we have Ω diag = Ω, and hence, as noted in Remark 3, the diagonal J tests computed from the two-step and CU-GMM estimators, that is, J diag ( θ j ) (j = 2step, CU ), asymptotically follow the standard χ 2 distribution. Furthermore, under no time-series heteroskedasticity and cross-sectional heteroskedasticity, that is, if v it is iid, we have Ω diag = Ω = W. Hence, as noted in Remark 3, the diagonal J tests computed from the one-step, two-step, and CU-GMM estimators, that is, J diag ( θ j ) (j = 1step, 2step, CU ), asymptotically follow the standard χ 2 distribution. Hence, in these special cases, the diagonal J tests follow the standard χ 2 distribution as in the standard J test. However, it should be noted that unlike the standard J test, the diagonal J tests do not require inversing a large-dimensional weighting matrix. For the case of the system GMM estimator, since the moment conditions for models in first-differences (or in forward orthogonal deviations) and in levels are correlated, we have Ω ̸ = Ω diag , which implies that the diagonal J test always follows the non-standard distribution as in Theorem 1.
Local power analysis of the diagonal J test
In Section 3, we have derived the asymptotic distribution of the diagonal J test under local alternatives in a general framework. In this section, we conduct a detailed local power analysis of the standard and diagonal J tests for dynamic panel data models considered in the previous section. Specifically, (i) we compare the powers of the standard and diagonal J tests, and (ii) investigate the effects of estimator efficiency on power.
We consider the following dynamic panel data model:
where η i ∼ iid(0, σ 2 η ) and e it ∼ iid(0, σ 2 e ).
If v it is serially uncorrelated, we have a series of moment conditions. Specifically, the moment conditions for models in first-differences are
The moment conditions for the system combining models in first-differences and in levels are
The moment conditions for the system combining models in forward orthogonal deviations and in levels are given by
To derive the local power, we need to construct the locally violated moment conditions. While there are several approaches for this, we consider the simple case where v it is serially correlated. Specifically, we assume that v it follows a first-order moving average (MA(1)) process given by 
where e r = (0, ..., 0, 1) ′ is an r × 1 vector where the last element is 1 and all other elements are zero, and c t = √ (T − t)/(T − t + 1). For the sample sizes and parameters, we consider the following cases: T = 5, 10, α = 0.2, 0.8, β = 1, τ = 0.25, θ = −0.1, σ 2 e = 0.16, σ 2 η = 1, 5, and σ 2 t = 0.5 + (t − 1)/(T − 1) 30 . Initial conditions are assumed to follow stationary distribution. First, we compare the power properties of the standard and diagonal J tests that are based on models in first-differences and in forward orthogonal deviations as well as the systems where these models are combined with models in levels. Here, we consider the cases where the moment conditions are estimated by two-step estimators. The standard J test, J ( θ 2step ), is denoted as "J(DIF) |J(FOD)" or "J(DIF&LEV)|J(FOD&LEV)" 31 . The diagonal J test, J diag ( θ 2step ), is denoted as "J diag (DIF)," "J diag (FOD)," "J diag (DIF&LEV)," and "J diag (FOD&LEV)." The power plots for J ( θ 2step ) and J diag ( θ 2step ) are given in Figures 2 and 3 . From the figures, we find that the diagonal J test for models in forward orthogonal deviations has almost the same power as the standard J test. 29 In the Monte Carlo studies in Section 6, we consider temporally and cross-sectionally heteroskedastic errors. 30 In the supplementary appendix, we also report the results of the following cases: σ 2 t = 1 and σ 2 t = 0.5+(t−1). 31 Note that J(DIF) and J(FOD) yield the same power. This is also true for J(DIF&LEV) and J(FOD&LEV).
This implies that using a block diagonal matrix in the weighting matrix has almost no negative effect on the power property. However, the power of the diagonal J test based on models in firstdifferences tends to be lower. The degree of power loss depends mainly on α. When α = 0.2, the power loss is not large, but when α = 0.8, the power loss is not negligible, although it decreases as T increases. Similar results apply to system models. When models in forward orthogonal deviations are used in the system, the diagonal J test has almost the same power as the standard J test 32 . However, when models in first-differences are used in the system, the diagonal J test tends to have lower power than the standard J test with a few exceptions. For the effect of σ 2 η , by comparing Figures 2 and 3 , we find that the magnitude of σ 2 η has almost no effect on the relative performance between the standard J test and the diagonal J test based on models in forward orthogonal deviations. However, the diagonal J test based on the models in first-differences becomes less powerful when σ 2 η is large. Next, we investigate the effect of the efficiency of the estimator used to compute the test statistic. Note that the two-step GMM estimator is more efficient than the one-step GMM estimator since the errors have time-series heteroskedasticity. In Figures 4 and 5 , we provide the power plots of J diag ( θ 1step ) and J diag ( θ 2step ) for the same models as above 33 . From the power plots, we find that for models in first-differences and in forward orthogonal deviations, the difference between the powers of the one-and two-step estimators is very minor. However, for system models, tests based on two-step estimators have higher powers than those based on one-step estimators. This is because the efficiency loss of one-step estimators as compared to two-step estimators is not so large for the models in first-differences and in forward orthogonal deviations whereas this is not the case for system models. In system models, since the correlation between moment conditions for the models in first-differences or forward orthogonal deviations and those for models in levels is not weak (cf. Kiviet, 2007) , using the two-step procedure results in a large efficiency gain, and becomes more powerful.
Summarizing the local power analysis, we may conclude that the diagonal J test based on models in forward orthogonal deviations and in systems utilizing them with two-step estimators has comparable power properties to the standard J test. However, as will be shown in the next section, the diagonal J test has substantially better size property than the standard J test in finite samples, which makes the diagonal J test more appealing.
Monte Carlo simulation
In this section, we conduct a Monte Carlo simulation to investigate the performance of the diagonal J test and compare it with the standard J test.
Design
We consider the following data generating process:
32 When T = 10, α = 0.8, and σ 2 η = 1, the diagonal J test shows slightly higher power than the standard J test. It is quite hard to identify the reason for this since the local power of the diagonal J test depends on eigenvalues and eigenvectors of matrix (9), which is quite hard to investigate analytically. 33 Further results are provided in the supplementary appendix.
, and ε it ∼ N (0, σ 2 it ), where σ 2 it is generated as σ 2 it = δ i τ t , in which δ i ∼ U[0.5, 1.5] and τ t = 0.5 + (t − 1)/(T − 1) for t = 1..., T and τ t = 0.5 for t = −49, ...., −1, 0. This model is identical to that used in the local power analysis except that the current error terms are temporally and cross-sectionally heteroskedastic. Note that the regressor x it is an endogenous variable. The data are generated as ( 
where v ij ∼ N (0,σ 2 i ) and e ij ∼ iidN (0, σ 2 e ) (j = 0, ..., 10), withσ 2 i = (T + 51) −1 ∑ T t=−50 σ 2 it . The samples sizes we consider are T = 4, 7, 10, N = 110, 250, 500 34 . For the parameters, we set α = 0.2, 0.8, β = 1, ρ = 0.5, τ = 0.25, θ = −0.1, σ 2 η = 1, 5, and σ 2 e = 0.16. For the value of ϕ, we consider ϕ = 0, 0.2, 0.5, 0.8. ϕ = 0 corresponds to size, and ϕ = 0.2, 0.5, 0.8 corresponds to power. For the computation of the critical values of the diagonal J test, we consider two approaches: one is a simulation method based on 10,000 random draws, and the other is an analytical method as described in Section 3. In the tables below, we report the results where critical values are computed by the analytical method because the two results are almost identical. The significance level is 5% and the number of replications is 1,000.
Choice of models, estimation method, instruments, and groups
In finite samples, the choice of models, estimation method, instruments, and how moment conditions are grouped substantially affect the performance of the GMM estimators and related tests. Here, we give a brief overview of these choices.
Choice of models and estimation method
For the models, we consider the following four types: (i) models in first-differences (denoted as "DIF"), (ii) models in forward orthogonal deviations (denoted as "FOD"), (iii) a system composed of models in first-differences and in levels (denoted as "DIF& LEV"), (iv) a system composed of models in forward orthogonal deviations and in levels (denoted as "FOD& LEV").
For the estimation method, we consider the following three types: (i) one-step method (denoted as "1step"), (ii) two-step method (denoted as "2step"), and (iii) continuously updated method (denoted as "CUE").
34 Since the number of moment conditions for the system GMM estimator using all instruments is 108 when T = 10, we set N = 110, instead of N = 100, to avoid a singular weighting matrix.
Choice of instruments
Next, we discuss the three schemes for the choice of instruments. Since we use only the closest instruments in the moment conditions for models in levels because of redundancy, in the following, we mainly consider moment conditions associated with models in first-differences or in forward orthogonal deviations.
All instruments
If we use all available instruments, then the GMM estimators will be efficient. In this case, the instruments used in each period are z D it = (y i0 , ..., y i,t−2 , x i0 , ..., x i,t−2 ) ′ , (t = 2, ..., T ) and z F it = (y i0 , ..., y i,t−1 , x i0 , ..., x i,t−1 ) ′ , (t = 1, ..., T − 1). In this case, the number of moment conditions for models in first-differences or in forward orthogonal deviations is m = T (T − 1) = O(T 2 ), and that for system models is m = (T + 2)(T − 1) = O(T 2 ). In the diagonal J test, we need to invert a matrix of size m * = 2(T −1) at the maximum. Hence, if m * = 2(T −1) is large as compared to N , the diagonal J test may not deliver accurate sizes in the finite sample.
Sargan's rule of thumb Although using many instruments leads to efficient estimation, it also causes a bias. Therefore, many empirical studies use only a subset of moment conditions by using a few lagged variables at each period. While there is no theoretical background, we investigate a rule of thumb by Sargan (1958) to determine the lag length of instruments. Sargan (1958) proposed a simple rule of thumb that the number of instruments should be smaller than N/20 in a context of cross-section or time-series model. We apply this rule to the choice of the lag length at each period. Specifically, in this case, the instruments used in each period are
., y i,t−2 , x i,max{0,t−1−ℓ} , ..., x i,t−2 ) ′ , (t = 2, ..., T ) and z F it = (y i,max{0,t−ℓ} , ..., y i,t−1 , x i,max{0,t−ℓ} , ..., x i,t−1 ) ′ , (t = 1, ..., T − 1) with ℓ = int(N/(20 × 2)) ≥ 1, where int(A) denotes the integer part of A.
In this case, 2ℓ instruments are used at the maximum in each period and the number of moment conditions for models in first-differences and in forward orthogonal deviations is m = ℓ(ℓ − 1) + 2(T − ℓ)ℓ = O(T ), and that for system models is m = ℓ(ℓ − 1) + 2(T − ℓ)ℓ + 2(T − 1) = O(T ). In the current simulation design, ℓ = 2, 6, 12 for N = 110, 250, 500, respectively. In the diagonal J test, we need to invert an m * = 2ℓ-dimensional matrix at the maximum, which is substantially smaller than m.
Collapsed instruments
In an attempt to reduce the number of moment conditions further, several studies such as Bun and Kiviet (2006) propose the so-called "collapsed instruments." A distinctive feature of collapsed instruments is that the total number of moment conditions is O(1), and hence, it does not increase even if T is large. We consider the following collapsed instruments for models in first-differences and in forward orthogonal deviations:
For the system model, we use the following collapsed instruments:
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Note that the number of moment conditions is 4 for all cases and does not depend on T . We do not consider the diagonal J test for this case since the standard J test is expected to work since the number of moment conditions is small enough as compared to the sample size N . In the following, we call the first two instruments diagonal instruments, as opposed to collapsed instruments, as they can be expressed as a block-diagonal matrix.
How to make groups
In the diagonal J test, how to make groups from the original moment conditions is an important issue. We consider two approaches. The first is to utilize the special structure of sequential moment conditions. The second is to use the K-means method outlined in Section 4, by assuming that the grouped structure is unknown. Hence, in this case, groups are determined by using the information from data only. For the choice of dissimilarity measure, we use the correlation coefficient (16) 
Results
We investigate all the combinations of the above choices of models and instruments except for the one-step method with collapsed instruments. This leads to 32 cases in total. However, to save space, we report the results associated with models in forward orthogonal deviations because the local power analysis exhibits better performance in this case. We also omit the results with ϕ = 0.8 and N = 500. All the simulation results are provided in the supplementary appendix, which is available upon request. Simulation results for the case of α = 0.2 are given in Tables 2, 3 , and 4. First, we see the results for the case of α = 0.2. When T = 4, the sizes of the standard J test are slightly distorted. However, the distortion becomes smaller as N gets larger. When N = 500 as reported in the supplement, the sizes are close to the nominal level. However, when T = 7 and 10, the size distortion of the standard J test based on diagonal instruments is substantial. When T = 10 and N = 110, the empirical size is 100% when all instruments are used. Contrary to these standard J tests based on diagonal instruments, the standard J test based on collapsed instruments has empirical sizes close to the nominal level. Because of this size property, in the following discussion, we only consider the standard J test based on collapsed instruments.
For the diagonal J test, we first investigate the performance of the K-means method. From the table, we find that the adjusted Rand index is almost equal to one for models in forward orthogonal deviations with T = 4. This indicates that almost the same grouped moment conditions are used in J seq diag and J K diag . Although the adjusted Rand index becomes a bit smaller when the system model is considered, its value is still high and we can thus say that similar grouped moment conditions are used in J seq diag and J K diag . On the effect of the number of moment conditions m, we find that as T , and hence m, gets larger, the adjusted Rand index decreases. However, even when m is as large as 90 as in the models in forward orthogonal deviations, the adjusted Rand index exceeds 0.9 in almost all cases. Hence, we may conclude that the K-means method is quite useful to construct groups and works well even when the number of moment conditions is large. With regard to the empirical sizes of J seq diag and J K diag , we find that the sizes are close to the nominal level except for the case T = 7, 10 and N = 110, where all instruments are used. The reason for size distortion is that the dimension of the largest block, m * , is not small enough relative to the sample size N . Further, we find that the diagonal J test based on the one-step GMM estimation of the system model becomes more size-distorted when σ 2 η increases from 1 to 5. This is because the bias of the one-step GMM estimator for the system becomes larger as σ 2 η increases from 1 to 5. With regard to power, the diagonal J test has similar power to the standard J test when it works well. We also find that the results between J seq diag and J K diag are very similar. This implies that the K-means based diagonal J test, J K diag , is useful when the grouped structure is unknown. For the consequences of the choice of models, from the table, we find that tests based on models in forward orthogonal deviations are more powerful than those based on system models for both standard and diagonal J tests. The power decline is more evident for the standard J test based on collapsed instruments. Further, we find that, when T = 4, the power of the system models is substantially low. Comparing the standard J test based on collapsed instruments and the diagonal J test, we find that the latter is more powerful when T = 4 and less powerful when T = 7, 10 if models in forward orthogonal deviations are used. However, for system models, we find that in many cases, the diagonal J test yields higher power than the standard J test based on collapsed instruments for T = 4, 7, 10.
Next, we consider the case α = 0.8 (Tables 5,6 , and 7). Most of the above implications apply to this case as well. As in the case of α = 0.2, the standard J test based on diagonal instruments has large size distortions in almost all cases, and works well only when T = 4 and N = 500. However, as expected, the standard J test based on collapsed instruments has empirical sizes close to the nominal level. The diagonal J test, J seq diag and J K diag , tends to have correct empirical sizes in many cases. A few exceptions arise when T = 10, N = 110, where all instruments are used, and when σ 2 η = 5. The reason for the former is that m * , the largest dimension of blocks, is not sufficiently small as compared to the sample size N . The reason for the latter is considered to be associated with the poor performance of estimators due to a low signal-to-noise ratio. In terms of power, we find that the diagonal J test tends to have higher power than the standard J test based on collapsed instruments in almost all cases. This implies that as a solution to the size distortion problem of the standard J test, simply reducing the number of moment conditions is not always useful. Such a test exhibits very low power, especially for system models. For the choice of the model, we find that as in the case of α = 0.2, the standard J test based on collapsed instruments for models in forward orthogonal deviations tends to be more powerful than that for the system model when T = 7, 10. However, for the diagonal J test, the superiority is mixed and hence inconclusive.
Summarizing the results, the standard J test based on diagonal instruments performs well only when the number of moment conditions is sufficiently as smaller to the sample size N . The standard J test based on collapsed instruments has empirical sizes close to the nominal level in almost all cases. For the diagonal J test, except for a few cases where the dimension of the largest block m * is not small as compared to N , the sizes are close to the nominal level. In terms of power, the diagonal J test is as powerful as the standard J test when the latter has small size distortions. As compared to the standard J test based on collapsed instruments, the superiority of the diagonal J test depends on the time length T , the degree of persistency α, and models. When T = 7, 10, α = 0.2 and the models in first differences or in forward orthogonal deviations are considered(excluding system models), the standard J test based on collapsed instruments is more powerful than the diagonal J test. However, for all other cases, including all cases with α = 0.8, the diagonal J test is more powerful.
Conclusion
In this paper, we proposed a new J test called the diagonal J test to check the validity of moment conditions. The diagonal J test uses a block diagonal matrix in the weighting matrix to avoid inversing a large-dimensional covariance matrix. We derived the asymptotic distribution of the new test and showed that it follows a weighted some of the chi-square distribution with one degree of freedom. Since we need to split the moment conditions into several groups when implementing the new test, we proposed two methods to construct groups. The first is to use the so-called K-means method often used in cluster analysis literature. This method is particularly useful when outside information that could be used to construct groups is not available. The second method is to utilize a special structure where moment conditions are available sequentially. Such a situation typically appears in panel data models. We then conducted a local power analysis in the context of dynamic panel data models and showed that the diagonal J test utilizing models in forward orthogonal deviations with two-step estimators has comparable power to the standard J test. Monte Carlo simulation results showed that although the standard J test substantially suffers from size distortion when the number of moment conditions is large, the proposed test has sizes close to the nominal one, regardless of the number of moment conditions. With regard to power, both the standard and diagonal J tests perform similarly when there are no size distortions in the former, as expected from a local power analysis.
Appendix
Before providing the proofs of theorems, we give some lemmas.
Proof. Using the mean-value theorem g( θ j ) = g(θ 0 ) + G(θ)( θ j − θ 0 ), whereθ is a mean value lying between θ j and θ 0 , and the first-order condition
Substituting this into the above mean-value expansion and using V j p → V j , the result follows. □ Lemma A2. Let Φ be an m × m positive-semidefinite weighting matrix. Then, under Assumption 6, and 
where c is a vector of finite constant, we have
where z k ∼ iidN (0, 1), λ 1 , ..., λ m are the eigenvalues of Ω 1/2 ΦΩ 1/2 , δ k is the kth element of δ = P ′ Ω −1/2 c, with P being an eigenvector matrix corresponding to λ 1 , ..., λ m .
Proof. From Assumption 6, we have
. Using this, we obtain
Using the spectral decomposition Ω 1/2 ΦΩ 1/2 = PΛP ′ , where Λ is a diagonal matrix containing eigenvalues of Ω 1/2 ΦΩ 1/2 and P is the matrix of corresponding eigenvectors, we have
where we used
Proof of Theorem 1
Using Lemma A1 and substituting
1step, 2step, CU ). Also, by noting that I m − K j is an idempotent but non-symmetric matrix of rank m − p and using rank(AB) ≤ min{rank(A), rank(B)} 37 , we have rank(H j ) = m − p, which indicates that there are m − p nonzero eigenvalues in H j . □
Proof of Theorem 2
The result for the standard J test is derived by Newey (1985) . The proof for the diagonal J test is similar to that of Theorem 1, except that we do not need to impose c = 0.
Size 
The entries are in %. The significance level is 5%. J and J diag are defined in (3), (4) and (8), respectively. The model "FOD" and "FOD & LEV" denote the models in forward orthogonal deviations and the system models combining models in forward orthogonal deviations and in levels, respectively. The instruments "All" uses the all past variables as instruments. "Sargan" uses the fixed number of instruments where lag length is determined by Sargan rule of thumb. "Collapsed" use instruments (31) or (32) . m denotes the number of moment conditions and m * denotes the dimension of the largest block in the diagonal J test. 
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