The Hamiltonian structure for a fundamental model of a tethered satellite system is constructed. The model is composed of two point masses connected by a string with no restrictions on the motions of the two masses. A certain symmetry with respect to the special orthogonal group SO(3) for such a system is observed. The classical station-keeping mode for the tethered system is found to be nothing more than the relative equilibrium corresponding to the reduction of the system by the symmetry. The microgravity forces on the two point masses are responsible for the possible configurations of the string at the so-called radial relative equilibrium. A stability analysis is performed on the basis of the reduced energy-momentum method. Criteria for stability are derived, which could find potential applications in space technology.
Introduction
A Tethered Satellite System (TSS) basically contains two spacecraft, such as a space shuttle and a satellite, connected by a long rod or tether, with the whole assembly moving in a central gravitational field. Since the idea of a TSS was introduced around 1973 [Co, G] , problems involving dynamics and control of such systems have been investigated by many researchers; cf. IF, KP, VK, PPL, LA, LB] , and the references therein. A TSS has several potential applications in space technologies, for example, scientific experiments, deployment or retrieval of satellites, power generation, measurement of aerodynamic forces, etc.; cf. [PA] .
The dynamical behavior of a TSS is quite complicated. It is essentially a coupledbody system moving in a complex environment which includes gravity forces, electromagnetic forces, and aerodynamic forces. The operational modes of such a system can be roughly divided into three categories: deployment, station-keeping, and retrieval. Stability is one of the primary concerns during the station-keeping mode. However, the analysis in the above-mentioned works was mostly based on simplified models, such as that of two point masses connected by a massless rigid rod, while one point mass, say the space shuttle, is assumed to be rather massive and to be the center of mass of the assembly; cf. [LA, F] . Some other models take the mass and flexibility of the tether into consideration; cf. [LB, PPL] . But a basic assumption in these models is that the shuttle is restricted to a circular motion, with emphasis placed on the problem of control at different modes. There are not many mathematically rigorous analyses of more complex or natural models. One such analysis is that of B~LETSKY & L~v~ [BL] , who used the energy method to prove the stability of radial equilibria of the above-mentioned string model and computed some natural modes. They also considered the effects of aero-and electro-dynamic forces. On the other hand, ANrMAN & WOLFE [AWl discussed the multiple equilibria of elastic strings near the singular point of the central force field. Many analytical problems in this field remain to be solved.
The dynamics of a TSS are discussed in this paper in the Hamiltonian framework; only gravity forces are considered. Since the tether proposed for space applications is quite long (roughly 20-100kin in the station-keeping mode), its mass and flexibility definitely cannot be assumed to be negligible. Accordingly, it is unnatural (or costly) to assume both that the space shuttle is in a circular orbit and that it remains unaffected by the motions of the tether and the other satellite. As a result, a fundamental and intuitive model is developed here; it is a two-mass system connected by a massive string with the coupling between each element appropriately included. The Hamiltonian structure is also determined. We show that such a system admits a natural symmetry corresponding to the SO(3) action. Within this framework, reduction can be performed and the relative equilibria can be defined. The configurations in the station-keeping mode used in engineering circles are actually the same as those at the relative equilibria corresponding to this reduction.
The aforementioned coupling effects enter into the dynamics through the microgravity forces which are exerted on the string by the point masses at relative equilibria and through their reactions exerted by the point masses on the string. (Due to material constraints, the point masses do not move on circular Keplerian orbits at relative equilibria, where the centrifugal and gravitational forces are balanced. The microgravity forces are the differences between these two forces.) Possible configurations for such relative equilibria, or steady motions, are proved to exist.
To perform the stability analysis for the relative equilibria, we adopt the reduced energy-momentum method (cf. [SLM, WK] ) which respects the symmetry structure. However, the associated locked-inertia tensor for the radial case fails to be invertible. Thus the block-diagonalization technique is not directly applicable here, and the complete reduced energy-momentum method must be invoked. Stability conditions are then derived. The rather complicated nature of the TSS problem is revealed by the present analysis. Those conditions on the relative equilibria and the associr ated stability criteria obtained in this paper may potentially have some engineering applications.
The physical system under consideration is described in Section 2. Here the equations of motion and their Hamiltonian structure are derived. Our problem is consequently a nonlinear dynamic boundary-value problem. A brief description of simple mechanical systems with symmetry and the reduced energy-momentum method is provided in Section 3. The intrinsic symmetry structure in our Hamiltonian system and the associated reduction process are then discussed in Section 4. Here the relative equilibria are defined and the existence of the so-called radial relative equilibria is discussed. For such radial relative equilibria, or radial steady motions, the stabil-ity analysis is performed in Section 5 by applying the reduced energy-momentum method. Compared to the classical energy method, the reduced energy-momentum method indeed leads to weaker stability conditions, which can be obtained by solving a Sturm-Liouville problem. Some concluding remarks are given in Section 6.
In our analysis, the constitutive law for the string, characterized by a general stored-energy density function, is intrinsically nonlinear. However, the Cauchy problem for the nonlinear string is difficult and has not yet been solved. A simpler case is treated in Appendix I, where semigroup theory is applied to solve the Canchy problem for a string with a quadratic stored-energy density. Moreover, the time-map analysis discussed in Section 4 is specialized in Appendix II to one particular form of the stored-energy density which characterizes the case of linearly elastic strings. Methodologies discussed for the (general) nonlinear case can be more easily grasped for such linear strings.
Equations of Motion and the Hamiltonian Structure
The satellite and the shuttle are considered here as point masses and the tether is modeled as an elastic string; cf. 
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This is a system comprising a quasilinear (strictly or nonstrictly) hyperbolic system and two second-order nonlinear differential equations which are coupled through boundary conditions. The system should be interpreted in a weak sense, i.e., in terms of the principle of virtual work (cf. [AN] ).
The Cauchy problem for (3) with general stored-energy density fimction W is challenging; shock waves may appear (cf. [S1, $2], where the strictly hyperbolic case with fixed boundary values and no potentials has been discussed). However, for the case that the terms involving W in (3) are linear, e.g., W(A) = 89 the Cauchy problem can be solved via the semigroup method; cf. Appendix I.
We now examine the geometry of the phase space, along with the Hamiltonian structure of the system under consideration. See [AM] for a general reference and [M] for infinite-dimensional geometric settings. An inner product on the tangent space TrQ is defined as 
t .)r*Q + V(r). (5)
To find Hamilton's equation, we construct the symplectic structure on the infinite-dimensional space T*Q. This construction can be obtained from the canonical one in the context of our pairings. In fact, the symplectic form a on T*Q is simply a (r,p~((6rl, 6p 1 ), (6r2, @2) 
where @1 and dP2 are in T~.Q. The Hamiltonian vector field corresponding to the Hamiltonian H is the vector field XH on T*Q satisfying 
The symmetry of the system and the corresponding reduction can be then discussed in terms of the Hamiltonian structure.
The Reduced Energy-Momentum Method
In this section, we review some basic notions about simple mechanical systems with symmetry and the reduced energy-momentum method.
A simple mechanical system with symmetry (cf. [AM] ) is a quadruple (Q, K, V, G), where Q is the configuration manifold, K is a Riemarmian metric, V is the potential function, and G is the symmetry group acting on Q. With this symmetry, the dynamics on T*Q can be reduced to a reduced dynamics on T*Q/G by the equivalence classes of group orbits. Let n : T*Q ~ T* Q/G be the canonical projection. A point Pr E T*Q is a relative equilibrium if ~z(pr) is an equilibrium Of the reduced dynamics. A relative equilibrium (Pr)e is relatively stable if n( (Pr)e) is a stable equilibrium of the reduced dynamics in the sense of Lyapunov. The relative stability of relative equilibria can be determined by applying the energymomentum method. For simple mechanical systems with symmetry, we may further take advantage of the geometric structure of the system and apply the reduced energy-momentum method; cf. [SLM, SPM].
For a simple mechanical system with symmetry, the associated energy function H" T*Q --+ IR and the momentum map J" T*Q --+ ~*, where (r is the Lie algebra corresponding to the Lie group G and (r is its dual space, are
respectively, where (.,.), ({.,-)) are defined through the Riemannian metric K, where ~ E N, and where ~Q is the associated infinitesimal generator of the group action on Q. It can be further verified that both H and (J, ~) are conserved quantifies along the trajectories of motion. Moreover, because of the symmetry, they are invariant under the group action. Thus, if the projected function H~ on T*Q/G,
is positive-definite at relative equilibria, then the relative stability can be determined by constructing a Lyapunov function. The reduced energy-momentum method is designed to check this condition in a systematic mamaer. This process can actually be greatly simplified by respecting the inherent structure of simple mechanical systems with symmetry. We first introduce some notation. Let the Legendre transformation be denoted by FL : TQ -* T*Q. With the embedding ~q~ : Q x N ~ T*Q defined by
~(x,q) = (x, FL(qQ(X))),
the induced energy-momentum map can be defined by/~ = H~ o Y'. The essence of the reduced energy-momentum method lies in studying the positive-definiteness of this induced energy-momentum map on the space Q x N. In fact, corresponding to the group action on Q and the adjoint action of G on (q, a symmetry may be constructed by a G-action on Q x ~ defined as
where Ad is the adjoint action. The invariance of the induced energy-momentum map under this action can be checked. The locked inertia tensor Ilook(x) : (~ --~ N* of a simple mechanical system with symmetry can be defined by
for 4, t/E N. For the Lie group G, the isotropy subgroup associated with kt E N* is defined by G~ = {g E G: Ad;# ----#},
with the associated Lie algebra if, = {r/E (q: ad;# = 0}.
The block-diagonalization technique described in [SLM, WK] cannot be directly applied to the system considered in this paper, since the locked-inertia tensor is not invertible. Instead, the reduced energy-momentum method must be used in its more general form. We now outline the method. 
(xe,~)(Q • ~).
4. Compute the isotropy subgroup G~o and the associated tangent space of the group orbit T(xe, ~) (G, . (Xe, 3) ).
Find the subspace 5" such that kerD](x~, ~) = 5 e | T(xe, :)(G,e" (x~, ~)).
6. Check the positive-definiteness of the second variation of the induced energymomentum map H~ on the space ~ The second variation of/~ can be computed from the formula
The relative equilibrium (Xe, FL(~Q(Xe) )) is relatively stable if the associated quadratic form on 5 e is positive-definite.
Symmetry and Relative Equilibria
The canonical action of the rotation group SO(3) on the phase space is considered in this section and the reduced dynamics is examined. Let A E SO(3) act on Q according to the rule: A. r = Ar for r E Q. This action can be lifted to the phase space T*Q by A(r,p) = (At, Ap). The Hamiltonian in (5) is easily seen to be invariant under this action. Hence, the theory of mechanical systems with symmetry can be applied. In fact, the system under consideration is a simple mechanical system with symmetry (Q,K, V, G) , where the Riemannian metric K is defined through the inner product in (4), the potential energy V is in (2), and G = SO(3).
Since, for our case, the symmetry group is the rotation group, the reduced dynamics is the dynamics of (3) reduced to the reduced phase space which 'ignores' uniformly rotating motions. The relative equilibrium is the orbit of some phase point in uniformly rotating motion, which has been called the steady motion in engineering literature.
Let ~ E 1113 be an arbitrary vector. The augmented potential defined in (13) can be computed as ~(,') = vo') -89 x r,~ x r)TQ.
(
iS)
It has been shown that relative equilibria can be characterized by the critical points of V~ for some 4; cf. [P] . The first variation of V~ is computed next; it leads to the following conditions for relative equilibria:
DV~ ( into (3) and deriving conditions on re, i.e., the relative equilibrium corresponds to the orbit of re rotating about ~ uniformly. This is yet another way of observing the nature of relative equilibria. Finding the configurations for relative equilibria necessitates solving (16), which is a nonlinear boundary-value problem for ordinary differential equations. Some special solutions can be obtained by also assuming that the solution is radial, and that ~ = toe3, co > O. Let {hi, b2, b3} be a (body) frame which rotates about ~ uniformly. It is then assumed for the radial case that
which are fixed relative to that body frame. For such a specific case, the problem of finding relative equilibria reduces to
Solutions of (19) give rise to the so-called radial relative equilibria. In the following discussion we assume that
For simplicity, we let 
Equation (21) is an integrable system. However, determining whether any of its solutions also satisfies the nonlinear boundary condition (22) is not an easy task.
A phase-plane analysis is attempted here. A first integral for (21) can be found to be
where
U(y) is such that U'(y) =-yW"(y).
To seek a solution of (21), (22) in the first quadrant of the (x, y)-plane, we further assume that
Based on these assumptions, we make the following observations:
OB1. The two curves C1 : W~(y)-~lx-2 + zlx = O, C2 : W~(y)+~c2x-2-v2x = O,
which contain the boundary values, intersect at (3 ~X/-g~-2 , 1). Note that W t is strictly monotonic, so that (W~) -1 (the inverse function) exists. OB2. On C1, y is strictly decreasing in x, and on C2, y is strictly increasing in x because
OB3. On the portion {(x, y) E Cllx < ~ ~x/~}, the vector field is in the (+, § direction (i.e., /~); while on {(x,y) E C21x > 3 ~V/-fi~ }, the vector field is in the (+,-) direction (i.e., "-,~).
From these observations, it can be verified that a trajectory starting at (x0, y0) E C1, along some integral curve, moves to a point (xf, yf) E C2 (see Figure 2) . Such a trajectory with travel time L is a solution of (21) The time-map analysis is complicated even for simple forms of W. Moreover, the parameter co varies with respect to the position of the string. Thus, the first integral (23) changes for different initial conditions. In Appendix II, numerical computations are performed for the specific W which characterizes linearly elastic strings. The reference length L of the string can be chosen so that the end point reaches C2; hence a solution arises. Some interesting problems here require further investigations: (i) The existence of solutions for (16). Specifically, a concrete method such as a variational method, instead of the degree-theory method, is desired. (ii) An analytical result on the time-map (25).
Stability Analysis
The existence of some radial SO( 3 )-relative equilibria was shown in the previous section. We now study their stability properties. The reduced energy-momentum method discussed in Section 3 is employed here to explore the stability properties of the radial relative equilibria. The momentum map J: T*Q > so(3)* is canonical:
where r E so(3) and its infinitesimal generator on Q is CQ(r) = d/del~=o exp (e~) r = x r. Hence the augmented Hamiltonian is H~(,', p) = H(,.,p) + '/(Pr)(~) = ,7(,',p) + {(t',., r x ,')).
/lock(r) : so(3) ---+ so (3) 
Accordingly, the locked inertia tensor is not invertible at such radial equilibria. The degeneracy of the locked inertia tensor comes from the special configuration of the tether system at the radial relative equilibria. In fact, the moment of inertia of the system with respect to the rotation about the b2-axis is zero at these relative equilibria. We note that this situation is different from that for systems possessing body symmetry. In general, the TSS does not have body symmetry, and the techniques for further reducing the system corresponding to body symmetry cannot be used. On the other hand, due to this degeneracy, the block-diagonalization result in [SLM] cannot be directly applied; however, the reduced energy-momentum method outlined in Section 3 is still applicable. Define 
DJ(re, ~)((Sr, ~) = -fopO~co3r3ds -mlaooar3(O) -m2bo93r3(L) .
Next we need to find the tangent space of the group orbit T(r, ~) (G~. (r, rl) ), which is a subspace of T(r, ~l)(Q x N). The isotropy subgroup G~ can be found from Gu = {B ~ SO(3): Ad*M2 = fi}.
Since #e = Iecoe3, we have G~ = {eq: q is parallel to e3 }.
Thus we immediately obtain the tangent space 
Obviously, T(re, r (re, ~)) is a subspace of ker(DJ(re, {)). In light of the symmetry, the augmented Hamiltonian is invariant on the orbit generated by the isotropy subgroup. We therefore need only check the second variation of the augmented Hamiltonian on a subspace 5g such that ker (DJ(re, 4)) = 5/' | T(r~, ~)(Gl~ e " (re, ~) ).
From (29) and (30), the space Y can be written as
Although the variation @2 is arbitrary in Y, the degeneracy of the locked inertia tensor prohibits it from entering into our considerations regarding stability. The last step in the reduced energy-momentum method is to check the positivedefiniteness of the second variation of H~ on 5 e. The second variation is now computed by the formula (cf. (14))
D2IYQ(re,~)'(r3rl,3tl)'(Sr2,(5~) = (3~1, Ilock(re)(~> + D2V~(re)'drl "(~r2. (32)
From (15), the second variation of the augmented potential is
o We now examine the stability properties. By substituting the conditions for radial equilibria into (33), we obtain the second variation of Hr on Y:
DZlTI~(re, ~). (ar, 8~1) " (&, &/)
= ire po~ar2ds
The relation of br and 6t/ on 5 r (cf. (31)) has been used here to express (at/, /lock(re)at/) in terms of ar. It is this positive term which makes the reduced energy-momentum method yield conditions weaker than those of the classical energy analysis. According to the reduced energy-momentum method, conditions on the system's parameters can be obtained by requiring the quadratic form (34) to be positivedefinite. The second variation can be rewritten by performing the integration by parts on ar2-terms of the last integral in (34), i.e.,
D2/~r~(re, ~). (at, at/). (at., at/)
2 --Ie po~ar2ds + mlaar2(O) + m2bar2(L) -(rn2(~-~3 +co2)ar2(L)-W"(~s)(ar2)s(L))ar2(L) L -/(o(r + ~)< + (~"(~,)(<)~),) <~, 0 L -~-m-S-(aF3(O))2--~-~-~---3~ (al~3(L))2 -{-/pT-~p3(ar3)2d$ o L L +J W'(~ " 2d O~s {(ar3)sl2ds.(35)
~ltorl)sl s+ f W'(~D o o
Note that 6rl = 0 on 5C Hence, the terms of r and 6r3 are left to be studied.
From the definition of ( , )rQ, an appropriate Hilbert space is defined for 6r3 (or 31"2) by: 
where 2 is the eigenvalue to be found. This type of Sturm-Liouville problem has been previously studied in [Ch] and is known to have real eigenvalues 20 < )q < 22 < ..-. Problem ( Remarks. 1. Since the global smooth solution may not exist, this formal stability result is rigorous only in the time interval where the solution is smooth. 2. The stability obviously holds when W'(~) is so large that 2o > 0. This means that the radial relative equilibrium is relatively stable if the string is stiff enough. 3. In contrast to the analysis by the classical energy method, the method adopted here requires weaker conditions to conclude stability. It can be checked that the first term of (38) (which is always positive) does not appear in the classical energy analysis (cf. [L] , where the classical analysis was applied to prove the stability of a radial equilibrium in a uniformly rotating frame).
Conclusions
We have studied the equations of motion for a fundamental model of the tethered satellite system. The Cauchy problem was briefly discussed and the Hamiltonian structure for such a system was constructed. The system was found to have an intrinsic symmetry with respect to the group SO(3). Via this symmetry, reduction was performed and the associated relative equilibria were defined. Some relative equilibria were obtained by finding the critical points of the augmented potential function, which consequently led to a nonlinear boundary-value problem. The reduced energy-momentum method was applied to some particular radial equilibria in order to prove their relative stability. The method was found to produce weaker conditions than those obtained via the classical energy method. We proved that if the string is stiff enough, there is stability. The results of this paper on the relative equilibria configuration and its associated stability properties may be applied towards the design and control of tethered satellite systems.
The completion of Ck ([0,L] ) with respect to this norm is denoted by BHk( [O,L] ). L] (91, 92) [IH,
II(Ul,U2)]]i-i~(1-2])~])11
3. The operator ~ is the generator of a strongly continuous semigroup S(t) on H, which satisfies IIS(t)]l ~e 2t.
Remark. In fact, the eigenvalue problem
can be explicitly solved. The eigenvalues 2 can be found by solving cos v/2 L = 2 -sinx/2 L, and the associated eigenfunction is simply a linear combination of sin~/~s and cosv~s. Let ~0i denote the eigenfunction associated with the eigenvalue 2i. Substituting r(s,t)= ~zi(t)q)i(s) in (43), we obtain the weighting function ~i(t) by
o with initial conditions. This process produces the unique solution (hence the kernel) for (43).
We can now rewrite (41) in an integral form and can apply the typical fixed-point argument to obtain local existence of the solution if the initial condition satisfies Ir0l > M > 0. Note that our potential is singular at r = 0; hence, the global existence of finite-speed motion cannot be guaranteed. However, the solution exists as long as the motion is bounded away from zero. For a general density p, the same argument follows by properly modifying the eigenstructures. The result is summarized in 
Appendix II. Linearly Elastic String
We now consider the case of a linearly elastic string, which can be characterized by the stored-energy density function W(Ir~l) = 89 I -1) a, where E denotes the modulus of elasticity of the string and A is the area of the cross section. The condition for radial relative equilibria can now be written as (cf. (19))
EA~x-(T~p -oo2) pc~ = O, s E (O,L), EA(O~s(O) -l ) = ml ( [@13 -co2) a,

EA(~s(L) -l ) = -m2 (T-~p -co2) b,
with the continuity conditions eft0) = a and c~(L) = b. The time-map method discussed in Section 4 can be used to prove the existence of radial relative equilibria for linearly elastic strings. In particular, the first integral is For a tether with constants ml, m2, p, and a linearly elastic string of reference length @(p), constants E, A, we can prove that there is a radial relative equilibrium moving in the gravitational field with angular rate co with one end of the string on an orbit of radius p and the other on an orbit of radius B(p), by performing the following procedure:
(1) For a given co, select an appropriate p in the neighborhood of ~;p-/(~2. 
where 2 is the eigenvalue to be obtained. 
