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Resumen: Se estudia un producto interno tipo Sobolev para polinomios ortogonales en
varias variables. Se analiza el comportamiento asinto´tico de las funciones nu´cleo asociadas
a los polinomios ortogonales tipo Sobolev sobre la bola unidad en d variables, evaluando
en puntos como el origen y puntos con norma 1.
Abstract: We study a Sobolev type inner product for orthogonal polynomials in several
variables. We analyze the asymptotic behavior of the kernel functions associated with
Sobolev type orthogonal polynomials on the unit ball in d variables, evaluated in points
as the origin and points with norm 1.
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Introduccio´n
En los u´ltimos an˜os se le ha brindado especial atencio´n a las clases de polinomios
ortogonales no esta´ndar, dentro de los que encontramos los polinomios ortogonales tipo
Sobolev, los cuales esta´n asociados con productos internos definidos sobre el espacio lineal
de los polinomios con coeficientes reales. Estos productos internos son de la forma:
〈p, q〉 = 〈p, q〉σ +
j∑
i=0
λip
(i)(ξ)q(i)(ξ)
=
∫
E
p(x)q(x)dσ(x) +
j∑
i=0
λip
(i)(ξ)q(i)(ξ), (1)
donde E ⊆ R, j ∈ N. ξ ∈ R, λi ∈ R+ y σ es en general una medida positiva, aunque
se ha prestado especial atencio´n a las medidas correspondientes a los polinomios cla´sicos
(Jacobi, Laguerre, Hermite).
Las caracter´ısticas no esta´ndar de esta clase de productos internos radica en la presencia
de derivadas y que el operador asociado a la multiplicacio´n por x, no es sime´trico, es decir:
〈xp, q〉 6= 〈p, xq〉,
para cualquier par de polinomios p y q.
Los polinomios asociados al producto interno (1), se denominan polinomios ortogonales
tipo Sobolev o polinomios perturbados y los polinomios ortogonales asociados al producto
interno 〈p, q〉σ se denominan polinomios originales.
Nosotros estudiamos un caso particular del producto interno (1), para polinomios or-
togonales en varias variables. Al igual que en [10], las derivadas son remplazadas por un
operador gradiente de orden j; a partir de all´ı, se busca una expresio´n para los polinomios
perturbados en te´rminos de los polinomios originales y una expresio´n para las funcio-
nes nu´cleo asociadas a los polinomios perturbados en te´rminos de las funciones nu´cleo
asociadas a los polinomios originales. Adema´s, se realiza un ana´lisis del comportamiento
asinto´tico de las funciones nu´cleo asociadas tanto a los polinomios originales como a los
perturbados.
En [10], los autores analizan el comportamiento asinto´tico de las funciones nu´cleo,
asociadas a los polinomios ortogonales originales y perturbados para una eleccio´n en par-
ticular de medida σ ∈ Rd en los puntos x = 0 = (0, 0, . . . , 0) y y = 0 = (0, 0, . . . , 0) de
la bola unidad en d variables, para lo cual obtienen expresiones de las funciones nu´cleo
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y sus derivadas hasta de cuarto orden, lo cual es una continuacio´n del trabajo realizado
en [8]. El presente trabajo pretende continuar con este caso particular de una eleccio´n de
medida σ, pero realizar el ana´lisis del comportamiento asinto´tico no u´nicamente en los
puntos x = 0 y y = 0, sino ampliar el ana´lisis evaluando en cualquier punto de la bola
unidad en d variables que tengan norma 1.
CAPI´TULO 1
Polinomios ortogonales en la recta real
En este cap´ıtulo presentamos las definiciones y propiedades ma´s relevantes de polino-
mios ortogonales en una variable, las cuales servira´n de herramienta fundamental para el
estudio de polinomios ortogonales en varias variables. Adema´s, se dan a conocer los poli-
nomios ortogonales cla´sicos, en particular los polinomios de Jacobi que sera´n empleados
en el cap´ıtulo 3. Las demostraciones de los teoremas 1.1 al 1.11 se pueden consultar en [6]
o [14].
1.1. Funcio´n gamma
La funcio´n gamma denotada por Γ(x), emplea la integral para generalizar la funcio´n
factorial de los nu´meros enteros no negativos a otros valores reales. Una manera de definir
la funcio´n gamma para cualquier real positivo es:
Γ(x) =
∫ ∞
0
tx−1e−tdt, x > 0.
Una de las propiedades ma´s importantes de la funcio´n gamma es la fo´rmula de
recurrencia:
Γ(x+ 1) = xΓ(x), x > 0, (1.1)
la cual se obtiene al aplicar integracio´n por partes en la definicio´n dada.
A partir de la fo´rmula de recurrencia se pueden deducir las siguientes propiedades:
• Dado n un entero no negativo,
Γ(n+ 1) = n!,
• (
n
k
)
=
Γ(n+ 1)
Γ(k + 1)Γ(n− k + 1) .
1
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Para el estudio de propiedades de la funcio´n gamma, entre ellas, las que tienen que ver
con su comportamiento asinto´tico, se emplea la fo´rmula de Stirling (ver [5]):
Γ(n+ k)
Γ(n+ 1)
= nk−1(1 +O(n−1)), n→∞.
1.2. Funcionales de momentos
Sean {µn}n>0 una sucesio´n de nu´meros reales y L un funcional lineal en el espacio P
de los polinomios con coeficientes reales, tal que:
L [xn] = µn, n = 0, 1, 2, ...
L se denomina un funcional de momentos asociado a la sucesio´n de momentos {µn}n>0.
Adema´s, el nu´mero µn se denomina el momento de orden n del funcional lineal L.
Si
φ(x) =
n∑
k=0
ckx
k,
es un polinomio con coeficientes reales, entonces
L [φ(x)] =
n∑
k=0
ckµk.
1.3. Polinomios ortogonales
Una sucesio´n de polinomios {Pn(x)}n>0 se denomina una sucesio´n de polinomios orto-
gonales (SPO) respecto a un funcional de momentos L, si para cualquier par de nu´meros
naturales n y m se cumple:
1. El grado de Pn(x) es n,
2. L [Pn(x)Pm(x)] = Rnδmn, Rn 6= 0,
donde δmn es la funcio´n delta de Kronecker definida por:
δmn =
{
0 si m 6= n
1 si m = n.
Si {Pn(x)}n>0 es una SPO respecto a un funcional de momentos L y adema´s
L [Pn(x)Pn(x)] = L
[
P 2n(x)
]
= 1 para todo n > 0, entonces se dice que {Pn(x)}n>0 es
una sucesio´n de polinomios ortonormales.
Siempre que se tenga una SPO {Pn(x)}n>0, e´sta se puede normalizar y obtener una
sucesio´n de polinomios ortonormales multiplicando por una constante adecuada cada po-
linomio de la SPO, as´ı:
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Qn(x) =
{L [P 2n(x)]}−1/2 · Pn(x),
donde {Qn(x)}n>0 es la sucesio´n de polinomios ortonormales correspondientes a la SPO
{Pn(x)}n>0.
Si el coeficiente principal de cada Pn(x) es 1, se dice que {Pn(x)}n>0 es una sucesio´n
de polinomios ortogonales mo´nicos SPOM.
Siempre que se tenga una SPO existe la correspondiente SPOM, basta con multiplicar
cada polinomio por el inverso de su coeficente principal, as´ı:
P˜n(x) = k
−1
n Pn(x),
donde kn es el coeficiente principal del polinomio Pn(x).
{
P˜n(x)
}
n>0
es la SPOM corres-
pondiente a la SPO {Pn(x)}n>0.
Teorema 1.1. Dados L un funcional de momentos y {Pn(x)}n>0 una sucesio´n de polino-
mios. Las siguientes proposiciones son equivalentes:
1. {Pn(x)}n>0 es una SPO con respecto a L,
2. Dado φ(x) un polinomio cualquiera de grado m,
L [φ(x)Pn(x)] =
{
0 si m < n
an 6= 0 si m = n,
3. L [xmPn(x)] = Rnδmn, Rn 6= 0, m = 0, 1, ..., n.
El Teorema 1.1 indica que para verificar si una sucesio´n de polinomios {Pn(x)}n>0
es una SPO, no se necesita verificar las dos condiciones de la definicio´n original de SPO
con todos los Pn(x) de la sucesio´n; es suficiente mirar la ortogonalidad de cada polinomio
Pn(x) de la sucesio´n con respecto a los monomios {1, x, x2, x3, ..., xn}.
Teorema 1.2. Sea {Pn(x)}n>0 una SPO respecto a L. Entonces para cada polinomio φ(x)
de grado n, φ(x) esta dado por:
φ(x) =
n∑
k=0
ckPk(x),
donde
ck =
L [φ(x)Pk(x)]
L [P 2k (x)] , k = 0, 1, 2, ...n.
El Teorema 1.2 determina que cualquier SPO es una base para el espacio P de los
polinomios con coeficientes reales.
Teorema 1.3. Salvo constantes, una SPO {Pn(x)}n>0 es u´nica. Es decir, dada una SPO
{Pn(x)}n>0 respecto a L, si {Qn(x)}n>0 es tambie´n una SPO respecto a L, entonces existe
cn 6= 0 tal que:
Qn(x) = cnPn(x), n = 0, 1, 2, ...
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Para determinar condiciones de existencia de una SPO, tomamos la matriz de Hankel
que esta´ definida mediante:
H =

µ0 µ1 µ2 · · · µn · · ·
µ1 µ2 µ3 · · · µn+1 · · ·
µ2 µ3 µ4 · · · µn+2 · · ·
...
...
...
. . .
...
µn µn+1 µn+2 · · · µ2n · · ·
...
...
...
...
. . .

.
Un funcional de momentos L se denomina cuasi-definido o regular si y solo si ∆n 6= 0
para n ≥ 0, donde ∆n = det(Hn) es el determinante de orden n + 1 de la submatriz
principal de Hankel de orden n+ 1:
∆n = det(µi+j)
n
i,j=0 =
∣∣∣∣∣∣∣∣∣∣∣
µ0 µ1 µ2 · · · µn
µ1 µ2 µ3 · · · µn+1
µ2 µ3 µ4 · · · µn+2
...
...
... · · · ...
µn µn+1 µn+2 · · · µ2n
∣∣∣∣∣∣∣∣∣∣∣
.
El siguiente teorema determina condiciones necesarias y suficientes para la existencia
de una SPO {Pn(x)}n>0 respecto a un funcional de momentos L asociado a {µn}n>0.
Teorema 1.4. Una condicio´n necesaria y suficiente para la existencia de una SPO con
respecto a un funcional de momentos L asociado a {µn}n>0 es que L sea regular.
Teorema 1.5. Sea {Pn(x)}n>0 una SPO respecto a L. Entonces para todo polinomio
φn(x) de grado n:
L [φn(x)Pn(x)] = anL [xnPn(x)] = ankn∆n
∆n−1
, ∆−1 = 1,
donde an denota el coeficiente principal de φn(x) y kn denota el coeficiente principal de
Pn(x).
Un funcional de momentos L se denomina definido positivo si L [φ(x)] > 0 para todo
polinomio φ(x) que no es ide´nticamente cero y es no negativo para todo real x.
Dado S ⊂ R. Un funcional de momentos L se denomina definido positivo sobre S si y
solo si L [φ(x)] > 0 para todo polinomio φ(x) que no es ide´nticamente cero sobre S y es
no negativo sobre S. El conjunto S se denomina un conjunto soporte para L.
A continuacio´n, se muestran varios resultados importantes en el estudio de polinomios
ortogonales: la relacio´n de recurrencia a tres te´rminos, el Teorema de Favard, la fo´rmula
de Christoffel-Darboux y algunas propiedades de los ceros de los polinomios ortogonales.
CAPI´TULO 1. POLINOMIOS ORTOGONALES EN LA RECTA REAL 5
Teorema 1.6. (Relacio´n de recurrencia a tres te´rminos) Sean L un funcional de momen-
tos cuasi-definido y {Pn(x)}n>0 la correspondiente SPOM. Entonces existen sucesiones de
nu´meros reales {an}n>0 y {bn}n>0 con bn 6= 0 para cada n ∈ N, tales que:
Pn+1(x) = (x− an)Pn(x)− bnPn−1(x), n = 0, 1, 2, ..., (1.2)
con P−1(x) = 0, P0(x) = 1. .
Adema´s, cada elemento de las sucesiones {an}n>0 y {bn}n>0 esta´ dado por:
an =
L [xP 2n(x)]
L [P 2n(x)]
,
bn+1 =
L [P 2n+1(x)]
L [P 2n(x)]
.
Si {Pn(x)}n>0 es una SPO no mo´nica, denotando Pn(x) = knP˜n(x), donde P˜n(x) es
mo´nico, entonces {Pn(x)}n>0 satisface una relacio´n de recurrencia de la forma:
Pn+1(x) = (Anx−Bn)Pn(x)− CnPn−1(x), n = 0, 1, 2, ...,
con
An = k
−1
n kn+1, Bn = an+1k
−1
n kn+1, Cn = bn+1k
−1
n kn+1, n ≥ 0,
donde k−1 = 1, y an, bn esta´n dados por el Teorema 1.6 en te´rminos de {P˜n(x)}.
El rec´ıproco de la relacio´n de recurrencia a tres te´rminos es verdadero y es el siguiente
resultado:
Teorema 1.7. (El Teorema de Favard) Sean {an}n>0 y {bn}n>0 sucesiones de nu´meros
reales y {Pn(x)}n>0 una sucesio´n de polinomios dada por:
Pn+1(x) = (x− an)Pn(x)− bnPn−1(x), n = 0, 1, 2, ...,
con
P−1(x) = 0, P0(x) = 1.
Entonces existe un u´nico funcional de momentos L tal que:
L [1] = b0, L [Pn(x)Pm(x)] = 0 para n 6= m, n,m ∈ N.
L es cuasi-definido y {Pn(x)}n>0 es la correspondiente SPOM si y solo si bn 6= 0. Adema´s,
L es definido positivo si y so´lo si bn > 0 (n ≥ 1).
Teorema 1.8. (La fo´rmula de Christoffel-Darboux) Sea {Pn(x)}n>0 la SPOM correspon-
diente al funcional de momentos L. Entonces para n ∈ N:
Kn(x, y) =
n∑
k=0
Pk(x)Pk(y)
‖Pk‖2
=
Pn+1(x)Pn(y)− Pn(x)Pn+1(y)
‖Pn‖2 (x− y)
. (1.3)
Kn(x, y) denota el n-e´simo polinomio nu´cleo.
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Se emplea la siguiente notacio´n para las derivadas parciales de Kn(x, y):
∂i+j(Kn(x, y))
∂ix∂jy
= K(i,j)n (x, y).
Los ceros de los polinomios ortogonales satisfacen las siguientes propiedades:
Teorema 1.9. Sean S el conjunto soporte de un funcional de momentos definido positivo
L y {Pn(x)}n>0 la SPOM correspondiente a L. Entonces, para cada n, los ceros de Pn(x)
son reales, simples y esta´n en el interior de la envoltura convexa de S.
Teorema 1.10. (Propiedad de entrelazamiento) Para cada n, entre dos ceros consecutivos
de Pn(x) hay un cero de Pn−1(x). Es decir, suponemos que x1,n < x2,n < · · · < xn,n son
los ceros de Pn(x), entonces:
xn,i < xn−1,i < xn,i+1, i = 1, 2, . . . , n.
Teorema 1.11. Si {Pn(x)}n>0 es una SPO, los ceros de Pn(x) son los autovalores de la
matriz de Jacobi Jn truncada:
Jn =

b0 a0 0 · · · 0
a0 b1 a1 · · · 0
0 a1 b2 · · · 0
...
...
...
. . .
...
0 0 0 · · · bn
 ,
donde an y bn son los coeficientes de la relacio´n de recurrencia a tres te´rminos (1.2) que
satisfacen los polinomios ortonormales.
1.4. Polinomios ortogonales cla´sicos
Las familias de polinomios ortogonales ma´s estudiadas por sus diversas aplicaciones
en campos como teor´ıa de aproximaciones, f´ısica cua´ntica, ana´lisis armo´nico, etc, son las
llamadas cla´sicas. Las propiedades ma´s importantes que caracterizan a estas familias de
polinomios ortogonales de las dema´s familias son sus propiedades diferenciales. Dichas
familias esta´n formadas por los polinomios de Jacobi, Laguerre y Hermite, las cuales esta´n
asociados a funcionales definidos positivos.
En la literatura no hay una definicio´n u´nica para las familias de polinomios cla´sicos.
A continuacio´n se presentan dos tipos de definicio´n, las cuales se puede probar que son
equivalentes.
1. Una SPO {Pn(x)}n>0 se denomina cla´sica, si cada polinomio de la sucesio´n es solu-
cio´n polino´mica de una ecuacio´n diferencial de segundo orden del tipo:
pi(x)y
′′
(x) + τ(x)y
′
(x) + λny(x) = 0, (1.4)
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donde pi(x) es un polinomio de grado a lo sumo 2, τ(x) es un polinomio de grado 1
y λn representa un nu´mero real.
2. Una SPO {Pn(x)}n>0 se denomina cla´sica, si cada polinomio de la sucesio´n puede
ser generado por una fo´rmula que contiene derivadas de orden n, del tipo:
Pn(x) = [Knω(x)]
−1 dn
dxn
[ρn(x)ω(x)] , n = 0, 1, 2, . . . , (1.5)
donde ρ(x) es un polinomio independiente de n, de grado a lo sumo 2 y ω(x) es una
funcio´n positiva e integrable sobre un conjunto (a, b), la cual se denomina funcio´n
peso.
La ecuacio´n (1.4) se denomina ecuacio´n diferencial hipergeome´trica, ya que satisface la
propiedad de hipergeometricidad que consiste en que sus soluciones y son tales que sus n-
e´simas derivadas y(n) cumplen una ecuacio´n del mismo tipo. Por tal razo´n a los polinomios
cla´sicos tambie´n se les denomina polinomios hipergeome´tricos.
La ecuacio´n diferencial hipergeome´trica clasifica a los polinomios ortogonales cla´sicos
en tres familias en funcio´n del grado del polinomio pi(x). Cuando pi(x) es un polinomio
de grado 2 los polinomios correspondientes se denominan polinomios de Jacobi P
(α,β)
n (x),
cuando pi(x) es de grado 1 polinomios de Laguerre Lαn(x) y cuando pi(x) es de grado 0
polinomios de Hermite Hn(x).
La siguiente tabla presenta los para´metros de la ecuacio´n diferencial hipergeome´trica
para las sucesiones de polinomios ortogonales mo´nicos cla´sicos.
P
(α,β)
n (x) L
α
n(x) Hn(x)
pi(x) (1− x)(1 + x) x 1
τ(x) −(α+ β + 2)x+ β − α −x+ α+ 1 −2x
λn n(n+ α+ β + 1) n 2n
Tabla 1.1. Ecuacio´n diferencial hipergeome´trica
La ecuacio´n (1.5) se denomina fo´rmula de Rodrigues, donde para los polinomios de
Jacobi, Laguerre y Hermite se tiene:
P
(α,β)
n (x) L
α
n(x) Hn(x)
Kn (−2)nn! n! (−1)n
ρ(x) (1− x)(1 + x) xn 1
ω(x) (1− x)α(1 + x)β xαe−x e−x2
(a, b) (−1, 1) (0,∞) (−∞,∞)
Tabla 1.2. Fo´rmula de Rodrigues
Adema´s, para las familias de polinomios cla´sicos se cumple (ver [6]):
dk
dxk
[ρn(x)ω(x)] = 0, 0 ≤ k < n, (1.6)
en x = a y x = b.
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A continuacio´n se enuncian las propiedades ma´s relevantes de las familias de los poli-
nomios cla´sicos de Jacobi, Laguerre y Hermite, siendo los primeros objeto de estudio en
el presente trabajo, y por ende se realizan las demostraciones de varias propiedades para
los polinomios ortogonales de Jacobi; para los Laguerre y Hermite se omiten, advirtiendo
que se pueden realizar de manera ana´loga a partir de la definicio´n de cada familia de
polinomios ortogonales cla´sicos.
1.4.1. Polinomios ortogonales de Jacobi
Los polinomios de Jacobi P
(α,β)
n (x) esta´n definidos por la fo´rmula:
P (α,β)n (x) = (−2)−n(n!)−1 (1− x)−α (1 + x)−β
dn
dxn
[
(1− x)n+α (1 + x)n+β
]
, (1.7)
donde α , β son para´metros mayores que −1.
Dependiendo de los valores de α y β, existen tipos de polinomios de Jacobi que merecen
especial atencio´n. A continuacio´n los ma´s importantes:
• Cuando α = β = −12 (Polinomios de Chebyshev de primera especie).
• Cuando α = β = 12 (Polinomios de Chebyshev de segunda especie).
• Cuando α = 12 y β = −12 (Polinomios de Chebyshev de tercera especie).
• Cuando α = −12 y β = 12 (Polinomios de Chebyshev de cuarta especie).
• Cuando α = β = 0 (Polinomios de Legendre).
• Cuando α = β (Polinomios ultraesfe´ricos o polinomios de Gegenbauer).
La ecuacio´n diferencial hipergeome´trica que satisfacen los polinomios ortogonales de
Jacobi es:
(1− x2)y′′(x) + [−(2 + α+ β)x− α+ β] y′(x) + n(n+ 1 + α+ β)y(x) = 0. (1.8)
Teorema 1.12. La sucesio´n de polinomios ortogonales de Jacobi {P (α,β)n (x)}n∈N, satisfa-
ce:
1.
P (α,β)n (x) = 2
−n
n∑
k=0
(
n+ α
n− k
)(
n+ β
k
)
(x− 1)k(x+ 1)n−k. (1.9)
2.
P (α,β)n (1) =
(
n+ α
n
)
=
Γ(n+ α+ 1)
Γ(n+ 1)Γ(α+ 1)
. (1.10)
3.
P (α,β)n (−1) = (−1)nP (β,α)n (1) = (−1)n
(
n+ β
n
)
= (−1)n Γ(n+ β + 1)
Γ(n+ 1)Γ(β + 1)
.
(1.11)
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4. El coeficiente principal del polinomio de Jacobi de grado n, P
(α,β)
n (x) es:
kn = 2
−n
n∑
k=0
(
n+ α
k
)(
n+ β
n− k
)
= 2−n
(
2n+ α+ β
n
)
. (1.12)
5. Los polinomios de Jacobi cumplen la siguiente relacio´n de ortogonalidad:∫ 1
−1
P (α,β)m (x)P
(αβ)
n (x)dσ(x) =
2α+β+1Γ(n+ α+ 1)Γ(n+ β + 1)
n!(2n+ α+ β + 1)Γ(n+ α+ β + 1)
δmn, n,m ≥ 0,
(1.13)
dσ(x) = ω(x)dx = (1− x)α (1 + x)β dx, x ∈ [−1, 1] , α, β > −1.
6.
dP
(α,β)
n (x)
dx
= Cn,α,βP
(α+1,β+1)
n−1 (x), Cn,α,β =
1
2
(n+ α+ β + 1). (1.14)
7. Cuando n→∞,
P (a,b)n (1) =
1
Γ(a+ 1)
na(1 +O(n−1)). (1.15)
P (a,b)n (−1) =
1
Γ(b+ 1)
(−1)nnb(1 +O(n−1)). (1.16)
Cn,a,b = n(1 +O(n−1)). (1.17)
Demostracio´n. 1. Recordemos la fo´rmula de Leibniz para la n-e´sima derivada de un
producto:
(f · g)(n) =
n∑
k=0
(
n
k
)
f (n)(x)g(n−k)(x).
De (1.7) se obtiene:
A = (−2)nn! (1− x)α (1 + x)β P (α,β)n (x) =
dn
dxn
[
(1− x)n+α (1 + x)n+β
]
,
aplicando la fo´rmula de Leibniz, derivando k veces (1 + x)n+β y junto con (1.1),
A = (−2)nn! (1− x)α (1 + x)β P (α,β)n (x)
=
n∑
k=0
(
n
k
)
Γ(n+ β + 1)
Γ(n+ β − k + 1)(1 + x)
n+β−k dn−k
dxn−k
[
(1− x)n+α] ,
derivando (n− k) veces (1− x)n+α y junto con (1.1),
A = (−2)nn! (1− x)α (1 + x)β P (α,β)n (x)
=
n∑
k=0
(
n
k
)
Γ(n+ β + 1)
Γ(n+ β − k + 1)(1 + x)
n+β−kΓ(n+ α+ 1)
Γ(α+ k + 1)
(−1)n−k(1− x)α+k,
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empleando (1.1) y operaciones elementales se obtiene que los polinomios de Jacobi
esta´n dados por:
P (α,β)n (x) = 2
−n
n∑
k=0
(
n+ α
n− k
)(
n+ β
k
)
(x− 1)k(x+ 1)n−k.
2. Se obtiene directamente evaluando (1.9) en x = 1, pues solo sobrevive en la sumatoria
k = 0.
3. Se obtiene directamente evaluando (1.9) en x = −1, pues solo sobrevive en la suma-
toria k = n.
4. Se obtiene por induccio´n, aplicando (1.1).
5. A partir del Teorema 5, (1.7) y (1.12),∫ 1
−1
P (α,β)m (x)P
(αβ)
n (x)dσ(x) =
∫ 1
−1
2−m
(
2m+ α+ β
m
)
xmP (αβ)n (x)(1− x)α(1 + x)βdx
=
2−m
(−2)nn!
(
2m+ α+ β
m
)
∫ 1
−1
xm
dn
dxn
[
(1− x)n+α (1 + x)n+β
]
dx,
integrando por partes y usando (1.6),∫ 1
−1
P (α,β)m (x)P
(αβ)
n (x)dσ(x) = −
2−m
(−2)nn!
(
2m+ α+ β
m
)
m∫ 1
−1
xm−1
dn−1
dxn−1
[
(1− x)n+α (1 + x)n+β
]
dx,
Asumiendo que 0 ≤ m ≤ n y repitiendo el procedimiento de integrar por partes m
veces,∫ 1
−1
P (α,β)m (x)P
(αβ)
n (x)dσ(x) =
2−m(−1)mm!
(−2)nn!
(
2m+ α+ β
m
)
∫ 1
−1
dn−m
dxn−m
[
(1− x)n+α (1 + x)n+β
]
dx
=
(−1)m−nm!
2m+nn!
(
2m+ α+ β
m
)
∫ 1
−1
dn−m
dxn−m
[
(1− x)n+α (1 + x)n+β
]
dx.(1.18)
Consideremos dos casos:
i. m < n.
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Integrando una vez ma´s en (1.18),∫ 1
−1
P (α,β)m (x)P
(αβ)
n (x)dσ(x) =
(−1)m−nm!
2m+nn!
(
2m+ α+ β
m
)
[
dn−m−1
dxn−m−1
[
(1− x)n+α (1 + x)n+β
]]1
−1
,
y aplicando (1.6), ∫ 1
−1
P (α,β)m (x)P
(αβ)
n (x)dσ(x) = 0, m < n. (1.19)
ii. m = n.
(1.18) se convierte en:∫ 1
−1
P (α,β)m (x)P
(αβ)
n (x)dσ(x) =
1
22n
(
2n+ α+ β
n
)∫ 1
−1
[
(1− x)n+α (1 + x)n+β
]
dx,
integrando,∫ 1
−1
P (α,β)m (x)P
(αβ)
n (x)dσ(x) =
22n+α+β+1
22n
(
2n+ α+ β
n
)
Γ(n+ α+ 1)Γ(n+ β + 1)
Γ(2n+ α+ β + 2)
,
empleando (1.1),∫ 1
−1
P (α,β)m (x)P
(αβ)
n (x)dσ(x) = 2
α+β+1 Γ(2n+ α+ β + 1)
Γ(n+ α+ β + 1)n!
Γ(n+ α+ 1)Γ(n+ β + 1)
Γ(2n+ α+ β + 2)
=
2α+β+1Γ(n+ α+ 1)Γ(n+ β + 1)
(2n+ α+ β + 1)Γ(n+ α+ β + 1)n!
. (1.20)
De (1.19) y (1.20) se obtiene lo esperado:∫ 1
−1
P (α,β)m (x)P
(αβ)
n (x)dσ(x) =
2α+β+1Γ(n+ α+ 1)Γ(n+ β + 1)
n!(2n+ α+ β + 1)Γ(n+ α+ β + 1)
δmn.
6. De (1.12) se obtiene que el coeficiente principal del polinomio de Jacobi de grado
n− 1 y para´metros α+ 1, β + 1, P (α+1,β+1)n−1 (x) es:
2−(n−1)
(
2(n− 1) + α+ 1 + β + 1
n− 1
)
= 2−n+1
(
2n+ α+ β
n− 1
)
.
CAPI´TULO 1. POLINOMIOS ORTOGONALES EN LA RECTA REAL 12
Adema´s el coeficiente principal del polinomio de grado n− 1, dP
(α,β)
n (x)
dx es:
2−nn
(
2n+ α+ β
n
)
,
por la propiedad de hipergeometricidad de los polinomios ortogonales de Jacobi, la
sucesio´n
{
dP
(α,β)
n (x)
dx
}
n≥1
tambie´n es una SPO y el polinomio dP
(α,β)
n (x)
dx es de grado
n− 1, por el Teorema 1.3:
dP
(α,β)
n (x)
dx
= Cn,α,βP
(α+1,β+1)
n−1 (x),
para alguna constante Cn,α,β.
En particular, para el coeficiente principal de los dos polinomios se debe cumplir:
2−nn
(
2n+ α+ β
n
)
= Cn,α,β2
−n+1
(
2n+ α+ β
n− 1
)
.
Empleando (1.1) al despejar Cn,α,β, se obtiene:
Cn,α,β =
1
2
(n+ α+ β + 1). (1.21)
Por tanto,
dP
(α,β)
n (x)
dx
=
1
2
(n+ α+ β + 1)P
(α+1,β+1)
n−1 (x).
7. (1.15), (1.16) y (1.17) se obtienen aplicando la fo´rmula de Stirling en (1.10), (1.11)
y (1.14) respectivamente.
Teorema 1.13. Sea {P˜n(α,β)(x)}n≥0 (α > −1, β > −1) la sucesio´n de polinomios ortogo-
nales mo´nicos de Jacobi. Entonces,
1. (Relacio´n de recurrencia a tres te´rminos) Para todo n ∈ N,
P˜
(α,β)
n+1 (x) =
(
x− ζα,βn
)
P˜n
(α,β)
(x)− γα,βn P˜ (α,β)n−1 (x), (1.22)
con
ζα,βn =
β2 − α2
(2n+ α+ β)(2n+ 2 + α+ β)
,
γα,βn =
4n(n+ α)(n+ β)(n+ α+ β)
(2n+ α+ β − 1)(2n+ α+ β)2(2n+ α+ β + 1) ,
P˜
(α,β)
0 (x) = 1, y P˜
(α,β)
1 (x) = x+
α−β
α+β+2 .
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2. Para todo n ∈ N,
(1− x2)
(
P˜ (α,β)n (x)
)′
= φα,βn P˜
(α,β)
n+1 (x) + ψ
α,β
n P˜
(α,β)
n (x) + ϕ
α,β
n P˜
(α,β)
n−1 (x),
donde
φα,βn = −n,
ψα,βn =
2n(n− α)(n+ α+ β + 1)
(2n+ α+ β)(2n+ 2 + α+ β)
,
ϕα,βn =
4n(n+ α)(n+ β)(n+ α+ β)(n+ α+ β + 1)
(2n+ α+ β − 1)(2n+ α+ β)2(2n+ α+ β + 1) .
3. Para todo n ∈ N,
P˜ (α,β)n (x) = P˜
(α+1,β)
n (x)−
2n(n+ β)
(2n+ α+ β)(2n+ α+ β + 1)
P˜
(α+1,β)
n−1 (x).
4. Para todo n ∈ N,
Kn(x, 1) = AnP
(α+1,β)
n (x), An =
P
(α,β)
n (1)∥∥∥P (α,β)n (x)∥∥∥2
α,β
,
donde ∥∥∥P (α,β)n (x)∥∥∥2
α,β
=
∫ 1
−1
xnP (α,β)n (x)(1− x)α(1 + x)βdx.
1.4.2. Polinomios ortogonales de Laguerre
Los polinomios de Laguerre Lαn(x) esta´n definidos por la fo´rmula:
Lαn(x) = (n!)
−1x−αex
dn
dxn
[
xn+αe−x
]
, (1.23)
donde α es un para´metro mayor que −1.
Al igual que los polinomios ortogonales de Jacobi, empleando la fo´rmula de Leibniz
para la n-e´sima derivada de un producto se puede deducir:
Lαn(x) =
n∑
k=0
(
n+ α
n− k
)
(−x)k
k!
. (1.24)
Adema´s, el coeficiente principal del polinomio de Laguerre de grado n, es:
kn =
(−1)n
n!
. (1.25)
La ecuacio´n diferencial hipergeome´trica que satisfacen los polinomios ortogonales de
Laguerre es:
xy
′′
(x) + (α+ 1− x) y′(x) + ny(x) = 0. (1.26)
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Teorema 1.14. La sucesio´n de polinomios ortogonales mo´nicos de Laguerre {L˜αn(x)}n∈N,
α > −1, satisface:
1.
L˜αn(0) = (−1)n
Γ(n+ α+ 1)
Γ(α+ 1)
. (1.27)
2. La relacio´n de ortogonalidad,∫ ∞
0
L˜αm(x)L˜
α
n(x)dσ(x) = n!Γ(n+ α+ 1)δmn, n,m ≥ 0, (1.28)
dσ(x) = ω(x)dx = xαe−xdx, x ∈ [0,∞) , α > −1.
3.
dL˜αn(x)
dx
= −L˜α+1n−1(x). (1.29)
4. (Relacio´n de recurrencia a tres te´rminos) Para todo n ∈ N,
L˜αn+1(x) = [x− (2n+ α− 1)] L˜αn(x)− (n− 1)(n+ α− 1)L˜αn−1(x), (1.30)
L˜α0 (x) = 1, y L˜
α
1 (x) = x− (α+ 1).
5. Para todo n ∈ N,
x
dL˜αn(x)
dx
= nL˜αn(x)− n(n+ α)L˜αn−1(x). (1.31)
6. Para todo n ∈ N,
L˜αn(x) = L˜
α+1
n (x) + nL˜
α+1
n−1(x). (1.32)
7. Para todo n ∈ N,
Kn(x, 0) =
(−1)n
n!Γ(α+ 1)
(
L˜αn+1(x) + (n+ α+ 1)L˜
α
n(x)
)
. (1.33)
1.4.3. Polinomios ortogonales de Hermite
Los polinomios de Hermite Hn(x) esta´n definidos por la fo´rmula:
Hn(x) = (−1)nex2 d
n
dxn
[
e−x
2
]
. (1.34)
Otra forma de expresar los polinomios ortogonales de Hermite es:
Hn(x) = n!
[n2 ]∑
k=0
(−1)k(2x)n−2k
(n− 2k)!k! . (1.35)
Adema´s, el coeficiente principal del polinomio de Hermite de grado n, es:
kn = 2
n. (1.36)
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La ecuacio´n diferencial hipergeome´trica que satisfacen los polinomios ortogonales de
Hermite es:
y
′′
(x)− 2xy′(x) + 2ny(x) = 0. (1.37)
Teorema 1.15. La sucesio´n de polinomios ortogonales mo´nicos de Hermite {H˜n(x)}n∈N,
satisface:
1. Para todo n ∈ N,
H˜n(−x) = (−1)nH˜n(x). (1.38)
2. La relacio´n de ortogonalidad,∫ ∞
−∞
H˜m(x)H˜n(x)dσ(x) =
n!
√
pi
2n
δmn, n,m ≥ 0, (1.39)
dσ(x) = ω(x)dx = e−x2, x ∈ (−∞,∞).
3. Para todo n ∈ N,
dH˜n(x)
dx
= nH˜n−1(x). (1.40)
4. (Relacio´n de recurrencia a tres te´rminos) Para todo n ∈ N,
H˜n+1(x) = xH˜n(x)− 1
2
nH˜n−1(x), n ≥ 0. (1.41)
1.5. Productos internos esta´ndar y tipo Sobolev
Sea φ(x) un polinomio y L un funcional de momentos definido positivo. Entonces L
admite la siguiente representacio´n integral (ver [6] o [14]):
L [φ(x)] =
∫
R
φ(x)dσ(x),
donde σ es una medida positiva no trivial, cuyo conjunto soporte es un conjunto infinito
de puntos de R.
Si L es definido positivo y se define:
〈p(x), q(x)〉 = L [p(x)q(x)] , (1.42)
para dos polinomios cualesquiera p(x) y q(x) , entonces (1.42) define un producto interno
sobre el espacio vectorial P de todos los polinomios con coeficientes reales.
Si {Pn(x)}n>0 es una SPO para L, entonces:
〈Pn(x), Pm(x)〉 = L [Pn(x)Pm(x)] =
{
0 si m 6= n
an 6= 0 si m = n.
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Un producto interno definido sobre P, se denomida tipo Sobolev si es de la forma:
〈p(x), q(x)〉 = 〈p(x), q(x)〉σ +
j∑
i=0
λip
(i)(ξ)q(i)(ξ)
=
∫
E
p(x)q(x)dσ(x) +
j∑
i=0
λip
(i)(ξ)q(i)(ξ), (1.43)
donde E ⊆ R, j ∈ N, ξ ∈ R, λi ∈ R+ y σ es una medida positiva.
La familia de polinomios asociados al producto interno (1.43) se denominan polino-
mios ortogonales tipo Sobolev o polinomios perturbados, al producto interno 〈p, q〉σ se le
denomina esta´ndar y la familia de polinomios ortogonales asociados al producto interno
〈p, q〉σ se denominan polinomios originales.
En [1], [2], [3] y [4] se han realizado estudios de casos particulares acerca de los po-
linomios ortogonales respecto a (1.43), donde se analizaran propiedades asinto´ticas, alge-
braicas, etc. Adema´s, en [9] se hace un estudio de algunas propiedades de los polinomios
ortogonales con respecto a (1.43) correspondiente al caso general diagonal de los polino-
mios ortogonales de tipo Laguerre.
CAPI´TULO 2
Polinomios ortogonales en varias variables
En este cap´ıtulo presentamos las definiciones y propiedades ma´s relevantes de polino-
mios ortogonales en varias variables, lo cual se puede ampliar viendo [7], [15] y [16]. Las
demostraciones de los teoremas 2.2 al 2.6 se pueden consultar en [7].
2.1. Preliminares
Dado κ = (κ1, κ2, . . . , κd) ∈ Nd un multindice y x = (x1, x2, . . . , xd) ∈ Rd, se define un
monomio en d variables como:
xκ = xκ11 x
κ2
2 . . . x
κd
d .
El nu´mero entero |κ| = κ1 + κ2 + · · ·+ κd es llamado el grado total de xκ.
Un polinomio P (x) en d variables es una combinacio´n lineal de monomios,
P (x) =
∑
κ
cκx
κ,
donde los coeficientes cκ son elementos de un campo C, generalmente los nu´meros reales
R o los nu´meros complejos C. El grado de un polinomio en d variables es definido como el
grado total ma´s alto de sus monomios.
Para un polinomio P (x) en varias variables se denota la derivada parcial respecto a la
i-e´sima componente por:
∂iP (x) =
∂P (x)
∂xi
.
Se denota:
• Mm×n(R), el espacio vectorial de matrices m×n con entradas en los nu´meros reales.
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• Πd, el conjunto de todos los polinomios en d variables con coeficientes reales,
Πd =
{∑
κ
cκx
κ : cκ ∈ R, x ∈ Rd
}
.
• Πdn, el subespacio de Πd que consta de todos los polinomios de grado total a lo sumo
n,
Πdn =
∑|κ|≤n cκxκ : cκ ∈ R, x ∈ Rd
 .
Un polinomio se denomina homoge´neo si todos sus monomios tienen igual grado total.
Hdn denota el espacio de polinomios homoge´neos de grado n en d variables,
Hdn =
∑|κ|=n cκxκ : cκ ∈ R, x ∈ Rd
 .
Cualquier polinomio de Πdn puede ser escrito como una combinacio´n lineal de polino-
mios homoge´neos, para P (x) ∈ Πdn:
P (x) =
n∑
i=0
∑
|κ|=i
cκx
κ.
Una base para Hdn es {xκ : |κ| = n} y la dimensio´n de Hdn denotada por rdn esta dada
por (ver [7]):
dimHdn = rdn =
(
n+ d− 1
n
)
,
adema´s,
dimΠdn =
(
n+ d
n
)
.
Una diferencia esencial de los polinomios en una variable con respecto a los polinomios
en varias variables, radica en el orden de los monomios. El orden usual entre monomios
de una variable es el orden dado por el grado, los monomios en una variable se ordenan
por el grado como 1, x, x2, x3, . . . . Para polinomios en varias variables existen muchas
elecciones bien definidas de ordenes totales. A continuacio´n se describen dos ordenes para
los monomios en varias variables.
Orden lexicogra´fico
Dados κ = (κ1, κ2, . . . , κd), η = (η1, η2, . . . , ηd) dos multindices. Se dice que κ L η
si la primera entrada no cero en la diferencia κ − η = (κ1 − η1, κ2 − η2, . . . , κd − ηd) es
positiva.
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En el caso d = 2 denotando x = x1 y y = x2, los respectivos monomios son ordenados
como:
1, x, x2, . . . , xn, . . . ,
y, xy, x2y, x3y, . . . , xny, . . . ,
ym, xym, x2ym, x3ym, . . . , xnym, . . . .
El orden lexicogra´fico no respeta el grado total de los polinomios. Por ejemplo,
Multindice Grado total
γ = (0, 5, 4) |γ| = 9
η = (2, 3, 2) |η| = 7
κ = (4, 1, 0) |κ| = 5
ν = (1, 0, 0) |ν| = 1
En este caso,
κ L η L ν L γ.
Orden lexicogra´fico graduado
Dados κ = (κ1, κ2, . . . , κd), η = (η1, η2, . . . , ηd) dos multindices. Se dice que κ GL η si
|κ| > |η| o si la primera entrada no cero en la diferencia κ−η = (κ1−η1, κ2−η2, . . . , κd−ηd)
es positiva.
En el caso d = 2, los respectivos monomios son ordenados como:
1, xy, x2, xy, y2, x3, x2y, xy2, y3, . . . , xnym, . . . .
El orden lexicogra´fico graduado si respeta el grado total de los polinomios.
2.2. Funcionales de momentos y polinomios ortogonales
Una multisucesio´n µ : Nd −→ R es escrita de la forma µ = {µκ}κ∈Nd . Para cada
multisucesio´n µ = {µκ}κ∈Nd , sea Lµ un funcional lineal definido sobre Πd por:
Lµ [xκ] = µκ, κ ∈ Nd; (2.1)
Lµ se denomina un funcional de momentos definido por la sucesio´n µ.
Si
P (x) =
∑
κ
cκx
κ
es un polinomio en Πd, entonces
Lµ [P (x)] =
∑
κ
cκµκ.
Un funcional de momentos lineal Lµ se denomina definido positivo si
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Lµ[P 2(x)] > 0, ∀P (x) ∈ Πd, P (x) 6= 0.
Adema´s, {µκ} se denomina definida positiva cuando Lµ es definido positivo.
En adelante se escribe L en cambio de Lµ cuando µ no es dada de forma expl´ıcita.
Un funcional lineal L definido positivo genera un producto interno 〈·, ·〉 sobre Πd, el cual
admite la siguiente representacio´n integral:
〈P (x), Q(x)〉σ = L[P (x)Q(x)] =
∫
E
P (x)Q(x)dσ(x), (2.2)
donde P (x), Q(x) ∈ Πd, E ⊂ Rd es un dominio con interior no vac´ıo y σ una medida
positiva sobre el domino E.
Dos polinomios P (x) ∈ Πdn y Q(x) ∈ Πdn se denominan mutuamente ortogonales con
respecto a (2.2) si 〈P (x), Q(x)〉σ = 0.
Un polinomio P (x) ∈ Πdn se denomina un polinomio ortogonal de grado n, si P (x) es
ortogonal a todo polinomio de grado menor, es decir:
〈P (x), Q(x)〉σ = 0, ∀Q(x) ∈ Πdn−1.
Para n ≥ 0, se denota por V dn el espacio vectorial de polinomios de grado total n,
ortogonales con respecto a (2.2), es decir:
V dn =
{
P (x) ∈ Πdn : 〈P (x), Q(x)〉σ = 0, ∀Q(x) ∈ Πdn−1
}
.
La dimensio´n de V dn es la misma que de Hdn, es decir:
dimV dn = r
d
n =
(
n+ d− 1
n
)
.
Una sucesio´n de polinomios {Pnκ (x) : |κ| = n}n≥0 se denomina una sucesio´n de polino-
mios ortogonales (SPO) asociada a L si:
1. El grado de Pnκ (x) es |κ| = n ≥ 0,
2. L [Pnκ (x)Pnη (x)] = Rκδκ,η, Rκ 6= 0,
donde δκ,η = δκ1η1δκ2η2 · · · δκdηd . Adema´s si Rκ = 1 para todo multindice κ, la sucesio´n
{Pnκ (x) : |κ| = n}n≥0 se denomina una sucesio´n de polinomios ortonormales.
Un funcional de momentos se denomina regular si existe una SPO asociada a e´l.
Otra diferencia entre polinomios ortogonales en una variable respecto a los polinomios
ortogonales en varias variables, radica en que para una variable existe una u´nica SPO
excepto un mu´ltiplo, para d ≥ 2 variables existen infinitas SPOs (independientes), de
acuerdo al orden, igualmente diferentes bases ortonormales.
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2.3. Sistema de polinomios ortogonales
Consideremos la ortogonalidad u´nicamente en te´rminos de polinomios de diferentes
grados, es decir, polinomios de igual grado son ortogonales a polinomios de grado menor;
pero polinomios de igual grado no son ortogonales entre ellos mismos. Para ser ma´s precisos
se introduce la siguiente notacio´n.
Dada {Pnκi(x) : |κi| = n, 1 ≤ i ≤ rdn}n≥0 una sucesio´n de polinomios en Πdn, nosotros
escribimos esta sucesio´n como un polinomio vector columna Pn(x), as´ı (ver[7]):
Pn(x) =

Pnκ1(x)
Pnκ2(x)
Pnκ3(x)
...
Pnκ
rdn
(x)

rdn×1
,
donde κ1, κ2, . . . , κrdn son elementos en {κ ∈ Nd : |κ| = n}, ordenados de acuerdo al orden
lexicogra´fico inverso.
Se denota la derivada parcial respecto a la i-e´sima componente de un polinomio vector
columna por:
∂iPn(x) =

∂iP
n
κ1(x)
∂iP
n
κ2(x)
∂iP
n
κ3(x)
...
∂iP
n
κ
rdn
(x)

rdn×1
.
Una sucesio´n de polinomios vector columna {Pn(x)}n≥0 se denomina un sistema de
polinomios (SP), si
{
Pnκ1(x), P
n
κ2(x), . . . , P
n
κ
rdn
(x)
}
es una base para Πdn.
Un ejemplo de SP, para d = 2 es la denominada base cano´nica. La base cano´nica sobre
Π2 puede ser escrita como un sistema de polinomios,
X0 =
(
1
)
, X1 =
(
x
y
)
, X2 =
x2xy
y2
 , X3 =

x3
x2y
xy2
y3
 ,
X4 =

x4
x3y
x2y2
xy3
y4
 , X5 =

x5
x4y
x3y2
x2y3
xy4
y5
 , X6 =

x6
x5y
x4y2
x3y3
x2y4
xy5
y6

, X7 =

x7
x6y
x5y2
x4y3
x3y4
x2y5
xy6
y7

, · · ·
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Dado L un funcional de momentos regular, un SP {Pn(x)}n≥0 se denomina un sistema
de polinomios ortogonales asociada a L si:
L [Pn(x)PTm(x)] =
{
0 si m < n
Hn si m = n,
(2.3)
donde Hn es una matriz de taman˜o r
d
n × rdn sime´trica e invertible. Si Hn es la matriz
identidad Irdn para todo n ≥ 0, entonces el sistema de polinomios ortogonales se denomina
sistema de polinomios ortonormales, el cual en adelante sera´ denotado por {P˜n(x)}n>0.
El proceso de ortogonalizacio´n de Gram-Schmidt (ver [6]), permite obtener la sucesio´n
de polinomios ortonormales a partir de la sucesio´n de polinomios ortogonales en el caso
real, generalizando dicho proceso, siempre es posible a partir de un sistema de polinomios
ortogonales {Pn(x)}n>0 obtener un sistema de polinomios ortonormales {P˜n(x)}n>0.
Dados dos sistemas de polinomios ortogonales {Pn(x)}n≥0 y {Qn(x)}n≥0, se dice que
Pn(x) y Qn(x) tienen igual coeficiente principal si Pn(x)−Qn(x) ∈ Πdn−1 para n ≥ 1.
Teorema 2.1. Dados L un funcional de momentos y {Pn(x)}n≥0 un sistema de polinomios
ortogonales. El conjunto {P0(x),P1(x), . . . ,Pn(x)} forma una base para Πdn.
Demostracio´n. Sean a0, a1, . . . , an constantes cualesquiera donde ai ∈ Rrdi , tales que:
a0P0(x) + a1P1(x) + · · ·+ anPn(x) = 0.
Multiplicando a derecha por Pj(x) (0 ≤ j ≤ n) y aplicando L,
L [a0P0(x)Pj(x) + a1P1(x)Pj(x) + · · ·+ anPn(x)Pj(x)] = 0,
como {Pn(x)}n≥0 es un sistema de polinomios ortogonales, se obtiene:
ajL
[
ajP2j (x)
]
= ajHj = 0,
y por ser Hj invertible, aj = 0 para toda j, (0 ≤ j ≤ n). Por tanto {Pnκ (x)}|κ|≤n es
linealmente independiente y forman una base para Πdn.
Dados los elementos del conjunto
{
κ ∈ Nd : |κ| = n} ordenados como
κ(1), κ(2), κ(3), . . . , κ(r
d
n) de acuerdo al orden lexicogra´fico. Para cada n ∈ Nd se de-
nota el vector columna xn por:
xn = (xκ)|κ|=n = (xκ
j
)
rdn
j=1 =

xκ
(1)
xκ
(2)
xκ
(3)
...
xκ
(rdn)

rdn×1
.
Es decir, xn es un vector columna cuyos elementos son los monomios xκ para |κ| = n,
ordenados de acuerdo al orden lexicogra´fico.
CAPI´TULO 2. POLINOMIOS ORTOGONALES EN VARIAS VARIABLES 23
Empleando la notacio´n vector, el polinomio ortogonal Pn(x) puede escribirse como:
Pn(x) = Gnxn +Gn,n−1xn−1 +Gn,n−2xn−2 + · · ·+Gn,0x0,
donde Gn,i son matrices de taman˜o r
d
n×rdn−i. Se denota Gn = Gn,n al coeficiente principal
de Pn(x). En [7] los autores prueban que la matriz Gn es invertible.
Se define para i, j ∈ Nd vectores de momentos ui y matrices de momentos u{i}+{j} por:
ui = Lµ
[
xi
]
, y u{i}+{j} = Lµ
[
xi(xj)T
]
. (2.4)
Es de observar que u{i}+{j} es una matriz de taman˜o rdi × rdj , sus elementos son Lµ [xκ+η]
para |κ| = i y |η| = j. Adema´s, para cada n ∈ Nd, u{i}+{j} es empleado como bloques
para definir la matriz:
Mn,d =
{
u{i}+{j}
}n
i,j=0
, ∆n,d = detMn,d. (2.5)
Mn,d se denomina matriz de momentos, cuyas entradas son Lµ [xκ+η] para |κ| ≤ n y
|η| ≤ n.
Teorema 2.2. Dado L un funcional de momentos. Un sistema de polinomios ortogonales
en varias variables existe si y solo si
∆n,d 6= 0, n ∈ Nd.
2.3.1. Relacio´n de recurrencia a tres te´rminos
Sea
{
P˜n(x)
}
n≥0
un sistema de polinomios ortonormales con respecto a un funcional
lineal definido positivo L . Para n ≥ 0, existen matrices An,i : rdn × rdn+1 y Bn,i : rdn × rdn,
tales que:
An,iP˜n+1(x) = (xi −Bn,i) P˜n(x)−ATn−1,iP˜n−1(x), 1 ≤ i ≤ d, (2.6)
con P˜−1(x) = 0 y A−1,i = 0.
Adema´s, las matrices en la relacio´n de recurrencia (2.6) se pueden expresar como:
An,i = L
[
xiP˜n(x)P˜Tn+1(x)
]
, (2.7)
Bn,i = L
[
xiP˜n(x)P˜Tn (x)
]
. (2.8)
La prueba que un sistema de polinomios ortonormales cumple la anterior relacio´n de
recurrencia es ana´loga a la relacio´n de recurrencia a tres te´rminos en una variable (ver
[7]).
Como una consecuencia se puede observar que las matrices Bn,i son sime´tricas.
Si se toma un sistema de polinomios ortogonales {Pn(x)}n≥0, el cual no necesariamente
es un sistema de polinomios ortonormales, la relacio´n de recurrencia a tres te´rminos tiene
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la forma:
An,iPn+1(x) = (xi −Bn,i)Pn(x)− CTn,iPn−1(x), 1 ≤ i ≤ d, (2.9)
donde Cn,i : r
d
n × rdn−1 se relaciona con An,i de la siguiente manera:
An,iHn+1 = HnCn+1,i, (2.10)
Hn definida en (2.3).
Comparando el mayor coeficiente de las matrices de ambos lados de (2.6), se sigue que:
An,iGn+1 = GnFn,i, 1 ≤ i ≤ d, (2.11)
donde Fn,i son matrices de taman˜o r
d
n × rdn+1, las cuales se pueden definir por:
Fn,ix
n+1 = xix
n, 1 ≤ i ≤ d.
De donde, rank Fn,i = r
d
n, y rank Fn = r
d
n+1 con Fn =
(
F Tn,1| · · · |F Tn,d
)T
.
De la relacio´n (2.11) y el hecho que Gn es invertible, se deduce que las matrices An,i
satisfacen la siguiente condicio´n:
Para n ≥ 0, rank An,i = rdn para 1 ≤ i ≤ d y
rankAn = r
d
n+1, An =
(
ATn,1, . . . , A
T
n,d
)T
. (2.12)
La condicio´n (2.12) es denominada condicio´n de rango.
Teorema 2.3. (Teorema de Favard) Sea {Pn(x)}n≥0 = {Pnκ (x) : |κ| = n}n≥0, P0(x) = 1,
un sistema de polinomios cualquiera en Πd. Entonces, las siguientes proposiciones son
equivalentes.
1. Existe un funcional lineal definido positivo L sobre Πd, respecto al cual {Pn(x)}n≥0
es un sistema de polinomios ortonormales en Πd.
2. Para n ≥ 0, 1 ≤ i ≤ d, existen matrices An,i : rdn × rdn+1 y Bn,i : rdn × rdn tales que:
i) Los polinomios Pn(x) satisfacen la relacio´n de recurrencia (2.6),
ii) Las matrices en la relacio´n satisfacen la condicio´n de rango.
El siguiente teorema evidencia condiciones conmutativas de los coeficientes de la rela-
cio´n de recurrencia a tres te´rminos.
Teorema 2.4. (Condiciones de conmutatividad) Los coeficientes de la relacio´n de recu-
rrencia a tres te´rminos (2.6) de un sistema de polinomios ortonormales satisfacen:
Ak,iAk+1,j = Ak,jAk+1,i,
Ak,iBk+1,j +Bk,iAk,j = Bk,jAk,i +Ak,jBk+1,i,
ATk−1,iAk−1,j +Bk,iBk,j +Ak,iA
T
k,j = A
T
k−1,jAk−1,i +Bk,jBk,i +Ak,jA
T
k,i,
para i 6= j, 1 ≤ i, j ≤ d, y k ≥ 0, donde A−1,i = 0.
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La idea fundamental de la prueba es que las relaciones anteriores se obtienen al calcular
las matrices
〈
xixjPk(x),PTk+2(x)
〉
,
〈
xixjPk(x),PTk (x)
〉
y
〈
xixjPk(x),PTk+1(x)
〉
de dos for-
mas diferentes, empleando la relacio´n de recurrencia a tres te´rminos, remplazando xiPn(x)
y xjPn(x) respectivamente.
2.3.2. Funciones nu´cleo
Se define, la funcio´n nu´cleo o funcio´n kernel de V di por:
Pj(x,y) = PTj (x)H−1j Pj(y) = Pj(y,x), j ≥ 0, (2.13)
y la funcio´n nu´cleo de Πdn por:
Kn(x,y) =
n∑
j=0
Pj(x,y) =
n∑
j=0
PTj (x)H−1j Pj(y) = Kn(y,x), n ≥ 0. (2.14)
Diferente a los polinomios ortogonales en una variable, el sistema de polinomios orto-
gonales en varias variables no es u´nico; esto como consecuencia de los diferentes ordenes en
los vectores polinomios que se pueden abordar y de los posibles cambios de base. Adema´s,
la definicio´n de Kn(x, y) no depende de la base que se usa (ver [7]). Generalmente por faci-
lidad se emplea una base ortonormal, por lo cual, la funcio´n nu´cleo adopta una expresio´n
ma´s simple,
Kn(x,y) =
n∑
j=0
PTj (x)Pj(y).
Como consecuencia de la relacio´n de recurrencia a tres te´rminos (2.6), se puede extender
la fo´rmula de Christoffel-Darboux de una variable a polinomios ortogonales en varias
variables (ver [7]). Sea Kn(x, y) definido como en (2.14), entonces se tiene:
Fo´rmula de Christoffel-Darboux.
Sean L un funcional lineal definido positivo y {Pn(x)}n≥0 = {Pnα (x) : |κ| = n}n≥0 un
sistema de polinomios ortogonales asociado a L. Para n ≥ 0, 1 ≤ i ≤ d,
Kn(x,y) =
[An,iPn+1(x)]T H−1n Pn(y)− PTn (x)H−1n [An,iPn+1(y)]
xi − yi , (2.15)
con xi 6= yi y
Kn(x,x) = PTn (x)H−1n An,i∂iPn+1(x)− [An,iPn+1(x)]T H−1n ∂iPn(x). (2.16)
Si {Pn(x)}n≥0 es un sistema de polinomios ortonormal, entonces
Kn(x,y) =
[An,iPn+1(x)]T Pn(y)− PTn (x) [An,iPn+1(y)]
xi − yi ,
con xi 6= yi y
Kn(x,x) = PTn (x)An,i∂iPn+1(x)− [An,iPn+1(x)]T ∂iPn(x).
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2.3.3. Ceros comunes
El conjunto de ceros para un polinomio en varias variables puede ser un punto, una
curva, en general una variedad algebra´ica, la cual presenta dificultad al estudiarla. Un cero
comu´n de un conjunto de polinomios es un cero para cada polinomio del conjunto.
Dado L un funcional lineal definido positivo y {Pn(x)}n≥0 un sistema de polinomios
ortogonales asociado a L; un cero comu´n de Pn es un cero para todo Pκ(x) , es decir un
cero comu´n ζ ∈ Rd de Pn(x), es un cero para cada componente de Pn(x), Pnj (ζ) = 0 para
todo 1 ≤ j ≤ rdn.
Los ceros comunes de Pn(x) son caracterizados en los dos teoremas siguientes:
Teorema 2.5. Todos los ceros comunes de Pn(x) son reales, simples y puntos en Rd.
Cada polinomio ortogonal Pn(x) tiene al menos N = dimΠdn−1 ceros comunes y Pn(x)
tiene N ceros comunes si y solo si
An−1,iATn−1,j = An−1,jA
T
n−1,i, 1 ≤ i, j ≤ d. (2.17)
Para n ∈ N, se definen las matrices truncadas por bloques de Jacobi Jn,i por:
Jn,i =

B0,i A0,i 0 · · · 0
AT0.i B1,i A1,i · · · 0
0 AT1,i B2,i · · · 0
...
...
...
. . .
...
0 0 0 · · · Bn−1,i
 , 1 ≤ i ≤ d.
Jn,i es una matriz cuadrada de taman˜o N ×N con N = dimΠdn−1.
Se dice que Λ = (λ1, . . . , λd)
T ∈ Rd es un autovalor conjunto de Jn,1, . . . , Jn,d, si existe
un ξ 6= 0, ξ ∈ RN, tal que Jn,iξ = λiξ para i = 1, . . . , d; el vector ξ es denominado
autovector conjunto asociado a Λ.
Teorema 2.6. Un punto Λ = (λ1, . . . , λd)
T ∈ Rd es un cero comu´n de Pn(x) si y so´lo
si Λ es un autovalor conjunto de Jn,1, . . . , Jn,d; adema´s, un autovector conjunto de Λ es(
PT0 (Λ), . . . ,PTn−1(Λ)
)
.
CAPI´TULO 3
Producto interno tipo Sobolev de orden superior
(gradiente)
En este cap´ıtulo consideramos polinomios en varias variables ortogonales con respecto
a un producto interno tipo Sobolev planteado en [10], obtenido al an˜adir una perturbacio´n
de operador gradiente de orden j a un producto interno esta´ndar. Se presenta una expre-
sio´n para los polinomios ortogonales tipo Sobolev en te´rminos de la familia de polinomios
asociados con el producto interno esta´ndar. Adema´s, se ilustra un ejemplo usando poli-
nomios en la bola unidad y se analiza el comportamiento asinto´tico del nu´cleo asociado a
polinomios ortogonales tipo Sobolev en varias variables.
3.1. Operador gradiente y funciones nu´cleo
Sea f(x) una funcio´n en d variables con imagen en los reales. Se define el operador
gradiente ∇ como:
∇f(x) = (∂1f(x), ∂2f(x), . . . , ∂df(x)) ∈M1×d(Πd).
El operador gradiente puede extenderse para polinomios vector columna. Si {Pn(x)}n≥0
es un sistema de polinomios ortogonales, para n ≥ 0,
∇Pn = ∇Pn(x) = (∂1Pn(x)|∂2Pn(x)| . . . |∂dPn(x))
=

∂1Pκ1(x) ∂2Pκ1(x) ∂3Pκ1(x) · · · ∂dPκ1(x)
∂1Pκ2(x) ∂2Pκ2(x) ∂3Pκ2(x) · · · ∂dPκ2(x)
∂1Pκ3(x) ∂2Pκ3(x) ∂3Pκ3(x) · · · ∂dPκ3(x)
...
...
...
. . .
...
∂1Pκ
rdn
(x) ∂2Pκ
rdn
(x) ∂3Pκ
rdn
(x) · · · ∂dPκ
rdn
(x)
 ∈Mrdn×d(Π
d),
y un gradiente de orden superior se define:
∇(j)Pn = ∇(j)Pn(x) =
(
∂jβ1Pn(x)|∂
j
β2
Pn(x)| . . . |∂j
βjd
Pn(x)
)
∈Mrdn×dj (Πd), (3.1)
27
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donde, ∂jβi =
∂j
∂x
γ1
1 ∂x
γ2
2 ...∂
j∂x
γd
d
y βi recorre todas las d
j combinaciones de j derivadas
totales con respecto a d variables diferentes (es decir todas las diferentes combinaciones
de γ1, γ2, . . . , γd ∈ N tal que γ1 + γ2 + · · ·+ γd = j, de acuerdo al orden lexicogra´fico).
Se definen los vectores:
K(j,0)n (x,y) =
n∑
j=0
(∇(j)Pj(x))TH−1j Pj(y) ∈Mdj×1(Πd), (3.2)
K(0,j)n (x,y) =
n∑
j=0
PTj (x)H−1j ∇(j)Pj(y) ∈M1×dj (Πd), (3.3)
los cuales satisfacen K
(j,0)
n (x,y) = (K
(0,j)
n (y,x))T , y la matriz
K(j,j)n (x,y) = (∂
j
βi
∂jηkKn(x,y))
dj
i,k=1, (3.4)
donde como antes, βi (igual para ηk) recorre todas las d
j combinaciones de un total de j
derivadas con respecto a d variables en x (resp y).
Lema 3.1. Sea λ ≥ 0 un nu´mero real positivo y ξ ∈ Rd un punto fijo. Para n ≥ 0,
Idj + λK
(j,j)
n (ξ, ξ) es una matriz sime´trica y no singular.
La prueba del Lema (3.1) se puede revisar en [10].
3.2. Producto interno tipo Sobolev de orden superior
Consideremos el siguiente producto interno tipo Sobolev:
〈P (x), Q(x)〉µ = 〈P (x), Q(x)〉σ + λ∇(j)P (ξ)(∇(j)Q(ξ))T
=
∫
E
P (x)Q(x)dσ(x) + λ∇(j)P (ξ)(∇(j)Q(ξ))T , (3.5)
donde ξ ∈ Rd, λ ∈ R+, E ⊆ Rd, j ∈ N y σ es una medida positiva en Rd.
Se denota por {Qn(x)}n≥0 el sistema de polinomios ortonormales con respecto a (3.5)
y {Pn(x)}n≥0 el sistema de polinomios ortonormales asociado con 〈P (x), Q(x)〉σ.
El siguiente teorema cuya demostracio´n aparece en [10] y aqu´ı hemos ampliado los
detalles, establece una relacio´n entre {Qn(x)}n≥0 y {Pn(x)}n≥0.
Teorema 3.1. Sea {Pn(x)}n≥0 el sistema de polinomios ortonormales asociado con el
producto interno 〈P (x), Q(x)〉σ y {Qn(x)}n≥0 el sistema de polinomios ortonormales co-
rrespondiente a (3.5), normalizados tal que Pn(x) y Qn(x) tengan el mismo coeficiente
principal. Entonces P0 = Q0, y para n > 0,
Qn(x) = Pn(x)− λ∇(j)Pn(ξ)(Idj + λK(j,j)n−1 (ξ, ξ))−1K(j,0)n−1 (ξ, x). (3.6)
Rec´ıprocamente, si se define Qn(x) como en (3.6), {Qn(x)}n≥0 representa un sistema de
polinomios ortogonales con respecto a (3.5).
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Demostracio´n. Sea {Pn(x)}n≥0 el sistema de polinomios ortonormales asociado con (2.2)
y sea {Qn(x)}n≥0 el sistema de polinomios ortonormales asociado con (3.5), tal que Pn(x)
y Qn(x) tienen el mismo coeficiente principal, es decir, Qn(x)−Pn(x) ∈ Πdn−1 para n ≥ 0.
Esto demuestra en particular que P0 = Q0.
Como {Pn(x)}n≥0 es una base para Πdn, para cada n ≥ 1 existen matrices constantes
Ani de taman˜o r
d
n × rdn tales que:
Qn(x) = Pn(x) +
n−1∑
i=0
Ani Pi(x),
donde
Ani = 〈Qn(x),Pi(x)〉σ = 〈Qn(x),Pi(x)〉µ − λ∇(j)Qn(ξ)(∇(j)Pi(ξ))T ,
y por la ortogonalidad de Qn(x) respecto a µ,
Ani = −λ∇(j)Qn(ξ)(∇(j)Pi(ξ))T .
Por tanto,
Qn(x) = Pn(x) +
n−1∑
i=0
−λ∇(j)Qn(ξ)(∇(j)Pi(ξ))TPi(x)
= Pn(x)− λ∇(j)Qn(ξ)
n−1∑
i=0
(∇(j)Pi(ξ))TPi(x)
= Pn(x)− λ∇(j)Qn(ξ)K(j,0)n−1 (ξ,x).
(3.7)
Aplicando ∇(j) en ambos lados con respecto a la variable x,
∇(j)Qn(x) = ∇(j)
(
Pn(x)− λ∇(j)Qn(ξ)K(j,0)n−1 (ξ,x)
)
= ∇(j)Pn(x)− λ∇(j)Qn(ξ)K(j,j)n−1 (ξ,x).
Evaluando en x = ξ,
∇(j)Qn(ξ) = ∇(j)Pn(ξ)− λ∇(j)Qn(ξ)K(j,j)n−1 (ξ, ξ)
∇(j)Qn(ξ) + λ∇(j)Qn(ξ)K(j,j)n−1 (ξ, ξ) = ∇(j)Pn(ξ)
∇(j)Qn(ξ)
(
Idj + λK
(j,j)
n−1 (ξ, ξ)
)
= ∇(j)Pn(ξ).
Por el Lema (3.1),
∇(j)Qn(ξ) = ∇(j)Pn(ξ)
(
Idj + λK
(j,j)
n−1 (ξ, ξ)
)−1
. (3.8)
Remplazando (3.8) en (3.7),
Qn(x) = Pn(x)− λ∇(j)Pn(ξ)
(
Idj + λK
(j,j)
n−1 (ξ, ξ)
)−1
K
(j,0)
n−1 (ξ,x).
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Rec´ıprocamente, un ca´lculo directo demuestra que (3.6) es un sistema de polinomios or-
togonales con respecto a (3.5).
El siguiente teorema da una expresio´n para Gn = 〈Qn(x),QTn (x)〉µ (n ≥ 0), en te´rminos
del sistema de polinomios ortonormales {Pn(x)}n≥0.
Teorema 3.2. Sea {Qn}n≥0 el sistema de polinomios ortonormales con respecto a (3.5),
y sea Gn = 〈Qn(x),QTn (x)〉µ. Entonces
Gn = Irdn + λ∇(j)Pn(ξ)
(
Idj + λK
(j,j)
n−1 (ξ, ξ)
)−1
(∇(j)Pn(ξ))T , (3.9)
G−1n = Irdn − λ∇(j)Pn(ξ)
(
Idj + λK
(j,j)
n (ξ, ξ)
)−1
(∇(j)Pn(ξ))T . (3.10)
Demostracio´n. De (3.5),
Gn = 〈Qn(x),QTn (x)〉µ = 〈Qn(x),PTn (x)〉µ
= 〈Qn(x),PTn (x)〉σ + λ∇(j)Qn(ξ)(∇(j)Pn(ξ))T ,
empleando la ortogonalidad de {Pn(x)}n≥0 y (3.8),
Gn = Irdn + λ∇(j)Pn(ξ)
(
Idj + λK
(j,j)
n−1 (ξ, ξ)
)−1
(∇(j)Pn(ξ))T .
Falta por verificar (3.10), para ello primero calculamos λ(∇(j)Pn(ξ))T∇(j)Pn(ξ),
K(j,j)n (ξ, ξ) =
n∑
i=0
(∇(j)Pi(ξ))T∇(j)Pi(ξ)
= (∇(j)Pn(ξ))T∇(j)Pn(ξ) +
n−1∑
i=0
(∇(j)Pi(ξ))T∇(j)Pi(ξ)
= (∇(j)Pn(ξ))T∇(j)Pn(ξ) +K(j,j)n−1 (ξ, ξ).
Luego,
(∇(j)Pn(ξ))T∇(j)Pn(ξ) = K(j,j)n (ξ, ξ)−K(j,j)n−1 (ξ, ξ).
λ(∇(j)Pn(ξ))T∇(j)Pn(ξ) = λ
[
K(j,j)n (ξ, ξ)−K(j,j)n−1 (ξ, ξ)
]
=
(
Irdn +K
(j,j)
n (ξ, ξ)
)
−
(
Irdn +K
(j,j)
n−1 (ξ, ξ)
)
.
(3.11)
Luego calculamos Jn = Gn
[
Irdn − λ∇(j)Pn(ξ)(Idj + λK
(j,j)
n (ξ, ξ))−1(∇(j)Pn(ξ))T
]
y obser-
vamos que Jn = Irdn , para as´ı demostrar (3.10),
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Jn = Gn
[
Irdn − λ∇(j)Pn(ξ)
(
Idj + λK
(j,j)
n (ξ, ξ)
)−1
(∇(j)Pn(ξ))T
]
=
[
Irdn + λ∇(j)Pn(ξ)
(
Idj + λK
(j,j)
n−1 (ξ, ξ)
)−1
(∇(j)Pn(ξ))T
]
[
Irdn − λ∇(j)Pn(ξ)
(
Idj + λK
(j,j)
n (ξ, ξ)
)−1
(∇(j)Pn(ξ))T
]
= Irdn − λ∇(j)Pn(ξ)
(
Idj + λK
(j,j)
n−1 (ξ, ξ)
)−1
(∇(j)Pn(ξ))T
λ∇(j)Pn(ξ)
(
Idj + λK
(j,j)
n (ξ, ξ)
)−1
(∇(j)Pn(ξ))T
= Irdn − λ∇(j)Pn(ξ)
(
Idj + λK
(j,j)
n−1 (ξ, ξ)
)−1 [
(∇(j)Pn(ξ))Tλ∇(j)Pn(ξ)
]
(
Idj + λK
(j,j)
n (ξ, ξ)
)−1
(∇(j)Pn(ξ))T .
Empleando (3.11),
Jn = Irdn − λ∇(j)Pn(ξ)
(
Idj + λK
(j,j)
n−1 (ξ, ξ)
)−1
[(
Idj + λK
(j,j)
n (ξ, ξ)
)
−
(
Idj + λK
(j,j)
n−1 (ξ, ξ)
)](
Idj + λK
(j,j)
n (ξ, ξ)
)−1
(∇(j)Pn(ξ))T
= Irdn − λ∇(j)Pn(ξ)
[(
Idj + λK
(j,j)
n−1 (ξ, ξ)
)−1 − (Idj + λK(j,j)n (ξ, ξ))−1] (∇(j)Pn(ξ))T
= Irdn .
Ahora, definimos las funciones nu´cleo de V di asociadas con {Qn(x)}n≥0. Para i ≥ 0,
Qi(x,y) = QTi (x)G−1i Qj(y) = Qi(y,x), (3.12)
y las funciones nu´cleo de Πdn asociadas con {Qn(x)}n≥0. Para n ≥ 0,
K˜n(x,y) =
n∑
i=0
Qi(x,y) =
n∑
i=0
QTi (x)G−1i Qi(y). (3.13)
El siguiente teorema presenta una fo´rmula para K˜n(x,y) en te´rminos de Kn(x,y) y
sus derivadas.
Teorema 3.3. Para i ≥ 1, se cumple:
Qi(x,y) = Pi(x,y)− λ(K(j,0)i (ξ,x))T
(
Idj + λK
(j,j)
i (ξ, ξ)
)−1
K
(j,0)
i (ξ,y)
+ λ(K
(j,0)
i−1 (ξ,x))
T
(
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1
K
(j,0)
i−1 (ξ,y),
(3.14)
asumiendo que K
(j,0)
0 (x,y) = 0. Adema´s,
K˜n(x,y) = Kn(x,y)− λ(K(j,0)n (ξ,x))T
(
Idj + λK
(j,j)
n (ξ, ξ)
)−1
K(j,0)n (ξ,y). (3.15)
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Demostracio´n. A partir de (3.6) y (3.10),
QTi (x)G−1i =
[
PTi (x)− λ
(
K
(j,0)
i−1 (ξ,x)
)T (
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1 (∇(j)Pn(ξ))T][
Irdi
− λ∇(j)Pi(ξ)
(
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T]
= PTi (x)− λPTi (x)∇(j)Pi(ξ)
(
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T
−λ
(
K
(j,0)
i−1 (ξ,x)
)T (
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1 (∇(j)Pn(ξ))T
+λ
(
K
(j,0)
i−1 (ξ,x)
)T (
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1 (∇(j)Pn(ξ))T
λ∇(j)Pi(ξ)
(
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T ,
empleando (3.11), tenemos:
QTi (x)G−1i = P
T
i (x)− λPTi (x)∇(j)Pi(ξ)
(
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T
−λ
(
K
(j,0)
i−1 (ξ,x)
)T (
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1 (∇(j)Pn(ξ))T
+λ
(
K
(j,0)
i−1 (ξ,x)
)T (
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1
[(
Idj + λK
(j,j)
i (ξ, ξ)
)
−
(
Idj + λK
(j,j)
i−1 (ξ, ξ)
)]
(
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T
= PTi (x)− λPTi (x)∇(j)Pi(ξ)
(
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T
−λ
(
K
(j,0)
i−1 (ξ,x)
)T (
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1 (∇(j)Pn(ξ))T
+λ
(
K
(j,0)
i−1 (ξ,x)
)T (
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1 (∇(j)Pi(ξ))T
−λ
(
K
(j,0)
i−1 (ξ,x)
)T (
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T
= PTi (x)− λPTi (x)∇(j)Pi(ξ)
(
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T
−λ
(
K
(j,0)
i−1 (ξ,x)
)T (
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T
= PTi (x)− λ
(
K
(j,0)
i (ξ,x)
)T (
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T .
Por tanto,
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QTi (x)G−1i Qi(y) =
[
PTi (x)− λ
(
K
(j,0)
i (ξ,x)
)T (
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T][
Pi(y)− λ∇(j)Pi(ξ)
(
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1
K
(j,0)
i−1 (ξ,y)
]
= PTi (x)Pi(y)− λPTi (x)∇(j)Pi(ξ)
(
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1
K
(j,0)
i−1 (ξ,y)
−λ
(
K
(j,0)
i (ξ,x)
)T (
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T Pi(y)
+λ
(
K
(j,0)
i (ξ,x)
)T (
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T
λ∇(j)Pi(ξ)
(
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1
K
(j,0)
i−1 (ξ,y).
Nuevamente, usando (3.11),
QTi (x)G−1i Qi(y) = P
T
i (x)Pi(y)− λPTi (x)∇(j)Pi(ξ)
(
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1
K
(j,0)
i−1 (ξ,y)
−λ
(
K
(j,0)
i (ξ,x)
)T (
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T Pi(y)
+λ
(
K
(j,0)
i (ξ,x)
)T (
Idj + λK
(j,j)
i (ξ, ξ)
)−1
[(
Idj + λK
(j,j)
i (ξ, ξ)
)
−
(
Idj + λK
(j,j)
i−1 (ξ, ξ)
)]
(
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1
K
(j,0)
i−1 (ξ,y)
= PTi (x)Pi(y)− λPTi (x)∇(j)Pi(ξ)
(
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1
K
(j,0)
i−1 (ξ,y)
−λ
(
K
(j,0)
i (ξ,x)
)T (
Idj + λK
(j,j)
i (ξ, ξ)
)−1 (∇(j)Pi(ξ))T Pi(y)
+λ
(
K
(j,0)
i (ξ,x)
)T (
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1
K
(j,0)
i−1 (ξ,y)
−λ
(
K
(j,0)
i (ξ,x)
)T (
Idj + λK
(j,j)
i (ξ, ξ)
)−1
K
(j,0)
i−1 (ξ,y)
= PTi (x)Pi(y)− λ
(
K
(j,0)
i (ξ,x)
)T (
Idj + λK
(j,j)
i (ξ, ξ)
)−1
K
(j,0)
i (ξ,y)
λ
(
K
(j,0)
i (ξ,x)
)T (
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1
K
(j,0)
i−1 (ξ,y),
y de (2.13), se obtiene:
Qi(x,y) = QTi (x)G−1i Qi(y) = Pi(x,y)− λ(K(j,0)i (ξ,x))T
(
Idj + λK
(j,j)
i (ξ, ξ)
)−1
K
(j,0)
i (ξ,y)
+ λ(K
(j,0)
i−1 (ξ,x))
T
(
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1
K
(j,0)
i−1 (ξ,y).
Para deducir (3.15) realizamos la suma de la anterior expresio´n desde j = 0, 1, . . . , n.
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K˜n(x,y) =
n∑
i=1
Qi(x,y) =
n∑
i=1
QTi (x)G−1i Qi(y)
=
n∑
i=1
Pi(x,y)−
n∑
i=1
λ(K
(j,0)
i (ξ,x))
T
(
Idj + λK
(j,j)
i (ξ, ξ)
)−1
K
(j,0)
i (ξ,y)
+
n∑
i=1
λ(K
(j,0)
i−1 (ξ,x))
T
(
Idj + λK
(j,j)
i−1 (ξ, ξ)
)−1
K
(j,0)
i−1 (ξ,y).
A partir de (2.14) y cancelando algunos te´rminos se obtiene lo esperado,
K˜n(x,y) = Kn(x,y)− λ(K(j,0)n (ξ,x))T
(
Idj + λK
(j,j)
n (ξ, ξ)
)−1
K(j,0)n (ξ,y).
3.3. Un ejemplo: La bola unidad en Rd
Como es usual, se define:
la bola unidad
Bd = {x ∈ Rd : ‖x‖ ≤ 1},
la esfera unidad
Sd−1 = {x ∈ Rd : ‖x‖ = 1},
donde ‖x‖ =
√
x21 + x
2
2 + · · ·+ x2d, es la norma euclidea y se denota 〈x,y〉 =
x1y1 + x2y2 + · · ·+ xdyd el producto interno esta´ndar sobre Rd.
Consideramos la funcio´n peso:
Wµ(x) = (1− ‖x‖2)µ− 12 , µ ≥ −1
2
, x ∈ Bd. (3.16)
Asociado a Wµ(x) se define el producto interno sobre la bola unidad,
〈f, g〉σ = Nµ
∫
Bd
f(x)g(x)Wµ(x)dx, (3.17)
donde Nµ es una constante normalizadora tal que 〈1, 1〉σ = 1 y esta dada por:
Nµ =
(∫
Bd
Wµ(x)dx
)−1
=
Γ(µ+ d+12 )
pi
d
2 Γ(µ+ 12)
.
La familia de polinomios ortogonales con respecto al producto interno 〈f, g〉σ se llaman
polinomios ortogonales cla´sicos sobre la bola unidad.
En [10] se estudio´ la familia de polinomios ortogonales asociada al producto interno
tipo Sobolev definido en (3.5), para un caso particular, donde la medida es (1−‖x‖2)µ− 12
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y se analizo´ el comportamiento asinto´tico de la correspondiente funcio´n nu´cleo Kn(x,y)
y la matriz (3.4) para j = 2 y x = y = 0 ∈ Rd, es decir, K(2,2)n (0, 0). Continuando con
lo realizado en [10], primero vamos a hacer el ana´lisis del comportamiento asinto´tico del
nu´cleo ya no solo evaluando en los puntos x = y = 0 ∈ Rd, sino evaluando en los puntos
x = 0 ∈ Rd y y ∈ Rd con ‖y‖ = 1. Luego, evaluamos en los puntos x,y ∈ Rd tal que
‖x‖ = 1 = ‖y‖. Es decir, analizamos el comportamiento asinto´tico para K(2,2)n (0,y‖y‖=1)
y K
(2,2)
n (x‖x‖=1,y‖y‖=1) respectivamente, donde y‖y‖=1 significa un punto y ∈ Rd tal que
‖y‖ = 1 (similar para x‖x‖=1).
3.3.1. La funcio´n nu´cleo K
(2,2)
n (0,y‖y‖=1)
Consideremos los polinomios ortogonales con respecto al producto interno tipo Sobolev
(3.5). Nos interesa analizar el comportamiento asinto´tico de la correspondiente funcio´n
nu´cleo para j = 2, ξ1 = 0 y ‖ξ2‖ = 1, primero se encontrara´ una expresio´n para K(0,2)n (0,y)
y luego una expresio´n para K
(2,2)
n (0,y‖y‖=1).
Teniendo en cuenta que (ver [17]):
Kn(x,y) = bµAn
∫ 1
−1
P (α,α−1)n (w)(1− t2)µ−1dt, (3.18)
donde
bµ =
[∫ 1
−1
(1− t2)µ−1dt
]−1
=
Γ(µ+ 12)√
piΓ(µ)
, (3.19)
α(µ, d) = α = µ+
d
2
,
An =
2Γ(α+ 1)Γ(n+ 2α)
Γ(2α+ 1)Γ(n+ α)
, (3.20)
w(x,y, t) = w = 〈x,y〉+
√
1− ‖x‖2
√
1− ‖y‖2t.
Derivando Kn(x,y) respecto a la variable xr (se emplea constantemente (1.14)),
∂
∂xr
Kn(x,y) =
∂
∂xr
[
bµAn
∫ 1
−1
P (α,α−1)n (w)(1− t2)µ−1dt
]
= bµAnCn,α,α−1
∫ 1
−1
P
(α+1,α)
n−1 (w)
yr −
√
1− ‖y‖2t√
1− ‖x‖2
xr
 (1− t2)µ−1dt
= yrbµAnCn,α,α−1
∫ 1
−1
P
(α+1,α)
n−1 (w)(1− t2)µ−1dt
−
√
1− ‖y‖2√
1− ‖x‖2
xrbµAnCn,α,α−1
∫ 1
−1
P
(α+1,α)
n−1 (w)t(1− t2)µ−1dt.
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Aplicando integracio´n por partes,
∂
∂xr
Kn(x,y) = yrbµAnCn,α,α−1
∫ 1
−1
P
(α+1,α)
n−1 (w)(1− t2)µ−1dt
−1− ‖y‖
2
2µ
xrbµAnCn,α,α−1Cn−1,α+1,α∫ 1
−1
P
(α+2,α+1)
n−2 (w)(1− t2)µdt.
Derivando ∂∂xrKn(x,y) respecto a la variable xs,
∂2
∂xs∂xr
Kn(x,y) = yrysbµAnCn,α,α−1Cn−1,α+1,α
∫ 1
−1
P
(α+2,α+1)
n−2 (w)(1− t2)µ−1dt
−1− ‖y‖
2
2µ
δr,sbµAnCn,α,α−1Cn−1,α+1,α
∫ 1
−1
P
(α+2,α+1)
n−2 (w)(1− t2)µdt
−1− ‖y‖
2
2µ
(xsyr + xrys)bµAnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1∫ 1
−1
P
(α+3,α+2)
n−3 (w)(1− t2)µdt
+
(
1− ‖y‖2
)2
4µ(µ+ 1)
xrxsbµAnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1
Cn−3,α+3,α+2
∫ 1
−1
P
(α+4,α+3)
n−4 (w)(1− t2)µ+1dt. (3.21)
Evaluando ∂
2
∂xs∂xr
Kn(x,y) en x = 0,
∂2
∂xs∂xr
Kn(0,y) = yrysbµAnCn,α,α−1Cn−1,α+1,α∫ 1
−1
P
(α+2,α+1)
n−2
(√
1− ‖y‖2t
)
(1− t2)µ−1dt
−1− ‖y‖
2
2µ
δr,sbµAnCn,α,α−1Cn−1,α+1,α∫ 1
−1
P
(α+2,α+1)
n−2
(√
1− ‖y‖2t
)
(1− t2)µdt. (3.22)
Por otra parte, empleando (ver [12]),∫ 1
−1
P
(µ+ d
2
+1,µ+ d
2
)
n−1
(√
1− ‖y‖2t
)
(1− t2)µ−1dt = hn,u,dP (
d
2
+1,µ− 1
2
)
[n−1
2
]
(1− 2 ‖y‖2), (3.23)
con
hn,u,d =
4Γ(µ+ 12)Γ([
n−1
2 ] + µ+
d+1
2 + 1)Γ(n+ 2µ+ d)
Γ(µ+ d+12 )Γ([
n−1
2 ] + µ+
1
2)Γ(n+ 2µ+ d+ 1)bµAn
, (3.24)
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de (3.22), (3.23) y como α = µ+ d2 , se deduce:
∂2
∂xs∂xr
Kn(0,y) = yrysB1P
( d
2
+2,µ− 1
2
)
[n−2
2
]
(1− 2 ‖y‖2)
−(1− ‖y‖2)δr,sB2P (
d
2
+1,µ+ 1
2
)
[n−2
2
]
(1− 2 ‖y‖2), (3.25)
con
B1 = bµAnCn,µ+ d
2
,µ+ d
2
−1Cn−1,µ+ d
2
+1,µ+ d
2
hn−1,µ,d+2,
B2 = (2µ)
−1bµAnCn,µ+ d
2
,µ+ d
2
−1Cn−1,µ+ d
2
+1,µ+ d
2
hn−1,µ+1,d.
Derivando ∂
2
∂xs∂xr
Kn(0,y) respecto a la variable yi,
∂3
∂yi∂xs∂xr
Kn(0,y) = −4yiyrysB1C[n−2
2
], d
2
+2,µ− 1
2
P
( d
2
+3,µ+ 1
2
)
[n−2
2
]−1 (1− 2 ‖y‖
2)
+(yrδs,i + ysδr,i)B1P
( d
2
+2,µ− 1
2
)
[n−2
2
]
(1− 2 ‖y‖2)
+2yiδr,sB2P
( d
2
+1,µ+ 1
2
)
[n−2
2
]
(1− 2 ‖y‖2)
+4(1− ‖y‖2)yiδr,sB2C[n−2
2
], d
2
+1,µ+ 1
2
P
( d
2
+2,µ+ 3
2
)
[n−2
2
]−1 (1− 2 ‖y‖
2).
Ahora derivando ∂
3
∂yi∂xs∂xr
Kn(0,y) respecto a la variable yj y evaluando en ‖y‖ = 1, se
obtiene:
∂4
∂yj∂yi∂xs∂xr
Kn(0,y‖y‖=1) = −4 [yiyrδs,j + yiysδr,j + yrysδi,j + yjyrδs,i + yjysδr,i]
B1C[n−2
2
], d
2
+2,µ− 1
2
P
( d
2
+3,µ+ 1
2
)
[n−2
2
]−1 (−1)
+(δr,jδs,i + δs,jδr,i)B1P
( d
2
+2,µ− 1
2
)
[n−2
2
]
(−1)
+16yjyiyrysB1C[n−2
2
], d
2
+2,µ− 1
2
C[n−2
2
]−1, d
2
+3,µ+ 1
2
P
( d
2
+4,µ+ 3
2
)
[n−2
2
]−2 (−1)
+2δi,jδr,sB2P
( d
2
+1,µ+ 1
2
)
[n−2
2
]
(−1)
−16yiyjδr,sB2C[n−2
2
], d
2
+1,µ+ 1
2
P
( d
2
+2,µ+ 3
2
)
[n−2
2
]−1 (−1). (3.26)
Denotamos,
z1 = −4B1C[n−2
2
], d
2
+2,µ− 1
2
P
( d
2
+3,µ+ 1
2
)
[n−2
2
]−1 (−1), (3.27)
z2 = B1P
( d
2
+2,µ− 1
2
)
[n−2
2
]
(−1), (3.28)
z3 = 16B1C[n−2
2
], d
2
+2,µ− 1
2
C[n−2
2
]−1, d
2
+3,µ+ 1
2
P
( d
2
+4,µ+ 3
2
)
[n−2
2
]−2 (−1), (3.29)
z4 = 2B2P
( d
2
+1,µ+ 1
2
)
[n−2
2
]
(−1), (3.30)
z5 = −16B2C[n−2
2
], d
2
+1,µ+ 1
2
P
( d
2
+2,µ+ 3
2
)
[n−2
2
]−1 (−1). (3.31)
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Como una consecuencia, la matriz K
(2,2)
n (0,y‖y‖=1) de taman˜o d2 x d2, cuyas entradas
son organizadas de acuerdo a los o´rdenes de las derivadas parciales, sus elementos son:
z1(yiyrδs,j + yiysδr,j + yrysδi,j + yjyrδs,i + yjysδr,i)
+z2(δr,jδs,i + δs,jδr,i) + z3yjyiyrys + z4δi,jδr,s + z5yiyjδr,s,
donde 1 ≤ r, s, i, j ≤ d.
A partir de las deltas de Kronecker se puede observar (entre otras),
1. z3 sobrevive en todas las entradas de las matriz.
2. Si i, j, r, s son diferentes dos a dos, unicamente sobrevive z3.
3. z5 sobrevive si r = s.
4. z4 sobrevive si r = s ∧ i = j.
5. z2 sobrevive si (i = s ∧ r = j) ∨ (j = s ∧ r = i).
Aunque no se ha logrado una expresio´n general para la matriz K
(2,2)
n (0,y‖y‖=1), con
ayuda computacional se obtiene la matriz para cualquier eleccio´n de d ≥ 2 (d variables).
A continuacio´n se dan casos particulares de la matriz para d = 2, 3 y 4 ordenando las
entradas a partir de operaciones elementales de matrices.
• d = 2
y = (y1, y2)
K(2,2)n (0,y‖y‖=1) =

a b A A
c d B B
C D E E
C D E E
 ,
donde
a = 5y21z1 + 2z2 + y
4
1z3 + z4 + y
2
1z5,
b = y21z1 + y
2
1y
2
2z3 + z4 + y
2
2z5,
c = y22z1 + y
2
1y
2
2z3 + z4 + y
2
1z5,
d = 5y22z1 + 2z2 + y
4
2z3 + z4 + y
2
2z5,
A = 2y1y2z1 + y
3
1y2z3 + y1y2z5,
B = 2y1y2z1 + y1y
3
2z3 + y1y2z5,
C = 3y1y2z1 + y
3
1y2z3,
D = 3y1y2z1 + y1y
3
2z3,
E = (y21 + y
2
2)z1 + z2 + y
2
1y
2
2z3 = z1 + z2 +
y21y
2
2z3.
• d = 3
y = (y1, y2, y3)
CAPI´TULO 3. PRODUCTO INTERNO TIPO SOBOLEV DE ORDEN SUPERIOR (GRADIENTE) 39
K(2,2)n (0,y‖y‖=1) =

a b e A A F F G G
c d f B B H H I I
g h i J J K K L L
C D M E E N N O O
C D M E E N N O O
P O Q N N R R M M
P O Q N N R R M M
N S T O O M M U U
N S T O O M M U U

,
donde a,b, c,d, A,B,C,D,E esta´n dados en d = 2 y
e = y21z1 + y
2
1y
2
3z3 + z4 + y
2
3z5,
f = y22z1 + y
2
2y
2
3z3 + z4 + y
2
3z5,
g = y23z1 + y
2
1y
2
3z3 + z4 + y
2
1z5,
h = y23z1 + y
2
2y
2
3z3 + z4 + y
2
2z5,
i = 5y23z1 + 2z2 + y
4
3z3 + z4 + y
2
3z5,
F = 2y1y3z1 + y
3
1y3z3 + y1y3z5,
G = y21y2y3z3 + y2y3z5,
H = y1y
2
2y3z3 + y1y3z5,
I = 2y2y3z1 + y
3
2y3z3 + y2y3z5,
J = y1y2y
2
3z3 + y1y2z5,
K = 2y1y3z1 + y1y
3
3z3 + y1y3z5,
L = 2y2y3z1 + y2y
3
3z3 + y2y3z5,
M = y1y2z1 + y1y2y
2
3z3,
N = y2y3z1 + y
2
1y2y3z3,
O = y1y3z1 + y1y
2
2y3z3,
P = 3y1y3z1 + y
3
1y3z3,
Q = 3y1y3z1 + y1y
3
3z3,
R = (y21 + y
2
3)z1 + z2 + y
2
1y
2
3z3,
S = 3y2y3z1 + y
3
2y3z3,
T = 3y2y3z1 + y2y
3
3z3,
U = (y22 + y
2
3)z1 + z2 + y
2
2y
2
3z3.
• d = 4
y = (y1, y2, y3, y4).
Para d = 4 la matriz K
(2,2)
n (0,y‖y‖=1) esta dada por:
a b e j A A F F G G V V W W X X
c d f k B B H H I I I1 I1 J1 J1 K1 K1
g h i l J J K K L L R1 R1 S1 S1 T1 T1
m n o p X1 X1 Y1 Y1 A2 A2 Z1 Z1 B2 B2 C2 C2
C D M B1 E E N N O O Y Y Z Z A1 A1
C D M B1 E E N N O O Y Y Z Z A1 A1
P O Q E1 N N R R M M C1 C1 A1 A1 D1 D1
P O Q E1 N N R R M M C1 C1 A1 A1 D1 D1
N S T N1 O O M M U U A1 A1 L1 L1 M1 M1
N S T N1 O O M M U U A1 A1 L1 L1 M1 M1
F1 Z D1 H1 Y Y C1 C1 A1 A1 G1 G1 B1 B1 E1 E1
F1 Z D1 H1 Y Y C1 C1 A1 A1 G1 G1 B1 B1 E1 E1
Y O1 M1 Q1 Z Z A1 A1 L1 L1 B1 B1 P1 P1 N1 N1
Y O1 M1 Q1 Z Z A1 A1 L1 L1 B1 B1 P1 P1 N1 N1
C1 L1 U1 W1 A1 A1 D1 D1 M1 M1 E1 E1 N1 N1 V1 V1
C1 L1 U1 W1 A1 A1 D1 D1 M1 M1 E1 E1 N1 N1 V1 V1

,
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donde a,b, c,d, e, f,g,h, i, A,B,C,D,E, F,G,H, I, J,K,L,M,N,O, P,Q,R, S, T,U
esta´n dados en d = 3 y
j = y21z1 + y
2
1y
2
4z3 + z4 + y
2
4z5,
k = y22z1 + y
2
2y
2
4z3 + z4 + y
2
4z5,
l = y23z1 + y
2
3y
2
4z3 + z4 + y
2
4z5,
m = y24z1 + y
2
1y
2
4z3 + z4 + y
2
1z5,
n = y24z1 + y
2
2y
2
4z3 + z4 + y
2
2z5,
o = y24z1 + y
2
3y
2
4z3 + z4 + y
2
3z5,
p = 5y24z1 + 2z2 + y
4
4z3 + z4 + y
2
4z5,
V = 2y1y4z1 + y
3
1y4z3 + y1y4z5,
W = y21y2y4z3 + y2y4z5,
X = y21y3y4z3 + y3y4z5,
Y = y2y4z1 + y
2
1y2y4z3,
Z = y1y4z1 + y1y
2
2y4z3,
A1 = y1y2y3y4z3,
B1 = y1y2z1 + y1y2y
2
4z3,
C1 = y3y4z1 + y
2
1y3y4z3,
D1 = y1y4z1 + y1y
2
3y4z3,
E1 = y1y3z1 + y1y3y
2
4z3,
F1 = 3y1y4z1 + y
3
1y4z3,
G1 = (y
2
1 + y
2
4)z1 + z2 + y
2
1y
2
4z3,
H1 = 3y1y4z1 + y1y
3
4z3,
I1 = y1y
2
2y4z3 + y1y4z5,
J1 = 2y2y4z1 + y
3
2y4z3 + y2y4z5,
K1 = y
2
2y3y4z3 + y3y4z5,
L1 = y3y4z1 + y
2
2y3y4z3,
M1 = y2y4z1 + y2y
2
3y4z3,
N1 = y2y3z1 + y2y3y
2
4z3,
O1 = 3y2y4z1 + y
3
2y4z3,
P1 = (y
2
2 + y
2
4)z1 + z2 + y
2
2y
2
4z3,
Q1 = 3y2y4z1 + y2y
3
4z3,
R1 = y1y
2
3y4z3 + y1y4z5,
S1 = y2y
2
3y4z3 + y2y4z5,
T1 = 2y3y4z1 + y
3
3y4z5,
U1 = 3y3y4z1 + y
3
3y4z3,
V1 = (y
2
3 + y
2
4)z1 + z2 + y
2
3y
2
4z3,
W1 = 3y3y4z1 + y3y
3
4z3,
X1 = y1y2y
2
4z3 + y1y2z5,
Y1 = y1y3y
2
4z3 + y1y3z5,
Z1 = 2y1y4z1 + y1y
3
4z3 + y1y4z5,
A2 = y2y3y
2
4z3 + y2y3z5,
B2 = 2y2y4z1 + y2y
3
4z3 + y2y4z5,
C2 = 2y3y4z1 + y3y
3
4z3 + y3y4z5.
Primera conjetura
Se puede conjeturar (manualmente y nume´ricamente se verifico´ hasta d = 12 varia-
bles) que la matriz K
(2,2)
n (0,y‖y‖=1), presenta una estructura algo semejante a simetr´ıa
por bloques. Adema´s, las d4 entradas de la matriz K
(2,2)
n (0,y‖y‖=1) se distribuyen de la
siguiente forma:
1. d2 entradas aparecen so´lo una vez.
2. d(d−1)(d+2)2 entradas aparecen 2 veces cada una.
3. d(d−1)2 entradas aparecen 4 veces cada una.
4. d(d−1)(d−2)2 entradas aparecen 10 veces cada una.
5. d(d−1)(d−2)(d−3)24 entradas aparecen 24 veces cada una.
Lema 3.2. Dados bµ, An y hn,u,d definidos en (3.19), (3.20) y (3.24) respectivamente.
Cuando n −→∞,
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bµAn =
2Γ(µ+ 12)Γ(µ+
d
2 + 1)√
piΓ(µ)Γ(2µ+ d+ 1)
nµ+
d
2 (1 +O(n−1)), (3.32)
hn,u,d =
2
√
piΓ(µ)Γ(2µ+ d+ 1)
Γ(µ+ d+12 )Γ(µ+
d
2 + 1)
n−µ(1 +O(n−1)). (3.33)
Demostracio´n. Se obtiene directamente aplicando la fo´rmula de Stirling a las definiciones
dadas de bµ, An y hn,u,d.
Teorema 3.4. Dados z1, z2, z3, z4 y z5 definidos de (3.27) a (3.31). Cuando n −→∞,
z1 = n
d
2
+µ+ 7
2 (1 +O(n−1)), (3.34)
z2 = n
d
2
+µ+ 3
2 (1 +O(n−1)), (3.35)
z3 = n
d
2
+µ+ 11
2 (1 +O(n−1)), (3.36)
z4 = n
d
2
+µ+ 3
2 (1 +O(n−1)), (3.37)
z5 = n
d
2
+µ+ 7
2 (1 +O(n−1)). (3.38)
Demostracio´n. Se obtiene directamente aplicando (3.16), (3.17), (3.32) y (3.33) a las de-
finiciones dadas y multiplicando por algunas constantes que dependen de µ y d.
3.3.2. La funcio´n nu´cleo K
(2,2)
n (x‖x‖=1,y‖y‖=1)
Consideremos los polinomios ortogonales con respecto al producto interno tipo Sobolev
(3.5). Nos interesa analizar el comportamiento asinto´tico de la correspondiente funcio´n
nu´cleo para j = 2, ‖ξ1‖ = 1 y ‖ξ2‖ = 1, primero se encontrara´ una expresio´n para
K
(0,2)
n (x‖x‖=1,y) y luego una expresio´n para K
(2,2)
n (x‖x‖=1,y‖y‖=1).
(3.21) nos indica,
∂2
∂xs∂xr
Kn(x,y) = yrysbµAnCn,α,α−1Cn−1,α+1,α
∫ 1
−1
P
(α+2,α+1)
n−2 (w)(1− t2)µ−1dt
−1− ‖y‖
2
2µ
δr,sbµAnCn,α,α−1Cn−1,α+1,α
∫ 1
−1
P
(α+2,α+1)
n−2 (w)(1− t2)µdt
−1− ‖y‖
2
2µ
(xsyr + xrys)bµAnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1∫ 1
−1
P
(α+3,α+2)
n−3 (w)(1− t2)µdt
+
(
1− ‖y‖2
)2
4µ(µ+ 1)
xrxsbµAnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1
Cn−3,α+3,α+2
∫ 1
−1
P
(α+4,α+3)
n−4 (w)(1− t2)µ+1dt.
CAPI´TULO 3. PRODUCTO INTERNO TIPO SOBOLEV DE ORDEN SUPERIOR (GRADIENTE) 42
Evaluando en ‖x‖ = 1
∂2
∂xs∂xr
Kn(x‖x‖=1,y) = yrysbµAnCn,α,α−1Cn−1,α+1,αP
(α+2,α+1)
n−2
(〈
x‖x‖=1,y
〉)
∫ 1
−1
(1− t2)µ−1dt
−1− ‖y‖
2
2µ
δr,sbµAnCn,α,α−1Cn−1,α+1,α
P
(α+2,α+1)
n−2
(〈
x‖x‖=1,y
〉) ∫ 1
−1
(1− t2)µdt
−1− ‖y‖
2
2µ
(xsyr + xrys)bµAnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1
P
(α+3,α+2)
n−3
(〈
x‖x‖=1,y
〉) ∫ 1
−1
(1− t2)µdt
+
(
1− ‖y‖2
)2
4µ(µ+ 1)
xrxsbµAnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1
Cn−3,α+3,α+2P
(α+4,α+3)
n−4
(〈
x‖x‖=1,y
〉) ∫ 1
−1
(1− t2)µ+1dt.
De (3.19) (aplicando (1.1)), se obtiene 2µbµ+1 = (2µ+ 1)bµ. Por tanto:
∂2
∂xs∂xr
Kn(x‖x‖=1,y) =
(
yrys − 1− ‖y‖
2
2µ+ 1
δr,s
)
AnCn,α,α−1Cn−1,α+1,α
P
(α+2,α+1)
n−2
(〈
x‖x‖=1,y
〉)
−1− ‖y‖
2
2µ+ 1
(xsyr + xrys)AnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1
P
(α+3,α+2)
n−3
(〈
x‖x‖=1,y
〉)
+
(
1− ‖y‖2
)2
(2µ+ 1)(2µ+ 3)
xrxsAnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1
Cn−3,α+3,α+2P
(α+4,α+3)
n−4
(〈
x‖x‖=1,y
〉)
.
Derivando ∂
2
∂xs∂xr
Kn(x‖x‖=1,y) respecto a las variables yi y yj . Luego, evaluando en ‖y‖ =
1, obtenemos:
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∂4
∂yj∂yi∂xs∂xr
Kn
(
x‖x‖=1,y‖y‖=1
)
=
(
δr,jδs,i + δs,jδr,i +
2
2µ+ 1
δi,jδr,s
)
g1
+δs,i
(
xjyr +
2
2µ+ 1
xryj
)
g2
+δr,i
(
xjys +
2
2µ+ 1
xsyj
)
g2
+δs,j
(
xiyr +
2
2µ+ 1
xryi
)
g2
+δr,j
(
xiys +
2
2µ+ 1
xsyi
)
g2
+δr,s
(
xjyi +
2
2µ+ 1
xiyj
)
g2
+δi,j
(
xsyr +
2
2µ+ 1
xrys
)
g2
+
(
xjxiyrys +
4
2µ+ 3
xrxsyjyi
)
g3
+
2
2µ+ 1
(xixsyjyr + xixryjys) g3
+
2
2µ+ 1
(xjxsyiyr + xjxryiys) g3,
donde
g1 = AnCn,α,α−1Cn−1,α+1,αP
(α+2,α+1)
n−2
(〈
x‖x‖=1,y‖y‖=1
〉)
, (3.39)
g2 = AnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1P
(α+3,α+2)
n−3
(〈
x‖x‖=1,y‖y‖=1
〉)
, (3.40)
g3 = AnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1Cn−3,α+3,α+2P
(α+4,α+3)
n−4
(〈
x‖x‖=1,y‖y‖=1
〉)
.(3.41)
Como una consecuencia, la matriz K
(2,2)
n (x‖x‖=1,y‖y‖=1) de taman˜o d2 x d2, cuyas
entradas son organizadas de acuerdo a los o´rdenes de las derivadas parciales, sus elementos
son:
g1
(
δr,jδs,i + δs,jδr,i +
2
2µ+ 1
δi,jδr,s
)
+g2
[
δs,i
(
xjyr +
2
2µ+ 1
xryj
)
+ δr,i
(
xjys +
2
2µ+ 1
xsyj
)
+ δs,j
(
xiyr +
2
2µ+ 1
xryi
)]
+g2
[
δr,j
(
xiys +
2
2µ+ 1
xsyi
)
+ δr,s
(
xjyi +
2
2µ+ 1
xiyj
)
+ δi,j
(
xsyr +
2
2µ+ 1
xrys
)]
+g3
[(
xjxiyrys +
4
2µ+ 3
xrxsyjyi
)
+
2
2µ+ 1
(xixsyjyr + xixryjys + xjxsyiyr + xjxryiys)
]
.
donde 1 ≤ r, s, i, j ≤ d.
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A partir de las deltas de Kronecker se puede observar (entre otras),
1. Dadas j, i, r, s, g1 unicamente sobrevive en dos casos: cuando todas son iguales y
cuando son iguales dos de ellas entre si y las otras dos son iguales entre si.
2. Si j, i, r, s son diferentes dos a dos, no sobrevive g2.
3. g3 sobrevive en todas las entradas de las matriz.
No se ha logrado una expresio´n general para la matriz K
(2,2)
n (x‖x‖=1,y‖y‖=1), con
ayuda computacional se obtiene la matriz para cualquier eleccio´n de d ≥ 2 (d variables).
A continuacio´n se dan casos particulares de la matriz para d = 2, 3 y 4 ordenando las
entradas a partir de operaciones elementales de matrices.
• d = 2
x = (x1, x2), y = (y1, y2)
K(2,2)n (x‖x‖=1,y‖y‖=1) =

a b Aa Aa
c d Ba Ba
Ca Da Ea Ea
Ca Da Ea Ea
 ,
donde
a = 4 µ+12µ+1g1 + 4x1y1
2µ+5
2µ+1g2 + x
2
1y
2
1
4µ2+32µ+31
(2µ+1)(2µ+3)g3,
b = 22µ+1g1 +
4
2µ+1(x1y1 + x2y2)g2 +
(
x22y
2
1 +
8
2µ+1x1x2y1y2 +
4
2µ+3x
2
1y
2
2
)
g3,
c = 22µ+1g1 +
4
2µ+1(x1y1 + x2y2)g2 +
(
x21y
2
2 +
8
2µ+1x1x2y1y2 +
4
2µ+3x
2
2y
2
1
)
g3,
d = 4 µ+12µ+1g1 + 4x2y2
2µ+5
2µ+1g2 + x
2
2y
2
2
4µ2+32µ+31
(2µ+1)(2µ+3)g3
Aa =
2
2µ+1 (2(µ+ 1)x2y1 + 3x1y2) g2 +
1
2µ+1
(
(2µ+ 5)x1x2y
2
1 + 16
µ+1
2µ+3x
2
1y1y2
)
g3,
Ba =
2
2µ+1 (2(µ+ 1)x1y2 + 3x2y1) g2 +
1
2µ+1
(
(2µ+ 5)x1x2y
2
2 + 16
µ+1
2µ+3x
2
2y1y2
)
g3,
Ca =
2
2µ+1 (2(µ+ 1)x1y2 + 3x2y1) g2 +
1
2µ+1
(
(2µ+ 5)x21y1y2 + 16
µ+1
2µ+3x1x2y
2
1
)
g3,
Da =
2
2µ+1 (2(µ+ 1)x2y1 + 3x1y2) g2 +
1
2µ+1
(
(2µ+ 5)x22y1y2 + 16
µ+1
2µ+3x1x2y
2
2
)
g3,
Ea = g1 +
2µ+3
2µ+1 (x1y1 + x2y2) g2 +
1
2µ+1
(
4µ2+24µ+19
2µ+3 x1x2y1y2 + 2(x
2
1y
2
2 + x
2
2y
2
1)
)
g3.
• d = 3
x = (x1, x2, x3), y = (y1, y2, y3)
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K(2,2)n (x‖x‖=1,y‖y‖=1) =

a b e Aa Aa Fa Fa Na Na
c d f Ba Ba Oa Oa Ga Ga
g h i Pa Pa Ka Ka Ha Ha
Ca Da Sa Ea Ea Wa Wa Xa Xa
Ca Da Sa Ea Ea Wa Wa Xa Xa
Ia Qa Ja Za Za Ta Ta Va Va
Ia Qa Ja Za Za Ta Ta Va Va
Ra La Ma Ya Ya Aa1 Aa1 Ua Ua
Ra La Ma Ya Ya Aa1 Aa1 Ua Ua

,
donde a, b, c, d, Aa, Ba, Ca, Da, Ea esta´n dados en d = 2 y
e = 22µ+1g1 +
4
2µ+1(x1y1 + x3y3)g2 +
(
x23y
2
1 +
8
2µ+1x1x3y1y3 +
4
2µ+3x
2
1y
2
3
)
g3,
f = 22µ+1g1 +
4
2µ+1(x2y2 + x3y3)g2 +
(
x23y
2
2 +
8
2µ+1x2x3y2y3 +
4
2µ+3x
2
2y
2
3
)
g3,
g = 22µ+1g1 +
4
2µ+1(x1y1 + x3y3)g2 +
(
x21y
2
3 +
8
2µ+1x1x3y1y3 +
4
2µ+3x
2
3y
2
1
)
g3,
h = 22µ+1g1 +
4
2µ+1(x2y2 + x3y3)g2 +
(
x22y
2
3 +
8
2µ+1x2x3y2y3 +
4
2µ+3x
2
3y
2
2
)
g3,
i = 4 µ+12µ+1g1 + 4x3y3
2µ+5
2µ+1g2 + x
2
3y
2
3
4µ2+32µ+31
(2µ+1)(2µ+3)g3,
Fa =
4
2µ+1 [(µ+ 1)x3y1 + x1y3] g2 +
1
2µ+1
[
16 µ+12µ+3x
2
1y1y3 + (2µ+ 5)x1x3y
2
1
]
g3,
Ga =
4
2µ+1 [(µ+ 1)x3y2 + x2y3] g2 +
1
2µ+1
[
16 µ+12µ+3x
2
2y2y3 + (2µ+ 5)x2x3y
2
2
]
g3,
Ha =
4
2µ+1 [(µ+ 1)x2y3 + x3y2] g2 +
1
2µ+1
[
16 µ+12µ+3x
2
2y2y3 + (2µ+ 5)x2x3y
2
3
]
g3,
Ia =
4
2µ+1 [(µ+ 1)x1y3 + x3y1] g2 +
1
2µ+1
[
16 µ+12µ+3x1x3y
2
1 + (2µ+ 5)x
2
1y1y3
]
g3,
Ja =
4
2µ+1 [(µ+ 1)x3y1 + x1y3] g2 +
1
2µ+1
[
16 µ+12µ+3x1x3y
2
3 + (2µ+ 5)x
2
3y1y3
]
g3,
Ka =
4
2µ+1 [(µ+ 1)x1y3 + x3y1] g2 +
1
2µ+1
[
16 µ+12µ+3x
2
3y1y3 + (2µ+ 5)x1x3y
2
2
]
g3,
La =
4
2µ+1 [(µ+ 1)x2y3 + x3y2] g2 +
1
2µ+1
[
16 µ+12µ+3x2x3y
2
2 + (2µ+ 5)x
2
2y2y3
]
g3,
Ma =
4
2µ+1 [(µ+ 1)x3y2 + x2y3] g2 +
1
2µ+1
[
16 µ+12µ+3x2x3y
2
3 + (2µ+ 5)x
2
3y2y3
]
g3,
Na =
2
2µ+1(x2y3+x3y2)g2+
(
4
2µ+1x1x2y1y3 +
4
2µ+1x1x3y1y2 +
4
2µ+3x
2
1y2y3 + x2x3y
2
1
)
g3,
Oa =
2
2µ+1(x1y3+x3y1)g2+
(
4
2µ+1x1x2y2y3 +
4
2µ+1x2x3y1y2 +
4
2µ+3x
2
2y1y3 + x1x3y
2
2
)
g3,
Pa =
2
2µ+1(x1y2+x2y1)g2+
(
4
2µ+1x1x3y2y3 +
4
2µ+1x2x3y1y3 +
4
2µ+3x
2
3y1y2 + x1x2y
2
3
)
g3,
Qa =
2
2µ+1(x1y3+x3y1)g2+
(
4
2µ+1x1x2y2y3 +
4
2µ+1x2x3y1y2 +
4
2µ+3x1x3y
2
2 + x
2
2y1y3
)
g3,
Ra =
2
2µ+1(x2y3+x3y2)g2+
(
4
2µ+1x1x2y1y3 +
4
2µ+1x1x3y1y2 +
4
2µ+3x2x3y
2
1 + x
2
1y2y3
)
g3,
Sa =
2
2µ+1(x1y2+x2y1)g2+
(
4
2µ+1x1x3y2y3 +
4
2µ+1x2x3y1y3 +
4
2µ+3x1x1y
2
3 + x
2
3y1y2
)
g3,
Ta = g1 +
2µ+3
2µ+1(x1y1 + x3y3)g2 +
1
2µ+1
[
2x21y
2
3 +
4µ2+24µ+19
2µ+3 x1x3y1y3 + 2x
2
3y
2
1
]
g3,
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Ua = g1 +
2µ+3
2µ+1(x2y2 + x3y3)g2 +
1
2µ+1
[
2x22y
2
3 +
4µ2+24µ+19
2µ+3 x2x3y2y3 + 2x
2
3y
2
2
]
g3,
Va =
(
x2y1 +
2
2µ+1x1y2
)
g2
+ 12µ+1
[
2x23y1y2 + 2
8µ+5
2µ+3x1x3y2y3 + (2µ+ 3)x2x3y1y3 + 2x1x2y
2
3
]
g3,
Wa =
(
x3y2 +
2
2µ+1x2y3
)
g2
+ 12µ+1
[
2x21y2y3 + 2
8µ+5
2µ+3x1x2y1y3 + (2µ+ 3)x1x3y1y2 + 2x2x3y
2
1
]
g3,
Xa =
(
x3y1 +
2
2µ+1x1y3
)
g2
+ 12µ+1
[
2x22y1y3 + 2
8µ+5
2µ+3x1x2y2y3 + (2µ+ 3)x2x3y1y2 + 2x1x3y
2
2
]
g3,
Ya =
(
x1y3 +
2
2µ+1x3y1
)
g2
+ 12µ+1
[
2x1x3y
2
1 + 2
8µ+5
2µ+3x2x3y1y2 + (2µ+ 3)x1x2y2y3 + 2x
2
2y1y3
]
g3,
Za =
(
x2y3 +
2
2µ+1x3y2
)
g2
+ 12µ+1
[
2x21y2y3 + 2
8µ+5
2µ+3x1x3y1y2 + (2µ+ 3)x1x2y1y3 + 2x2x3y
2
1
]
g3,
Aa1 =
(
x1y2 +
2
2µ+1x2y1
)
g2
+ 12µ+1
[
2x1x2y
2
3 + 2
8µ+5
2µ+3x2x3y1y3 + (2µ+ 3)x1x3y2y3 + 2x
2
3y1y2
]
g3.
• d = 4
x = (x1, x2, x3, x4), y = (y1, y2, y3, y4).
Para d = 4 la matriz K
(2,2)
n (x‖x‖=1,y‖y‖=1) esta dada por:
a b e j Aa Aa Fa Fa Na Na Ba1 Ba1 Ya2 Ya2 Va2 Va2
c d f k Ea Ea Oa Oa Ga Ga Za2 Za2 Fa1 Fa1 Ua2 Ua2
g h i l Pa Pa Ka Ka Ha Ha Oa2 Oa2 Pa2 Pa2 Ha1 Ha1
m n o p Ia2 Ia2 Ta2 Ta2 Xa2 Xa2 Ea1 Ea1 Ga1 Ga1 Ia1 Ia1
Ca Da Sa Ja2 Ea Ea Wa Wa Xa Xa Pa1 Pa1 Ra1 Ra1 Aa3 Aa3
Ca Da Sa Ja2 Ea Ea Wa Wa Xa Xa Pa1 Pa1 Ra1 Ra1 Aa3 Aa3
Ia Qa Ja Ka2 Za Za Ta Ta Va Va Qa1 Qa1 Da3 Da3 Ta1 Ta1
Ia Qa Ja Ka2 Za Za Ta Ta Va Va Qa1 Qa1 Da3 Da3 Ta1 Ta1
Ra La Ma Sa2 Ya Ya Aa1 Aa1 Ua Ua Fa3 Fa3 Ba2 Ba2 Ca2 Ca2
Ra La Ma Sa2 Ya Ya Aa1 Aa1 Ua Ua Fa3 Fa3 Ba2 Ba2 Ca2 Ca2
Ma1 Ma2 Na2 La1 Na1 Na1 Oa1 Oa1 Ba3 Ba3 Ga2 Ga2 Sa1 Sa1 Ua1 Ua1
Ma1 Ma2 Na2 La1 Na1 Na1 Oa1 Oa1 Ba3 Ba3 Ga2 Ga2 Sa1 Sa1 Ua1 Ua1
Qa2 Ca1 La2 Ja1 Va1 Va1 Ea3 Ea3 Wa1 Wa1 Xa1 Xa1 Ha2 Ha2 Za1 Za1
Qa2 Ca1 La2 Ja1 Va1 Va1 Ea3 Ea3 Wa1 Wa1 Xa2 Xa1 Ha2 Ha2 Za1 Za1
Ra2 Wa2 Da1 Ka1 Ca3 Ca3 Da2 Da2 Ea2 Ea2 Ya1 Ya1 Aa2 Aa2 Fa2 Fa2
Ra2 Wa2 Da1 Ka1 Ca3 Ca3 Da2 Da2 Ea2 Ea2 Ya1 Ya1 Aa2 Aa2 Fa2 Fa2

,
donde a, b, c, d, e, f , g, h, i, Aa, Ba, Ca, Da, Ea, Fa, Ga, Ha, Ia, Ja, Ka, La, Ma,
Na, Oa, Pa, Qa, Ra, Sa, Ta, Ua, Va, Wa, Xa, Ya, Za, Aa1 esta´n dados en d = 3 y
j = 22µ+1g1 +
4
2µ+1(x1y1 + x4y4)g2 +
(
x24y
2
1 +
8
2µ+1x1x4y1y4 +
4
2µ+3x
2
1y
2
4
)
g3,
k = 22µ+1g1 +
4
2µ+1(x2y2 + x4y4)g2 +
(
x24y
2
2 +
8
2µ+1x2x4y2y4 +
4
2µ+3x
2
2y
2
4
)
g3,
l = 22µ+1g1 +
4
2µ+1(x3y3 + x4y4)g2 +
(
x24y
2
3 +
8
2µ+1x3x4y3y4 +
4
2µ+3x
2
3y
2
4
)
g3,
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m = 22µ+1g1 +
4
2µ+1(x1y1 + x4y4)g2 +
(
x21y
2
4 +
8
2µ+1x1x4y1y4 +
4
2µ+3x
2
4y
2
1
)
g3,
n = 22µ+1g1 +
4
2µ+1(x2y2 + x4y4)g2 +
(
x22y
2
4 +
8
2µ+1x2x4y2y4 +
4
2µ+3x
2
4y
2
2
)
g3,
o = 22µ+1g1 +
4
2µ+1(x3y3 + x4y4)g2 +
(
x23y
2
4 +
8
2µ+1x3x4y3y4 +
4
2µ+3x
2
4y
2
3
)
g3,
p = 4 µ+12µ+1g1 + 4x4y4
2µ+5
2µ+1g2 + x
2
4y
2
4
4µ2+32µ+31
(2µ+1)(2µ+3)g3,
Ba1 =
4
2µ+1 [(µ+ 1)x4y1 + x1y4] g2 +
1
2µ+1
[
16 µ+12µ+3x
2
1y1y4 + (2µ+ 5)x1x4y
2
1
]
g3,
Ca1 =
4
2µ+1 [(µ+ 1)x2y4 + x4y2] g2 +
1
2µ+1
[
16 µ+12µ+3x2x4y
2
2 + (2µ+ 5)x
2
2y2y4
]
g3,
Da1 =
4
2µ+1 [(µ+ 1)x3y4 + x4y3] g2 +
1
2µ+1
[
16 µ+12µ+3x3x4y
2
3 + (2µ+ 5)x
2
3y3y4
]
g3,
Ea1 =
4
2µ+1 [(µ+ 1)x1y4 + x4y1] g2 +
1
2µ+1
[
16 µ+12µ+3x
2
4y1y4 + (2µ+ 5)x1x4y
2
4
]
g3,
Fa1 =
4
2µ+1 [(µ+ 1)x4y2 + x2y4] g2 +
1
2µ+1
[
16 µ+12µ+3x
2
2y2y4 + (2µ+ 5)x2x4y
2
2
]
g3,
Ga1 =
4
2µ+1 [(µ+ 1)x2y4 + x4y2] g2 +
1
2µ+1
[
16 µ+12µ+3x
2
4y2y4 + (2µ+ 5)x2x4y
2
4
]
g3,
Ha1 =
4
2µ+1 [(µ+ 1)x4y3 + x3y4] g2 +
1
2µ+1
[
16 µ+12µ+3x
2
3y3y4 + (2µ+ 5)x3x4y
2
3
]
g3,
Ia1 =
4
2µ+1 [(µ+ 1)x3y4 + x4y3] g2 +
1
2µ+1
[
16 µ+12µ+3x
2
4y3y4 + (2µ+ 5)x3x4y
2
4
]
g3,
Ja1 =
4
2µ+1 [(µ+ 1)x4y2 + x2y4] g2 +
1
2µ+1
[
16 µ+12µ+3x2x4y
2
4 + (2µ+ 5)x
2
4y2y4
]
g3,
Ka1 =
4
2µ+1 [(µ+ 1)x4y3 + x3y4] g2 +
1
2µ+1
[
16 µ+12µ+3x3x4y
2
4 + (2µ+ 5)x
2
4y3y4
]
g3,
La1 =
4
2µ+1 [(µ+ 1)x4y1 + x1y4] g2 +
1
2µ+1
[
16 µ+12µ+3x1x4y
2
4 + (2µ+ 5)x
2
4y1y4
]
g3,
Ma1 =
4
2µ+1 [(µ+ 1)x1y4 + x4y1] g2 +
1
2µ+1
[
16 µ+12µ+3x1x4y
2
1 + (2µ+ 5)x
2
1y1y4
]
g3,
Na1 =
(
x2y4 +
2
2µ+1x4y2
)
g2
+ 12µ+1
[
2x21y2y4 + 2
8µ+5
2µ+3x1x4y1y2 + (2µ+ 3)x1x2y1y4 + 2x2x4y
2
1
]
g3,
Oa1 =
(
x3y4 +
2
2µ+1x4y3
)
g2
+ 12µ+1
[
2x21y3y4 + 2
8µ+5
2µ+3x1x4y1y3 + (2µ+ 3)x1x3y1y4 + 2x3x4y
2
1
]
g3,
Pa1 =
(
x4y2 +
2
2µ+1x2y4
)
g2
+ 12µ+1
[
2x21y2y4 + 2
8µ+5
2µ+3x1x4y1y2 + (2µ+ 3)x1x2y1y4 + 2x2x4y
2
1
]
g3,
Qa1 =
(
x4y3 +
2
2µ+1x3y4
)
g2
+ 12µ+1
[
2x21y3y4 + 2
8µ+5
2µ+3x1x4y1y3 + (2µ+ 3)x1x3y1y4 + 2x3x4y
2
1
]
g3,
Ra1 =
(
x4y1 +
2
2µ+1x1y4
)
g2
+ 12µ+1
[
2x22y1y4 + 2
8µ+5
2µ+3x1x2y2y4 + (2µ+ 3)x2x4y1y2 + 2x1x4y
2
2
]
g3,
Sa1 =
(
x2y1 +
2
2µ+1x1y2
)
g2
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+ 12µ+1
[
2x24y1y2 + 2
8µ+5
2µ+3x2x4y1y4 + (2µ+ 3)x1x4y2y4 + 2x1x2y
2
4
]
g3,
Ta1 =
(
x4y1 +
2
2µ+1x1y4
)
g2
+ 12µ+1
[
2x23y1y4 + 2
8µ+5
2µ+3x1x3y3y4 + (2µ+ 3)x3x4y1y3 + 2x1x4y
2
3
]
g3,
Ua1 =
(
x3y1 +
2
2µ+1x1y3
)
g2
+ 12µ+1
[
2x24y1y3 + 2
8µ+5
2µ+3x3x4y1y4 + (2µ+ 3)x1x4y3y4 + 2x1x3y
2
4
]
g3,
Va1 =
(
x1y4 +
2
2µ+1x4y1
)
g2
+ 12µ+1
[
2x22y1y4 + 2
8µ+5
2µ+3x2x4y1y2 + (2µ+ 3)x1x2y2y4 + 2x1x4y
2
2
]
g3,
Wa1 =
(
x3y4 +
2
2µ+1x4y3
)
g2
+ 12µ+1
[
2x22y3y4 + 2
8µ+5
2µ+3x2x3y2y4 + (2µ+ 3)x2x4y2y3 + 2x3x4y
2
2
]
g3,
Xa1 =
(
x1y2 +
2
2µ+1x2y1
)
g2
+ 12µ+1
[
2x24y1y2 + 2
8µ+5
2µ+3x2x4y1y4 + (2µ+ 3)x1x4y2y4 + 2x1x2y
2
4
]
g3,
Ya1 =
(
x1y3 +
2
2µ+1x3y1
)
g2
+ 12µ+1
[
2x24y1y3 + 2
8µ+5
2µ+3x3x4y1y4 + (2µ+ 3)x1x4y3y4 + 2x1x3y
2
4
]
g3,
Za1 =
(
x3y2 +
2
2µ+1x2y3
)
g2
+ 12µ+1
[
2x24y2y3 + 2
8µ+5
2µ+3x2x4y3y4 + (2µ+ 3)x3x4y2y4 + 2x2x3y
2
4
]
g3,
Aa2 =
(
x2y3 +
2
2µ+1x3y2
)
g2
+ 12µ+1
[
2x24y2y3 + 2
8µ+5
2µ+3x3x4y2y4 + (2µ+ 3)x2x4y3y4 + 2x2x3y
2
4
]
g3,
Ba2 =
(
x4y3 +
2
2µ+1x3y4
)
g2
+ 12µ+1
[
2x22y3y4 + 2
8µ+5
2µ+3x1x3y2y3 + (2µ+ 3)x2x3y2y4 + 2x3x4y
2
2
]
g3,
Ca2 =
(
x4y2 +
2
2µ+1x2y4
)
g2
+ 12µ+1
[
2x23y2y4 + 2
8µ+5
2µ+3x3x4y2y3 + (2µ+ 3)x2x3y3y4 + 2x2x4y
2
3
]
g3,
Da2 =
(
x1y4 +
2
2µ+1x4y1
)
g2
+ 12µ+1
[
2x23y1y4 + 2
8µ+5
2µ+3x3x4y1y3 + (2µ+ 3)x1x3y3y4 + 2x1x4y
2
3
]
g3,
Ea2 =
(
x2y4 +
2
2µ+1x4y2
)
g2
+ 12µ+1
[
2x23y2y4 + 2
8µ+5
2µ+3x3x4y2y3 + (2µ+ 3)x2x3y3y4 + 2x2x4y
2
3
]
g3,
Fa2 = g1 +
2µ+3
2µ+1 (x3y3 + x4y4) g2 +
1
2µ+1
(
4µ2+24µ+19
2µ+3 x3x4y3y4 + 2(x
2
3y
2
4 + x
2
4y
2
3)
)
g3,
Ga2 = g1 +
2µ+3
2µ+1 (x1y1 + x4y4) g2 +
1
2µ+1
(
4µ2+24µ+19
2µ+3 x1x4y1y4 + 2(x
2
1y
2
4 + x
2
4y
2
1)
)
g3,
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Ha2 = g1 +
2µ+3
2µ+1 (x2y2 + x4y4) g2 +
1
2µ+1
(
4µ2+24µ+19
2µ+3 x2x4y2y4 + 2(x
2
2y
2
4 + x
2
4y
2
2)
)
g3,
Ia2 =
2
2µ+1(x1y2+x2y1)g2+
(
4
2µ+1x1x4y2y4 +
4
2µ+1x2x4y1y4 +
4
2µ+3x
2
4y1y2 + x1x2y
2
4
)
g3,
Ja2 =
2
2µ+1(x1y2+x2y1)g2+
(
4
2µ+1x1x4y2y4 +
4
2µ+1x2x4y1y4 +
4
2µ+3x1x2y
2
4 + x
2
4y1y2
)
g3,
Ka2 =
2
2µ+1(x1y3+x3y1)g2+
(
4
2µ+1x1x4y3y4 +
4
2µ+1x3x4y1y4 +
4
2µ+3x1x3y
2
4 + x
2
4y1y3
)
g3,
La2 =
2
2µ+1(x2y4+x4y2)g2+
(
4
2µ+1x2x3y3y4 +
4
2µ+1x3x4y2y3 +
4
2µ+3x2x4y
2
3 + x
2
3y2y4
)
g3,
Ma2 =
2
2µ+1(x1y4+x4y1)g2+
(
4
2µ+1x1x2y2y4 +
4
2µ+1x2x4y1y2 +
4
2µ+3x1x4y
2
2 + x
2
2y1y4
)
g3,
Na2 =
2
2µ+1(x1y4+x4y1)g2+
(
4
2µ+1x1x3y3y4 +
4
2µ+1x3x4y1y3 +
4
2µ+3x1x4y
2
3 + x
2
3y1y4
)
g3,
Oa2 =
2
2µ+1(x1y4+x4y1)g2+
(
4
2µ+1x1x3y3y4 +
4
2µ+1x3x4y1y3 +
4
2µ+3x
2
3y1y4 + x1x4y
2
3
)
g3,
Pa2 =
2
2µ+1(x2y4+x4y2)g2+
(
4
2µ+1x2x3y3y4 +
4
2µ+1x3x4y2y3 +
4
2µ+3x
2
3y2y4 + x2x4y
2
3
)
g3,
Qa2 =
2
2µ+1(x2y4+x4y2)g2+
(
4
2µ+1x1x2y1y4 +
4
2µ+1x1x4y1y2 +
4
2µ+3x2x4y
2
1 + x
2
1y2y4
)
g3,
Ra2 =
2
2µ+1(x3y4+x4y3)g2+
(
4
2µ+1x1x3y1y4 +
4
2µ+1x1x4y1y3 +
4
2µ+3x3x4y
2
1 + x
2
1y3y4
)
g3,
Sa2 =
2
2µ+1(x2y3+x3y2)g2+
(
4
2µ+1x2x4y3y4 +
4
2µ+1x3x4y2y4 +
4
2µ+3x2x3y
2
4 + x
2
4y2y3
)
g3,
Ta2 =
2
2µ+1(x1y3+x3y1)g2+
(
4
2µ+1x1x4y3y4 +
4
2µ+1x3x4y1y4 +
4
2µ+3x
2
4y1y3 + x1x3y
2
4
)
g3,
Ua2 =
2
2µ+1(x3y4+x4y3)g2+
(
4
2µ+1x2x3y2y4 +
4
2µ+1x2x4y2y3 +
4
2µ+3x
2
2y3y4 + x3x4y
2
2
)
g3,
Va2 =
2
2µ+1(x3y4+x4y3)g2+
(
4
2µ+1x1x3y1y4 +
4
2µ+1x1x4y1y3 +
4
2µ+3x
2
1y3y4 + x3x4y
2
1
)
g3,
Wa2 =
2
2µ+1(x3y4+x4y3)g2+
(
4
2µ+1x2x3y2y4 +
4
2µ+1x2x4y2y3 +
4
2µ+3x3x4y
2
2 + x
2
2y3y4
)
g3,
Xa2 =
2
2µ+1(x2y3+x3y2)g2+
(
4
2µ+1x2x4y3y4 +
4
2µ+1x3x4y2y4 +
4
2µ+3x
2
4y2y3 + x2x3y
2
4
)
g3,
Ya2 =
2
2µ+1(x2y4+x4y2)g2+
(
4
2µ+1x1x2y1y4 +
4
2µ+1x1x4y1y2 +
4
2µ+3x
2
1y2y4 + x2x4y
2
1
)
g3,
Za2 =
2
2µ+1(x1y4+x4y1)g2+
(
4
2µ+1x1x2y2y4 +
4
2µ+1x2x4y1y2 +
4
2µ+3x
2
2y1y4 + x1x4y
2
2
)
g3,
Aa3 =
2
2µ+1 (x1x3y2y4 + x1x4y2y3 + x2x3y1y4 + x2x4y1y3) g3
+
(
4
2µ+3x1x2y3y4 + x3x4y1y2
)
g3,
Ba3 =
2
2µ+1 (x1x2y3y4 + x1x3y2y4 + x2x4y1y3 + x3x4y1y2) g3
+
(
4
2µ+3x1x4y2y3 + x2x3y1y4
)
g3.
Ca3 =
2
2µ+1 (x1x3y2y4 + x1x4y2y3 + x2x3y1y4 + x2x4y1y3) g3
+
(
4
2µ+3x3x4y1y2 + x1x2y3y4
)
g3,
Da3 =
2
2µ+1 (x1x2y3y4 + x1x4y2y3 + x2x3y1y4 + x3x4y1y2) g3
+
(
4
2µ+3x1x3y2y4 + x2x4y1y3
)
g3,
Ea3 =
2
2µ+1 (x1x2y3y4 + x1x4y2y3 + x2x3y1y4 + x3x4y1y2) g3
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+
(
4
2µ+3x2x4y1y3 + x1x3y2y4
)
g3,
Fa3 =
2
2µ+1 (x1x2y3y4 + x1x3y2y4 + x2x4y1y3 + x3x4y1y2) g3
+
(
4
2µ+3x2x3y1y4 + x1x4y2y3
)
g3,
Segunda conjetura
Se puede conjeturar (manualmente y nume´ricamente se verifico´ hasta d = 11 variables)
que la matriz K
(2,2)
n (x‖x‖=1,y‖y‖=1) tiene sus d4 entradas distribuidas de la siguiente
forma:
1. d2 entradas aparecen so´lo una vez.
2. d2(d− 1) entradas aparecen 2 veces cada una.
3.
[
d(d−1)
2
]2
entradas aparecen 4 veces cada una.
Lema 3.3. Dado An, definidos en (3.20). Cuando n −→∞,
An =
2Γ(µ+ d2 + 1)
Γ(2µ+ d+ 1)
nµ+
d
2 (1 +O(n−1)), (3.42)
Demostracio´n. Se obtiene directamente aplicando la fo´rmula de Stirling en (3.20).
A continuacio´n se analiza el comportamiento de g1, g2 y g3, en dos situaciones: cuando
x = y y cuando x = −y,
Teorema 3.5. Dados g1, g2 y g3 definidos en (3.39), (3.40) y (3.41). Cuando n −→∞.
1. Si x = y
g1 = n
2µ+d+4(1 +O(n−1)), (3.43)
g2 = n
2µ+d+6(1 +O(n−1)), (3.44)
g3 = n
2µ+d+8(1 +O(n−1)), (3.45)
2. x = −y
g1 = n
2µ+d+3(1 +O(n−1)), (3.46)
g2 = n
2µ+d+5(1 +O(n−1)), (3.47)
g3 = n
2µ+d+7(1 +O(n−1)), (3.48)
Demostracio´n. 1. Cuando x = y, g1, g2 y g3 estan dados por:
g1 = AnCn,α,α−1Cn−1,α+1,αP
(α+2,α+1)
n−2 (1) ,
g2 = AnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1P
(α+3,α+2)
n−3 (1) ,
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g3 = AnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1Cn−3,α+3,α+2P
(α+4,α+3)
n−4 (1) .
Aplicando (1.15), (1.17), el Lema 3.3. y multiplicando por algunas constantes que
dependen de µ y d, cuando n −→∞,
g1 = n
2µ+d+4(1 +O(n−1)),
g2 = n
2µ+d+6(1 +O(n−1)),
g3 = n
2µ+d+8(1 +O(n−1)),
2. Cuando x = −y, g1, g2 y g3 estan dados por:
g1 = AnCn,α,α−1Cn−1,α+1,αP
(α+2,α+1)
n−2 (−1) ,
g2 = AnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1P
(α+3,α+2)
n−3 (−1) ,
g3 = AnCn,α,α−1Cn−1,α+1,αCn−2,α+2,α+1Cn−3,α+3,α+2P
(α+4,α+3)
n−4 (−1) .
Aplicando (1.16), (1.17), el lema 3.3. y multiplicando por algunas constantes que
dependen de µ y d, cuando n −→∞,
g1 = n
2µ+d+3(1 +O(n−1)),
g2 = n
2µ+d+5(1 +O(n−1)),
g3 = n
2µ+d+7(1 +O(n−1)),
3.3.3. Dos teoremas importantes
Teorema 3.6. Dada la funcio´n nu´cleo Kn(x,y) asociada con {Pn(x)}n>0, la SPO con
respecto a (3.17).uando n −→∞ se tiene:
1. K
(0,2)
n (0,y) = nd+2(1 +O(n−1)) si ‖y‖ = 0,
2. K
(0,2)
n (0,y) = n
d+3
2 (1+O(n−1)) uniformemente dentro del compacto Bd−{0},
3. K
(0,2)
n (0,y) = n
µ+ d+3
2 (1 +O(n−1)) si ‖y‖ = 1.
Demostracio´n. 1. Se toma (3.25), cuando se evalu´a en ‖y‖ = 0 el primer te´rmino des-
aparece y considerando (1.15), (1.17) y el Lema 3.2. se obtiene la expresio´n esperada.
2. Se obtiene empleando el hecho que
∣∣∣P (a,b)n (t)∣∣∣ ≤ Cn−1/2 uniformemente dentro del
compacto t ∈ (−1, 1) y (1.17) y el Lema 3.2.
3. Se toma (3.25), cuando se evalu´a en ‖y‖ = 1 el segundo te´rmino desaparece y
considerando (1.16), (1.17)y el Lema 3.2. se obtiene la expresio´n esperada.
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Teorema 3.7. Sea K˜n(x,y) la funcio´n nu´cleo asociada con {Qn(x)}n≥0, el sistema de
polinomios ortogonales respecto a (3.5), donde 〈f, g〉σ es como en (3.17) . Sea Kn(x,y)
la funcio´n nu´cleo asociada con {Pn(x)}n≥0, el sistema de polinomios ortogonales cla´sicos
sobre la bola unidad respecto a (3.17). Entonces, cuando n −→∞,∣∣∣K˜n(x,y)−Kn(x,y)∣∣∣ −→ 0 en un subconjunto compacto en el interior de Bd − {0}.
La prueba del teorema anterior se puede consultar en [11].
CAPI´TULO 4
Problemas abiertos
1. En el cap´ıtulo 3 se realizaron dos conjeturas acerca de la distribucio´n de las d4
entradas de las matrices K
(2,2)
n (0,y‖y‖=1) y K
(2,2)
n (x‖x‖=1,y‖y‖=1), queda para un
pro´ximo trabajo analizar estas conjeturas y demostrarlas.
2. En el presente trabajo se analizo´ el siguiente producto interno tipo Sobolev de orden
superior:
〈P (x), Q(x)〉µ = 〈P (x), Q(x)〉σ + λ∇(j)P (ξ)(∇(j)Q(ξ))T
=
∫
E
P (x)Q(x)dσ(x) + λ∇(j)P (ξ)(∇(j)Q(ξ))T ,
donde ξ ∈ Rd, λ ∈ R+, E ⊆ Rd, j ∈ N y σ es una medida positiva en Rd; para un
ejemplo en particular de polinomios en varias variables sobre la bola unidad.
Queda pendiente realizar el estudio del producto interno anterior con una
medida positiva σ diferente a la empleada en el cap´ıtulo 3, incluso no necesariamen-
te una medida en la bola unidad en d variables, sino en otros conjuntos como por
ejemplo el simplex en d variables.
3. Generalizar el producto interno tipo Sobolev del literal anterior, no solamente per-
turbando con un operador gradiente de orden j, sino perturbando con la suma de n
operadores gradientes de orden a lo sumo n. Es decir,
〈P (x), Q(x)〉ω = 〈P (x), Q(x)〉σ +
n∑
k=0
λk∇(k)P (ξ)(∇(k)Q(ξ))T .
4. Realizar un estudio del comportamiento asinto´tico para funciones nu´cleo asociadas a
polinomios en varias variables con otro tipo de perturbaciones. Por ejemplo productos
internos tipo Sobolev de la forma:
〈P (x), Q(x)〉υ = 〈P (x), Q(x)〉σ + λ
n∑
k=0
∂P (ξ)
∂n
∂Q(ξ)
∂n
,
53
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donde ξ ∈ Rd, λ ∈ R+ y ∂f(x)∂n denota la derivada normal sobre la esfera unidad en
d variables Sd−1, es decir:
∂f(x)
∂n
= x1
∂
∂x1
f(x) + x2
∂
∂x2
f(x) + · · ·+ xd ∂
∂xd
f(x).
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