I. INTRODUCTION
One of the key problems in automatic face recognition concerns the variability in a person's appearance that is present in an image due to changes in pose. The input face image of a person presented to a face recognition system is not usually taken from an identical view-point as that used for the face image of the same person in the database. Therefore, it is important that an automatic face recognition system is able to cope with possible view-point variations between different images taken of the same face.
Several of the methods that have been reported in the literature, have demonstrated some ability to reduce their sensitivity to variations in pose. The basic principle of these methods is to synthesise a front-view of the face image so that a direct comparison of the input face image with the corresponding image contained in the database could become feasible. The existing methods can be classified into two groups: example-based and 3D model-based.
The example-based methods use 2D views of prototype faces that sample different rotations out of the image plane. Different algorithms have been proposed for using the information in the prototype views to synthesise new views of a person. Ullman and Basri [14] have shown that a 2D view of an object under rigid 3D transformation can be obtained as a linear combination of a small set of 2D example views, where the 2D view representation is a vector of locations of a set of feature points. Poggio and Vetter
[ll] have discussed this linear-combination approach in the case where only one example view is available for an object. They employ the idea of using prior knowledge of the object class to generate virtual views. Two types of prior knowledge have been explored: knowledge of 3D object symmetry, and example images of objects of the same class. Beymer and Poggio [5] have used an automated labelling algorithm that computes the correspondence between every pixel of the two images rather than just for a hand-selected subset of feature points. Jones and Poggio [9] have employed a stochastic gradient descent algorithm to match the models of faces.
The 3D model-based methods use a 3D model of a head to predict the appearance of a face under different pose. The aspect of synthesising face images using 3D head models has been explored in [1]-[2], [6], [12] . In the 3D head model technique, a face shape is represented either by a polygonal model or by a more complicated multi-layer mesh that simulates the face tissue. Once a 2D face image texture is mapped onto the 3D head model, the face can be treated as a traditional 3D object.
Atick et al., [4] use linear combinations of 3D data (without correspondence) taken from a Cyberware scanner to build a 3D head model. Principal Components Analysis (PCA) has been used to derive a low-dimensional parameterisation of the head space. By assuming that an individual's head can be described using, for instance, 200 coefficients obtained from a projection of the head to the head space, a minimisation technique can then be used to estimate these coefficients. In each iteration of the minimisation process, the coefficients are estimated, the head is built, a 2D face image is rendered, and an error function of the distance between the rendered face image and the 3D head is calculated.
The hybrid example-model-based algorithm proposed in this paper is based on Atick et al.'s method, but differs from theirs in a number of ways; in particular, it does not require optimisation. A full description of the algorithm is provided in the next section. 
METHOD
Most algorithms, which attempt to extract shapefrom-shading, are designed for images of arbitrary objects with smooth brightness variations [SI. These algorithms estimate shapes, present in a space which possesses a large number of degrees of freedom, from the limited informakion contained within an image. Therefore, the perflormance of these algorithms are restricted in their practical application. Since human faces are the only objects of interest in face recognition, the shape-fronn-shading method can be carried out more efficiently if the knowledge about the face class is taken into account.
One way to incorporate the knowledge about the face class into the shape-from-shading method is to utilise an ensemble of shapes of human heads. Human head shape is consistent across people. The structure is invariably the same; all humans have eyes, noses, mouths, foreheads, and cheeks. The variability from one head to another is relatively small. Nevertheless, it is these small structural deviations that give a face its unique identity.
In the proposed approach, a database of 3D human heads, including 2:D textures and 3D surfaces, are utilised for the construction of individual 3D heads from 2D face images. The head database consists of sixty-three 3D head models generated from stereo images obtained using the C3D system at The Turing Institute. Figure 1 shows samples of 2D face images taken from different view-points that are rendered from a 3D head and the head's texture.
A . Pose Estimation
The first step of' synthesising a frontal view of a face from an arbitrary view is to estimate the pose of the face. Fuzzy logic and neural networks have been used to develop a face detection module [lo] Prior to the extraction of the 1331 face spaces for different views, the following procedure is performed. The size of each rendered image is set to 128x128. A reference image is chosen for each of the 1331 set of images. Within each set of face images, a morphological transformation [15] is performed on the reference image representing the set, and on the rest of images within the set. This transformation can be described as a point-to-point and area-to-area transition of one image into another. When one face transforms into another face, the transformation of the outline and components (nose, left eye, etc.) of the initial face to their corresponding outline and components of the destination face is also set. (1) ).
The ensembles of 3D surfaces are manually normalised to adjust scales, orientations, and positions of heads. This is done by marking the key-points on the surface and the centre of the head, and by rotating, scaling, and translating each head to match the marked point between the head being normalised and the reference head. PCA is again used to derive a dimensionally reduced presentation of surfaces. The corresponding coefficients, namely s, are then calculated as for a in (4).
Having parametrised the space of head surfaces, an individual head can be constructed by specifying the coefficients, s. The basic principle here is that the projection of the face image DN onto the face space yields the same coefficients as the projection of its corresponding 3D surface onto the surface space. After projecting the face image onto the face space, the coefficients obtained are then used for the calculation of the 3D surface. A linear combination of the basis vectors that form the surface space produces the surface of the face image under consideration. Having calculated the 3D surface and the 2D face image, the 3D head is reconstructed using texture mapping [7] .
C. Synthesis of the Front View Face
Once a 3D head is constructed from a 2D face image, 2D face images can be rendered under different pose and lighting effects. For face recognition, a standard front-view face image can be rendered because the known face database contains front-view images. Figure 7 displays a 2D face image, and three face images rendered from its calculated 3D head.
RESULTS
In order to assess the performance of the proposed system, the following experiment is carried out. A test database of 30 people, collected by Bernard Achermann at the University of Bern, is used for this study. In this database, 10 images with variations of up to f45' of the head positions (facing the camera, right, left, down, and up) are taken for each person. Each image contains one well-illuminated face with a uniform background. Some face images may contain spectacles, moustache, and/or beard. The total number of face images is 300. By rotating each image 
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randomly within the range of rt45" twice, 600 extra images are produced and added to the data set, resulting in a total of 900 images. Figure 8 illustrates sample face images from this database.
From this database, 30 front-view images are copied into a known face database containing 236 face images of 236 different people under standard pose, thereby increasing the known face database to 266 front-view face images. The eigenfaces method [13] is then trained on the images of the known face database.
The images of the test database is presented to the eigenfaces method in two steps. In the first step, the face images of the test database are presented to the eigenfaces method without processing them. In the second step, however, the face images are presented to the proposed pose correction system, and the synthesised front-view face images are presented to the eigenfaces method. Table I , the proposed pose correction system significantly increases the performance of a standard face recognition system.
IV. CONCLUSIONS
A method for synthesising a front-view face image from the image of the same face with an arbitrary pose, has been presented in this paper. Using a 3D head database, 2D face images of different views are rendered. The face images are allocated to different sets; each set represents a particular pose. A ref- Simulation results reveal that the recognition success rate for the proposed methods is higher than that for the traditional eigenfaces method. 
