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Abstract
We present the development of a nonlinear reduced-order formulation for the simulation
of geometrically-nonlinear responses of flexible aircraft and other aeroelastic systems.
The theoretical foundation of the formulation will be presented first, based on a modal
projection of the intrinsic description for beams, coupled with a 2-D unsteady aerody-
namic description. We will then investigate the preservation of conservation laws in the
proposed method and develop the numerical details in a practical implementation of the
method in MATLAB. In this work we also developed a method of obtaining coeffcients
of the nonlinear modal beam equations by means of a condensation process, based on
the direct application of Guyan reduction of a high-fidelity 3D FE model. Structural
and aeroelastic simulations will be presented to verify the implementation of the method
against theory and published results, as well as demonstrating the numerical properties
of the approach. Static trim, stability analysis and open-loop nonlinear flight simulations
using the framework will be demonstrated on a highly-flexible flying wing and compared
with published results, as well as carrying out control design and closed-loop nonlinear
simulations to demonstrate the capabilities of the proposed reduced-order method.
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1 Introduction
1.1 Context and motivation
High-altitude, long-endurance (HALE) aircraft are a class of air vehicles designed to
operate for extended periods at high altitudes. The ability to remain on station for
days or even months opens the possibilities for potential missions including long-range
communication relay, aerial survey or general atmospheric research. Some of these tasks
are currently carried out by satellites that are far more expensive to operate, service
or replace than aircraft. Advances in sensor and communication technology resulted in
an interest in developing aircraft for such tasks, often unmanned due to their mission
profile, in recent years [10].
As a result of their mission requirement, HALE aircraft need to be made as efficient
as possible to minimise power requirements, thus an important aspect of their design is
maximising aerodynamic efficiency. Henderson and Holmes [11] indicated that for most
subsonic aircraft configurations, induced drag contributes about 50 percent of the total
drag of the aircraft throughout its flight profile. Due to the presence of wing-tip vortices,
the lift-to-drag ratio of a finite wing reduces to that of the aerofoil section for an infinite
aspect ratio [12] with the induced drag being inversely proportional to aspect ratio at low
aspect ratios [13]. Thus, aircraft designed for very long endurance tend to feature wings
with a very high aspect ratio. Another result of the endurance requirements means that
wings on HALE aircraft should be made as light as possible, resulting in a reduction
in stiffness. Consequently, large deformations of the wings during flight is common, as
can be seen in Figure 1(a). A review of these non-conventional aircraft and many other
configurations can be found in the work by Livne and Weisshaar [14].
Solar power provides an alternative power source to these types of aircraft without
the endurance being limited by fuel storage, as power can be replenished during daytime
flight. However the amount of sunlight that can be captured by on-board solar cells also
means the design must be particularly efficient, as indicated by Noth [15]. An example
of such aircraft is the Helios prototype UAV (unmanned aerial vehicle), shown in Figure
1(a) which represents an attempt to use solar power to power continued flight lasting
for days. Other aircraft or proposed designs with similar targets include the QinetiQ
Zephyr, shown in Figure 1(b) and the DARPA Vulture and Aurora programmes. Boeing
is also exploring the use of liquid hydrogen as a source of power in their Phantom Eye
programme. Finally, there is also a rapidly growing commercial interest in this class of
aircraft. Ascenta, recently acquired by facebook, is developing HALE UAVs that would
function as aerial survey platforms and communication relays in less-developed areas
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(a) The Helios Prototype. Source:
http://en.wikipedia.org/wiki/NASA Helios
(b) The QinetiQ Zephyr. Source:
https://www.flickr.com/photos/qinetiq/4638654958
Figure 1: Experimental solar-powered HALE aircraft.
at the time of writing (Jan 2015). Google also acquired Titan Aerospace, a maker of
‘atmospheric satellites’ with an intended application in similar areas. The trend towards
slender and lighter wings are not limited to UAV designs. The push to design more
environment-friendly airliners and obvious economic gains has also resulted in the wings
of commercial airliners becoming more slender and less stiff. Such design philosophy is
already applied to some extent on the Boeing 787, whose wingtip will experience a static
deflection of 10 feet (3 metres) during normal flight, meanwhile Thiede [16] indicated
that 1% drag reduction on the Airbus A340 could save 400000 litres of fuel per year and
5000kg emission.
The development of HALE aircraft was not always smooth. The large dynamic de-
flections experienced by slender and lightweight wings are geometrically-nonlinear and
could lead to behaviours not captured by linear design tools or not anticipated by lin-
ear control designs. It is generally acknowledged that such effects contributed to the
loss of Helios airframe in 2003. The airframe was lost due to unstable dynamic oscilla-
tions arising from a gust disturbance following a prior change in payload distribution,
subsequently causing structural failure. The report into the loss of the Helios airframe
highlighted the need to [17]:
“Develop more advanced, multidisciplinary (structures, aeroelastic, aerodynamics,
atmospheric, materials, propulsion, controls, etc) ‘time-domain’ analysis methods ap-
propriate to highly flexible, ‘morphing’ vehicles.”
The lack of a fundemental understanding into their combined effect has prompted
research into the nonlinear aeroelastic and flight dynamic behaviour of very flexible
airframes, as well as the modelling and control of these structures. A review of research
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in this field will be presented in the following sections.
In summary, despite the significant progress made by various experimental designs
of HALE aircraft, geometrical nonlinearities remains a very real challenge in the de-
velopment of these very flexible airframes. The creation of new computational tools is
necessary to address this question and enable these aircraft to serve in practical roles. In
addition, geometrically nonlinear aeroelastic systems also appear in other closely related
fields. These include flapping wing aircraft [18, 19], where elastic deformations as well
as large rigid-body rotations are experienced by the wings during operation. Helicopter
and wind turbine blades also feature slender rotor blades whose rotation also brings
about nonlinear effects [20, 21]. These areas face similar challenges in modelling the ge-
ometrically nonlinear behaviour of their respective structures and will also benefit from
research in this area.
1.2 Review of the State-of-the-Art in Flexible Aircraft Dynamics Mod-
elling
In this section we will try to provide a brief overview of recent developments in the
aeroelastic modelling of very flexible aircraft. Structural and aerodynamic models of
various fidelities as applied to flexible aircraft modelling will be reviewed first. Among the
range of structural models, the use of geometrically-nonlinear beam formulations is very
common in the modelling of slender airframes and is treated in more detail. We will also
review the techniques, e.g. homogenisation, to obtain the structural property definitions
used in such a nonlinear beam model of the airframe. The review of the aerodynamic
models will focus on 3D potential flow and 2D models, as full 3D CFD methods are not
normally used in modelling dynamic aeroelastic interactions on slender airframes with
geometrically-nonlinear deformations. We will subsequently examine existing flexible
aircraft dynamics modelling frameworks, noting their choice of modelling fidelities for
their particular applications and the associated advantages and drawbacks. Finally
we will make a brief review of both linear and nonlinear active control methodologies
that have been investigated for flexible aircraft applications. This will also include the
application of linear and nonlinear model order reduction methods in flexible aeroelastic
systems that are carried out for the purpose of control design.
1.2.1 Geometrically-Nonlinear Structural Modelling
Here we are concerned about geometric nonlinearities in structural models which exist
due to the presence of large displacements and finite rotations, and are the primary source
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of nonlinearity in a very flexible slender structure. The incorporation of finite rotations
in computational structural dynamics has been subject to much research. Modelling
flexible-body dynamics using geometrically nonlinear 3D elements is possible and are
included in standard FE solvers [22]. It is not the purpose of this work to make a
detailed review on geometrically-nonlinear FE methods, however it is generally accepted
that such techniques are associated with very high computational costs for models of
practical sizes.
Structures that are capable of undergoing large deformations by design commonly
have a dominant dimension. For these structures a fidelity reduction is possible in the
form of beam and shell theories, where the full 3D degrees of freedom are reduced into a
much smaller number of variables describing e.g. sectional strain and stress resultants,
with the appropriate cross-sectional properties that describe the linear material property
distributions at each section [23]. These theories can accurately capture the dynamics
of the full structure down to the length scale of the typical section sizes. Meanwhile the
process of obtaining such sectional definitions, called homogenisation, shall be reviewed
later.
The beam or plate theories subsequently describe the dynamics of the 3D structure
as the dynamics of the reference line / surface in the beam / shell model. Owing to this
reduction in fidelity, geometrically-nonlinear beam and shell simulations are much less
computationally demanding than a full nonlinear simulation using 3D FE elements of
the same structure and suffer much less from the numerical problems associated with
nonlinear solid elements. These advantages made beam and shell theories good choices
in the modelling of most geometrically-nonlinear aeroelastic systems, and the nonlinear
aeroelastic response of very flexible airframes are typically modelled using geometrically
nonlinear beam theory [24–31]. In addition, nonlinear beam theory is also used to model
helicopter blade dynamics [21] and large (typically off-shore) wind turbine blades [20,32],
whereas nonlinear plate and shell theories have found their application in modelling
flapping-wing aircraft [18, 19, 33], although beam theory have also been used for this
purpose in [34].
In this review we shall limit our discussion to the geometrically-exact composite
beam theory. Composite beam theory was developed from the original Euler-Bernoulli
beam theory by allowing non-uniform warping of the cross-section within the linear
regime (the warping field) [35]. The extension of composite beam theory to include
geometrical nonlinearities involves the treatment of beam kinematics in the presence
of finite rotations. Overviews of geometrically-nonlinear beam theories can be found
in [23,36,37]. Cosserat [38] first described a model for nonlinear analysis of space-curved
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beams and was subsequently adapted by Love [39] and Reissner [40] into an inertial-frame
formulation. Simo and Vu-Quoc [2,41] were then able to generalise the description to full
3D using quaternion representation of finite rotations. In contrast, Geradin and Cardona
[1] formulated the problem using cartesian rotation vectors. Another formulation based
on rotation matrices has been described by Danielson et al. [35] following an analysis of
the application of rotations matrices in such setting [42].
As well as representation of rotations, the geometrically-nonlinear composite beam
theory has been formulated using a number of different selections of primary variables.
Palacios et al. [43] provides a detailed review of the range of formulations. Formulations
based on nodal displacement are most commonly found in the literature and general-
purpose FE implementations [3,23,44], with the advantage of displacement and rotation
informations being readily available. In contrast, the three-field mixed variational for-
mulation by Hodges [45] retains internal (local) velocities, strains and rotations all as
primary variables. The formulation requires a larger number of variables but with con-
siderably simplified equations, it also easily addresses the issue of rotation objectivity,
where a rotation of coordinate systems may generate different results due to the neces-
sary truncation of infinite-order rotational couplings. Finally, Crisfield and Jelenic [46]
demonstrated that while many displacement-based implementations violated rotational
objectivity, they also showed that numerical schemes can be tailored to be free of this
issue.
The strain-based formulation developed by Su and Cesnik [27] uses only the beam’s
internal strains as primary variables instead of displacements. This provides the ad-
vantage of having a constant stiffness matrix which does not require updating, however
post-processing is required to reclaim displacement and rotation variables. A two-field
intrinsic formulation that uses both internal (local) velocities and stresses was developed
by Hodges [47], with Macchelli [48] independently arriving at a similar formulation for
the purpose of control design. The formulation doubles the number of variables from the
strain-based formulation, however it reduces the nonlinear couplings in the equation to
an order of two (i.e. quadratic). The use of local variables such as strains is not limited to
beam theory, references [49,50] demonstrated the stability advantage of formulation us-
ing local variables in modelling contacts and incompressible solids, Cannarozzi et al. [51]
also applied a similar formulation to thermoelastic modelling.
Despite being geometrically nonlinear, geometrically-exact beam and shell theories
are cast under linear elastic assumption, that although the overall displacements and
rotations during deformation can be large, the strains at each location remains small and
within the range of linear material behaviour. Structural and material nonlinear effects
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can also be incorporated into the sectional property definitions to account for material
nonlinearities or other effects such as freeplay or wrinkling are also common. For example
Su and Cesnik [7] applied a skin wrinkling correction to the modelling of flexible airframes
that reduces torsional stiffness at large bending strains. Such corrections however are
not within the framework of reduced-fidelity theories and are best captured by full 3D
simulations.
At open or constrained ends of a beam, the sectional warping field changes from
the interior solutions. This is especially true in torsion, where it is widely known that
composite beam theory require a higher-order correction term near ends of the beam
to accurately describe the dynamics at these locations and have been implemented in
commercial FE software [52]. This correction requires additional parameters and results
in higher-order beam theories, a version of which can be found in [53].
The structural equations usually encountered in flexible multibody dynamics are
numerically stiff due to the large range of eigenvalues in the system. The stiffness often
requires the use of implicit time-marching schemes that are unconditionally stable, most
importantly represented by the Newmark family that feature unconditional stability
with numerical dissipation at high frequencies. The original Newmark method [54] can
be modified to operate on nonlinear problems using Newton-Raphson subiterations, as
presented in the book by Geradin and Rixen [55]. Other dissipative methods based on
the Newmark scheme with better accuracy for low frequency are reviewed by Fung [56].
When a structure with a uniform section is modelled as a beam, the sectional material
properties can be obtained through a cross-sectional analysis, such as the variational
asymptotic method [57]. This is a very well-developed theory and cross-sectional/unit-
cell analysis tools exist [58–60] that extracts the sectional property definitions from an
arbitrary section shape and material distribution. It is often the case that the beam
approximates a structure that does not have a uniform section. In order to obtain the
equivalent sectional properties on these non-uniform structures, homogenisation methods
have been applied to 3D periodic slender structures such as those with regular structural
members or lattice structures. Examples of works in this area include [61–63] and more
recently that of Dizy et al. [64].
1.2.2 Unsteady Aerodynamic Modelling of Slender Wings
Nonlinear aeroelastic analysis of very flexible aircraft with the aerodynamics given by
direct solutions to the Navier-Stokes (typically RANS approximation) equations have
been conducted by a number of authors [65–68]. It is interesting to note that the
24
Navier-Stokes
Panel Methods, UVLM
DLM
Lifting Line
Wagner/Theodorsen
2D RFA/State Space
3D Inviscid Flow
Flat Wake
Quasi-Steady
2D Small Disturbance Inviscid Flow
Rational Function Aerofoil Coefficients
Figure 2: Fidelities of aerodynamic models (blue) and their associated assumptions
(red).
examples shown in these works were static solutions. Dynamic CFD simulations are
very expensive especially at the relatively low Reynolds number where HALE aircraft
typically operates, which corresponds to transitional flow conditions. Additionally when
the aerodynamic surfaces encounter large deflections, mesh deformations or re-meshing,
also very expensive operations, are required. The acceleration of CFD simulations is an
area of very active research and its outside the scope of this work, but despite advances
in computing power and algorithms, CFD remains impractical for full-vehicle dynamic
simulations with large wing excursions. Research into very flexible dynamic aeroelastic
systems have thus focused on the application of low- to medium-fidelity aerodynamic
models instead and will be the subject of review in this section. Figure 2 illustrates the
range of aerodynamic modelling fidelities that will be reviewed.
The normal operating conditions of flexible aircraft designs that are of interest in this
work are associated with low-speed attached flow, this fact makes incompressible poten-
tial flow solutions a very attractive alternative. In addition, as drag does not significantly
affect the structural dynamic response of flexible airframes, the lack of viscous drag in a
potential-flow solution is not critical in this application. Practical potential flow methods
for low-speed aerodynamics have been developed extensively and are readily found in
standard textbooks [69–71]. The underlying philosophy behind potential flow methods
is that the governing equation for incompressible potential flow can be formulated as a
boundary-value problem. Rather than solving the entire flow field by discretising the
entire volume, the linear governing equations can be solved by finding a superposition
of singularities, or elementary solutions, which satisfies the boundary conditions in the
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problem. The boundary conditions are typically non-penetration conditions on lifting
surfaces that enforces zero normal velocity at selected collocation points, and the Kutta-
Joukowski condition to enforce uniqueness of solution. The use of singularities lead to
a much lower number of unknowns in the problem than FE discretisations, however as
each singularity solution interacts with each other, the resulting numerical system re-
quires inversion of fully populated matrices as compared to very sparse matrices that
normally results from FE-type methods. The associated reduction in computational cost
in potential flow methods enabled them to be used widely in aircraft design and analysis,
transforming the aircraft design process at times when computing power is still very lim-
ited [72]. Apart from modelling traditional wing designs, the effectiveness of the UVLM
method was also demonstrated on delta wings, however the method functions less well
when the separation point is not easily known, including situations such as stall [69].
Among the many choices of singularity elements, the Doublet Lattice Method (DLM)
[73,74] is the standard method used in the aircraft industry and stands out as a frequency-
domain description of potential flow. The method uses doublet panels with a fixed, flat
wake and the frequency-domain solution is obtained by assuming a flat wake history that
is convected downstream at the constant freestream velocity. The DLM can also account
for small, dynamic deformations normal to the local lifting surface and is very efficient
for flutter predictions. However accounting for in-plane motion is difficult in the DLM
framework and is a known problem in the analysis of T-tail flutter [75]. Additionally
the assumption of a flat wake precludes any wake roll-up, as well as being unable to
model large nonlinear deformations of the airframe due to the method’s linear boundary
condition assumptions. Detailed reviews of the DLM method can be found in the works
by Blair [76] and Rodden [77].
The vortex lattice method (VLM) is similar to DLM but with doublet panels replaced
by vortex panels. The use of the alternative singularity element enables modelling of the
effect of in-plane motions of the aerodynamic surfaces which DLM fails. An extension to
the VLM is the unsteady vortex lattice method, or UVLM. It is a time-domain method
that assumes the trailing wake is free and convects with the local flow velocity, that is
not necessarily the freestream velocity as is the case in DLM and VLM. This enables
the modelling of wake roll-up and wake interactions with other aerodynamic surfaces,
such as the study on an X-29 type configuration in [78, 79]. The UVLM is not limited
to small changes in geometry of either the aerodynamic surfaces or wake, in fact it is
possible to introduce geometrically-nonlinear deformations to the lifting surface in an
UVLM description. The UVLM formulation is reviewed in detail in the book by Katz
and Plotkin [69].
26
In UVLM, the existence of a free wake opens the possibility of wing/wake panels
intersecting with each other. As the singularity elements produce influences approach-
ing infinity close to the elements themselves, such intersections may lead to numerical
instability in the method. Furthermore, the number of wake panels in a UVLM de-
scription increases linearly as simulation time progresses, making long simulations much
more costly due to the increasing size of influence coefficient matrices. Voutsinas [80]
described the use of subgrids and regularisation methods to address the stability issues,
while Willis et al. [81] applied the fast multipole method from multibody dynamics to
reduce the number of computations required for influence coefficients.
Although panel methods represent a significant reduction in problem size from CFD
methods, the high number of wake panels can still produce a large model that includes
a fully populated influence coefficient matrix. The Lifting Line theory is a quasi-steady
singularity element method that makes further simplifications regarding the wake and
the wing. Rather than modelling the wake history as a series of singularity elements
convected downstream, the lifting line theory assumes the wake to be infinitely-long
horseshoe vortices that are not dependent on previous history. In addition, the wing is
also modelled as a single line. This leads to a further, significant reduction in the number
of variables in the problem due to the removal of the wake history while still retaining
the 3D interactions between different parts of the wing and the wake, however the
simplification also limits the method to modelling very low reduced-frequency responses
using extensions to unsteady flow by e.g. James [82] and also by Ahmadi and Widnall
[83].
Owing to the need to further reduce the computational cost from panel methods and
the problem associated with lifting-line theories, we make the observation that attached,
laminar flow over slender wings is largely 2D [43]. Thus by completely ignoring spanwise
interactions, another way to reduce the fidelity of aerodynamic model further is to model
the response of each aerofoil section individually. This method presents the advantage
that 2D aerofoil properties are usually known to great detail, including viscous effects
and models and data of their post-stall behaviour.
The problem of unsteady aerodynamic loads on an inviscid, small-angle pitching
and heaving flat aerofoil section has been solved analytically in widely known works by
Wagner [84] in time-domain and Theodorsen [85] in frequency-domain, using singularity
solutions (2D free, point vortices in this case). Such a response for a thick aerofoil with
a free wake can be computed numerically using Vortex Methods [69] (the 2D version of
the UVLM). Rational-function approximations and state-space fitting of these models
have been developed by works including [86–88]. In particular, the inflow model [88–90]
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modified the original problem of a fixed aerofoil in freestream flow to an equivalent
problem of a moving aerofoil in still air, the model described the aerodynamic forces on
the aerofoil’s local frame of reference as a function of the aerofoil’s inertial velocities in
still air and removes the explicit definition of a freestream velocity.
As stated previously, the advantage of 2D aerofoil models over potential flow solutions
is the ease of applying aerodynamic coefficients (lift, drag, moment) corresponding to the
particular aerofoil, as well as incorporating nonlinear aerodynamic effects, most notably
stall. In contrast, stall becomes more problematic to include in the 3D potential flow
solutions reviewed above, although the inclusion of stall within lifting line theory [28]
and UVLM [29] is still possible. For 2D aerofoils, ONERA [91, 92] is a widely-used
semi-empirical 2D dynamic stall model and another model described Leishman and
Beddoes [93]. Additionally [94] developed a method to project nonlinear reduced-order
models to 2D inviscid solutions and also 2D CFD solutions, so that the accuracy of
higher-fidelity results can be achieved without incurring the penalty in their associated
high computational cost.
A well-known problem associated with 2D aerodynamic models is the tip effects that
arises from a finite wing. The existence of the wing tip introduces 3D interactions in
the adjacent region, in general this leads to a loss of lift compared to 2D predictions,
as well as modifying the aeroelastic eigenvalues. As the tip effect diminishes as aspect
ratio increases, this effect is disregarded on slender wings in works such as [8]. It is also
common to apply a correction factor in the tip region to achieve a better match the 3D
predictions [12]. Despite these advances, effects such as wake-tail interference are still
modelled much more easily using a 3D aerodynamic model.
1.2.3 Aeroelasticity of Very Flexible Aircraft
In the above sections we have reviewed the range of structural and aeroelastic fidelities in
flexible aircraft modelling. We shall now review coupled frameworks for flexible aircraft
simulations. There have been a number of simulation frameworks created to model
the aeroelastic and flight dynamic responses of very flexible aircraft. This section will
try to provide an account of the range of full-vehicle modelling fidelities used in these
frameworks.
Van Schoor and von Flotow’s work [95] was one of the earliest to use a nonlinear
structural model in aeroelastic analysis of aircraft with high-aspect ratio wings. Static
nonlinear solutions were obtained using the nonlinear structural model coupled with 2D
strip theory, subsequent linearisation around the static solution enabled stability and
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linear unsteady analysis of full aircraft models.
Geometrically-nonlinear beam models are very commonly used as the structural
model of nonlinear aeroelastic frameworks. Patil and Hodges [96, 97] applied the mixed
variational beam formulation and a 2D finite-state aerodynamics theory from Peters [89]
with an additional static stall model in their framework, later named NATASHA. The
authors used the framework to predict stability about nonlinear static equilibrium and
post-flutter behaviour including onset of limit-cycle oscillations. Their results demon-
strated the change in natural frequency, stability and LCO behaviour, including chaotic
response, for different static equilibria due to the structural (geometric) nonlinearity,
the initiation of an LCO on an stable equilibrium under a large transient disturbance is
also demonstrated. They conclude that a stall model is necessary to capture LCO be-
haviours and structural nonlinearity modifies them. The authors subsequently applied
their model to a free-flying airframe and again demonstrated changes in flight dynam-
ics behaviour due to wing flexibility and nonlinearity, and later [8] to model the trim
stability and flight dynamics of a Helios-like flying-wing configuration. In this work the
authors also implemented a simple nonlinear elastic behaviour in the structural model in
the form of reduced sectional stiffness at large sectional strains due to (nonlinear) skin
wrinkling effects.
Modelling studies by [98, 99] used the UM/NAST flexible aircraft modelling frame-
work [24, 99] that consists of a strain-based nonlinear beam model and also a 2D finite-
state aerodynamic formulation. The framework is applied to a variety of full aircraft
configurations, including joined-wing configurations and the high aspect ratio flying wing
previously modelled by Patil. In modelling the flying wing, a tip correction on the 2D
aerodynamic model is applied to capture the tip effects of a finite wing. As well as trim,
stability and flight dynamics studies, the authors also investigated control methods for
flight control, stabilisation and load alleviation, simulating closed-loop responses. These
developments were followed up by the X-HALE project [100] that is designed to provide
experimental validation to the simulation results, as well as a test platform for control
strategies.
An implementation of the UVLM aerodynamic model is found in the SHARP frame-
work developed by Palacios et al. [3, 44, 101, 102]. The framework couples the aerody-
namic model to a displacement-based nonlinear beam model and is used by the authors
to obtain nonlinear trim, stability and flight dynamic results on very flexible airframes.
The authors demonstrated the capability of the framework in modelling wake roll-up,
wake-tail interactions and transient loads experienced by the aircraft flying through the
wake of another similar aircraft. Murua [75] later applied the model to investigate the
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T-tail flutter problem in which in-plane motions of lifting surfaces become important and
also developed techniques to linearise the UVLM solution and obtained reduced-order
3D aerodynamic models [103].
Drela developed the ASWING integrated simulation environment [28] by coupling the
3D quasi-steady lifting-line theory with an additional static stall model with displacement-
based geometrically-nonlinear beam elements. The framework is capable of finding non-
linear trim equilibrium on full aircraft models and, by linearising about the equilibrium,
perform linear time- and frequency-domain analysis very efficiently for preliminary de-
sign studies. Love et al. [104] subsequently used the framework to analyse the coupled
aeroelastic and flight dynamic characteristics of the Sensorcraft configuration, a high
aspect-ratio swept-wing concept.
Wang et al. [29] developed the NANSI framework using a tightly coupled UVLM
and intrinsic beam model, also including a stall model adapted to the UVLM solution.
This framework was demonstrated using the flying wing case from Patil, on which trim
and nonlinear gust responses were computed. The method combined UVLM’s full 3D
fidelity with stall models and provides an important extension to the standard UVLM
technique. Zhao and Ren [30] also used nonlinear displacement-based beam model with
the ONERA aerofoil stall model to study various aspects of control design and closed-
loop behaviour of flexible airframes. The authors investigated limit-cycle oscillations,
flight control and active flutter suppression on a flexible full-aircraft model using their
method.
In the framework that Meirovitch and Tuczu [31] used, quasi-steady strip theory
was coupled with a nonlinear beam model to simulate full aircraft responses. They pro-
posed the separation of the coupled nonlinear unsteady dynamics into a nonlinear flight
dynamic component and a perturbation-based elastic/rigid body dynamic component.
This separation leads to a reduction in computational cost of the dynamic response, while
the associated reduction in accuracy is justified by the eventual goal of implementation
in on-board control systems.
The use of geometrically-nonlinear structural models other than the beam formula-
tion is also possible. Tang et al. [105] investigated flutter and LCO behaviour using a
nonlinear shell model coupled with a (fixed-wake) vortex lattice model and, importantly,
validated their results with experimental studies using a cantilever wing setup. They
found good agreement for flutter predictions and for small-amplitude LCOs. At larger
amplitudes the theoretical predictions began to diverge from experimental data and the
authors concluded that nonlinear aerodynamic models are needed to capture large LCO
accurately.
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Finally, Demasi and Livne [106, 107] coupled a 3D linear unsteady modal formula-
tion of aerodynamic loads onto a full-order 3D nonlinear structural model using a set of
deformation shape vectors. Their approach was demonstrated using a joined-delta wing
configuration where limit-cycle oscillations can arise due to structural nonlinearities.
Their method has the advantage of being applicable to any aerodynamic description as
long as it is linearised and written into a modal form. In works where the beam formula-
tion is used to model the wing structure, the aerofoil section is generally assumed to be
unchanged despite structural deformations. However as this work uses plate elements,
it effectively incorporates aerofoil warping effects on the aerodynamic forces.
1.2.4 Aeroelastic Control
Linear and Nonlinear Model Reduction
Many structural and aerodynamic methods reviewed previously are developed as a
low-order representation of complex aeroelastic systems to facilitate long time-domain
simulations, however they can still require considerable computational effort. Especially
for the purpose of control system design, a model of very low order is often required.
Here we will review first some methods that have been used in the literature to obtain
reduced-order linear or nonlinear models on a geometrically-nonlinear aeroelastic systems
of varying levels of complexity.
Model reduction on linear systems is very well-developed out of the aforementioned
necessity of using low-order models in linear control design. A general-purpose reduction
method that has been applied widely on aeroelastic systems, especially for the purpose
of control design, is the balanced model reduction method [108]. The method involves
first a balancing step using the observability and controllability Gramians (balancing)
and subsequently a singular value decomposition (SVD) on the projected linear system.
This transforms the system into a form where the modes with the most significant
contributions to the system’s input-output behaviour can be identified. By retaining
only the modes with the greatest contributions (and any mode that is unstable), the
method arrives at a reduced system with the most similar input-output behaviour as
the original system. For very large problems, Krylov subspace techniques can be used
to obtain a reduced system without needing to decompose the entire full system [109].
In some CFD problems where direct linearisation is not readily available, reduced-
order models still can be obtained via proper orthogonal decomposition (POD) on a set
of snapshots of the flow field (in fact, POD is a special case of SVD). This method is
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very commonly used to obtain reduced-order models in CFD problems with examples
including those in Refs. [110–112].
By comparison, nonlinear model reduction is much more problem-dependent. Meth-
ods that take advantage of the particular structure of the nonlinearities are used as
well as more general-purpose nonlinear model reduction techniques. For example, by
identifying the nature of the nonlinearity, Hesse et al. [3] demonstrated the use of linear
elastic modes at the same time retaining nonlinear gyroscopic couplings in the rigid-body
modes only to account for large rigid-body rotations. The methodology is demonstrated
to work best in cases where rigid-body rotations contribute to the majority of the non-
linearity in the system. Similarly Demasi [106,107] used a 3D nonlinear structural model
and assumed that the aerodynamic forces from the linear 3D aerodynamic model at each
point rotated with the structure’s local frame of reference.
The methods described above separates “important” contributors to nonlinear be-
haviour using first principles, e.g. by isolating rigid-body rotations, aerodynamic non-
linearities, or material nonlinearities. In problems where the source of nonlinearity is
complex and a separation of “important” contributors to nonlinear interactions using
first principles, as used in the cases above, is difficult, more general methods of non-
linear model reductions have been used. These methods are extensions to the linear
model reduction techniques into the nonlinear regime, generally incorporating nonlinear
interactions as higher-order couplings between the linear states, or modifications to the
linear dynamics. The application of balancing as applied to nonlinear systems were used
by works including [113–115], where the nonlinear terms are incorporated via Galerkin
projections on the reduced linear system. Da Ronch et al. [116] used a general-purpose
method, which projected the nonlinear system through a series expansion onto a small
basis of eigenvectors representative of the full-order dynamics, subsequently obtaining
a reduced-order description of the CFD solution of 2D aerofoils. The choice of various
bases on which the nonlinear dynamics is projected onto are reviewed in detail in [117]
and [118]. Finally, Amsallem and Farhat [119] applied a reduced-order model (ROM)
adaptation technique, modifying the ROM dynamically during operation and effectively
making their approach another nonlinear reduction technique.
The methods described in this part serves to reduce the problem to a manageable
size. Once this is complete a control system can be designed with the knowledge of this
reduced-order system. In the following part we will review control methods commonly
applied to aeroelastic systems.
Linear and Nonlinear Control Methods for Aeroelastic Systems
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Classic PID (proportional-integral-derivative) control methods have been applied
widely to control aeroelastic systems, especially in the role of flutter suppression and
flutter boundary extension [120–123]. However it is often the case that aeroelastic sys-
tems are MIMO (multiple-input, multiple-output) problems. The application and tuning
of the classic control methods (PID, pole placement etc.) to MIMO systems can become
cumbersome and sometimes dangerous due to a lack of theoretical frameworks that guar-
antees good controller performance [124]. Optimal control methods are a more attrac-
tive option in the control of MIMO systems because rather than focusing on particular
measures, optimal control theory takes an heuristic approach that is concerned about
minimising the total transfer of energy-like measures from the combination of inputs to
all outputs. Silvestre and Paglione [125] applied the H∞ robust control method in the
role of control augmentation on a flexible aircraft, the authors modelled the rigid-body
motions of the aircraft while treating the elastic deformations as input disturbances.
Cook et al. [126] also applied an H∞ controller to both linearised and nonlinear model
of a flexible aircraft to achieve gust load alleviation. Dillsaver et al. [98] used an LQG
(linear-quadratic regulator) optimal controller to achieve load alleviation on a flexible
airframe under external gust influence, also demonstrating a technique to enforce a hard
limit on structural deflection. The LQG and H∞ methods use different norms in casting
the optimisation problem in their control synthesis. Although LQG has no guaranteed
stability margin [127] (an issue which the H∞ method was developed precisely to ad-
dress, thus called a robust controller), this is only a real problem in rare pathological
cases. The robustness aspect of robust controllers also make them attractive in control-
ling nonlinear systems, this is because the nonlinearity in the system serves to modify
the linear behaviour during operation and can be regarded as deviations from the ideal
linearised system.
While the linear control theory reviewed above is very well-developed, only a patch-
work of nonlinear control methods exist and each serves particular classes of nonlinear
systems. Examples of nonlinear control methods include feedback linearisation, passivity
theory and sliding mode control theory, methods which are reviewed in textbooks includ-
ing that by Slotine and Li [128] and a more specialised description of nonlinear control
as applied to structural problems can be found in the book by Wagg and Neild [129].
Although it is outside the scope of this work to review recent developments of advanced
control strategies, it is interesting to mention the control of flexible aeroelastic systems
using the MPC (model-predictive control) method, which is an extension of LQG-type
approaches applicable to nonlinear systems in general. Rather than casting an analytical
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optimisation problem using a linear state-space model over an infinite horizon as done
in LQG, MPC casts the optimisation problem over a finite horizon with the distinction
that the optimisation is now solved at discrete times using a model of the system. This
allows the controller to account for nonlinear effects in the model, however current con-
straints in computation power limits the method to using very small (reduced-order)
models of the system in order to run in real-time. Simpson et al. [130] applied a MPC
controller to achieve gust load alleviation on a cantilever wing model, noting the MPC’s
advantage in accounting for control saturation over an LQG controller. Giesseler et
al. [131] also demonstrated gust load alleviation using a model of a realistic aircraft. In
this case, lidar information of incoming gust disturbance was available and MPC was
able to utilise this information to its advantage. Raghavan and Patil [26] demonstrated
a multistep nonlinear dynamic inversion controller for the purpose of path-following on
a flexible flying-wing, using an internal model of the nonlinear flight dynamic system.
The authors also noted its superior performance to linear controllers used in the same
role. However, there is currently no clear dominant strategy in the literature on the use
of nonlinear controllers for nonlinear aeroelastic problems.
1.3 Open Problems and Research Questions
A variety of structural and aerodynamic modelling fidelities have been presented showing
their application to modelling the nonlinear dynamic responses of flexible airframes. It
was seen in general that reduced-fidelity descriptions capture the low-frequency dynamics
of these problems with good accuracy. Beam descriptions that take advantage of the
slenderness in the wing of typical HALE aircraft designs are found to offer an adequate
accuracy and improved computational efficiency. Similarly, 3D potential flow and 2D
strip theories can capture aerodynamic effects that are of interest in HALE aircraft and
provide an alternative to full CFD solutions using a tractable level of computational
power and are also linearised and reduced more easily.
Sectional and unit-cell homogenisation represent powerful tools in the application of
beam theory to tackle complex structural problems. These methods require the speci-
fication or construction of a separate, tailored model for the sole purpose of extracting
the sectional stiffness properties from the structure. However in industrial settings, it is
often the case that a high-fidelity linear FE model already exists for linear load analysis
and this linear model could be used to our advantage.
Despite using reduced-fidelity models, model reduction is still necessary from a
control design or concept iteration point of view. In applying model reduction on
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geometrically-nonlinear aeroelastic models, problem-specific nonlinear reduction tech-
niques have used displacement-based descriptions. A review of beam formulations al-
ready highlighted the complexities of using displacement-based beam formulations in
modelling geometrical nonlinearities and it is desirable to explore other beam formula-
tions in this application. In particular, the intrinsic beam formulation offers a simple
description of the nonlinear effects in an geometrically nonlinear beam problem. How-
ever this is a less-explored formulation with limited literature on the subject and further
investigation into the properties of this formulation is needed.
Based on the summary above, the main objectives of this research will be as follows,
1. Developing an aeroelastic modelling framework using the intrinsic modal theory
and a suitable aerodynamic formulation.
2. Identifying the properties, advantages and drawbacks of the intrinsic beam theory
as the basis for nonlinear flexible aircraft dynamic modelling (and more generally
for flexible multibody dynamics simulations), especially when cast in a modal form.
3. Developing a method to extract beam sectional properties, or otherwise arrive
at a nonlinear beam formulation directly from a 3D model of a structure with a
non-uniform and non-periodic structure.
4. Understanding whether the modal formulation of the intrinsic beam theory serve
as a good basis for nonlinear model reduction and control design on nonlinear
aeroelastic systems.
1.4 Outline of Thesis
The subsequent chapters of this thesis will be arranged as follows,
Chapter 2 outlines the intrinsic beam theory and the unsteady 2D aerodynamic
model in the form used in the current work. The derivation of intrinsic formulation
using Hamilton’s principle is adapted from [47], whereas the derivation of unsteady 2D
aerodynamic loads starts from Wagner’s solution of a heaving and pitching flat aerofoil
in inviscid flow [84] and transforms it into the aerofoil’s local coordinate system following
Peter’s description [90].
Chapter 3 formulates the structural and aerodynamic models into a coupled modal
framework. The aerodynamic forces are projected onto the structural model by means
of a Galerkin projection in a nonlinear state-space form that is easily linearised about
any equilibrium condition. As part of the eventual goal of control design, the process
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of linearising the modal aeroelastic system and the process of creating an H∞ robust
controller based on the linearised modal aeroelastic system will also be discussed.
Chapter 4 outlines the numerical methods and discretisations leading to the imple-
mentation of the modal aeroelastic framework, as outlined in the first objective of the
research. Time-marching and optimisation of numerical procedure used in the numerical
implementation will also be discussed, as well as investigating the conservation properties
of the intrinsic structural formulation, as stated in the second objective of this research.
Chapter 5 addresses the third research objective and describes the development of
a static condensation method for extracting a nonlinear intrinsic modal system using a
linear FE model. Rather than attempting to arrive at sectional properties via homogeni-
sation from cross-section or unit cell definitions, the method described in this section
arrives directly at a nonlinear intrinsic modal description of the structure based on a
reduced set of nodes, using Guyan reduction on the linear elastic response of the full 3D
model.
Chapter 6 provides numerical results to verify the structural part of the simula-
tion framework. Some numerical details regarding convergence and conservation on the
intrinsic modal formulation will also be demonstrated.
Chapter 7 presents coupled aeroelastic simulation results using the framework devel-
oped in this work. First a linear analysis will be conducted on the onset of flutter of
a cantilever wing, then a flexible flying wing configuration will be used to demonstrate
trim, stability analysis, control design and closed-loop flight simulation. The two results
chapters will address the fourth research objective.
Finally, Chapter 8 provides a summary of the findings and achievements in this work,
as well as discussing potential areas to explore in future works.
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2 Background Theories
The formulations in this work will rely heavily on the intrinsic beam formulation and
the 2D unsteady strip theory, therefore it is necessary to provide a detailed introduction
to these existing formulations for completeness. In this chapter, we first present the full
derivation of the intrinsic beam formulation, based on the works by Hodges [45,47] and
Palacios [43]. We will then develop the 2D unsteady aerodynamic formulation described
in aerofoil local coordinates, as in Peters’ inflow model [90]. These two descriptions
provide the theoretic foundation on which the coupled aeroelastic framework is eventually
constructed.
2.1 Intrinsic Beam Formulation
The intrinsic beam theory is a total Lagrangian formulation which describes beam dy-
namics using velocity, strain, momentum and sectional force, together with their ro-
tational counterparts as primary variables. This derivation first seeks to express the
equations of motion of beams, starting from Hamilton’s principle, using these intrinsic
variables, then completes a closed-form description by deriving additional compatibility
relations and constitutive relations.
2.1.1 Problem Description
An initially undeformed, i.e. without internal stresses, but curved and twisted beam
assembly resides in a global inertial reference frame a so that any point on the reference
line of the undeformed beam is only a function of its position along the beam (s) and
not of time. The variable s defines the position of a point along the beam’s reference
line as well as a material cross-section of the beam located at that point. At each point
along the reference line, a position r0(s) from the origin, a local coordinate system, B0
is formed using the unit vectors b0,1, which is tangential to the reference line, with b0,2
and b0,3 which are both orthogonal to b0,1. Here it is thus assumed that the local cross-
section is always taken perpendicular to the reference line in this initial configuration.
For any point on the cross-section at s, its position in a global reference frame could
be written as a combination of the cross-section location and its local position on the
section, w2 and w3, as
r∗0 = r0 + w2b0,2 + w3b0,3. (2.1)
As all variables in this section are a function of the same variable s, the symbol will be
omitted from the following discussion.
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Similarly, consider the same beam under deformation, where for a point on the beam
r∗t lying on the now-deformed cross-section rt,
r∗t = rt +R(w2bt,2 + w3bt,3 +wt), (2.2)
where R is a transformation matrix between the initial and current local coordinate
framed described in the following paragraph, and wt(s, w2, w3) is a sectional warping
field that deforms the initial cross-section. Along the reference line, rt and r0 are related
by a displacement vector u in the global reference frame,
rt,a = r0,a + u. (2.3)
Here the subscripts •t and •0 will be used to denote quantities of the final (current)
and initial configuration expressed in their respective local reference frames respectively,
whereas •a denotes a global inertial reference frame. Unless stated otherwise, in the fol-
lowing part of this chapter displacement and rotation vectors without subscripts are also
defined in the global reference frame, whereas other vector quantities without explicit
subscripts, such as v, are implied to have been defined in the local reference frame in the
final configuration (•t). Variables with one explicit subscript, for example kt, denotes
quantities in that particular configuration defined in their respective local frames, those
with two explicit subscripts, such as u0,t, define variables in one configuration expressed
in the reference frame of the second subscript.
Rotation Matrix Definition
Here we define the convention of rotation matrix used in this work. In matrix nota-
tion, if B0 and Bt are two local coordinate systems in a global inertial axis system, with
their three axes b0,1,b0,2,b0,3 and bt,1,bt,2,bt,3, where in component form,
B0 =
 b0,1x b0,2x b0,3xb0,1y b0,2y b0,3y
b0,1z b0,2z b0,3z
 (2.4)
and
Bt =
 bt,1x bt,2x bt,3xbt,1y bt,2y bt,3y
bt,1z bt,2z bt,3z
 , (2.5)
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Figure 3: Illustration of the beam problem definition with relevant vector quantities
indicated.
or in general, B =
[
b1 b2 b3
]
. The rotation matrix R is defined as a matrix
that transforms the coordinate system from one set of reference frame to another, i.e.
expressing a given vector quantity in another set of coordinates.
For a transformation of an arbitrary vector from frame B0 into Bt, the matrix R
t0,
i.e. the transformation from the B0-basis into the Bt-basis, is used and can be expressed
as:
rt = R
t0r0, (2.6)
with the transformation matrix Rt0 defined formally in matrix notation as
Rt0 = B⊤0 Bt. (2.7)
Note that in general the transpose of the coordinate transformation matrix is also
its inverse and represents an inverse transformation from the final frame to the initial
frame, or
(Rt0)⊤ = (Rt0)−1 = R0t (2.8)
and it follows from simple argument that successive transformations are equivalent to
one transformation from the starting frame into the finishing frame, for example
Rt0R0a = Rta. (2.9)
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Furthermore it should also be noted that
∂Rt0
∂s
R0t = −Rt0∂R
0t
∂s
(2.10)
as
∂Rt0
∂s
R0t +Rt0
∂R0t
∂s
=
∂
∂s
(Rt0R0t) =
∂I
∂s
= 0, (2.11)
this relation also holds if s is changed to t and the rotation matrix relates two arbitrary
frames.
Cross Product Operator Definition
For convenience, we also define the cross product operator as a linear operator acting
on a (3-element) vector
a˜ =
 0 −a3 a2a3 0 −a1
−a2 a1 0
 . (2.12)
When the resulting matrix multiplies another vector, it is the equivalent of computing
a cross product of the original vector with that vector
a˜r = a× r. (2.13)
The following identities hold and can be proven with minimal effort:
z˜⊤ = −z˜, (2.14a)
z˜z = 0, (2.14b)
z˜y = −y˜z, (2.14c)
y⊤z˜ = −z⊤y˜, (2.14d)
y˜z˜ = zy⊤ − Iy⊤z, (2.14e)
y˜z˜ = z˜y˜ + ˜˜zz. (2.14f)
The definitions made in this section will be used in the following derivation of the intrinsic
beam equations.
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2.1.2 Hamilton’s Equation
Hamilton’s equation is written as∫ t2
t1
(∫
S
(
δ(K − U) + δW) ds) dt = δA (2.15)
which for the intrinsic beam problem we will seek to express using intrinsic variables.
The δ indicates variations of a quantity and an overline in this equation indicates that the
quantity is a path function and therefore only exists as a variation in here. The kinetic
energy K, potential energy U and external work variation δW terms will be described
in the following paragraphs in sequence. The δA is an action term and introduces the
eventual boundary conditions of the problem. It will be case-dependent. The symbol S
here denotes an integration along all beam segments.
Potential Energy Component
The potential energy U in the case of a beam is the strain energy and will be written
in terms of intrinsic variables in the spirit of the derivation of the intrinsic formulation.
These intrinsic variables are the local force strains γ and moment strains κ, the variations
of these variables multiplying the sectional forces f and moments m respectively, also
expressed in local frame. We eventually seek to write the variation on potential energy
as variations on displacement and rotation in order to relate it to variation on kinetic
energy.
First we provide the definition of the terms in the potential energy. The moment
strain in the local frame of reference is represented directly as the rate of change with
respect to space ( ∂
∂s
, indicated by •′) in the local reference frame (thus the additional
transformation from global to current local frame using Rat) in terms of position along
the beam. i.e.
k˜t = −Rta′Rat = RtaRat′, (2.16a)
k˜0 = −R0a′Ra0, (2.16b)
making use of (2.10). In the following discussion, the variation operator δ takes prece-
dence over space and time derivatives and transpose operations, i.e. δR′ = (δR)′.
The moment strain is by definition the difference between the local curvatures of
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starting and ending configurations, written as
κ = kt − k0. (2.17)
Written as a pseudo-vector, the moment strain is defined in the form of
κ =
[
κ1 κ2 κ3
]⊤
(2.18)
and in the local element’s frame corresponds to the moment strain in twisting and two
bending directions.
Using rotation matrix identities and the product rule, we obtain
k˜t = −Rta′Rat = −(Rt0R0a)′Rat = −Rt0′R0t −Rt0R0a′Ra0R0t
= −R′R⊤ +Rk˜0R⊤, (2.19)
where R = Rt0.
The strain, by definition, is the rate of change of position vectors in their respective
local reference frames expressed as
γ = Rtar′t,a −R0ar′0,a. (2.20)
Similar to the moment strain, the simplified force strain defined as a vector is
γ =
[
γ1 γ2 γ3
]⊤
. (2.21)
When expressed in the local element’s frame this corresponds to the force strain in the
axial and two shear directions.
Again using rotation matrix identities and changes of reference frames we obtain
γ = Rt0R0a(Ra0r′t,0 +R
a0′rt,0)−R0a(Ra0r′0,0 +Ra0′r0,0)
= Rt0(r′t,0 + k˜0rt,0)− (r′0 + k˜0r0). (2.22)
For an initially undeformed beam, we can always define the direction and distance
along the reference line so that R0ar′a = [1, 0, 0]
⊤ = e which we assign a constant vector
e as a shorthand. This follows from the fact that the b1 axis of the local reference frame
is always tangent to the reference line in the undeformed configuration and that s is by
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definition the arc length along the reference line.1 By definition we have
rt,0 = r0 + u0, (2.23)
which we then substitute into (2.22) to obtain
γ = R(e+ u′0 + k˜0u0)− e. (2.24)
From now on, we shall make the definition that when shown without superscripts,
R = Rt0. (2.25)
Now that we have the force and moment strains, γ and κ respectively, expressed in
terms of displacements u and rotations R, we are able to compute the variations on the
moment and force strains expressed as variations on u and R. Since k0 is fixed as the
initial condition,
δκ = δkt. (2.26)
First we post-multiply (2.19) by R and obtain
R′ = Rk˜0 − k˜tR. (2.27)
Now we define a virtual rotation δΨt in the t-frame (final configuration) as
˜δΨt = RδR
⊤ = −δRR⊤. (2.28)
This variable is introduced because despite the rotation matrix R having 9 elements, it
has only 3 degrees-of-freedom due to the implicit constraints imposed on a valid rotation
matrix. This is evident from the axis-angle or Euler angle representations of rotations,
both containing only three variables. Using this definition of virtual rotation is essentially
a change of variable from taking variations on rotation matrix directly (δR) and makes
the following derivations easier to follow. The variation in rotation or virtual rotation
is one variable in a pair of independent variables in the variation on potential energy
U and also kinetic energy K, the other one being variation on displacement. Note that
such a definition of infinitesimal rotation using the tilde notation is valid as the matrix
1If for some particular reason there is a need to define a non-zero initial strain, the R0ar′a term is
retained in place of the e term and the term e+ γ0 will replace e in subsequent derivations where γ0 is
the initial tensile and shear deformation. An example of one such reason is that the aerodynamic model
used in this work could impose constraints on how such a local reference frame is defined.
43
expression is always anti-symmetric due to
RδR⊤ + (RδR⊤)⊤ = RδR⊤ + δRR⊤ = δ(RR⊤) = δI = 0. (2.29)
In general, an infinitesimal variation on rotation matrix is also always anti-symmetric.
Using (2.28) we can also write
δR = − ˜δΨtR (2.30)
therefore
˜δΨ
′
t = −δR′R⊤ − δRR⊤′ (2.31)
where the tilde and space derivative can be carried out in any order. We now post-
multiply (2.27) by R⊤ and take variations to obtain an expression for variation on kt
(thus κ) as
δ˜kt = δR
′k˜0R
⊤ +R′k˜0δR
⊤ − δR′R⊤ −R′δR⊤, (2.32)
substituting (2.27) and (2.31) leads to
δk˜t = [ ˜δΨ
′
t + δRR
⊤′]−R′δR⊤ + δRk˜0R⊤ + [R′ + k˜tR]δR⊤, (2.33)
from which we can cancel terms and rearrange into
δk˜t = ˜δΨ
′
t + δR(R
⊤′ + k˜0R
⊤) + k˜tRδR
⊤. (2.34)
Further substitutions using (2.28) produces
δk˜t = ˜δΨ
′
t + (− ˜δΨtR)(R⊤′ + k˜0R⊤) + k˜t ˜δΨt
= ˜δΨ
′
t − ˜δΨt(−R′R⊤ +Rk˜0R⊤) + k˜t ˜δΨt, (2.35)
a final substitution using (2.19) leads to
δk˜t = ˜δΨ
′
t − ˜δΨtk˜t + k˜t ˜δΨt
= ˜δΨ
′
t +
˜˜ktδΨt. (2.36)
Therefore by removing the tildes altogether, we arrive at
δκ = δkt = δΨ
′
t + k˜tδΨt. (2.37)
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thus expressing variations of moment strains as variations of rotations which we have
represented using virtual rotations.
We now seek to express force strain variations as variations of displacements and in
this case, also rotations, using a similar process. We start by taking variations on the
strain equation (2.24), giving
δγ = δR(e+ u′0 + k˜0u0) +R(δu
′
0 + k˜0δu0) (2.38)
Now we define virtual displacement in frameR0 (initial local frame) in particular, as δu0.
We then transform this variation into the final (current) reference frame. By definition
the virtual displacement is (from [47])
Rδu0 = δut (2.39)
and it should be noted that this is not equal to taking a variation in final frame as
δut = Rδu0 + δRu0 and is not independent from virtual rotation due to the δR term.
Taking space derivative on the virtual displacement leads to
δut
′
= (Rδu0)
′ = R′δu0 +Rδu
′
0 = R
′R⊤δut +Rδu
′
0, (2.40)
Rδu′0 = δut
′ −R′R⊤δut. (2.41)
Substituting (2.38) with (2.27) and (2.41) and also by pre-multiplying (2.24) by R⊤, the
variation on local strain can be simplified as
δγ = δRR⊤(e+ γ) + δut
′ −R′R⊤δut +Rk˜0δu0. (2.42)
Further substituting with (2.28), (2.39) and again post-multiplying (2.27) by R⊤ pro-
duces
δγ = − ˜δΨt(e+ γ) + δut′ − (Rk˜0R⊤ − k˜t)δut +Rk˜0R⊤δut
= δut
′
+ k˜tδut + (e˜+ γ˜)δΨt, (2.43)
which describes variations of force strains using variations on displacements and rota-
tions. We have therefore expressed variations of both force and moment strains (γ and
κ) as variations of displacements and rotations (u and R), in order to relate them to
variations on velocities (v and ω) which we will also seek to express in displacements
and rotations.
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Now we are ready to express the variation on potential energy as variations on force
and moment strains starting from the definition of strain energy,∫
S
δU ds =
∫
S
(δγ⊤Uγ + δκ⊤Uκ) ds =
∫
S
(δγ⊤ft + δκ
⊤mt) ds, (2.44)
then expressing local force and moment strain variations in terms of variations on dis-
placement and rotations,
δU = (δut⊤′ − δut⊤k˜t − δΨ⊤t (e˜+ γ˜))ft + (δΨ⊤′t − δΨ⊤t k˜t)mt. (2.45)
Note here that the transpose operation reverses the matrix multiplication order and
that identity (2.14a) is also used. The fact that energy conjugates of force and moment
strains are strictly the total sectional forces and moments ft andmt is discussed in detail
by Hodges [45] and will not be repeated here.
Kinetic Energy Component
Similar to potential energy, we now seek to write variations of kinetic energy as
variations of displacement and rotation which will enable us to express the potential and
kinetic energy using variations on the same variables. The kinetic energy of the entire
structure can be written as an integral of the kinetic energy per unit length s, K:∫
S
K ds = 1
2
∫
S
∫∫
Aw
ρmv
∗⊤v∗
√
gw dξ ds (2.46)
where the velocity is taken at any point on a cross-section on the beam and ρm is
the mass density at that point in the strain-free configuration. The Aw indicates an
integration over the entire section area ξ where ξ is the location of the point on the
particular cross-section,
ξ =
 0w2
w3
 . (2.47)
The
√
gw term represents the change in the amount of material per area on the cross-
section as a result of initial curvature in the w2 and w3 directions with
√
gw = 1− w2k3 + w3k2. (2.48)
We first define angular velocities in terms of rotations in the same spirit as the
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curvature is defined [39]. As curvature is a change of local coordinates along space,
angular velocity is its change in time therefore similar to (2.16) we can define
ω˜t = −R˙taRat = RtaR˙at, (2.49a)
ω˜0 = −R˙0aRa0 = 0 (2.49b)
with the only difference to moment strain being that ω0 = 0 by definition. By replacing
the space derivative (•′) with time derivative ( ∂
∂t
, indicated by •˙) in (2.19) it is trivial
to show that
ω˜t = −R˙R⊤ +Rω˜0R⊤ = −R˙R⊤. (2.50)
The velocity v∗t can be further broken down as a component of centroid velocity and
another component caused by rotations about the centre point on the particular cross-
section
v∗t = vt + ω˜tξ (2.51)
where vt is the local linear velocity of the corresponding point on the reference line. It is
important to note that sectional deformations do not affect the validity of this relation as
such effects will become part of the sectional inertia, a part of the material description,
without appearing explicitly in kinetic energy.
The kinetic energy per unit length s now becomes
K = 1
2
∫∫
Aw
ρm
√
gw(vt + ω˜tξt)
⊤(vt + ω˜tξt) dξ
=
1
2
∫∫
ρm
√
gw(v
⊤
t vt − 2ω⊤t v˜tξt + ω⊤t ((ξ⊤t ξtI− ξtξ⊤t ))ωt) dξ, (2.52)
or
K = 1
2
(msv
⊤
t vt − 2msω⊤t v˜tξt + ω⊤t itωt) (2.53)
where the sectional mass ms and inertia it are given by
ms =
∫∫
Aw
ρm
√
gm dξ, (2.54a)
it =
∫∫
Aw
ρm
√
gm(ξ
⊤ξI− ξξ⊤) dξt. (2.54b)
Now we attempt to write variations on kinetic energy K using variations on virtual
displacements and rotations, as we have done with the potential energy component U .
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From the definition of ωt, one can arrive at an almost identical identity as in the spatial
case (2.27) by again replacing space with time derivatives,
R˙ = −ω˜tR. (2.55)
Therefore we can write variations of local angular velocity as variations of infinitesimal
rotations, replacing space by time derivative in (2.37) resulting in
δωt = ˙δΨt + ω˜tδΨt. (2.56)
We define linear velocities similar to the definition of force strains,
vt = R
tar˙t,a = Rr˙t,0. (2.57)
Here an important difference is that R0ar˙0,a = 0 whereas R
0ar′0,a = e, as s is defined
as distance along beam length while t tracks the same point in time. Thus e does not
appear in the velocity expression in the same way it appears in the strain expression.
After a replacement of space by time derivative and removal of the e term on (2.43), the
variation on linear velocity is
δvt =
˙δut + ω˜tδut + v˜tδΨt. (2.58)
Now we have the expressions for variations of velocity and angular velocity expressed
as variations of displacement and rotation, we can take variations on the kinetic energy
expression (2.53) and obtain, similar to (2.45),
δK = δv⊤t pt + δω⊤t ht
= ( ˙δut + ω˜tδut + v˜tδΨt)pt + ( ˙δΨt + ω˜tδΨt)ht (2.59)
which is the final form of the variation on kinetic energy of the system expressed as
variations of displacements and rotations. The linear and angular momenta can be
expressed as
pt = ms(vt − ξ˜tωt), (2.60a)
ht = msξ˜tvt + itωt, (2.60b)
or written as a constitutive relation between velocities and momenta using a sectional
48
mass matrix M, (
pt
ht
)
=M
(
vt
ωt
)
. (2.61)
Note that this constitutive relation is derived explicitly for velocities and momenta
but does not include any sectional warping effects which will be present in a real struc-
ture [53]. This is also the reason a similar analysis for the sectional compliance linking
ft, mt to γ, κ is not carried out in detail and in a real structure these will instead be
obtained by sectional analysis methods [58–60]. A detailed discussion will be made in
Section 2.1.4 which is dedicated to constitutive relations.
Variational Form of Hamilton’s Equation
The external work δW is related to the externally applied forces and moments fE,t
and mE,t by
δW = δut⊤fE,t + δΨ⊤t mE,t. (2.62)
By collecting the potential and kinetic energy components ((2.45) and (2.59)) as well
as external work (2.62) into Hamilton’s equation (2.15), we arrive at the variational form
of the Hamilton’s equation,∫ t2
t1
∫
S
{δut⊤(f ′t + k˜tft + fE,t − p˙t − ω˜tpt)+
δΨ⊤t [m
′
t + k˜tmt + (e˜+ γ˜t + γ˜0)ft +mE,t − h˙t − ω˜tht − v˜tpt]} ds dt
=
∫
S
[δut
⊤
(pt(δut)− pt(0)) + δΨ⊤t (ht(δΨt)− ht(0))]t2t1 ds−∫ t2
t1
[δut
⊤
(ft(δut)− ft(0)) + δΨ⊤t (mt(δΨt)−mt(0))]E dt (2.63)
where the δA term appears on the RHS as boundary conditions and the evaluation
at E indicates evaluation at the free ends of the beam assembly S. By requirement of
Hamilton’s equation δut and δΨt must be zero at the start and end of the time interval (t1
and t2) therefore the first term on the RHS disappears. We are also normally interested
in natural boundary conditions at the open ends of the beam assembly where
δut
⊤
ft(δut) = δΨ
⊤
t mt(δΨt) = 0. (2.64)
For example, this corresponds to δut = δΨt = 0 for a fully clamped end, whereas a free
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end implies ft =mt = 0 at that end. Therefore by setting the RHS to zero we obtain
f ′t + k˜tft + fE,t = p˙t + ω˜tpt, (2.65a)
m′t + k˜tmt +mE,t + (e˜+ γ˜)ft = h˙t + ω˜tht + v˜tpt. (2.65b)
The t’s can now be dropped as all variables are entirely in one single frame of reference
(current configuration). After replacing kt by κ + k0 from (2.17), the final form of the
Hamilton’s equation (momentum conservation equations) becomes
f ′ + (κ˜+ k˜0)f + fE = p˙+ ω˜p, (2.66a)
m′ + (κ˜+ k˜0)m+mE + (e˜+ γ˜)f = h˙+ ω˜h+ v˜p. (2.66b)
2.1.3 Compatibility Relations
Two sets of variables (velocities and strains, with their rotational counterparts) are
used in the equations of motion (2.66), these are in fact not independent as both sets are
derivatives of position and rotation, one with time and one with space. This relation leads
to the derivation of compatibility relations to complement the equations of motion in
order to provide a closed-form description of the dynamics. First consider the definitions
of curvatures (2.19),
κ˜ = −R′R⊤ +Rk˜0R⊤ − k˜0,
⇒ ˙˜κ = −R˙′R⊤ −R′R˙⊤ + R˙k˜0R⊤ +Rk˜0R˙⊤, (2.67)
and angular velocities (2.49),
ω˜ = −R˙R⊤ = RR˙⊤,
⇒ ω˜′ = −R˙′R⊤ − R˙R⊤′. (2.68)
Making use of (2.10) results in
κ˜ω˜ = −R′R˙⊤ +Rk˜0R˙⊤,
⇒ ω˜κ˜ = −R˙R⊤′ + R˙k˜0R⊤,
⇒ ˙˜κ = ω˜′ + κ˜ω˜ − ω˜κ˜ = ω˜′ + ˜˜κω, (2.69)
thus
κ˙ = ω′ + κ˜ω + k˜0ω. (2.70)
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A similar relation is found with linear curvatures and velocities starting from velocities
(2.57),
v = Ru˙,
⇒ v′ = R′u˙+Ru˙′, (2.71)
and force strains (2.24),
γ = R(e+ u′ + k˜0u)− e− γ0,
⇒ γ˙ = R˙(e+ u′ + k˜0u) +R(u˙′ + k˜0u˙), (2.72)
We also have
u˙ = R⊤v,
⇒ γ˙ = R˙R⊤(e+ γ) +Rk˜0u˙+Ru˙′,
⇒ v′ = R′R⊤v +Ru˙′, (2.73)
Therefore
γ˙ − R˙R⊤(e+ γ)−Rk˜0R⊤v = v′ −R′R⊤v,
⇒ γ˙ + ω˜(e+ γ)−Rk˜0R⊤v +R′R⊤v = v′,
⇒ γ˙ − (e˜+ γ˜)ω − κ˜v − k˜0v = v′, (2.74)
thus
γ˙ = v′ + κ˜v + (e˜+ γ˜)ω + k˜0v. (2.75)
2.1.4 Constitutive Equations
The beam’s material imposes additional constraints on the variables, namely the speed-
momentum and stress-strain relations link the variables via material properties,(
γ
κ
)
= C
(
f
m
)
(2.76)
and (
p
h
)
=M
(
v
ω
)
. (2.77)
51
Here C and M are both symmetric matrices of the sectional properties that vary as a
function of sectional location s only. (2.60a) provides a simple form of the exact value
of the mass matrix M, however it does not account for sectional warping. Although a
similar derivation can be made to obtain the exact form of the compliance matrix C,
the inherently complex nature of sectional warping makes computation under the prior
assumption of planar cross-sections questionable. In practical situations the exact M
and C matrices often come from a structural homogenisation or sectional analysis on the
3D FE model which inherently incorporates the warping field wt [58–60]. In Chapter
5 we will describe an alternative method based on static condensation that does not
require the computation of C and M explicitly.
2.1.5 Strong Form of the Beam Equations
Combining the compatibility relations ((2.70) and (2.75)) and equation of motion (2.66),
the closed-form equations of the intrinsic beam theory can now be expressed as (from
[47])
˙(
p
h
)
−
(
f
m
)′
−
(
k˜0 0
e˜ k˜0
)(
f
m
)
+
(
ω˜ 0
v˜ ω˜
)(
p
h
)
+(
0 f˜
f˜ m˜
)(
γ
κ
)
=
(
fE
mE
)
, (2.78a)
˙(
γ
κ
)
−
(
v
ω
)′
+
(
−k˜0 −e˜
0 −k˜0
)(
v
ω
)
−
(
−ω˜ −v˜
0 −ω˜
)(
γ
κ
)
= 0, (2.78b)
together with the constitutive relations ((2.76) and (2.77)). By substituting the consti-
tutive relations and grouping the variables, one obtain (following [9])
Mx˙1 − x′2 −Ex2 + L1(x1)Mx1 + L2(x2)Cx2 = fA, (2.79a)
Cx˙2 − x′1 +ETx1 − L⊤1 (x1)Cx2 = 0, (2.79b)
which is the final, strong form of the beam equations, with the state variables being
x1 =
[
v⊤ ω⊤
]⊤
and x2 =
[
f⊤ m⊤
]⊤
, all defined in the local reference frame.
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The L linear operators operate on 6-element vectors and are defined as
L1
([
a
b
])
=
(
b˜ 0
a˜ b˜
)
, (2.80a)
L2
([
a
b
])
=
(
0 a˜
a˜ b˜
)
, (2.80b)
where a and b are 3-element vectors.
The problem is posed together with boundary conditions that are dependent on the
setup of the problem. For example a cantilever setup with the end at s = 0 fixed and
free at s = L would be 
x1(s, 0) = xˆ1(s)
x1(0, t) = [0, 0, 0, 0, 0, 0]
⊤
x2(L, t) = [0, 0, 0, 0, 0, 0]
⊤
. (2.81)
The current form of the intrinsic equations is based on the assumption of no structural
damping, as in Hodges’ original work. It will be very easy to include a damping term
but would be of limited use as damping is normally measured experimentally.
It is interesting to note that the L functions have the properties
L⊤2 (a) = −L2(a), (2.82a)
L1(a)b = −L2(b)a = L⊤2 (b)a, (2.82b)
L⊤1 (a)b = −L⊤1 (b)a, (2.82c)
b⊤L⊤1 (a) = −a⊤L⊤2 (b) = a⊤L2(b), (2.82d)
b⊤L1(a) = −a⊤L1(b). (2.82e)
The initial beam curvature appears in the local E matrix where
E = L1(
[
e⊤ k⊤0
]⊤
). (2.83)
2.1.6 Displacements and Rotations
In the preceding sections we have detailed the derivation of the strong form of the intrin-
sic beam formulation following previous work by Hodges [45,47]. The displacement and
rotation at each point along the reference line are not variables in the intrinsic descrip-
tion but can be reclaimed via velocity or strain from their respective definitions. There
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is more than one way of computing these variables and a method that uses quaternions
is described in [43]. In this work we shall use the rotation matrix description as outlined
in [47]. From rearranging (2.49) we can obtain
ω˜ = ω˜t = R
taR˙at, (2.84)
thus pre-multiplying by Rta produces
R˙at = Ratω˜. (2.85)
Similarly, from (2.57) we can obtain
r˙t,a = R
atvt = R
atv, (2.86)
which describes the time evolution of the position and rotation of each point in the global
reference frame. Similarly from (2.16) and (2.20) it is trivial to show that
Rat
′
= Rat(κ˜+ k˜0) (2.87)
and
r′t,a = R
at(γ + e), (2.88)
which describe the variations of position and rotation along each beam segment. In
subsequent sections we define the local orientation relative to the global coordinate
system at a particular point along the beam as T = Rat and its displacement relative
to the origin in global frame r = rt,a, giving
T˙ = Tω˜, (2.89a)
r˙ = Tv, (2.89b)
T′ = T(κ˜+ k˜0), (2.89c)
r′ = T(γ + e). (2.89d)
2.2 2-D Aerofoil Theory and Aerodynamic Formulation
The standard 2D linear unsteady aerofoil theory relates the aerodynamic forces on an
2-D aerofoil section, subject to a freestream airflow of a constant velocity (airspeed),
to the angle-of-attack of the aerofoil via linear relations. The 2D linear aerodynamic
assumptions are that the local aerodynamic forces are only dependent upon the local
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(a) Aerodynamic variable definitions (b) Reference frame definitions
Figure 4: Illustration of the 2D aerofoil problem. The figure on the right indicates the
four reference frames used in this section, which are the global aerodynamic reference
frame (blue), global structural reference frame (dark red), local aerodynamic reference
frame (green) and local structural reference frame (red).
instantaneous airflow and for the unsteady case, the lift history; has no shockwave move-
ments, stall, other nonlinear phenomena, or 3D aerodynamic interactions. Although the
effect of sweep is implied, it is far from accurate as the model does not account for
spanwise airflow. The unsteady aerodynamic formulation used in this work will be that
obtained via inviscid analysis on a flat 2D aerofoil using the small disturbance approxi-
mation (Theodorsen’s solution), with the solution then modified to fit actual parameters
of the wing shape. These will be reformulated using Peters’ [90] inflow model into a de-
scription using velocities and forces in the wing’s local frame, which will subsequently be
coupled onto the intrinsic structural equations using the method described by Palacios
et al. [9]. This section is a detailed description of the derivation that leads to the result
obtained by Palacios et al.in [9].
2.2.1 Theodorsen’s Solution for Inviscid Unsteady Flat-Plate Aerofoil
Theodorsen’s solution is a description of 2D unsteady aerodynamic forces. The solution
treats the trailing wake shed by an aerofoil as a flat sheet of vortices and integrates
their influences on the aerofoil. This produces an exact analytic solution of the time-
varying aerodynamic forces on the aerofoil as a function of aerofoil heaving and pitching
motions. As a very standard and widely used solution, it is reviewed in detail by Katz
55
and Plotkin [69], among many others, and will not be discussed here in depth. Only the
resulting solution will be used.
To set up the 2D unsteady aerofoil problem, the aerofoil in question has a chord of
2b, vertical (out-of-plane) position in an inertial reference frame hT and angle of attack
(a.o.a.) αT moving in a freestream velocity V∞. The lift LAE (positive up) is defined
as the total aerodynamic force on the aerofoil section perpendicular to the direction of
airflow, where drag DAE (positive downstream) is the total aerodynamic force on the
aerofoil section parallel to the direction of airflow. The moment MAE (positive pitch-
up) is defined as the total aerodynamic moment around the aerodynamic centre of the
aerofoil. The aerodynamic lift LAE , drag DAE , moment MAE , angle of attack αT and
vertical location hT are measured in the inertial reference frame at the aerodynamic
centre, in this case at quarter-chord, a location where the aerodynamic moment does
not depend on the steady-state angle of attack. The above quantities are defined in
an inertial reference frame that moves against the oncoming airflow with velocity V∞,
which will subsequently be called the global aerodynamic reference frame. In the spirit of
Peters’ inflow model, we will then transform the description into one that describes local
aerodynamic forces at an arbitrary location on the chord using local velocities at that
location. Thus we further define another reference frame which we will refer to as the
local aerodynamic reference frame with the axes local to the aerofoil and origin on the
aerodynamic centre. This reference frame treats the air as stationary and the aerofoil
moving forward with a velocity V∞, in which we define the transverse velocity V2 (positive
forward) parallel to the chordline, normal velocity V3 (positive up) perpendicular to the
chordline and angular velocity ω around the aerodynamic centre (positive pitch-up). It is
worth noting that this could be different from the transverse velocity components v2 and
v3 in the structural problem as V2 and V3 are defined with the origin at the aerodynamic
centre instead of the structural reference axis, and that the aerofoil’s zero-lift direction
need not point in an axis of the structural reference frame. Here for the purpose of
Theodorsen’s solution it is assumed that the aerofoil is flat with zero thickness.
Theodorsen’s solution considers this flat plate aerofoil in an inviscid 2D flow with a
constant freestream velocity, with the aerofoil undergoing heaving and pitching motions
(changes in hT and αT ). The aerodynamic forces on such an aerofoil in frequency-domain
can be calculated to be [69]
LAE(ikr) = πρV∞2bCk(ikr)[V∞αT (ikr)− h˙T + bα˙T (ikr)], (2.90a)
MAE(ikr) = −1
2
πρb2[V∞bα˙T (ikr)], (2.90b)
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where an overline indicates a frequency-domain variable of the corresponding variable in
time-domain. Here we take the Laplace transform from time- into frequency-domain as
αT (ikr) =
∫ ∞
0
e−ikrsrαT (sr). (2.91)
The reduced (non-dimensional) time sr defined as
sr =
tV∞
b
, (2.92)
the corresponding reduced frequency kr is defined as
kr =
ω∗V∞
b
(2.93)
with ω∗ being angular frequency.
Note that only lift and moment are present in this formulation, the drag force is zero
as a result of inviscid analysis. Ck, the Theodorsen’s function, is a non-rational function
that arises from a convolution integral from the wake vortex sheet model and is written
in terms of Bessel functions, which here we will approximate using rational functions
(from [9]) in a form that we will benefit from in subsequent analysis,
Ck(ikr) = 1−
NAE∑
j=1
ikrA
AE
j
ikr + bAEj
(2.94)
where for a given NAE , the sum of coefficients A
AE
j always equals 1/2. This approxima-
tion is exact in the limit of NAE →∞.
It is important to note that the form of the solution here does not include the effects
of apparent mass, which would give additional terms multiplying h¨, α˙ and α¨. These
are omitted on purpose due to the low frequency of anticipated dynamics on a HALE
aircraft. On more rigid, low aspect-ratio wings the effect of apparent mass is much more
pronounced due to dynamics occuring at a higher frequency.
We now make a change of variable from hT and αT defined in the global aerodynamic
reference frame into V2, V3 and ω defined in the local aerodynamic reference frame. Using
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small-angle approximation on αT , we obtain the following relations,
V∞ = V2/ cosαT ≈ V2, (2.95a)
h˙T = V3 cosαT + V2 sinαT ≈ V3 + V2αT , (2.95b)
α˙T = ω, (2.95c)
which results in the following forms of aerodynamic lift and moment,
LAE(ikr) = 2πρV∞b
1− NAE∑
j=1
ikrA
AE
j
ikr + bAEj
 [−V 3(ikr) + bω(ikr)], (2.96a)
MAE(ikr) = −πρb2V∞ · b
2
ω(ikr). (2.96b)
Note here that we retain V∞ in the unsteady aerodynamic terms as it will be computed
separately later in the formulation. We now make another substitution by defining a set
of aerodynamic states λj corresponding to each coefficient in the Theodorsen’s function
approximation:
λj(ikr) =
1
V∞
1
ikr + bAEj
[−V 3(ikr) + bω(ikr)] (2.97)
and substituting this variable into the aerodynamic lift gives
LAE(ik) = 2πρV∞b(−V 3(ik) + bω(ik)− V∞
NAE∑
j=1
ikAAEj λj(ik)). (2.98)
Manipulating the definition of λj and making a Laplace transform into time-domain
gives
(ikr + b
AE
j )λj(ikr) =
1
V∞
[−V 3(ikr) + bω(ikr)], (2.99)
dλj(sr)
dsr
+ bAEj λj(sr) =
1
V∞
[−V3(sr) + bω(sr)]. (2.100)
Since d
dsr
= b
V∞
d
dt
,
dλj(sr)
dt
+
bAEj V∞
b
λj(sr) = [−1
b
V3(sr) + ω(sr)], (2.101)
or finally
λ˙j +
bAEj V∞
b
λj = −1
b
V3 + ω. (2.102)
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By using (2.99) and the identity
∑
AAEj =
1
2 ,
ikrλj(ikr) =− bAEj λj(ikr) +
1
V∞
[−V 3(ikr) + bω(ikr)]. (2.103)
−V∞
∑
AAEj ikrλj(ikr) =V∞
∑
AAEj b
AE
j λj(ikr)
−
∑
AAEj [−V 3(ikr) + bω(ikr)],
=V∞
∑
AAEj b
AE
j λj(ikr)−
1
2
[−V 3(ikr) + bω(ikr)]. (2.104)
This gives
LAE(ikr) = 2πρV∞b(
1
2
(−V 3(ik) + bω(ikr)) + V∞
NAE∑
j=1
(AAEj b
AE
j λj(ikr))). (2.105)
Transforming the lift and moment expressions results in
LAE(sr) = 2πρV∞b
1
2
(−V3(sr) + bω(sr)) + V∞
NAE∑
j=1
AAEj b
AE
j λj(sr)
 , (2.106a)
MAE(sr) = −2πρV∞b2 · b
4
ω(sr). (2.106b)
or simply
LAE = 2πρV∞b
1
2
(−V3 + bω) + V∞
NAE∑
j=1
AAEj b
AE
j λj
 , (2.107a)
MAE = −2πρV∞b2 · b
4
ω, (2.107b)
which together with (2.102) provides a complete description of the aerodynamic forces
and moments in terms of aerofoil velocities defined in the local aerodynamic reference
frame. Figure 5 illustrates the contribution of each aerodynamic state in the 2-state
aerodynamic model to the unsteady lift for a change of angle of attack at time zero.
Note again that in this solution, the drag is absent due to the use of an inviscid fluid
model. The steady-state lift and moment coefficients, which in reality depend on the
exact shape and symmetry of the aerofoil, also assumes the theoretical values 2π and
zero respectively [69] due to the use of flat plate aerofoil in the model. The following
part will thus examine the extension of this model to fit actual aerofoil parameters and
write the solution in a form that is easily coupled with the intrinsic structural model.
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Figure 5: Lift variation against non-dimensional time for an instantaneous change of
angle of attack at time zero, normalised by the steady-state value. This figure illustrates
the contribution of unsteady aerodynamic terms of the 2-state aerodynamic model to
the lift response.
2.2.2 Unsteady Aerodynamic Solution using Aerofoil Parameters for Arbi-
trary Reference Axis
For a thick, cambered aerofoil, the steady-state lift, drag and moment coefficient, CL,
CD and CM follow these formal definitions from dimensional analysis [69],
LAE =
1
2
ρV 2∞ · 2bCL, (2.108a)
DAE =
1
2
ρV 2∞ · 2bCD, (2.108b)
MAE =
1
2
ρV 2∞ · 2b · 2bCM , (2.108c)
which, in linear aerofoil theory, become
CL = CL0 + CLααT + CLδδ, (2.109a)
CM = CM0 + CMδδ, (2.109b)
CD = CD0, (2.109c)
where α is the angle of attack and δ is the control surface deflection angle. This means
that, in first approximation, the lift/drag/moment coefficients are dependent on various
aerofoil parameters and the orientation of the aerofoil and any of its control surfaces.
The constant CLα is defined as the slope of steady-state lift coefficient with respect to
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the angle of attack α, whereas CL0 is the steady-state lift coefficient at zero angle of
attack. The last constant CM0 is the steady-state moment coefficient of the aerofoil
regardless of the angle of attack (due to the definition of the aerodynamic centre). It is
already seen that for a flat plate aerofoil in particular, the aerodynamic centre is at the
forward quarter-chord location.The control surfaces introduce additional contributions
to the lift and moment coefficient through the CLδ and CMδ coefficients particular to
the control surface design.
In Theodorsen’s solution, the inviscid model on a flat aerofoil produces CLα = 2π and
CM0 = CD0 = 0. Thus here we will make the assumption, as previous works have done
using this model [7, 8], that the same solution applies for a thick and cambered aerofoil
with arbitrary aerodynamic coefficients. For this we define another global reference
frame with origin aft of the aerodynamic centre located with a distance of ab from the
a.c. where a is the ratio of this distance to the length of half-chord, a point which we
will refer to as the structural axis (a negative a indicates the reference axis is forward
of the a.c.). This frame will be referred to as the global structural reference frame with
the associated aerodynamic loads being La, Da and Ma. We further define a final
reference frame similar to the local aerodynamic reference frame but with the origin at
the structural axis. In this reference frame we define the transverse velocity v2 (positive
forward) parallel to the chordline, normal velocity v3 (positive up) perpendicular to the
chordline and angular velocity ω around the aerodynamic centre (positive pitch-up),
together with associated loads measured at the structural axis being Fa2, Fa3 and Ma.
We start by modifying the solution of the unsteady aerodynamic forces (2.107) ob-
tained previously using the definitions of aerofoil parameters to obtain
LAE =
1
2
ρV∞ · 2b(CLα(1
2
(−V3 + bω) + 1
2
V∞
NAE∑
j=1
2AAEj b
AE
j λj) + V∞(CL0 + CLδδ)),
(2.110a)
DAE =
1
2
ρV 2∞ · 2bCD0, (2.110b)
MAE = −1
2
ρV∞ · 2b · 2bCLα b
8
ω +
1
2
ρV 2∞ · 2b · 2b(CM0 + CMδδ). (2.110c)
For simplicity, in the current model we assume that there is no unsteady effects asso-
ciated with control surface deflection, which would be straightforward to incorporate if
necessary. We now transform the aerodynamic forces onto the global structural reference
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frame according to
La = LAE , (2.111a)
Da = DAE , (2.111b)
Ma =MAE + LAE · ab, (2.111c)
which produces
Ma =
1
2
ρV∞ · 2b · 2b(−CLα b
8
ω + V∞(CM0 + CMδδ))
+ ab
1
2
ρV∞ · 2b(CLα(1
2
(−V3 + bω) + 1
2
V∞
NAE∑
j=1
2AAEj b
AE
j λj) + V∞(CL0 + CLδδ))
(2.112)
with the other two components being identical to their counterparts at the global aero-
dynamic reference frame.
We then express the velocities defined in the local aerodynamic frame as velocities
defined in the local structural frame as
V2 = V∞ = v2, (2.113a)
V3 = v3 + abω. (2.113b)
Substituting this into the aerodynamic loads ((2.110) and (2.112)) provides a relation
between global aerodynamic loads (lift/drag/moment) at the structural axis as a function
of local velocities at that point, with the components being
La =
1
2
ρV∞ · 2b(CLα(1
2
(−v3 + b(1− a)ω) + 1
2
V∞
NAE∑
j=1
2AAEj b
AE
j λj) + V∞(CL0 + CLδδ)),
(2.114a)
Da =
1
2
ρV 2∞ · 2bCD0, (2.114b)
Ma =
1
2
ρV∞ · 2b · 2b(−CLα b
8
ω + V∞(CM0 + CMδδ))
+ ab
1
2
ρV∞ · 2b(CLα(1
2
(−v3 + b(1− a)ω) + 1
2
V∞
NAE∑
j=1
2AAEj b
AE
j λj) + V∞(CL0 + CLδδ)).
(2.114c)
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Finally we transform the global force definitions into the local forces, using
Fa2 = La sinα−Da cosα, (2.115a)
Fa3 = La cosα+Da sinα, (2.115b)
sinα = − v3
V∞
, (2.115c)
cosα =
v2
V∞
, (2.115d)
to produce the following expressions that relate the local velocities at the structural axis
to the local aerodynamic loads generated by these velocities:
Fa2 = −1
2
ρv3 · 2b(CLα(1
2
(−v3 + b(1− a)ω) + 1
2
V∞
NAE∑
j=1
2AAEj b
AE
j λj) + V∞(CL0 + CLδδ))
− 1
2
ρV∞v2 · 2bCD0, (2.116a)
Fa3 =
1
2
ρv2 · 2b(CLα(1
2
(−v3 + b(1− a)ω) + 1
2
V∞
NAE∑
j=1
2AAEj b
AE
j λj) + V∞(CL0 + CLδδ))
− 1
2
ρV∞v3 · 2bCD0, (2.116b)
Ma =
1
2
ρV∞ · 2b · 2b(−CLα b
8
ω + V∞(CM0 + CMδδ))
+ ab
1
2
ρV∞ · 2b(CLα(1
2
(−v3 + b(1− a)ω) + 1
2
V∞
NAE∑
j=1
2AAEj b
AE
j λj) + V∞(CL0 + CLδδ)).
(2.116c)
We shall write the above relations in compact form as
Fa = Fa,qs + Fa,i · V∞
NAE∑
j=1
2AAEj b
AE
j λj + Fa,cδ (2.117)
with Fa =
[
0 Fa2 Fa3 Ma 0 0
]⊤
and other variables defined similarly. In this
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form the quasi-steady contribution becomes
Fa2,qs = ρb(−CD0v22 +
1
2
CLαv
2
3 −
1
2
b(1− a)CLαωv3 − v2v3CL0), (2.118a)
Fa3,qs = ρb((−1
2
CLα − CD0)v2v3 + 1
2
b(1− a)CLαv2ω + v22CL0), (2.118b)
Ma,qs = ρv2b
2((2CM0 + aCL0)v2 − 1
2
aCLαv3 +
1
2
b(a− a2 − 1
2
)CLαω), (2.118c)
while the induced component is
Fa2,i = −1
2
ρbCLαv3, (2.119a)
Fa3,i =
1
2
ρbCLαv2, (2.119b)
Ma,i =
1
2
ρab2CLαv2, (2.119c)
and finally the control surface contribution being
Fa2,c = −ρbCLδv2v3, (2.120a)
Fa3,c = ρbCLδv
2
2, (2.120b)
Ma,c = ρb
2(2CMδ + aCLδ)v
2
2. (2.120c)
With a similar change of variables in (2.102), the definition of the aerodynamic state
is now
λ˙j +
bAEj V∞
b
λj = −1
b
v3 + (1− a)ω. (2.121)
We further define the instantaneous sectional velocity state in the local structural
reference frame as x1 =
[
v1 v2 v3 ω1 ω2 ω3
]⊤
with ω = ω1, identical to the
definition of velocity state in the intrinsic beam formulation. We thus arrive at a compact
form of the aerodynamic description using matrices that is identical to the description
in [9],
Fa = ρb(A1(x1)x1 + V∞A2x1 ·
NAE∑
j=1
2AAEj b
AE
j λj +A3(x1)x1 · δ), (2.122a)
λ˙j = κ
⊤
AEx1 −
bAEj V∞
b
λj , (2.122b)
with the definition of the vector κ⊤AE =
[
0 0 −1/b (1− a) 0 0
]
and the linear
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operators A being
A1(x1) = (2.123a)
0 0 0 0 0 0
0 −CD0x2 CLα2 x3 − CL0x2 −b(1− a)CLα2 x3 0 0
0 CL0x2 − (CLα2 + CD0)x3 0 b(1− a)CLα2 x2 0 0
0 (2bCM0 + abCL0)x2 − abCLα2 x3 0 b2(a− a2 − 12)CLα2 x2 0 0
0 0 0 0 0 0
0 0 0 0 0 0

,
(2.123b)
A2 =

0 0 0 0 0 0
0 0 −1 0 0 0
0 1 0 0 0 0
0 ab 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

, (2.124)
A3(x1) =

0 0 0 0 0 0
0 0 −CLδx2 0 0 0
0 CLδx2 0 0 0 0
0 (abCLδ + 2bCMδ)x2 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

. (2.125)
The V∞ is retained in the A2 term instead of being replaced by a local v2 in order to
keep the aerodynamic description second-order. This leads to an additional assumption
that V∞ changes slowly which is justified under the fidelity of this formulation as the
original Theodorsen’s solution does not allow changes in V∞ at all.
To summarise, we have arrived at a description which uses Theodorsen’s solution as
a starting point and developed a relation between aerodynamic loads on a 2D aerofoil
section and its velocities relative to still air, all expressed in a local reference frame.
It is important to realise that whereas Theodorsen’s solution assumes the small-angle
approximation throughout, the subsequent transformation of the aerodynamic loads into
the aerofoil’s local reference frame regards the angle-of-attack finite and that the lift is
not perpendicular to the zero-lift line. As a result, using different levels of approximations
or even a different order of transformation could result in formulations that are subtly
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different than the one described here. Such can be seen when compared to similar work
by Patil [8] who used a coordinate system centred at mid-chord rather than the quarter-
chord as the starting point of the analysis, which, although equivalent in Theodorsen’s
solution, produces slightly different terms in the final formulation than those presented
here. It should be noted that neither should be regarded as being more correct than the
other as the linear (small-disturbance) assumption of Theodorsen’s solution is that the
lift is always perpendicular to the incoming airflow direction. However by also allowing
for heaving (and pitching) motions, this direction in fact could not be uniquely defined.
In the next section we will describe the projection of this formulation onto structural
modes in arriving at a modal aeroelastic formulation of an aircraft.
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3 Nonlinear Aeroservoelastic System Description in Modal
Coordinates
This chapter will describe the projection of the intrinsic structural and aerodynamic
equations developed in the previous chapter onto a set of global modes to obtain an
intrinsic modal formulation of the structural and aerodynamic systems. This process
converts a set of nonlinear PDEs into a set of nonlinear ODEs that can be marched in
time more easily and also makes model reduction easier to carry out. The chapter will
also describe system linearisation and the process by which a robust linear controller
can be created on the system.
3.1 Modal Structural Formulation
3.1.1 Natural Modes and Orthogonality under Unloaded Equilibrium
In order to obtain the natural modes of the structure, we will use the intrinsic beam
equation (2.79) as the starting point of the modal structural formulation. When we
assume there is no external force applied and linearise about the unloaded equilibrium
of x1 = x2 = 0, the intrinsic equations take the form of
Mx˙1 − x′2 −Ex2 = fA, (3.1a)
Cx˙2 − x′1 +E⊤x1 = 0. (3.1b)
By setting fA to zero, one can define the linear natural modes of the system using
separation of variables, e.g. assuming x1(s, t) = x1T (t)x1S(s) and solving the equations
for t and s separately. Such an approach leads to the following forms,
x1 = φ1j(s) sin(ωjt), (3.2a)
x2 = φ2j(s) cos(ωjt). (3.2b)
Note that this is essentially a separation of the natural mode of the system into its
real and imaginary components. By substituting (3.2) into the linear equations(3.1) we
obtain the equations for solving the space-domain structural modes φ1j and φ2j where
the s is now omitted,
φ′1j −E⊤φ1j = −ωjCφ2j , (3.3a)
φ′2j +Eφ2j = ωjMφ1j . (3.3b)
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These equations form a generalised eigenvalue problem of the form(
∂
∂s
−E⊤ 0
0 ∂
∂s
+E
)(
φ1j
φ2j
)
= ωj
(
0 −C
M 0
)(
φ1j
φ2j
)
(3.4)
whose solutions need to be solved with appropriate boundary conditions numerically, or
in simple cases, analytically, as can be found in [43]. As the system lacks damping, the
eigenvalues are always real and each positive eigenvalue will have an equal and negative
counterpart. For a continuous problem the number of eigenvalues will be infinite, whereas
for a discretised problem the total number of eigenvalues will equal to the number of
degrees of freedoms in the problem.
We now set out to prove that the natural modes of the system are orthogonal to
each other as it will be an important property later in the analysis. Assuming that
these solutions are now known, multiplying (3.3) with φ⊤1i or φ
⊤
2i and integrating over
the entire S gives ∫
S
(φ⊤2iφ
′
1j − φ⊤2iE⊤φ1j) ds = −ωj
∫
S
φ⊤2iCφ2j ds, (3.5a)∫
S
(φ⊤1iφ
′
2j + φ
⊤
1iEφ2j) ds = ωj
∫
S
φ⊤1iMφ1j ds. (3.5b)
Integrating by parts and assuming natural boundary conditions (which makes φ⊤2iφ1j
∣∣
E
=
0) gives ∫
S
φ⊤2iφ
′
1j ds = φ
⊤
2iφ1j
∣∣∣
E
−
∫
S
φ⊤′2iφ1j ds = −
∫
S
φ⊤1jφ
′
2i ds. (3.6)
After exchanging i and j, we substitute (3.6) into the first equation in (3.5). This results
in∫
S
(−φ⊤1iφ′2j − φ⊤2jE⊤φ1i) ds =
∫
S
(−φ⊤1iφ′2j − φ⊤1iEφ2j) ds = −ωi
∫
S
φ⊤2iCφ2j ds, (3.7)
since the identity a⊤Cb = b⊤C⊤a holds for any combination of a, b and matrix C.
Finally we add (3.7) to the second equation of (3.5) and obtain
ωj
∫
S
φ⊤1iMφ1j ds− ωi
∫
S
φ⊤2iCφ2j ds = 0. (3.8)
Since i and j are arbitrary, the equation holds equally when i and j are exchanged. Thus
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we can also show that
ωi
∫
S
φ⊤1iMφ1j ds− ωj
∫
S
φ⊤2iCφ2j ds = 0. (3.9)
Provided at least one of ωi and ωj is non-zero, we will then proceed to multiply (3.8) by
ωi and (3.9) by ωj , subtracting between them results in
(ω2i − ω2j )
∫
S
φ⊤2iCφ2j ds = 0 (3.10)
which then proves that if ωi 6= ωj , the integral
∫
S
φ⊤2iCφ2j ds must be zero. A similar
proof can be made for the
∫
S
φ⊤1iMφ1j ds integral. This condition holds as long as
ωi 6= ωj , possible exceptions to this would be if the two modes are both rigid-body
modes, which have an eigenvalue of zero, or are members of a set of redundant (i.e.
identical) eigenvalues. The reason is that in both cases, any linear combination between
φ1i and φ1j (and between φ2i and φ2j) is also a natural mode of the system. However
even in these situations it is always possible to prescribe particular linear combinations
of the redundant modes in order to make the previous relation hold. If instead i = j,
then due to M and C being symmetrical everywhere, the integrals (
∫
S
φ⊤1iMφ1i ds and∫
S
φ⊤2iCφ2i ds) will be a non-zero positive number, which can be set to unity by scaling
the magnitude of φ1i or φ2i accordingly. Thus we have demonstrated the orthogonality
between the natural modes of the structural system which is written as∫
S
φ⊤1iMφ1j ds = δij , (3.11a)∫
S
φ⊤2iCφ2j ds = δij (3.11b)
where we have also implicitly normalised the magnitudes of individual modes.
3.1.2 Natural Modes and Orthogonality under Loaded Equilibrium
The previous section described the linearisation about the unloaded equilibrium where
the sectional stresses are zero everywhere. However in practice it is common to operate at
an equilibrium condition under external loads, i.e. with the sectional stress x2 = xˆ2 6= 0
and the equilibrium xˆ2 is the solution to the static equilibrium equation by setting x1 = 0
in (2.79), resulting in
− xˆ′2 −Exˆ2 + L2(xˆ2)Cxˆ2 = fˆA, (3.12)
under the external load distribution fˆA.
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Using the identities in (2.82), the linearised intrinsic equations with a non-zero xˆ2
takes the form of
Mx˙1 − x′2 −Ex2 + (L2(xˆ2)C− L1(Cxˆ2))x2 = 0, (3.13a)
Cx˙2 − x′1 +E⊤x1 + L⊤1 (Cxˆ2)x1 = 0. (3.13b)
Similar to before, if we assume the solution to the linearised equations has the form of
x1 = φˆ1j(s) sin(ωˆjt), (3.14a)
x2 = xˆ2 + φˆ2j(s) cos(ωˆjt),
then the natural modes, where we will refer to as φˆ1 and φˆ2 to distinguish from the
zero-equilibrium ones, will be the solutions to the generalised eigenvalue problem of(
∂
∂s
−E⊤ − L⊤1 (Cxˆ2) 0
0 ∂
∂s
+E− (L2(xˆ2)C− L1(Cxˆ2))
)(
φˆ1j
φˆ2j
)
= ωˆj
(
0 −C
M 0
)(
φˆ1j
φˆ2j
)
. (3.15)
These natural modes, unlike the unloaded case, are not orthogonal under the definition
in (3.11) due to a lack of symmetry induced by the xˆ2 terms. For this reason as well as
energy-conservation properties detailed in Section 4.1.3, subsequent parts of this work
shall use the natural modes on an undeformed structure as basis if possible.
3.1.3 Nonlinear Beam Equation in Modal Coordinates
In this section, we describe the process of using Galerkin projection on the intrinsic
structural equation in order to project it into its modal form. Assuming that we have
obtained the natural modes of the system according to Section 3.1.1, or that we have
otherwise pre-defined a custom set of modes as the modal basis (which are not neces-
sarily natural modes), we can use this complete set of modes to represent an arbitrary
configuration of the structure as
x1 =
∞∑
j=1
φ1j(s)q1j(t), (3.16a)
x2 =
∞∑
j=1
φ2j(s)q2j(t). (3.16b)
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Here it is possible for φ to be an arbitrary set of (possibly non-orthogonal) modes,
i.e. they are not required to satisfy (3.11). However it is still required that they are
linearly independent, i.e. no mode can be obtained from a linear combination of the
other modes. Here we still assume the system uses the full number of modes, therefore
the total number of modes is again equal to the total number of degrees of freedom in
the structure.
We perform the Galerkin projection on the full nonlinear equation by inserting (3.16)
into the intrinsic structural equation (2.79), multiplying by φ1j or φ2j and integrating,
which results in∫
S
φ⊤1j
[
M
∞∑
k=1
φ1kq˙1k − (
∞∑
k=1
(φ′2k +Eφ2k)q2k) (3.17a)
+
∞∑
k=1
L1(φ1k)q1kM
∞∑
l=1
φ1lq1l +
∞∑
k=1
L2(φ2k)q2kC
∞∑
l=1
φ2lq2l
]
ds =
∫
S
φ⊤1jfA ds,∫
S
φ⊤2j
[
C
∞∑
k=1
φ2kq˙2k − (
∞∑
k=1
(φ′1k −E⊤φ1k)q1k)−
∞∑
k=1
L⊤1 (φ1k)q1kC
∞∑
l=1
φ2lq2l
]
ds = 0.
(3.17b)
We now define a number of coefficients to simplify this pair of equations,
A1,jk =
∫
S
φ⊤1jMφ1k ds, (3.18a)
Λ1,jk =
∫
S
φ⊤1j(φ
′
2k +Eφ2k) ds, (3.18b)
Γ1,jkl =
∫
S
φ⊤1jL1(φ1k)Mφ1l ds, (3.18c)
Γ2,jkl =
∫
S
φ⊤1jL2(φ2k)Cφ2l ds, (3.18d)
η1,j =
∫
S
φ⊤1jfA ds, (3.18e)
A2,jk =
∫
S
φ⊤2jCφ2k ds, (3.18f)
Λ2,jk =
∫
S
φ⊤2j(φ
′
1k −E⊤φ1k)) ds, (3.18g)
Γ3,jkl =
∫
S
φ⊤2jL⊤1 (φ1k)Cφ2l ds. (3.18h)
Note that the Γ coefficients have the properties arising from the forms of the L operators,
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described in (2.82), that
Γ3,kjl = Γ2,jkl, (3.19a)
Γ1,kjl = −Γ1,jkl, (3.19b)
Γ1,jjl = 0. (3.19c)
However for now the Γ3,kjl term is retained for clarity. The intrinsic equation under
Galerkin projection (3.17) now becomes
∞∑
k=1
A1,jkq˙1k −
∞∑
k=1
Λ1,jkq2k +
∞∑
k=1
∞∑
l=1
Γ1,jklq1kq1l +
∞∑
k=1
∞∑
l=1
Γ2,jklq2kq2l = η1,j , (3.20a)
∞∑
k=1
A2,jkq˙2k −
∞∑
k=1
Λ2,jkq1k −
∞∑
k=1
∞∑
l=1
Γ3,jklq1kq2l = 0, (3.20b)
or, using Einstein’s notation to imply summing over repeated indices,
A1,jkq˙1k = Λ1,jkq2k − Γ1,jklq1kq1l − Γ2,jklq2kq2l + η1,j , (3.21a)
A2,jkq˙2k = Λ2,jkq1k + Γ3,jklq1kq2l. (3.21b)
After retaining a finite number of modes, the equation can also be written in vector form
so that
A1q˙1 = Λ1q2 − Γ1(q1)q1 − Γ2(q2)q2 + η1, (3.22a)
A2q˙2 = Λ2q1 + Γ3(q1)q2, (3.22b)
or
q˙1 = A
−1
1 (Λ1q2 − Γ1(q1)q1 − Γ2(q2)q2 + η1), (3.23a)
q˙2 = A
−1
2 (Λ2q1 + Γ3(q1)q2), (3.23b)
where A, Λ, q and Q are matrices or vectors with elements being their counterparts in
(3.21) and Γ1(q1)jl =
∑
k Γ1,jklq1k. The Γ2 and Γ3 are defined similarly. We further
group the two equations together by defining q =
[
q1 q2
]⊤
, η =
[
η1 0
]⊤
and
A =
[
A1 0
0 A2
]
, Λ =
[
0 Λ1
Λ2 0
]
, Γ(q) =
[
−Γ1(q1) −Γ2(q2)
0 Γ3(q1)
]
, (3.24)
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resulting in
q˙ = A−1(Λq+ Γ(q)q+ η). (3.25)
We have thus obtained the modal form of the intrinsic beam equations where the original
variables x1 and x2 can be reclaimed from (3.16).
If, in particular, we seek to use the natural modes φ1 and φ2 in the modal projection,
their orthogonality allows us to further simplify the A and Λ coefficients using (3.3) and
(3.11),
A1,jk = A2,jk = δjk, (3.26a)
Λ1,jk = ωjδjk, (3.26b)
Λ2,jk = −ωjδjk, (3.26c)
which results in a simpler form of the modal structural equations,
q˙1j = ωjq2j − Γ1,jklq1kq1l − Γ2,jklq2kq2l + η1,j , (3.27a)
q˙2j = −ωjq1j + Γ3,jklq1kq2l, (3.27b)
or
q˙ =Wq+ Γ(q)q+ η (3.28)
with
W =
[
0 WD
−WD 0
]
(3.29)
and WD = diag(ωj).
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3.1.4 Modal Equations in Loaded Basis
Similar to expansion on the unloaded equilibrium, the intrinsic beam dynamics can be
expanded around a loaded equilibrium xˆ2 by defining
x1 =
∞∑
j=1
φˆ1j(s)q1j(t), (3.30a)
x2 = xˆ2 +
∞∑
j=1
φˆ2j(s)q2j(t). (3.30b)
This leads to an identical modal system (3.21) but with the linear coefficients modified
as
Λ1,jk =
∫
S
φ⊤1j(φ
′
2k +Eφ2k − (L2(xˆ2)C− L1(Cxˆ2)φ2k) ds, (3.31a)
η1,j =
∫
S
φ⊤1j(fA − fˆA) ds, (3.31b)
Λ2,jk =
∫
S
φ⊤2j(φ
′
1k −E⊤φ1k − L⊤1 (Cxˆ2)φ1k) ds, (3.31c)
In this case, the A and Λ coefficient matrices are no longer diagonal as the modes are
not orthogonal. However as they are still the natural modes of the system, they still
hold the property that
A−11 Λ1 =WD, (3.32a)
A−12 Λ2 = −WD, (3.32b)
a property which the natural modes of the unloaded equilibrium holds trivially.
3.2 Unsteady Modal Aerodynamic Description
Previously we have obtained the modal formulation of the intrinsic structural equations
(3.21). We are now ready to project the aerodynamic forces onto the structural modes
as added couplings in the modal formulation. The starting point of this process is the
expression for unsteady aerodynamic forces expressed in the local frame (2.117), which
can be regarded as an expression of local aerodynamic loads Fa(x1) in terms of local
velocities x1. As described previously, this aerodynamic system will be coupled with the
structural system via the external forcing term.
This aerodynamic projection process has a number of requirements. The first re-
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quirement is that the chord of the lifting surface(s) must all be equal and constant in
order for the unsteady terms to be projected, if there is a difference between chord
lengths of different lifting surfaces and all of which require accurate unsteady models,
separate sets of aerodynamic states would be required for each one which could lead to
a huge increase in the size of the problem. Another requirement is that the structural
axis system (B0) should coincide with the aerodynamic axis system, namely that the b2
and b3 axes should lie in the same plane as the aerofoil section with b2 pointing in the
zero-lift direction. If the axis system is specified differently to above, then subsequent
instances of x1 should be replaced with R(Rc0)x1 where we define the operator R as
R(Rc0) =
(
Rc0 0
0 Rc0
)
(3.33)
and Rc0 is the transformation from the local structural (0) frame into the local aerody-
namic (c) frame defined according to the aforementioned requirement.
We start by substituting (3.16) into (2.117), assuming natural modes are used, we
obtain
Fa = ρb(A1(
∞∑
k=1
φ1kq1k)
∞∑
l=1
φ1lq1l + V∞A2
∞∑
k=1
φ1kq1k ·
NAE∑
l=1
2AAEl b
AE
l λl
+A3(
∞∑
k=1
φ1kq1k)
∞∑
l=1
φ1lq1l · δ), (3.34a)
λ˙j = κ
⊤
AE
∞∑
k=1
φ1kq1k −
bAEj V∞
b
λj . (3.34b)
For the second equation, we further split λj into components corresponding to each
velocity mode φ1k as
λj =
∞∑
k=1
κ⊤AEφ1kqa,jk, (3.35)
converting the time evolution equation into
q˙a,jk = q1k −
bAEj V∞
b
qjk = q1k − pjV∞qa,jk, (3.36)
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where pj =
bAEj
b
. The first equation in (3.16) is now
Fa = ρb(A1(
∞∑
k=1
φ1kq1k)
∞∑
l=1
φ1lq1l + V∞A2
∞∑
k=1
NAE∑
l=1
∞∑
m=1
φ1kq1k · 2AAEl bAEl κ⊤AEφ1mqa,lm
(3.37a)
We then insert the aerodynamic forcing into the external forcing term and define the
modal aerodynamic forcing as
η1a,j =
∫
S
φ⊤1jFA ds, (3.38)
again using Einstein notation,
η1a,j = H1,jklq1kq1l + V∞H2,jklq1kqa,kl +H3,jkl,dq1kq1l · δd (3.39)
where
H1,jkl =
∫
S
ρbφ⊤1jA1(φ1k)φ1l ds, (3.40a)
H2,jklm =
∫
S
ρbφ⊤1jA2φ1k · 2AAEl bAEl κ⊤AEφ1m ds, (3.40b)
H3,jkl,d =
∫
S
ρbφ⊤1jA3,d(φ1k)φ1l ds. (3.40c)
Note here an additional index d is added to the A3 operators, this is to account for
the existence of multiple control surfaces, each of them creating their own set of A3
operators. Similarly the other aerodynamic coefficients including CLα, CM0 and CLδ are
now all dependent on s which means the A operators are also s-dependent. We finally
combine the modal aerodynamic formulation with the structural equations (3.21) and
obtain the final form of the modal aeroelastic system as
A1,jkq˙1k =Λ1,jkq2k − (Γ1,jkl −H1,jkl −H3,jkl,dδd)q1kq1l − Γ2,jklq2kq2l
+ V∞H2,jklq1kqa,kl, (3.41a)
A2,jkq˙2k =Λ2,jkq1k + Γ3,jklq1kq2l, (3.41b)
q˙a,jk =q1k − pjV∞qa,jk, (3.41c)
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or written in vector form by truncating to a finite number of modes,
q˙1 =A
−1
1 (Λ1q2 − (Γ1(q1)−H1(q1)− V∞H2(qa)−H3,d(q1)δd)q1
− Γ2(q2)q2), (3.42a)
q˙2 =A
−1
2 (Λ2q1 + Γ3(q1)q2), (3.42b)
q˙a =P1q1 − V∞P2qa, (3.42c)
where we define the vector form of the aerodynamic states qa as
qa =

qa1
qa2
. . .
qaNAE
 , (3.43)
with each vector qakj = qa,jk. Similar to the Γ operators, the H operators are defined
as
H1(q1)jl =
NM∑
k=1
H1,jklq1k, (3.44a)
H2(qa)jk =
NAE∑
l=1
∞∑
m=1
H2,jklmqa,lm, (3.44b)
H3,d(q1)jl =
NM∑
k=1
H3,jkl,dq1k. (3.44c)
Finally, the P1 and P2 matrices take the form of
P1 =

v 0 . . . 0
0 v . . . 0
. . . . . . . . . . . .
0 0 . . . v
 , P2 =

P 0 . . . 0
0 P . . . 0
. . . . . . . . . . . .
0 0 . . . P
 , (3.45)
with v is a vector the same size as q1 with every element being unity and the diagonal
matrix Pjj = pj . Finally the V∞ value is a global scalar value and could be obtained by
computing, for example, the local velocity at any node chosen as a reference node.
We have thus arrived at the closed-form modal aeroelastic formulation of a flexible
aircraft structure. The flying wing test case in the numerical results section will illustrate
the practical application of this formulation by demonstrating the entire process.
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3.3 Flight Dynamic Description
The modal aeroelastic system (3.42) describes a flexible structure moving in still air
without gravity. In order to create a description that can be used to model full-vehicle
flight-dynamics response, additional effects such as gravity, gust and engine thrust must
be accounted for and will be described in this section.
3.3.1 Displacement and Rotation Tracking
It can be seen from 2.1.6 that the integration of displacements and rotations from the
intrinsic variables is a highly nonlinear process. Rather than projecting displacements
and rotations onto a modal basis as we have done with the aerodynamic forces, we
will retain the integration of displacements and rotations from the intrinsic variables
themselves as a post-processing step. Thus starting from (2.89), for each point we have
T˙ = Tω˜ = T
∞∑
j=1
φ˜1j |456q1j , (3.46a)
r˙ = Tv = T
∞∑
j=1
φ1j |123q1j (3.46b)
and
T′ = T(κ˜+ k˜0) = T
 ∞∑
j=1
C˜φ2j |456q2j + k˜0
 , (3.47a)
r′ = T(γ + e) = T
 ∞∑
j=1
(Cφ2j)|123q2j + e
 (3.47b)
where all variables are a function of s. Their s dependence is omitted for clarity in all
subsequent equations in this chapter. The time integration equations (3.46) are linear
in both rotation T and velocity state q1 and therefore there exists linear operators NR
and ND so that
T˙v = NR(T)q1, (3.48a)
r˙ = ND(T)q1. (3.48b)
Here Tv denotes T rearranged into a vector form.
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3.3.2 Effect of Gravity
The gravity force is a constant vector in the global reference frame a. Its effect on the
intrinsic variables should be computed by transforming this constant vector into the
local reference frame using T,
g = T⊤MG(g0). (3.49)
Here g is the gravity vector in the local frame, transformed from g0 = [0, 0,−g0]⊤, the
constant gravity vector in the global frame where g0 is taken to be the gravity acceleration
(9.81ms−1 at sea level) and with the z-axis being the global “up” direction. The linear
transformation G is defined as
G(g0) =
(
g0
g0
)
. (3.50)
When projected onto the modes, this force influences the j-th velocity mode q1j as a
contribution to the external force term,
ηg,j =
∫
S
φ⊤1jT
⊤MG(g0) ds. (3.51)
This is a linear function of T thus we can also write the influence of gravity in vector
form as ηg = Hg(T) which will appear in the η term in (3.55).
3.3.3 Effect of Thrust
The thrust vector is modelled as a follower force (since pods move with the local airframe)
exerted at the locations sn on which the engine pods are mounted. It influences velocity
modes simply as another constant external force contribution, but defined in the local
frame as
ηT,j =
NT∑
n=1
φ⊤1j s=snft,n, (3.52)
The variable ft,n = ft0,nfn describes a 6-element thrust force/moment vector of magni-
tude fn and direction ft0,n with a total of NT thrust vectors. In order for changes in
thrust to be considered as well, the influence can be written as a vector ηT = HT fn
where fn is the collection of fn which will also appear in the η term in (3.55).
3.3.4 Effect of Gusts
In the aerodynamic model, the aerodynamic loads are computed by assuming that the
aerofoil section is moving through still air. In the spirit of this framework, the formula-
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tion will model the effect of an external gust, vg(r), defined as a spatial gust distribution
of gust velocities in the global frame, as causing an additional downwash as a local gust
velocity, modifying the local velocity v, and thus a different q1:
vˆ = v−T⊤vg(r), (3.53a)
q∗1j = q1j −
∫
S
φ⊤1j |123T⊤vg(r) ds, (3.53b)
or in vector form,
q∗1 = q1 + q1g, (3.54)
This modified q∗1 affects aerodynamic forces only and is not used in the structural model
or displacement integration.
3.3.5 Modal Aeroservoelastic System
The final assembled equation of the aeroservoelastic system is written as:
q˙1 =A
−1
1 (Λ1q2 − Γ1(q1)q1 − Γ2(q2)q2 + (H13(q∗1) + V∞H2(qa))q∗1
+Hg(T) +HT fn), (3.55a)
q˙2 =A
−1
2 (Λ2q1 + Γ3(q1)q2), (3.55b)
q˙a =P1q
∗
1 − V∞P2qa, (3.55c)
T˙v =NR (T)q1, (3.55d)
r˙ =ND (T)q1, (3.55e)
with Γ, N and H being linear functions of their respective variables and
H13 = H1 +H3,dδd, (3.56a)
q∗1 = q1 + q1g. (3.56b)
3.4 Modal Reduction and Mode Selection
Although (3.55) describes a full, possibly infinite-dimensional model, it is equally valid
for a system with a finite number of modes. Our process of modal reduction on the system
of ODEs simply involves retaining the modes of interest (φ1 and φ2) and truncating the
remainder of the modes and associated dynamics. Note that this method removes all
information of the truncated modes altogether, a method which retains some information
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of the removed modes will be described later in Section 4.6.1. It should be noted here
that there is no requirement that the structural states q1 and q2 should contain the
same number of modes in a finite-dimensional system. In this work it is assumed that
by using a finite number of natural structural modes in the aeroelastic system of a free-
flying airframe, the number of sectional force modes φ2 will be defined as NM whereas
the number of velocity modes φ1 will be NM + 6. The retained natural modes of the
structural model φ1 and φ2 exist in pairs (φ1,1 to φ1,NM and φ2,1 to φ2,NM ), the six
extra modes in the velocity modes (φ1,NM+1 to φ1,NM+6) are due to the existence of three
translational and three rotational rigid body velocity modes with no corresponding force
modes.
In the process of modal reduction on the nonlinear system, it was previously demon-
strated [132] using an isotropic cantilever model that bending modes in the cantilever
model only couple with each other via nonlinear coupling with axial modes, thus if no
axial modes are included in the reduced-order representation, no nonlinear couplings
will occur. This result highlighted that mode type could be an important criterion when
trying to select a set of modes to retain in the reduced model. However it should also
be noted that the degrees of freedoms in the isotropic cantilever are uncoupled and in
a more complex, coupled setup, it will be difficult to discern types of modes or to de-
cide which ones to retain without checking the performance using an actual simulation.
Therefore in this work, the selection of the structural modes to retain during modal
reduction is based on frequency only, i.e. modes are retained starting from the lowest
frequency until a satisfactory accuracy is achieved.
3.5 Control Design on Aeroelastic System
In this work we are also interested in control synthesis on the nonlinear aeroelastic
system for the purpose of disturbance rejection, dynamic stabilisation or controllability
augmentation. Especially, the nonlinear modelling capabilities in this work will allow the
exploration of the limits of using linear control methods on nonlinear systems, as will be
done later in Section 7.5. The following section will describe the process of linearisation
from the aeroelastic system (3.55) and the creation of a robust controller based on the
linearised system dynamics, from which the performance of the nonlinear aircraft model
will be evaluated.
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3.5.1 System Linearisation
A linearisation on the nonlinear aeroelastic system of (3.55) is first sought for the purpose
of control design. This assumes that a trim solution (i.e. static aeroelastic equilibrium)
is found such that ˙ˆq1 = 0, ˙ˆq2 = 0 and ˙ˆqa = 0 is satisfied where we now use the hat
symbol •ˆ to represent equilibrium values, so that for example,
q1 = qˆ1 + ∂q1. (3.57)
The linearisation on the variables q1, q2, qa and T (i.e. excluding the displacement
r) is made using variations on the aforementioned equilibrium state. The rationale for
the selection of these variables is that in linear aeroelastic and flight dynamic analy-
sis, displacement information can be safely discarded as it is an integral of the velocity
variables, however the same could not be done to rotations as the effect of gravity is
directly dependent on local orientation. This linearisation results in a linear system con-
taining the velocity and force structural modes, aerodynamic modes and nodal rotation
variables.
We shall first present the linearisation of rotations represented by rotation matrices.
A review of the various ways in which rotation can be linearised can be found in [5]. In
the full system, the nodal rotations are stored as rotation matrices and a direct lineari-
sation on this representation will result in redundant variables. Thus for linearisation
purposes alone, infinitesimal rotation variables will be introduced that use three degrees
of freedom per node to describe infinitesimal changes in orientation from a reference,
loaded equilibrium condition at time t = 0. For example, from (3.46) at node n
T˙n = Tnω˜n. (3.58)
As we are interested in small disturbance analysis, we assume T˙n and ωn are small,∫ t
0
Tn(0)ω˜n dt = Tn(t)−Tn(0). (3.59)
It is easy to prove that for a finite rotation matrix Tn(0), Tn(0)ω˜n = ˜Tn(0)ωn. Thus
we define the local (linear) rotation variable θn so that
θn =
∫ t
0
Tn(0)ωn dt, (3.60)
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resulting in
θ˜n(t) = Tn(t)−Tn(0). (3.61)
We finally note thatTn(0)ωn is the nodal angular velocity expressed in the global inertial
frame, thus θn is a vector of the three nodal rotation variables in the global frame.
Now that we can write changes in the nodal rotation matrix T as an infinitesimal
rotation vector θ, we can proceed to linearise the full aeroelastic system (3.55). Therefore
the state variable in the linearised system is now ∂q = [ q⊤1 q
⊤
2 q
⊤
a θ
⊤ ]⊤. The
linearised aeroelastic system dynamics can be written as
∂q˙1 =A
−1
1 (Λ1∂q2 − Γ1(qˆ1)∂q1 − Γ2(qˆ2)∂q2 − Γ1(∂q1)qˆ1 − Γ2(∂q2)qˆ2
+ (H1(qˆ1) +H3,dδˆd(qˆ1) + Vˆ∞H2(qˆa))(∂q1 + ∂q1g)
+ (H1(∂q1 + ∂q1g) +H3,dδˆd(∂q1 + ∂q1g) + Vˆ∞H2(∂qa))qˆ1
+ (H3,d∂δd(qˆ1) + ∂V∞H2(qˆa))qˆ1
+Hg(∂T) +HT∂fn), (3.62a)
∂q˙2 =A
−1
2 (Λ2∂q1 + Γ3(qˆ1)∂q2 + Γ3(∂q1)qˆ2), (3.62b)
∂q˙a =P1(∂q1 + ∂q1g)− Vˆ∞P2∂qa − ∂V∞P2qˆa, (3.62c)
∂
˙˜
θv =NR
(
∂θ˜
)
qˆ1 +NR
(
Tˆ
)
∂q1. (3.62d)
Note that the Γ and H functions, defined in Sections 3.1 and 3.2, are all linear functions
of their respective variables. The eigenvalues and eigenvectors of this linearised system
will also reveal the aerodynamic modes of the system including any unstable modes.
3.5.2 Open-Loop System Definition
In addition to linearisation on the states of the system described in Section 3.5.1, the
system inputs and outputs must also be defined in order to construct an open-loop
dynamic system suitable for linear dynamic simulations and control design, in the form
of a continuous, linear, time-invariant system S containing states q, with inputs wd, uc
and outputs yc, ym. The system S is defined as q˙yc
ym
 =
 SA SB1 SB2SC1 SD11 SD12
SC2 SD21 SD22

 qwd
uc
 . (3.63)
Here the system inputs include disturbance and control actions, whereas the outputs
include sensor measurements and control objectives. For the linearised system, relevant
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terms will be identified from (3.62), whereas on the full nonlinear system (3.55) will be
used.
The disturbance input to the flight dynamics in the aeroelastic system considered in
this work will come from external forces on the airframe. In particular, external gust
and its effect on the states will be linearised from q1g in (3.54) and (3.62), other external
forces, should they exist, will come from the η term in (3.55) and (3.62). Both these
linearised effects can be summarised by the term SB1wd in (3.63) where wd contains the
strengths of each disturbance at the current time.
An example of the control actions by the aircraft is control surface deflections, for
which the equation describing control surface effects through the δd term in (3.55) (to-
gether with (3.56)) and (3.62). There can also be other forces directly acting on the
airframe such as thrusters or shift in mass distributions, which are examples of forces
applied in the local and global reference frame respectively. These follow the same form
as the influence from thrust and gravity, which have already been discussed in Sections
3.3.3 and 3.3.2 respectively. For these terms only a linearisation on (3.52) and (3.51) is
necessary, as is done in (3.62) in the Hg and HT contributions. The linearised collective
actions of these control actions will be summarised in the term SB2uc in (3.63) where uc
contains the strengths of each control action (change from trim equilibrium condition)
at the current time.
Sensor measurements involving either velocity measurements or force/strain measure-
ments at particular locations can be computed by reconstructing the intrinsic variables
from the state variables using (3.16). For example a velocity measurement at a particular
location s can be written as
x1(s, t) =
NM∑
j=1
φ1j(s)q1j(t) = SC2q1. (3.64)
Additionally, rotation measurements can be computed directly from the nodal rotation
variables Ψn whereas displacement measurements can be integrated from the corre-
sponding velocity variables. Despite the model using velocities as states, measurements
of acceleration, if ever required, are still possible by taking time derivative on (3.16) and
noting that the values of all q˙1 can be replaced by the RHS of the first equation in (3.55).
The linearised version of these measurements can be summarised by the measurement
matrix SC2 and the collection of measurements ym in (3.63).
Similarly, if a physical quantity is included in the control objective it would follow
the same form as was defined in the sensor measurements. The control objective however
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can in fact contain any linear combination of states to suit the requirement of control
design. This would produce the control objective matrix SC1 and the objective function
(control goals) yc in (3.63).
3.5.3 H∞ Control Design on the Linearised System
The standard H∞ control problem defines a state-space system with the form of (3.63)
with the goal of designing a controller of the form(
z˙
uc
)
=
(
KA KB
KC KD
)(
z
ym
)
(3.65)
in order to minimise the maximum value of the transfer function from any direction ofwd
to yc at any frequency [124]. This represents a control law that uses the measurements
ym to generate a control action uc which minimises the absolute maximum gain of
the control objective yc from to the disturbance signal wd at any frequency. The H∞
control problem aims to solve the K matrices in (3.65) from an optimisation problem.
The H∞ method produces a control system that is of the same order as the system it
is synthesised on. As the linearised model (3.62) from the aeroelastic system frequently
contain thousands of states, it is thus necessary both from an efficiency and a reliability
point of view that the state-space system be reduced in order before conducting the
H∞ synthesis. Thus the synthesis of a controller from the aforementioned state-space
model would start from a balanced model truncation using Hankel singular values. The
Hankel singular value describes the contribution of each independent singular value of
the state-space system to the system’s overall input-output behaviour. In a balanced
model truncation procedure, only the most relevant singular values (i.e. those with the
highest Hankel singular values) from a singular value decomposition are retained in the
reduced model [133], which produces a reduced system that preserves the majority of
the input-output behaviour of the system in terms of frequency response (more precisely,
the ∞-norm of the difference between the original and reduced system is no more than
twice the value of the largest singular value removed during reduction [134]). By default,
any unstable states are retained by the procedure.
Subsequently the state-space system is augmented to include frequency-dependent
weighting functions on the states, observers and control actions. This is performed
to improve robustness of the resulting controller as well as providing tuning for the
magnitude of control action for a given disturbance. It is part of a standard procedure
for designing mixed-sensitivity robust controllers, a detailed review of how the method
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is carried out is described in Ref. [124].
AsH∞ is a linear controller, control saturation is a significant problem if encountered.
The controller provides no guarantee of stability of the closed-loop system after control
saturation occurs even after the disturbances have subsided. Thus in this work we make
the best attempt to avoid control saturation by tuning the magnitude of the control
action. The weighting functions are therefore selected so that the resulting controller
applies a maximum allowed control action for the maximum strength of the anticipated
disturbance. The definition of maximum anticipated disturbance is chosen on a case-
by-case basis, for the model used in this work it is chosen as the gust strength that will
induce an angle of attack which causes stall on any part of the aerofoil.
Finally, the control synthesis produces a set of K matrices in (3.65). In a time-
domain simulation of the closed-loop system, the controller states z in (3.65) are treated
as additional states in the ODE description of the aeroelastic system, with the control ac-
tions uc obtained through the evaluation of (3.65) and coupled back onto the aeroelastic
system.
We have thus arrived at a modal system of equations (3.55) which describes the
aircraft dynamics with prescribed material properties and modes that are continuous
in space. Chapter 5 will describe the process of obtaining such a system described in
(3.55) without explicitly requiring information on sectional beam properties. Spatial
discretisation on this system of equations will be discussed in Chapter 4 in order to
develop a numerical scheme based on this intrinsic aeroelastic description. We also
describe the procedures by which a robust controller of the dynamic system is obtained
in this work briefly as MATLAB (under which the framework is implemented) provides
an extensive toolbox for the functions and methods involved in control synthesis. Section
7.4 will demonstrate the design of such a controller on a full aircraft model.
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4 Numerical Implementation
The coupled aeroelastic formulations presented in Chapters 2 and 3 provide the theo-
retical basis of the simulation framework used in this work. Here we will proceed to
describe the numerical details in the implementation of the aeroelastic description into a
simulation framework. Conservation laws of the system will first be scrutinised to eval-
uate if they provide any benefits to the numerical scheme, then the discretisation and
time marching of the numerical scheme will be discussed, followed by some algorithmic
optimisations to the basic numerical procedure.
4.1 Conservation Properties of the Nonlinear Structural Equations
The beam equations of motion enforce the total energy and momentum conservation
laws of a mechanical system and this will first be proved in this section. As we are
interested in the eventual use of reduced-order descriptions of the structural system, we
will investigate next how well the conservation laws are satisfied on the reduced-order
modal description of the system.
4.1.1 Energy Conservation
Define the “inner product” of two vector quantities distributed on the structure as the
integral of their dot product over the entire structure, or
〈y,x〉 :=
∫
S
y⊤x ds. (4.1)
We define the total system energy E as the sum of total instantaneous system kinetic
and potential energy, or expressed using intrinsic variables,
E = K + U = 1
2
〈x1,Mx1〉+ 1
2
〈x2,Cx2〉. (4.2)
We now check that the intrinsic equations satisfy conservation of energy by showing
that E is invariant with time when the external forcing fA is zero, as the equations lack
damping terms. The time derivative of system energy is, using the fact that any realistic
M and C material properties should be inherently symmetrical,
E˙ = 1
2
(〈x˙1,Mx1〉+ 〈x1,Mx˙1〉+ 〈x˙2,Cx2〉+ 〈x2,Cx˙2〉) = 〈x1,Mx˙1〉+ 〈x2,Cx˙2〉. (4.3)
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Expanding the equation and substituting using (2.79) results in
E˙ =
∫
S
(
x⊤1 x
′
2 + x
⊤
1 Ex2 − x⊤1 L1(x1)Mx1 − x⊤1 L2(x2)Cx2
+x⊤2 x
′
1 − x⊤2 E⊤x1 + x⊤2 L⊤1 (x1)Cx2
)
ds. (4.4)
First, by applying the natural boundary conditions (2.64) at the open ends of the beam
structure we can show that∫
S
(
x⊤1 x
′
2 + x
⊤
2 x
′
1
)
ds =
∫
S
(
x⊤1 x
′
2 + x
′⊤
1 x2
)
ds =
∫
S
(x⊤1 x2)
′ ds =
[
x⊤1 x2
]
E
= 0 (4.5)
where S indicates the integral across the entire structure and E indicates boundary
integral at the open ends of the beam assemblies. Then using the fact that a scalar is
its own transpose,
x⊤1 Ex2 = (x
⊤
1 Ex2)
⊤ = x⊤2 E
⊤x1. (4.6)
Finally using the identities (2.82),
x⊤1 L1(x1)Mx1 = −x⊤1 L1(x1)Mx1 = 0 (4.7)
and
x⊤1 L2(x2)Cx2 = x⊤2 L⊤1 (x1)Cx2, (4.8)
thus substituting (4.5) to (4.8) into (4.4) results in
E˙ = 0. (4.9)
This confirms that, as expected, the total energy of a system described by intrinsic beam
equations (2.79) is invariant when there is no external forcing. In Section 4.1.3 we will
prove the same result for a full-order system expressed in the modal formulation instead
and investigate how mode truncation affects this result.
4.1.2 Structural Intensity
A second quantity of interest is the structural intensity, which in linear vibration analysis
is a measure of the change of energy density in a given infinitesimal volume and a measure
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of the flow of vibration energy through various parts of the structure [135]. In a beam
formulation the structural intensity only has one component and is defined by
i(s, t) = x⊤1 x2. (4.10)
It is common to consider the temporal integral of the structural intensity,
IT :=
∫ T
0
i dt, (4.11)
which could be used in the analysis of periodic excitations. We again assume zero
external forcing (no fA) and the spatial derivative of IT can be written as
I ′T =
∫ T
0
(
x⊤2 x
′
1 + x
⊤
1 x
′
2
)
dt
=
∫ T
0
(
x⊤2 (Cx˙2 +E
⊤x1 − L⊤1 (x1)Cx2)
+x⊤1 (Mx˙1 −Ex2 + L1(x1)Mx1 + L2(x2)Cx2)
)
dt. (4.12)
The elimination of terms using (4.6), (4.7) and (4.8) results in
I ′T =
∫ T
0
(
x⊤2 Cx˙2 + x
⊤
1 Mx˙1
)
dt. (4.13)
We note that since the compliance matrix C is symmetrical,
∂
∂t
(x⊤2 Cx2) = x
⊤
2 Cx˙2 + x˙
⊤
2 Cx2
= x⊤2 (C+C
⊤)x˙2
= 2x⊤2 Cx˙2. (4.14)
Similarly
∂
∂t
(x⊤1 Mx1) = 2x
⊤
1 Mx˙1. (4.15)
Therefore
I ′T =
1
2
∫ T
0
(
∂
∂t
(
x⊤2 Cx2 + x
⊤
1 Mx1
))
dt
=
1
2
(
x⊤2 Cx2 + x
⊤
1 Mx1
)
|T0 . (4.16)
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As noted above, Gavric [135] indicated that the temporal mean of iT indicates the energy
flow through the structure under periodic excitations. Thus if x1 and x2 are periodic
with period T , we have proved that I ′T = 0 for the un-damped and unforced system. We
also define
J(s) := lim
T→∞
1
T
IT (s). (4.17)
In the case where there is no external applied force (fA = 0, i.e. free vibrations), since
x1,x2 ∈ L∞(S × R+),
|( 1
T
IT (s))
′| ≤ 1
T
(‖x1‖2L∞‖M‖+ ‖x2‖2L∞‖C‖)→ 0, (4.18)
thus ( 1
T
IT (s))
′ → 0 uniformly in s ∈ S, implying J is differentiable and
J ′(s) = 0. (4.19)
This indicates that with time, J is a quantity that tends to distribute equally along the
length of the entire beam structure.
4.1.3 Energy Conservation of Modal Equations
Since the intrinsic beam equations preserve total system energy, the full-mode (infinite
number of dof) modal system described in (3.25) will also be energy-preserving naturally
as it is simply a change of basis from the original system. However in practice it is
interesting to investigate the the energy conservation properties of truncated systems, i.e.
a modal system where only a finite number (NM ) of modes are retained. In preparation
for this discussion we will modify the modal system (3.21) into a form that is easier to
manipulate by defining
Γ1,l = Γ1,jkl jk, (4.20a)
Γ2,l = Γ2,jkl jk, (4.20b)
which results in (3.23) becoming
A1q˙1 = Λ1q2 − q1,lΓ1,lq1 − q2,lΓ2,lq2 + η1, (4.21a)
A2q˙2 = Λ2q1 + q2,lΓ
⊤
2,lq1, (4.21b)
again with summation over repeated indices.
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We now write the definition of total system energy E (equation (4.2)) in modal form,
using the definition of the modal expansion (3.16). It is easy to see, using (3.18), that
E = 1
2
(q⊤1 A1q1 + q
⊤
2 A2q2) (4.22)
for any arbitrary set of space-spanning basis that are not necessarily natural modes nor
required to be orthogonal. Furthermore, as the sectional mass and compliance matrices
M and C matrices are always symmetric everywhere, it is also trivial to show that
E˙ = q⊤1 A1q˙1 + q⊤2 A2q˙2. (4.23)
Substitution using (4.21) and assuming zero external force (η1) gives
E˙ = q⊤1 (Λ1 +Λ⊤2 )q2 − q1,lq⊤1 Γ1,lq1. (4.24)
Owing to the form of the Γ1 coefficients (equation (3.18)), each of the Γ1,l matrices are
anti-symmetric (as noted in (3.19)) and therefore each of the q⊤1 Γ1,lq1 terms are zero
and can thus be discarded, resulting in
E˙ = q⊤1 (Λ1 +Λ⊤2 )q2. (4.25)
If the modes φ used in the projection are natural modes on the unloaded equilibrium
of the structure, then we already have the result that Λ1 = WD and Λ2 = −WD as
defined in Section 3.1.3. Therefore in this case Λ1+Λ
⊤
2 = 0, resulting in E˙ = 0 which is
the result we seek, that the total energy of the system is invariant if the external forcing
η1 is zero. If, however, the modes used are arbitrarily defined modes around the unloaded
equilibrium, in general the total energy is not conserved for a finite-dimensional system
due to Λ1 + Λ
⊤
2 6= 0. It is important to note that even in this case, the full infinite-
dimensional system must be energy-preserving as again it is simply a change of basis
from the energy-preserving intrinsic equations (2.79).
Consider also the case where the modes are natural modes on a loaded initial equilib-
rium φˆ as defined in Section 3.1.2, with E defined the same way as (4.22). Importantly
E no longer represents the total system energy as it does not include the contribution
from the initial load xˆ2, nor does it even represent the change of the total system energy
from the equilibrium value. Here again E is not invariant with time as for natural modes
around the loaded equilibrium with xˆ2 6= 0, Λ1 + Λ⊤2 6= 0. However in all cases con-
sidered here, the nonlinear term’s contribution to E (Γ terms) is always conserved with
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time, regardless of whether the modal expansion is around the unloaded equilibrium or a
loaded equilibrium, or whether the system is full- or reduced-order. These observations
could potentially be of use in the analysis and control design of a structural system.
However the aerodynamic model itself lacks such structure and symmetry found on the
structural system and it will be very difficult to find a similar conservation law for the
aerodynamic system or the coupled aeroelastic system. Therefore we will not attempt
to apply the observations made in this section to developing time-marching schemes or
control design.
4.1.4 Total Momentum Conservation of Modal Equations
Unlike total system energy, the total system momentum and angular momentum is a
vector quantity dependent on not only the local velocities, but the local displacement and
rotations as well. Their conservation is therefore much more complex than the system
energy and in fact the first equation in the intrinsic structural equations (2.79) is, by
nature, an equation describing the local momentum at a given point of the structure.
Thus for local momentum to be conserved, the strong form of this equation, as in (2.79a),
or the full modal form of which, as described in (3.25), must be satisfied. However, here
we are instead concerned about the conservation of total momentum of the full system,
which is the spatial integral of the local momentums at each point on the beam assembly.
The total linear momentum vector of the structure at a given time is
ptotal =
∫
S
T(Mx1123) ds (4.26)
where the subscript indicates the retention of only the first three components out of a
total of six. Similarly the total angular momentum vector of the structure is
htotal =
∫
S
T(Mx1456) + (r˜− r˜CM )T(Mx1123) ds (4.27)
where rCM is the spatial location of the centre-of-mass of the structure at the current
time, about which point the angular momentum is evaluated. The evaluation of this
integral is complicated by the fact that the orientation (rotation) of the local coordinate
system, T, is present in the integral. As local rotation is not a primary variable in
the intrinsic description and is instead implied from the post-processing integration step
itself using (2.86) or (2.88), it is difficult to investigate the properties of this integral
analytically.
Later in Chapter 6 we will dedicate two test cases to investigate the conservation
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of linear momentum of the full- and reduced-order modal structural system. It will be
seen that the momentum conservation of the reduced-order system is not guaranteed.
Numerical schemes that preserve momentum have been investigated in a finite-element
setting by e.g. [36, 136]. However, such schemes rely on FE-type discretisations and
evaluating each element locally, so will be difficult to adapt to the use of natural modes
as basis functions, which are non-trivial everywhere in the structure. Similarly, compat-
ibility requires the strong form of the compatibility relation to be satisfied (2.79b); only
satisfying the weak form in the reduced-order formulation may lead to integral errors
in the tracking of locations and orientations of the nodes and will be described in more
detail in Section 6.3. This problem is specific to the intrinsic description as it is a two-
field description of the structural problem. In contrast, displacement- or strain-based
methods describe other quantities using their sole primary variables (displacement and
strain respectively) and the problem of integral errors between the two primary variables
does not exist.
In summary, we have seen that while the full modal description satisfies conservation
of total energy and momentum, a truncated modal description will only satisfy conserva-
tion of total energy when natural modes are used in the modal expansion. Additionally
we have also found that the structural intensity is also conserved in periodic responses
of the system.
4.2 Lumped Mass Approximation of Structural Problem
The system (3.55) describes a modal aeroelastic system whose coupling coefficients, de-
scribed in (3.18) and (3.40), are computed from an airframe definition that is continuous
in space. This is by nature infinite-dimensional and, thus, in order to arrive at a practical
implementation of such a system, it is necessary to develop a suitable spatial discreti-
sation to the airframe structure which we will use to compute the coefficients. For
simplicity, in the current work we seek a low-order interpolation scheme and, if required,
increase the number of nodes to reduce the errors associated with a low-order scheme.
As this will eventually be required by Guyan reduction as part of the condensation
process from full 3D FE description to a beam-type model used in this work (a method
that will be described later in Chapter 5), the discretised structural problem will be
approximated by lumping of the structural inertia onto a series of discrete nodes that
are joined via massless, flexible beams. This lumping of masses onto nodes is also
commonly used in finite-element descriptions [49] but will require special treatment in
the current method of projection onto global modes. The distributed external loads
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fA will also be integrated onto the nodes. Thus, we define an equivalent problem of
a structure consisting a series of point masses on the Na nodes, linked by massless,
flexible beams with external loads applied on the nodes only. We will now find a suitable
spatial interpolation of the primary intrinsic variables (local velocities and sectional force
resultants) on this modified structural problem.
We start by examining the governing intrinsic equations for which the interpolation
schemes will be used. If, on the massless beam segment connecting the nodes, we assume
that the intrinsic variables are small in magnitude, (i.e. remaining in the linear regime)
and setting M to zero in (2.79a), obtaining
−x′2 −Ex2 = 0 (4.28a)
as fA is also zero on the beam segment. Expanding x2 into f and m gives
−f ′ = 0, (4.29a)
−m′ − e˜f = 0. (4.29b)
As can be seen in the first equation, the sectional force f in a straight, massless beam
segment between two nodes must be constant in the linear case as there is no external
forces applied on the segment other than at the end points. The sectional moment m
should also vary linearly with s, resulting from integrating the constant force along the
length of the beam element in the second equation. Between adjacent elements however
the sectional load x2 will not be continuous as our problem regards external load as
lumped, concentrated loads applied on each node and also due to M not being zero at
the nodes. If we further assume a constant but not necessarily diagonal C throughout
the beam segment between two nodes, then Cx2 also varies linearly with s.
In contrast, the velocity field x1 must be continuous as can be shown via enforcing
a finite x2 on the compatibility equation (2.79b). Again by assuming small magnitudes
of variables in (2.79a), we obtain
Cx˙2 − x′1 +ETx1 = 0, (4.30a)
or, expanding in individual components,
γ˙ − v′ − e˜v = 0, (4.31a)
κ˙− ω′ = 0. (4.31b)
94
It can be seen that, since components of Cx2, γ and κ vary linearly with s, the
angular velocity ω component in x1 must vary quadratically with s whereas the linear
velocity component varies with s in a cubic manner. Note that such interpolation is
very similar to that used in beam elements in commercial FE packages, e.g. CBEAM
elements in NASTRAN [52] or B31 elements in ABAQUS [137]. As we have lumped the
masses onto the nodes and made the beam segment massless, the momentumMx1 is not
continuous and is only non-zero at the nodes. We will refer to the lumped mass at node i
as ML,i to differentiate this variable with the distributed mass (inertia)-per-unit-length
M(s).
It will be shown in Section 5.2.3 that the Guyan reduction technique can result in
slightly different values of C in each natural mode for the same beam segment. This
means that similarly we could not compute the quadratic and cubic interpolation to x1 to
a high precision using data from Guyan reduction. The use of a linear analysis with the
assumption of a constant C matrix throughout further limits the accuracy advantage of
the cubic interpolation over lower-order schemes to small deformations of each element,
where geometric nonlinearities are insignificant, and material properties that do not
vary along the length of the element. Particularly, the latter requirement is not likely
to hold in a real-life situation, however the condensation method does not allow us to
have a more detailed knowledge of the sub-element variations in C. Therefore rather
than attempting to use a physically accurate interpolation scheme based on a constant
C assumption, we will instead simplify and reduce the order of the interpolation. If
required, the node count can be increased to reduce the size of each beam segment, so
that the error caused by using a low-order interpolation and geometrically nonlinear
effects become far less significant.
In the interpolation used in this work we will therefore regard the sectional forces and
moments x2, together with sectional force/moment strains Cx2, as piecewise constant,
i.e. we discard the linear variation of the sectional moment with s and assume it to be
the midpoint value in the element, shown in the right image in Figure 6. As the velocity
variables need to be continuous, the velocities and angular velocities x1 will be a linear
interpolation between the nodal values at the end of each element as shown in the left
image in Figure 6, again discarding higher-order variations.
We will now provide a mathematical description of the interpolation used in this
work. Note that this is not a discussion of the basis functions used in the formulation
but rather on the interpolation that the states, and the basis functions use. For simplicity
and clarity of presentation, the following argument will be made with a beam with Na
nodes and Na− 1 elements between the nodes. It is easy to extend these arguments to a
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Figure 6: Interpolation scheme of velocity x1 and sectional force x2, with various
contributions from interpolation functions coloured, used throughout the current work.
multi-beam problem in a practical implementation by taking account of the topology of
the structure. The definition of s in this case will be more complex but would not affect
the arguments in this section.
If we define x1,i as the discretised value of x1 defined at node i, that is, x1,i = x1(si),
linear interpolation results in the definition of the continuous x1 corresponding to the
discretised values being
x1 ∼=
∑
i
ϕ1,ix1,i, (4.32)
with the shape function
ϕ1,i(s) =

s−si−1
si−si−1
si−1 < s < si
s−si+1
si−si+1
si < s < si+1
0 otherwise
. (4.33)
Similarly, the discretised x2, being piecewise constant between the nodes, can be
represented as
x2 ∼=
∑
i
ϕ2,i+ 1
2
x2,i+ 1
2
(4.34)
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with the variable being x2,i+ 1
2
and the shape function
ϕ2,i+ 1
2
(s) =
{
1 si < s < si+1
0 otherwise
(4.35)
This thus defines the interpolated version of the intrinsic states x1 and x2 at every
point s on the structure as a function of the collection of discretised intrinsic variables
x1,i and x2,i+ 1
2
. These definitions form the basis on which we compute our modal system
and the eventual aeroelastic model we will use in subsequent analysis and simulations.
Similarly, the intrinsic modes φ1 and φ2 defined at every point s will also follow this
interpolation scheme and will be defined as
φ1j
∼=
∑
i
ϕ1,iφ1j,i, (4.36)
φ2j
∼=
∑
i
ϕ2,i+ 1
2
φ2j,i+ 1
2
, (4.37)
where φ1j,i and φ2j,i+ 1
2
are the discretised values defined at the nodes and mid-points
respectively. In the next section we will make use of these interpolations in computing
the nonlinear coupling coefficients in the modal system.
4.3 Construction of Modal Intrinsic System from Lumped-Mass Ap-
proximation
4.3.1 Computation of Coupling Coefficients
Equations (3.18) and (3.40) express the necessary coefficients for the construction of the
modal aeroelastic system as various integrals of the modal basis in space. As we have
defined the interpolation used in the discretised system (equations (4.32) and (4.34)),
these provide a basis for computing the coupling coefficients. Note here that this section
assumes knowledge of φ1j and φ2j , as well as explicit knowledge of M and C matrices.
However the methods described in this section can be applied equally to a situation
where we only have explicit knowledge of φ1j , φ2j , Mφ1j and Cφ2j instead, as will be
done in Chapter 5.
We start by assuming that an arbitrary complete set of space-spanning modes φ1 and
φ2 are specified, either as natural modes or otherwise. The linear coupling coefficients
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A can be computed from (3.18a) and (3.18f) as
A1,jk =
∑
i
φ⊤1j,iML,iφ1k,i,
A2,jk =
∑
i
(si+1 − si)φ⊤2j,i+ 1
2
Ci+ 1
2
φ1k,i+ 1
2
(4.38)
Here φ1j,i could be expressed in any frame of reference as long asML,iφ1k,i is expressed
in the same frame of reference, as the integral is a scalar. The same requirement follows
for all other equations in this section.
The nonlinear coupling coefficients Γ1,Γ2 in (3.23) can also be computed by direct
application of (3.18c) and (3.18d)
Γ1,jkl =
∑
i
φ⊤1j,iL1
(
φ1k,i
)
ML,iφ1ℓ,i,
Γ2,jkl =
∑
i
(si+1 − si)φ⊤1j,i+ 1
2
L2(φ2k,i+ 1
2
)Ci+ 1
2
φ2ℓ,i+ 1
2
(4.39)
where φ1j,i+ 1
2
= 12(φ1j,i + φ1j,i+1), all expressed in the (straight) beam element’s local
frame of reference, are the interpolated values of φ1j at the mid-points of each beam
element. Ci+ 1
2
is the compliance of the beam segment between node si to si+1 which is
assumed constant throughout the element. Note that if the starting point is a beam-type
description, Ci+ 1
2
would be already known. Otherwise the product Ci+ 1
2
φ1k,i+ 1
2
can be
computed from the method described in Section 5.2.3.
The computation of the Λ coefficients in (3.18) however is more involved. As both
φ1, φ
′
1 and φ2 are bounded, the Λ2 coefficients are evaluated along the lengths of each
beam element from (3.18g) as
Λ2,jk =
∑
i
φ⊤
2j,i+ 1
2
(φ1k,i+1 − φ1k,i − (si+1 − si)E⊤φ1k,i+ 1
2
). (4.40)
In contrast, the force component of the mode shape φ2 is not differentiable everywhere
due to discontinuities in the interpolation scheme at nodes and also because multiple
connectivity at a node in a multi-beam assembly will prevent this quantity from even
being defined there. Therefore (3.18b) can not be applied directly to compute Λ1.
However we note that we could split the contributions to Λ1 into two parts,
Λ1,jk =
∫
S
φ⊤1jφ
′
2k ds+
∫
S
φ⊤1jEφ2k ds. (4.41)
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The term φ⊤1jEφ2k is bounded and thus only needs to be evaluated on each of the
elements, ignoring the nodes which have infinitesimal size. This contribution produces∫
S
φ⊤1jEφ2k ds =
∑
i
(si+1 − si)φ⊤1j,i+ 1
2
E⊤φ2k,i+ 1
2
. (4.42)
Since we have assumed φ2 to be constant along each element, φ
′
2 is zero everywhere on
the element. Thus the φ⊤1jφ
′
2k term only need to be evaluated on the nodes themselves.
Note that this time the nodes could not be ignored as φ′2k approaches infinity at each
node. Here we will denote an integration only in the infinitesimal part around every
node si by the symbol SN . Thus from the previous argument,∫
S
φ⊤1jφ
′
2k ds =
∫
SN
φ⊤1jφ
′
2k ds. (4.43)
We further note that integration by parts gives∫
SN
φ⊤1jφ
′
2k ds =
[
φ⊤1jφ2k
]
C
−
∫
SN
φ′⊤1jφ2k ds, (4.44)
where here the symbol C indicates an evaluation around the immediate boundary sur-
rounding SN , or each of the lumped-mass nodes. As noted previously, we are only
interested in the infinitesimal region SN around the lumped-mass nodes. Thus the sec-
ond term on the RHS disappears due to φ′1j and φ2k both being finite everywhere. We
are therefore interested in evaluating the value of the boundary values
[
φ⊤1jφ2k
]
Ci
at each
node i where Ci indicates an evaluation around the boundary immediately surrounding
node i. This can be completed by a simple sum over all beam segments connecting to
the node i as [
φ⊤1jφ2k
]
Ci
=
∑
ci
φ⊤1j,ciφ2k,ciǫci (4.45)
where φ1j,ci is the value of φ1j expressed in the local frame of reference of beam element
ci connecting to node i, φ2k,ci is the value of φ2k throughout the beam element ci and
ǫci takes the value of 1 if the direction of increasing s points away from the node in
the segment ci, or the value of −1 otherwise. Combining (4.42) and (4.45) gives the
expression for Λ1 as
Λ1,jk =
∑
i
(
(si+1 − si)φ⊤1j,i+ 1
2
E⊤φ2k,i+ 1
2
+
∑
ci
φ⊤1j,ciφ2k,ciǫci
)
. (4.46)
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In Section 5.2.3, it will be seen that this method is equivalent to the summation-of-force
method described in [138].
The coefficientsA, Λ and Γ in (3.23) provide all the information required for the non-
linear structural equations of motion (3.23). Additionally the aerodynamic coefficients
H can be computed in the same form as Γ coefficients and will allow the aerodynamic
coupling terms to be computed from the modes as well.
4.3.2 Eigenvector and Eigenvalue Solution
In order to obtain the natural modes of the discretised system, we note that (3.23), when
linearised about the unloaded equilibrium and removing external forcing, becomes
q˙1 = A
−1
1 Λ1q2, (4.47)
q˙2 = A
−1
2 Λ2q1.
Substituting the second equation into the first results in
q¨1 = A
−1
1 Λ1A
−1
2 Λ2q1. (4.48)
Similarly
q¨2 = A
−1
2 Λ2A
−1
1 Λ1q2. (4.49)
Thus we could obtain the set of natural modes of the system from an arbitrary, full
set of space-spanning basis, for example the local modes that will be described later in
Section 4.6.3 which will be very easy to construct. The eigenvalues of the system will be
the square root of the eigenvalues of A−11 Λ1A
−1
2 Λ2 or A
−1
2 Λ2A
−1
1 Λ1. As a low-order
interpolation is used, the eigenvalues of the two matrices are not guaranteed to be the
same, but they will be extremely close especially at the low-frequency end where the
error from the interpolation is small. Furthermore, if (4.48) and (4.49) has eigenvectors
q1i and q2i respectively, then the eigenvectors of the discretised structural system will
be
q1i =
∑
j
q∗1i,jφ1j , (4.50)
q2i =
∑
j
q∗2i,jφ2j . (4.51)
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4.4 Nonlinear Static Equilibrium Solution in Modal Coordinates
In this work, the modes of the system are expanded about the undeformed configuration
of the structure due to the more desirable properties of the basis as described in Section
4.1. There are, however, situations in which we are interested in solutions to the static
problem where x1 = x˙1 = 0 and x˙2 = 0, i.e. the solution to xˆ2 in (3.12) given an
external static load fA. Rather than solving (3.12) directly, we apply a modified version
of the existing modal structural equations (3.23) to arrive at the static solution to the
external forcing that is consistent with the lumped mass discretisation.
We assume that a set of modal equations in the form of (3.23) has been previously
obtained on the unloaded system using any compete set of modes (i.e. a full-order modal
system). Then we cast the static equilibrium problem by enforcing q1 = 0, q˙1 = 0 and
q˙2 = 0 and project the external load fA onto the modal system as η1 using (3.18e),
resulting in the static modal equation
Λ1qˆ2 − Γ2(qˆ2)qˆ2 + η1 = 0 (4.52)
As the static equation (4.52) is nonlinear, a Newton-Raphson method will be used to
arrive at the solution iteratively. However in a nonlinear problem, Newton-Raphson
iteration is not guaranteed to converge when the starting conditions are far from the
solution. Therefore the external force is applied in ‘steps’, starting from 0 and sub-
sequently taking the value of η1,n = nη1/Nsteps at each step, with the solution being
qˆ2,n. Eventually the external load reaches η1 after Nsteps loading steps and the solution
qˆ2,Nsteps = qˆ2 is reached. The equation describing the static solution at step n and n+1
respectively are
Λ1qˆ2,n − Γ2(qˆ2,n)qˆ2,n + η1,n = 0, (4.53a)
Λ1qˆ2,n+1 − Γ2(qˆ2,n+1)qˆ2,n+1 + η1,n+1 = 0. (4.53b)
Assuming that at step n, the solution qˆ2,n to the external load η1,n is known to a
sufficient accuracy from prior computations, subtracting (4.53a) from (4.53b) produces
Λ1(qˆ2,n+1 − qˆ2,n)− (Γ2(qˆ2,n+1)qˆ2,n+1 − Γ2(qˆ2,n)qˆ2,n) + η1,n+1 − η1,n = 0. (4.54)
We then define δqˆ2,n+1 = qˆ2,n+1 − qˆ2,n and δη1,n+1 = η1,n+1 − η1,n, substituting
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these variables into (4.54) results in
Λ1δqˆ2,n+1 − (Γ2(qˆ2,n)δqˆ2,n+1 + Γ2(δqˆ2,n+1)δqˆ2,n+1 + Γ2(δqˆ2,n+1)qˆ2,n) + δη1,n+1 = 0.
(4.55)
This equation describes the relation of δqˆ2,n+1 with the known qˆ2,n. Although this is
merely a change of variable from (4.54), we note that the unknown δqˆ2,n can now be
as small as required (by varying Nsteps) for the Newton-Raphson method to operate on
(4.55) reliably. Thus by starting from an unloaded configuration and gradually increasing
the external load, finding the equilibrium solution at each load, one will be able to arrive
at the full load static equilibrium solution. However if the loading condition produces
singularities such as snap-through, a more reliable option would be to introduce artifi-
cial damping on a dynamic simulation rather than using the static relaxation approach
described here, constantly removing kinetic energy from the system until convergence
towards the static equilibrium.
4.5 Modal Time Marching and Integration
In the previous section we have described the solution to the static loading problem
using a modal basis. Here we will describe the time-marching of the modal equations in
a dynamic solution. To simplify the analysis, time marching in this work uses the classical
explicit fourth-order Runge-Kutta (RK4) integrator (built-in in Matlab) on the modal
aero(servo)elastic system of (3.55). The selection of the RK4 time integration scheme is
due to its ease of implementation, control of stability and reliability through automatic
timestep selections. Forwards and backwards Euler schemes were also attempted but
found to offer no benefit in computational efficiency for the same level of accuracy, and in
the backwards (implicit) case, convergence of iteration was very difficult on the nonlinear
modal system. However the efficiency of the RK4 scheme is limited by a maximum stable
timestep that is on the order of the period of the highest frequency mode of the linear
system (ω−1max, where ωmax is the square root of the largest eigenvalue in A
−1
1 Λ1A
−1
2 Λ2
in the structural problem, or its equivalent in the aeroelastic problem), as a result of
RK4’s finite stability boundary. If the modal system is stiff, that is, the ratio between the
smallest and largest eigenvalues are large, this maximum stable timestep limit produces
unnecessarily small timesteps and makes it very expensive to compute the low-frequency
dynamics for such a system. A way to circumvent this limit is described in Section 4.6.1.
Improvements to the general-purpose integration scheme were not sought as accuracy
of the numerical scheme was deemed sufficient for the current work and will be demon-
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strated in Chapters 6 and 7. The results show that numerical integration scheme is not
the primary source of error in the aeroelastic problem. In fact, the modal aerodynamic
model described in Chapter 3 makes a number of simplifications and assumptions that
introduce far more significant errors than that caused by the RK4 numerical integration
used in this work, such as the lack of tip effects and a constant V∞ everywhere on the
wing.
4.5.1 Displacement and Rotation Integration
The nodal displacement and rotation at each subsequent instant can be easily tracked
by re-assembling the local velocity from the velocity modes and applying (3.46), i.e. by
integrating in time. The displacements and rotations in the beam segment between each
node, if required, could be computed in a similar way to the nodal displacements by
using the interpolation in (4.32). However, as described in Section 4.1.4, only satisfying
the weak form of the structural compatibility equation (as found in the modal form of the
intrinsic equations (3.23)) with a reduced-order model might introduce integral errors
in tracking the shape of the deformed structure. This means that without explicitly
enforcing the relative displacements and rotations between nodes, the integral error will
not only give rise to deviations in the overall spatial location of the structure but also
errors in the relative distances between nodes on the structure, i.e. the structure could
“fly apart” without the numerical solution acknowledging this fact due to each node
being tracked individually. As this arises from the use of a reduced-order formulation,
a more accurate time-marching scheme would not alleviate this problem. Therefore,
to prevent this scenario from taking place, a regularisation step of integration in the
s-direction along each element, or along the beam structure, is performed by applying
an RK4 integration on (3.47) at regular time intervals selected during use. Thus, during
a normal timestep at node si and time tj , ri,t (and similarly Ti,j) is computed from
knowledge of the spatial position at the previous time ri,j−1 and the velocities of the
current node x1,i,j . However during regularisation, at regular intervals in time, a step is
carried out so that ri,j is computed from the spatial position of its adjacent node at the
current time ri−1,j and the strains in the beam segment between the two nodes at the
current time x2,i,j using (3.47). The exact frequency that this needs to be carried out
at depends on the extent of the modal reduction: if more structural modes are retained
(thus bearing a better approximation to the full-mode system), this operation would be
required infrequently and vice versa.
So far in this work all calculations regarding rotations or orientations are conducted
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using rotation matrices, for example in (3.46) and (3.47). These equations integrate
each of the nine elements of a rotation matrix separately without trying to satisfy the
constraints placed on the elements in a rotation matrix. Storing rotations as cartesian
rotation vectors and converting them into the rotation matrices during computation is
possible, however in practice it was found that with the automatic error control of the
RK4 algorithm set to the level described above, the rotation matrices remain orthonor-
mal to a high degree and little loss of accuracy is seen by storing rotation matrices
directly, although re-orthogonalisation of the stored rotation matrices, by transform-
ing them into the closest rotation vector and then back, is performed at regular time
intervals for added reliability.
4.6 Numerical Scheme Optimisation
This section will discuss various methods in which improvements were made to the effi-
ciency of time-marching algorithms of the modal system. Although computational time
is not critical in most numerical cases investigated in this work, algorithm optimisation
is still very necessary if the method is to be applied to problems of practical importance.
4.6.1 Residualisation
As described in Section 4.5, the largest permissible time-step for stable time marching
of the system (3.23) or (3.55) using the RK4 scheme is determined by the period of
the highest frequency mode in the linear system (a discussion of the stability bound-
aries of various ODE time marching schemes is found in textbooks such as [139]). As
will be demonstrated by simulations in Section 6.3, the structural model requires the
inclusion of high-frequency modes in order to conserve system momentum. As a result
the permissible time-step becomes very small compared to the typical timescale of the
low-frequency dynamics, increasing the computational cost required to compute a given
length of time in the simulation.
The problem of stiffness in ODEs has been extensively studied in the literature on
numerical methods [139]. For displacement-based formulations in particular, damping
is added to the Newmark method [1]. The time-stepping scheme will thus be able
to march at a larger timestep than the highest eigenvalue permits without becoming
unstable, while retaining good accuracy for low-frequency responses that are typically of
interest. However the method relies on using the structure of the generalised equations
of motion which is difficult to translate into the intrinsic modal formulation where a
different set of primary variables is used. As described previously, other integration
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schemes that include numerical damping are either too limited in their applicability or
caused convergence problems in the implicit iterations.
In the aeroelastic system in which we are interested in this work however, we are
primarily interested in the low-frequency behaviour. The use of a beam-type description
of a slender structure becomes less accurate at wavelengths comparable to the typical
section size of the structure, furthermore the strength of aerodynamic damping in an
aeroelastic system increases with frequency and will remove any high frequency dynam-
ics very quickly. Thus we are only interested in the inclusion of high-frequency modes as
a nonlinear correction term to the low-frequency modes in the structural model. This
philosophy is the same as the residualisation method used in linear model reduction [124]
where rather than reducing the size of a system by simply truncating parts of the dy-
namics altogether (balanced truncation), the truncated dynamics are instead solved as
algebraic equations and coupled back to the retained parts of the dynamics, which also
ensure that the solution to the static problem is preserved. In linear model reduction,
the truncation method is normally used to remove low-frequency modes, whereas resid-
ualisation is used for high-frequency ones as is the case here. There exists a difference
between the balanced residualisation technique and the method used currently, where
balanced residualisation operates on linear systems, the current method seeks to retain
the coupling in nonlinear dynamics.
We will now describe the algebraic procedure by which the residualisation is carried
out in this work. First, we take the structural modal equations (3.28) as the starting
point of this analysis. It is thus implied that a finite number of natural modes of the
system are used resulting in a diagonalWD matrix that is diagonal by definition. If this
is not the case it will be straightforward to orthogonalise the modes until this is achieved,
using the method in Section 4.3.2. The aerodynamic and flight dynamic couplings are
not considered part of the residualisation process and are computed after residualisation
is performed. We now define a pair of modes φ1,j and φ2,j as being high-frequency
when their associated eigenvalue, ωj , is higher than a specified cut-off frequency, ωC .
Otherwise it is regarded as being low-frequency. We now split q into two parts containing
the low- and high-frequency modes, qL and qH , respectively, that is, q =
[
q⊤L q
⊤
H
]⊤
.
Using this, (3.28) can be split into
q˙L =WLqL + ΓL(q)q+ ηL, (4.56a)
q˙H =WHqH + ΓH(q)q+ ηH (4.56b)
Under a slow external forcing, the linear part of the second equation, which defines a
105
set of high-frequency harmonic oscillators, operates at a very different frequency to the
quadratic part of the equation, which contains contributions from geometric nonlinear
couplings, and to the external forcing. Therefore if only the low-frequency dynamics are
of interest, the system can be approximated by regarding a time-averaged qH that reacts
instantaneously to excitations from the ΓH(q)q and ηH terms. This approximation
effectively removes the high-frequency dynamics from the qH states and converts (4.56)
into a set of differential-algebraic equations (DAE), or
qH = −W−1H (ΓH(q)q+ ηH), (4.57a)
q˙L =WLqL + ΓL(q)q+ ηL, (4.57b)
with q =
[
q⊤L q
⊤
H
]⊤
. This set of equations is marched by first iterating the value
of qH using the currently known values of system states qL with the first equation of
(4.57), then computing the value of q˙L using the second equation to obtain the time
derivatives for time marching. The iteration of qH can be carried out as
qH,k+1 = −W−1H (ΓH(qk)qk + ηH) (4.58)
which converges quickly provided the eigenvalues in WH are large. More elaborate
iteration schemes such as Newton-Raphson can also be used for faster convergence but
were not necessary in the results shown in this work.
In practice, the residualisation method was able to significantly speed up the compu-
tation by providing an increase in maximum stable timestep, a result that a truncation of
high-frequency also achieves. However residualisation of high-frequency components pro-
vides the benefit of being much more accurate in predicting the low-frequency response
of the structure than a truncation can achieve. This is because it retains coupling in-
teractions from high-frequency modes that occur at a far slower rate than their natural
frequencies. The effectiveness of this method will be demonstrated in Section 6.3 and
compared against full mode simulation using (3.28).
4.6.2 Algorithm Optimisation
In simulations, it was found that the overwhelming majority of the computation time
was spent computing the quadratic nonlinear coupling terms in the modal ODE in each
time-step in the form of Γ1,jklq1,kq1,l, for example. In general, Γ1 is fully populated. If
we assume that we have included NM + 6 velocity modes (φ1), computing Γ1,jklq1,kq1,l
directly requires 2(NM + 6)
3 multiplications, with a similar number on the other struc-
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tural and aerodynamic coupling terms. Optimisation to the algorithm is sought in order
to speed up this step in the simulation (time-marching) process. For clarity, the follow-
ing discussion uses the Γ1,jklq1,kq1,l term only, with similar extensions to other terms of
the same nature.
First we note that by pre-computing a matrix Q1,kl = q1,kq1,l before computing the
quadratic coupling as Γ1,jklq1,kq1,l = Γ1,jklQ1,kl, one almost halves the number of multi-
plications required to (NM +6)
3+(NM +6)
2. Then by realising Q1,kl = Q1,lk, one could
further pre-compute Γˆ1,jklk 6=l = Γ1,jkl + Γ1,jlk, giving Γ1,jklQ1,kl = Γˆ
∗
1,jklQ1,kl j≤k which
now requires only (NM +6)(NM +6)(NM +7)/2+(NM +6)(NM +7)/2 multiplications.
At large values of NM this represents only a quarter of the original number of multipli-
cations required, or quadrupling the speed of time-marching. However it is worth noting
that the latter reduction could not be applied to terms of the form Γ2,jklq1,kq2,l, on these
terms only a two-fold reduction can be achieved.
4.6.3 Local Mode Projection
In the above paragraph we have described optimising the computation of nonlinear cou-
pling terms purely by reducing and grouping redundant multiplications. The nonlinear
coupling coefficients Γ and H themselves however are still fully populated due to the use
of global modes, modes that are not confined in a particular region or element in space
and will thus produce a non-zero coupling with every other mode. This is in contrast
to a finite-element type approach, where each mode is only non-zero in its local element
and will thus only couple with other modes that are non-zero in the same element, pro-
ducing very sparsely populated coupling coefficients. The conventional wisdom in linear
modal analysis is that one would need less modes than the number of degrees of freedoms
in the system. However in Section 6.3 we will discuss how this is not necessarily the
case for conservation of momentum in nonlinear problems, i.e. any degree of truncation
would introduce significant integral errors in momentum. We thus seek to project the
coupling between the global modes into local modes and obtain a sparse coupling coeffi-
cient matrix, which would result in a far more significant improvement in computational
speed.
We make the lumped mass model defined in Section 4.2 as our starting point and
limit the discussion to the structural model (the aerodynamic coupling coefficients follow
the same process and will not be discussed separately). The local modes in this model
will be the component-wise shape functions (as x1 and x2 both contain six components)
which we have already used to define the interpolation of the intrinsic variables x1 and
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x2 in (4.32) and (4.34). We thus define the set of local modes as
ϕ1,6n+p = cpϕ1,n, (4.59a)
ϕ2,6n+p = cpϕ1,n+ 1
2
, (4.59b)
where cp is a 6-element unit vector with the p-th element being unity and ϕ is the
interpolation shape function defined in Section 4.2. The associated modal expansion
using this basis is written as
x1 =
6N∑
j=1
ϕ1j(s)µ1j(t), (4.60a)
x2 =
6(N−1)∑
j=1
ϕ2j(s)µ2j(t). (4.60b)
Projecting onto this basis will result in a set of modal equations with an identical form
to (3.22), or
A∗1µ˙1 = Λ
∗
1µ2 − Γ∗1(µ1)µ1 − Γ∗2(µ2)µ2 + η∗1, (4.61a)
A∗2µ˙2 = Λ
∗
2µ1 + Γ
∗
3(µ1)µ2, (4.61b)
with the A∗, Λ∗, Γ∗ and η∗ defined identically to those in (3.22). It is also worth
noting that with the use of local, finite-element discretisation, this becomes effectively a
nonlinear finite-element description of the structural system.
If (3.22) uses a full set of modes (of a finite number) in the structural model (not
necessarily natural modes) then (3.22) and (4.61) are different but completely equivalent
representations of the same system. A transformation between the two bases can be
defined by noting that
x1 =
6Na∑
j=1
ϕ1jµ1j =
6Na∑
j=1
φ∗1jq1j , (4.62)
then performing a Galerkin projection on both, resulting in
〈x1,ϕ1k〉 =
6Na∑
j=1
〈ϕ1j ,ϕ1k〉µ1j =
6Na∑
j=1
〈φ∗1j ,ϕ1k〉q1j . (4.63)
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We can thus define
Y1,jk = 〈ϕ1k,ϕ1j〉, (4.64a)
Z1,jk = 〈φ∗1j ,ϕ1j〉 (4.64b)
which results in Y1µ1 = Z1q1 or if we define N1 = Z
−1
1 Y1,
q1 = N1µ1, (4.65a)
µ1 = N
−1
1 q1. (4.65b)
The transformation N2 between q2 and µ2 can be defined in the same manner.
The local modal system of (4.61) can now be written using global modes as
A∗1N
−1
1 q˙1 = Λ
∗
1N
−1
2 q2 − Γ∗1(N−11 q1)N−11 q1 − Γ∗2(N−12 q2)N−12 q2 + η∗1, (4.66a)
A∗2N
−1
2 q˙2 = Λ
∗
2N
−1
1 q1 + Γ
∗
3(N
−1
1 q1)N
−1
2 q2, (4.66b)
or
q˙1 = A
∗−1
1 N1(Λ
∗
1N
−1
1 q2 − Γ∗1(N−11 q1)N−11 q1 − Γ∗2(N−11 q2)N−11 q2 + η∗1), (4.67a)
q˙2 = A
∗−1
2 N2(Λ
∗
2N
−1
1 q1 + Γ
∗
3(N
−1
1 q1)N
−1
1 q2). (4.67b)
Importantly, this system is completely equivalent to (3.23), it follows that the linear and
nonlinear part of the dynamics should separately be equal to their respective counter-
parts, i.e.
A−11 Γ1(q1)q1 = A
∗−1
1 N1Γ
∗
1(N
−1
1 q1)N
−1
1 q1, (4.68a)
A−12 Γ2(q2)q2 = A
∗−1
1 N1Γ
∗
2(N
−1
1 q2)N
−1
1 q2, (4.68b)
A−12 Γ3(q1)q2 = A
∗−1
2 N2Γ
∗
3(N
−1
1 q1)N
−1
1 q2. (4.68c)
We can thus replace the multiplications involving Γ by those involving Γ∗ and pre-
multiplications with N or N−1. As noted at the start of this section, the nonlinear
coupling coefficients Γ∗ involving local modes are very sparse. Therefore although the
latter expressions carry additional pre-multiplication computations that are on the or-
der of O(N2a ), it reduces the O(N3a ) multiplications of the original coupling coefficient
computation using Γ into O(Na) multiplications using the sparse Γ∗. The result is a
significant reduction from an overall O(N3a ) into O(N2a ) multiplications with the use of
a local mode basis.
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When the original system in question is reduced-order however, a problem with this
method will arise. As the full set of local modes must always be used, the Z matrices
cease to be square. It is, however, still possible to make this transformation by including
the truncated modes only when computing the Z matrices, resulting in square N and
N−1 matrices which can then be truncated to the appropriate dimensions. Thus the
method is not limited to a full-mode system. It is worth noting that modal truncation
of the original system will result in a complexity of O(N3M ) where NM ≤ 6Na is the
number of retained modes, however the local mode projection remains at a complexity
of O(N2a ). Thus for values of NM less than a certain threshold, the use of FE-space
projection no longer offers a computational saving.
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5 Generation of 1D Intrinsic System from Condensation
of 3D Model
The previous chapter described a numerical procedure to obtain a nonlinear modal
structure/aeroelastic system. There we have assumed that we have explicit knowledge
of the material properties, M and C of the structure. As described previously, the
sectional compliance properties are typically obtained via structural homogenisation or
using variational asymptotic principles. However in this chapter we propose a method
of obtaining a nonlinear intrinsic description of a 3D structure via a direct condensation
from a high-fidelity 3D FE model, without requiring the typical section to be regular
or periodic, or explicit knowledge of the sectional compliance matrix in a beam-type
description. First we will make a short review of Guyan reduction, a method for the
condensation of degrees of freedom that will play an important part in our approach.
We will then define the suitable form of structural problem to which we can apply this
approach and describe the process of generating a modal structural or aeroelastic system
from this starting point. The application of this method will be demonstrated in Chapter
6.
5.1 Guyan reduction
The Guyan reduction [140] is one of several reduction methods which aims to reduce
the number of degrees of freedoms in a structural problem by condensing the entire
system dynamics onto a specific set of dofs. A detailed review of the different reduction
techniques can be found in standard textbooks such as that by Preumont [141].
Consider a forced, finite-dimensional linear structural system without damping, where
the inertia is lumped onto a set of dofs, with associated infinitesimal displacement vec-
tors ui and, in general, rotation vectors θi at every node i collected into a vector xa,
whereas the remaining set xr has no inertia and receives no external excitation. Then
the linear equations of motion describing xg =
[
x⊤a x
⊤
r
]⊤
can be written as
Mgx¨g +Kgxg = fg, (5.1)
which can be split according to the analysis degrees of freedom,(
Mg,11 0
0 0
)(
x¨a
x¨r
)
+
(
Kg,11 Kg,12
Kg,21 Kg,22
)(
xa
xr
)
=
(
fa
fr
)
(5.2)
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where fa and fr are the external forcing terms. We assume that there is no associated
forcing on xr, or fr = 0. The second equation in equation (5.2) now becomes an algebraic
equation that links the “slave” states xr to the “master” dofs xa by
xr = −K−1g,22Kg,21xa (5.3)
and by making this substitution into the original equation, the structural dynamics
become
Mg,11x¨a + (Kg,11 −Kg,12K−1g,22Kg,21)xa = fa (5.4)
Although this is strictly accurate only when there are no inertia associated with the slave
dofs, Guyan reduction nonetheless assumes this transformation to be valid and applies
the same process even when Mg,22 6= 0, transforming the system as
(Mg,11 +Kg,12K
−1⊤
g,22Mg,22K
−1
g,22Kg,21)x¨a + (Kg,11 −Kg,12K−1g,22Kg,21)xa (5.5)
= fa −Kg,12K−1g,22fr (5.6)
which again condenses the system onto the xa dofs. Note that this process is very similar
to the residualisation method described in Section 4.6.1, thus the error associated with
the natural mode shapes of this condensed system becomes significant at frequencies
beyond the lowest eigenvalue of the system Mg,22x¨r +Kg,22xr = 0 [141], i.e. the cut-off
frequency. Additionally even with such generalisation, a restriction still applies that the
inertias of xa and xr sets of dofs should not be coupled. We finally define the mass Ma
and stiffness Ka matrices of the reduced system as
Ma =Mg,11 +Kg,12K
−1⊤
g,22Mg,22K
−1
g,22Kg,21, (5.7a)
Ka = Kg,11 −Kg,12K−1g,22Kg,21. (5.7b)
This allows us to write the reduced system, for the case of fr = 0, as
Max¨a +Kaxa = fa. (5.8)
5.2 Computation of Intrinsic Modes from Condensation
In this section, we aim to obtain intrinsic modes of a beam-type description of a structure
from a 3D FE model describing the full structure, with which we can then apply the
method described in Section 4.3.1 to construct a nonlinear modal system. To outline the
process by which we reduce a structure into a 1D beam-type description using an existing
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linear 3D FE model, we first make our starting point a complex-geometry (linear) finite-
element model of a structure with slender sub-components built using any combination
of 1D, 2D or 3D elements (Step I in Figure 7). In order to cast the problem into a
form compatible with the Guyan reduction technique, we will lump the inertia of the
structure as point masses at a set of Na analysis nodes along the main load paths S
of the structure. From now on we will treat these Na analysis nodes as the nodes in
the spatial discretisation described in Section 4.2. Such nodes can be either part of the
structure, e.g., along the wing spar in an aircraft model, or floating nodes along the main
load paths. In the latter case, they are linked to the local structural nodes by means of
interpolation elements (e.g., RBE3 elements in NASTRAN [52] or kinematic coupling
constraints in ABAQUS [137]).
We then perform the Guyan reduction on the original structure and obtain the
Ma ∈ RNa×Na and Ka ∈ RNa×Na matrices on each of the six degrees of freedom
(three displacements and three rotations) at Na analysis nodes. We define this col-
lection of displacement and rotations in the global frame as a six-component vector
x0 =
[
r⊤ θ⊤
]⊤
and the corresponding discrete version xa,i = x0(si). At this stage
the Ma and Ka matrices still describe the linear dynamics between this set of Na nodes
without any explicit knowledge of the beam-like connectivity between them. Due to
mass lumping, the reduced matrix Ma is a block diagonal matrix. The reduced stiff-
ness matrix Ka is symmetric and can be fully populated. The number of degrees of
freedom in the reduced, linear problem is 6Na and consists of the displacements r(si, t)
and rotations Ψ(si, t) of the individual analysis nodes in the global frame of reference
(a-frame, defined in Section 2.1). Then by defining an open network of beams (i.e. a
tree structure without any closed loops) linking the analysis nodes, we introduce the
information regarding connectivity between the analysis nodes, where by doing this we
effectively regard the linear elastic behaviour described by the Ka matrix as arising from
massless beams that connect nodes on the load paths. The discrete linear system de-
fined in the form of (5.8) will eventually be used to obtain the interpolated, continuous
intrinsic modes in velocities, φ1j , and stress resultants φ2j , as well as the corresponding
momenta Mφ1j and sectional strains Cφ2j .
Our aim is to utilise the information obtained above to identify a model of the form
(3.23) by the use of the intrinsic modes using the method described in Section 4.3.1,
which will additionally capture the geometrically-nonlinear dynamics of the structure.
We identify the coefficients in the nonlinear equations through structural and inertial
information from mass Ma and stiffness Ka matrices and geometrical nonlinear effects
from the location of the nodes along load paths.
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For the purpose of model reduction we intend to describe the modal system using
natural modes. In view of (3.18), this will involve computing the linear natural mode
shapes φ1j(s) and φ2j(s), which are defined at every point point s. However, the re-
duction from a 3D FE model only provides information at the location of the discrete
analysis nodes si ∈ S, as shown in Step II in Figure 7. Our goal is thus to construct
interpolated (natural) mode shapes φ1j , φ2j and the associated momentums Mφ1j and
strains Cφ2j from the discrete natural modes of the stiffness and mass matrices Ka and
Ma described in global displacement and rotations. For ease of discussion we will also
define ψ1j =Mφ1j and ψ2j = Cφ2j .
5.2.1 Displacement and Rotation Modes
We now defineΦ0j to be the discrete mode shapes in these displacement/rotation degrees
of freedom (Step III in Figure 7), with corresponding natural angular frequencies ωa,j ,
which are obtained from the eigenvalue problem corresponding to (5.8) as
(−ω2jMa +Ka)Φ0j = 0. (5.9)
These are the mode shapes and frequencies of a standard linear vibration analysis. The
mode shape Φ0j of the reduced system, defined by (5.9), exists only at each of the Na
condensation nodes si. These correspond to the natural mode shapes of the original full
FE system given by (−ω2jMg +Kg)Φgj = 0 (5.10)
where Φgj =
[
Φ⊤0j Φ
⊤
rj
]⊤
and Φrj contains the removed degrees of freedom from the
FE model. As masses are only lumped onto the analysis degrees of freedoms,Mg,22 = 0.
This means that for (5.10) to hold,
−ω2jMg,11Φ0j +Kg,11Φ0j +Kg,12Φrj = 0, (5.11a)
Kg,21Φ0j +Kg,22Φrj = 0. (5.11b)
The second equation can be rearranged as
Φrj = K
−1
g,22Kg,21Φ0j , (5.12)
substitution into the first equation gives
− ω2jMg,11Φ0j + (Kg,11 −Kg,12K−1g,22Kg,21)Φ0j = 0, (5.13)
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Figure 7: The process of obtaining intrinsic modes from a 3D FE model showing each
step of the method.
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which is identical to (5.9). Thus the values of the mode shapes on the corresponding
degrees of freedom (i.e. those on the Na analysis nodes), as well as eigenvalues of the
two systems must be identical.
We then prescribe the load paths between the analysis nodes and regard these inter-
connections as a set of beams that would provide the system with stiffness instead of the
original FE structure, as in Step III in Figure 7. This thus defines an equivalent prob-
lem in which a set of point masses with mass described by the lumped masses are linked
by a set of massless beams described by the load path, consistent with that described
in Section 4.2. Since we regard this beam problem and the FE problem as equivalent,
their linear natural modes must also correspond with each other. We thus take the set
of natural modes from the FE reduced problem and use it to obtain the linear natural
modes in the beam problem in the intrinsic description.
We now define each continuous displacement-rotation mode shape φ0j as taking the
value of the discrete mode shapes from the Guyan reduction Φ0j at each node, shown
in Step III in Figure 7, and their corresponding ωj by the relation
φ0j(si) = Φ0j,i, i = 1, . . . , Na. (5.14)
Following this, we consider intrinsic natural modes of the beam problem described earlier
in this section, φ1j(s) and φ2j(s), which are solutions to the intrinsic eigenvalue equation
(3.1) with eigenvalues ωj . Since the linear intrinsic description and the FE description are
different formulations of the same (linear) problem, their eigenvalues and eigenvectors
must correspond to each other exactly. Based on this argument, we will obtain the
intrinsic modes φ1j and φ2j using the modes in displacement and rotations φ0j . Here we
consider these intrinsic modes to be consistent with the interpolation scheme described
in (4.32) and (4.34), i.e. linear velocity and constant load between nodes. To facilitate
the discussion we will first define the inverse of the transformation matrix at each point
on the undeformed beam from the global inertial frame (a-frame) to the local frame
(0-frame), R0a, as
TL = (R
0a)−1. (5.15)
The matrix TL only describes the unloaded geometrical configuration of the beam in
space and is not a variable of time. As velocity is the time derivative of displacement, the
continuous velocity intrinsic modes will correspond to eigenvectors described in terms
of displacement and rotation of the beam problem, which we refer to as φ0j(s), by the
simple relation
φ1j(s) = ωjR(TL(s))φ0j(s), (5.16)
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where R rotates the pair of 3-element vectors in a 6-element variable φ0j using the same
rotation matrix TL, as previously defined in (3.33). In order for this relation to be consis-
tent with the definition of φ1j(s) in (3.2), we prescribe the linear displacement/rotation
field x0(s, t) of the eigenvalue solution to the beam model as harmonic solutions to (5.8)
that varies in time with
x0j(s, t) = − cos(ωjt)φ0j(s) (5.17)
and the discrete version as
xaj,i(t) = − cos(ωjt)Φ0j,i. (5.18)
Note here that since the displacement/rotation mode is defined in the global a-frame
while the local velocity mode is defined in the local t-frame, the transformation matrix
TL from the global to the local reference frame of the particular beam element is thus
included in the transformation from the global-frame φ0j to the local-frame φ1j . By
using (5.14) and (5.16) we finally obtain a relation where we can relate the natural
modes of the intrinsic beam problem, shown in Step IV in Figure 7, with the natural
modes of the reduced FE system.
5.2.2 Velocity Modes
As described in the previous section, the linear velocity mode φ1j will be obtained
directly from the linear displacement mode φ0j using (5.16). As the displacement mode
is interpolated linearly between nodes, the velocity mode will also use such interpolation,
consistent with (4.32).
The non-zero Mφ1j is obtained by simply multiplying the nodal lumped mass ML,i
with the nodal values of the velocity mode as∫ si+δs
si−δs
ψ1j(s) ds =ML,iφ1j(si), δs→ 0 (5.19)
Note that due to the different units between lumped mass and distributed mass, an
integral sign is used. As described previously in Section 4.3.1 the value of ψ1j is only
non-zero at the node points, the reference frame of ψ1j(si) can be the local reference
frames of any beam segment connecting to it. This is only used to compute the coupling
coefficients A1 and Γ1, the computation would be valid as long as ψ1j,i and φ1j,i use
the same reference frames.
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5.2.3 Force Modes
We will now proceed to describe how the information from φ0j is used to construct the
intrinsic mode shape in sectional forces φ2j in the beam problem. Note that we also
require knowledge of the corresponding modes in momentum ψ1j and sectional curvature
strains ψ2j . As described previously, the problem is set up as a set of massless beams
connecting lumped masses, the sectional mass M are collocated and only non-zero at
the nodes themselves (ML,i). However the sectional stiffness C is not well-defined,
which arises from the fact that the Ka matrix can be fully populated as a result of the
Guyan reduction process (and is found to be so). The fully populated stiffness matrix
Ka indicates that the force-strain relations are not perfectly local as would have been
expected by a beam-type description, implying the localised displacement of one node
while keeping all other nodes fixed will generate internal forces across the entire structure
(and not just its adjacent elements), or vice versa. In contrast, under the assumptions
of localised stress-strain relationships, which the sectional C matrices describe, a local
strain would only generate stresses in its immediate vicinity. The Ka matrix of a model
that uses actual beam elements between nodes will be sparsely populated with the non-
zero elements related directly to the connectivity between nodes. In fact, the deviation
of the actual Ka matrix from this expected sparse form of a beam problem (i.e. the
magnitude of the entries that should have been zero) would provide a valuable metric on
the suitability of using a beam-type description of the structure in question. Due to this
problem with the definition of C matrix, in this work we seek to obtain ψ2j , or Cφ2j
directly from φ0j without explicit knowledge of C.
We compute ψ2j from φ1j by applying the linearised intrinsic equations. From (3.1b)
we can obtain,
ωjψ2j(s) = −φ′1j(s) +E⊤φ1j(s), (5.20)
where subject to the linear interpolation in φ1j and piecewise constant ψ2j , we can also
write in discrete form that for each beam element between two nodes,
ψ2j,i+ 1
2
= ω−1j
(
−(φ1j,i+1 − φ1j,i)/(si+1 − si) +E⊤(φ1j,i + φ1j,i+1)/2
)
, (5.21)
with ψ2j(s) = ψ2j,i+ 1
2
for si < s < si+1.
Lastly the sectional force modes φ2j will also be computed directly from φ0j , i.e.
there is no need for explicit knowledge of the sectional C matrix in this method. Similar
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to ψ2j , we can rewrite (3.1a) and obtain
φ′2j(s) +Eφ2j(s) = ωjMφ1j(s). (5.22)
However for a lumped-mass model, this equation encounters issues with geometry and is
difficult to apply, as previously described in Section 4.2. In order to clarify the method
used in our approach, we seek an alternative but equivalent description to φ2j . We first
note that the term Kaxa in (5.8) describes the elastic forces and moments experienced
on each of the 6Na degrees of freedoms on the analysis nodes of the system caused by
the distribution of displacements/rotations x0. Thus at each node i,(
fK,i
mK,i
)
= (Kaxa)|i. (5.23)
We also note that this elastic force can equally be described by an imbalance of sectional
(internal) forces, i.e. there is a one-to-one relation between the distribution of x2 and
the distribution of fK andmK (thus xa). In order to obtain the relation, we consider the
linear static problem where the structure experiences an internal stress distribution x2
which arises from the application of fK and mK . We observe that for node i in Figure
8, the relation between the forces described by the Ka matrix, and internal sectional
forces, is
fK,i =TL(si+ 1
2
)x2(si+ 1
2
)123 −TL(si− 1
2
)x2(si− 1
2
)123, (5.24a)
mK,i =TL(si+ 1
2
)x2(si+ 1
2
)456 + (r˜i+ 1
2
− r˜i)TL(si+ 1
2
)x2(si+ 1
2
)123
− (TL(si− 1
2
)x2(si− 1
2
)456 + (r˜i− 1
2
− r˜i)TL(si− 1
2
)x2(si− 1
2
)123). (5.24b)
Due to the piecewise-constant interpolation of x2 within each beam element, it is
natural to evaluate the value of x2 at the midpoint of each element, i.e. si+ 1
2
and si− 1
2
.
The sign in front of each sectional force term is dependent on the direction of increasing
s, as reversing this direction reverses the definition of sectional force and thus reverses
the sign. We finally note that in the eigenvalue problem we have defined via (3.1) and
(5.9) that x2 = cos(ωjt)φ2j and xa = − cos(ωjt)Φ0j , thus we obtain the relation between
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Figure 8: Illustration of the beam internal forces TLx2 (red) and the equivalent nodal
applied force fK,i (blue) at node i for the region outlined by dotted line. The negative
sign in one of the internal force terms is due to the definition of the integration direction
(in this case equivalent to increasing i).
φ0j , obtained from Φ0j and φ2j at node si as
−(KaΦ0)i,123 =TL(si+ 1
2
)φ2j(si+ 1
2
)123 −TL(si− 1
2
)φ2j(si− 1
2
)123, (5.25a)
−(KaΦ0)i,456 =TL(si+ 1
2
)φ2j(si+ 1
2
)456 + (r˜i+ 1
2
− r˜i)TL(si+ 1
2
)φ2j(si+ 1
2
)123
− (TL(si− 1
2
)φ2j(si− 1
2
)456 + (r˜i− 1
2
− r˜i)TL(si− 1
2
)φ2j(si− 1
2
)123).
(5.25b)
This equation can be easily extended to nodes that contain multiple connectivity between
beam elements. The equation can be inverted to obtain φ2j from a knowledge of Φ0j
and ωj , by starting from any end point on the beam assembly and computing φ2j at
each subsequent beam segment from the value of φ2j at the previous segment and KaΦ0
at the node. Note that this method is completely equivalent to that described in Section
4.2. For a single beam without any branching structures, the method can be written as
φ2j(si+ 1
2
) =

∑
k>i
(KaΦ0)|k,123∑
k>i
(
(KaΦ0)|k,456 + (r˜k − r˜i+ 1
2
)(KaΦ0)|k,123
)
 . (5.26)
From this complete knowledge of φ1, φ2, ψ1 and ψ2, we can compute the coeffi-
cients A and Γ in the nonlinear modal form of the structural equations, as well as the
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H coefficients for any aerodynamic forces with the necessary aerodynamic definitions,
according to the method described in Section 4.3.1. Thus this method allows as to arrive
at a complete modal description of the aeroelastic system by using data from the static
condensation on a full 3D FE model to generate the structural model.
To summarise, the condensation method described in this work is carried out as
follows,
Step I, the starting point is a 3D FE model of the structure with the requirement
that inertia is lumped onto a set of analysis nodes along load paths.
Step II, we carry out the Guyan reduction on the 3D model, arriving at the reduced
mass and stiffness matrices describing the linear dynamics of the discrete reduced degrees
of freedoms in displacement and rotations xa and a linear system described by (5.8).
Step III, the natural modes described in discrete global displacements and rotations
of the analysis nodes Φ0j are obtained from the mass and stiffness matrices.
Step IV, we obtain the equivalent, continuous intrinsic modes φ1, φ2, ψ1 and ψ2
from the discrete natural modes Φ0j .
Step V, the nonlinear intrinsic modal system (3.23) is obtained by computing the
coupling coefficients from the continuous intrinsic modes.
Thus, we have developed a method of arriving at a geometrically nonlinear, modal
description of a slender structure from a linear 3D FE model of the structure. Chapter
6 will demonstrate the application of this method to an actual FE model.
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6 Numerical Results of Structural Model
In this chapter, the implementation of the structural solution method of the proposed
simulation framework will be verified against established test cases. The chapter will also
demonstrate some numerical aspects of the modal intrinsic formulation in Sections 6.3
and 6.4. First, large, geometrically nonlinear static response of a cantilever beam under
external load will be compared against published results. Then the static condensation
procedure described in Section 5.2 will be used to create a modal intrinsic system of a
cantilever beam modelled in FE using shell elements, which will subsequently be used
to validate its dynamic response. Subsequently, a free-flying beam undergoing large
rotations as well as elastic deformations will be used to demonstrate various aspects
of convergence and momentum conservation of the intrinsic modal formulation. Lastly
a similar test will be applied to another model obtained via the condensation process.
Combined, all these test cases will provide confidence in the proposed method and its
implementation, and also a good understanding of the numerical issues.
6.1 Static Deformation of an Initially Curved Beam
This section described a static test case to test the geometrically nonlinear static solution
of the structural solver. The test case, initially described by Geradin and Cardona [1],
as well as Simo et al. [2], specifies a cantilever beam with a constant initial curvature
in the unloaded configuration so that the reference axis spans a 45◦ arc of a circle with
radius of 100m in the (horizontal) xy-plane. The beam has a constant cross-section of
1×1 m, a Young’s modulus of 107 Pa and negligible Poisson’s ratio. A follower force
(one that rotates with the local frame of reference) is applied to the tip of the beam in
the z-axis up to 3000 N and the equilibrium tip displacement is then tracked.
In the current model, the cantilever beam is discretised into 100 elements and the
full set of natural modes is used to compute the static equilibrium. Owing to the large
deflections involved, the load is applied in increments as specified in Section 4.4 to
facilitate convergence. The initial shape of the beam, as well as the resulting deflections
under the follower tip load can be seen in Figure 9. A comparison of the results with
Simo’s as well as those by Palacios et al. [43] is shown in Figure 10. The results match
closely with published data. It is difficult to comment on the exact source of the difference
with Simo et al., however the current results agree very well with those by Palacios et
al., which was computed using both displacement-based and intrinsic descriptions and
therefore the discrepancy might be due to a coarse discretisation arising from the limited
computation power available at Simo’s time (1986).
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Figure 9: The initial shape of the curved beam (thick blue) and the deflection under
follower tip loads in 500 N increments, up to 3000 N.
6.2 Static Condensation and Dynamic Response of Cantilever Beam
In this section, we consider a simple prismatic thin-walled cantilever structure with
constant dimensionless properties (E = 106, ν = 0.3, ρm = 1) and a rectangular cross
section. The box beam has length L = 20, width w = 1, height h = 0.1, and walls of
thickness t = 0.01. MSC NASTRAN (v2012.1.0) is then used to build 3D FE models
using 4-noded shell elements. The model has 1600 shell elements, which are reduced
to 40 condensation nodes along the centre line. These nodes are free to move in all six
degrees freedom.
This problem is also well approximated as a constant-section Euler-Bernoulli beam.
In this case, the sectional mass and compliance matrices are
M = diag {ρmA, ρmA, ρmA, ρmI1, 0, 0} , (6.1)
and
C−1 = diag {EA,∞,∞, GJ,EI2, EI3} , (6.2)
where we have used the usual definitions for the stiffness and inertia constants.
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Figure 10: Tip displacements in three axes for the initially curved beam under various
tip follower loads and compared against Ref. [1, 2].
6.2.1 Comparison of natural frequencies and mode shapes.
The LNMs in intrinsic variables can in this case be solved analytically as in [9]. We can
therefore compare the LNMs obtained from the condensation process with the analytical
ones. This will serve to verify details of implementation, but also to highlight some
characteristics, and advantages, of the condensation approach. Table 1 shows the lowest
natural frequencies of the different types of natural modes.
The comparison showed that the bending and axial modes agree very well between
the condensation method and the theoretical value from using sectional properties. A
lack of warping restraint (4-th order effect not captured by the intrinsic beam theory, as
reviewed in Section 1.2.1) near the ends of the beam contributed to the small differences
between theoretical and computed frequencies on the torsional modes. It is important to
emphasise that the constant-section beam solution is included here only as a reference:
The nonlinear model obtained by the condensation method is calculated in terms of
mode shapes and frequencies directly obtained from the 3D FE. As a result, the present
method, being based on an actual built-up geometrically-accurate model of the struc-
ture, naturally includes end effects due to kinematic restrictions along the longitudinal
dimension.
6.2.2 Geometrically-nonlinear beam dynamics
We subsequently investigate the dynamic response of the modal intrinsic system com-
puted using the method described in Chapter 5, using modes obtained in the previ-
ous section. The cantilever is given an initial velocity distribution with the form of
124
Mode type Ncondensed ωbeam ωcondensed
1st x-z bending 1 0.426 0.427
2nd x-z bending 2 2.67 2.65
3rd x-z bending 4 7.47 7.34
1st x-y bending 3 2.76 2.75
2nd x-y bending 7 17.29 17.05
3rd x-y bending 13 48.41 48.48
1st torsion 5 13.95 13.90
2nd torsion 10 41.83 39.13
1st axial 98 78.54 78.60
2nd axial 134 235.62 235.55
Table 1: Selected natural angular frequencies from static condensation of the 3-D FEM
and 1-D analytical solution.
x1(s, 0) = x1,0 (s/L)
2, where x1,0 =
[
0 2 2 0 0 0
]⊤
, i.e. a parabolic velocity
distribution in both transverse directions. The RK4 integration has automatic timestep
control with relative error bound of 10−3 and absolute error bound of 10−6, as will also
be the case in all problems presented in this work.
The resulting response is large enough (tip displacement of 25% total beam length)
to observe geometrically-nonlinear effects on the system. Figure 11 compares the dis-
placement at the centroid of the free end obtained from condensation with 50 LNMs with
those obtained from 1) the constant-section intrinsic beam equations, 2) constant-section
beam models in Abaqus, and 3) full 3D FE in Abaqus. The constant section intrinsic
modal solution uses also 50 modes on a 200-node beam with the same time march-
ing settings. The Abaqus constant section finite-element beam solution is a converged
geometrically-nonlinear solution (2000 B31 Abaqus elements and time step ∆t = 0.01),
whereas the Abaqus finite-element 3D solution uses 4500 S4 shell elements with a time
step ∆t = 0.02 and geometrically-nonlinear deformations. On the full 3D FE model,
massless cross-sectional reinforcements are added to prevent wrinkling that would ap-
pear at large deflections due to the warping of the thin shell. Such skin warping is not
captured by the linear sectional compliance matrix and leads to significant differences
with that predicted by the beam theory. Very good agreement can be observed between
both constant section beam models, which verify our implementation of the nonlinear
intrinsic beam solver. Equally, the nonlinear solution on the full 3D FEM and that based
on the static condensation also agree with each other. The difference between the two
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Figure 11: Components of the displacements (in the global frame) at s = L for an
initial parabolic excitation.
sets of results can be seen in the δr2 response and the results show the improvement ob-
tained when deriving the beam equations directly from the 3D model, which are mostly
due to the poor approximation to the torsional modes in the constant-section models.
Table 2 shows the norm of the displacement vector error of tip displacement as a
fraction of the maximum tip displacement between the full 3D model and the present
method with 50 modes for different amplitudes of initial velocity with amplitude of
x1,0 =
[
0 λ λ 0 0 0
]
. The error shows that as the maximum tip displacement
δr3,max increases, the normalised error eventually increases due to the increasing effects
of section warping not captured in the condensation model. It should be also noted that
the error arises mostly from a difference in frequency of the response while amplitude is
very well captured, as can be seen in Figure 11.
6.3 Dynamic Response of a Free-Flying Beam
A flexible, free-flying beam (FFB) testcase is used to test convergence the accuracy of
momentum conservation using the intrinsic modal formulation. This case was previously
used in works by Simo et al. [2], Hsiao et al. [4] and Hesse et al. [3], and consists of a
initially still beam with properties listed in Figure 12 and Table 6.3 subjected to time-
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λ pz,max ǫRMS/pz,max
0.002 0.004216 0.0306
0.2 0.4221 0.0303
1 2.1622 0.0242
2 4.5644 0.0131
3 7.2270 0.0105
4 10.0135 0.0205
5 12.4721 0.0410
Table 2: RMS error between 3D FEM and present method of the vertical displacement
pz (in the global frame) at x = L, for x10 = (0; λ; λ; 0; 0; 0), normalised using maximum
tip displacement.
varying dead (fixed w.r.t. global reference frame, as opposed to follower force that rotates
with the local frame) forces and moments. As the position of the centre-of-mass of the
free-flying structure can be computed by rigid body analysis analytically, it offers a good
test to assess the conservation of total momentum of the structure.
extensional stiffness EA 104
shear stiffness GAs 10
4
bending stiffness EIy, EIz 500
torsion stiffness GJ 500
mass density ρmA 1
axial moment of inertia ρmJx 20
transverse moment of inertia ρmJy, ρmJz 10
Table 3: Dimensionless properties of the isotropic free-flying beam testcase. [3].
First, 1-D beam models of the structure are constructed using Na =5, 10, 15, 20, 25,
30, 50 and 80 nodes with masses lumped at the nodes. A reduction is then performed
on the structures in the same way as one would on a 3-D model, following the methods
outlined in Section 5. The node at the midpoint of the beam, or the one closest to the
midpoint, is used as the sole tracking node between timesteps. Using these models, full-
mode simulations are performed in order to verify convergence, with the corresponding
number of elastic modes NM = 6(Na − 1) from each of the spatial discretisations. The
test case uses the load profile provided in Figure 13 with the applied dead loads in Figure
12 being Fx = 20f , My = 200f and Mz = 100f fixed in the global frame.
It was found in practice that the relative and absolute error bound settings of the
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Figure 12: Initial configuration of the free-flying beam, shown with 10 elements. The
applied forces and moments are also indicated. Reproduced from [3].
RK4 integration (10−3 and 10−6 respectively) are high enough to ensure that the nodal
rotation matrices remain orthonormal to the necessary degree of accuracy (a typical
error of 10−6 over a timescale typical of the lowest-frequency dynamics of the system),
and that the total system energy conservation on the structural system is also observed
(an error of less than 10−6 over a timescale typical of the lowest-frequency dynamics
of the system) even though the integration scheme does not implicitly guarantee the
accuracy of either quantities.
The numerical simulation results showed good convergence of centre-of-mass (c.m.)
location uCM with element count as can be seen in the plot of error in c.m. loca-
tion in Figure 14, with the error scaling quadratically with element size (shown as the
slope on the log-log plot) as expected with discretisation errors. As the time-step size
is automatically controlled by error estimates in the RK4 numerical scheme, the errors
seen here are due to spatial discretisation errors and are expected to converge quadrat-
ically with element size. In this test case such errors arise due to the linear velocity
and piecewise-constant stress interpolations used in the model. This interpolation is no
longer accurate when there is significant bending of an individual element that induces
geometrically nonlinear couplings. Reducing the element size limits this error and im-
proves accuracy. Finally, the shape of the beam as it moves in space also match very
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Figure 13: Time-varying load profile f(t) applied as forces and moments on the free-
flying beam test case.
well with previously published results and is shown in Figure 15.
In order to test the impact of mode truncation on the accuracy of the global mo-
mentum conservation, the 80-element model is truncated from NM =480 to 300 lowest-
frequency elastic modes in q1 and q2, then simulated with the same conditions as before,
shown in Figure 16. The cut-off frequency in this case is 620 rad/s and corresponds to
a reduction of the maximum eigenvalue of the linear system from 1600 to 612.2 rad/s,
which also allows an almost 3-fold increase in maximum stable timestep. Although this
model contained the same number of modes as the 50-segment full model, and even
more than that of the lower-fidelity discretisations, the figure showed that the momen-
tum conservation properties of this system are very poor, that is, on par with that of the
5-segment discretisation. However if elastic modes beyond 300 are residualised instead
using the method described in Section 4.6.1, their contribution to compatibility between
low-frequency modes are retained. The total momentum in this case is again accurate
to a high degree while still allowing for a larger timestep to be used as in the truncated
model. Additionally we also track the position difference between the two ends of the
beam in space as uR = uend−u1 as a measure of the angular orientation accuracy. Table
6.3 lists the r.m.s. deviation of the c.m. location rCM and the orientation vector rR over
a simulation time of 50 s against the NM = 480 full mode solution which we regard here
as converged. Again the residualisation produces far better results than a total trunca-
tion of high-frequency dynamics. We have thus determined that the full mode solution
and the residualised solution both achieves high simulation accuracy, with the additional
benefit that the residualised solution allows the use of a far larger time-step than the
full mode solution (1/ω300 as compared to 1/ω480) making the improved timestep 2.31×
that of the original.
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Figure 14: Convergence of time-varying c.m. location (distance to theoretical value)
with element count. Also shown are the data for a total truncation from full 480 to 300
lowest-frequency modes, compared with a residualisation of modes 301-480, i.e. removing
only their linear dynamics. The truncation introduces significant errors while retaining
the quasi-steady coupling through residualisation alleviates the problem.
This example illustrates the importance of retaining full modal information in enforc-
ing momentum conservation on the nonlinear system and correct displacement tracking
in the structural model, either by using the full mode system or by residualising the full
mode system into a reduced-order system with the residualised modes serving as cor-
rection terms. In contrast, truncating higher-order modes could bring significant errors.
This effect is made apparent by the large geometrical nonlinearities present in this test
case. It should be noted that HALE aircraft are not designed to undergo such degrees of
rotations as demonstrated in this example and the appropriate level of truncation could
be determined by a convergence study.
6.4 Static Condensation and Dynamic Response of a U-shaped Beam
This test case is a U-shaped beam that was originally defined by Hesse [5]. It consists
of a free-flying U-shaped beam assembly with solid rectangular cross-sections subject
to external loads. The shape of the structure is shown in Figure 17(a) with isotropic
sectional properties listed in Table 5. The applied forces and moments in Figure 17(a)
are Fz = 1000f , Fy = 100f , Fy2 = 250f andMy = 100Lxf , where the load profile f(t) is
shown in Figure 17(b). All applied forces are dead loads while the applied moments are
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Figure 15: A comparison of the dynamic response of the current model using 80 elements
and full modes (NM = 480), compared to that by Hsiao et al. [4] and Hesse et al.. [3].
rms difference at t =50 in |uCM | |uR|
truncated to 300 modes 0.7878 0.2498
full modes, residualised beyond 300 0.0008456 0.0012
Table 4: A comparison of residualisation against truncation on a system with NM = 480
(i.e. 480 modes in q2 and 486 modes in q1), compared against a full-mode simulation
usingNM = 480. The truncated system truncates q1 and q2 both to 300 lowest frequency
modes, similarly for the residualised system where modes beyond 300 are residualised.
follower loads that move with the local reference frame. As the position of the centre-
of-mass of the free-flying structure under the influence of dead loads can be computed
analytically, it offers a good test to assess the convergence requirements to preserve total
momentum in the structure.
A finite-element model is constructed using a commercial FE analysis package (MSC
NASTRAN v2012.1.0), shown in Figure 18(a). This model contains 4752 3D solid el-
ements and 1-5 lumped mass condensation nodes per 5-metre span (i.e. models with
total model sizes of 7, 13, 19, 25 and 31 lumped mass nodes respectively). Lumped mass
elements are connected to the massless structure using NASTRAN’s RBE3 interpolation
elements, so that the spatial location of the lumped mass nodes are expressed as a linear
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Figure 16: A comparison of the spatial shape of the free-flying beam test case simulated
using NM = 480 full mode system, NM = 300 truncated system and NM = 480, NC =
300 residualised system. The full and residualised system are almost indistinguishable.
combination of the closest nodes on the structure. Static condensation is then used to
reduce the stiffness matrix to the degrees of freedom associated with the lumped mass
nodes. For comparison, beam models using equivalent 1-D sectional property definitions
(Table 5) were constructed with the same number of nodes and the modal system is
obtained in the same way as in the condensed model.
Figure 19 shows the non-zero entries in the stiffness matrices of the beam model and
the condensed model. It can be seen from the Figure that the stiffness matrix obtained
from the condensation of the 3D FE model in the 31-node case is fully populated with
significant non-zero entries far from the diagonal, whereas that from a beam model is
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(a) Initial configuration of the structure shown with 31
nodes. Applied forces and moments are also indicated.
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applied as forces and moments on
the structure.
Figure 17: Three-bar structure and applied loads (after Hesse et al. [5]).
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Cross Section 0.1× 0.05 m rectangular
E 70 GPa
ν 0.3
ρ 2700 kg/m3
EA 3.5e8 N
GJ 140224.3 Nm2
EI2 291666.7 Nm
2
EI3 72916.7 Nm
2
ρA 13.5 kg/m
ρmI1 0.0140625 kg·m
ρmI2 0.01125 kg·m
ρmI3 0.0028125 kg·m
Table 5: Table of properties and equivalent sectional properties of the isotropic free-flying
structure [5].
banded with a very small bandwidth. The maximum magnitude of entries in the fully
populated stiffness matrix that are zero in the beam-based stiffness matrix is about 1%
of the magnitude of entries within the banded matrix. Figure 20 shows the difference
between the lowest 40 structural eigenvalues of the condensed model and the beam-
element model for the 31-node problem.
The numerical results show that the r.m.s. difference of c.m. location vector with
theory for models both built from prescribed beam elements and constructed using the
condensation method (simulated with full modal basis). The error scales, in this case,
quadratically with element size (shown as the slope on the log-log plot in Figure 21).
Thus the application of condensation in creating the nonlinear modal system can achieve
a similar level of conservation to the beam-element model. In this test case these are
mainly discretisation errors that arise due to the linear velocity and piecewise-constant
stress interpolations used in the model.
The effect of truncation and residualisation on the accuracy of the simulation is
also studied with momentum conservation. Here the 31-node full-order model (total
structural mode numberNM = 180) is either truncated toNC lowest-frequency modes by
removing the remaining modes from the system, or residualised to NC lowest-frequency
modes by only removing the linear dynamics of the remaining modes. Their effect on the
accuracy of system momentum conservation is shown in Figure 22(a). The maximum
stable timesteps for the truncated and residualised system relative to the full-order
system are the same and is shown in Figure 22(b). It can be seen that residualisation
provides significantly better results compared to truncation for any given NC , while
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(a) The 4752-element FE model constructed
according to the material definitions in Table
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(b) The 31 analysis nodes in Figure 18(a) with
the interconnecting load path also shown.
Figure 18: The 3D solid-element and corresponding 1D model of the U-shaped beam.
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Figure 19: A comparison of sparsity of stiffness matrix Ka computed from beam
elements and a Guyan reduction on 3-D FE model. Both models contain 31 nodes.
Dark dots indicate a non-zero entry where shading implies higher magnitude.
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Figure 20: Relative difference in the lowest structural eigenvalues between the con-
densed system and the beam-element solution for the 31-node model.
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shown. The line for cubic error reduction with element number is also indicated.
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Figure 22: Effects of truncation and residualisation.
allowing for the same increase in maximum permissible timestep ∆tmax as truncation,
an increase that can be very significant.
Snapshots of the shapes of the deformed beam during the first 15 seconds of time-
marching simulation using the condensed and beam element approach, both with 31
nodes, are shown in Figure 23. Although the two models are arrived by completely
different processes, their responses are still very similar. As can be seen in Figure 20,
the difference in the lowest structural eigenvalues between the condensed model and the
beam-element model for the 31-node problem is small. For longer time integrations the
small differences between models (as seen in the eigenvalues in Figure 20) accumulate to
give slowly diverging trajectories. Figure 24 plots the response of the 31-node, statically
condensed model together with data from a converged solution using beam elements from
SAMCEF Mecano (from [5]), the comparison demonstrates that the response is captured
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Figure 23: Dynamic response of the structure in the first 15 seconds when subjected
to the prescribed forces and moments shown in Figure 17(a). This figure shows the
difference between that of a system computed from 1-D beam property definitions and
that of a model from a static condensation of 3-D FE buildup.
to a good degree of accuracy by the condensation technique. The difference between them
arises due to the differences present in the linear normal modes between the methods, in
particular the capturing of end effects by the reduction method, which is then amplified
by the large, geometrically nonlinear motions that the structure underwent.
To summarise, the numerical cases in this chapter demonstrated the capabilities of an
intrinsic modal formulation of beams. Static and dynamic results were verified against
literature and the momentum conservation properties of the modal formulation have
been investigated. The next chapter will couple the structural model with aerodynamic
interactions and demonstrate static and dynamic aeroelastic analysis of wings and full
airframes.
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Figure 24: Comparison of the response in Figure 23 for the spatial location of point
P in Figure 17(a) for the reduced model from static condensation (rg) and converged
solution from SAMCEF Mecano (rref ).
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7 Numerical Results of Aeroservoelastic Model
In this section, the fully coupled dynamic aeroelastic implementation of the framework
will be demonstrated. A linear test case concerning flutter on a cantilever wing will be
investigated first and compared to published data to verify the implementation of the
unsteady aerodynamic model. Subsequently a model of a full aircraft with a flexible,
flying wing configuration similar to that of AeroVironment’s Helios will be constructed.
Trim and dynamic stability analysis will be performed on the uncontrolled (open-loop)
configuration under a number of payloads, then an H∞ control design with the objective
being dynamic stabilisation will also be demonstrated on the system, followed by a
closed-loop simulation of the flight dynamics of the aircraft.
7.1 Linear Stability Analysis of the Goland Cantilever Wing
In this section, the Goland wing model [142] is used to validate the coupling between
structural and aerodynamic forces in the model. The Goland wing is a low aspect ratio
wing in a cantilever configuration and is a well-studied benchmark numerical test case
for aeroelastic simulations, in which the structural model is based on beam elements.
Properties of the beam can be found in Table 6.
Chord, 2b 1.8288m Mass per unit length, ρmA 35.71kg/m
Semi-span, L 6.096m Moment of inertia around e.a., ρmI1 8.64 kg·m
Elastic axis (from l.e.) 0.66b Torsional stiffness, GJ 0.99×106N·m2
C.G. (from l.e.) 0.86b Bending stiffness, EI2 9.77×106N·m2
Table 6: Relevant properties of the Goland wing [9]
The airspeed at which flutter occurs on the Goland wing is computed by a lineari-
sation of the dynamics over a range of increasing airspeeds. An unstable eigenvalue
in the linearised dynamics indicates that flutter has occurred. The current study uses
11 bending modes and 1 axial mode which produced results (Figure 25, Table 7) that
match well with previous studies using 2D aerodynamic approximations, whereas 3D
aerodynamic methods such as UVLM more accurately reflect tip effects which have a
noticeable impact on the computed flutter speed [9].
Time-domain simulation showed that structural nonlinearities do not give rise to any
limit-cycle oscillations on the Goland wing at post-flutter speeds. Patil et al [96] also
confirmed that structural nonlinearities in themselves are unable to create limit-cycle
oscillations post-flutter. Instead they observed that in general stall and other nonlinear
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aerodynamic effects will set in well before significant structural nonlinearity is observed.
Author Model Vf , ms
−1 ωf , rad s
−1
Current Intrinsic / 2D aero (Modal) 139 70.0
Palacios et al [9] Intrinsic / 2D aero (Modal) 141 69.8
Sotoudeh et al [143] Intrinsic / 2D aero (FD) 137 70.1
Wang et al [29] Intrinsic / UVLM 164 -
Murua et al [25] Displacement / UVLM 165 69
Table 7: Flutter velocity and frequency for the Goland wing at ρ∞ = 1.02 kgm
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Figure 25: Pole plot of the linearised aeroelastic system of the Goland wing with 11
bending modes, 1 axial mode and 24 aerodynamic modes used, V∞ varied from 0 to
150ms−1.
7.2 Trim and Stability of High Aspect Ratio Flying Wing
7.2.1 Test case description
For the remainder of this chapter, we consider the 72m-span high-aspect-ratio flying
wing model originally created by Patil et al. [8] and subsequently used by Su et al. [7]
and Dillsaver et al. [6] , shown in Figure 26. Its properties are shown in Table 8. The
airframe has a flat, straight midsection and an outer section with 10◦ dihedral. Three
vertical fins are placed below the midsection and thrust is provided by five propellers
mounted forward of the midsection. The payload is placed in the central pod and is
variable between 0 (0 %) and 227 kg (100 %).
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Figure 26: Configuration of the flying wing [6]. Properties are listed in Table 8.
Elastic/reference axis 25% chord
Aerodynamic centre 25% chord
Centre of gravity 25% chord
GJ 1.65× 105Nm2
EI2 1.03× 106Nm2
EI3 1.24× 107Nm2
m 8.93kg/m
I11 4.15 kg m
I22 0.69 kg m
I33 3.46 kg m
Wing clα 2π
Wing clδ 1
Wing cd0 0.01
Wing cm0 0.025
Wing cmδ -0.25
Pod clα 5
Pod cd0 0.02
Pod cm0 0
Table 8: Relevant properties of the flying wing [7].
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The structural model of the aircraft is created using a separate in-house finite-element
beam code [3], with 40 elements for each side of the central section, 20 elements for the
outer section and 1 rigid element each for each of the 3 fins under the wing. Eigenvalue
analysis was then performed on the structure, obtaining the structural displacement
modes and their corresponding eigenvalues defined on the 124 nodes on the airframe.
Guyan reduction from a 3D structure is not needed in this case as the airframe is
already defined using beams, however the starting point for our analysis is equally the
displacement description of the modes and the masses at the nodes. Those are post-
processed using the method as before. The payload is considered part of the model, thus
varying the payload requires re-computing the modes, it is worth noting that Moulin
et al. [144] demonstrated a method in which this is avoided. Applying the method
described in Chapter 3 to the modes and frequency information leads to the A, Λ
matrices and Γ coefficients. Additional wing section definitions lead to theH coefficients
for aerodynamic influences.
The lowest frequency mode shapes in velocity vector (Φ1|123) and the sectional mo-
ment vectors (Φ2|456) in the corresponding force modes are shown in Figure 27. The
angular velocity and sectional force vectors are not shown. Note here that the velocity
vector, when plotted in global coordinates, scales directly with displacement vectors.
While the definition of force and moment are dependent on the beam direction and the
local coordinates of the beam segment.
In this work we are interested in the symmetric response of the airframe and thus de-
fine four possible symmetric control actions available on this flying wing: a simultaneous
flap deflection by a fixed angle on the entire wing (simultaneous flap δ), a simultaneous
change in the thrust in each engine pod (simultaneous thrust FS), a differential flap
deflection by deflecting the flaps on the outboard section (the section with dihedral) in
the other direction from the inboard flaps (symmetric differential flap δD), a differential
thrust by increasing output from the two outboard pods and reducing output in the cen-
tral pod (symmetric differential thrust FD). The differential flap and thrust inputs are
designed to provide better control on the degree of bending exhibited on the wing. For
trimming the airframe however only the simultaneous flap and thrust controls are used
with the other two control inputs set to zero. Figure 28 illustrates the flap deflections
for symmetric and differential actions.
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(a) Velocity vector (b) Moment vector
Figure 27: Field plots of local sectional velocity and sectional moment vectors for the
first four structural modes of the 0-payload airframe obtained through the condensation.
These corresponds to (from above) first symmetric out-of-plane bending, first antisym-
metric out-of-plane bending, first symmetric in-plane bending and first antisymmetric
in-plane bending.
7.2.2 Trim Solution Validation
The vehicle, as prescribed by the original work describing it, is flown at 12.2 m/s at
sea level and its trim condition is computed for various central pod payloads and for
both rigid airframe and the fully flexible airframe. The rigid case uses six rigid body
velocity modes only, whereas the flexible case uses 294 symmetric flexible structural
velocity modes together with the six rigid body velocity modes selected based on lowest
eigenvalue frequency. It was found that such number of modes is required for convergence
of the flexible trim solution. Note that the number of force modes (q2) needed is equal
to the number of flexible velocity modes, whereas the number of aerodynamic modes
(qa) is equal to the total number of velocity modes, multiplied by the total number of
aerodynamic lags (NAE) used to approximate Wagner’s function. As throughout this
work NAE = 2, the rigid model contains 18 modes in total (6 rigid body velocities
and 12 aerodynamic modes associated) and the flexible model contains 1194 structural
and aerodynamic modes (NM = 294 velocity and force modes, 6 rigid body and 600
associated aerodynamic modes). Both models contain the same additional T and r
states used to integrally track displacements and rotations for each node.
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Figure 28: Flap deflections on the flying wing for symmetric and differential actions.
The process of trimming the airframe includes first prescribing an angle of attack
α at the centre node of the flying wing, then computing the aerodynamic loads on a
starting configuration (zero deformation) under such conditions. These aerodynamic
forces are then regarded as constant follower forces applied on the structure, and the
correct amount of structural deformation, thrust force, flap deflection and gravity are
computed to exactly balance this aerodynamic force and keep the airframe flying level at
the fixed velocity. The solver then iterates the aerodynamic force by computing it under
this new deformed configuration and repeats the process until convergence. By picking
different angles of attack through the method of bisection, the solver eventually finds
the correct angle of attack (with the converged thrust and flap deflection) that requires
a gravity of 1g for level flight.
The trim angle of attack (computed at the centre node of the airframe), thrust and
flap deflection for varying centre pod payload is shown in Figure 29, with comparison
against Su [7] and Patil [8]. The comparison is found to be very good although the
current method uses a reduced modal description for aerodynamic forces, the associated
approximations made in order to pose it into such a form have contributed to the differ-
ences seen in the results. The structural deformations at the trim conditions of the six
different payloads are shown in Figure 30.
7.2.3 Trim Stability Validation
A linearized eigenvalue analysis of the system around the trim configuration is performed
for each payload of the rigid/flexible case (Figure 31). Again comparison is made for
the phugoid eigenvalue between the current method and previous works by Su [7] and
Patil [8].
Here it is seen that as well as increasing in frequency, the phugoid mode becomes
unstable in the flexible case after 50% payload, while in the rigid airframe the phugoid
mode is always stable. This highlights the contribution of structural flexibility to the
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Figure 29: Angle of attack, engine thrust and flap deflection at trim condition for
payload varying from 0 to 100%, compared against previous results by Su et al. [7] and
Patil et al. [8]
dynamic stability of this airframe and in particular a decreased level of stability in this
model is associated with an increased bending deformation on the wing, as shown in
Figure 30. The phugoid frequency and damping for different payloads matches very well
with Patil’s results (while Su’s frequency tends to be lower). However the damping of the
phugoid mode lies closer to Su’s results for the low-payload cases. Given the difference
between the two referenced results, the current result is deemed to be in good agreement
with them. The flexible phugoid becomes unstable soon after the payload reaches 50%
of maximum, again agreeing well with both Patil’s (51%) and Su’s (61%).
7.3 Open-Loop Dynamic Simulation of Flying Wing
First, nonlinear dynamic simulation is performed using the trimmed airframe model
of 100% payload with an excitation caused by transient, simultaneous flap deflections
of the form shown in Figure 32. This test case has previously been investigated by
Patil [8] and the resulting response and comparison is shown in Figure 33. It is seen
that the results compare very well with differences in results primarily attributed to the
use of modal aerodynamic solution, which is limited by small-angle approximations and
the assumption of constant freestream velocity at any given time [145]. As the setup
is dynamically unstable, the airframe reaches large angles of attack after 20 seconds.
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Figure 30: Static deformation at trim condition compared to undeformed shape (bot-
tom) for increasing payloads of (0,20%,40%,60%,80%,100%), with the 100% configura-
tion being on the top.
Therefore the response after this time exceeded the operating range for the assumptions
made in the numerical model to be valid, since both models being presented lack a stall
model.
7.4 Control Design of Flying Wing System
Here we will describe the process of control design on the unstable open-loop 100%-
payload model using the process outlined in Section 3.5, with the objective being sta-
bilisation of the unstable system. We first define the input and output of the dynamic
system in order to define the state-space system on which we perform the control design.
The control action input (uc in (3.63)) are the four controls (symmetric and differential
flap and thrust) described in Section 7.2.1 written in state-space form using the method
in Section 3.5.1. The disturbance input (wd in (3.63)) includes two channels, one being
a 1 − cos vertical force distribution in space, centred on the midpoint of the airframe,
146
−0.2 −0.1 0 0.1 0.2
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
Im
a
g
in
a
ry
 P
a
rt
Real Part
Su
Patil
Current
−0.2 −0.1 0 0.1 0.2
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
Real Part
Increasing
payload
Figure 31: Root locus of the phugoid mode of the flexible (left) and rigid (right) airframe
computed with payloads varying from 0 to 100%, compared against previous results by
Su [7] and Patil [8]
to simulate a worst-case gust distribution that causes bending of the airframe, the other
one being a constant force distribution in space designed to simulate a gust without
spatial variations. Four measurements (ym in (3.63)) are defined, all taken at midpoint
of the airframe, while also serving as the control objective function (yc in (3.63)) with
the appropriate weightings. The first and second measurements are the local velocities
in the chordwise and normal directions, a third measurement is the local out-of-plane
bending stress measurement with the fourth and final measurement being the global
pitching rotation. These four measurements are designed to provide information both
on the flight dynamics and the bending deformation of the airframe. These definitions
of inputs and outputs thus yield a state-space description with 4 + 2 inputs including
controls and disturbances and 4 + 4 outputs including control objective functions and
measurements. The control goal in this control design exercise is defined to be dynamic
stabilisation.
The 100% payload model is first linearised according to the method described in
Section 3.5.1. The 1566-state linearised system is then reduced by balanced model
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Figure 32: The initial flap input on the open-loop airframe test case.
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Figure 33: Dynamic open-loop response to the flap deflection of Figure 32.
148
−20
0
20
0
50
100
150
200
250
300
−20
−10
0
10
Figure 34: 25-second flight of the flying wing after being subjected to the flap deflection
of Figure 32.
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Figure 35: 25-second flight of the flying wing after being subjected to the flap deflection
of Figure 32.
149
Figure 36: A plot of Hankel singular values in the linearised aeroelastic system show-
ing the distribution of stable and unstable modes that contribute to the input-output
dynamics. Only the most contributing modes out of a total of 1566 are shown.
reduction prior to control design. Figure 36 is a plot of Hankel singular values in the
linearised aeroelastic system and it can be seen from the singular value plot that only
a few states out of the full 1566 contribute significantly to the overall input-output
behaviour of the system. These modes include the pair of poles corresponding to the
unstable flexible phugoid mode shown previously, these are shown in blue on the singular
value plot. All remaining poles are either stable or are pure integrators (located at the
origin).
State-space simulations of both the full- and reduced-order systems reveal that the
low-frequency input-output characteristics of the system could be described by as low as
20 low-frequency modes. The full system is thus reduced by balanced model reduction
and a 20-mode reduced system is obtained. We then apply appropriate frequency-based
weightings on each part of the control objective function, with a higher weighting at
low frequency on the root bending moment measurement and a higher weighting at high
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Figure 37: Low-frequency poles in the flying-wing testcase, showing the poles in the
full- and reduced-order system, both in open loop and in closed loop. The open-loop
pole on the full-state system that is not moved by the controller is an antisymmetric
mode.
frequency for the control action. An H∞ control system is synthesised according to the
method in Section 3.5, that will apply the maximum possible control action within the
control saturation range for each control channel (a range of ±10 degrees for symmetric
and differential flap and ±15 N maximum for symmetric and differential thrust). The
tuning is such that the maximum possible control action will correspond to the maximum
admissible gust encounter, i.e. the maximum possible gust without instantly stalling the
airframe. As the aircraft travels as 12.2 m/s, the load corresponding to a maximum
vertical gust of 5 m/s is considered to be an extreme and selected as the maximum
possible gust velocity. With a controller applied, the poles of the closed-loop system is
shown in Figure 37. It can be seen in the figure that the unstable phugoid mode in both
reduced- and full-order system is moved to the LHS half-plane, indicating the controller
achieved stabilisation.
7.5 Closed-Loop Flight of Flying Wing
Finally, we apply the stabilising control system developed above to the full-payload flying
wing. The excitation used is a DARPA gust, which is a transient vertical gust with a
spatial distribution. The vertical gust velocity vg,3 at a location u is defined as
vg,3 = −1
2
(1− cos(2πt/tg))1
2
cos(π(u2 − u2,0)/Ly)ug (7.1)
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for the duration of 0 < t < tg. Here ug indicates the strength of the gust, whereas τ
indicates gust length. u2,0 is the current location of the reference point, for the flying
wing it is defined as the wing’s mid point. u2 is the y-component of u, assuming a global
coordinate in which the aircraft flies along the x-direction and the z-axis points up. Ly
is the characteristic size of the spatial variation of the gust, for this problem a value of
72m (span of the aircraft) is used.
Figures 38 and 39 illustrates the responses and control actions applied for variable
gust durations and a fixed gust strength of 0.2m/s. The closed-loop simulations con-
firmed that the controller stabilises the open-loop unstable aeroelastic system using
control actions that are well within saturation range. Figures 40 and 41 illustrates those
for an airframe experiencing the above mentioned DARPA gust starting at t =0, for
a fixed gust duration of 0.5s and variable strengths. In the latter two figures, the re-
sponse to larger gusts shows clear differences to that of smaller gusts, illustrating the
geometrically nonlinear effects observed for larger deflections. In particular, the largest
gust size requires the control input to be held high for considerably longer. In all cases
the controller applies almost no control action to the engine thrust (10−4 N), the engine
thrust is thus not shown. It is also interesting to note that the controller applies al-
most opposite inputs to simultaneous and differential flap deflections, showing that the
outboard flaps are deflected much more than the inboard ones, with the maximum in-
board flap deflection being only 38% of the maximum on the outboard flaps. Under the
current implementation in MATLAB, the simulation time for the 50 second closed-loop
nonlinear response is 20 hours on one desktop machine.
However, if the closed-loop system experiences a much longer gust with relatively
high strength, the geometrically nonlinear effects would eventually render the system
unstable, showing the limited authority the controller has on a nonlinear system. This is
demonstrated with a maximum gust strength of 2 m/s and a duration of 5s in 42 and 43
where an initial increase in dihedral due to the gust can be seen clearly and the airframe
then enters a divergent dive. It is worth relating to the fact that the linear trim results
also associate a higher dihedral with a less stable phugoid mode. As part of the control
objective function, the controller will always try to correct the change in dihedral to
remove any change in the measured root bending moment. However in this case it is not
done fast enough before the now-unstable system enters a dive. Figure 44 illustrates the
range of gust intensity and length in which the response is stable, a boundary between
gust excitations resulting in stable and unstable responses can be seen in the figure with
a large gust intensity and length both associated with less stable closed-loop behaviour.
To summarise, this chapter demonstrated the effectiveness of the coupled aeroelastic
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Figure 38: Airframe responses for different DARPA gust durations at a maximum gust
strength of 0.2m/s.
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Figure 39: Control actions for different DARPA gust durations at a maximum gust
strength of 0.2m/s. Also plotted is the variation of gust velocity with time. Here •S in-
dicates simultaneous inboard and outboard control actions while •D indicates differential
actions.
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Figure 40: Airframe responses for different DARPA gust strengths at a total gust
duration of 0.5s. Normalised with gust strength ug in m/s.
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Figure 41: Control actions for different DARPA gust strengths at a total gust duration
of 0.5s. Units in degrees and normalised with gust strength ug in m/s. Also plotted is
the variation of gust velocity with time. Here •S indicates simultaneous inboard and
outboard control actions while •D indicates differential actions.
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Figure 42: Divergent response to a DARPA gust with maximum strength of 2 m/s and
a duration of 5s. Airframe moving from left to right side of image.
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Figure 43: Divergent response to a DARPA gust with maximum strength of 2 m/s and
a duration of 5s.
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Figure 44: A plot of stability nonlinear response to DARPA gusts of varying lengths
tg and intensities ug. Circles indicate eventual return to trim conditions whereas cross
indicates a divergent response.
simulation framework in analysing and simulating the unsteady nonlinear dynamics of
an aeroelastic system, as well as in assisting control design on such a system.
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8 Conclusions and Future Work
8.1 Summary
In this work, we have developed a modal formulation of a geometrically-nonlinear struc-
tural dynamics problem using intrinsic beam theory. By coupling this with a 2D unsteady
strip theory, we were able to arrive at a closed-form aeroelastic description for the dy-
namics of slender airframes. In the choice of modelling fidelities, we have focused on
being able to carry out model reduction on the coupled aeroelastic system. As a result,
the intrinsic beam theory and the 2D strip theory were selected as they can both be cast
into modal forms with ease.
We have developed a numerical scheme to implement the modal aeroelastic system
with the prior assumption of a lumped mass model. The spatial interpolation scheme in
this work is linear for velocity states and piecewise constant for sectional force states. The
time-marching is carried out using the adaptive timestep RK4 method with automatic
error norm control, with the displacement and rotation states integrated from velocity
states in time and, during a structural regularisation step, integrated from strain states
in space. The set of natural modes on the unloaded structure is used as the modal basis
in most of the cases while other bases have also been investigated.
The coupled description has the advantage of using a second-order exact description
of geometrical nonlinearities that occur during large rotations and can be linearised
easily. The modal formulation was developed and model reduction using a reduced-
order description is investigated and we have found that a reduced-order description
using the modal formulation retains geometrical nonlinearities to an accuracy adequate
for aeroelastic and flight dynamic simulations. The reduced-order description in its
nonlinear modal form also preserves total system energy, however we found that order
reduction by truncation tended to break the conservation of total momentum of the
system.
In identifying a suitable basis for model reduction, we found that a selection of
natural modes of the linear dynamic system are the natural choice of basis as it allows
the removal of dynamics according to frequency. However as natural modes have non-
zero magnitude across the span the entire structure, the coupling between any pair of
modes is non-zero, resulting in costly computation of the nonlinear couplings. We have
thus developed a technique to transform states into a local basis before the computation
of the now sparse nonlinear couplings, leading to significant computational savings. A
residualisation technique was also developed to retain coupling information from modes
whose linear dynamics were truncated, so that the errors due to mode truncation could
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be reduced.
A technique was also developed, in which a nonlinear modal description of a slen-
der structure can be obtained through a reduction from a linear 3D FE model of the
structure. The method makes use of Guyan reduction on a set of reduced degrees of
freedom of the FE model defined using displacements and rotations, intrinsic modes are
then obtained from the resulting linear reduced system and the nonlinear modal system
computed from the intrinsic modes.
The theoretical developments are demonstrated and validated with numerical find-
ings. This work selected a range of numerical test cases to verify the implementation of
the structural and aerodynamic modelling frameworks. Other test cases were selected to
demonstrate the process of static condensation from a linear FE model with the subse-
quent nonlinear dynamic results matching those computed by direct simulations on the
FE model and an equivalent beam description. The simulation environment was then
used in the reduced-order modelling of a flying wing configuration and was able to carry
out static and eigenvalue analysis as well as nonlinear dynamic simulations. We further
demonstrated the intended application of this approach in a realistic analysis of control
design based on the reduced-order model and the simulation of closed-loop responses of
the airframe.
8.2 Key Contributions
The key contributions from this work can be summarised as follows:
Nonlinear Modal Intrinsic Beam Formulation Development
Nonlinear model order reduction is one of the primary objectives of this work. In the
order reduction of nonlinear structural models, the existence of finite rotations com-
plicates the modal projection of nonlinear structural dynamics in a displacement-based
formulation. We have seen that the intrinsic formulation avoids the infinite-dimensional
nonlinearities associated with rotations by choosing a different set of primary variables
and can be projected into a compact modal description of the geometrically-nonlinear
dynamics of beams. The intrinsic beam formulation was thus cast in a modal form in
this work to facilitate a reduced-order description of the structural problem.
The nonlinear modal beam formulation developed in this work is general and we have
not limited the method to a particular choice of projection basis, which could range from
normal modes to finite-element discretisation. In fact, we subsequently used different
bases to their respective advantages. The use of linear natural mode basis allowed
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the removal of all (truncation) or the linear (residualisation) high-frequency content of
the dynamics. In the truncation case, this allows a direct reduction in the number of
variables (modes) in the system as model reduction is one of the primary objectives of
this work, while in the residualisation case it enables an increase in maximum stable
timestep, also allowing savings in computational time. In contrast, the use of localised
basis lead to an extremely sparse nonlinear system and significantly reduces the number
of multiplications required in nonlinear time-marching.
Energy/Momentum Conservation Properties of the Nonlinear Modal Beam
Formulation
Following the development of the nonlinear modal beam formulation, we investigated
whether conservation laws are satisfied on a reduced-order description of the nonlinear
modal system. We have demonstrated the conservation of total system energy in free
responses of the intrinsic beam description in time, both in its original form and when
cast in a modal form. We were also able to show that a reduced-order nonlinear de-
scription using a subset of linear natural modes as a basis still preserves total system
energy, and if the basis is not of natural modes, the nonlinear part of the dynamics is still
energy-preserving. We subsequently showed that the time-averaged value of structural
intensity under periodic responses is constant across the structure.
In contrast, we showed that the total momentum measure of a reduced-order struc-
tural system is, in general, not conserved under a global modal basis, which was indeed
confirmed in the numerical results. The results also showed that the residualisation
technique could alleviate this problem numerically, even when significant geometric non-
linearities are encountered.
A Nonlinear Modal Aeroelastic and Flight Dynamic Formulation Develop-
ment that Seamlessly Integrates with Existing Linear Aeroelastic Analysis
Methods
A modal aerodynamic formulation was developed that tightly integrates with the modal
structural formulation to construct a coupled aeroelastic model. The aerodynamic forces
are expressed in terms of the local velocities of the aerofoil section using a 2D inflow
model written in state-space form. Subsequently, the projection of aerodynamic states
onto structural modes enables the aeroelastic system to be cast in a closely coupled form.
The flight dynamic model was constructed by the incorporation of displacement /
rotation tracking, gravity, thrust, gust and control actions into the aeroelastic model.
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The displacement and rotation information were known through direct integration of
velocities in time or strains in space, where the velocities and strains are known from
projecting the states back to the intrinsic variables. Once such information is known,
effects due to gravity were computed by transforming the gravity force vector into the
local coordinates of each point. The thrust was similarly modelled as forces applied on
the structure that rotates with the local reference frame. Gust effects were included by
modelling their induced change in the velocity of local airflow on each aerofoil section,
whereas control surfaces are modelled as changes in the aerofoil section’s aerodynamic
coefficients. We were thus able to formulate a nonlinear modal aeroelastic and flight
dynamic formulation which was subsequently implemented numerically.
Nonlinear Modal Aeroelastic Simulation Environment Development
This work developed an nonlinear aeroelastic simulation environment that is based on
a modal formulation for the structure and aerodynamics. The modes used in the model
can be the same as those used in standard linear aeroelastic analysis and link directly
to existing methods and software. Numerical discretisation and time-marching schemes
were developed for the numerical implementation of the coupled aeroelastic and flight
dynamic simulation framework. The spatial discretisation investigated in this work is
based on the assumption of a structure with lumped masses at nodes connected by
massless flexible beams. A low-order spatial interpolation scheme for intrinsic variables
is then developed, based on a linear interpolation for velocity states and a piecewise
constant interpolation for force states, so that intrinsic variables are defined at each and
every point along the beam structure. We justified this choice of interpolation by noting
the difficulty of defining a higher-order interpolation based on existing information and
the limited benefits that higher-order schemes will bring. For time-marching, an explicit
4th order Runge-Kutta scheme with adaptive timestep and automatic error control was
selected as the time-marching scheme used in this work.
The two-field solution provided by the intrinsic beam equations requires regularisa-
tion steps during time-marching to enforce the strong form of the compatibility equation.
The regularisation involves spatial integration of displacement and rotation variables
along a beam structure’s running direction and were also carried out using the explicit
RK4 scheme as their governing equations share a very similar form to the time integra-
tion of these variables.
Although the first implementation of the simulation environment uses methods that
are numerically inefficient, efforts were made to streamline the numerical procedure and
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study the potential improvements that can be made to speed up nonlinear dynamic
simulations. These involve making use of the inherent structure and symmetry in the
dynamic system to reduce the number of computations in each timestep, and the use
of the aforementioned residualisation technique to increase maximum timestep. The
numerical cases demonstrated that despite being written implemented in the relatively
inefficient MATLAB environment, a nonlinear full aircraft dynamic simulation using the
current approach takes only hours to run on a desktop processor.
Development of a Condensation Method to Obtain Nonlinear Structural Sys-
tem from Linear FE Model
One of the most important contributions from this work is to provide a way of directly
linking 3D modelling fidelity with a geometrical nonlinear 1D description. The formation
of an equivalent beam description from a 3D solid involves extracting the sectional mass
and stiffness properties. The inertia is easy to approximate via mass lumping from the
solid model or section definition, however as reviewed previously obtaining the sectional
stiffness matrices at each location requires analysis from the 2D cross-section or periodic
3D FE models.
In this work, the process is approached differently. The sectional stiffness is not
computed explicitly, rather, the stresses and strains associated with intrinsic natural
modes are each computed separately from natural modes expressed in a reduced set
of displacement degrees of freedom. This method makes use of the FE stiffness matrix
between the reduced set of dofs and also connectivity information describing the running
directions of the beam structures and has the advantage of being compatible with an
arbitrary FE model.
This approach was demonstrated using a condensation from a solid element FE model
of both a cantilever beam and a free-flying structure under external load. It was seen
that the resulting large, geometrically-nonlinear dynamic response is very similar to one
that is computed with an equivalent beam description and also matches very well with
3D FE simulation.
Nonlinear Aeroelastic Simulation and Control Design of a High Aspect-Ratio
Flying Wing
The aeroelastic simulation environment was applied on a Helios-type flying wing con-
figuration. The flying wing carries a variable payload and its dynamics and stability
characteristics are modified by the payload. The modal formulation used in this work
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enables a linearised state-space system of the airframe to be created easily and was then
used to develop a linear robust controller. The control goal was defined as suppression
of bending deformations of the wing and stabilisation of a dynamically unstable payload
configuration. The control was effected by inboard and outboard flap inputs and changes
in engine thrust, with the feedback provided by measurements of velocities, spatial ori-
entation and bending strain at the centre of the flying wing. The closed-loop aircraft
model was then tested under a vertical gust profile that is designed to excite its primary
bending mode. The time-domain results show that the dynamically unstable open-loop
system is now stabilised by the robust control system against a variety of gust intensities
and lengths. It was also seen that at the longest and most severe disturbances, the linear
robust controller was no longer able to suppress the resulting excitation which leads to
a divergent response of the airframe.
8.3 Recommendations for Future Work
Algorithm Optimisations
A direction of potential work is the practically relevant problem of nonlinear model
reduction and optimisation of the solver. The ability to simulate the nonlinear aeroelastic
response of HALE UAVs to an adequate accuracy in real-time would be crucial in the
design of nonlinear MPC controllers as a potential improvement beyond the use of linear
robust control schemes, and would also benefit flight simulations and pilot training of
HALE UAVs that will enable the technology to move forward. The modal approach
used in this work allows for reduction in a number of ways and have the potential to
achieve this goal. The implementation of a nonlinear model-based controller will rest
upon the success of this development.
Improvements to the time marching scheme could also be sought. As described above,
the current adaptive explicit RK4 scheme is used due to its reliability during prototyping.
In a practical implementation, fixed-timestep RK4 or more advanced, implicit schemes
could be better choices due to either stability or efficiency considerations.
Similarly, although MATLAB is a powerful environment for code prototyping, MAT-
LAB implementations are known to be significantly slower than C or FORTRAN. The
migration of the current code to another language will help reduce the computational
time further.
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Model Reduction Based on Intrinsic Formulation
This work only tentatively explored the relation between the extent of reduction (in
this case, the number of retained modes) on the accuracy of the dynamic simulations, as
part of its convergence studies. In practice it would be very beneficial to understand and
tailor the fidelity of the reduced-order model to different requirements. For example, a
reduced-order system for full aircraft dynamic simulations and a system model used in
an MPC present very different requirements for simulation speed and accuracy. Selecting
the appropriate fidelity requires understanding factors affecting the level of accuracy can
be achieved with a given amount of computational power and speed requirement in the
current modal approach.
In the current formulation, the unsteady aerodynamic model is projected onto the
entire structural basis. This however is not a requirement of the formulation and it is
completely possible to use different fidelities for both parts of the model so that the
number of states could be reduced further.
3D FE Stress Recovery
The condensation method described in this work only provides a one-way link between
a 3D FE model and the equivalent 1D beam description. It would be interesting to
investigate if the method could conversely be used to apply results from the nonlinear
1D simulation back to the 3D FE model to recover displacements and stresses in the 3D
structure, and how well these information could be reconstructed using this approach.
Improvement to Aerodynamic Model
As reviewed previously, [96, 97] indicated that dynamic stall is a significant contributor
to nonlinear behaviour on flexible wings. The current aerodynamic formulation is based
on a 2D potential flow model and does not include the effects of stall. However as
the aerodynamic model is cast as a state-space form, the potential flow model could
be replaced by state-space formulations of other models, such as a model based on
Leishman-Beddoes dynamic stall model [93].
Control Design
This work only lightly touched on the control design for nonlinear aeroelastic systems
by demonstrating the design of a linear robust controller on a nonlinear aeroelastic
system. As we complete the nonlinear aeroelastic simulation framework for flexible
163
aircraft, it will allow us to have a better understanding of the severity and nature of
system nonlinearities, which could in turn make robust control designs more reliable by
making better informed choices of robustness margins. It is also worth mentioning that
although guaranteed stability margins in robust control methods allows some degree of
deviation from the ideal linear dynamics used to create the controller, either due to
model differences in the actual system or nonlinear behaviour. A nonlinear controller
can provide better reliability compared to linear robust controllers when applied to a
nonlinear system.
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