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Re´sume´
Le travail de cette the`se porte sur l’e´tude des lieux conjugue´ et de coupure de
me´triques riemanniennes ou pseudo-riemanniennes en dimension 2. On se place
du point de vue du controˆle optimal pour appliquer le principe du maximum de
Pontryagin afin de caracte´riser les extre´males des proble`mes conside´re´s.
On va utiliser des me´thodes ge´ome´triques, nume´riques et d’inte´grabilite´ pour
e´tudier des me´triques de Clairaut-Liouville ou de Liouville sur la sphe`re. Dans
le cas de´ge´ne´re´ de re´volution, l’e´tude de l’ellipso¨ıde utilise des me´thodes ge´ome´-
triques pour de´terminer le lieu de coupure et la nature du lieu conjugue´ dans
les cas oblat et prolat. Dans le cas ge´ne´ral, les extre´males auront deux types de
comportements distincts qui se rapportent a` ceux observe´s dans le cas de re´volu-
tion, et sont se´pare´s par celles passant par des points ombilicaux. Les me´thodes
nume´riques sont utilise´es pour retrouver rapidement la dernie`re conjecture ge´o-
me´trique de Jacobi : le lieu de coupure est un segment et le lieu conjugue´ contient
quatre points de rebroussement.
L’e´tude d’une me´trique pseudo-riemannienne vient d’un proble`me de controˆle
quantique ou` le but est de transfe´rer en temps minimal l’e´tat d’un spin a` travers
une chaˆıne de trois spins couple´s par des interactions de type Ising. Apre`s re´-
duction, la me´trique obtenue posse`de une inte´grale premie`re supple´mentaire et
on peut donc la mettre sous forme de Liouville, ce qui nous donne les e´quations
des ge´ode´siques. En dehors du cas particulier de Grushin, dont la caustique est
de´crite, on utilise les me´thodes nume´riques pour e´tudier le lieu conjugue´ et le
lieu de coupure dans le cas ge´ne´ral.
Mots cle´s : Controˆle optimal ge´ome´trique, Chaˆınes de spins de type Ising,
Me´triques de Liouville, Me´trique pseudo-riemannienne, Lieu conjugue´, Lieu de
coupure.
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Abstract
The work of this thesis is about the study of the conjugate and cut loci
of 2D riemannian or almost-riemannian metrics. We take the point of view of
optimal control to apply the Pontryagin Maximum Principle in the purpose of
characterize the extremals of the problem considered.
We use geometric, numerical and integrability methods to study some Liou-
ville and Clairaut-Liouville metrics on the sphere. In the degenerate case of
revolution, the study of the ellipsoid uses geometric methods to fix the cut lo-
cus and the nature of the conjugate locus in the oblate and prolate cases. In
the general case, extremals will have two distinct type of comportment which
correspond to those observed in the revolution case, and are separated by those
which pass by umbilical points. The numerical methods are used to find quickly
the Jacobi’s Last Geometric Statement : the cut locus is a segment and the
conjugate locus has exactly four cusps.
The study of an almost-riemannian metric comes from a quantum control
problem in which the aim is to transfer in a minimal time the state of one spin
through an Ising chain of three spins. After reduction, we obtain a metric with
a second first integral so it can be written in the Liouville normal form, which
leads us to the equations of geodesics. Outside the particular case of Grushin, of
which the caustic is described, we use numerical methods to study the conjugate
locus and the cut locus in the general case.
Keywords : Geometric optimal control, Ising chains of spins, Liouville me-
trics, Almost-Riemannian geometry, Conjugate Locus, Cut Locus.
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Introduction
L’objectif de ce travail est de pre´senter une se´rie de travaux sur une famille
de me´triques de Clairaut-Liouville sur la sphe`re S2 motive´s par deux proble`mes
issus de la ge´ome´trie et du controˆle quantique, fonde´s sur la combinaison de
me´thodes ge´ome´triques et de simulations nume´riques.
Les me´triques de Clairaut-Liouville, ou me´triques de re´volution, sont des
me´triques a` deux dimensions dont le flot ge´ode´sique cotangent admet une inte´-
grale premie`re line´aire en le vecteur adjoint. Localement ces me´triques s’e´crivent
ds2 = m(ϕ)dθ2 + dϕ2, et pθ est une constante du mouvement. Les me´triques
de Liouville sont, quant a` elles, des me´triques qui admettent une inte´grale pre-
mie`re quadratique en le vecteur adjoint. On parle alors de surface de Liouville
et on peut alors e´crire localement la me´trique sous forme normale : ds2 =
(f(u) + g(v))(du2 + dv2).
Sur ces surfaces, les distances issues de la structure riemannienne peuvent
eˆtre vues comme les solutions en temps minimal d’un proble`me de controˆle
optimal. Le proble`me s’exprime :
q˙ = u1F1(q) + u2F2(q), min
T∫
0
u21 + u
2
2,
ou` les champs de vecteur F1(q), F2(q) forment un repe`re orthonormal (pour la
me´trique riemannienne) de TqM . A l’aide du principe du maximum de Pontrya-
gin, on obtient des conditions ne´cessaires de minimisation dans le formalisme
hamiltonien, qui sont e´quivalentes aux e´quations de Euler-Lagrange. Une courbe
γ partant de γ(0) = q qui ve´rifie ces conditions est appele´e ge´ode´sique. Une ge´o-
de´sique qui re´alise la distance entre γ(0) et γ(t) est dite minimale (sur [0, t]), et
toute ge´ode´sique est minimale pour un temps t assez petit. S’il existe un plus
grand temps positif fini tcut tel que γ soit minimale sur [0, tcut], alors tcut est
appele´ temps de coupure et le point γ(tcut) est appele´ point de coupure. Il cor-
respond a` la perte d’optimalite´ globale de la ge´ode´sique. De la meˆme manie`re
on de´finit le premier temps conjugue´ comme le plus grand temps positif tel que
le segment [γ(0), γ(tconj)] soit minimal parmi les ge´ode´siques partant de q qui
lui sont C1-proches, et alors γ(tconj) est appele´ premier point conjugue´ de q le
long de γ. Il correspond a` la perte d’optimalite´ locale. On de´finit alors le lieu de
coupure Cut(q) de q comme l’ensemble des points de coupure des ge´ode´siques
partant de q, et le lieu conjugue´ Conj(q) comme l’ensemble des points conjugue´s
le long des ge´ode´siques partant de q.
L’objectif final e´tant de calculer le lieu conjugue´ et de coupure pour ces
me´triques et le lien avec la conjecture de Jacobi sur les ellipso¨ıdes : le lieu
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conjugue´ a exactement 4 points de rebroussement et le lieu de coupure est un
segment. Ce re´sultat n’a e´te´ de´montre´ qu’en 2004 par Itoh et Kiyohara [18].
La premie`re partie de notre e´tude est de retrouver ces re´sultats de fac¸on
rapide en combinant les techniques ge´ome´triques et le code HAMPATH, et donc
de tester l’efficacite´ de ces me´thodes.
Le code HAMPATH utilise la diffe´rentiation automatique pour ge´ne´rer les
extre´males a` partir de la donne´e de l’hamiltonien. Ensuite, il ge´ne`re les champs
de Jacobi le long des ces extre´males, ce qui nous permet de calculer les points
conjugue´s rapidement. Il permet aussi d’utiliser des me´thodes homotopiques ou
des me´thodes de tir pour re´soudre d’autres proble`mes de controˆle optimal [13].
Pour trouver le lieu de coupure, le proble`me est a priori plus complique´, mais
une caracte´risation des points de coupure issue de la ge´ome´trie riemannienne va
nous permettre d’utiliser la ge´ome´trie du syste`me. En effet, un point de coupure
p ∈ Cutq est en fait soit le point d’intersection deux ge´ode´siques distinctes issues
de q, soit un (premier) point conjugue´ le long d’une ge´ode´sique partant de q.
Par exemple, dans le cas d’une me´trique de re´volution pre´sentant une sy-
me´trie par rapport a` l’e´quateur (g(θ, pi − ϕ) = g(θ, ϕ), quand θ repre´sente la
longitude et ϕ repre´sente la colatitude), le point de coupure d’un point situe´
sur l’e´quateur sera soit le point de premier retour sur l’e´quateur soit le point
situe´ a` la latitude oppose´e, selon lequel apparaˆıt en premier le long de la tra-
jectoire. Dans le premier cas il correspond a` l’intersection des deux trajectoires
syme´triques par rapport a` l’e´quateur, et apparaˆıt dans l’e´tude de l’ellipso¨ıde de
re´volution oblat, et dans le second a` l’intersection des deux trajectoires syme´-
triques par rapport au me´ridiens d’origine, qui correspond au cas prolat (voir
annexe A). Les cas de points initiaux ou de me´triques pre´sentant moins de
syme´tries sont plus complexes a` traiter.
La seconde e´tude concerne une famille de me´triques issues de la me´canique
quantique et qui s’applique a` la dynamique des spins conservatifs. L’exemple qui
a servi de motivation est le cas de 3 particules de spin 1/2 avec des couplages de
type Ising soumis a` un champ de radio-fre´quence (RF), ou` le but est de transfe´rer
l’e´tat du premier spin au troisie`me en un temps minimum en utilisant le couplage
et en faisant varier le champ RF [35, 36]. En choisissant judicieusement quelques
e´tats-cle´s du processus de transfert, on re´duit la dimension du proble`me qui
revient alors ge´ome´triquement a` de´finir une me´trique presque-riemannienne sur
S2 en se donnant 2 champs de rotation orthogonaux et cette me´trique de´ge´ne`re
sur un ensemble que l’on peut identifier a` l’e´quateur.
Le cas presque-riemannien est celui ou` les champs de vecteurs Fi n’en-
gendrent pas l’espace tangent en tout point. La me´trique n’est alors pas de´finie
positive, mais la condition de Ho¨rmander permet de tout de meˆme de´finir une
distance finie et continue. Cette condition assure de plus que la caracte´risation
du lieu de coupure de la ge´ome´trie riemannienne reste valable dans le cadre
presque-riemannien.
En paralle`le avec l’e´tude sur l’ellipso¨ıde, le cas de´ge´ne´re´ de re´volution cor-
respond au cas dit de Grushin ou` les couplages de type Ising sont e´gaux. Ce
cas peut-eˆtre vu comme une de´formation de la sphe`re ronde par homotopie, et
l’inte´gration nous donne : les solutions non-me´ridiennes sont pe´riodiques par
rapport a` ϕ et on a une expression explicite des variables θ et ϕ en fonction du
temps.
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Une premie`re approche du cas non de´ge´ne´re´ est d’exploiter au maximum les
syme´tries du syste`me : la syme´trie par rapport au me´ridien initial (H(θ, pθ) =
H(−θ,−pθ)) et celle par rapport a` l’e´quateur (H(pi−ϕ,−pϕ) = H(ϕ, pϕ)). Pour
cela on place un premier point initial en (θ(0) = 0, ϕ(0) = pi/2), et on obtient
que le lieu de coupure est l’e´quateur prive´ de ce point initial.
Le cas ge´ne´ral est tre`s complexe. Notre contribution a e´te´ d’analyser ce cas
et a permis de montrer que :
• Le cas ge´ne´ral est un cas de Liouville sur S2 ou` l’inte´grale premie`re sup-
ple´mentaire est identifie´e par le Casimir sur SO(3) et ne de´pend pas du
couplage.
• Le syste`me est inte´gre´ en utilisant le forme normale de Liouville.
Les re´sultats des simulations nume´riques montrent bien qu’en dehors d’un
point dit ombilical ou` les lieux conjugue´ et de coupure se re´duisent a` un point
et en dehors de la singularite´ e´quatoriale, le lieu conjugue´ a bien 4 points de
rebroussement et le lieu de coupure est bien re´duit a` un segment dans les coor-
donne´es de Liouville.
L’application au controˆle optimal est de de´crire de fac¸on globale la synthe`se
de la loi optimale.
5
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Chapitre 1
Pre´liminaires
1.1 Ge´ome´trie riemannienne d’un point de vue
hamiltonien
La ge´ome´trie riemannienne est une branche de la ge´ome´trie diffe´rentielle qui
s’inte´resse a` des varie´te´s diffe´rentielles munies d’une structure supple´mentaire,
une me´trique riemannienne qui permet de mesurer la longueur d’une courbe.
Les e´le´ments pre´sente´s dans cette section sont issus principalement de [16], qui
contient aussi de nombreux exemples. Les autres grandes re´fe´rences (modernes)
sur la ge´ome´trie sont [22, 14].
1.1.1 Varie´te´ riemannienne, longueur d’une courbe
De´finition 1.1. Soit M une varie´te´ diffe´rentielle. Une me´trique Riemannienne
g sur M est l’association lisse a` tout point q ∈ M d’une forme biline´aire de´-
finie positive gq : TqM × TqM → R. On dit alors que (M, g) est une varie´te´
riemannienne.
On peut exprimer la me´trique en coordonne´es locales
( ∂
∂xi
)
(1≤i≤n)
(ou` n
est la dimension de M) autour de q : soit u, v ∈ TqM avec
u =
n∑
i=1
ui
∂
∂xi
et v =
n∑
i=1
vi
∂
∂xi
Alors on e´crit gq(u, v) =
∑
gij(q)u
ivj , ou`
gij(q) = g
( ∂
∂xi
,
∂
∂xj
)
.
On note donc
g =
∑
i,j
gijdx
idxj .
La me´trique, comme son nom l’indique, permet de mesurer les distances ou
plus pre´cise´ment la longueur des courbes.
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De´finition 1.2 (Longueur d’une courbe C1). Soit c : [a, b]→M une courbe C1
par morceaux dans la varie´te´ riemannienne (M, g). La longueur de la courbe c
est donne´e par :
L(c) =
b∫
a
||c′(t)||dt
ou` ||c′|| = √g(c′, c′) est la norme euclidienne sur TM de´finie par la me´trique
riemannienne.
Ainsi, la distance d entre deux points sera l’infimum des longueurs des
courbes C1 qui passent par ces deux points. On appelle d la distance induite
par g.
Remarque 1.1. La longueur d’une courbe ne de´pend pas du choix de la para-
me´trisation.
1.1.2 Ge´ode´siques, application exponentielle, lieu de cou-
pure
Une notion qui vient naturellement apre`s celle de distance, et qui va beau-
coup nous inte´resser dans ce travail, est celle de plus court chemin, ou ge´ode´sique.
Elle est en revanche plus complexe a` de´finir proprement, et fait appel a` la notion
plus the´orique de connexion, que nous ne de´taillerons pas mais nous allons tout
de meˆme en donner une caracte´risation en coordonne´es locales. Pour cela, on va
utiliser une expression pratique de cette connexion, les symboles de Christoffel.
De´finition 1.3 (Symboles de Christoffel). En coordonne´es locales, on exprime
les symboles de Christoffel par :
Γkij =
1
2
n∑
l=1
gil
( ∂
∂xj
gkl +
∂
∂xk
glj − ∂
∂xl
gjk
)
,
ou` (gij)(1≤i,j≤n) est la matrice inverse de la repre´sentation matricielle (gij) de
la me´trique.
On peut ainsi exprimer les e´quations qu’une courbe doit ve´rifier pour eˆtre
une ge´ode´sique dans les coordonne´es locales.
Proposition 1.1 (Ge´ode´siques en coordonne´es locales). Soit une courbe para-
me´tre´e c(t) = (c1(t), . . . , cn(t)) dans M , alors c est une ge´ode´sique si :
d2ci
dt2
+ Γijk
(
c(t)
)dck
dt
dcj
dt
= 0 i ∈ {1, . . . , n}.
Remarque 1.2. Si γ(t) est une ge´ode´sique alors sa vitesse ||γ′(t)|| est constante.
Comme la longueur n’est pas de´pendante de la parame´trisation (Remarque 1.1),
on choisira souvent un parame`tre tel que ||γ′|| = 1 et on dit que l’on parame´trise
par la longueur d’arc. Dans ce cas, minimiser la longueur revient a` minimiser
le temps.
The´ore`me 1.1 (Existence locale et unicite´). Soit q0 ∈ M , il existe un ouvert
U ⊂ M contenant q0 et  > 0 tels que pour q ∈ U et v ∈ TqM avec ||v|| < , il
existe une unique ge´ode´sique γv :]− 1, 1[→M avec γv(0) = q et γ′v(0) = v.
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Remarque 1.3. On a de plus que l’application C : TU×] − 1, 1[→ M de´finie
par C(v, t) = γv(t) est lisse.
Avec l’existence et l’unicite´ locale des ge´ode´siques nous pouvons mesurer
les distances de manie`re explicite : la distance entre deux points proches de
M devient alors la longueur de la ge´ode´sique passant par les deux points. Une
ge´ode´sique qui re´alise la distance entre ses extre´mite´s γ(0) et γ(t) est dite mini-
misante sur le segment [0, t]. Cette proprie´te´ n’e´tant en ge´ne´ral pas globale, on
parlera de ge´ode´sique minimale dans le cas d’une ge´ode´sique minimisante pour
tout t.
De´finition 1.4 (Application exponentielle). On conside`re γv la ge´ode´sique
maximale (de´finie sur le plus grand intervalle de R+) qui ve´rifie γv(0) = q et
γ′v(0) = v. On note Ω ⊂ TM l’ensemble des v ∈ TM tels que γv(1) est de´finie et
est un ouvert de TM contenant le ze´ro 0 ∈ TqM de chaque fibre. L’application
exponentielle exp : Ω ⊂ TM →M est de´finie par exp(v) = γv(1). On note expq
sa restriction a` TqM .
On l’appelle exponentielle car dans le cas de (SO(n), g), elle co¨ıncide avec
l’exponentielle de matrices.
De´finition 1.5. Une varie´te´ riemannienne (M, g) est dite ge´ode´siquement com-
ple`te si toute ge´ode´sique de M peut eˆtre e´tendue a` une ge´ode´sique de´finie sur
tout R.
The´ore`me 1.2 (Hopf-Rinow). Soit (M, g) une varie´te´ riemannienne. Les pro-
prie´te´s suivantes sont e´quivalentes :
1. Soit q ∈ M . Si expq est de´finie sur TqM alors tout point de M peut eˆtre
relie´ a` q par une ge´ode´sique minimale.
2. M est ge´ode´siquement comple`te.
3. (M,d) est comple`te en tant que me´trique ou` d est la distance induite par
la me´trique g.
N’importe laquelle de ces proprie´te´s implique :
4. Toute paire de points de M peut eˆtre relie´e par une ge´ode´sique minimale.
De´finition 1.6 (E´nergie d’une courbe C1). L’e´nergie de la courbe C1 par mor-
ceaux c : [a, b]→M est de´finie par :
E(c) =
1
2
∫ b
a
||c′(t)||2dt.
Remarque 1.4. L’e´nergie de´pend, elle, de la parame´trisation.
Proposition 1.2 (Caracte´risation des ge´ode´siques). Soit c : [a, b] → M une
courbe C1 par morceaux.
1. Si c re´alise la distance entre a et b (L(c) = d(a, b)) et est parame´tre´e
proportionnellement a` la longueur d’arc alors c est une ge´ode´sique.
2. Si pour toute courbe h de c(a) a` c(b) on a E(h) ≥ E(c), alors c est une
ge´ode´sique parame´tre´e proportionnellement a` la longueur d’arc.
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Cette dernie`re proposition signifie que le proble`me de minimisation de la
longueur est en fait e´quivalent au proble`me de minimisation de l’e´nergie. C’est un
re´sultat tre`s utile car la fonctionnelle de l’e´nergie est plus pratique a` manipuler
que celle de la longueur.
Dans le cadre du controˆle optimal riemannien, ou` les extre´males sont des ge´o-
de´siques, on va logiquement s’inte´resser a` e´tudier la minimalite´ des ge´ode´siques,
afin de conside´rer l’optimalite´ globale.
Soit une ge´ode´sique γv : [0, t]→ M , avec γ(0) = q et γ′(0) = v ou` v ∈ TqM
et ||v|| = 1 (on conside`re une ge´ode´sique parame´tre´e par la longueur d’arc). On
note tcut(v) le plus grand temps positif tel que γ soit minimal sur [0, tcut(v)].
De´finition 1.7 (Lieu de coupure). On appelle γv(tcut(v)) point de coupure de q
le long de γv. Le lieu de coupure Cutq est l’union des points de coupure le long
des ge´ode´siques partant de q :
Cutq = {γv(tcut(v)) pour v ∈ TqM ||v|| = 1 et γ(0) = q}.
1.2 Proble`me de controˆle optimal
La the´orie du controˆle optimal est l’e´tude des solutions optimales pour un
couˆt donne´ d’un syste`me dynamique muni d’un controˆle (ou commande). Le but
va eˆtre de transfe´rer le syste`me d’un e´tat initial donne´ a` un e´tat final voulu,
tout en minimisant (ou maximisant) un certain couˆt.
1.2.1 Syste`mes de controˆle optimal
Les syste`mes controˆle´s que nous allons conside´rer sont de la forme :{
q˙(t) = f(t, q(t), u(t))
q(t0) ∈ M0 (1.1)
ou` q ∈ M et f est une application C1 de R ×M × U dans TM , avec M une
varie´te´ lisse de dimension n, et le controˆle u : R 7→ U est une fonction mesurable
borne´e ou` U ⊂ Rm est le domaine de controˆle admissible. Les sous-varie´te´ M0
et M1 de M constituent les conditions aux bords.
Dans la cadre de la the´orie des e´quations diffe´rentielles ordinaires, le pro-
ble`me avec la condition initiale q(0) = q0 est connu comme le proble`me de
Cauchy. Dans ce cas, le the´ore`me de Cauchy-Lipschitz nous assure l’unicite´ de
la solution (voir [2], 2.4.1).
Le couˆt est de´fini pour un controˆle admissible u de [0, T ] par :
C(T, u) = g(T, q(T )) +
T∫
0
f0(t, q(t), u(t))dt (1.2)
avec f0 : R ×M × U → R et g : R ×M → R des fonctions C1 et q est la
trajectoire du syste`me associe´e au controˆle u.
Le proble`me de controˆle optimal peut alors eˆtre formule´ comme suit : de´-
terminer une trajectoire reliant M0 a` M1 et minimisant le couˆt, en un temps T
fixe´ ou non.
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1.2.2 Le Principe du Maximum
Le re´sultat fondamental du controˆle optimal est duˆ a` Pontryagin et ses col-
laborateurs. Il s’agit d’une condition ne´cessaire d’optimalite´.
The´ore`me 1.3 (Principe du Maximum de Pontryagin). Soit u ∈ U un controˆle
optimal sur [0, T ], alors il existe une application p : [0, T ] → M absolument
continue et une constante p0 ≤ 0, (p, p0) 6= 0, telles que pour presque tout
t ∈ [0, T ]
q˙(t) =
∂Hˆ
∂p
(q(t), p(t), p0, u(t)),
p˙(t) = −∂Hˆ
∂q
(q(t), p(t), p0, u(t)),
Hˆ(q(t), p(t), p0, u(t)) = max
v∈U
H(q, p, p0, v),
(1.3)
ou` Hˆ(q, p, p0, u) := p0f0(x, u) + 〈p, f(q, u)〉 est le pseudo-hamiltonien du sys-
te`me.
Dans le cas ou` le temps final T est libre et le controˆle u continu, on a comme
condition en T
Hˆ(q(t), p(t), p0, u(t)) = −p0 ∂g
∂t
(T, q(T )), pour presque tout t (1.4)
De plus on a la condition de transversalite´ aux bornes suivantes pour le vecteur
adjoint
p(0)⊥Tq(0)M0, p(T )− p0 ∂g
∂q
(T, q(T ))⊥Tq(T )M1. (1.5)
De´finition 1.8 (Extre´male). On appelle extre´male un quadruple´ (q, p, p0, u)
qui est solution de (1.3). Si p0 = 0, l’extre´male est dite anormale, et si p0 6= 0
l’extre´male est dite normale.
1.2.3 Proble`me Riemannien
Le point de vue du proble`me riemannien est de voir les ge´ode´siques comme
des solutions en temps minimal d’un proble`me de controˆle optimal, et ainsi
pouvoir appliquer le principe du maximum pour obtenir une formulation hamil-
tonienne du proble`me.
Les ge´ode´siques ayant une vitesse constante, minimiser la longueur revient a`
minimiser le temps, de plus si on conside`re des ge´ode´siques parame´tre´es par la
longueur d’arc, cela revient aussi a` minimiser l’e´nergie. Cela au me`ne au syste`me
de controˆle optimal affine :
q˙ =
n∑
i=1
uiFi(q), min
u
T∫
0
n∑
i=1
u2i , (1.6)
muni du proble`me de minimisation de l’e´nergie, ou` F1(q), .., Fn(q) forme un
repe`re orthonormal (au sens de la me´trique riemannienne) de TqM .
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Le pseudo-hamiltonien est alors :
Hˆ = p0
n∑
i=1
u2i +
n∑
i=1
ui〈p, Fi〉.
Dans le cas normal, on peut normaliser p0 = −1/2, et la condition de maximi-
sation devient
∂Hˆ
∂u
= 0
ce qui nous donne ui = Hˆi ou` Hˆi est le releve´ hamiltonien de Fi : Hˆi = 〈p, Fi〉
et on obtient ainsi le hamiltonien maximise´ :
H =
1
2
n∑
i=1
H2i . (1.7)
Les solutions du proble`me initial sont donc les extre´males (q, p) qui ve´rifient :
q˙ =
∂H
∂p
p˙ = −∂H
∂q
, (1.8)
et parame´triser par la longueur d’arc signifie fixer le niveau d’e´nergie H = 1/2.
On remarque que les e´quations du mouvement sont les e´quations de Hamilton-
Jacobi, que l’on pourrait obtenir de manie`re classique a` partir des e´quations
d’Euler-Lagrange en utilisant la transformation de Legendre. L’avantage du
point de vue du controˆle optimal ge´ome´trique est qu’il fonctionne dans des
cas ou` la transformation de Legendre n’est pas utilisable.
1.2.4 Cas presque-Riemannien
Le cas presque-riemannien (ou pseudo-riemannien) correspond au cas ou`
l’espace vectoriel engendre´ par les champs de vecteurs D =< F1(q), ..., Fn(q) >
n’est pas de rang plein pour tout q ∈ M . On demande donc en plus que les
ge´ne´rateurs ve´rifient la condition de Ho¨rmander : pour tout q ∈M , l’alge`bre de
Lie engendre´e par (F1(q), ..., Fn(q) est l’espace tangent TqM en entier.
L’ensemble Z des points ou` dimD < n est appele´ ensemble singulier. En
dimension 2, Z correspond en fait aux points ou` les deux champs de vecteurs
F1(q) et F2(q) sont coline´aires, Z et D sont de dimension 1 et on n’a que deux
cas possibles :
• Le cas transverse ou cas de Grushin ou` Z est transverse a` D. Dans ce cas
dim(D(q) + [D(q), D(q)] = 2.
• Le cas tangentiel ou` Z est tangent a` D. Dans ce cas dim(D+ [D,D]) = 1
mais il suffit d’une ite´ration supple´mentaire pour obtenir TqM .
Ainsi la me´trique associe´e n’est pas de´finie positive, mais on peut tout de
meˆme de´finir la longueur d’une courbe admissible et une distance presque-
riemannienne finie et continue. Comme dans le cas Riemannien, on utilise le prin-
cipe du maximum pour obtenir un proble`me sous formulation hamiltonienne,
avec un hamiltonien qui lui sera bien de´fini sur tout T ∗M .
De plus la condition de Ho¨rmander nous assure qu’il n’existe pas d’extre´males
anormales. Ce dernier point nous permettra d’utiliser le The´ore`me 1.4 dans le
cadre presque-riemannien. Voir [17] pour une introduction plus comple`te.
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1.3 Conditions du second ordre
Les notions de lieux de coupure et conjugue´ ont une importance cruciale du
point de vue de l’optimalite´, car elles en de´finissent les limites. L’e´tude de la
caustique, l’union du lieu de coupure et du lieu conjugue´, a donc toujours e´te´ un
des sujets importants de la ge´ome´trie riemannienne. Les premiers re´sultats ont
bien suˆr e´te´ obtenus sur la sphe`re, ou` la caustique se re´duit a` un point antipodal.
Le cas a priori proche de l’ellipso¨ıde, est en fait reste´ longtemps une conjecture,
la bien connue dernie`re conjecture ge´ome´trique de Jacobi : le lieu conjugue´ a
exactement 4 points de rebroussement et le lieu de coupure est un segment.
Elle n’a e´te´ de´montre´e que re´cemment par Itoh et Kiyohara [18]. Meˆme sans
en connaˆıtre la forme dans le cas ge´ne´ral, il existe quelques re´sultats classiques
[16, 14].
1.3.1 Le lieu de coupure
The´ore`me 1.4 (Caracte´risation du lieu de coupure). Le point q′ appartient
au lieu de coupure de q si et seulement si au moins une des deux proprie´te´s
suivantes est satisfaite :
• il existe deux ge´ode´siques minimisantes distinctes de q a` q′ ;
• il existe une ge´ode´sique γ de q a` q′ telle que q et q′ sont conjugue´s le long
de γ.
A partir de l’analyse de la caustique faite par Poincare´ dans un fameux
article [29], on obtient les proprie´te´s suivantes qui vont eˆtre primordiales pour
la suite de ce travail :
The´ore`me 1.5 (Lieu de coupure). Soit g une me´trique analytique sur S2. Le
lieu de coupure d’un point q ∈ S est un arbre ou` les bifurcations correspondent
aux points relie´s par plus de deux ge´ode´siques et ou` les extre´mite´s sont des points
de rebroussement du lieu conjugue´. De plus ces points de rebroussement sont dits
de type ”foyers en pointe”.
1.3.2 Lieu conjugue´
La` ou` le temps de coupure correspond a` la perte d’optimalite´ globale d’une
extre´male, le temps conjugue´ correspond a` la perte d’optimalite´ de l’extre´male
par rapport aux extre´males qui lui sont C0-proches. La de´finition classique en
ge´ome´trie riemannienne utilise la notion de courbure, que nous avons de´cide´
de laisser de coˆte´. Nous allons donner une de´finition e´quivalente dans le cadre
hamiltonien.
De´finition 1.9 (Champs de Jacobi). Soit ~H un champ de vecteur hamiltonien
dont les courbes inte´grales sont les extre´males d’un proble`me de controˆle optimal.
Soit z = (q, p) une extre´male de re´fe´rence avec pour conditions initiales z(0) =
(q0, p0). On appelle e´quation de Jacobi l’e´quation line´arise´e le long de z :
δz˙(t) = d ~H(z(t))δz(t). (1.9)
Une solution non triviale de cette e´quation est appele´e champ de Jacobi, note´
δz = (δq, δp) en coordonne´es locales. Un tel champ est dit vertical au temps t si
δq = 0.
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Cette notion va nous permettre de caracte´riser les temps conjugue´s, et meˆme
de les calculer nume´riquement a` partir du code HAMPATH.
De´finition 1.10 (Temps conjugue´s). Un instant tconj est un temps conjugue´ le
long de z s’il existe un champ de Jacobi δz le long de z vertical en 0 et en tconj.
On appelle q(tconj point conjugue´ de q0 le long de z et le (premier) lieu conjugue´
est l’union des premiers points conjugue´s le long des extre´males partant de q0.
1.4 Le code HAMPATH
Ce code est le produit du travail de O. Cots dans sa the`se [13] et fait suite
au package cotcot de´veloppe´ par B. Bonnard, JB. Caillau et E. Tre´lat. A partir
de la donne´e de l’hamiltonien maximise´, ce compilateur fournit un ensemble
de fonctions MATLAB permettant d’e´tudier un grand nombre de proble`mes de
controˆle optimal, comme des me´thodes de tir (simple ou multiple) qu’on utilise
pour trouver la strate´gie de controˆle a` utiliser pour atteindre une cible donne´e,
ce qui demande en e´tude a priori, ou encore la me´thode homotopique qui permet
d’e´tudier une famille de proble`mes de´pendant d’un parame`tre. Nous allons ici
de´tailler la partie du programme qui sera par la suite utilise´e dans le cas de
proble`mes hamiltoniens : la ge´ne´ration des extre´males avec la fonction exphvfun
et des champs de Jacobi le long de ces extre´males avec expdhvfun.
1.4.1 Ge´ne´ration des trajectoires : exphvfun
La fonction exphvfun sert a` inte´grer le flot hamiltonien z˙(t) = ~H(t, z(t), λ)
a` partir de la donne´e des conditions initiales z(0) = (x(0), p(0)), des e´ventuels
parame`tres du syste`me, et d’un intervalle de temps [t0, tf ].
1.4.2 Condition du second ordre : expdhvfun
La fonction expdhvfun permet de calculer les champs de Jacobi (δq, δp) le
long de z = (x, p), solutions non triviales de l’e´quation de Jacobi (1.9). Il est
ensuite aise´ nume´riquement de trouver le premier temps conjugue´ qui est le
premier temps positif tel que δq(0) = 0 et δq(tconj) = 0.
1.5 Me´triques de re´volution et de Liouville
Le premier cas que nous allons e´tudier est celui des ellipso¨ıdes de re´volutions,
qui est un cas particulier de me´trique de Clairaut. Notre e´tude porte sur la
de´termination des lieux de coupure et conjugue´. Le cas de l’ellipso¨ıde ge´ne´rale
n’a que re´cemment e´te´ re´solu par Itoh et Kiyohara [18].
1.5.1 Ge´ne´ralite´s sur les me´triques de Clairaut-Liouville
Le me´triques de Clairaut-Liouville sont des me´triques en deux dimensions
qui peuvent eˆtre obtenues dans R3 en restreignant la me´trique euclidienne a` une
surface de re´volution
(√
m(ϕ) cos θ,
√
m(ϕ) sin θ, ϕ
)
. On peut aussi les obtenir
de manie`re intrinse`que en ge´ne´ralisant la formule de Clairaut : ce sont des me´-
triques qui admettent une inte´grale premie`re line´aire en p. Ce sont donc des
me´triques dont le syste`me hamiltonien est inte´grable au sens de Liouville.
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De´finition 1.11 (Me´trique de Clairaut-Liouville). Une me´trique de Clairaut-
Liouville est une me´trique de dimension deux que l’on peut mettre sous forme
normale de Darboux :
g(θ, ϕ) = m(ϕ)dθ2 + dϕ2.
Une premie`re proprie´te´ des me´triques de Clairaut est que l’on en connait
une inte´grale premie`re.
Lemme 1.1 (Formule de Clairaut). Soit ψ l’angle forme´ par une ge´ode´sique
parame´tre´e par la longueur d’arc avec un paralle`le, alors :
pθ = cos(ψ)
√
m(ϕ)
est une inte´grale premie`re de la me´trique de Clairaut.
Proposition 1.3 (Courbure de Gauss d’un me´trique de Clairaut-Liouville). La
courbure de Gauss d’une me´trique de Clairaut-Liouville est donne´e par
K = − 1√
m(ϕ)
d2
dϕ2
√
m(ϕ).
Il s’ave`re que les me´triques de Clairaut-Liouville sont en fait un cas particu-
lier d’une classe de me´triques plus importantes : les me´triques de Liouville.
De´finition 1.12 (Me´trique de Liouville). Une me´trique de Liouville est une
me´trique qui peut se normaliser sous la forme dite normale :
g(u, v) =
(
f(u) + g(v)
)
(du2 + dv2),
ou` f(u), g(v) sont des fonctions lisses positives.
Proposition 1.4. Les me´triques de Liouville admettent une inte´grale premie`re
quadratique en p.
L’existence d’inte´grales premie`res, c’est-a`-dire de quantite´s conserve´es le long
du mouvement, est cruciale pour l’inte´gration des syste`mes me´caniques. L’in-
te´grabilite´ au sens de Liouville pour un syste`me de dimension 2n correspond
en effet a` l’existence de n d’inte´grales premie`res inde´pendantes. Dans le cas
d’un proble`me riemannien, l’hamiltonien e´tant autonome, une seule inte´grale
premie`re supple´mentaire sera ne´cessaire.
1.5.2 Inte´gration des me´triques de Liouville
The´ore`me 1.6 (Inte´gration des me´triques sous forme de Liouville). Soit g(u, v) =(
f(u) + g(v)
)
(du2 + dv2) une me´trique de Liouville sous forme normale.
• Le flot ge´ode´sique d’une me´trique de Liouville sur une surface est comple`-
tement inte´grable.
• L’e´quation des ge´ode´siques est donne´e par :
du
dv
= ±
√
f(u) + a√
g(v)− a , (1.10)
et les ge´ode´siques sont de´finies par :∫
du√
f(u) + a
±
∫
dv√
g(v)− a = b, (1.11)
ou` a et b sont des constantes.
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Ce the´ore`me permet d’obtenir les e´quations des ge´ode´siques a` partir de la
me´trique sous forme normale. Quand la me´trique que l’on traite n’est pas sous
cette forme mais qu’elle admet une inte´grale premie`re quadratique, nous allons
pre´senter une me´thode de´veloppe´e dans [7] (chapitre 6).
The´ore`me 1.7. Soit g une me´trique dont le flot admet une inte´grale premie`re
quadratique F dans un voisinage de q ∈M . Si cette inte´grale n’est pas coline´aire
a` l’hamiltonien H sur l’espace tangent TqM , alors il existe un voisinage de q
tel que la me´trique est une me´trique de Liouville, c’est-a`-dire qu’il existe des
coordonne´es locales (u, v) telles que :
g = (f(u) + g(v))(du2 + dv2), (1.12)
ou` f(u) et g(v) sont des fonctions positives lisses. De plus,
F (u, v, pu, pv) =
(g(v) + C)p2u − (f(u)− C)p2v
f(u) + g(v)
, (1.13)
ou` C est une constante.
Les outils permettant de trouver ces coordonne´es (u, v) et ces fonctions f et
g se trouvent dans la de´monstration de ce the´ore`me. En partant d’une me´trique
sous forme isotherme
g(x, y) = λ(x, y)(dx2 + dy2) (1.14)
et une inte´grale premie`re quadratique
F = b1p
2
x + 2b2pxpy + b3p
2
y.
On conside`re la fonction holomorphe (voir [7], Proposition 6.2) R de´finie par :
R(z) = b1 − b3 + 2ib2, z = x+ iy. (1.15)
La condition de non-coline´arite´ de H et F implique qu’il existe des nouvelles
coordonne´es dans lesquelles R devient constant. On note
Φ : z = x+ iy → ω = u+ iv
la transformation holomorphe qui ve´rifie :
Φ(z)′ =
1√
R(z)
. (1.16)
Cette transformation conserve la forme isotherme de l’hamiltonien
H =
p2u + p
2
v
2Λ
, (1.17)
ou` Λ(u, v) = λ(x, y)|Φ(z)′|−2 et dans ces nouvelles coordonne´es l’inte´grale pre-
mie`re devient :
F = (c+ 1)p2u + cp
2
v. (1.18)
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Et le fait que H et F sont en involution donne comme condition sur Λ :
∂
∂u
(Λ(c+ 1)) = 0,
∂
∂v
(Λc) = 0.
En diffe´rentiant par v la premie`re e´quation et par u la deuxie`me, on obtient :
∂2Λ
∂u∂v
= 0. (1.19)
Ce qui nous donne bien Λ(u, v) = f(u) + g(v), et donc la me´trique sous forme
de Liouville. On a de plus :
c =
C − f(u)
f(u) + g(v)
, (1.20)
ou` C est une constante et donc :
g(u, v) =
(
f(u) + g(v)
)(
du2 + dv2
)
, (1.21)
F =
(g(v) + C)p2u + (C − f(u))p2v
f(u) + g(v)
(1.22)
1.6 Le mode`le de Grushin
Le cas qui va particulie`rement nous inte´resser par la suite est le cas de Gru-
shin sur la sphe`re S2, ainsi que le lien qui existe localement entre la singularite´
de ce mode`le et celle du mode`le de Grushin sur le plan.
1.6.1 Mode`le de Grushin sur la sphe`re
Un the´ore`me classique de ge´ome´trie riemannienne nous affirme que toute
paire de champs de vecteurs sur une sphe`re (de dimension paire) est coline´aire
sur un ensemble non vide. Ainsi toute me´trique de´finie globalement par deux
champs de vecteurs sur la sphe`re est force´ment presque-riemannienne.
On va donc conside´rer le syste`me suivant : x˙ = u2zy˙ = −u1z
z˙ = u1y − u2x
avec le proble`me de minimisation de l’e´nergie :
min
T∫
0
(u21 + u
2
2)dt.
Le syste`me est engendre´ par les champs de vecteurs y∂z − z∂y et z∂x − x∂z qui
correspondent a` des rotations infinite´simales autour des axes Ox et Oy respec-
tivement. Ce type de syste`me apparaˆıt en me´canique quantique, ou` la sphe`re
repre´sente une re´duction de l’espace d’e´tat adapte´e a` un proble`me particulier.
L’ensemble singulier est ici le plan z = 0, et il est transverse a` la distribution.
17
Chapitre 1 : Pre´liminaires
En passant en coordonne´es sphe´riques classiques ou` ϕ est la colatitude et θ
l’angle me´ridien,  x = cos θ sinϕy = sin θ sinϕ
z = cosϕ
et utilisant la transformation conservatrice(
v1
v2
)
=
(
cos θ sin θ
− sin θ cos θ
)(
u1
u2
)
le syste`me devient : {
θ˙ = −v1 cotϕ
ϕ˙ = v2.
Le proble`me s’e´crit de´sormais :
q˙ = v1F1 + v2F2 min
T∫
0
(u21 + u
2
2)dt, (1.23)
avec F1 = − cotϕ∂θ, F2 = ∂ϕ. L’ensemble singulier correspond a` ϕ = pi/2,
c’est-a`-dire l’e´quateur. L’hamiltonien du syste`me augmente´ est
H = v1〈p, F1〉+ v2〈p, F2〉 − 1
2
(v21 + v
2
2),
et la condition de maximisation du PMP ∂H∂v = 0 nous donne :
v1 = 〈p, F1〉 v2 = 〈p, F2〉.
En remplac¸ant dans l’hamiltonien augmente´, on obtient le hamiltonien vrai :
Hs =
1
2
(
p2ϕ + cot
2 ϕp2θ
)
correspondant a` la me´trique de Clairaut-Liouville :
gs = dϕ
2 + tan2 ϕdθ2.
L’inte´gration de la me´trique de Grushin sur S2, vue comme une de´formation de
la sphe`re ronde par homotopie (Annexe B, B.4.2) et la caustique sont comple`-
tement de´crites par la proposition B.12.
1.6.2 Mode`le de Grushin sur le plan
Le mode`le de Grushin sur la sphe`re est en fait issu du proble`me de Grushin
sur le plan car il y correspond localement. En effet, lorsque ϕ est proche de
la singularite´ pi/2, la me´trique est e´quivalente a` la me´trique de Grushin sur le
plan :
gp = dx
2 +
dy2
x2
.
Ce mode`le nous permet de de´crire la caustique pour un point situe´ sur l’e´quateur.
En effet, bien que la me´trique explose au voisinage de la singularite´ (x = 0), les
extre´males restent de´finies par un hamiltonien lisse :
Hp =
1
2
(
p2x + x
2p2y
)
.
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Figure 1.1 – Flot ge´ode´sique (en bleu) issu du point initial (0, 0) pour λ proche
de 1, jusqu’a` un temps le´ge`rement supe´rieur au premier temps conjugue´. Une
branche du lieu conjugue´ apparait en rouge.
Comme cet hamiltonien ne de´pend pas de y, py est une inte´grale premie`re et
donc le syste`me est inte´grable. L’inte´gration nous donne, pour des conditions
initiales {x(0) = 0, y(0) = 0} :
• Si py = 0, alors px = ±1, ce qui donne pour les extre´males (x(t),y(t)) :
x(t) = ±t y(t) = 0.
• Si py 6= 0, disons py = λ. On a donc pour px : p2x + λ2x2 = 1. On trouve
donc :
x(t) =
sinλt
λ
y(t) =
t
2λ
− sin 2λt
4λ2
.
Dans le cas py = 0 les extre´males restent optimales pour tout t (dans le
plan). Dans le cas ge´ne´ral, le temps de coupure est tc = pi/|λ] (lorsque les
deux extre´males associe´es a` px et −px s’intersectent) et le lieu de coupure est
{(0, r) ou` r ∈ R∗}. On peut remarquer sur la figure 1.1 que les extre´males
coupent la singularite´ de manie`re orthogonale. Le lieu conjugue´ est donne´ par le
premier temps conjugue´ t1c = τ |λ|, ou` τ est la premie`re solution (positive) de
tan t = t, il est repre´sente´ sur la figure 1.2. Le cas ou` y(0) 6= 0 est aussi e´tudie´
dans [1].
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-1.0 -0.5 0.0 0.5 1.0
x
Figure 1.2 – Lieux de coupure (en violet) et conjugue´ (en rouge) pour le flot
ge´ode´sique issu de (0, 0) reconstitue´ graˆce aux syme´tries de la caustique.
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Chapitre 2
Application au controˆle
quantique
2.1 Pre´sentation du mode`le
Le proble`me e´tudie´ ici est le transfert de cohe´rence dans une chaine de par-
ticules de spin 1/2 faiblement couple´es qui suivent une interaction de type
Ising. Ce proble`me apparaˆıt dans un contexte de re´sonance magne´tique nu-
cle´aire (RMN) et a e´te´ aborde´ par Glaser, Brockett, Khaneja, Zeier dans une
se´rie d’articles [36, 21] et par Yuan dans sa the`se [35].
2.1.1 Dynamique du syste`me
Nous allons repre´senter l’e´tat de notre syste`me a` l’aide de l’ope´rateur de
densite´ ρ, qui est auto-adjoint et line´aire, et qui obe´it a` l’e´quation de Liouville
Von Neumann :
~
dρ
dt
= −i[H, ρ] (2.1)
ou` ~ est la constante de Planck normalise´e (par la suite nous conside´rerons
~ = 1 par commodite´ dans les calculs) et H est l’hamiltonien de´crivant la
dynamique du syste`me. H est un ope´rateur auto-adjoint de l’espace des e´tats H
qui correspond a` l’e´nergie du syste`me.
Dans le cas d’une e´volution libre, ie H ne de´pend pas du temps, on peut
de´crire simplement l’e´volution de l’ope´rateur de densite´ :
ρ(t) = U(t, t0)ρ(t0)U
−1(t, t0) (2.2)
ou` U(t, t0) est l’ope´rateur d’e´volution : U(t, t0) = exp(−i(t− t0)H).
De plus, on a Tr(ρ) = 1 et Tr(ρ2) ≤ 1, l’e´galite´ e´tant e´quivalente a` un e´tat
pur.
2.1.2 Les syste`mes de spin 1/2
Les particules de spins 1/2 est un cas souvent e´tudie´ car elles sont a` la fois
tre`s utiles en physique (ce sont les nucle´ons et les e´lectrons) et assez simples a`
repre´senter : elles n’admettent que 2 e´tats possibles que l’on note +12 et − 12 .
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Ainsi l’espace d’e´tat correspondant a` un spin 1/2 est de dimension 2. Ici nous
e´tudions des chaines de n spins 1/2, l’e´tat du syste`me total, qui est le produit
tensoriel des e´tats de chaque spin, est donc de dimension 2n.
Par la suite nous allons utiliser des matrices bien connues, les matrices de
Pauli que voici :
σx :=
(
0 1
1 0
)
σy :=
(
0 −i
i 0
)
σz :=
(
1 0
0 −1
)
(2.3)
Elles ve´rifient les proprie´te´s : σ2v = Id, et σxσy = iσz, σyσz = iσx, σzσx = iσy,
que l’on note de manie`re concise :
σxσy = iσz 	,
ce produit e´tant en plus anticommutatif.
Remarque 2.1. Le symbole 	 signifie que l’on conserve la relation en effectuant
une permutation circulaire sur {A,B,C}.
Ainsi les matrices iσx, iσy, iσz engendrent l’alge`bre de Lie su(2).
De la meˆme manie`re que les matrices de Pauli engendrent su(2), les produits
tensoriels de matrices de Pauli (et de l’identite´) engendrent su(2n). On note les
e´le´ments de cette base : Ik1v1,...,kmvm ou`
1
2σvi apparaˆıt dans le ki-e`me terme du
produit tensoriel, Id sinon.
On peut maintenant de´finir dans cette repre´sentation les ope´rateurs moment
angulaire :
Ix :=
1
2σx Iy :=
1
2σy Iz :=
1
2σz
On remarque qu’ils ve´rifient les relations :
IxIy =
i
2Iz IyIz =
i
2Ix IzIx =
i
2Iy I
2
v =
1
4Id IvIw = −IwIv
et donc les proprie´te´s de commutation cyclique suivantes :
[Ix, Iy] = iIz [Iy, Iz] = iIx [Iz, Ix] = iIy
2.1.3 Produit tensoriel et crochets de matrices
L’e´tat du syste`me e´tudie´, une chaine de trois spins, est donc repre´sente´ par
un produit tensoriel de matrices 2 × 2, que nous allons expliciter. De manie`re
formelle, le produit tensoriel de deux matrices M ∈ Vn = Mn(K) et M ∈ Vp =
Mp(K) correspond a` l’isomorphisme entre Vn⊗Vp et Vnp = Mnp, ce qui implique
le produit tensoriel d’espaces vectoriels.
De´finition 2.1 (Produit tensoriel de matrices). Soient M = (mij)(1 ≤ i, j ≤ n)
une matrice carre´e d’ordre n et M ′ = (m′kl)(1 ≤ k, l ≤ p) une matrice carre´e
d’ordre p, alors on de´finit le produit tensoriel des matrices M , M ′ par la matrice
carre´e d’ordre m× n :
M ⊗M ′ =
m11M
′ . . . m1nM ′
...
. . .
...
mn1M
′ . . . mnnM ′

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Remarque 2.2. On a ici choisi un ordre lexicographique (a` savoir ici L2).
C’est en effet ne´cessaire pour de´finir correctement une base de Knp a` partir de
bases de Kn et Kp.
Proposition 2.1 (Re`gles de calcul du produit tensoriel). Soient M,N ∈ Vn,
M ′, N ′ ∈ Vp, M ′′ ∈ Vr.
1. Le produit tensoriel est associatif :
M ⊗M ′ ⊗M ′′ = (M ⊗M ′)⊗M ′′ = M ⊗ (M ′ ⊗M ′′).
2. M ⊗M ′ est biline´aire par rapport au produit de matrices :
(M ×N)⊗ (M ′ ×N ′) = (M ⊗M ′)× (N ⊗N ′).
La proprie´te´ d’associativite´ 1) permet donc calculer se´quentiellement le pro-
duit tensoriel d’un nombre quelconque de matrices.
Exemple : On peut ainsi e´crire les e´le´ments de la base de su(23) comme des
matrices 8× 8.
I2y = Id⊗ 1
2
σy ⊗ Id = 1
2
Id⊗ σy ⊗ Id
=
1
2
(
1 0
0 1
)
⊗
(
0 −i
i 0
)
⊗
(
1 0
0 1
)
=
1
2
(
1 0
0 1
)
⊗
0
(
1 0
0 1
)
−i
(
1 0
0 1
)
i
(
1
0 1
)
0
(
1 0
0 1
)

=
1
2
(
1 0
0 1
)
⊗

0 0
0 0
−i 0
0 −i
i 0
0 i
0 0
0 0

=
1
2

1

0 0
0 0
−i 0
0 −i
i 0
0 i
0 0
0 0
 0

0 0
0 0
−i 0
0 −i
i 0
0 i
0 0
0 0

0

0 0
0 0
−i 0
0 −i
i 0
0 i
0 0
0 0
 1

0 0
0 0
−i 0
0 −i
i 0
0 i
0 0
0 0


=
1
2

0 0 −i 0 0 0 0 0
0 0 0 −i 0 0 0 0
i 0 0 0 0 0 0 0
0 i 0 0 0 0 0 0
0 0 0 0 0 0 −i 0
0 0 0 0 0 0 0 −i
0 0 0 0 i 0 0 0
0 0 0 0 0 i 0 0

Remarque 2.3. La proprie´te´ 2) applique´e aux ope´rateurs moment angulaire
permet de parfois simplifier les notations. Par exemple le produit commutatif
IiviIjwj = Iivijwj (ou` i 6= j). On utilise donc les deux notations indiffe´remment.
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Crochets de matrices produits tensoriels
Par la suite, on va avoir a` calculer des crochets de matrices de su(23), qui
sont de la forme pre´ce´dente. Pour e´viter de manipuler des matrices 8 × 8, on
applique les re`gles de calcul suivantes :
[M1 ⊗ C,M2 ⊗ C] = M1.M2 ⊗ C2 −M2.M1 ⊗ C2 = [M1,M2]⊗ C2
[C ⊗M1, C ⊗M2] = C2 ⊗ [M1,M2]
Si on applique c¸a aux matrices I1v12v23v3 et I1w12w23w3 avec ui, wj ∈ {0, x, y, z}
(en posant σ0 = 2Id) que l’on a de´finies plus toˆt, on a plusieurs cas possibles :
• S’il n’y a pas de paire de (vj , wj) ou` vj 6= wj et vj , wj 6= 0, alors ils
commutent et leur crochet est nul.
• S’il existe une seule paire (vj , wj) ou` vj 6= wj et vj , wj 6= 0, supposons
j = 1 (sans perte de ge´ne´ralite´). Alors : [I1v1 , I1w1 ] = [Iv1 , Iw1 ]⊗ Id⊗ Id.
En particulier :
[Ijx, Ijy] = iIjz 	 j ∈ {1, 2, 3} (2.4)
• S’il existe exactement 2 paires (vj , wj), vk, wk), alors les ope´rateurs com-
mutent et leur crochet est nul.
• Si les 3 e´le´ments de chaque tenseur sont diffe´rents de l’identite´ et ceux
correspondants au meˆme spin diffe´rents 2 a` 2, on a :
[I1v12v23v3 , I1w12w23w3 ] =
1
4
[Iv1, Iw1]⊗ [Iv2, Iw2]⊗ [Iv3, Iw3] (2.5)
2.1.4 Transfert de cohe´rence
Le syste`me e´tudie´ ici consiste en 3 particules de spin 1/2 faiblement couple´s
en chaˆıne, les interactions sont de type Ising et le couplage diffe´rent pour les 2
couples de particules. Le but est de transfe´rer l’e´tat du premier spin au troisie`me
a` l’aide de pulsations RF et de l’e´volution du syste`me. Le syste`me est place´ dans
un repe`re tournant avec chaque spin selon sa fre´quence de re´sonance, ce qui
nous permet de conside´rer un controˆle qui permet d’agir sur l’e´tat de chaque
spin inde´pendamment. L’hamiltonien pour ce syste`me est donc de la forme :
H = Hlibre +HRF . L’hamiltonien de´crivant l’e´volution libre s’e´crit :
Hlibre = 2pi(J12I1z2z + J23I2z3z) (2.6)
Pour rappel, I1z2z = I1z ⊗ I2z = Iz ⊗ Iz ⊗ Id.
Et l’hamiltonien RF est lui de la forme :
HRF =
3∑
j=1
ujxIjx + ujyIjy (2.7)
Comme on conside`re des constantes de couplages J12, J23 faibles par rapport
au controˆle, on peut conside´rer sur des temps de controˆle petits que l’action
du couplage est ne´gligeable devant l’action de HRF lors des impulsions. Une
description comple`te de l’hamiltonien des syste`mes de spins est faite dans [25].
Le transfert que nous allons conside´rer va impliquer deux types d’interac-
tions, et donc deux types d’ope´rateurs : l’ope´rateur d’e´volution libre, qui de´crit
les effets du couplage entre les spins au cours du temps, et l’ope´rateur de controˆle
ou ope´rateur RF. On effectue les calculs a` l’aide de la formule de sandwich.
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Lemme 2.1 (Formule de sandwich). Soit 3 operateurs A, B, C qui verient la
propriete de commutation cyclique : [A; B ] = i C 	 , alors on a :
exp( iA)B exp(i A) = cos(  )B + sin( )C 	 :
L’ope´rateur d’e´volution libre U(t) = exp(  itH libre )
Comme les operateurs 2I 1z2z et 2I 2z3z commutent, leurs puissances de tout
ordre commutent aussi, et on peut ecrire U(t) = U12(t)U 23(t) = U23(t)U 12(t),
ou :
Ujk (t) = exp(  it2J jk I jzkz ):
Ainsi, pour identier son action sur les operateurs, on va devoir commencer par
identier une commutation cyclique pour utiliser la formule de sandwich.
Exemple : E´tape 1 Pour calculer l’evolution temporelle de I 1x , on identie
les cycles de commutation : [2I1z2z ; I 1x ] = i2I 1y2z 	 et [2I2z3z ; I 1x ] = 0 (il est en
eet logique que le couplage entre le deuxieme et le troisieme spin n’inuence
pas l’etat du premier). Ainsi, on en deduit U(t)I 1x U( t) = cos(tJ 12)I 1x +
sin(tJ 12)2I 1y2z . En l’absence de contro^le (et de dissipation), notre etat initial
va donc osciller entreI 1x et 2I1y2z au cours du temps.
L’ope´rateur de controˆle URF = exp(  itH RF )
Ici les composantes du contro^le ne commutent pas toutes entre elles, en
revanche on peux considerer que l’on eectue le contro^le composante par com-
posante, vu que les temps des impulsions sont negligeables. Ainsi le contro^le
genere les rotations du type : Rjv ( ) = exp(  iI jv ) ou v 2 x; y .
Exemple : E´tape 2 L’etat du premier spin est decrit a l’aide de l’operateur
de densite partiel  1 = Tr 2 
3 () (c’est en fait un operateur sur H1 = C2, l’espace
des etats du premier spin, que l’on plonge dansH = H1 
 H2 
 H3). Cet operateur
partiel  1 est donc represente par une matrice hermitienne 2  2, de trace 1.
Comme les matrices de Pauli engendrentsu(2), toute matrice de ce type peut
s’ecrire de la forme :  1 = 12 Id + ax I x + ay I y + az I z , ou ( ax ; ay ; az ) 2 R3.
Transferer l’etat du premier spin revient donc a transferer I 1x ! I 3x , I 1y ! I 3y ,
I 1z ! I 3z . En fait tout etat sur le premier spin peut se coder a l’aide du contro^le
en etat de la forme  1 = 12 Id + I 1x . Ainsi on peut se restreindre a etudier le
transfert I 1x ! I 3x .
Pour eectuer un tel transfert la strategie classique [26] est la procedure
suivante :
1. on laisse evoluer librement I 1x en 2I1y2z en un temps t1 = (2 J12)  1 .
2. on eectue un contro^le sur le deuxieme spin pour avoir 2 I 1y2x .
3. on laisse evoluer jusqu’a 4 I 1y2y3z en un temps t2 = (2 J23)  1 .
4. on contro^le 4I 1y2y3z pour obtenir 4I 1z2y3y .
5. l’evolution libre amene a 2 I 2x3y en un temps t2.
6. le contro^le sur le second spin nous donne 2I 2z3y .
7. Une derniere evolution temporelle nous donne I 3x en en tempst1.
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On peut remarquer que les e´tapes 1 a` 3 et 5 a` 7 sont en fait syme´triques par
rapport au second spin, pour un temps total de 2(t1 + t2). Nous allons voir que
si l’on diffuse le controˆle de l’e´tape 2 lors du passage I1x → 4I1z2y3y on obtient
un meilleur temps.
Pour de´duire la dynamique de ce controˆle, on va de´sormais s’inte´resser aux
valeurs moyennes des ope´rateurs implique´s. Dans la repre´sentation par ope´rateur
de densite´, la valeur moyenne est donne´e par 〈X〉 = Tr(ρX), mais on peut
aussi l’obtenir a` partir de la repre´sentation par les e´tats. On note X1 = 〈I1x〉,
X2 = 〈2I1y2z〉, X3 = 〈2I1y2x〉, X4 = 〈4I1y2y3z〉. La dynamique de ces valeurs
moyennes se de´duit a` partir de l’e´quation de Liouville Von Neuman :
d
dt
〈X〉 = −i〈[X,H]〉 (2.8)
On trouve ainsi en conside´rant uniquement le controˆle que nous utilisons dans
cette transformation, ie Hrf = uI2y :
X˙1 = −i〈[I1x, H]〉 = −ipiJ12〈[I1x, 2I1z2z]〉
= −piJ12X2
X˙2 = −i〈[2I1y2z, H]〉 = −ipiJ12〈[2I1y2z, 2I1z2z]〉 − iu〈[2I1y2z, 2I2y]〉
= piJ12X1 − uX3
X˙3 = −i〈[2I1y2x, H]〉 == −ipiJ23〈[2I1y2x, 2I2z3z]〉 − iu〈[2I1y2x, 2I2y]〉
= piJ23X4 + uX2
X˙4 = −i〈[4I1y2y3z, H]〉 = −ipiJ23〈[4I1y2y3z, 2I2z3z]〉
= piJ23X3
Ce qui devient, en reparame´trant le temps par (piJ12)
−1, pour le vecteur X =
(X1, X2, X3, X4) :
dX
dt
=

0 −1 0 0
1 0 −u 0
0 u 0 −k
0 0 k 0
X k = J23J12 (2.9)
Et le proble`me devient alors de transfe´rer (1, 0, 0, 0)T a` (0, 0, 0, 1)T , ou de ma-
nie`re plus ge´ne´rale, (cosα, sinα, 0, 0)T → (0, 0, cosβ, sinβ)T .
2.1.5 Transformation du syste`me
En effectuant un changement de variable ade´quat on va pouvoir de´sormais
conside´rer le proble`me sur une sphe`re suivant une certaine me´trique :
r1 = X1 r2 =
√
X22 +X
2
3 r3 = X4
ou` tan ξ = X3X2 . On note u1 = −k sin ξ et u3 = − cos ξ les composantes du
controˆle. Le nouveau syste`me sur R = (r1, r2, r3)
T obtenu est donc :
dR
dt
=
 0 u3 0−u3 0 u1
0 −u1 0
R (2.10)
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Le transfert est donc de´sormais
(1, 0, 0)T → (0, 0, 1)T
ou en ge´ne´ral
(cosα, sinα, 0)T → (0, cosβ, sinβ)T
et l’on cherche a` minimiser le temps.
Le proble`me peut de´sormais s’e´crire comme un proble`me de minimisation
L2 :
dr1
dt
= u3r2,
dr2
dt
= −u3r1 + u1r3, dr3
dt
= −u1r2,
min
u(.)
T∫
0
(I1u
2
1(t) + I3u
2
3(t))dt, I1 = J12
2, I3 = J23
2, k2 =
I3
I1
.
(2.11)
Le proble`me est e´quivalent au proble`me quasi-riemannien sur la sphe`re S2
avec une singularite´ de type Grushin a` l’e´quateur (r2 = 0) pour la me´trique :
g =
k2dr21 + dr
2
3
r22
. (2.12)
(Voir [1] et Annexe B pour des de´tails sur ces me´triques.)
En coordonne´es sphe´riques : r1 = sinϕ cos θ,r2 = cosϕ,
r3 = sinϕ sin θ.
(2.13)
la me´trique (2.12) devient :
g = tan2 ϕ
(
cos2 θ + k2 sin2 θ
)
dθ2 +
(
k2 cos2 θ + sin2 θ
)
dϕ2
− 2 tanϕ sin θ cos θ(k2 − 1)dθdϕ, (2.14)
et l’hamiltonien associe´ est
H =
1
2k2
(
cot2ϕ
(
k2 cos2 θ + sin2 θ
)
p2θ +
(
cos2 θ + k2 sin2 θ
)
p2ϕ
+ 2(k2 − 1)cotϕ sin θ cos θpθpϕ
)
.
(2.15)
2.2 Mise sous forme de Liouville
Dans cette section nous allons utiliser le re´sultat sur les me´triques de Liou-
ville pre´sente´ au chapitre pre´ce´dent 1.7.
2.2.1 Recherche d’une inte´grale premie`re
Lemme 2.2. Le syste`me admet comme inte´grale premie`re quadratique :
F =
p2θ
sin2 ϕ
+ p2ϕ. (2.16)
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2.2.2 Mise sous forme isotherme
Pour mettre (2.12) sous forme isotherme, on effectue le changement de va-
riable suivant :
x = kr1 y = r3
La me´trique s’e´crit donc :
g(x, y) =
dx2 + dy2
1− x2k2 − y2
= λ(x, y)(dx2 + dy2), (2.17)
Pour exprimer l’inte´grale premie`re, on utilise les relations entre les coordonne´es
(x, y) et (θ, φ) :
cos θ =
x√
x2 + k2y2
sin θ =
ky√
x2 + k2y2
cosϕ =
√
1− x
2
k2
− y2 sinϕ =
√
x2
k2
+ y2.
Et sur les variables duales :
pθ = sinϕ(cos θpy − k sin θpx)
pϕ = cosϕ(k cos θpx + sin θpy).
Et ainsi, dans ces coordonne´es isothermes, l’inte´grale premie`re (2.16) devient :
F = (k2 − x2)p2x − 2xypxpy + (1− y2)p2y (2.18)
2.2.3 Passage a` la forme de Liouville
Ainsi l’e´quation a` re´soudre (1.16) s’e´crit :
Φ(z)′ =
1√
R(z)
avec R(z) = k2 − 1− z2. (2.19)
On trouve comme solution :
Φ(z) = ω = arctan
z√
k2 − 1− z2 + C1. (2.20)
Si on pose ω1 = ω − C1 ou` C1 est la constante d’inte´gration, on obtient :
z2 = (k2 − 1) sin2 ω1
• Cas k < 1 Dans ce cas on peut e´crire :
z = ±i
√
1− k2 sinω1.
En rappelant que z = x+ iy, on obtient par exemple :
x =
√
1− k2 cosu1 sinh v1 y = −
√
1− k2 sinu1 cosh v1
ou` u1 = <(ω1), v1 = =(ω1).
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Les variables duales deviennent dans ces coordonne´es :
px =
cosu1 cosh v1pv − sinu1 sinh v1pu√
1− k2(cos2 u1 + sinh2 v1)
py = −cosu1 cosh v1pu + sinu1 sinh v1pv√
1− k2(cos2 u1 + sinh2 v1)
On met F de la forme (1.18) :
F = (α+ 1)p2u + αp
2
v
avec
α =
1 + k2 − (1− k2) cosh 2v1
(1− k2)(cos 2u1 + cosh 2v1) =
C1 − f(u1)
f(u) + g(v1)
.
On choisit la constante d’inte´gration C1 de manie`re a` avoir f, g ≥ 0 et f(0) =
g(0) = 0, c’est-a`-dire v1 = v et u1 = u− pi2 . L’autre constante est ici C1 = 1. On
obtient alors la proposition suivante :
Proposition 2.2. Pour k < 1, la forme de Liouville est donne´e par :
f(u) =
(1− k2)(1− cos 2u)
1 + k2 − (1− k2) cos 2u g(v) =
(1− k2)(cosh 2v − 1)
1 + k2 − (1− k2) cosh 2v .
On rappelle qu’on passe des coordonne´es isothermes a` celles de Liouville
pour k < 1 par : {
x =
√
1− k2 sinu sinh v
y =
√
1− k2 cosu cosh v.
(2.21)
• Cas k > 1 De la meˆme manie`re en partant de :
z = ±
√
k2 − 1 sinω2,
les coordonne´es de Liouville sont :
x =
√
k2 − 1 sinu2 cosh v2 y =
√
k2 − 1 cosu2 sinh v2.
De la meˆme manie`re que pour le cas k < 1, on choisit les constantes d’inte´gration
de manie`re a` avoir f, g ≥ 0 et f(0) = g(0) = 0, ici u2 = pi/2 − u, v2 = v. Et
l’autre constante qui apparait dans l’inte´grale premie`re est alors C2 = k
2.
Proposition 2.3. Pour k > 1, la forme de Liouville est donne´e par :
f(u) =
k2(k2 − 1)(1− cos 2u)
1 + k2 − (k2 − 1) cos 2u g(v) =
k2(k2 − 1)(cosh 2v − 1)
1 + k2 − (k2 − 1) cosh 2v .
On rappelle qu’on passe des coordonne´es isothermes a` celles de Liouville
pour k > 1 par : {
x =
√
k2 − 1 cosu cosh v
y =
√
k2 − 1 sinu sinh v.
(2.22)
On peut dans les deux cas exprimer l’inte´grale premie`re sous la forme :
F =
(g(v) + C)p2u + (C − f(u))p2v
f(u) + g(v)
, (2.23)
avec C = 1 si k < 1 et C = k2 si k > 1.
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2.3 Inte´gration des ge´ode´siques
2.3.1 Comportement des ge´ode´siques
Nous avons une me´trique sous forme normale de Liouville (1.21), qui corres-
pond a` l’hamiltonien :
H =
p2u + p
2
v
2(f(u) + g(v))
. (2.24)
De plus on a une inte´grale premie`re supple´mentaire (2.23).
On fixe le niveau d’e´nergie F = c et on parame´trise par la longueur d’arc
H = 12 pour obtenir les e´quations des ge´ode´siques :
1
du√
f(u) + c− C = 2
dv√
g(v) + C − c , (2.25)
dt = 1
√
f(u) + c− C du+ 2
√
g(v) + C − cdv, (2.26)
ou` 1 (respectivement 2) est le signe de du/dt (respectivement dv/dt).
En utilisant les techniques de´veloppe´es par Itoh et Kiyohara sur les surfaces
de Liouville [19], on peut de´sormais connaˆıtre le comportement des ge´ode´siques
γ(t) = (u(t), v(t)) en fonction du niveau d’e´nergie F = c. On se fixe un point
initial q0 = (u0, v0) tel que u0 ∈ [0, pi/2] et v0 ∈ [0, vmax]. Soient νf la premie`re
valeur de u telle que f(νf ) = C − c et ν ∈ [0, pi/2] et νg la premie`re valeur de v
telle que g(νg) = c− C et νg ∈ [0, vmax]. On a vmax = 12 arg cosh 1+k
2
|1−k2| .
• Si c < C : alors v(t) est monotone et u(t) oscille entre νf et pi − νf (ou
entre pi + νf et 2pi − νf ).
• Si c > C : alors u(t) est monotone et v(t) oscille entre νg et vmax (ou entre
−vmax et −νg).
• Si c = C : alors u(t) et v(t) sont monotones et γ passe par un point
singulier.
2.3.2 Inte´grales elliptiques
Dans les calculs qui vont suivre on utilise les inte´grales elliptiques de premie`re
et troisie`me espe`ces suivantes :
F (ϕ|m) =
ϕ∫
0
dθ√
1−m sin2 θ
Π(n, ϕ|m) =
ϕ∫
0
dθ
(1− n sin2 θ)
√
1−m sin2 θ
Proposition 2.4 (Inte´gration des ge´ode´siques). L’inte´gration des ge´ode´siques
donne :
• Pour k < 1 :∫
du√
f(u) + c− 1 =
−1
k
√
1− c
(
F (X|m)− (1− k2)Π(k2, X|m)
)
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ou` X = i arg sinh(tanu/k) et m = c−k
2
c−1 .∫
dv√
g(v) + 1− c =
k
c
√
c− k2
(
cF (Y |m′) + (1− c)Π(1
c
, Y |m′)
)
ou` Y = arcsin
√
c+ (c−1)k
2
(k2−1) cosh2 v et m
′ = 1−k
2
c−k2 .
• Pour k > 1 :∫
du√
f(u) + c− k2 =
1
c
√
(c− 1)k2
(
cF (Z|m′′) + (k2 − c)Π(k
2
c
, Z|m′′)
)
ou` Z = arcsin
√
c(k2−1) cos2 u+c−k2
k2(k2−1) cos2 u et m
′′ = k
2−1
c−1 .∫
dv√
g(v) + k2 − c =
1
ck
√
c− 1
(
cF (W |m′′)− (1− c)Π(1
c
,W |m′′)
)
ou` W = arcsin
√
c(k2−1) cosh2 v−c+k2
k2(k2−1) cosh2 v .
2.4 E´tude des singularite´s
Dans cette section, on va s’inte´resser aux points pre´sentant des caracte´ris-
tiques semblables aux points ombilicaux que l’on connait dans le cas de surface
plonge´e. En effet, la de´finition standard ne´cessite de calculer les courbures prin-
cipales ou la seconde forme fondamentale de la surface, or ces e´le´ments ne sont
pas de´finis dans le cas d’une me´trique abstraite. En revanche il existe des points
qui ont des caracte´ristiques proches de celles des points ombilicaux dans le cas
plonge´.
De´finition 2.2 (Points de coline´arite´). Les points de coline´arite´ sont les points
ou` les inte´grales premie`res sont proportionnelles en tant que formes quadra-
tiques.
Il s’agit en fait des ze´ros de la fonction R(z) (1.15). Au voisinage de ces points
on ne peut pas mettre la me´trique sous forme de Liouville de cette manie`re mais
on peut quand meˆme trouver une seconde inte´grale premie`re fonctionnellement
inde´pendante de l’hamiltonien. Plus pre´cise´ment on utilise un re´sultat de [7] :
The´ore`me 2.1. Soit g une me´trique (riemannienne) dont le flot ge´ode´sique
admet une inte´grale premie`re quadratique F dans un voisinage de q ∈ M . Si q
est un point de coline´arite´, alors on a un des deux cas suivants :
1. Dans un voisinage de q, il existe des coordonne´es locales u, v dans les-
quelles la me´trique prend la forme :
g(u, v) = f(u2 + v2)(du2 + dv2),
ou` f est une fonction lisse positive. Dans ce cas, le flot ge´ode´sique posse`de
une inte´grale supple´mentaire line´aire F˜ = vpu − upv.
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Figure 2.1 – En vert ω1 et son syme´trique par rapport a` l’e´quateur pour k =
0.5 et k = 0.9. En bleu apparaissent les lignes de niveau correspondant aux
coordonne´es de Liouville, les points de coline´arite´ apparaissent a` l’intersection
des ces lignes.
2. Dans un voisinage de q, il existe des coordonne´es locales u, v dans les-
quelles la me´trique prend la forme :
g(u, v) =
h(r + u)− h(u− r)
2r
(
du2 + dv2
)
,
ou` r =
√
u2 + v2 et h est une fonction lisse (au voisinage de 0) et telle
que h′ > 0. L’inte´grale quadratique F peut prendre la forme
F = −r(h(u+ r) + h(u− r))
h(u+ r)− h(u− r) (p
2
u + p
2
v) + (up
2
u + 2vpupv − up2v).
Lemme 2.3. Les points de coline´arite´ ve´rifient z2 = 1 − k2, ce sont des ze´ros
d’ordre 1 de R. Cela correspond au cas 1) du the´ore`me.
En coordonne´es isothermes, on obtient ainsi comme points :
(0,±
√
1− k2) et (±
√
k2 − 1, 0).
Les premiers e´tant de´finis pour k < 1 et les seconds pour k > 1. En distinguant
les cas, cela correspond sur la sphe`re a` :
• k<1 {(pi
2
, arcsin
√
1− k2
)
,
(pi
2
, pi − arcsin
√
1− k2
)
,(3pi
2
, arcsin
√
1− k2
)
,
(3pi
2
, pi − arcsin
√
1− k2
)
}
(2.27)
• k>1 {(
0, arcsin
√
k2 − 1
k2
)
,
(
0, pi − arcsin
√
k2 − 1
k2
)
,(
pi, arcsin
√
k2 − 1
k2
)
,
(
pi, pi − arcsin
√
k2 − 1
k2
)
}
(2.28)
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Figure 2.2 – En vert ω2 et son syme´trique par rapport a` l’e´quateur pour k = 1.2
et k = 2.
th1 th1+pi/2 th1*
0
ph1
pi/2
ph1*
pi
k=0.5
th2 th2+pi/2 th2*
0
ph2
pi/2
ph2*
pi
k=1.2
Figure 2.3 – Lieu conjugue´ (en rouge) et trajectoires partant du point initial
ω1 et ω2 (en vert). Les trajectoires sont ge´ne´re´es jusqu’au temps conjugue´. On
remarque que le lieu conjugue´ est re´duit a` l’antipode ω∗1 de ω1 pour k = 0.5 et
ω∗2 de ω2 pour k = 1.2.
Pour k < 1 on note ω1 = (θ1, ϕ1) = (
pi
2 , arcsin
√
1− k2), et les autres points
sont son antipode (θ∗1 , ϕ
∗
1) et leurs syme´triques par rapport a` l’e´quateur (θ1, ϕ
∗
1)
et (θ∗1 , ϕ1). Pour k > 1 on utilise les notations semblables pour ω2 = (θ2, ϕ2) =
(0, arcsin
√
k2−1
k2 ).
Conjecture 2.1 (Caustique d’un point singulier). Le lieu conjugue´ et le lieu de
coupure des points de coline´arite´ de´finis pre´ce´demment sont re´duits a` un point,
qui est situe´ a` l’antipode.
2.5 Etude ge´ne´rique
On se place de´sormais en un point non singulier qui n’est pas situe´ sur
l’e´quateur, ce cas ayant de´ja` e´te´ traite´ dans l’annexe A.
La figure 2.5 pre´sente l’essentiel des comportements observe´s lors des simu-
lations nume´riques. Le lieu conjugue´ contient 4 points de rebroussement dont 2
33
Chapitre 2 : Application au controˆle quantique
sont relie´s par le lieu conjugue´. Lorsque la de´formation augmente (ie k s’e´loigne
de 1) les lieux conjugue´s vont sembler plus complexes, mais en les repre´sen-
tant sur la sphe`re (figure 2.5) on remarque qu’en fait ils s’enroulent comme
s’enroulent les ge´ode´siques.
th0−pi th0 th0+pi
0
pi/2
pi
theta
0.9
ph
i
th0−pi th0 th0+pi
0
pi/2
pi
theta
1.1
ph
i
Figure 2.4 – Lieu conjugue´ (en rouge) pour le point (θ0 = pi/4, φ0 = pi/4),
pour k = 0.9 a` gauche et k = 1.1 a` droite. Les points singuliers apparaissent en
vert. On remarque que les ge´ode´siques arrivent par l’exte´rieur de la caustique
sur les points de rebroussement les plus proches en θ alors qu’elles arrivent par
l’inte´rieur pour les points de rebroussement plus e´loigne´s. Le lieu de coupure est
donc le segment (dans les coordonne´es de Liouville) qui relie les deux points de
rebroussement les plus proches le long des trajectoires.
Conjecture 2.2. La me´trique (2.14) ve´rifie la conjecture de Jacobi.
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Figure 2.5 – Ici on augmente la de´formation (k = 1.2). On remarque que les
points de rebroussement qui ne sont pas extre´mite´s du lieu de coupure s’en-
roulent autour de la sphe`re.
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Me´thodes ge´ome´triques et
nume´riques pour calculer
les lieux conjugue´ et de
coupure sur les surfaces
riemanniennes
Cet article de 2013 pre´sente les techniques ge´ome´triques et nume´riques que
nous utilisons pour calculer les lieux conjugue´ et de coupure sur des surfaces
riemanniennes a` travers trois exemples : l’ellispo¨ıde de re´volution, l’ellipso¨ıde
ge´ne´rale et la me´trique pseudo-riemannienne sur S2 issue de la me´canique des
spins.
A partir de me´thodes fines sur les surfaces de re´volution, comme l’e´tude de
l’application premier retour ou de l’application pe´riode, on e´tablit que l’ellipso¨ıde
de re´volution ve´rifie la conjecture de Jacobi et l’on explicite la caustique. Dans
le cas oblat, le lieu de coupure est un segment situe´ sur le paralle`le antipodal et
correspond a` la demi-pe´riode pour un point ge´ne´rique, et au rayon d’injectivite´
pi/
√
G(pi/2) (ou` G est la courbure de Gauss). Dans le cas prolat, le lieu de
coupure correspond a` l’intersection des ge´ode´siques associe´es a` pθ et −pθ, ce qui
revient a` re´soudre θ(t, pθ) = pi le long des trajectoires, c’est donc un segment
du me´ridien antipodal.
En se basant sur le travail de Itoh et Kiyohara [18] sur l’ellipso¨ıde ge´ne´rale,
et en combinant avec les techniques nume´riques, on montre de quelle manie`re
apparaissent les comportements du cas de´ge´ne´re´ de re´volution au sein du cas
ge´ne´ral. En effet les extre´males du cas ge´ne´ral peuvent eˆtre classifie´es selon
qu’elles se comportent comme dans le cas prolat ou le cas oblat, et les deux
types de comportements sont se´pare´s par les trajectoires qui passent par les
points ombilicaux.
La dernie`re e´tude est une premie`re approche de la me´trique pseudo-
riemannienne e´tudie´e dans le chapitre 2 (mais avec toutefois un parame´tre k
diffe´rent). En n’ayant pas connaissance de l’inte´grale premie`re supple´mentaire,
l’e´tude se restreint aux techniques nume´riques et aux syme´tries pour e´tudier
la caustique du point (θ(0) = 0, ϕ(0) = pi/2). Les simulations montrent que
l’application premier retour est strictement de´croissante et surjective, et que les
trajectoires ne s’intersectent pas avant le premier retour a` l’e´quateur (pour des
valeurs de k comprises entre 0 et k3 > 1). On en de´duit que le lieu de coupure
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du point sur l’e´quateur est tout l’e´quateur prive´ de ce point.
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Geometric and numerical
techniques to compute
conjugate and cut loci on
Riemannian surfaces
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Institut de mathe´matiques de Bourgogne, Dijon, France
Olivier Cots
INRIA, Sophia Antipolis, France
Lionel Jassionnesse
Institut de mathe´matiques de Bourgogne, Dijon, France
Abstract
We combine geometric and numerical techniques – the Hampath code – to
compute conjugate and cut loci on Riemannian surfaces using three test bed
examples : ellipsoids of revolution, general ellipsoids, and metrics with singula-
rities on S2 associated to spin dynamics.
A.1 Introduction
On a Riemannian manifold (M, g), the cut point along the geodesic γ ema-
nating from q0 is the first point where γ ceases to be minimizing, while the first
conjugate point is where it ceases to be minimizing among the geodesics C1-close
to γ. Considering all the geodesics starting from q0 they will form respectively
the cut locus Ccut(q0) and the conjugate locus C(q0). The computations of the
conjugate and cut loci on a Riemannian surface is an important problem in glo-
bal geometry [5] and it can be extended to optimal control with many important
applications [10]. Also convexity property of the injectivity domain of the expo-
nential map is related to the continuity property of the Monge transport map T
on the surfaces [15]. The structure of the conjugate and cut loci on surfaces dif-
feomorphic to S2 was investigated in details by Poincare´ and Myers [28, 29]. In
the analytic case, the cut locus is a finite tree and the extremity of each branch
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is a cusp point. But the explicit computation of the number of branches and
cusps points is a very complicated problem and only very recently was proved
the four cusp Jacobi conjecture on ellipsoids [18, 32].
The aim of this article is to present techniques which lead to the explicit
computation of the cut and conjugate loci based on three examples, combining
geometric techniques and numerical simulations using the Hampath code [12].
Geometry is used in a first step to choose appropriate coordinates to analyze the
metric (for instance the computation of curvature and principal lines of curva-
ture) and the geodesic flow. Also the explicit computations will be related to the
micro-local complexity of this flow. This is clear in the example of an ellipsoid
of revolution : geodesics can be meridians, the equator and a family of geodesics
such that representing the metric in the normal form g = dϕ2 + m(ϕ)dθ2, θ
increases or decreases monotonously while ϕ oscillates between ϕ− and ϕ+. The
important task is to evaluate the first conjugate point t1c which corresponds
to the existence of a solution of the Jacobi equation J¨(t) + G(γ(t))J(t) = 0
such that J(0) = J(t1c) = 0, G being the Gauss curvature. Since in our case
the usual Sturm theorem [22] is not very helpful to estimate conjugate points,
our approach is to compute them in relation with the period mapping T of the
ϕ-variable.
In the case of an ellipsoid of revolution it can be shown that conjugate and
cut loci can be computed with only the first and second order derivative of the
period mapping [8].
The Hampath code is useful to analyze the geodesics and to evaluate conju-
gate points and the conjugate locus, using Jacobi fields and continuation me-
thod. In particular the analysis of the case of revolution can be easily extended
to a general ellipsoid.
The time optimal transfer of three linearly coupled spins with Ising coupling
described in [35] leads to study a one parameter Riemannian metric on S2
with equatorial singularity which is a deformation of the Grushin case g =
dϕ2+tan2 ϕdθ2. Again the analysis of the flow and conjugate points computation
lead to describe the conjugate and cut loci for various values of the parameter.
A.2 Riemannian metrics on surfaces of revolu-
tion
We briefly recall the general tools to handle the analysis of surfaces of revo-
lution with applications to the ellipsoids [8, 31].
A.2.1 Generalities
Taking a chart (U, q) the metric can be written in polar coordinates as
g = dϕ2 +m(ϕ)dθ2.
We use Hamiltonian formalism on T ∗U, ∂∂p is the vertical space,
∂
∂q is the
horizontal space and α = pdq is the (horizontal) Liouville form. The associated
Hamiltonian is
H =
1
2
(
p2ϕ +
p2θ
m(ϕ)
)
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and we denote exp t ~H the one-parameter group. Parameterizing by arc length
amounts to fix the level set to H = 1/2. Extremals solution of ~H are denoted
γ : t→ (q(t, q0, p0), p(t, q0, p0)) and fixing q0 it defines the exponential mapping
expq0 : (t, p0)→ q(t, q0, p0) = Π(exp t ~H(q0, p0)) where Π : (q, p)→ q is the stan-
dard projection. Extremals are solutions of the equations
dϕ
dt
= pϕ,
dθ
dt
=
pθ
m(ϕ)
,
dpϕ
dt
=
1
2
p2θ
m′(ϕ)
m2(ϕ)
,
dpθ
dt
= 0.
Definition A.1. The relation pθ = Constant is called Clairaut relation on
surfaces of revolution. We have two types of specific solutions : meridians for
which pθ = 0 and θ(t) = θ0 and parallels for which
dϕ
dt (0) = pϕ(0) = 0 and
ϕ(t) = ϕ(0).
To analyze the extremal behaviours, we fix H = 1/2 and we consider the
mechanical system (
dϕ
dt
)2
+ V (ϕ, pθ) = 1
where V (ϕ, pθ) = p
2
θ/m(ϕ) is the potential mapping depending upon the pa-
rameter pθ and parallels correspond to local extrema.
Assumptions 1. In the sequel we shall assume the following
– (A1) ϕ = 0 is a parallel solution with a local minimum of the potential
and the corrresponding parallel is called the equator.
– (A2) The metric is reflectionally symmetric with respect to the equa-
tor : m(−ϕ) = m(ϕ).
Micro-local behaviors of the extremals
We describe a set of solutions confined to the segment [−ϕmax,+ϕmax]
where ϕmax is the local maximum of V closest to 0. Let I be the open interval
pθ ∈ (
√
m(ϕmax),
√
m(ϕ(0))). Taking such an extremal, ϕ oscillates periodi-
cally between ϕ− and ϕ+. The dynamics is described by :
dϕ
dt
= ±1
g
,
dθ
dt
=
pθ
m(ϕ)
,
where
g(ϕ, pθ) =
√
m(ϕ)
m(ϕ)− p2θ
and for an increasing branch one can parameterize θ by ϕ and we get
dθ
dϕ
=
g(ϕ, pθ)pθ
m(ϕ)
= f(ϕ, pθ),
where
f(ϕ, pθ) =
pθ√
m(ϕ)
√
m(ϕ)− p2θ
.
The trajectory t 7→ ϕ(t, pθ) is periodic and one can assume ϕ(0) = 0. The period
of oscillation T is given by
T = 4
∫ ϕ+
0
g(ϕ, pθ)dϕ
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and the first return to the equator is at time T/2 and the variation of θ at this
time is given by
∆θ = 2
∫ ϕ+
0
f(ϕ, pθ)dϕ.
Definition A.2. The mapping pθ ∈ I → T (pθ) is called the period mapping
and R : pθ → ∆θ is called the first return mapping.
Definition A.3. The extremal flow is called tame on I if the first return map-
ping R is such that R′ < 0.
Proposition A.1. For extremal curves with pθ ∈ I, in the tame case there
exists no conjugate times on (0, T/2).
De´monstration. If R′ < 0, the extremal curves initiating from the equator with
pθ ∈ I are not intersecting before returning to the equator. As conjugate points
are limits of intersecting extremals curves, conjugate points are not allowed
before returning to the equator.
Assumptions 2. In the tame case we assume the following
(A3) At the equator the Gauss curvature G = − 1√
m(ϕ)
∂2
√
m(ϕ)
∂ϕ2 is positive
and maximum.
Using Jacobi equation we deduce :
Lemma A.1. Under assumption (A3), the first conjugate point along the equa-
tor is at time pi/
√
G(0) and realizes the minimum distance to the cut locus
Ccut(θ(0) = 0, ϕ(0) = 0). It is a cusp point of the conjugate locus.
Parameterization of the conjugate locus under assumptions (A1-2-3)
for pθ ∈ I
Fixing a reference extremal γ, Jacobi equation is the variational equation :
δz˙(t) =
∂ ~H(γ(t))
∂z
δz(t), δz = (δq, δp)
and a Jacobi field J(t) is a non trivial solution of Jacobi equation. According
to standard theory on surfaces, if γ is parametrized by arc length, let J1(t) =
(δq(t), δp(t)) denotes the Jacobi field vertical at time t = 0, that is δq(0) = 0
and such that 〈p(0), δp(0)〉 = 0. Since J1(0) is vertical, α(J1(0)) = 0 and then
α(J1(t)) = 0.
We have [22, 31] :
Proposition A.2. Conjugate points are given by the relation dΠ(J1(t)) = 0
and
dΠ(J1(t)) =
(
∂ϕ(t, pθ)
∂pθ
,
∂θ(t, pθ)
∂pθ
)
.
In particular we have at any time the collinearity condition :
pϕ
∂ϕ
∂pθ
+ pθ
∂θ
∂pθ
= 0.
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The conjugate locus will be computed by continuation, starting from the
cusp point at the equator. Let pθ ∈ I and t ∈ (T/2, T/2 + T/4). One has the
formula
θ(t, pθ) = ∆θ(pθ) +
∫ t
T/2
pθ
m(ϕ)
dt
and on [T/2, t], dϕdt < 0, ϕ < 0. Hence∫ t
T/2
pθ
m(ϕ)
dt =
∫ 0
ϕ(t,pθ)
f(ϕ, pθ)dϕ.
We have :
Lemma A.2. For pθ ∈ I and conjugate times between (T/2, T/2 + T/4) the
conjugate locus is solution of
∂θ(ϕ, pθ)
∂pθ
= 0, (A.1)
where θ(ϕ, pθ) = ∆θ(pθ) +
∫ 0
ϕ
f(ϕ, pθ)dϕ.
This gives a simple relation to compute the conjugate locus by continuation.
One notes pθ → ϕ1c(pθ) the solution of eq. A.1 initiating from the equator.
Differentiating one has
∆θ′ +
∫ 0
ϕ
∂f
∂pθ
dϕ = 0
at ϕ1c(pθ). Differentiating again one obtains
∆θ′′ +
∫ 0
ϕ1c
∂2f
∂p2θ
dϕ− ∂ϕ1c
∂pθ
· ∂f
∂pθ
= 0.
One can easily check that ∂f∂pθ > 0 and
∂2f
∂p2θ
> 0. In particular
∂ϕ1c
∂pθ
=
(
∆θ′′ +
∫ 0
ϕ1c
∂2f
∂p2θ
dϕ
)(
∂f
∂pθ
)−1
and one deduces the following.
Proposition A.3. If ∆θ′′ > 0 on I, then ∂ϕ1c∂pθ 6= 0 and the curve pθ →
(ϕ1c(pθ), θ1c(pθ)) is a curve defined for pθ ∈ I and with no self-intersection
in the plane (ϕ, θ). In particular it is without cusp point.
Remark A.1. Self-intersections are depending upon the parameterization of
the conjugate locus but not cusp points of the conjugate locus.
To simplify the computations we use the following lemma :
Lemma A.3. We have the relation
R′(pθ) =
T ′(pθ)
2pθ
.
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A.2.2 Ellipsoids of revolution
The ellipsoid of revolution is generated by the curve
y = sinϕ, z = ε cosϕ
where 0 < ε < 1 corresponds to the oblate (flattened) case while ε > 1 is the
prolate (elongated) case. The restriction of the Euclidian metric is
g = F1(ϕ)dϕ
2 + F2(ϕ)dθ
2
where F1 = cos
2 ϕ + ε2 sin2 ϕ, F2 = sin
2 ϕ. The metric can be written in the
normal form setting :
dΦ = F
1/2
1 (ϕ)dϕ.
Observe that ϕ oscillates periodically and θ is monotonous. Hence the period
mapping can be computed in the (ψ, θ)-coordinate, ψ = pi/2 − ϕ and ψ = 0 is
the equator. The Hamiltonian is
H =
1
2
(
p2ϕ
F1(ϕ)
+
p2θ
F2(ϕ)
)
and with H = 1/2, one gets
dψ
dt
=
(cos2 ψ − p2θ)1/2
cosψ(sin2 ψ + ε2 cos2 ψ)1/2
.
Denoting 1 − p2θ = sin2 ψ1 and making the rescaling Y = sinψ1Z, where Y =
sinψ, one gets
(ε2 + Z2 sin2 ψ21(1− ε2))1/2
(1− Z2)1/2 dZ = dt.
Hence the formula for the period mapping is
T
4
=
∫ 1
0
(ε2 + Z2 sin2 ψ1(1− ε2))1/2
(1− Z2)1/2 dZ
which corresponds to an elliptic integral. The discussion is the following.
Oblate Case
In this case the Gauss curvature is increasing from the north pole to the
equator and the problem is tame and the period mapping is such that
T ′(pθ) < 0 < T ′′(pθ)
for each admissible pθ > 0. The cut point of q(0) = (ϕ(0), 0) is given by
t0(pθ) = T (pθ)/2 and corresponds to the intersection of the two extremal curves
associated to ϕ˙(0), and −ϕ˙(0). The cut locus Ccut(q(0)) of a point different of
a pole is a segment of the antipodal parallel. If q(0) is not a pole nor on the
equator, the distance to the cut locus is the half-period of the extremal starting
from ϕ(0) with ϕ˙(0) = 0 and the injectivity radius is realized for ϕ(0) = pi/2 on
the equator, and is given by pi/
√
G(pi/2) where G is the Gauss curvature. The
conjugate locus C(q(0)) of a point different of a pole has exactly four cusps, two
on the antipodal parallel which are the extremities of the cut locus segment and
two on the antipodal meridian.
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Prolate Case
In this case, the Gauss curvature is decreasing from the north pole to the
equator and the first return mapping to the equator is an increasing function of
pθ ≥ 0. Let a geodesic being not a meridian circle, the cut point t0(pθ) is given
by solving θ(t0, pθ) = pi and corresponds to the intersection of the two extremal
curves associated respectively to pθ and −pθ. The cut locus of a point which is
not a pole is a segment of the antipodal meridian. The conjugate locus C(q(0))
of such a point has exactly four cusps, two on the antipodal meridian which are
the extremities of the cut locus and two on the antipodal parallel.
Conclusion
To resume both cases are distinguished by the monotonicity property of the
Gauss curvature or equivalently of the first return mapping. The cut loci are
computed using the symmetric property of the extremal curves : in the oblate
case, the symmetry of the metric with respect to the equator and in the prolate
case the symmetry of the metric with respect to the meridian. Additionaly to
this discrete symmetry, the symmetry of revolution ensures the existence of
an additionnal one-dimensional group of symmetry which gives according to
Noether theorem the first integral pθ linear with respect to the adjoint vector
and corresponds to a Clairaut metric [7].
A.3 General Ellipsoids
We shall extend the result on ellipsoids of revolution to general ellipsoids.
Roughly speaking, the general case intertwines the oblate and the prolate case,
which will be easily seen in the classification of the extremal flow.
A.3.1 Geometric Properties [18]
A general ellipsoid E is defined by the equation
x21
a1
+
x22
a2
+
x23
a3
= 1, a1 > a2 > a3 > 0
and we use the double covering parameterization of E (θ1, θ2) ∈ T 2 = S1×S1 →
E :
x1 =
√
a1 cos θ1
√
(1− β) cos2 θ2 + sin2 θ2
x2 =
√
a2 sin θ1 sin θ2
x3 =
√
a3 cos θ2
√
β cos2 θ1 + sin
2 θ1
where β = (a2 − a3)/(a1 − a3) ∈ (0, 1) and the (θ1, θ2)-coordinates are related
to the elliptic coordinates (λ1, λ2) by
λ1 = a1 sin
2 θ1 + a2 cos
2 θ1, λ2 = a2 cos
2 θ2 + a3 sin
2 θ2.
In the (θ1, θ2)-coordinates the restriction of the euclidian metric on R
3 takes
the form
g = (λ1 − λ2)
(
λ1
λ1 − a3 dθ1
2 +
λ2
a1 − λ2 dθ2
2
)
.
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The metric has two main discrete symmetries defined for i = 1, 2 by the change
of variables : θi → pi − θi and θi → −θi. The associated Hamiltonian is
2H =
1
λ1 − λ2
(
λ1 − a3
λ1
p2θ1 +
a1 − λ2
λ2
p2θ2
)
and an additional first integral quadratic in (pθ1 , pθ2) is given by
F =
1
λ1 − λ2
(
λ1 − a3
λ1
(a2 − λ2)p2θ1 −
a1 − λ2
λ2
(λ1 − a2)p2θ2
)
.
According to Liouville theory [7], the metric can be written in the normal form
g = (F1(u1) + F2(u2))
(
du21 + du
2
2
)
,
where u1, u2 are defined by the quadratures
du1 =
√
λ1
λ1 − a3 dθ1, du2 =
√
λ2
a1 − λ2 dθ2
and see [22] for the relation with elliptic coordinates. The third fondamental
form is given for x3 6= 0 by
III(dx1,dx2) =
x1x2x3
a1a2a3
(
1
a3
− 1
a1
)
dx21 −
x1x2x3
a1a2a3
(
1
a2
− 1
a3
)
dx22
+
x3
a3
((
1
a1
− 1
a2
)(
x3
a3
)2
−
(
1
a2
− 1
a3
)(
x1
a1
)2
−
(
1
a3
− 1
a2
)(
x2
a2
)2)
dx1dx2
and we get the four umbilical points
(±√a1√1− β, 0,±√a3β) . Besides in ellip-
tic coordinates the lines λi = Constant are the curvature lines. Finally, taking
the Liouville normal form, the Gauss curvature is given by
G(u1, u2) =
F ′1(u1)
2 + F ′2(u2)
2
2 (F1(u1) + F2(u2))
3 −
F ′′(u1) + F ′′(u2)
2 (F1(u1) + F2(u2))
2
or similarly, in the elliptic coordinates, one has
G(λ1, λ2) =
a1a2a3
λ21λ
2
2
, (λ1, λ2) ∈ [a2, a1]× [a3, a2].
We represent in Fig. A.1 the Gauss curvature in the (θ1, θ2)-coordinates restric-
ted to (θ1, θ2) ∈ [0, pi/2]× [0, pi/2] by symmetry.
Remark A.2. We have the following correspondences with the ellipsoid of re-
volution : in the limit case a1 = a2 > a3 (oblate case), the metric g reduces
to the form presented in A.2.2 where (ϕ, θ) ≡ (θ2, θ1) and we have F ≥ 0. In
the limit case a1 > a2 = a3 (prolate case), the metric g reduces to the form
presented in A.2.2 where (ϕ, θ) ≡ (θ1, θ2) and we have F ≤ 0.
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θ1
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Figure A.1 – Gauss curvature in (θ1, θ2)-coordinates for (θ1, θ2) ∈ [0, pi/2] ×
[0, pi/2]. The maximum a1/(a2a3) of G is at (0, pi/2) which is the intersection of
the longest and the middle ellipses while the minimum a3/(a2a1) is at (pi/2, 0),
the intersection of the shortest and the middle ellipses.
A.3.2 Geodesic Flow [18]
Parameterizing by arc length H = 1/2 and setting F = c, the extremal
equations are described by
ε1
√
λ1dθ1√
λ1 − a3
√
λ1 − a2 + c
=
ε2
√
λ2dθ2√
a1 − λ2
√
a2 − c− λ2
and
dt =
ε1
√
λ1
√
λ1 − a2 + c√
λ1 − a3
dθ1 +
ε2
√
λ2
√
a2 − c− λ2√
a1 − λ2
dθ2
where εi = ±1 is the sign of dθi/dt, i = 1, 2. The value c of F varies between
−(a1− a2) and (a2− a3) and the behavior of the extremals depends on the sign
of c.
– If 0 < c < a2 − a3, then θ1(t) increases or decreases monotonously and
θ2(t) oscillates between ν2(c) and pi − ν2(c), where ν2(c) is defined by
sin ν2(c) =
√
c
a2 − a3 , 0 < ν2(c) <
pi
2
.
These trajectories do not cross transversely the segments θ2 = 0 and
θ2 = pi which degenerate into two poles in the oblate case. Here the longest
ellipse θ2 = pi/2 plays the role of the equator from the oblate case.
– If −(a1 − a2) < c < 0, then θ2(t) increases or decreases monotonously and
θ1(t) oscillates periodically between ν1(c) and pi − ν1(c) where ν1(c) is
defined by
sin ν1(c) =
√ −c
a1 − a2 , 0 < ν1(c) <
pi
2
.
These trajectories do not cross transversely the segments θ1 = 0 and
θ1 = pi which degenerate into two poles in the prolate case. Here the
longest ellipse plays the role of the meridian circle from the prolate case.
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– The separating case c = 0 is the level set containing the umbilical points.
Arc length geodesic curves γ(t) = (θ1(t), θ2(t)) can be parameterized by c but
we introduce the parameter η defined by :
ν(η) = cos ηe1 + sin ηe2
where (e1, e2) is a orthonormal basis
e1 =
(
(λ1 − λ2)λ1
λ1 − a3
)−1/2
∂
∂θ1
, e2 =
(
(λ1 − λ2)λ2
a1 − λ2
)−1/2
∂
∂θ2
.
A.3.3 Results on the Conjugate and Cut Loci
According to [18] we have the following proposition which generalizes the
case of an ellipsoid of revolution.
Proposition A.4. The cut locus of a non-umbilical point is a subarc of the
curvature lines through its antipodal point and the conjugate locus has exactly
four cusps.
The Analysis
Fixing the initial point to (θ1(0), θ2(0)), the relation between η and c is given
by :
c(η) =
(
a2 − λ2(θ2(0))
)
cos2 η − (λ1(θ1(0))− a2) sin2 η
and let η0 be the unique η such that c(η0) = 0, 0 ≤ η0 ≤ pi2 .
– The case c > 0, cf. Fig. A.2. We use the parameterization (θ1, θ2) with
θ1 ∈ T 1 and 0 ≤ θ2 ≤ pi.
– For η ∈ (0, η0) ∪ (pi − η0, pi) the value of θ2 along the geodesic increases
until it reaches a maximum θ+2 and then it decreases. The cut time t0(η)
is the second positive time such that θ2 takes the value pi − θ2(0).
– For η = 2pi − η, the value of θ2 along the geodesic decreases until it
reaches a minimum θ−2 and then it increases. The cut time t0(η) is the
first positive time such that θ2 takes the value pi − θ2(0).
– Besides, we have t0(η) = t0(η) and γη(t0(η)) = γη(t0(η)).
– The case c ≤ 0, cf. Fig. A.3. We use the parameterization (θ1, θ2) with
0 ≤ θ1 ≤ pi and θ2 ∈ T 1.
– For η ∈ (η0, pi−η0), θ2 increases monotonously and let t0(η) be the first
positive time t such that θ2 takes the value θ2(0) + pi. The cut time is
given by t0(η).
– For η = 2pi − η, θ2 decreases monotonously and let t0(η) be the first
positive time t such that θ2 takes the value θ2(0) − pi. The cut time is
given by t0(η).
– Besides, we have t0(η) = t0(η) and θ1,η(t0(η)) = θ1,η(t0(η)).
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0 pi/2 pi 3pi/2 2pi
0
pi/2
pi
  ν2
  pi−ν2
  pi−θ2(0)
  θ2(0)
  T  T/2
c > 0, η ∈ [0, η0)
θ1
  θ1(0)
θ 2
Figure A.2 – Trajectories, cut and conjugate points in the case c > 0. The
trajectory with θ˙2(0) > 0 corresponds to η ∈ (0, η0) while the other corresponds
to η = 2pi − η. The two conjugate points are plotted in red and come after the
cut point in black. The period T of the θ2-variable is equal for each trajectory
and is represented with the half-period.
−2pi −pi 0 pi 2pi 3pi
0
pi/2
pi
  ν1
  pi−ν1
  θ1(0)
  T  T/2
  pi+θ2(0)
c < 0, η ∈ (η0, pi/2]
θ2
  θ2(0)
  −pi+θ2(0)
  T/2  T
θ 1
Figure A.3 – Trajectories, cut and conjugate points in the case c < 0. The
trajectory with θ˙2(0) > 0 corresponds to η ∈ (0, η0) while the other corresponds
to η = 2pi−η. The two conjugate points are plotted in red and come after the cut
point in black. The periods of the θ2-variable are not equal for each trajectory
and are represented with the half-period.
Numerical Computation of Conjugate and Cut Loci
We fix the parameters of the ellipsoid a1 > a2 > a3 > 0 such that a1 − a2 6=
a2 − a3 to avoid any additionnal symmetry. We take (a1, a2, a3) = (1.0, 0.8, 0.5)
and (θ1(0), θ2(0)) = (pi/3, 2pi/5) for the computations, which correspond to a
generic situation. Indeed, if the initial point is on θ2 = 0 or pi, c(η) ≤ 0 then
there are only oblate-like extremals. Similarly, if θ1(0) = 0 or pi, there are only
prolate-like extremals.
First of all we represent the conjugate and cut loci on Fig. A.4 using the
double covering parameterization, with several trajectories for η ∈ [0, 2pi) on
the top subplot. The conjugate and cut loci are given on Fig. A.5 in (x1, x2, x3)-
coordinates. Finally, the cut time t0, the first conjugate time t1 and the half-
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period T/2 of the oscillating variable is plotted Fig. A.6.
−pi −pi/2 0 pi/2 pi 3pi/2
−pi
−pi/2
0
pi/2
pi
3pi/2
2pi
  pi−θ1(0)
  pi−θ2(0)
  pi+θ2(0)
  −pi+θ2(0)
θ1
θ 2
−pi −pi/2 0 pi/2 pi 3pi/2
−pi
−pi/2
0
pi/2
pi
3pi/2
2pi
  pi−θ1(0)
  pi−θ2(0)
  pi+θ2(0)
  −pi+θ2(0)
θ1
θ 2
Figure A.4 – On the top subplot is represented several trajectories γη, η ∈
[0, 2pi), with the conjugate (in red) and cut (in black) loci, using the double
covering parameterization. In blue are plotted the trajectories for η ∈ (0, pi) and
in magenta for η = 2pi − η. The four trajectories in red such that c(η) = 0 pass
through an umbilical point. They separate oblate-like (c > 0) behaviour from
prolate-like (c < 0) one. The two intersections of these trajectories are junction
of parts of the cut locus coming from oblate-like extremals and the cut locus
coming from prolate-like extremals. One should notice that in red are plotted the
four trajectories passing through the umbilical points with the parameterization
(θ1, θ2), θ1 ∈ T 1 and 0 ≤ θ2 ≤ pi. (Bottom) Conjugate and cut loci.
A.4 Dynamics of spin particles
The problem fully described in [35, 36] arises in the case of a spin chain of
three linearly coupled spins with Ising coupling. Using appropriate coordinates
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−1 −0.5 0 0.5 1−0.5
00.5
−0.5
0
0.5
x1x2
x3
Figure A.5 – Conjugate (in red) and cut (in black) loci in (x1, x2, x3)-
coordinates obtained from Fig. A.4. The center segment of the cut locus cor-
responds to prolate-like case while the two extreme parts come from oblate-like
case.
0 pi/2 pi 3pi/2 2pi
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
η
  η0   pi−η0   pi+η0   2pi−η0
 
 
t0
t1
T/2
Figure A.6 – The cut time t0, the first conjugate time t1 and the half-period
T/2 of the oscillating variable, with respect to the parameter η ∈ [0, 2pi]. In the
generic case, the half-period is not equal to the cut time, even for oblate-like
trajectories. This is still true for an initial point on θ1 = 0 or pi. The period
is discontinuous when c(η) = 0 since the oscillating variable changes. The only
relevant symmetry is on the period mapping. Indeed, for η such that c(η) > 0,
T (η) = T (2pi − η).
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the dynamics takes the form :
d
dt
 r1r2
r3
 =
 0 − cos θ(t) 0cos θ(t) 0 −k sin θ(t)
0 k sin θ(t) 0
 r1r2
r3

where k = 1 corresponds to equal coupling. Setting u3 = − cos θ, u1 = −k sin θ,
the dynamics is :
r˙1 = u3r2, r˙2 = −u3r1 + u1r3, r˙3 = −u1r2.
The optimal problem is transferring the system from r0 = (1, 0, 0) to r(T ) =
(0, 0, 1) and minimizing the functional :∫ T
0
(
I1u
2
1 + I3u
2
3
)
dt −→ min, k2 = I1
I3
.
We introduce the metric :
g = I1u
2
1 + I3u
2
3 = I3
(
dr21 + I1I
−1
3 dr
2
3
r22
)
and this defines an almost Riemannian metric on the sphere S2 :
g =
dr21 + k
2dr23
r22
, k2 =
I1
I3
.
Lemma A.4. In the spherical coordinates r2 = cosϕ, r1 = sinϕ cos θ, r3 =
sinϕ sin θ the metric g takes the form :
g = (cos2 θ+k2 sin2 θ)dϕ2+2(k2−1) tanϕ sin θ cos θdϕdθ+tan2 ϕ(sin2 θ+k2 cos2 θ)dθ2,
while the associated Hamiltonian function is given by
H =
1
4k2
(
p2ϕ(sin
2 θ + k2 cos2 θ) + p2θ cot
2 ϕ(cos2 θ + k2 sin2 θ)
− 2(k2 − 1)pϕpθ cotϕ sin θ cos θ
)
.
We deduce the following
Lemma A.5. For k = 1
H =
1
4
(
p2ϕ + p
2
θ cot
2 ϕ
)
,
and it corresponds to the so-called Grushin case g = dϕ2 + tan2 ϕdθ2.
The Grushin case is analyzed in details in [8]. Moreover, we have
Lemma A.6. The family of metrics g depending upon the parameter k have a
fixed singularity on the equator ϕ = pi/2 and a discrete symmetry group defined
by the two reflexions : H(ϕ, pϕ) = H(pi − ϕ,−pϕ) and H(θ, pθ) = H(−θ,−pθ).
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Numerical Computation of Conjugate and Cut Loci
Next the conjugate and cut loci are computed for the fixed initial conditions :
ϕ(0) = pi/2, θ(0) = 0, and are represented via the deformation of the parameter
k starting from k = 1. There are two different cases to be analyzed : k > 1
and k < 1. Starting from the axis of symmetry, the Hamiltonian reduces to
H(θ(0), ϕ(0), pθ(0), pϕ(0)) = p
2
ϕ(0)/4, and restricting the extremals to H = 1,
we can parameterize the geodesics by pϕ(0) = ±2, pθ(0) ∈ R. By symmetry we
can fix pϕ(0) = −2 and consider pθ(0) ≥ 0. For any k, the conjugate locus has
a contact of order two at the initial point, as pθ(0)→∞.
• k ≥ 1. We study the deformation of the conjugate locus for k ≥ 1 in
Figs. A.7–A.9. The key point is : when k > 1, θ is not monotonous for all the
trajectories. This is true even for small k, like k = 1.01, taking pθ(0) = 0.1 and
tf > 14.
We denote t1(pθ, k) the first conjugate time and q1(pθ, k) = (θ, ϕ)|t=t1(pθ,k)
the associated conjugate point. In Fig. A.7, we represent the map k ∈ [1, 1.5] 7→
q1(k) for pθ fixed to 10
−4. The value 1.5 is heuristically chosen to simplify the
analysis. We can notice that θ(t1(k)) only takes approximately the values 0 and
pi and so it is on the same meridian as the initial point. It switches three times
at 1 < k1 < k2 < k3 < 1.5, with k2 − k1 6= k3 − k2. We then restrict the study
of the conjugate locus to k ≤ k3 to simplify.
1 k1 k2 k3
0
pi/2
pi
Figure A.7 – The first conjugate point with respect to k, for pθ(0) fixed to
10−4. In red is plotted θ(t1(pθ, k)) while we have in blue ϕ(t1(pθ, k)). The θ-
variable takes the values 0 and pi. The values k1, k2, k3 are approximately and
respectively 1.061, 1.250, 1.429.
We can see in Fig. A.8, three subplots which represent the deformation of one
branch (pϕ(0) = −2 and pθ(0) ≥ 0) of the conjugate locus resp. for k in [1, k1],
[k1, k2] and [k2, k3]. For any k ∈ [1, k3], the branch is located in the half-plane
θ ≥ 0. If we denote k1 < k < k2, the parameter value such that ϕ(t1(k)) = pi/2,
then the branch form a loop for k ≤ k ≤ k3.
The deformation of the conjugate locus can be explained analysing the
behaviors of the trajectories. We describe four types of trajectories in (θ, ϕ)-
coordinates (see Fig. A.9), limiting the study to k ≤ k3 to simplify and pθ(0) ≥ 0
by symmetry. These trajectories clarify the evolution of the conjugate locus.
- The first type occuring for any k such that 1 ≤ k ≤ k3, is represented in
the top left subplot of Fig. A.9. Its characteristic is that the θ-variable is
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Figure A.8 – The deformation of one branch (pϕ(0) = −2 and pθ(0) ≥ 0) of
the conjugate locus with respect to the parameter k ∈ [1, k3]. (top) k = 1.0,
1.05. (left) k = 1.1, 1.2. (right) k = 1.3, 1.4.
monotonous non-decreasing on [0, t1].
The three others trajectories do not have a monotonous θ-variable on
[0, t1]. We denote t the first time when the trajectory leaves the domain
0 ≤ θ ≤ pi.
- The second type (top right) existing for k1 ≤ k ≤ k3 has no self-intersection
on [0, t] and is such that θ(t) = 0.
The last types of extremals have a self-intersection in the state-space
in [0, t].
- The third kind of trajectories (bottom left) is such that θ(t) = 0 and
occurs for k ≤ k ≤ k3.
- The last one (bottom right) exists only for k2 ≤ k ≤ k3 and has θ(t) = pi.
• k ≤ 1. The deformation of the conjugate locus in the case k < 1 is easier
to analyze. We give on Fig. A.10 the conjugate locus for k ∈ {0.8, 0.5, 0.2, 0.1}
with 15 chosen trajectories. The key point is the non-monotony of the θ-variable
for k < 1.
The deformation of the conjugate locus on the sphere is given Fig. A.11.
Only the half : pϕ(0) = −2, pθ(0) ∈ R is plotted to clarify the figures. The
deformation is clear : the cusp moves along the meridian with respect to the
parameter k. It does not cross the equator for k < 1 while for k > 1 it first
crosses the North pole (k = k1), then the equator (k = k). For k ≥ k, the
conjugate locus has self-intersections. Then, it crosses poles again for k = k2
and k3. This is repeated for greater values of k making the loops smaller and
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Figure A.9 – The four types of trajectories which clarify the evolution of the
conjugate locus.
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Figure A.10 – Conjugate locus with 15 trajectories for k = 0.8, 0.5, 0.2, 0.1
from top left-hand to bottom right-hand.
smaller.
We give a preliminary experimental result about the cut loci to conclude
these numerical computations. We denote pθ(0) > 0 7→ ∆θk(pθ) ∈ (0, pi) the
variation of θ at the first return to the equator (or first return mapping) as in
§A.2.1. The previous numerical simulations show that ∆θk is well defined for
k ∈ [0, k3]. The figure A.12 indicates that for any k, the first return mapping is
monotonous non-increasing and surjective. As a consequence, for a fixed k and
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−1 −0.5 0 0.5 1−1
−0.5
0
0.5
1
EQUATOR 
NORTH POLE 
r1
r 3
−101−1 −0.5 0 0.5 1
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r2
NORTH POLE 
r 3
Figure A.11 – Half of the conjugate locus on the sphere. (left) For k = 1.0 in
magenta and k = 0.8, 1.15 in red. (right) For k = 1.0 in magenta and k = 1.18
in red.
starting from ϕ(0) = pi/2, θ(0) = 0, if there is no intersection between trajecto-
ries before the first return to the equator, then the cut locus is the equator minus
the initial point. The figure A.10 shows that there is no intersection before the
first return to the equator for k < 1. Similar computations for k ∈ [1, k3] lead
to the same conclusion.
0 10
pi/2
pi
1/(1+pθ)
∆θ
Figure A.12 – First return mapping for different values of the parameter k ∈
[0.1, 50]. In red is plotted the curve for k = 1.
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Me´thodes d’inte´grabilite´
dans le transfert de
cohe´rence en temps
minimal pour un chaˆıne de
trois spins de type Ising
Cet article e´tudie l’inte´grabilite´ d’une famille de me´triques pseudo-riemanniennes
issue du proble`me en temps minimal du transfert de cohe´rence le long d’une
chaˆıne de trois spins avec un couplage de type Ising. Trois approches sont ainsi
developpe´es : le rele`vement du proble`me en un proble`me sous-riemannien sur
SO(3), l’e´tude directe de la me´trique sous forme de Liouville et une approche
alge´brique qui utilise la the´orie de Galois diffe´rentielle.
Le proble`me sous-riemannien sur SO(3) obtenu est vu comme un cas de´-
ge´ne´re´ du proble`me bien connu du corps solide d’Euler-Poinsot. Le proble`me
est ainsi inte´grable par quadratures et on pre´sente les calculs dans le cas sous-
riemannien.
L’inte´gration directe utilise comme dans le chapitre 2 (mais avec un para-
me`tre k diffe´rent) la technique du the´ore`me 1.7 pour trouver la forme normale de
Liouville de la me´trique a` partir d’une deuxie`me inte´grale premie`re quadratique
en p et traite le cas particulier de Grushin qui apparaˆıt pour k = 1.
La me´thode alge´brique se base sur les controˆles inte´gre´s par des fonctions
elliptiques dans le proble`me sous-riemannien. Le groupe de Galois des e´quations
du mouvement est dans le cas ge´ne´ral isomorphe a` C∗ et on le de´crit plus
pre´cise´ment dans les cas de valeurs particulie`res des parame`tres.
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Annexe B
Integrability Methods In
The Time Minimal
Coherence Transfer For
Ising Chains Of Three
Spins.
Bernard Bonnard
Institut de mathe´matiques de Bourgogne, Dijon, France
Thierry Combot and Lionel Jassionnesse
Institut de mathe´matiques de Bourgogne, Dijon, France
Re´sume´
Abstract
The objective of this article is to analyze the integrability properties of extre-
mals solutions of Pontryagin Maximum Principle in the time minimal control of
a linear spin system with Ising coupling in relation with conjugate and cut loci
computations. Restricting to the case of three spins, the problem is equivalent to
analyze a family of almost-Riemannian metrics on the sphere S2, with Grushin
equatorial singularity. The problem can be lifted into a SR-invariant problem on
SO(3), this leads to a complete understanding of the geometry of the problem
and to an explicit parametrization of the extremals using an appropriate chart
as well as elliptic functions. This approach is compared with the direct analysis
of the Liouville metrics on the sphere where the parametrization of the extre-
mals is obtained by computing a Liouville normal form. Finally, an algebraic
approach is presented in the framework of the application of differential Galois
theory to integrability.
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B.1 Introduction
Over the past decade, the application of geometric optimal control techniques
to the dynamics of spin systems with applications to Nuclear Magnetic Reso-
nance (NMR) spectroscopy and quantum information processing [25] has been
an intense research direction. In particular, a series of articles focus on the time
optimal control of a linear chain of spins with Ising couplings [21, 36]. Using Ha-
miltonian Formalism and an adapted rotating frame, the control system is defi-
ned by H = Hd+Hc, where Hd is the internal Hamiltonian, Hd =
∑
i,j JijIizIjz,
with Jij representing the coupling between the spins, Ikα = 1⊗...⊗Iα⊗...⊗1, Iα,
α ∈ x, y, z being the Pauli matrix and the system is controlled by external radio-
frequency pulse on resonance to each spin defining Hc =
∑
i(ui1Iix + ui2Iiy).
Restricting to the case of three spins, the objective of this article is to pro-
vide the preliminary work to compute the optimal solutions parametrized by
Pontryagin Maximum Principle. We here focus on the integrability aspects of
the problem by using three different approaches.
A first point of view which already appears in the pioneering work [21],
see also [11] in a different context, consists in lifting the problem on a sub-
Riemannian invariant (SR-invariant) problem on SO(3) that depends on a pa-
rameter k representing the ratio of the coupling constants J12, J23 between the
spins. Such metrics is a limit case of invariant Riemannian metrics on SO(3),
the so-called Euler-Poinsot rigid body problem in mechanics. Using the seminal
work in [20], we define a chart that identifies locally SO(3) to S2 × S1 which
enlightens the geometry of the problem and leads to an explicit computation of
the extremals using elliptic functions.
Another approach consists in integrating the system directly on S2. In this
context the problem is equivalent to analyze a family of 2D− Liouville metrics
on S2 with an equatorial singularity. The integrability properties is equivalent
to the calculation of the Liouville normal form [6, 7] using the additional first
integral. In our case it corresponds to the Hamiltonian of the round metrics
on S2, induced by the Casimir function on SO(3). This point of view is very
important to analyze the optimality properties related to the conjugate and
cut loci of the metrics, indeed it is related to similar calculations on Liouville
surfaces that generalizes the case of ellipsoids [18, 19].
Finally, the third approach consists in using our problem as a bed-test plat-
form to apply the algebraic framework of Galois differential theory in integra-
bility [27] to compute the solutions. First, the optimal control is calculated
using the Jacobi elliptic functions and inserted in the equations. This reduces
the computations to the integration of a time-depending linear equation whose
coefficients are expressed in terms of the Jacobi elliptic functions. The Picard
Vessiot extension and the associated Galois group are computed to parametrize
the extremal solutions.
Different computations we done independently but the parametrization are
compared in the conclusion. Also we briefly discuss the application to the com-
putations of the conjugate and cut loci, following the method in Annexe 1 com-
bining geometric analysis on Liouville surfaces and numerical computations.
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B.2 The mathematical model
In this paper, we detail the presentation of the problem in the case of three
spins, but the problem can be easily generalized to a chain of n spins. We follow
the presentation of [21, 35, 36].
We introduce the spin 1/2 matrices Iα related to the Pauli matrices by a 1/2
factor. Such matrices satisfy :
[Ix, Iy] = iIz, I
2
x = I
2
y = I
2
z = 1/4.
The Hilbert space L of the system is the space formed by the tensor product
of the three two-dimensional spin 1/2 Hilbert space. Assuming a single input
system, the Hamiltonian of the system decomposes into :
H = Hd +Hc
where
Hd = 2(J12I1zI2z + J23I2zI3z), Hc = u(t)I2y.
We consider the time evolution of the vector X = (x1, x2, x3, x4)
> where
x1 = 〈I1x〉, x2 = 〈2I1y2z〉, x3 = 〈2I1y2x〉, x4 = 〈4I1y2y3z〉 with 〈 〉 denoting the
expectation value. To compute the dynamics, we introduce a 8×8 matrix ρ ∈ L,
called the density matrix, which satisfies :
d
dt
ρ = −i[H, ρ].
Using the definition of the expectation value of a given operator : 〈O〉 =
Tr(Oρ), one gets :
d
dt
〈I1x〉 = Tr(I1x dρ
dt
) = −iTr(I1x[H, ρ]) = −iTr([I1x, H]ρ).
Hence, we deduce that :
d
dt
x1 = −J12Tr(2I1yI2zρ).
By rescaling the time by a factor J12, it becomes :
d
dt
x1 = −x2
Similar computations lead to the evolution of X given by :
dX
dt
=

0 −1 0 0
1 0 −u 0
0 u 0 −k
0 0 k 0
X, where k = J23J12 .
The optimal control problem is to transfer in minimum time (1, 0, 0, 0)> to
(0, 0, 0, 1)>. It is an intermediate step to realize the transfer in minimum time
from I1x to I3x. Indeed, it connects the first spin to the third one by controlling
the second spin.
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Introducing the following coordinates :
r1 = x1 r2 =
√
x22 + x
2
3 r3 = x4
and denoting
tanα = x3/x2,
the system becomes :
d
dt
r1r2
r3
 =
 0 u3 0−u3 0 u1
0 −u1 0
r1r2
r3
 (B.1)
where r = (r1, r2, r3) ∈ S2 and u1 = −k sin(α), u3 = − cos(α) are the compo-
nents of the control.
In those coordinates, the minimum time problem is equivalent to determine
the fastest transfer on the sphere from (1, 0, 0) to (0, 0, 1).
It can be written as an L2-minimization problem as follows :
dr1
dt
= u3r2,
dr2
dt
= −u3r1 + u1r3, dr3
dt
= −u1r2,
min
u(.)
T∫
0
(I1u
2
1(t) + I3u
2
3(t))dt, k
2 =
I1
I3
.
The problem is equivalent to an almost-Riemannian problem on the sphere
S2 with a singularity at the equator r2 = 0, for the corresponding metric :
g =
dr21 + k
2dr23
r22
(See [1] for more details about such metrics.)
Introducing the spherical coordinates r2 = cosϕ, r1 = sinϕ cos θ, r3 =
sinϕ sin θ, where ϕ = pi/2 corresponds to the equator, the metric g take the
form
g = tan2 ϕ(k2 cos2 θ + sin2 θ)dθ2 + (cos2 θ + k2 sin2 θ)dϕ2
+ 2(k2 − 1) tanϕ sin θ cos θdθdϕ,
with the associated Hamiltonian
H =
1
4k2
(
cotan2ϕ(cos2 θ + k2 sin2 θ)p2θ + (k
2 cos2 θ + sin2 θ)p2ϕ
− 2(k2 − 1)cotanϕ sin θ cos θpθpϕ
)
.
If k = 1, the Hamiltonian takes the form H = 12
(
p2ϕ + p
2
θcotan
2ϕ
)
and
describes the standard Grushin metric on S2.
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B.3 Connection with invariant metrics on SO(3)
and integration
B.3.1 Lifting procedure
A first approach to analyze the optimal control problem and parametrize the
extremals consists in lifting the problem onto SO(3). We introduce the matrix
R(t) = (rij(t)) on SO(3) where the third row is identified to the unit vector
r(t) defined previously : r31 = r1, r32 = r2, r33 = r3, and we consider the
right-invariant control system :
d
dt
R>(t) =
 0 u3 0−u3 0 u1
0 −u1 0
R>(t)
where the last column of R> describes the evolution of the vector r. Our optimal
control problem can then be stated as :
min
u(.)
T∫
0
(I1u
2
1(t) + I3u
2
3(t))dt
for the right-invariant control system with the following boundary conditions :
R>(0) =
 ∗ 10
0
 , R>(T ) =
 ∗ 00
1

which consist in steering the third axis of the frame R> from e1 to e3, where
(ei) is the canonical basis of R3.
Similarly, it can be transformed into a left-invariant control problem to use
the geometric framework and the computations in [20] :
dR
dt
= R
 0 −u3 0u3 0 −u1
0 u1 0
 , min
u(.)
T∫
0
(I1u
2
1(t) + I3u
2
3(t))dt
with the corresponding boundary conditions.
This defines a left-invariant SR-problem on SO(3) depending upon the pa-
rameter k2 = I1/I3. Upon an appropriate limit process I2 → +∞, this is related
to the Euler-Poinsot rigid body motion [3] :
dR
dt
= R
 0 −u3 u2u3 0 −u1
−u2 u1 0
 , min
u(.)
T∫
0
(I1u
2
1(t) + I2u
2
2(t) + I3u
2
3(t))dt
which is well-known model for left-invariant metrics on SO(3), depending on
two parameters e.g. the ratios I2/I1, I3/I1. Two special cases are :
• The bi-invariant case I1 = I2 = I3 where the geodesics are the rotations
of SO(3).
• The case of revolution where I1 = I3.
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B.3.2 Extremal equations and Integration
The optimal solutions to our problem can be parametrized by the Pontryagin
Maximum Principle [30], and thanks to the explicit formula given in [20], the
solutions can be computed in both the Riemannian and the sub-Riemannian
cases using elliptic functions.
We introduce :
A1 =
0 0 00 0 −1
0 1 0
 , A2 =
 0 0 10 0 0
−1 0 0
 , A3 =
0 −1 01 0 0
0 0 0

that satisfy the Lie brackets relations :
[A1, A2] = −A3, [A1, A3] = A2, [A2, A3] = −A1.
Consider now the following optimal control problem on SO(3) :
dR
dt
=
3∑
i=1
ui ~Ai(R), min
u(.)
1
2
T∫
0
3∑
i=1
Iiu
2
i (t)dt
where the Ii’s are the principal momenta of inertia of the body. The extremal
equation will be derived using appropriate coordinates. Let λ be an element of
T ∗RSO(3) and denote Hi = λ( ~Ai(R)), i = 1, 2, 3 the symplectic lift on the vector
fields ~Ai. The pseudo-Hamiltonian associated to the problem takes the form :
H =
3∑
i=1
uiHi − 1
2
3∑
i=1
Iiu
2
i .
The extremal control is computed using the relation
∂H
∂ui
= 0, and we obtain
ui =
Hi
Ii
i = 1, 2, 3.
Plugging this expression for the ui into H, we get the Hamiltonian :
Hn =
1
2
(H21
I1
+
H22
I2
+
H23
I3
)
The SR-case is obtained by setting u2 = 0 which corresponds to take I2 → +∞,
and leads to the Hamiltonian :
Hn =
1
2
(H21
I1
+
H23
I3
)
.
The evolution of the vector H = (H1, H2, H3) is given by the Euler equation :
dHi
dt
= dHi( ~Hn) = {Hi, Hn}
where {,} denotes the Poisson bracket. Using the relation between Poisson and
Lie brackets : {Hi, Hj} = λ([Ai, Aj ]), we obtain the Euler-equation :
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• Riemannian case
dH1
dt
= H2H3(
1
I3
− 1
I2
),
dH2
dt
= H1H3(
1
I1
− 1
I3
),
dH3
dt
= H1H2(
1
I2
− 1
I1
).
(B.2)
• SR-case (I2 → +∞)
dH1
dt
=
H2H3
I3
,
dH2
dt
= H1H3(
1
I1
− 1
I3
),
dH3
dt
= −H1H2
I1
. (B.3)
The extremals equations are a classical example of (super) integrable system
which is a consequence of the following proposition [20].
Proposition B.1. For each invariant Hamiltonian Hn on SO(3), the extremal
system is integrable by quadratures using the four first-integrals : the Hamilto-
nian Hn and the Hamiltonian lifts of the right-invariant vector fields AiR.
To provide details on the quadratures we introduce the following.
Distinguished chart
Each element R ∈ SO(3) is represented on a chart U by the following element
(r,Φ1) of S
2 × S1 where :
• r is the third row of the matrix R,
• Φ1, Φ2, Φ3 are the Euler-angles computed with the convention :
R = exp(Φ1A3) ◦ exp(Φ2A2) ◦ exp(Φ3A3). (B.4)
Useful formulas
We recall the following :
Hamiltonian using Euler-angles. Expressed in terms of the Euler angles
the Hamiltonian for the Euler Poinsot rigid body motion takes the form :
Hn =
1
2I1
(
p2 sin Φ3 − cos Φ3
sin Φ2
(p1 − p3 cos Φ2)
)2
+
1
2I3
p23
+
1
2I2
(
p2 cos Φ3 +
sin Φ3
sin Φ2
(p1 − p3 cos Φ2)
)2
where pi is the canonical impulse associated to Φi, i = 1, 2, 3. Observe that Φ1
is a cyclic variable. As previously, the SR-case is obtained by taking I2 → +∞ .
In both cases we have the following crucial proposition [20].
Proposition B.2.
• The angles Φ2 and Φ3 can be obtained from the relations :
H1 = −|H| sin Φ2 cos Φ3, H2 = |H| sin Φ2 sin Φ3, H3 = |H| cos Φ2
• We have, with r = (r1, r2, r3) ∈ S2 (third row of R) :
r1 = − sin Φ2 cos Φ3 = H1|H| , r2 = sin Φ2 sin Φ3 =
H2
|H| , r3 = cos Φ2 =
H3
|H|
65
Chapitre B : Integrability For Ising 3-Spins Chains
While the Euler equation can be integrated using Hn and the Casimir func-
tion G2 = H21 +H
2
2 +H
2
3 , the angle Φ1 can be computed by quadrature using
[20].
Proposition B.3. In the invariant case, Φ1 is solution of the equation
dΦ1
dt
= |H|H1
∂Hn
∂H1
+H2
∂Hn
∂H2
H21 +H
2
2
This leads to an uniform integration procedure in the invariant case using
elliptic functions that we detail in the SR-case.
Integration of the Euler equation in the SR-case
We fix the level set for the Hamiltonian Hn =
1
2
(
H21
I1
+
H23
I3
)
= 12 , and we
introduce the angle β as follows :
cosβ =
H1√
I1
, sinβ =
H3√
I3
.
Using the Euler equation, we deduce that β is solution of the pendulum equa-
tion :
β¨ =
1
2
sin 2β
(I1 − I3
I1I3
)
.
We introduce ν = 2β, and we obtain the equation :
ν˙2 + 2
I1 − I3
I1I3
cos ν = C
We can assume I3 > I1 and I3 = 1 and use [24]. We define
ω2 =
I3 − I1
I1I3
> 0,
and according to the constant C we have two types of generic solutions.
• Oscillating solutions
sinβ = m sn(ωt,m)
cosβ = dn(ωt,m)
where m is the modulus defined by C and we denote 4K(m) the period of
sn,
K(m) =
pi/2∫
0
dΦ√
1−m2 sin2 Φ
and the control is given by :
u1 =
H1
I1
, u3 =
H3
I3
• Rotating solutions we have :
sinβ = sn(ωt/m,m)
cosβ = cn(ωt/m,m)
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We can deduce the following proposition.
Proposition B.4. Setting ω2 = 1k2 −1, the components of the control are given
by :
• In the oscillating case :
u1 =
1
k
dn(ωt,m), u3 = m sn(ωt,m)
• In the rotating case :
u1 = k cn(ωt/m,m), u3 = sn(ωt/m,m)
To compute Φ1, we need the elliptic integral of the third kind
Π(u, a, k) =
u∫
0
dt
(1− at2)√1− t2√1− k2t2
See [24] for the result in the Riemannian case and [9] in the SR-case.
B.4 Direct integration on S2 using Liouville theory
B.4.1 2D-Riemannian metrics whose geodesics flows are
integrable by mean of linear and quadratic integrals
in momenta
We first recall some results from [6, 7].
Linear Case
Let g be a real analytic Riemannian metric g(x, y) = a(x, y)dx2+c(x, y)dy2+
2b(x, y)dxdy on a surface M and assume that the extremal flow possesses a non
zero linear (in momenta) integral F . Then, there exists local coordinates u and
v in which the metric has the polar form du2 +m(u)dv2 and pv is a first integral
(Clairaut relation). This case is called the case of revolution.
Liouville case
If the metric g admits an additional first integral F quadratic in momenta,
the surface M is called a Liouville surface. This case is more intricate, and
we present in details the algorithm to compute a normal form to integrate the
extremal flow. First, we introduce isothermal coordinates (x, y) such that the
metric takes the form :
g = λ(x, y)(dx2 + dy2).
If we denote px, py the adjoint variables, the first integral is given by :
F = b1(x, y)p
2
x + 2b2(x, y)pxpy + b3(x, y)p
2
y,
where the functions bi(x, y) are analytic. Let us now consider the function
R(z) = b1 − b3 + 2ib2, z = x+ iy.
67
Chapitre B : Integrability For Ising 3-Spins Chains
According to [6] this mapping R is holomorphic.
Every diffeomorphism x = ϕ(u, v), y = ψ(u, v) which preserves the isother-
mal form and the orientation satisfies the Cauchy-Riemann relations :
ϕu = ψv, ϕv = −ψu
and the mapping
φ : w = u+ iu→ z = x+ iy
is holomorphic. We denote D = (ϕuψv−ψuϕv)−1 = (ϕ2u+ψ2u)−1, and we have :
px = D(puψv − pvψu), py = D(−puϕv + pvϕu)−1.
Expressing F using the (u, v) coordinates, we obtain :
F (u, v) = p2ub
′2
1 (u, v) + 2pupvb
′
2(u, v) + p
2
vb
′
3(u, v).
An easy computation provides :
S = (b′1−b′3+2ib′2) = D2(ϕu−iψu)2(b1−b3+2ib2) = (ϕu+iψu)−2(b1−b3+2ib2),
where φ′ = (ϕu + iψu). We choose the change of coordinates such that S = 1.
Hence, we must solve the equation
ϕu + iψu =
√
R(z). (B.5)
In the new coordinates, the metric takes the the Liouville normal form
g(u, v) = (f(u) + g(v))(du2 + dv2).
To integrate, we use [7], Theorem 6.5.
Theorem B.1.
• The equations of the extremals for the Liouville metric can be written as :
du
dv
= ±
√
f(u) + a√
g(v)− a .
• The extremals themselves are defined by the relation :∫
du√
f(u) + a
±
∫
dv√
g(v)− a = c.
B.4.2 Computations of the Liouville normal form
The Hamiltonian can be written as :
H = H0 + k
∗H ′2, k∗ = k2 − 1,
where H0 is the Hamiltonian of the Grushin case (k = 1) :
H0 =
1
2
(p2ϕ + p
2
θcotan
2ϕ)
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and
H ′ = pϕ cos θ − pθcotanϕ sin θ.
We can interpret S2 as the homogeneous space SO(3)/SO(2) where SO(2) is the
Lie subgroup leaving e3 invariant. In this interpretation, the Casimir function
|G|2 = H21 +H22 +H23 corresponds to the bi-invariant case. On the homogeneous
space, this defines the round sphere with constant curvature +1 whose metric
in spherical coordinates takes the form :
g = dϕ2 + sin2 ϕdθ2
and corresponds to the Hamiltonian :
F = p2ϕ +
p2θ
sin2 ϕ
.
A direct computation provides the following proposition.
Proposition B.5. We have :
{H0, F} = {H ′, F} = 0
which implies that {H,F} = 0 for each k∗.
Integration in the Grushin case
This situation corresponds to a case of revolution and the integration is
standard. The metric is already in the polar form and in our problem it is
interesting to interpret the Grushin case as a deformation of the round case
using the following homotopy :
gλ = dϕ
2 +mλ(ϕ)dθ
2,
where mλ(ϕ) = sin
2 ϕ/(1 − λ sin2 ϕ), λ ∈ [0, 1]. Indeed, it allows us to use the
geometric framework developed in [8].
Except for the meridian solutions, the ϕ−variable is T -periodic and denoting
ψ = pi2 − ϕ, the evolution of ψ is given by :(dψ
dt
)2
=
cos2 ψ − p2θ(1− λ cos2 ψ)
cos2 ψ
.
We denote X = sinψ and X+ and X− the positive and negative roots of :
1 + p2θ(λ− 1) = X2(1 + λp2θ).
Introducing Y as X = X+Y , we have the following proposition.
Proposition B.6.
1. The period is given by :
T (pθ) =
2pi√
1 + λp2θ
.
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2. The ψ-variable in the normalized coordinates is given by :
arcsinY (t) = (1 + λp2θ)
1/2t.
The θ-variable is integrated using :
dθ
dt
= pθ
1− λ(1− sin2 ψ)
1− sin2 ψ
and we get
θ(t) =
pθ√
1 + λp2θ
√
1−X2+
arctan
(√
1−X2+ tan
(
t
√
1 + λp2θ
))− λpθt.
Integration k 6= 1
The metric is
g = λ(x, y)(dx2 + dy2),
where λ(x, y) =
1
r22
=
1
1− x2 − y2/k2 and the dual variables are related by
pϕ = cosϕ(px cos θ + kpy sin θ), pθ = sinϕ(−px sin θ + kpy cos θ).
Moreover :
cosϕ =
√
1− x2 − y2/k2 sinϕ =
√
x2 + y2/k2
cos θ =
x√
x2 + y2/k2
sin θ =
y√
x2 + y2/k2
Hence in the isothermal coordinates (x, y) :
F = (1− x2)p2x − 2xypxpy + (k2 − y2)p2y
and using the notation of section 4.1.2, one has :
R(z) = 1− k2 − z2
The solution of (B.5) is
w = Φ(z) = arctan
z√
1− k2 − z2 + C
Hence
tanw =
z√
1− k2 − z2 ⇒ z
2 = (1− k2) sin2 w.
Case k<1 We take
z =
√
1− k2 sinω x =
√
1− k2 sinu cosh v y =
√
1− k2 cosu sinh v.
The dual variables are given by :
px =
pu cosu cosh v + pv sinu sinh v√
1− k2(cos2 u+ sinh2 v) , py =
pv cosu cosh v − pu sinu sinh v√
1− k2(cos2 u+ sinh2 v)
Hence we have
F = (c+ 1)p2u + cp
2
v c =
(k2 − 1) sinh2 v + k2
(1− k2)(cos2 u sinh2 v)
Therefore we have the following proposition :
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Proposition B.7. In the case k < 1, the Liouville form is given by :
f(u) =
2k2
−1− k2 + (k2 − 1) cos 2u g(v) =
2k2
1 + k2 + (k2 − 1) cosh 2v
Case k>1 Similarly using z = i
√
k2 − 1 sinw, we get :
f(u) = − 2k
2
1 + k2 + (k2 − 1) cos 2u g(v) = −
2k2
−1− k2 + (k2 − 1) cosh 2v
In both cases, the integration of the geodesics using Theorem B.1 gives us
elliptic integrals.
B.5 Algebraic techniques
In this section we present the techniques to integrate the equations using
differential Galois techniques, see [4, 27] for an introduction.
B.5.1 Step 1 : Computation of the control
To illustrate the techniques it is sufficient to consider one case. Hence for
simplicity we assume the following normalizations : I3 = 1 and I1 > I3.
The components of the control are given in proposition B.4.
B.5.2 Step 2 : Computation of the position
One must integrate the time depending linear equation :
d
dt
r1r2
r3
 =
 0 u3 0−u3 0 u1
0 −u1 0
r1r2
r3
 (B.6)
There are two possible controls
u3 = m sn(ωt,m), u1 = k
−1dn(ωt,m), (B.7)
u3 = sn(ωt/m,m), u1 = k
−1cn(ωt/m,m), (B.8)
We first begin with the controls (B.7). This is a system of differential equa-
tions, and its coefficients belong to the function field K = C(sn(ωt,m),
cn(ωt,m),dn(ωt,m)). This field is a differential field, i.e. for any f ∈ K, ∂tf ∈
K. Let us consider the resolvent matrix of equation (B.6), and the differential
field extension L = K(a1,1, . . . , a3,3) generated by the entries of the resolvent
matrix.
Definition B.1. See ([34],1.42) We call L the Picard-Vessiot field of equa-
tion (B.6). We say that equation (B.6) is solvable if there exist a tower of field
extensions K0 = K ⊂ K1 ⊂ · · · ⊂ Kn = L such that for all i = 0 . . . n− 1
– Ki+1 = Ki(a) where a is algebraic over Ki.
– Ki+1 = Ki(a) where ∂ta ∈ Ki.
– Ki+1 = Ki(a) where
∂ta
a ∈ Ki.
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The Galois group of equation (B.6) is the group of differential automorphisms
of L stabilizing K, i.e. automorphisms σ of L such that ∂tσ = σ∂t and σ|K = id,
see ([34],1.25,1.26,1.27) for details.
Proposition B.8. The Galois group G of equation (B.6) is isomorphic to a Lie
subgroup of GL3(C). The equation (B.6) is solvable if and only if G is virtually
solvable, i.e. its identity component is solvable.
Until now, all these concepts are theoretical. But we can classify all Lie
subgroup ofGL3(C) and make some test to know if the Galois group is a virtually
solvable one, this has been done in all generality for third order operators in [33].
The first thing to notice is that equation (B.6) conserves the Euclidean norm.
Indeed, r21 + r
2
2 + r
2
3 is constant because the matrix associated to the differential
system (B.6) is in so(3). So the Galois group G is in fact a subgroup of the
(complex) group SO3(C).
The Lie subgroups of SO3(C) are well known. All strict subgroups of SO3(C)
are finite or stabilize one axis. So the Galois group is either finite, either a finite
extension of SO2(C), or SO3(C). All these groups are virtually solvable, except
the last one SO3(C) which is simple. So, if we want to try to solve this equation,
the first thing to do is to know if G stabilize one axis.
Theorem B.2. If m /∈ {−1, 0, 1}, k /∈ {−1, 1}, m2k2 − k2 −m2 6= 0 then the
Galois group of equation (B.6) with controls (B.7) is isomorphic to C∗.
De´monstration. We begin by a variable change z = sn(wt,m). The system now
becomes
w
√
1− z2
√
1−m2z2r′ =
 0 mz 0−mz 0 k−1√1−m2z2
0 −k−1√1−m2z2 0
 r
The coefficients are now in K0 = C(
√
1− z2,√1−m2z2), which is an algebraic
field and so will be easier to manipulate. We denote abusively again L the Picard
Vessiot field of this system. We now use the cyclic vector method to build a third
order differential equation for which r1 is solution : for any i ∈ N, ∂itr1 is a linear
form in r1, r2, r3. Thus these linear forms for i = 0 . . . 3 are not independent. So
there exist a linear combination of ∂itr1, i = 0 . . . 3 equal to zero. The relation
between these linear forms gives a differential equation for r1(z) (taking into
account the relation between parameters w2 = 1/k2 − 1)
z2(k2 − 1)(m2z2 − 1)(m2z4 −m2z2 − z2 + 1)r′′′1 +
z(3m4z6 − 4m2z4 − 2m2z2 + z2 + 2)(k2 − 1)r′′1 +
(−k2m2z4 + 3k2m2z2 − 3m2z2 − 2k2 + z2 + 2)r′1 + k2m2z3r1 = 0
(B.9)
Let us remark the following
• We can express r2, r3 as linear combinations in K0 of derivatives of r1.
Thus L is generated by the solutions of (B.9) and their derivatives. So L
is also the Picard Vessiot field of equation (B.9).
• The equation (B.9) has now rational coefficients due to simplifications.
The relation w2 = 1/k2 − 1 allowed to only use the parameters m, k.
72
B.5 Algebraic techniques
Now the expsols routine of package DEtools of Maple find r1(z) =
√
1−m2z2
as solution (which is dn before the variable change). So there is a solution in
K0, and this implies that the Galois group stabilize an axis (and is equal to
id on this axis). So we already know that the Galois group is a subgroup of
O2(C), and thus that our equation is solvable. We can now reduce the order
of the equation, posing r1(z) =
√
1−m2z2 ∫ f(z)dz. We obtain a second order
differential equation, on which we use the Kovacic algorithm [23] to obtain the
solutions for r1 :
r1(z) =
√
1−m2z2
(
c1+
c2
∫
z
m
√
k2m2 +m2z2 − k2 −m2
(1−m2z2)3(1− z2) e
∫ k√k2m2−k2−m2√(1−z2)(1−m2z2)√
1−k2(z2−1)(k2m2+m2z2−k2−m2)
dz
dz+
c3
∫
z
m
√
k2m2 +m2z2 − k2 −m2
(1−m2z2)3(1− z2) e
− ∫ k√k2m2−k2−m2√(1−z2)(1−m2z2)√
1−k2(z2−1)(k2m2+m2z2−k2−m2)
dz
dz
)
(B.10)
This implies that the integral∫ √
(1− z2)(1−m2z2)
(z2 − 1)(k2m2 +m2z2 − k2 −m2)dz
belongs to L. This is an integral over an element of K0, and this integral is an
elliptic integral, [24]. So it does not belong to K0, and thus the Galois group G
is of dimension at least 1. Now the only two remaining possibilities for G are
SO2(C) ' C∗ or O2(C). In the first case, the Galois group would be connected,
and so no algebraic extensions would be necessary to express the solutions. This
is indeed the case, as we can put the square root
√
k2m2 +m2z2 − k2 −m2
inside the integral in the exponential. So expressing the solutions only uses an
exponential integral of an element of K0. So G ' C∗.
Remark that the Galois group we computed is over the base field K0. Ho-
wever, the third order differential equation for r1 has rational coefficients. So it
makes sense to compute the Galois group over C(z). Over C(z),√
(1− z2)(1−m2z2) is an extension of degree 2, and so the Galois group is
G ' D∞ = O2(C).
B.5.3 Step 3 Simplifications of the solution
This expression is Liouvillian (finitely many integrals, exponentials and al-
gebraic extensions), but is not the optimal one. Indeed, the Galois group has
dimension one. This suggests that only one integral symbol should be necessary
to write the solution. So a simple expression with no iterated integrals exists.
Let us find it. As the Galois group over C(z) is D∞, there exists a basis of
solutions of the form
Rt1(z) = c1
√
1−m2z2 + c2Fe
∫ √
Gdz + c3Fe
− ∫ √Gdz (B.11)
with F ′/F,G ∈ C(z). We first compute the symmetric power 2 of equation
(B.9), i.e. the linear differential equation whose solutions are the products of
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two solutions of equation (B.9). We remark that this symmetric power should
have F 2 in its space of solutions. We only have to compute the vector space of
hyperexponential solutions to find “candidates” for F . The solutions are α+βz2.
Thus F should be of the form F =
√
α+ βz2.
We can now inject Fe
∫ √
Gdz in equation (B.9). This produces a large non
linear differential equation in G(z). But
√
G(z) also appears in the equation,
and we can act the multivaluation of the square root
√
G(z) −→ −√G(z). This
gives us another equation, and after simplification, we manage to obtain a linear
equation for G
2(6αm2z6 − 3αm2z4 + 3βm2z4 − 4αz4 + αz2 − βz2 − 2β)(m2z2 − 1)(k2 − 1)G(z)
+ 3z(m2z2 − 1)2(αz2 + β)(z2 − 1)(k2 − 1)G′(z)+
2z2(αz2 + β)−2(βm2 + α)(3α2k2m2z4 + 3αβk2m2z4 − 3α2m2z4 − 3αβm2z4−
2α2k2z2 + α2z4 − 2αβk2z2 + 2α2z2 + αβk2 + 4αβz2 + β2k2 − αβ) = 0
(B.12)
Solving this equation with dsolve, we obtain only one solution in C(z)
G(z) = z2
(αk2 + αz2 + βk2 − α)(βm2 + α)
(αz2 + β)2(m2z2 − 1)(k2 − 1)(z2 − 1)
Injecting this in the original non linear equation gives
(m2z2 − 1)2(αz2 + β)4(αk2 + βk2 − α)
zm2(αk2 + αz2 + βk2 − α)2) = 0
Thus αk2 +βk2−α = 0. Thus with α = k2, β = 1− k2 the equation is satisfied.
So the solutions for r1 are
r1 =c1
√
1−m2z2 + c2
√
k2z2 + 1− k2e
∫
z2k
k2z2−k2+1
√
m2k2−k2−m2
(1−k2)(1−m2z2)(1−z2)dz
+ c3
√
k2z2 + 1− k2e−
∫
z2k
k2z2−k2+1
√
m2k2−k2−m2
(1−k2)(1−m2z2)(1−z2)dz
(B.13)
To conclude, let us do the same for the second equation.
Theorem B.3. If m /∈ {−1, 0, 1}, k /∈ {−1, 1}, m2k2 − k2 − 1 6= 0 then the
Galois group of equation (B.6) with controls (B.8) is isomorphic to C∗.
De´monstration. The proof is similar to the previous one for controls (B.7).
We produce a third order differential equation for r1. This time, the expsols
routine finds
√
1− z2. Again, we search solutions under the form c1
√
1− z2 +
c2Fe
∫ √
Gdz + c3Fe
− ∫ √Gdz, and we find
r1 =c1
√
1− z2 + c2
√
k2m2z2 + 1− k2e
∫
z2km2
k2m2z2−k2+1
√
k2m2−k2+1
(k2−1)(1−z2)(1−m2z2)dz
+ c3
√
k2m2z2 + 1− k2e−
∫
z2km2
k2m2z2−k2+1
√
k2m2−k2+1
(k2−1)(1−z2)(1−m2z2)dz
(B.14)
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B.5.4 Step 4 Special values
For some special values ofm, k, the Galois group simplifies. These exceptional
parameter values can be seen as singularities or confluences on the formula of
r1. Let us make an analysis for controls (B.7) (the other one is similar).
The main case appear when the integral in the exponential identically va-
nishes, i.e. k2m2− k2−m2 = 0. There is one singularity for k = 0, but which is
present in the original system and so is excluded. The other problematic cases
are confluences : The elliptic integral simplifies, and it is no longer guaranteed
that the exponential of it is transcendental. These are the cases k2 = 1 and
m2 = 1.
Proposition B.9. Let E = {±√1− s2, s ∈ Q}. The Galois group of (B.6)
over K0 is
– id if k2 = 1.
– C∗ if m2 = 1, 1/k /∈ E.
– C∗ if m = 0, k /∈ E.
– Z/nZ if m2 = 1, 1/k ∈ E.
– Z/nZ if m = 0, k ∈ E.
– C+ if k2m2 − k2 − m2 = 0 and
k2 6= 1.
– C∗ in other cases.
De´monstration. For k2m2− k2−m2 = 0, the solutions can be obtained using a
limiting process noting k2m2 − k2 −m2 =  and making a series expansion in 
√
k2z2 − k2 + 1,
√
k2z2 − k2 + 1
∫
z2√
1− z2(k2z2 − k2 + 1)3/2 dz
√
k2z2 − k2 + 1
((∫
z2√
1− z2(k2z2 − k2 + 1)3/2 dz
)2
+
k2 − 1
k4(k2z2 − k2 + 1)
)
The Galois group is then additive instead of multiplicative, G ' C+. If k2 = 1,
the equation becomes a first order equation, whose solutions are c1
√
1−m2z2,
so in K0, thus G = id.
If m2 = 1, the dsolve command returns an expression in which the only possibly
transcendental term is ((z−1)/(z+1))
k
2
√
k2−1 . This term is algebraic if and only
if 1/k ∈ E (and so G ' Z/nZ). If m = 0, the integral is no longer elliptic, and
is given by
− 1
2
ln
(√
1− k2 + z√
z2 − 1
)
+
1
2
ln
(√
1− k2 − z√
z2 − 1
)
+
1√
1− k2 ln
(
z +
√
z2 − 1)
The exponential of this expression is algebraic if and only if k ∈ E (and so
G ' Z/nZ).
Coming back to the initial variable
The algebraic solution for the controls (B.7) (corresponding to c1 = 1, c2 =
0, c3 = 0) gives
r = (dn(ωt,m),−wm cn(ωt,m),m/k sn(ωt,m))
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The solution for c1 = 0, c2 = 1, c3 = 0 is given by
r1(t) =
√
k2sn(ωt,m)2 + 1− k2e
1
k
√
k2m2−k2−m2
1−k2
(
ωt−Π
(
sn(ωt,m), k
2
k2−1 ,m
))
where Π denotes the elliptic integral of the third kind.
In the special case k2m2−k2−m2 = 0, only an elliptic integral of the second
kind is necessary, and in the even more special case of finite Galois groups, all
the solutions are algebraic in z, and thus are algebraic in cos(ωt), sin(ωt) or
exp(ωt). Note also that with the modulus m ∈]0, 1], k2m2 − k2 −m2 6= 0.
B.6 Conclusion
B.6.1 Comparison of the integrability methods and geo-
metric applications.
Integrability methods
Euler angles and proposition 2 lead to compute the third row of the matrix
R(t) ∈ SO(3) using Jacobi elliptic functions (solutions of the pendulum equa-
tion) and a further quadrature gives the elliptic integral Π to parametrize the
angle Φ1 (the formulas (B.4) gives exponential). The computations of all the
rows solutions of the matrix R(t) is associated to the computation of the Picard
Vessiot extension. The method of section 5 consists in reducing the computation
to a third order linear differential equation which is reparametrized using Jacobi
elliptic functions to produce a specific algebraic solution corresponding to the
third row of the matrix. Using this specific solution the third order equation
is reduced to a second order equation which is solved using Kovacic algorithm.
Concerning Liouville approach and theorem 4.1 the explicit computations of the
integral
∫
(f(u)+a)−1/2du and
∫
(g(v)−a)−1/2dv superposes the Jacobi elliptic
functions and the elliptic integral of the third kind.
Geometric applications
The geometric applications on the computations are the following. The Liou-
ville approach is used to determine the conjugate and cut loci which is achieved
in the next section. The Picard Vessiot extension is an important step to com-
pute the conjugate and cut loci for the SR-invariant metrics on SO(3).
B.6.2 Optimality problem
Our work is a preliminary study to a complete analysis of the optimality
problem which can be handled using the technical framework introduced in
Annexe A combining geometric analysis and numerical simulations.
We use the following concepts. On the almost-Riemannian surface (M, g),
the cut point along a geometric curve γ, projection of an extremal solution of the
Maximum Principle, emanating from q0 ∈ M is the first point where it ceases
to be minimizing and we denote Ccut(q0) the set of such points forming the cut
locus. The first conjugate point is the point where it ceases to be minimizing
among the set of geodesics C1-close to γ emanating from q0 and we denote C(q0)
the set of such points, forming the conjugate locus.
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The computations of the conjugate and cut loci on surfaces is a very difficult
problem and only recently [18] was proved the Jacobi conjecture : the conjugate
locus of a non-umbilical point on ellipsoids has exactly four cusps. A consequence
being that the cut locus is a segment. Also in [19] the result was extended to
a wider class of Liouville surfaces which possess such simple cut and conjugate
loci.
To generalize such computations in our case we can use two different tech-
niques. First of all, we can make an explicit computations of the conjugate loci
using our extremal parametrization or numerical simulations (Annexe A). Se-
condly we can try to relate the simple structure of the conjugate loci to some
monotonicity properties of Gaussian curvature or parametrized integrals related
to extremals.
Also in our case, one must take into account the existence of equatorial
Grushin singularities of the metric.
We briefly present the method to determine the conjugate and cut loci of an
one parameter family of Liouville metrics.
First, we have the following lemma.
Lemma B.1. The family of metrics g depending upon the parameter k have a
discrete symmetry group generated by the two reflexions : H(ϕ, pϕ)) = H(pi −
ϕ,−pϕ) (reflexion with respect to the equator) and H(θ, pθ) = H(−θ,−pθ) (re-
flexion with respect to the meridian).
The next step is to use the Grushin singularity resolution described in [8].
(This result is valid for every k.)
Proposition B.10. Near the equator point q0 identified to 0, the conjugate and
cut loci for the metric restricted to a neighborhood of 0 can be computed using
the local model : dx2+ dy
2
x2 where x = 0 is the equator. The cut locus is a segment
[−, ] minus 0 while the conjugate locus is formed by four symmetric curves of
the form x = cy2, minus 0, and tangential to the meridian identified to θ0 = 0.
Note in particular that this computation allows to determine by continuation
the conjugate and cut loci at an equatorial point. In particular we have, see also
[11] for a similar result.
Proposition B.11. For every k, the cut locus of an equatorial point is the
equator minus this point.
De´monstration. A simple computation shows that the Gaussian curvature in
each hemisphere is strictly negative. Hence there is no conjugate point for a
geodesic starting from the equatorial point before returning to the equator.
Due to the reflectional symmetry with respect to the equator two geodesics
starting from an equatorial point intersect with same length when returning to
the equator. This proves the result.
Finally, the simple structure of the conjugate and cut loci in the Grushin
case is well known. Roughly spoken it can be simply deduced from the convexity
of the period mapping pθ → T (pθ) = 2pi√
1+p2θ
given in proposition B.6, see [8].
Proposition B.12. In the Grushin case we have :
• The cut and conjugate loci of a pole is the antipodal point.
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• The cut locus of an equatorial point q0 is the whole equator minus this
point, while the conjugate locus has a double heart shape, with four meri-
dional singularities, two at q0 and two cusps on the opposite meridian.
• The conjugate locus of a point not a pole nor on the equator has only four
cusps and the cut locus is a simple segment on the antipodal parallel.
The problem is to generalize this simple description to the case k 6= 1. This
is the analog on the ellipsoid to generalize the oblate case of revolution to a
general ellipsoid.
From the theoretical point of view the main steps are the following :
Step 1 : Liouville metrics on the sphere are classified using different notions of
equivalence (Liouville equivalence, equivalence of geodesic flow or isometry
of the metrics) see [7] and the relation between the case of ellipsoids and
Euler-Poinsot rigid body motion is well understood.
Step 2 : The characterization of the metrics on the sphere satisfying the Jacobi
conjecture on the ellipsoids : ”The conjugate locus of a generic point has
only four cusps and the cut locus is a segment” is the object of intense
research activities [18, 19] but the verification of the conditions is always
a complicated task even in the case of revolution.
Due to this difficulty we adopt here a different point of view coming from (An-
nexe A) applied to the case of spins and to be compared to a similar analysis
on the ellipsoid.
Geometric framework
Ellipsoids The general case is obtained by gluing the oblate and prolate cases
and the conjugate and cut loci are numerically determined using this analysis.
For a non umbilical point the conjugate locus has four cusps and the cut locus
is a segment. For an umbilical point they shrink to a single point.
Spin case The sphere is interpreted by gluing the two hemispheres at the
equator associated to the Grushin singularity of the metric.
The Grushin case k = 1 is described in Proposition B.12 and corresponds to
the oblate case for an ellipsoid (outside the equator).
For the case k 6= 1 the first step is to compute the set η of points where the
first integral F is proportional to the Hamiltonian H. For a general ellipsoid we
have #η = 4 and such points are umbilical points. In the spin cases we have
again #η = 4, those points being solutions of R(z) = 0.
We represent on fig.B1 such points in each hemisphere in relation with the
level sets of the Liouville coordinates.
Numerically we evaluate the conjugate and cut loci of a point in η which
shrinks into a single point, see fig.B2.
We compute numerically the conjugate and cut loci of a point not on the
equator nor in η. It is represented on fig.B3 confirming the simple structure of
the conjugate and cut loci.
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Figure B.1 – Level sets of Liouville coordinates and the two points of η on the
north hemisphere. (Projection on the (x,y)-plane.)
th2 th2+pi/2 th2*
0
ph2
pi/2
ph2*
pi
Figure B.2 – Conjugate and cut loci of a point in η. (Spherical coordinates.)
Here we use the value k = 1.2.
th0−pi th0 th0+pi
0
pi/2
pi
theta
ph
i
Figure B.3 – Conjugate and cut loci of a generic point. (Spherical coordinates.)
We set k = 1.1 and we start from (pi/4, pi/4).
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B.6.3 Link with conjugate and cut loci computation for
an invariant Riemannian on sub-Riemannian me-
trics on SO(3).
Note also that a side effect of our computations is a first step towards the
computation of conjugate and cut loci for the metrics on SO(3), which is an
important challenge. Also it can be generalized to the case of simple groups of
dimension 3.
B.6.4 Extension to the case of 4 spins
In this case, we introduce the coordinates x1 = 〈I1x〉, x2 = 〈2I1yI2z〉, x3 =
〈2I1yI2x〉, x4 = 〈4I1yI2yI3z〉, x5 = 〈4I1yI2yI3x〉, x6 = 〈8I1yI2yI3yI4z〉, and the
vector X = (x1, . . . , x6)
>.
Controlling the two spins 2 and 3, one gets the system :
dX
dt
=

0 −1 0 0 0 0
1 0 −u 0 0 0
0 u 0 −k3 0 0
0 0 k3 0 −v 0
0 0 0 v 0 −k5
0 0 0 0 k5 0
X
where k3 =
J23
J12
, k5 =
J34
J12
.
Using the notations :
x1 = r1, x2 = r2 cosα2, x3 = r2 sinα2,
x4 = r3 cosα3, x5 = r3 sinα3, x6 = r4.
We get the system
dr
dt
= u1

−r2
r1
0
0
+ k3u2

0
−r3
r2
0
+ k5u3

0
0
−r4
r3

with
u1 = cosα2, u2 = sinα2 cosα3, u3 = sinα3.
From the control parametrization, the control set is the surface M = {u21 +
u22 + u
2
3 − u21u23 = 1}. The control constraint can be written :
v
(
r,
dr
dt
)
= g2
(
r,
dr
dt
)
+ g4
(
r,
dr
dt
)
= 1
with g2, g4 respectively quadratic and quartic with respect to the speed.
The optimal control problem is a time minimal transfer. The candidate as
minimizers can be computed using the maximum principle. One can observe
that the optimal problem is not a SR-problem unless we consider small controls
and the control constraints can be approximated with g4 = 0. In this case
the problem is associated to an invariant SR-problem on SO(4). An interesting
question in this context is to generalize the integrability issues.
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Dans cette the`se, nous avons utilise´ des me´thodes a` la fois ge´ome´triques,
nume´riques et d’inte´gration pour e´tudier le flot ge´ode´sique et la caustique de
me´triques riemanniennes ou pseudo-riemanniennes sur la sphe`re S2.
Les me´thodes ont premie`rement e´te´ e´prouve´es sur des cas pre´sentant beau-
coup de syme´tries ou bien connus afin de simplifier le proble`me qui est en ge´ne´ral
complexe. Il en re´sulte une caracte´risation tre`s pre´cise du lieu de coupure et du
lieu conjugue´ dans le cas de l’ellipso¨ıde de re´volution, et qui se retrouve au sein
du cas ge´ne´ral.
La contribution principale de ce travail est l’e´tude d’une famille de me´triques
pseudo-riemanniennes issue du controˆle quantique. Le cas particulier bien connu
de Grushin a e´te´ identifie´, et le cas plus simple partant de l’e´quateur est e´tudie´
lors d’une premie`re approche. Dans le cas ge´ne´ral, on a vu qu’il posse`de une
deuxie`me inte´grale premie`re quadratique, que l’on a utilise´e pour trouver la
forme normale de Liouville de la me´trique et on a inte´gre´ les e´quations des
ge´ode´siques a` l’aide d’inte´grales elliptiques. Une e´tude nume´rique du proble`me
nous porte a` croire que la me´trique ve´rifie la conjecture de Jacobi. Une e´tude
plus pousse´e du comportement des ge´ode´siques en s’inspirant du travail de Itoh
et Kiyohara sur les surfaces de Liouville permettrait probablement d’e´tablir ce
dernier re´sultat.
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