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A common task when analysing dynamical systems is the determination of normal forms near local bifurcations
of equilibria. As most of these normal forms have been classified and analysed, finding which particular class
of normal form one encounters in a numerical bifurcation study guides follow-up computations.
This paper builds on normal form algorithms for equilibria of delay differential equations with constant delay
that were developed and implemented in DDE-Biftool recently. We show how one can extend these methods
to delay-differential equations with state-dependent delay (sd-DDEs). Since higher degrees of regularity of
local center manifolds are still open for sd-DDEs, we give an independent (still only partial) argument which
phenomena from the truncated normal must persist in the full sd-DDE. In particular, we show that all
invariant manifolds with a sufficient degree of normal hyperbolicity predicted by the normal form exist also
in the full sd-DDE.
Keywords: delay, state-dependent, local bifurcation theory
Delay-differential equations (DDEs) arise fre-
quently in models where the evolution of the sys-
tem depends also on its values in the past. Typ-
ical examples arise in control (delays in feedback
loops), optics (delayed feedback effects from ex-
ternal light reflections), mechanical engineering
(effects from previous rotations in turning pro-
cesses), or Earth sciences (El Nin˜o caused by de-
layed feedback from waves across oceans).
The typical approach to studying DDEs is to
consider them as a dynamical systems for which
the state is a history segment (in our case on a
bounded history interval). Several mathematical
problems occur when the length of the delay de-
pends on the state of the system, called sd-DDEs.
In this case the state of the dynamical system
at time t does not depend smoothly on its initial
condition. This makes many of the standard tools
of dynamical systems theory inapplicable at first
sight. In particular normal form theory requires
expansion of the right-hand side to higher orders.
This paper demonstrates that normal forms can
still be computed for a general class of sd-DDEs
with discrete delays. We show that the compu-
tational procedure developed by Janssens, Wage,
Bosschaert and Kuznetsov1–4 for DDEs with con-
stant delays can be generalized to sd-DDEs. We
also give a justification for the computed normal
forms, explaining why all normally hyperbolic
manifolds present in the normal form also appear
in the full sd-DDE. The justification is based on
an approach recently taken by Humphries et al5
in a numerical bifurcation study of a prototypical
sd-DDE.
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I. INTRODUCTION
Delay-differential equations (DDEs) are a class of dif-
ferential equations where the derivative at the current
time t may depend on any value of the state in the past.
This paper focusses on those case where the dependence
is on states from a limited time interval [t−τmax, t] in the
past. They are a particularly common and well-studied
subclass of so-called functional-differential equations6,7.
Mathematically, DDEs are dynamical systems with an
infinite-dimensional phase space, since the appropriate
initial value is a prescribed piece of history of the physi-
cal variable on an interval [−τmax, 0]. A typical choice
of phase space is the space of n-dimensional continu-
ous functions on [−τmax, 0], written as C0([−τmax, 0];Rn)
with the maximum norm (short C0). The right-hand side
is given by a functional F : C0 → Rn. An example is
F (u) = −u(−τ) for a fixed τ > 0 and functions u close
to 0 in C0. Then one will write the differential equation
u˙(t) = −u(t− τ) as
u˙(t) = F (ut),
where the subscript t indicates a time-shifted history in-
terval. So, for a function u : [−τmax, T ] → Rn and
t ∈ [0, T ], ut is a function on [−τmax, 0] defined by
ut(θ) = u(t+ θ).
There is mathematically a large difference between
DDEs with constant delays and DDEs with state-
dependent delays. For constant delays, a framework that
poses DDEs as abstract ODE has been developed by Hale
& Verduyn-Lunel6 and Diekmann et al7. In this frame-
work DDEs of the type u˙(t) = F (ut) are smooth dynam-
ical systems on the phase space C0. That is, the time-t
map u0 7→ ut for fixed t, mapping the initial condition
u0 ∈ C0 to the solution ut ∈ C0 at time t, is smooth. The
smoothness of the time-t map follows from the smooth-
ness of the functional F : C0 → Rn.
This is in contrast to the case when the functional
F involves state-dependent delays. We refer to this
2type of DDEs as DDEs with state-dependent delays
(short sd-DDEs). An example is the differential equa-
tion u˙(t) = p − u(t + u(t)) for fixed parameter p, for
which the functional F has the form F : u 7→ p−u(u(0))
(for u close to p and p < 0). The derivative of the
right-hand side F with respect to its argument u is
∂F (u)v = −v(u(0)) − u′(u(0))v(0) if it exists. Thus,
it is undefined for u ∈ C0 that are not differentiable.
This has the consequence that the standard theory from
textbooks6,7 for DDEs is not applicable. The currently
most practical statements (for dynamical systems the-
ory) about the regularity of the time-t map with respect
to its initial value are by Hartung8 and Walther9. They
are much more restricted, achieving at best continuous
differentiability (once) of the time-t map. A review by
Hartung et al from 200610 presents a snapshot of develop-
ments regarding general existence and regularity theory.
Section II B summarizes the most relevant results.
Applications and numerical software In parallel to
developments in the theory of sd-DDEs, computational
tools have been created to help solving practical prob-
lems arising in engineering and science. The review by
Hartung et al10 lists a few classical applications such as
control by echo location11, models for cutting processes
with a finite tool stiffness in directions tangential to the
rotating surface12,13 and the electromagnetic two-body
problem14. Other examples are time-delayed feedback
control where the time-delay is adjusted dynamically15,
and models for granulopoiesis16.
Two common tasks to be performed numerically in
applications are initial-value problem solving (a black-
box solver for sd-DDEs including neutral terms is
RADAR517) and numerical bifurcation analysis. Nu-
merical bifurcation analysis tracks branches of equilibria
(constant solutions of F (u) = 0), periodic orbits (time-
periodic solutions of u˙(t) = F (ut)) and their bifurcations
and linear stability. Equilibria of sd-DDEs are given by
algebraic equations and periodic boundary-value prob-
lems can be reduced to equivalent systems of smooth
algebraic equations18. Thus, numerical computations of
these are feasible in principle and have been implemented
in DDE-Biftool19–21. Its capabilities for sd-DDEs with
discrete delays (as described in Section II A) include:
• continuation of families of equilibria and computa-
tion of their stability (present since version 2.0);
• continuation of codimension-one bifurcations of
equilibria (Hopf bifurcations and saddle-node bi-
furcations, present since version 2.0);
• continuation of periodic orbits in one parameter
and computation of their stability (present since
version 2.0, completed for the class of sd-DDEs with
discrete delays described in Section II A in version
3.0);
• continuation of local codimension-one bifurcations
of periodic orbits (saddle-node bifurcations, pe-
riod doubling bifurcations and torus bifurcations,
present since version 3.0);
Normal forms of local bifurcations This paper gives
the background on how direct normal form computations
for codimension-one and -two bifurcations of equilibria
have been added for sd-DDEs to the general sd-DDE ca-
pabilities. The procedures are based on the correspond-
ing code and work by Kuznetsov, Janssens, Wage and
Bosschaert1–4 for constant-delay DDEs. Section III re-
views these recent developments for constant delays. Ap-
pendix A gives more details.
Normal form computations help classify all generic (up
to codimension two) bifurcations into a finite number of
well-studied cases. Thus, they help the systematic nu-
merical exploration in applications. For example, when
a Hopf bifurcation is detected, one may compute the so-
called Lyapunov coefficient which determines to which
side the periodic orbits branch off from the equilibrium
(that is, whether the Hopf bifurcation is sub- or super-
critical, or, using the terms coined in engineering, safe
or dangerous22). The illustrative example of a linear
position control problem with state-dependent delay in
Section V shows a typical scenario.
Similarly, when following a Hopf bifurcation in two pa-
rameters, one typically encounters crossings with other
Hopf bifurcations (a common scenario for DDEs). At
these so-called Hopf-Hopf interaction points various
branches of secondary bifurcations can be expected de-
pending on the normal form of the Hopf-Hopf interaction.
Humphries et al5 studied bifurcations of a scalar sd-DDE
in detail. They encountered several Hopf-Hopf interac-
tions, derived the normal form on paper, and then fol-
lowed the predicted secondary bifurcations, which turned
out to exist in the expected directions.
Justification of normal form expansion in sd-DDEs
The normal form of most codimension-one and -two bi-
furcations depends on expansion terms of order higher
than one. Expansion to this degree is not immedi-
ately justifiable for sd-DDEs since the time-t map of
sd-DDEs is only continuously differentiable once. For
ordinary differential equations (ODE), there are precise
statements about the relation between the phase por-
traits and their bifurcations in truncated normal forms
and the full dynamical system (they depend on the par-
ticular bifurcation)23,24. To obtain the same statements
for sd-DDEs one needs that local center manifolds near
equilibria are smooth to the degree required for the ex-
pansion terms in the normal form (for example, to third
order for the Hopf bifurcation). A local center mani-
fold near an equilibrium in a (sd-)DDE has the form of
a graph h : Rnc → C0([−τmax, 0];Rn). Here nc is the
number of eigenvalues (counted with multiplicity) of the
linearized DDE on the imaginary axis, and the domain
of h is a coordinate representation of the corresponding
eigenspace. The smoothness requirement for h refers to
two things. First, each element of the center manifold
has to be smooth with respect to its argument (time), so
h(uc) ∈ C`([−τmax, 0];Rn) (the space of ` times continu-
3ously differentiable functions). Second, the graph h has
to be a smooth map of its argument uc ∈ Rnc . Smooth-
ness of local center manifolds has not been proven rig-
orously yet for degrees greater than one. Stumpf25 gives
a proof of continuous differentiability of center-unstable
manifolds, and shows that it attracts exponentially all
those solutions that stay near the equilibrium26. How-
ever, we prove in Section IV B that many phenomena
predicted by the normal form must also be present in the
sd-DDE. The statement is not as strong as its classical
ODE counterpart such that the availability of numeri-
cal normal form computations provides a motivation to
investigate the smoothness of local center manifolds rig-
orously.
II. DDES WITH STATE-DEPENDENT DELAYS
A. Discrete state-dependent delays
DDE-Biftool is able to perform bifurcation analysis
on a class of n-dimensional systems of delay differential
equations with m−1 discrete state-dependent delays (sd-
DDEs) of the following form:
x˙(t) = f(x1, . . . , xm, p), where x1 = x(t), and (1)
xj = x(t− τ j(x1, . . . , xj−1, p)) for j = 2, . . . ,m. (2)
The integers n ≥ 1 (physical space dimension), m ≥ 1
(number of delays) and np ≥ 0 (number of parameters)
are arbitrary. It uses the convention that τ1 = 0 and
assumes that the functions
f : Rn×m × Rnp → Rn, (3)
τ j : Rn×(j−1) × Rnp → [0,∞) (4)
are smooth. The construction (1)–(2) permits arbitrary
levels of nesting in the delayed arguments of x. DDE-
Biftool does not require an explicit value for the maximal
delay. It computes equilibria and periodic orbits such
that the trajectory x(t) is always compact.
In sections with theoretical considerations we may as-
sume that np = 0 without loss of generality by incor-
porating the parameters into the state (appending the
equation p˙ = 0 to (1) and increasing n to n+ np).
B. General functional differential equations (FDEs) —
Review of basic properties
Notation and assumptions on the right-hand side In
the following sections we will use the abbreviation that
C0 (or just C) is the space C([−τmax, 0];Rn) of continu-
ous functions on the interval [−τmax, 0] into Rn with the
norm
‖u‖0 = max {|u(t)| : t ∈ [−τmax, 0]} .
Similarly, for any space D of functions on an interval
I ⊂ R and integer ` > 0, we denote the subspace D` as
the space of functions which have a `th derivative in D.
Their respective norms are
‖u‖D` = max{‖u‖D, ‖u′‖D, . . . , ‖u(`)‖D}.
We also use the phrase, for example, “f is C` ” for f being
` times continuously differentiable in all its arguments.
Basic existence and regularity theory for solutions of
sd-DDEs has been developed for differential equations in
the form
u˙(t) = F (ut), (5)
where F : C([−τmax, 0];Rn)→ Rn is a continuous nonlin-
ear functional10. For a function u : [−τmax, T ]→ Rn the
notation ut refers to a time shift of u back to a function
on the interval [−τmax, 0]:
ut(θ) = u(t+ θ) for t ∈ [0, T ] and θ ∈ [−τmax, 0].
For the type of equations that can be treated with DDE-
Biftool the functional F (incorporating parameters into
the state variables) has the form
F (u) = f(u1, . . . , um), where u1 = u(0), and (6)
uj = u(−τ j(u1, . . . , uj−1)) for j = 2, . . . ,m. (7)
If the coefficient functions f and τ j are ` times continu-
ously differentiable, we call such a functional F a func-
tional with C` coefficients and m state-dependent discrete
delays less than τmax.
The general conditions on F to ensure existence and
regularity of solutions vary between different papers. A
set of conditions that covers functionals F with dis-
crete state-dependent delays and C` coefficients and sat-
isfies the assumptions in many fundamental papers is
mild differentiability. Consider a continuous functional
F : D → RN for some N ≥ 1 and some D that is a
subspace of C0(I;RN ) for some interval I ⊂ R. For mild
differentiablity of F we require the following two condi-
tions.
(S1) The functional F is continuously differentiable
when restricted to the subspace D1. We denote
its derivative by ∂F : D1 → L(D1;RN ).
(S2) The map
D1 ×D1 3 (u, v) 7→ ∂F (u)v ∈ RN
can be extended continuously to the space D1×D.
We put the argument v of ∂F outside of the bracket to
emphasize that ∂F is linear in v. Since ∂F : D1 ×D →
RN is continuous, we can apply the definition for mild dif-
ferentiability recursively, treating the pair (u, v) ∈ D1×D
as the single argument of ∂F . This leads naturally to the
definition that a functional F : D → RN is ` times mildly
differentiable if
(S3) ∂F : (D1 ×D) → RN is ` − 1 times mildly differ-
entiable.
4Scalar illustrative example An illustrative example is
the sd-DDE
x˙(t) = p− x(t+ x(t)), that is,
u˙(t) = F (ut) with F (u) = p− u(u(0)). (8)
This corresponds to the choice f(x, y, p) = p − y and
τ2(x, p) = −x in (6)–(7) (using letters x and y in the
arguments of f instead of superscripts to avoid confusion
with powers), where we keep p = −pi/2 fixed for illustra-
tion initially. So, F is a functional with 2 delays and C∞
coefficients. The first two derivatives of this functional
F are
∂F (u)v =− u′(u(0))v(0)− v(u(0))
∂[∂F (u, v)](w, z) =∂2F (u)vw + ∂F (u)z
=− w′(u(0))v(0)− v′(u(0))w(0)
− u′′(u(0))w(0)v(0)
− u′(u(0))z(0)− z(u(0)).
Note how the second derivative includes differentiation
of the first derivative with respect to v according to our
convention such that it has 4 arguments (generally, the
`th derivative will have 2`+1 arguments). We reserve the
notation ∂jF (u) for the usual j-linear form. The above
expressions show that the `th derivative of F depends
on the lowest ` derivatives of u, on the lowest (` − 1)
derivatives of the deviation v and w, and only on the
values of z. So, ∂1F is continuous in C1 ×C0 and ∂[∂F ]
is continuous in (C2 × C1〉 × (C1 × C0). Moreover, the
map u 7→ ∂F (u, ·) is continuous as a map, mapping u ∈
C1 into the space L(C1;R) of linear functionals from C1
into R, but not as a map into the space L(C0;R) of
linear functionals from C into R. The reason for this
discontinuity is the second term −v(u(0)): the map
[τmax, 0] 3 θ 7→ [C` 3 v 7→ v(θ)] ∈ L(C`;R)
is only continuous in θ if ` ≥ 1. Mild differentiability
of second order requires that (u, v) 7→ ∂[∂F (u, v)](·, ·) ∈
L(C2 × C1;R) is continuous, which is the case for the
right-hand side F in example (8).
The example illustrates that the assumptions of mild
differentiability permit dependence of the delays on the
state. We note that for varying p, we have to include
the equation p˙ = 0. The combined system also satisfies
mild differentiability to all orders. Equation (8) has an
equilibrium at u = p, which loses its stability in a Hopf
bifurcation at p = −pi/2. We will use the above example
(8) to illustrate various technical assumptions and diffi-
culties in the following sections. For example, the form
of the first derivative of F in (8) implies that F is not
locally Lipschitz continuous in C0.
Basic results on solutions of sd-DDEs Successive dif-
ferentiation and application of the chain rule imply that
functionals F with discrete delays and C` coefficients (in
the form of (6)–(7)) satisfy assumptions (S1–S3) up to
the order `. Thus, all of the following basic results apply
to this class of sd-DDEs with discrete delays.
Walther9,27 proved that initial value problems (IVPs)
have a unique solution u for all times t, or the solu-
tion blows up in finite time, if the initial value u0 lies
in the manifold MF = {u ∈ C1 : u′(0) = F (u)} ⊂ C1.
Moreover, for times t before blow-up the map MF 3
u0 7→ ut ∈ MF is continuously differentiable. Thus, sd-
DDEs generate a C1 semiflow (time-t maps) in suitable
open subsets of MF (for example, in a sufficiently small
neighborhood of equilibria or periodic orbits). Hence,
Walther’s result immediately implies that the principle
of linearized stability applies with respect to perturba-
tions in MF , in particular to equilibria28 and periodic
orbits. This basic existence result requires only first-
order mild differentiability (a slightly weaker version of
them, since continuity of F in C0 is not needed9,10).
Krisztin29 proved that the unstable manifold of equilib-
ria is a C` graph for ` times mildly differentiable right-
hand sides, using a slightly different (possibly equiva-
lent) definition of mild differentiability for orders greater
than 1. Based on Walther’s semiflow results, Stumpf25,30
proved the existence and attractivity of C1 local center-
unstable and center manifolds near equilibria. Alterna-
tive proofs are given by Krisztin31,32. Furthermore, the
assumptions (S1–S3) imply that periodic boundary-value
problems are equivalent to finite-dimensional smooth sys-
tems of algebraic equations for a sufficiently large num-
ber of first Fourier coefficients18. This equivalence per-
mits us to perform a classical Lyapunov Schmidt reduc-
tion near equilibria u∗ for which the characteristic ma-
trix ∆(λ) ∈ Cn×n, defined by ∆(λ)q = λq − ∂F (u∗)[θ 7→
q exp(λθ)] has a single pair of roots on the imaginary
axis. Consequently, the classical Hopf bifurcation theo-
rem about a family of periodic orbits branching off from
u∗ is valid18,33, including formulas determining critical-
ity of the Hopf bifurcation. More generally, the reduc-
tion of periodic boundary value problems to smooth al-
gebraic equations implies that all objects computed by
DDE-Biftool depend as expected on parameters and the
right-hand side such that they can be computed us-
ing standard numerical discretizations18. This includes
branches of periodic orbits in parameter-dependent sys-
tems, the variational problems for folds, period doublings
and torus bifurcations34. Statements about periodic or-
bit families branching off at period doublings and reso-
nant torus bifurcations (in resonance tongues, first com-
putational demonstrations for DDEs were for an El-Nino˜
model35–38) follow in a similar way from a Lyapunov-
Schmidt reduction as the Hopf bifurcation statement.
III. NORMAL FORM COMPUTATIONS IN DDES WITH
CONSTANT DELAYS — REVIEW
Recent work by Kuznetsov, Janssens, Wage and
Bosschaert1–4 has developed and implemented expres-
sions for the normal form coefficients of local bifurca-
tions in DDEs with constant delays. For discrete delays,
this corresponds to the case where the delay functions τ j
5in (7) are all constant (e.g., parameters) independent of
the state. Their procedure follows closely the methods
originally developed for ODEs39 (and is in principle ap-
plicable to other abstract ODEs40). They assume that
the DDE u˙(t) = F (ut) has an equilibrium at u∗. For
our notation we assume F (0) = 0, and denote the first
derivative of the right-hand side F : C0 → Rn in 0 by
A = ∂F (0) ∈ L(C0;Rn).
A. Linear stability and center manifold
The matrix ∆(λ) ∈ Cn×n defined by ∆(λ)q = λq −
A[θ 7→ q exp(λθ)] for q ∈ Cn is called the characteristic
matrix. We assume that the characteristic equation
det ∆(λ) = 0
has nc roots (including multiplicity) on the imaginary
axis:
σc = {λ1, . . . , λnc} = {λ ∈ C : det ∆(λ) = 0} ∩ iR.
For the type of functionals F that DDE-Biftool treats,
∆(λ) is given by
∆(λ) = λI −
m∑
j=1
∂jf(0, . . . , 0)e
−λτj ,
where for constant delays the τ j are parameters, while
for state-dependent delays, the τ j are evaluated at the
equilibrium 0. The corresponding eigenvectors are in
C∞, and have the form θ 7→ q exp(λθ). The general-
ized eigenvectors (also in C∞ if present) have the form
θ 7→ ∑jmaxj=0 qjθj exp(λθ), where jmax + 1 is the length
of the Jordan chain and q0, . . . , qjmax are in Cn. Let
B = {b1, . . . , bnc} be a basis of real functions of the lin-
ear center subspace Uc = spanB of u˙ = Aut in C
0, and
let B† : C0 → Rnc be such that B†B = I in Rnc and
BB† is a spectral projection onto spanB (see (A1)–(A2)
in the Appendix for a concrete expression based on the
resolvent formalism).
Center manifold for constant delays For DDEs with
constant discrete delays (τ j = const in (4)) the time-t
map C 3 u0 7→ ut ∈ C is as smooth6,7 as the right-hand
side f : Rn×m 7→ Rn in (1). The reason is that, for
those f , the right-hand side as a map F : C0 → Rn is
smooth. Hence, in a ball Br(0) around 0 with sufficiently
small radius r a smooth center manifold of dimension nc,
h : Br(0) ⊂ Rnc → C0 exists.
More precisely, let us assume that the right-hand side
coefficient function f in (1) is at least ` times continu-
ously differentiable. Then we can find a radius r > 0
such that the invariant graph h : Br(0) ⊂ Rnc → C` is
` times differentiable6,7. We write the graph as h(θ;uc),
putting the argument of the function h(uc) in C
` first.
For any initial condition u0(θ) = h(θ;u
0
c) (u
0
c ∈ Br(0))
on the graph, ut(θ) equals h(θ;uc(t)), where
u˙c(t) = B
†∂1h(·;uc(t)), (9)
and uc(0) = u
0
c , as long as |uc(t)| ≤ r.
B. Normal form computation
Assuming that the right-hand side F and the center
manifold h are smooth up to a desired order ` (as is the
case for constant delays), it is known that the flow on the
local center manifold can be brought into a normal form
up to order `, such that the flow on the center manifold
u˙c = B
†∂1h(·;uc) has a given expansion
u˙c = A
1
cuc +
∑`
j=2
1
j!
Ajc[αj ]u
j
c + o(|uc|`). (10)
Equation (10) is an ODE for uc ∈ Rnc . All derivatives up
to order ` of the remainder o(|uc|`) are smaller than the
corresponding derivatives of the lower-order terms for all
small |uc|. All of the j-linear coefficients Ajc depend only
on the type of equilibrium (which local bifurcation?), ex-
cept for the still-to-be-determined normal form parame-
ters αj at each order j > 1. The linear coefficients A
1
c are
uniquely determined by B and B†: A1c = B
†B′, where B′
is the derivative of B with respect to the space variable
θ. There exists a C`-smooth coordinate change in Rnc
that transforms the ODE (9), describing the semiflow of
the DDE restricted to its local center manifold h, into
Equation (10) (this is called smooth local equivalence).
Normal form computations are concerned with the
computations of these unknown coefficients αj and, if de-
sired, the expansion coefficients hj(θ) = ∂
j
2h(θ; 0) of the
center manifold. Inputs are the expansion coefficients
Fj = ∂
jF (0) (also j-linear forms) of the right-hand side
of the DDE, and the general parametric normal form ex-
pansion coefficients Ajc[·], which depend on the type of
the bifurcation investigated (e.g., Hopf bifurcation and
degenerate Hopf bifurcation in the example in Section V).
The procedure for computing the coefficients αj , as out-
lined for ODEs by Kuznetsov39, and adapted to DDEs
recently1–4, is summarized in Section A in the appendix.
The invariance of h gives at each order a linear sys-
tem of equations for the expansion coefficients hj(0) of
the center manifold at θ = 0. The system depends also
linearly on αj (if at order j a normal form coefficient is
present). The coefficients of the linear system for hj(0)
and αj depend only on A (same as F1), the linear part of
F . At each order j, the coefficient αj is determined by
the Fredholm alternative as the unique value for which
the linear system is solvable for hj(0).
C. General example — Hopf bifurcation
A typical result of the procedure is the normal form
coefficient L1 (which would be the real part of α3, di-
vided by ω) for the Hopf bifurcation2, as implemented
in DDE-Biftool2–4,21. Suppose the linearized DDE u˙ =
6∂F (0)ut = Aut has a purely imaginary eigenvalue pair
±iω, with the eigenvector q = q0eiωθ and its complex
conjugate q¯ = q¯0e
−iω. That is,
∆(iω)q0 = iωq0 −A[eiωθq0] = 0,
and ±iω are the only roots of det ∆(·) on the imagi-
nary axis. For notational convenience one chooses as
basis B = h1 of the center subspace of C
0 the vectors
{q, q¯}, thus using complex notation instead of, for ex-
ample, {Re q, Im q}. The projection B† is given by the
normalized adjoint eigenvector p for iω and its complex
conjugate p¯. The general expression for adoint eigenvec-
tors is given by Diekmann et al7. For the particular case,
where the linear functional A has the form
Au =
m∑
j=1
Aju(−τ j)
(as arising in problems treatable with DDE-Biftool) and
the critical spectrum consists of simple eigenvalues ±iω,
the projection is of the form
B†1u = p0u(0) +
m∑
j=1
∫ τj
0
eiωsp0Aju(s− τ j)ds,
B†2u = B¯
†
1u.
The C1×n vector p0 is given by p0∆(iω) = 0 and (after
normalization) p0∆
′(iω)q0 = 1. At order 2 the linear sys-
tem for the coefficients of the center manifold is regular
(thus, α2 is empty). Solving it yields
h112 (θ) = 2∆(0)
−1F2 qq¯, h202 (θ) = ∆(2iω)
−1F2 qq e2iωθ
(the remaining coefficient is h022 = h¯
20
2 ). At order 3, there
is a single complex coefficient (α3 ∈ C of which the real
part is the coefficient ωL1) such that:
L1 =
1
2ω
Re
(
p0
[
F3 qqq¯ + F2 q¯h
20
2 + F2 qh
11
2
])
. (11)
If the coefficient L1 is non-zero the Hopf bifurcation is
non-degenerate (subcritical if L1 > 0, supercritical if
L1 < 0).
IV. EXTENSION TO DDES WITH
STATE-DEPENDENT DELAYS
Several observations about the normal form reduction
imply that at least the computational procedure can
be extended to DDEs with state-dependent delays (sd-
DDEs).
The procedure described in section III B requires the
expansion coefficients Fj of the nonlinearity F up to the
desired order (often at least 3). However, we observe that
the derivatives are applied only to deviations that are
expansion coefficients of the center manifold, (θ, uc) 7→
hj(θ)u
j
c, where θ is the history variable and uc is the
deviation along the center manifold. At each order j,
the unknown coefficient hj(θ) is a solution of the linear
ODEs (A7) (see Appendix) with constant coefficients and
an inhomogeneity that is a linear combination of hk(θ)
from lower orders (k < j). The basis of the linear center
subspace (called B in the previous section and equal to
h1) consists of functions of the form of a finite sum
θ 7→
nmax∑
i=1
qiθ
κi Re eλiθ (12)
of some length nmax with nmax non-negative integer pow-
ers κi of θ (possibly, some κi = 0), and complex expo-
nents λi. Therefore the ODE (A7) defining the coeffi-
cients hj(θ) implies that all center manifold expansion
coefficients have the form (12). Hence, they are smooth
in θ such that the functional F can be differentiated in
the equilibrium in the direction of
∑`
j=1 hj(θ)u
j
c for all `
and all uc ∈ Rnc .
The derivative of expressions of the form (12) is known
analytically such that a user routine computing the di-
rectional derivative
∂`
∂δ`
F
δ∑`
j=1
hj(θ)u
j
c
∣∣∣∣∣∣
δ=0
can rely on all derivatives of the argument of F with
respect to θ. Similarly, finite-difference approximations
of the derivative with respect to δ are known to con-
verge. Both approaches are experimentally supported in
the current development version of DDE-Biftool21. Sec-
tion V will illustrate their use for a position control prob-
lem.
A. Illustration for Hopf bifurcation in sd-DDE (8)
For the example x˙(t) = p−x(t+x(t)) the characteristic
matrix ∆(λ) of the linearization in the equilibrium x∗ = p
has the form ∆(λ) = λ−eλp, which has a Hopf bifurcation
with critical eigenvalue iω = i at p = −pi/2. Thus, the
right eigenvector is q(θ) = eiθ, and the left eigenvector p
will be scaled such that p(0)∆′(i)q(0) = 1. Thus, p0 =
1/(1 + ipi/2) ≈ 0.2884− 0.4530i. The second and third
directional derivatives of F (u) = p−u(u(0)) in 0 along a
fixed direction v are
F2vv = −2v(0)v′(−pi/2), F3vvv = −3v(0)2v′′(−pi/2).
The mixed derivatives F2qq¯ and F3qqq¯ can be constructed
from directional derivatives using the polarization iden-
tity (DDE-Biftool’s implementation uses this approach).
Following the procedure for the general Hopf normal form
in Section III C we compute h202 (θ) = (0.4 + 0.8i)e
2iθ and
h112 (θ) = −4 (constant), resulting in a Lyapunov coeffi-
cient
L1 =
1
2
Re
(
2− i
1 + ipi/2
)
≈ 0.0619,
7which indicates that the Hopf bifurcation is subcritical
(dangerous) for this example.
B. Smoothness of coefficients
A combination of previous results provides an imme-
diate partial justification for the normal forms computed
with the procedure given by Kuznetsov et al1–4 and sum-
marized in Section III. First of all, trajectories of sd-
DDEs become more regular over time. This effect is well
known for DDEs with constant delays, but also holds for
sd-DDEs. The general proof requires the precise def-
inition of order-` mild differentiability. We formulate
the the statement here for DDEs with discrete state-
dependent delays.
Proposition IV.1 (Smoothness for large times)
Assume that F is a functional with C` coefficients and m
discrete state-dependent delays (of the form (6)–(7)) less
than τmax. Let u(t) with t ∈ [−τmax, T ] be a solution
of u˙(t) = F (ut) with u0 ∈ C1 and u′0(0) = F (u0). Then
ut ∈ C` if t ≥ `τmax. The `th derivative u(`) satisfies a
(differential) equation of the form
u(`)(t) = F `(ut), (13)
where F ` has C0 coefficients and m` = (m + 1)
`−1m
discrete delays less than `τmax.
Proof We show this statement (inductively). For
` = 1 the statement follows from the differential equa-
tion with F 1 = F (f1 = f and m = m1). Assume that
we have for t ≥ `τmax
u(`)(t) = f `(u1, . . . , um`), (14)
where uj = u(t−τ j` (u1, . . . , uj−1)) and all τ j` ≤ `τmax (for
` = 1, τ j1 = τ
j for j = 1, . . . ,m). Thus, for t ≥ (`+1)τmax
ut(θ) is C
1 for all τ ∈ [−`τmax, 0]. Consequently, the
right-hand side of (14) is differentiable with respect to
time for t > (`+ 1)τmax (and, hence, the left-hand side).
Its derivative is
u(`+1)(t) = ∂F `(ut)u˙t
=
m∑`
j=1
∂jf
`(u1, . . . , um`)V j where (15)
uj = ut(−τ j` ) for j = 1, . . . ,m`,
(∂k)τ
j
` = (∂k)τ
j
` (u
1, . . . , uj−1)
V j = u˙(t− τ j` )
1−∑
k<j
∂kτ
j
` V
k
 . (16)
For j = 1 the above expression (16) for V j equals u˙(t −
τ1` ) = u˙(t). We replace u˙(t− τ j` ) in (16) with F 1(ut−τj` )
such that
V j = f1(um`+(j−1)m1+1, . . . , um`+jm1)
1−∑
k<j
∂kτ
j
` V
k
 ,
where for k = 1, . . . ,m1
um`+(j−1)m1+k = u
(
t− τ j` (u1, . . . , uj−1)
− τk1 (um`+(j−1)m1+1, . . . , um`+(j−1)m1+k−1)
)
.
We see that the right-hand side in (15) is a functional
F `+1 of the same form as F `, but where f `+1 has m` +
m1m` arguments such that we have m` + m1m` delays.
Those delays are τ1` ,. . . , τ
ml
` and for j = m`+(i−1)m`+k
(i = 1 . . . ,m`, k = 1, . . . ,m1)
τ i,k` = τ
j
` (u
1, . . . , ui−1)
+ τk1 (u
m`+(i−1)m1+1, . . . , um`+(i−1)m1+k−1),
which are all less than (` + 1)τmax. Hence, u
(`+1) exists
for t > (` + 1)τmax and satisfies u
(`+1)(t) = F `+1(ut).
(End of proof of Proposition IV.1)
Since F `(0) = 0, and the coefficients f j and τkj are still
at least C1 for all j ≤ ` (we have differentated only `− 1
times), we have for all u0 ∈ C1 sufficiently close to 0 that
‖u(j)t ‖0 ≤ Cj(t)‖u0‖0 (17)
for t ≥ `τmax and all j ≤ ` and some constant C(t) > 0.
A local center-unstable manifold h is exists and is con-
tinuously differentiable for functionals F with C1 coeffi-
cients and discrete state-dependent delays, according to
Stumpf25. Consequently, if F (0) = 0 and the critical
spectrum σc of u˙ = ∂F (0)ut is not empty, a continuously
differentiable local center manifold h exists, too (applying
the standard local center manifold theorem to the ODE
with C1-smooth coefficients that one obtains by restrict-
ing the sd-DDE onto its local center-unstable manifold,
see also Stumpf’s or Krisztin’s arguments30–32). A sim-
ple backwards extension and Proposition IV.1 permit us
to conclude that all elements of the local center manifold
h are in C`:
Lemma IV.2 (Smoothness on center manifold)
Assume that F is a functional with C` coefficients
and discrete state-dependent delays (of the form (6)–
(7)), with F (0) = 0, a center subspace spanB of
∆(λ) = λI − ∂F (0)[θ 7→ exp(λθ)] of dimension nc
and a continuously differentiable local center manifold
h : Br(0) ⊂ Rnc → C1, defined in a ball Br(0) of radius
r > 0 in Rnc , for u˙(t) = F (ut).
Then there exists a constant C > 0 and a radius r` > 0
such h(·;uc) ∈ C` and ‖h(·;u0c)‖` ≤ C‖h(·;u0c)‖0 for all
uc ∈ Br`(0).
Proof Let L ≥ 0 be the Lipschitz constant for the
right-hand side of the ODE on the center manifold
u˙c = B
†∂1h(·;uc) on Br(0) (if necesssary, choose r
sufficiently small such that L exists). Thus, for all
u0c ∈ Br`(0) with r` < r exp(−`τmaxL) the solution of
u˙c = B
†∂1h(·;uc) starting from uc(0) = u0c does not leave
Br(0) for times t with |t| ≤ `τmax. Thus, the flow map
8Uc : [−`τmax, `τmax] × Br`(0) 3 (t, u0c) 7→ uc(t) ∈ Br(0)
is well defined. However, this implies that, for every
u0c ∈ Br`(0), h(·;u0c) is the solution of the DDE u˙ = F (ut)
starting from h(θ;Uc(−`τmax;u0c)). Consequently, by
Proposition IV.1, h(·;u0c) is in C`. The relation between
the ‖·‖`-norm and the ‖ · ‖0-norm follows then from es-
timate (17) and the Lipschitz constant for Uc(−`τmax; ·).
(End of proof of Proposition IV.2)
Consequently, we can expand at least F in the ex-
pression F (h(uc)), which is present in the normal form
expansion. Humphries et al5 used this fact to demon-
strate for their example how one can expand a sd-DDE
near an equilibrium up to order ` such that all terms of
order j ≤ ` are j-linear (and have, thus, constant de-
lays). The remainder term is of order o(‖ut‖`0) and has
state-dependent delays. One incurs delays of length up
to `τmax such that we have the following statement, gen-
eralizing the approach of Humphries et al :
Lemma IV.3 (Expansion with longer delays) Let
F be a functional with C` coefficients and m discrete
state-dependent delays τ1,. . . ,τm (of the form (6)–(7)).
Let u0 ∈ C1 be sufficiently small with u′0(0) = F (u0).
Then the segments ut solving u˙(t) = F (ut) satisfy after
time `τmax a sd-DDE of the form
u˙(t) =
∑`
j=1
Fj(ut)
j + o(‖ut‖``). (18)
The j-linear functionals Fj and the remainder map
C([−`τmax, 0];Rn) into Rn. The expansion products
(ut)
j have delays that are sums τk1 + . . . + τkj , where
{k1, . . . , kj} ⊆ {1, . . . ,m} and all delays are evaluated at
u = 0.
Proof Since after time t ≥ `τmax the solution ut is
` times continuously differentiable, we can expand the
functional F in the equilibrium 0 and in the direction
of ut to order ` using its classical differentiability when
restricted to C`:
u˙(t) =
∑`
j=1
∂jF (0)[ut, u
′
t, . . . , u
(j−1)
t ]
j + o(‖ut‖``). (19)
In expansion (19) the j-form ∂jF (0) is continuous only
on functions in Cj−1. To keep track of this dependence
on the derivatives of ut, we include the derivatives ex-
plicitly into the multi-linear arguments in (19). To get
an expansion that depends on ut ∈ C0([−`τmax, 0];Rn
(no derivatives, but longer history), we recursively re-
place derivatives u(j)(t) by F j(ut) (as obtained in Propo-
sition IV.1), followed by expansions of F j(ut). A func-
tional F j : C([−jτmax, 0];Rn)→ Rn generates also a map
F jj+k from C([−(j+k)τmax, 0];Rn) into C([−kτmax, 0];Rn
for any k ≥ 0 via F jj+k(ut)(θ) = F j(ut+θ). The subscript
j + k indicates the length of the time interval that argu-
ments of F jj+k should have. Thus, after the first replace-
ment of u
(ν)
t by F
ν
ν+1(ut), we have that for t ≥ `τmax, u
satisfies
u˙(t) =
∑`
j=1
∂jF (0)[ut, F
1
2 (ut), . . . , F
j−1
j (ut)]
j + o(‖ut‖``).
At subsequent expansions terms from lower orders will
change expansions at higher orders. It remains to be
shown inductively that eventually all derivatives disap-
pear except for the remainder, and that the length of the
history segments ut does never exceed `τmax.
Let us make the inductive assumption that a his-
tory segment u
(j)
t of length kτmax shows up at order
(j + 1)k ≤ `. In the first inductive step we have k = 1,
j ∈ {1, . . . , `−1} and orders at which derivatives of ut ap-
pear from 2 to `. When replacing u
(j)
t by F
j
(j+1)k(ut) the
history interval increases to (j + 1)k. Then F j(j+1)k(ut)
has to be expanded up to order d`/((j + 1)k)e (dre is the
lowest integer greater or equal than r). In this expansion,
we have ν-linear forms containing derivatives of ut up to
order ν − 1. A derivative of order i ≤ ν − 1 shows up for
orders of ut greater or equal than (i+ 1)(j + 1)k.
Hence, a term u
(j)
t at order (j + 1)k ≤ ` creates new
ith derivative terms (i ≥ 1) only at order greater or equal
than (i+ 1)(j + 1)k such that the recursion must termi-
nate. (We restrict to orders less or equal than `.) Also,
the length of the history interval of the new ith deriva-
tive term is (j + 1)kτmax, which is less than `τmax, since
(j + 1)k ≤ ` by inductive assumption.
(End of proof of Lemma IV.3)
We combine the result of Lemma IV.2 with
Lemma IV.3 to sharpen the estimate for solutions of the
FDE u˙(t) = F (ut) starting on the local center manifold:
u0 = h(·;u0c) with u0c ∈ Br`(0). Then the remainder term
is also of order o(‖ut‖`0) (since Lemma IV.2 provides an
estimates for ‖h(·;uc)‖` in terms of ‖h(·;uc)‖0:
u˙(t) =
∑`
j=1
Fj(ut)
j + o(‖ut‖`0). (20)
Since ut = h(·;uc(t)), we may also also replace the re-
mainder by o(|uc(t)|`). The truncated DDE (20) (drop-
ping the remainder term) has only constant delays.
Hence, the semiflow and local center manifold htrunc of
the truncated DDE (20) are smooth, and can, thus, be
transformed into normal form with the procedure de-
scribed in Section III B. Since this normal form trans-
formation up to order ` is independent of terms of order
o(|uc|`) and keeps these terms at order o(|uc|`), we have
that for u on the local center manifold h of the non-
truncated sd-DDE u˙(t) = F (ut), the center component
uc = B
†ut satisfies an ODE equal to the normal form of
the truncated DDE (20) except for a different remainder
(still of order o(|uc|`)). The result has the form (compare
(10))
u˙c = A
1
cuc +
∑`
j=2
1
j!
Ajc[αj ]u
j
c + o(|uc|`), (21)
9where all coefficients αj are identical to those of the nor-
mal form of the truncated DDE (20). However, in con-
trast to the constant-delay DDE, only the first derivative
of the remainder O(|uc|`) is guaranteed to be small for all
small uc, but not the higher-order derivatives. This was
also demonstrated numerically by Humphries et al5 for
their example. Any phenomenon predicted by the normal
form that persists under perturbations of size o(|uc|`) will
also be present in the sd-DDE. This includes all periodic
orbits and their changes of stability.
a. Normally hyperbolic invariant manifolds For
some bifurcations the normal form of the truncated sys-
tem may predict the presence of, for example, invariant
tori that branch off along torus bifurcation curves, away
from strong resonances (1 : 1 to 1 : 4, see24). Their
degree of normal hyperbolicity is proportional to their
distance from the torus bifurcation in the truncated sys-
tem. Our perturbation (the remainder term o(|uc|`)) is
C1 small in a ball around 0, but not guaranteed to be Cj
small compared to lower order terms (with j > 1), ex-
cept in 0, because the local center manifold has not been
proven to be smooth. Hence, close to the torus bifurca-
tion the invariant tori may be altered by the remainder
term. However, the region around the torus bifurcation
where the invariant tori are not sufficiently normally hy-
perbolic shrinks as we approach the neighborhood of 0
if the remainder term decreases faster than the normal
hyperbolicity. This is the case if one chooses ` sufficiently
large. For example, Humphries et al5 indeed reported in-
variant tori branching off from the torus bifurcation near
the Hopf-Hopf interactions as predicted by the normal
form. In their paper the authors compared for their ex-
ample the results from the direct normal form expansion
for the sd-DDE as explained in general in Section IV to
the results from the constant-delay DDE as constructed
via Lemma IV.3 and found agreement up to numerical
round-off errors.
V. ILLUSTRATION - POSITION CONTROL
A good example suitable for illustration of simple
nonlinear behaviour introduced by state-dependence of
the delay is the position control problem discussed by
Walther11 (see also review10). A mover aims to control
its position x relative to an obstacle using linear position
feedback (see Figure 1). We assume that the controlled
motion is free of inertia such that (in non-dimensionalized
quantities)
x˙ = k[x0 − xest(t− τ0)]. (22)
In (22) k is the linear control gain, x0 is the reference po-
sition that the mover aims to maintain, xest is the mover’s
estimate of the current position, and τ0 is a processing
or reaction delay in the control loop. Even if the esti-
mate xest(t) is perfect (equal to x(t)), the equilibrium x0
of the controlled system (22) will be linearly unstable if
kτ0 > pi/2. If the mover estimates the current position by
FIG. 1: Sketch for position control problem: x is the
current position of the mover; x0 is the reference
position, c is the traveling speed of the signal; s0 is the
traveling time of the signal from obstacle to reference
point x0.
sending out a signal and measuring the traveling time for
the reflected signal then an additional state-dependent
delay is introduced. Let s(t) be the time that the re-
flected signal, arriving at the mover time t, needed since
leaving the mover, and let c be the signal traveling speed.
Then
cs(t) = x(t− s(t)) + x(t). (23)
The mover estimates its current position via
xest =
c
2
s(t). (24)
Let us introduce the reference travel time s0 =
c
2x0 corre-
sponding to the reference position x0. The full equation
of motion is
x˙(t) =
kc
2
[s0 − s(t− τ0)], (25)
s˙(t) =
2s0 − s(t− τ0 − s(t))− s(t− τ0)
2
k + s0 − s(t− τ0 − s(t))
− γ cs(t)− x(t)− x(t− s(t))
c+ kc2 [s0 − s(t− τ0 − s(t))]
. (26)
The differential equation for s follows from (22) and (23)
via Baumgarte regularization: we rewrite (23) in the form
g(t) = 0 (where g(t) = cs(t)−x(t−s(t))−x(t)), and then
replace it by the condition ddtg(t) = −γg(t), re-arranged
for s˙(t). Every orbit of (25)–(26) that is periodic or lies
on a local center manifold with internal contraction rate
less than γ satisfies also the algebraic constraint (23).
When writing system (25)–(26) in the general form u˙ =
F (ut), the right-hand side of (25)–(26) corresponds to a
functional F with the form (u = (u1, u2)
T = (x, s)T )
F (u) =

kc
2 [s0 − u2(−τ0)]
2s0 − u2(−τ0 − u2(0))− u2(−τ0)
2
k + s0 − u2(−τ0 − u2(0))
−γ cu2(0)− u1(0)− u1(−u2(0))
c+ kc2 [s0 − u2(−τ0 − u2(0))]
 .
Equilibria and periodic orbits computed in this illustra-
tion had their s(t) component in the range [smin, smax]
10
with smin ≥ 0 and smax < 10 in the parameter ranges
used for figures 2 and 3. Hence, we may set τmax = 10
and treat F as a functional from C([−τmax, 0];R2) to R2.
For our demonstration we fix k = 1, c = 2 and γ = 1
in non-dimensionalized quantities. We vary τ0 and s0
in a two-parameter bifurcation study. The system has
one constant delay τ0 and two state-dependent delays.
In the notation of DDE-Biftool the function f : R2×4 ×
R2 → R2 has the time-dependent arguments u(t− τj) =
[x(t−τj), s(t−τj)]T for j = 1, 2, 3, 4, and the parameters
(τ0, s0), where
τ1 = 0, τ2 = τ0,
τ3 = u2(t) = s(t), τ4 = τ0 + u2(t) = τ0 + s(t).
The system (25)–(26) has a unique equilibrium at u∗ =
(x∗, s∗) = (cs0/2, s0). As part of the principle of lin-
earized stability proved by Walther9 comes the descrip-
tion for how to compute stability (which is implemented
in DDE-Biftool): “freeze” the state-dependent delays at
the values in the equilibrium, and then compute the
linearization of the corresponding DDE with constant
delays10,41,42. For the position control problem this pro-
cedure gives a algebraic relation between the parameter
values at which Hopf bifurcations occur:
0 =
2ω±`
k
− sin(ω±` τ0)− sin(ω±` (τ0 + s0)), where
(27)
ω±` =
pi(1 + 2`)
τ0 + s0 ± τ0 .
The Hopf bifurcation that forms the boundary of the
stability region in the (τ0, s0)-plane is the curve for ω
+
0 ,
shown in Figure 2 (right panel) as a green dashed/solid
curve. As expression (27) is still implicit, the curve in
Figure 2 was computed with DDE-Biftool. The standard
Hopf bifurcation theorem can be applied to sd-DDEs18,33
such as system (25)–(26). Hence, a family of periodic or-
bits branches off from the Hopf bifurcation. Near the
equilibrium the stability of periodic orbits can be pre-
dicted using the expression (11) for L1 as implemented
by Kuznetsov et al2–4. This was rigorously proven us-
ing a Lyapunov-Schmidt reduction for periodic bound-
ary value problems18. Its value along the Hopf curve
is shown in the left panel of Figure 2. The value of L1
crosses zero at s0 ≈ 4.02, τ = 1.05. There the Hopf bifur-
cation is degenerate and the second Lyapunov coefficient
is L2 ≈ −1.9 × 10−3. This implies that the family of
periodic orbits exists to the right and is stable where the
Hopf curve is solid in Figure 2. The family of periodic
orbits is unstable and exists to the left, before folding in
a fold of periodic orbits to the right where the Hopf curve
is dashed in Figure 2.
VI. CONCLUSION
As this paper shows, expressions for normal form co-
efficients for constant-delay DDEs can be generalized to
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tau0
supercritical Hopf
subcritical Hopf
Fold of periodic orbits
degenerate Hopf
cross sections
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Lyapunov coeff
0
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FIG. 2: Bifurcation diagram of equilibria and emerging
periodic orbits in the (τ0, s0)-plane, showing the Hopf
bifurcation and a fold (saddle-node) of periodic orbits.
Other parameters: k = 1, c = 2, γ = 1. Computed with
DDE-Biftool19–21 and its normal form extension2–4.
sd-DDEs. The mathematical justification is only par-
tially complete, but for many phenomena it is already
clear how they persist when the truncation is removed.
The complete justification requires smoothness for the
local center manifold. Krisztin has provisional results31
that show how his proof for smooth unstable manifolds
of equilibria29 can be extended to local center mani-
folds. Ideally, the general result for persistence of com-
pact normally hyperbolic manifolds should in some sense
be adapted to sd-DDEs in the following form. Consider
a sd-DDE of the form
u˙(t) = Fc(ut) + Fsd(ut), (28)
where Fc : C
0 → Rn is smooth and u˙(t) = Fc(ut) has a
compact overflowing invariant normally hyperbolic (say,
stable) manifold M0. If we also assume that Fsd has
a sufficiently small Lipschitz constant with respect to
the space of Lipschitz continuous functions C0,1 (and
is mildly differentiable up to order `), then (28) should
also have a compact overflowing invariant normally stable
manifold M. The smoothness of M should only be re-
stricted by the spectral gap in the exponential dichotomy
on M0.
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FIG. 3: One-parameter families of periodic orbits along
the cross sections of Figure 2: the figure shows maxima
and minima of the periodic orbits for each parameter
value for which they have been computed. Dashed
curves are unstable periodic orbits, solid curves are
stable periodic orbits. Other parameters: k = 1, c = 2,
γ = 1. The equilibria undergoing Hopf bifurcations are
indicated as colored squares. Computed with
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Appendix A: Details of normal form expansion for local
bifurcations of DDEs
This appendix gives a few additional details for the
computation of coefficients in the normal form procedure
of Section III.
The linear DDE u˙ = Aut Recall that the character-
istic matrix is denoted by ∆(λ) ∈ Cn×n, which has nc
eigenvalues on the imaginary axis (counting multiplic-
ity). Let B = {b1, . . . , bnc} be a basis of the linear center
subspace Uc = spanB of u˙(t) = Aut. A spectral pro-
jection Pc onto the space Uc is given by residue of the
resolvent R(λ):
Pc :C
0 → Uc = spanB, Pcv = 1
2pii
∮
σc
R(λ)dλ v (A1)
where the curve integral is taken around the critical spec-
trum σc. The resolvent R(λ), mapping C
0 into C1 is
defined as the unique solution x ∈ C1 of[
v(0)
v(θ)
]
=
[
λx(0)−Ax
λx(θ)− x′(θ)
]
,
which is
x(θ) = eλθx0 +
∫ 0
θ
eλ(θ−s)v(s)ds, where (A2)
x0 = ∆(λ)
−1
[
v(0) +A
[∫ 0
θ
eλ(θ−s)v(s)ds
]]
We define B† : C0 3 x 7→ xc ∈ Rnc , where xc ∈ Rnc is
the unique vector of coordinates such that Bxc = Pcx.
Thus, B†B is the identity in Rnc , and BB† = Pc.
Center manifold expansion The semiflow of the DDE,
restricted to the center manifold {u ∈ C0 : u(θ) =
h(θ;uc), uc ∈ Rnc small}, introduced in Section III, sat-
isfies the ODE in Rnc
u˙c = B
†∂1h(·;uc). (A3)
The invariance of graph of the manifold
Rnc ⊃ Br(0) 3 uc 7→ h(·;uc) ∈ C`
under the DDE u˙ = F (ut) implies
∂1h(0;uc) = F (h(uc)), and for θ ∈ [−τ, 0] (A4)
∂1h(θ;uc) = ∂2h(θ;uc) u˙c. (A5)
Let us introduce expansions for F and h(θ; ·) up to order
` in the point u = 0 (for F ) and uc = 0 (for h(θ, ·)):
h(θ;uc) =
∑`
j=1
1
j!
hj(θ)[uc]
j +O(|uc|`+1),
F (u) =
∑`
j=1
1
j!
Fj [u]
j +O(|uc|`+1).
The first-order coefficient F1 of F is the linear operator A,
the first-order coefficient h1(θ) of the manifold graph is
B(θ). The coefficients hj for j > 1 are only determined
up to conjugacy of the flow on the center manifold to
order j. A different choice of hj corresponds to a differ-
ent, but conjugate, ODE for uc. For example, requiring
B†hj [uc]j = 0 for all j > 1 and all uc ∈ Rnc would de-
termine hj uniquely in combination with the invariance
(A4)–(A5).
Determining systems for coefficients hj(0) and αj
However, the approach proposed by Kuznetsov39 and
taken in DDE-Biftool’s normal form extension1–4 is to
choose the expansion coefficients hj such that the ODE
(A3) on the center manifold for uc is already in normal
form:
u˙c = A
1
cuc +
∑`
j=2
1
j!
Ajc[αj ][uc]
j +O(|uc|`). (A6)
In (A6) the matrix A1c = B
† ◦ [∂/∂θ] ◦ B = B† ◦ B′ ∈
Rnc×nc is the projection of the linear DDE on the
eigenspace for the spectrum σc on the imaginary axis.
For higher orders j > 1 the coefficients Ajc are given ex-
cept for a finite number of to-be-determined normal form
coefficients αj . We use square brackets to indicate that
Ajc is a given map depending linearly on αj and j-linearly
on uc. The coefficient αj may be empty (for example,
α1 is always empty). Inserting the expansions for h, F
and u˙c into the invariance equation (A5) gives at order j
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a n-dimensional inhomogeneous constant-coefficient dif-
ferential equation for each coefficient of the symmetric
j-form hj(θ):
h′j(θ)[uc]
j = jhj(θ)[uc]
j−1[A1cuc]
+B(θ)Ajc[αj ][uc]
j +Rj(θ)[uc]
j ,
(A7)
where
Rj(θ)[uc]
j =
1
j + 1
j−1∑
k=2
(
j + 1
k
)
hk(θ)[uc]
j−k[Akc [uc]
k]
is a known function determined by orders lower than j
(it is not present for orders 1 and 2. Let us denote the so-
lution hj of the affine ordinary differential equation (A7)
by
[Hj(θ)h
0
j +Hα,j(θ)αj +HR,j(θ)][uc]
j .
The above expression indicates that the solution is linear
in h0j = hj(0) (its initial value), αj and Rj , and j-linear
in uc. If the basis B consists only of eigenvectors (eigen-
vector bi for eigenvalue λi), then A
1
c is diagonal, and
Hj(θ) = exp(λiθ)h
0
j,ν for coefficients hj,ν of the j-form
hj(θ). In this case the
(
n+j
j
)
differential equations for
the
(
n+j
j
)
coefficients hj,ν of the j-form hj(θ) decouple.
The initial conditions h0j are determined by the invari-
ance at θ = 0, (A4):
h′j(0)[uc]
j = [Ahj(·)][uc]j +RFj [uc]j , where
RFj [uc]
j =
j∑
k=2
∑
ν∈ind(k,j)
Fk
k∏
µ=1
hνµ [uc]
νµ .
The second sum is taken over multi-indices ν ∈ ind(k, j).
The set ind(j, k) is the set of k-tuples of positive inte-
gers summing up to j. Inserting the differential equation
for hj and its solution Hj at θ = 0 results in an affine
equation for h0j and αj (the homological equation):
[Lh,jh
0
j ][uc]
j = [Lα,jαj ][uc]
j (A8)
+ [Rj(0)−RFj −AHR,j(·)][uc]j
where
[Lh,jh
0
j ][uc]
j =
[
AHj(·)h0j
]
[uc]
j − jh0j [uc]j−1[A1cuc]
[Lα,jαj ][uc]
j = B(0)Ajc[αj ][uc]
j − [AHα,j(·)αj ] [uc]j
One can determine h0j and αj for each j by comparing
coefficients of this j-form in uc. For orders j, for which
the square coefficient matrix Lh,j is regular, the normal
form coefficient αj is not present (since all terms at this
order are non-resonant). If the matrix Lh,j is singular
with kernel dimension dj , then the dimension of αj is dj
and the dependence of Ajc on αj is such that [Lh,j ,−Lα,j ]
has full rank. Thus, there is a unique coefficient αj , for
which (A8) is solvable for hj0. The solution h
j
0 is not
unique, but can be made unique, for example, by forc-
ing it to be orthogonal to the nullspace of LTh,j ; see the
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