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Abstract
A closure concept for undirected graphs based on the structure of the second neighborhood of a vertex is introduced. It is shown
that the closure of a graph is uniquely determined and that the closure operation preserves the length of a longest path and cycle.
Some related closure concepts are also discussed. A generalization of some known closure concepts is obtained.
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1. Terminology and notations
We consider finite simple undirected graphs G = (V (G), E(G)) and for concepts and notations not defined here
we refer the reader to [2].
Let A be a nonempty subset of V (G). The induced subgraph on A in G is denoted by 〈A〉G and we write G− A for
〈V (G)\A〉G . As usual, we put N [x] = N (x)∪{x}, NG(A) = {x ∈ V (G) | N (x)∩A 6= ∅}, and NG[A] = NG(A)∪A.
For a subgraph F of G we denote NG(F) = NG(V (F)) and NG[F] = NG[V (F)]. A vertex x is locally connected
if 〈N (x)〉G is a connected graph; otherwise x is said to be locally disconnected. A claw in G is an induced subgraph
isomorphic to K1,3. The (only) vertex of degree 3 of a claw is called the center. A vertex x ∈ V (G) is called a claw-
free vertex of G, if x is not the center of a claw in G. A graph G is called claw-free if every vertex of G is claw-free.
The circumference of G, i.e. the length of a longest cycle in G, is denoted by c(G). The length of a longest path in G
is denoted by p(G). By an r -path, st-path, respectively, we mean a path with a fixed end vertex r , or end vertices s
and t , respectively. The length of a longest r -path, or st-path, is denoted by pr (G), or pst (G), respectively. The line
graph of a graph H is denoted by L(H). The distance of two vertices x , y is denoted by dist(x, y) and the degree of a
vertex x is denoted by dG(x).
2. Preliminary results
Ryja´cˇek in [10] introduced the concept of a closure for claw-free graphs as follows. Let G be a claw-free graph.
A vertex x ∈ V (G) is called an eligible vertex of G, if the subgraph 〈NG(x)〉 is connected noncomplete. For any
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vertex x ∈ V (G) we set N ′x = {uv | u, v ∈ NG(x), uv 6∈ E(G)} and we denote by G ′x the graph with vertex set
V (G ′x ) = V (G) and edge set E(G ′x ) = E(G) ∪ N ′x . The graph G ′x is called the local completion of G at x .
Let G be a claw-free graph. We say that a graph H is a claw-free closure of G, denoted H = clR(G), if
(i) there is a sequence of graphs G1, . . . ,G t such that G1 = G, G t = H , and Gi+1 = (Gi )′xi for some eligible
vertex xi of Gi ,
(ii) no vertex of H is eligible.
A claw-free graph is said to be closed, if G = clR(G). The following basic properties of the local completion
operation and the claw-free closure were proved in [10].
Proposition A ([10]). Let G be a claw-free graph and let x be a locally connected vertex of G such that 〈NG(x)〉 is
not complete. Let G ′x be the local completion of G at x. Then
(i) G ′x is claw-free,
(ii) c(G ′x ) = c(G).
Theorem B ([10]). Let G be a claw-free graph. Then
(i) the closure clR(G) is well-defined (i.e. uniquely determined),
(ii) there is a triangle-free graph H such that clR(G) = L(H),
(iii) c(G) = c(clR(G)).
The proof of property (ii) of Theorem B is based on the following fact.
Lemma C ([10]). Let G be a graph such that, for every x ∈ V (G), 〈N (x)〉 is either a clique or a disjoint union of
two cliques. Then there is a triangle-free graph H such that G = L(H).
Brandt, Favaron and Ryja´cˇek showed in [4] that the claw-free closure preserves also the length of a longest path.
Theorem D ([4]). Let G be a claw-free graph. Then p(G) = p(clR(G)).
The claw-free closure was strengthened, among others, in [6] as follows. For any e ∈ E(G) denote by ωG(e)
the order of the largest clique in a closed claw-free graph G, which contains the edge e. Note that the largest clique
is uniquely determined. An induced cycle C of length k in a closed claw-free graph G is called C-eligible in G, if
4 ≤ k ≤ 6 and ωe = 2 for at least k−3 nonconsecutive edges e ∈ E(C). Let N ′C = {uv | u, v ∈ NG[C], uv 6∈ E(G)}.
The graph G ′C with vertex set V (G ′C ) = V (G) and edge set E(G ′C ) = E(G)∪ N ′C is called the C-completion of G at
C . A graph F is called a cycle closure of a claw-free graph G, denoted F = clC (G), if there is a sequence of graphs
G1, . . . ,G t such that G1 = clR(G), Gi+1 = clR((Gi )′Ci ) for some C-eligible cycle Ci in Gi , i = 1, . . . , t − 1 and
G t = F contains no C-eligible cycle.
Theorem E ([6]). Let G be a claw-free graph. Then
(i) clC (G) is well-defined,
(ii) c(G) = c(clC (G)).
In fact, the interest in closure concepts based solely on a local structure of a graph was originated by Broersma
in [5]. A pair of vertices {u, v} ⊆ V (G) is called a K4-pair of G if u and v are the two nonadjacent vertices in an
induced subgraph H of G which is isomorphic to K4 − e; the pair of vertices of degree 3 in H is called the copair of
u and v.
Lemma F ([5]). Let {u, v} be a K4-pair of G with copair {x, y} such that N (x) ∪ N (y) ⊆ N [u] ∪ N [v]. Then G is
hamiltonian if and only if G + uv is hamiltonian.
Based on Lemma F, a graph H is called a K4-closure of G if H can be obtained from G by recursively joining
K4-pairs that satisfy the condition of Lemma F and if H contains no such pair. As noted in [5], a graph can have
different K4-closures.
The assumptions of Lemma F are trivially satisfied in a claw-free graph.
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Corollary G ([5]). Let {u, v} be a K4-pair of a claw-free graph G. Then G is hamiltonian if and only if G + uv is
hamiltonian.
On the other hand it is not true for a claw-free graph G that the claw-free closure is contained in some K4-closure
of G (since, specifically, a K4-closure of a claw-free graph is not necessarily claw-free).
It is not difficult to reformulate Lemma F and its consequences to the case of a longest cycle, as mentioned in [5],
and of a longest path, r -path or st-path, respectively.
Lemma H ([5]). Let {u, v} be a K4-pair of G with copair {x, y} such that N (x) ∪ N (y) ⊆ N [u] ∪ N [v]. Then for
every cycle C ′ in G + uv there exists a cycle C in G such that V (C ′) ⊆ V (C).
Lemma I ([8]). Let {u, v} be a K4-pair of G with copair {x, y} such that N (x) ∪ N (y) ⊆ N [u] ∪ N [v]. Then for
every path P ′ in G + uv there exists a path P in G such that V (P ′) ⊆ V (P).
Lemma J ([8]). Let {u, v} be a K4-pair of G with copair {x, y} such that N (x)∪ N (y) ⊆ N [u] ∪ N [v]. If moreover
r, s, t 6∈ {x, y}, then for every r-path or st-path P ′ in G + uv there exists an r-path or st-path P in G, respectively,
such that V (P ′) ⊆ V (P).
In [7] Broersma and Trommel introduced the concept of the K ∗4 -closure based on the following lemma.
Lemma K ([7]). Let G be a graph and let {x, y, u, v} be a subset of four vertices of V such that uv 6∈ E and
{x, y} ⊆ N (u) ∩ N (v). If N (x) ⊆ N [u] ∪ N [v] and N (y) \ N [x] induces a complete graph (or is empty), then for
every cycle C ′ in G + uv there exists a cycle C in G such that V (C ′) ⊆ V (C).
Following [7] we say that a graph H is a K ∗4 -closure of G if H can be obtained from G by recursively joining
pairs of vertices satisfying the condition of Lemma K and H contains no such pair. As noted in [7], a graph can have
different K ∗4 -closures. For an induced K4 − e in a claw-free graph the assumption of Lemma K is trivially satisfied.
Lemma L ([7]). Let G be a claw-free graph and let {x, y, u, v} be a subset of four vertices of V such that
{x, y} ⊆ N (u) ∩ N (v). If xy ∈ E(G), then N (x) ⊆ N [u] ∪ N [v] and N (y) \ N [x] induces a complete graph
(or is empty).
Note that Lemmas K and L imply a short proof of part (iii) of Theorem B, i.e. the stability of the length of a longest
cycle under the claw-free closure.
Lemma M ([7]). For a claw-free graph G, clR(G) is contained in some K ∗4 -closure of G.
As shown in [8], it is not difficult to prove Lemma K for a path, r - or st-path.
Lemma N ([8]). Let G be a graph and let {x, y, u, v} be a subset of four vertices of V such that uv 6∈ E and
{x, y} ⊆ N (u) ∩ N (v). If N (x) ⊆ N [u] ∪ N [v] and N (y) \ N [x] induces a complete graph (or is empty), then for
every path, r-path or st-path (if moreover r, s, t 6∈ {x, y}) P ′ in G + uv there exists a path, r-path or st-path P in G,
respectively, such that V (P ′) ⊆ V (P).
Note that the K4- and the K ∗4 -closure are incomparable.
In [7] the concept of the K5-closure was also introduced based on the following lemma.
Lemma O ([7]). Let {x, y1, y2, u, v} be a subset of five vertices of V (G) such that 〈{x, y1, y2, u, v}〉 = K5 − uv. If
(i) N (x) ⊆ N [u] ∪ N [v],
(ii) N (yi ) ⊆ N [u] ∪ N [v] ∪ N (y3−i ) (i = 1, 2), and
(iii) N (yi ) \ N [x] induces a complete graph (or is an empty set) (i = 1, 2),
then for every cycle C ′ of G + uv there exists a cycle C of G such that V (C ′) ⊆ V (C).
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Also a K5-closure of a graph is not uniquely determined. In [7] it is also shown that, for a claw-free graph G,
clR(G) can be obtained as a combination of the K4- and K5-closure.
Brandt in [3] introduced a variation on the claw-free closure concept (based on the idea of Lemma L) as follows:
denote by clR(G, S) the supergraph of G obtained by successively adding the missing edges to induced (K4 − e)’s,
both copair vertices which are not in S ⊆ V (G). Clearly clR(G) = clR(G,∅).
Theorem P ([3]). Let G be a graph and S ⊆ V (G). Then the closure clR(G, S) is uniquely determined.
For a graph G we define G(x, S) as the graph obtained from G by consecutively adding missing edges into induced
(K4 − e)’s whose copair vertices are x and a vertex not in S.
Lemma Q ([3]). Let G be a graph in which all induced claws are centered in two vertices a and b. Then the length
of a longest (a, b)-path is unchanged in G(x, {a, b}), and all induced claws of G(x, {a, b}) are centered in a or b.
Note that the above lemma can be easily strengthened into the statement that G(x, S) (and therefore clR(G, S))
preserves the length of a longest r - or st-path for r, s, t ∈ S.
3. The C4- and C5-closure
It is not difficult to extend Lemmas K and N to the following statements. The idea of the proof is the following: by
the assumption y ∈ N (u) ∩ N (v) the predecessor and successor of y on C ′ is not in N (v) or N (u). The remaining
arguments are then exactly as in the proof of Lemmas K and N (and are therefore omitted).
Lemma 1. Let G be a graph and let {x, y, u, v} be a subset of four vertices of V (G) such that uv 6∈ E(G) and
{x, y} ⊆ N (u) ∩ N (v). If N (x) ⊆ N [u] ∪ N [v] and N (y) \ (N [x] ∪ (N (u) ∩ N (v))) induces a complete graph (or
is empty), then for every cycle C ′ in G + uv there exists a cycle C in G such that V (C ′) ⊆ V (C).
Lemma 2. Let G be a graph and let {x, y, u, v} be a subset of four vertices of V (G) such that uv 6∈ E(G) and
{x, y} ⊆ N (u)∩ N (v). If N (x) ⊆ N [u] ∪ N [v] and N (y) \ (N [x] ∪ (N (u)∩ N (v))) induces a complete graph (or is
empty), then for every path P ′, r -path Pr ′ or st-path Pst ′ (if moreover r, s, t 6∈ {x, y}) in G + uv there exists a path
P, r-path Pr or st-path Pst in G, respectively, such that V (P
′) ⊆ V (P), V (Pr ′) ⊆ V (Pr ) or V (Pst ′) ⊆ V (Pst ),
respectively.
Based on Lemmas 1 and 2 it is possible to define the concept of a C4-closure of a graph similarly as the K ∗4 -closure.
Also note that a C4-closure of a graph is not uniquely determined.
We now introduce a generalization of Lemma O. The proof of the following lemma is postponed to Section 7.
Lemma 3. Let G be a graph and let {x, y1, y2, u, v} be a subset of five vertices of V (G) such that
xu, xv, uy1, vy2, y1y2 ∈ E(G). Let uv 6∈ E(G). If
(i) N (x) ⊆ N [u] ∪ N [v], and
(ii) N (yi ) \ N [x] induces a complete graph (or is empty) (i = 1, 2),
then for every cycle C ′ in G + uv there exists a cycle C in G such that V (C ′) ⊆ V (C).
The proof of the analogous statement to Lemma 3 for a path, r - and st-path is also postponed to Section 7.
Lemma 4. Let G be a graph and let {x, y1, y2, u, v} be a subset of five vertices of V (G) such that
xu, xv, uy1, vy2, y1y2 ∈ E(G). Let uv 6∈ E(G). If
(i) N (x) ⊆ N [u] ∪ N [v],
(ii) N (yi ) \ N [x] induces a complete graph (or is empty) (i = 1, 2),
then for every path P ′ in G + uv there exists a path P in G such that V (P ′) ⊆ V (P).
If moreover r, s, t 6∈ {x, y1, y2}, then for every r-path Pr ′ or st-path Pst ′ in G+uv there is an r-path Pr or st-path
Pst in G with V (P
r ′) ⊆ V (Pr ) or V (Pst ′) ⊆ V (Pst ), respectively.
Also the C5-closure based on the previous two lemmas need not be uniquely determined. We omit further details.
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Fig. 1. A counterexample.
Remark 5. (i) The assumptions of Lemmas 3 and 4 are sharp in the following sense. Consider six vertices instead of
five satisfying analogous assumptions as in the lemmas, i.e.C6 ⊆ 〈{x, u, v, y1, y2, y3}〉 (going throughC6 in some
direction we pass in the order x , u, y1, y2, y3, v), N (x) ⊆ N [u]∪N [v] and N (yi )\N [x] induces a complete graph
(or is empty), i = 1, 2, 3. Then, by the conditions for yi , necessarily y1y3 ∈ E(G) and consequently the set of
vertices {x, u, v, y1, y3} satisfies the assumptions of these lemmas. This shows that reformulating the assumptions
of the lemmas to the (seemingly weaker) ones for a C6 gives, in fact, no generalization.
(ii) It is not possible to generalize Lemmas 3 and 4 in a way similar to the generalization of Lemma K (Lemma N) to
Lemma 1 (Lemma 2) (i.e. by replacing the condition ‘N (y)\N [x] is a clique’ by ‘N (y)\ (N [x]∪ (N (u)∩N (v)))
is a clique’). The graph shown in Fig. 1 is nonhamiltonian and such that N (x) ⊆ N (u) ∪ N (v), and
N (y1) \ (N (u) ∩ N (v)), N (y2) \ N [x] yield cliques. On the other hand, G + uv is hamiltonian.
4. The ∗-closure
We now introduce the main concept of the paper. For a tree T let B(T ) = {b ∈ V (T ) | dT (b) ≥ 2} (i.e. T \ B(T )
are leaves of T exactly and B(T ) consist of ‘branch’ vertices). Let N 2(x) = {y ∈ V (G) | 1 ≤ dist(x, y) ≤ 2}.
We say that x is a ∗-eligible vertex of G if
(i) x is a claw-free vertex (not necessarily locally connected),
(ii) 〈N (x)〉 is not a complete graph,
(iii) there is a tree T such that
(α) N (x) ⊆ V (T ) ⊆ N 2(x),
(β) for each b ∈ B(T ) the set N (b) \ N [x] induces a clique (possibly empty),
(γ ) V (T ) \ B(T ) ⊆ N (x).
By the assumptions, all leaves (degree 1 vertices) of T are in N (x). Note that if a tree T satisfies (iii) (α) and (β),
then there is a tree T ′ such that T ′ ⊆ T and T ′ also satisfies (γ ). If x is a ∗-eligible vertex, then a tree satisfying
(iii) (α)–(γ ) will be called a ∗-tree for the vertex x in G, and denoted by Tx . Let G be a graph, let x ∈ V (G) be a
∗-eligible vertex of G and let G∗x be the graph obtained from G by adding all missing edges to 〈N (x)〉G (i.e. 〈N (x)〉G∗x
is a clique). The graph G∗x is called the local ∗-completion of G at x .
We say that a graph H is a ∗-closure of G, denoted H = cl∗(G), if
(i) there is a sequence of graphs G1, . . . ,G t such that G1 = G, G t = cl∗(G), Gi+1 = (Gi )∗xi for some ∗-eligible
vertex xi in Gi
(ii) no vertex of cl∗(G) is ∗-eligible.
Lemma 6. Let x, y be two ∗-eligible vertices in G. Then y is ∗-eligible in G∗x .
Proof. Suppose that 〈NG∗x (y)〉 is not a complete graph (otherwise we are done). We first show that y is claw-free in
G∗x . Let, to the contrary, Y = 〈{y, y1, y2, y3}〉 be a claw in G∗x , and let N ′ be the set of edges added to 〈N (x)〉 by
the local ∗-completion at x . If |E(Y ) ∩ N ′| = 0, then Y is a claw in G; if |E(Y ) ∩ N ′| = 1, say, yy1 ∈ N ′, then
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〈{y, x, y2, y3}〉 is a claw in G, and if |E(Y ) ∩ N ′| ≥ 2, say, yy1, yy2 ∈ N ′, then 〈{x, y, y1, y2}〉 is a claw in G. Hence
y is claw-free in G∗x .
We now show that there is a ∗-tree T ∗y for y in G∗y with the desired properties (i), (ii) and (iii). Let Ty be a ∗-tree for
y in G. Suppose first that NG∗x (y) = NG(y) and E(〈NG∗x (y)〉) ⊇ E(〈NG(y)〉). Then it is sufficient to put T ∗y = Ty .
Suppose therefore NG∗x (y) ⊃ NG(y) and E(〈NG∗x (y)〉) ⊃ E(〈NG(y)〉). Let NG∗x (y) \ NG(y) = {y1, . . . , y`} ⊆
NG(x). Suppose moreover that x ∈ S(Ty). We claim that then it is sufficient to define T ∗y = Ty+{xy1, xy2, . . . , xy`}.
It is not difficult to check the properties (α), (β), (γ ) for such T ∗y in G∗x . Let now x ∈ V (Ty) \ S(Ty). If
S(Ty) = ∅, then without loss of generality let V (Ty) = {a, x}, E(Ty) = {ax}, where a, x ∈ NG(y). But then
〈NG∗x (y)〉 is a clique, a contradiction. Suppose therefore that S(Ty) 6= ∅. Then there is a vertex x ′ ∈ S(Ty) such
that xx ′ ∈ E(Ty). Let NG∗x (y) \ NG(y) = {y1, . . . , y`} ⊆ NG(x). We claim that then it is sufficient to define
T ∗y = Ty + {x ′y1, x ′y2, . . . , x ′y`}. Also here the properties (α), (β), (γ ) can be easily checked for T ∗y in G∗x . 
Lemma 7. Let x be a ∗-eligible vertex of G and let Tx be a ∗-tree for x in G. Let u, v ∈ N (x), uv 6∈ E(G). Let P be
a path of length at least 4 in Tx between u and v such that V (P) ⊆ N 2(x)\N (x). Then there is a path P ′ = uy1y2v of
length 3 between u and v in N 2(x), such that yi ∈ V (Tx ) and N (yi ) \ N [x] yields a clique (possibly empty), i = 1, 2.
Proof. The lemma follows immediately from property (iii) (β) of the definition of a ∗-eligible vertex. 
Lemma 8. Let G be a graph and let x be a ∗-eligible vertex of G. Then for any cycle C ′, path P ′, r -path Pr ′ or
st-path Pst
′ (if r, s, t 6∈ {x} ∪ V (Tx )) in G∗x there is a cycle C, path P, r-path Pr or st-path Pst in G such that
V (C ′) ⊆ V (C), V (P ′) ⊆ V (P), V (Pr ′) ⊆ V (Pr ) or V (Pst ′) ⊆ V (Pst ), respectively.
Proof. Let G = G0,G1, . . . ,G t = G∗x be a sequence of graphs such that Gi+1 = Gi + uivi , uivi 6∈ E(Gi ),
ui , vi ∈ NG(x). Let i0 be the smallest integer with the following property: there is a cycle C ′ (path P ′, r -path Pr ′,
st-path Pst
′) in Gi0+1 such that there is no cycle C (path P , r -path Pr , st-path Pst ) in Gi0 satisfying V (C ′) ⊆ V (C)
(V (P ′) ⊆ V (P), V (Pr ′) ⊆ V (Pr ), V (Pst ′) ⊆ V (Pst )). Since x is ∗-eligible, there is a ∗-tree Tx for x in G.
Consider a path Q in Tx with end vertices ui0 and vi0 . Let Q = x0i0 P01x1i0 P12 . . . P i0−1i0x`i0 , where by Lemma 7 either
P i i+1 = yi i+11 yi i+12 or P i i+1 = yi i+11 or P i i+1 is empty, be such a path with ui0 = x0i0 , vi0 = x`i0 . We show that there
is no such i0 by the following construction.
Consider a sequence H0, . . . , H` of graphs, where V (Hi ) = V (G), E(H0) = E(G), E(Hi ) = E(Hi−1) ∪
{x i−1i0 x ii0}, i = 1, . . . , `. Note that edges x i−1i0 x ii0 for some i’s might already be in G. Since for any i the set of vertices
x, x i−1i0 , P
i−1i , x ii0 satisfies either the assumptions of Lemmas K and N, if P
i i+1 = yi i+11 yi i+12 , or of Lemmas 3 and
4, if P i i+1 = yi i+11 , we have that for any cycle C ′ (path P ′, r -path Pr ′, st-path Pst ′) in H` there is a cycle C (path P ,
r -path Pr , st-path Pst ) in G with V (C
′) ⊆ V (C) (V (P ′) ⊆ V (P), V (Pr ′) ⊆ V (Pr ), V (Pst ′) ⊆ V (Pst )). Note that
adding edges in N (x) does not violate the conditions on x and yi ’s in the lemmas.
Consider the graph H`. In 〈NH`(x)〉 there is a path P = x0i0x1i0 . . . x`i0 with end vertices ui0 = x0i0 and vi0 = x`i0 .
Since x is a claw-free vertex, there is a path P ′ = x0i0 . . . x ti0 of length t ≤ 3 with end vertices ui0 = x0i0 and
vi0 = x ti0 containing only vertices of P . Consider now the sequence of graphs F1, . . . , Ft defined in the following
way: V (Fi ) = V (G), E(Fi ) = E(Fi−1) ∪ {x i−1i0 x ii0} for i = 1, . . . , t . Note that x ii0 ∈ S(Tx ) for i = 1, . . . , ` − 1.
Then clearly any set of vertices {x, x0i0 , x i−1i0 , x ii0} for i = 2, . . . t satisfies the conditions of Lemma K and N. Thus,
for any cycle C ′ (path P ′, r -path Pr ′, st-path Pst ′) in Ft there is a cycle C (path P , r -path Pr , st-path Pst ) in H` (and
therefore in G) with V (C ′) ⊆ V (C) (V (P ′) ⊆ V (P), V (Pr ′) ⊆ V (Pr ), V (Pst ′) ⊆ V (Pst )). Note that adding edges
in 〈N (x)〉 does not violate the conditions on x and x i ’s in the lemmas. 
Theorem 9. Let G be a graph. Then
(i) cl∗(G) is well-defined (i.e. uniquely determined),
(ii) c(cl∗(G)) = c(G), p(cl∗(G)) = p(G).
Proof. Part (i) follows from Lemma 6 by the following standard argument. Let F1 and F2 be two different ∗-closures
of G. Suppose E(F1) \ E(F2) 6= ∅. Let G1, . . . ,G t be a sequence of graphs that yields F1. Let j be the smallest
integer for which E(G j ) \ E(F2) 6= ∅. Let e = uv ∈ E(G j ) \ E(F2). Then clearly there is a common neighbor x of
u and v in G j−1 which is ∗-eligible in G j−1. But then by Lemma 6, e ∈ E(F2), a contradiction.
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Part (ii) follows from Lemma 8. 
Similarly as Brandt introduced a variation on the claw-free closure we can define a closure cl∗(G, S) as a graph
obtained by stepwise adding edges to all C4’s and C5’s from Lemmas K and 3 around step-by-step all vertices of G
such that no vertex of ‘x , y’ and ‘x , y1, y2’ of this structures is in S.
Theorem 10. Let G be a graph and S ⊆ V (G). Then
(i) cl∗(G, S) is well-defined,
(ii) c(G) = c(cl∗(G, S)), p(G) = p(cl∗(G, S)),
(iii) if r, s, t ∈ S, then pr (G) = pr (cl∗(G, S)) and pst (G) = pst (cl∗(G, S)).
As an easy corollary we obtain, that the ∗-closure generalizes the claw-free closure.
Corollary 11. Let x be a locally connected claw-free vertex of G and let any vertex in N (x) be also claw-free. Then
x is ∗-eligible in G.
Remark 12. The ∗-closure is based on a special strategy of using the non-unique closure concepts K ∗4 and C5 in
order to get a well-defined (i.e. uniquely determined) closure concept. Note that the relationship between the K ∗4 - and
C5-closure concepts on one side and the ∗-closure concept on the other side is analogous to the relationship between
the K ∗4 -closure concept and the claw-free closure concept clR given in Lemma M.
5. The ∗1-closure
The ∗-closure introduced in the previous section was based on the K ∗4 -and C5-lemmas. The ∗1-closure concept is
based on the C4-and C5-lemmas instead. The ∗1-closure extends the ∗-closure, but the drawback of the generality is
that it is more technical. The proofs are similar to those of analogous results for the ∗-closure. The only difference is
a use of Lemma 1 instead of Lemma K as a reference in proofs.
Let T be a tree. Recall that B(T ) = {b ∈ V (T ) | dT (b) ≥ 2}. Let x ∈ V (G). Then we put S2(T ) = {s ∈ B(T ) |
there is no path asbc ⊆ Tx for a, c ∈ N (x), b ∈ N 2(x) \ N (x)}. We define the set S1(T ) as B(T ) \ S2(T ). Let
moreover R = {d ∈ V (G) | N (d) ⊇ N (x)}.
We say that x is a ∗1-eligible vertex of G if
(i) x is a claw-free vertex (not necessarily locally connected),
(ii) 〈N (x)〉 is not a complete graph,
(iii) there is a tree T such that
(α) N (x) ⊆ V (T ) ⊆ N 2(x),
(β1) for any s ∈ S1(T ) the set N (s) \ N [x] induces a clique (possibly empty),
(β2) for any s ∈ S2(T ) the set N (s) \ (N [x] ∪ R) induces a clique (possibly empty),
(γ ) V (T ) \ B(T ) ⊆ N (x).
Note that if a tree T satisfies (iii) (α) and (β), then there is a tree T ′ such that T ′ ⊆ T and T ′ also satisfies (γ ). If
x is a ∗1-eligible vertex, a tree Tx satisfying (iii) (α)–(γ ), will be called a ∗1-tree for the vertex x in G. Clearly, any
∗-eligible vertex is also ∗1-eligible, but the converse does not hold. Let G be a graph, let x ∈ V (G) be a ∗1-eligible
vertex of G and let G∗1x be the graph obtained from G by adding to 〈N (x)〉G all missing edges (i.e., 〈N (x)〉G∗1x is a
clique). The graph G∗1x is called the local ∗1-completion of G at x .
We say that a graph H is a ∗1-closure of G, denoted H = cl∗1(G), if
(i) there is a sequence of graphs G1, . . . ,G t such that G1 = G, G t = cl∗1(G), Gi+1 is obtained from Gi by a local∗1-completion operation at some ∗1-eligible vertex xi in Gi
(ii) no vertex of cl∗1(G) is ∗1-eligible.
Lemma 13. Let x, y be two ∗1-eligible vertices in G. Then y is ∗1-eligible in G∗1x .
Lemma 14. Let x be a ∗1-eligible vertex of G and let Tx be a ∗1-tree for x in G. Let u, v ∈ N (x), uv 6∈ E(G). Let P
be a path of length at least 4 in Tx between u, v such that V (P) ⊆ N 2(x)\N (x). Then there is a path P ′ = uy1y2v of
length 3 between u and v in N 2(x), such that yi ∈ V (P) and N (yi ) \ N [x] yield a clique (possibly empty), i = 1, 2.
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Lemma 15. Let G be a graph and let x be a ∗1-eligible vertex of G. Then for any cycle C ′, path P ′, r -path Pr ′
or st-path Pst
′ (if r, s, t 6∈ {x} ∪ V (Tx )) in G∗x there is a cycle C, path P, r-path Pr or st-path Pst in G such that
V (C ′) ⊆ V (C), V (P ′) ⊆ V (P), V (Pr ′) ⊆ V (Pr ) or V (Pst ′) ⊆ V (Pst ), respectively.
Theorem 16. Let G be a graph. Then
(i) cl∗1(G) is well-defined,
(ii) c(cl∗1(G)) = c(G), p(cl∗1(G)) = p(G).
Similarly as with the ∗-closure, we can define the Brandt variation on the ∗1-closure, denoted by cl∗1(G, S).
Theorem 17. Let G be a graph and S ⊆ V (G). Then
(i) cl∗1(G, S) is well-defined,
(ii) c(G) = c(cl∗1(G, S)), p(G) = p(cl∗1(G, S)),
(iii) if r, s, t ∈ S, then pr (G) = pr (cl∗1(G, S)) and pst (G) = pst (cl∗1(G, S)).
6. Remarks
(i) In the definition of the ∗- and ∗1-local completion, the K ∗4 -, C4- and C5-lemmas were used in such a way that the
central vertex of the local completion always played the role of the vertex ‘x’ of the mentioned lemmas. It is also
possible to use an ‘upside down’ strategy here, where the center of the local completion plays the role of the vertex
‘y’ or ‘y1, y2’. We show this for the case of the K ∗4 -lemma. The basic definition will then be as follows.
We say that a vertex y is Y -eligible if
(i) N (y) = N1(y) ∪ N2(y), where 〈N2(y)〉 is a clique and 〈N1(y) ∪ {y}〉 is claw-free,
(ii) in 〈N1(y)〉 there is a universal vertex x (i.e. every vertex in N1(y) is a neighbor of x) such that x is a claw-free
vertex.
Note that y need not be a claw-free vertex. By the local Y -completion at a Y -eligible vertex y, denoted GY (y), we
mean the graph obtained by replacing 〈N1(y)〉 by a clique. Note that y need not be locally connected and if this is the
case, then the neighborhood of y in GY (y) consists of two vertex disjoint cliques. Similarly as with the ∗-closure we
can define a Y -closure of a graph G, denoted by clY(G). The Y -closure is also uniquely determined and preserves the
length of a longest path and cycle. It is not difficult to construct examples showing that the Y -closure and the ∗-closure
are, in general, incomparable. Details are left to the reader.
(ii) It would also be possible to introduce an analogous concept based on the K4-lemma. The basic definition is as
follows. We say that a vertex x ∈ V (G) is ∗0-eligible if:
(i) x is a claw-free vertex,
(ii) 〈N (x)〉 is connected noncomplete,
(iii) there is a universal vertex y in 〈N (x)〉 such that y is claw-free.
Based on this definition, we can define the ∗0-closure of a graph G, denoted cl∗0(G). Clearly, the ∗0-closure and the
claw-free closure are, in general, incomparable, but for any claw-free graph G we have cl∗0(G) ⊆ clR(G). The ∗0-
closure is in general incomparable also with the ∗-closure (due to the fact that K4- and K ∗4 -closures are incomparable).
Details are left to the reader.
(iii) We now consider the relation of the ∗-closure to the cycle closure clC . Consider a C-eligible cycle abcdea of
length 5 in a line graph G. We show that such a cycle is contained in a clique in the ∗-closure of G. Suppose without
loss of generality that ωG(bc) = 1 and ωG(de) = 1. Let e1, . . . , eα ∈ N (a) ∩ N (e) and b1, . . . , bβ ∈ N (a) ∩ N (b).
Clearly, bcde+ee1+· · ·+eeα+bb1+· · ·+bbβ is a ∗-tree for vertex a in G. Consider G∗a . Now, bcdeb is a C-eligible
cycle of length 4 in G∗a and any of the vertices b, c, d, and e is ∗-eligible in G∗a . Then d is ∗-eligible in (G∗a)∗b and
N [{a, b, c, d, e}] induces a clique in cl∗(G). Thus we have that C-eligible cycles of lengths 4 and 5 are also eligible
under the ∗-closure. Moreover, the use of the ∗-closure is not restricted to line (claw-free) graphs only. Note however,
that replacing C-eligible cycle of length 6 by a clique in a general graph preserves the length of a longest cycle and
path.
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Fig. 2. A counterexample to the Conjecture R.
(iv) Consider a ∗-eligible vertex x in a graph G. Some edges in 〈N (x)〉 might already be present in G. Therefore it
is not necessary to assume the existence of a tree for x with N (x) ⊆ V (T ), but rather the existence of a forest with
analogous properties with respect to missing edges in 〈N (x)〉.
(v) By Lemma C, the claw-free closure of a claw-free graph is the line graph of a triangle-free graph. By Corollary 11,
the ∗-closure generalizes the claw-free closure. On the other hand, we do not know a nice characterization of a
superclass of claw-free graphs with the property that for any graph from this superclass the ∗-closure is the line graph
of a triangle-free graph.
(vi) Clearly, the ∗-closure of G can be obtained in polynomial time, e.g. by the following simple algorithm for finding
a ∗-tree for a given vertex x . Let N ′2(x) = {y ∈ N 2(x) | 〈N (y) \ N (x)〉 is a clique}. If N ′2(x) is connected, then
the fact N (x) ⊆ NG(N ′2(x)) implies the existence of a ∗-tree for x in G. Clearly, the set N ′2(x) and the property
N (x) ⊆ NG(N ′2(x)) can be found and checked in polynomial time.
We now also show that a ∗1-tree can be found in polynomial time. Let N ′2 = {y ∈ N 2(x) | 〈N (y) \ (N (x) ∪
R)〉 is a clique}. Now, find N ′2(x) and N ′′2 (x). If any y ∈ N ′′2 (x) has in G at least two neighbors in N ′2(x) ∩ N (x),〈N ′2 ∪ N ′′2 〉 is connected and moreover N (x) ⊆ N (N ′2(x) ∪ N ′′2 (x)), then the existence of the ∗1-tree is guaranteed.
(vii) There are some further common extensions of the claw-free closure and K ∗4 -closure based on a local structure of a
graph, for more see [9]. In [9] there is also a variation on ∗-closure defined, which preserves hamiltonian connectivity
and homogeneous traceability of a graph. Also the following conjecture from [1] is disproved (a cl2-closure of a graph
is an analogy to the clR-closure in which neighborhoods of locally 2-connected vertices only are replaced step-by-step
by a clique).
Conjecture R ([1]). Let G be a claw-free graph. Then G is hamiltonian-connected if and only if cl2(G) is
hamiltonian-connected.
The smallest counterexample is on 8 vertices, see Fig. 2 (it can be easily generalized into an infinite class of
counterexamples). Note that this graph is claw-free and not hamiltonian-connected (there is no hamiltonian path
between a and b). The local completion operation on the locally 2-connected vertex x adds edge uv. But G + uv
contains a hamiltonian path between a and b.
7. Proofs
In this section we give the proofs of Lemmas 3 and 4. We first prove Lemma 4.
Proof of Lemma 4. Let x , y1, y2, u and v be chosen in G as in the hypothesis of the lemma. Assume that P ′ is a
path (r -, st-path) in G + uv such that G has no path (r -, st-path) containing all vertices of C ′. Let P ′ = sP1uvP2t
(P1 and P2 are paths in G, possibly of length 0) and take an orientation of P ′ from s to t . The orientation of P1 and
P2 is defined by the orientation of P ′. Clearly at least one of the vertices y1, y2 is on P1 or P2 (otherwise the path
P = s−→P1uy1y2v−→P2t contradicts the assumption). Analogously, x ∈ V (P1)∪V (P2). Without loss of generality assume
now y2 6∈ V (P1) ∪ V (P2). Consider the graph G ′ with V (G ′) = V (G) − y2 and E(G ′) = E(G) ∪ {y1v}. It is not
difficult to check that G ′ satisfies the assumptions of Lemma N and that therefore the existence of a path (r -, st-path)
P in G with V (P ′) ⊆ V (P) is obvious. We may therefore assume in the following that y1, y2 ∈ V (P1) ∪ V (P2).
Suppose that ux− ∈ E(G) (if x− exists). Then P = s−→P1x−u←−P1xv−→P2t , if x ∈ V (P1), or P = s−→P1ux−←−P2vx−→P2t ,
if x ∈ V (P2), contradicts the choice of P ′. Therefore by (i), if x− exists then necessarily vx− ∈ E(G). Similarly we
obtain that if x+ exists then necessarily ux+ ∈ E(G).
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Up to symmetry we distinguish six cases according to the position of the vertices x , y1 and y2 on P = P1+uv+P2.
If possible, we give an obtained contradiction as an st-path. Otherwise we give an s-path or t-path.
Case 1. x ∈ s−→P y1, y1 ∈ s−→P y2.
Case 1.1. x, y1, y2 ∈ V (P1).
We have x−v, x+u ∈ E(G) (if x− exists). If y−2 x ∈ E(G), then let P = s−→P1xy−2←−P1x+u←−P1 y2v−→P2t and if
y+2 x ∈ E(G), let P = s−→P1xy+2 −→P1ux+−→P1 y2v−→P2t .
By (ii) for y2 we have that y
−
2 y
+
2 ∈ E(G). If y−1 x ∈ E(G), let P = s−→P1xy−1←−P1x+u←−P1 y+2 y−2←−P1 y1y2v−→P2t ; if
y+1 x ∈ E(G), then let P = s−→P1xy+1 −→P1 y−2 y+2 −→P1ux+−→P1 y1y2v−→P2t if y+1 6= y2, or P = s−→P1 y1u←−P1 y2v−→P2t if y+1 = y2.
By (ii) for y1 it remains the case y
+
1 y
−
1 ∈ E(G). Then let P = s−→P1 y−1 y+1 −→P1 y−2 y+2 −→P1uy1y2v−→P2t . In all cases P gives
a contradiction.
Case 1.2. x, y1 ∈ V (P1), y2 ∈ V (P2).
Let first s = x . Then let P = u←−P1xv−→P2t—a contradiction. So we may consider s 6= x . Necessarily x−v, x+u ∈
E(G). Suppose now t = y2. If y−1 x ∈ E(G), then let P = s−→P1xy−1←−P1x+u←−P1 y1t←−P2v; if y+1 x ∈ E(G), then
P = s−→P1xy+1 −→P1ux+−→P1 y1t←−P2v and for y−1 y+1 ∈ E(G), let P = s−→P1 y−1 y+1 −→P1uy1t←−P2v.
Thus we have y2 6= t . Consider y−2 x ∈ E(G). If y−1 x ∈ E(G), let P = s−→P1x−v−→P2 y−2←−P1x+u←−P1 y1y2−→P2t ;
if y+1 x ∈ E(G), let P = s−→P1x−v−→P2 y−2 xy+1 −→P1ux+−→P1 y1y2−→P2t . By (ii) for y1 we have y−1 y+1 ∈ E(G) with
P = s−→P1x−v−→P2 y−2 x−→P1 y−1 y+1 −→P1uy1y2−→P2t .
Let now y+2 x ∈ E(G). If y−1 x ∈ E(G), let P = s−→P1x−v−→P2 y2y1−→P1ux+−→P1 y−1 xy+2 −→P2t , if y+1 x ∈ E(G),
let P = s−→P1x−v−→P2 y2y1←−P1x+u←−P1 y+1 xy+2 −→P2t . By (ii) for y1 necessarily y−1 y+1 ∈ E(G). Then let P =
s
−→
P1x−v
−→
P2 y2y1u
←−
P1 y
+
1 y
−
1
←−
P1xy
+
2
−→
P2t .
By (ii) for y2 we have y
−
2 y
+
2 ∈ E(G). If y−1 x ∈ E(G), let P = s−→P1xy−1←−P1x+u←−P1 y1y2v−→P2 y−2 y+2 −→P2t ; if y+1 x ∈
E(G), let P = s−→P1xy+1 −→P1ux+−→P1 y1y2v−→P2 y−2 y+2 −→P2t . By (ii), for y1 it remains to consider the case y−1 y+1 ∈ E(G);
then let P = s−→P1 y−1 y+1 −→P1uy1y2v−→P2 y−2 y+2 −→P2t .
In all cases we obtain a contradiction, since V (P ′) ⊆ V (P).
Case 1.3. x ∈ V (P1), y1, y2 ∈ V (P2).
Suppose first s = x . Then P = u←−P1xv−→P2t gives a contradiction. Thus we have s 6= x . We have x−v, x+u ∈ E(G).
Let y−1 x ∈ E(G), then P := s−→P1x−v−→P2 y−1 x−→P1uy1−→P2t . If y+1 x ∈ E(G), then let P = s−→P1x−v−→P2 y1u←−P1xy+1 −→P2t .
By (ii) for y1 it remains to consider y
−
1 y
+
1 ∈ E(G). Suppose that t = y2. Then P = s−→P1uy1t←−P2 y−1 y+1←−P2v
gives a contradiction. Thus we have t 6= y2. Then if y−2 x ∈ E(G), let P = s−→P1x−v−→P2 y−1 y+1 −→P2 y−2 x−→P1uy1y2−→P2t ;
if y+2 x ∈ E(G), let P = s−→P1x−v−→P2 y−1 y+1 −→P2 y2y1u←−P1xy+2 −→P2t . By (ii), we have y−2 y+2 ∈ E(G) with P =
s
−→
P1uy1y2v
−→
P2 y
−
1 y
+
1
−→
P2 y
−
2 y
+
2
−→
P2t .
Case 2. x ∈ s−→P y2, y2 ∈ s−→P y1.
Case 2.1. x, y1, y2 ∈ V (P1).
Recall that we may assume that x−v, x+u ∈ E(G) (if x− exists). If y−2 x ∈ E(G), let P =
s
−→
P1xy
−
2
←−
P1x+u
←−
P1 y2v
−→
P2t ; if y
+
2 x ∈ E(G), let P = s−→P1xy+2 −→P1ux+−→P1 y2v−→P2t . By (ii) for y2 we have
y−2 y
+
2 ∈ E(G). Now if y−1 x ∈ E(G), let P = s−→P1xy−1←−P1 y+2 y−2←−P1x+u←−P1 y1y2v−→P2t ; if y+1 x ∈ E(G),
let P = s−→P1xy+1 −→P1ux+−→P1 y−2 y+2 −→P1 y1y2v−→P2t . By (ii) for y1 we have y−1 y+1 ∈ E(G) and we set P =
s
−→
P1 y
−
2 y
+
2
−→
P1 y
−
1 y
+
1
−→
P1uy1y2v
−→
P2t . In all cases the path P contradicts the assumption.
Case 2.2. x, y2 ∈ V (P1), y1 ∈ V (P2).
If s = x , then P = u←−P1sv−→P2t gives a contradiction. Thus we have s 6= x . If y−2 x ∈ E(G), let P =
s
−→
P1xy
−
2
←−
P1x+u
←−
P1 y2v
−→
P2t ; if y
+
2 x ∈ E(G), let P = s−→P1xy+2 −→P1ux+−→P1 y2v−→P2t . Let t 6= y1. If y−1 x ∈ E(G), let
P = s−→P1x−v−→P2 y−1 x−→P1uy1−→P2t ; if y+1 x ∈ E(G), let P = s−→P1x−v−→P2 y1u←−P1xy+1 −→P2t . By (ii), for y1 and y2 it remains
to consider the case y−1 y
+
1 , y
−
2 y
+
2 ∈ E(G). Then let P = s−→P1 y−2 y+2 −→P1uy1y2v−→P2 y−1 y+1 −→P2t . If t = y1, then it remains
to consider y−2 y
+
2 ∈ E(G). But then P = s−→P1 y−2 y+2 −→P1ut←−P2vy2. In all cases we obtained a contradiction.
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Case 2.3. x ∈ V (P1), y1, y2 ∈ V (P2).
If s = x , then P = u←−P1sv−→P2t is a contradiction. If t = y1, then P = s−→P1t←−P2v. Thus we have s 6= x and t 6= y1.
If xy−1 ∈ E(G), let P = s−→P1x−v−→P2 y−1 x−→P1uy1−→P2t ; if xy+1 ∈ E(G), let P = s−→P1x−v−→P2 y1u←−P1xy+1 −→P2t . Let therefore
y−1 y
+
1 ∈ E(G). If moreover xy−2 ∈ E(G), let P = s−→P1x−v−→P2 y−2 x−→P1uy1y2−→P2 y−1 y+1−→P2t ; if xy+2 ∈ E(G), let
P = s−→P1x−v−→P2 y2y1u←−P1xy+2 −→P2 y−1 y+1−→P2t . Finally, if y−2 y+2 ∈ E(G), then let P = s−→P1uy1y2v−→P2 y−2 y+2 −→P2 y−1 y+1 −→P2t .
In all cases we have a contradiction.
Case 3. y1 ∈ s−→P x , x ∈ s−→P y2.
Case 3.1. x, y1, y2 ∈ V (P1).
If y−2 x ∈ E(G), let P = s−→P1xy−2←−P1x+u←−P1 y2v−→P2t ; if y+2 x ∈ E(G), let P = s−→P1xy+2 −→P1ux+−→P1 y2v−→P2t . Suppose
s 6= y−1 . If y−1 x ∈ E(G), let P = s−→P1 y−1 x−→P1uy1−→P1x−v−→P2t ; if y+1 x ∈ E(G), let P = s−→P1 y1u←−P1xy+1 −→P1x−v−→P2t .
Finally, by (ii) for y1 and y2 we consider y
−
1 y
+
1 , y
−
2 y
+
2 ∈ E(G). Then let P = s−→P1 y−1 y+1 −→P1 y−2 y+2 −→P1uy1y2v−→P2t . In
all cases P contradicts the assumption.
Now if s = y1, it remains to consider y−2 y+2 ∈ E(G). But then P = u←−P1 y+2 y−2←−P1sy2v−→P2t is a contradiction.
Case 3.2. x, y1 ∈ V (P1), y2 ∈ V (P2).
Consider s = y1. Then P = x−←−P1su←−P1xv−→P2t gives a contradiction. Thus s 6= y1. If y−1 x ∈ E(G),
let P = s−→P1 y−1 x−→P1uy1−→P1x−v−→P2t ; if y+1 x ∈ E(G), let P = s−→P1 y1u←−P1xy+1 −→P1x−v−→P2t . Finally let y−1 y+1 ∈
E(G). Then if y−2 x ∈ E(G), let P = s−→P1 y−1 y+1 −→P1x−v−→P2 y−2 x−→P1uy1y2−→P2t ; if y+2 x ∈ E(G), let P =
s
−→
P1 y
−
1 y
+
1
−→
P1x−v
−→
P2 y2y1u
←−
P1xy
+
2
−→
P2t . It remains to consider the case y
−
2 y
+
2 ∈ E(G). Then we let P =
s
−→
P1 y
−
1 y
+
1
−→
P1uy1y2v
−→
P2 y
−
2 y
+
2
−→
P2t . In all cases we obtain a contradiction.
Case 4. y2 ∈ s−→P x , x ∈ s−→P y1.
Case 4.1. x, y1, y2 ∈ V (P1).
Suppose first s = y2. Then P = u←−P1sv−→P2t is a contradiction. Therefore we have s 6= y2. Consider
y−2 x ∈ E(G). If y−1 x ∈ E(G), let P = s−→P1 y−2 xy−1←−P1x+u←−P1 y1y2−→P1x−v−→P2t ; if y+1 x ∈ E(G),
let P = s−→P1 y−2 xy+1 −→P1ux+−→P1 y1y2−→P1x−v−→P2t and in the remaining case y−1 y+1 ∈ E(G) we put P =
s
−→
P1 y
−
2 x
−→
P1 y
−
1 y
+
1
−→
P1uy1y2
−→
P1x−v
−→
P2t .
Suppose now y+2 x ∈ E(G). If y−1 x ∈ E(G), then we set P = s−→P1 y2y1−→P1ux+−→P1 y−1 xy+2 −→P1x−v−→P2t ; if
y+1 x ∈ E(G), we set P = s−→P1 y2y1←−P1x+u←−P1 y+1 xy+2 −→P1x−v−→P2t and for remaining y−1 y+1 ∈ E(G), we put
P = s−→P1 y2y1u←−P1 y+1 y−1←−P1xy+2 −→P1x−v−→P2t .
By (ii) for y2 it remains to consider the case y
−
2 y
+
2 ∈ E(G). If y−1 x ∈ E(G), let P =
s
−→
P1 y
−
2 y
+
2
−→
P1xy
−
1
←−
P1x+u
←−
P1 y2v
−→
P2t ; if y
+
1 x ∈ E(G), let P = s−→P1 y−2 y+2 −→P1xy+1 −→P1ux+−→P1 y1y2v−→P2t and for y−1 y+1 ∈
E(G) we put P = s−→P1 y−2 y+2 −→P1 y−1 y+1 −→P1uy1y2v−→P2t . In all cases P contradicts the assumption.
Case 4.2. x, y1 ∈ V (P1), y2 ∈ V (P2).
If s = y2, then P = u←−P1sv−→P2t gives a contradiction. By symmetry, we obtain an analogous contradiction
for t = y1. Thus we assume that s 6= y2 and t 6= y1. If xy−1 ∈ E(G), let P = s−→P1x−v−→P2 y−1 x−→P1uy1−→P2t ; if
xy+1 ∈ E(G), put P = s−→P1x−v−→P2 y1u←−P1xy+1 −→P2t . By (ii) for y1 we have y−1 y+1 ∈ E(G). If now xy−2 ∈ E(G), we
put P = s−→P1 y−2 x−→P1uy1y2−→P1x−v−→P2 y−1 y+1 −→P2t ; if xy+2 ∈ E(G), let P = s−→P1 y2y1u←−P1xy+2 −→P1x−v−→P2 y−1 y+1 −→P2t . For
remaining y−2 y
+
2 ∈ E(G) we let P = s−→P1 y−2 y+2 −→P1uy1y2v−→P2 y−1 y+1 −→P2t . In all cases we obtain a contradiction.
Case 5. y1 ∈ s−→P y2, y2 ∈ s−→P x .
If s = y1, we obtain simply a contradiction with P = x−←−P1su←−P1xv−→P2t . Thus s 6= y1. If y−1 x ∈ E(G),
put P = s−→P1 y−1 x−→P1uy1−→P1x−v−→P2t ; if y+1 x ∈ E(G), let P = s−→P1 y1u←−P1xy+1 −→P1x−v−→P2t . It remains to consider
y−1 y
+
1 ∈ E(G). If moreover y−2 x ∈ E(G), we put P = s−→P1 y−1 y+1 −→P1 y−2 x−→P1uy1y2−→P1x−v−→P2t ; if y+2 x ∈
E(G), put P = s−→P1 y−1 y+1 −→P1 y2y1u−→P1xy+2 −→P1x−v−→P2t and in the remaining case y−2 y+2 ∈ E(G) we let P =
s
−→
P1 y
−
1 y
+
1
−→
P1 y
−
2 y
+
2
−→
P1uy1y2v
−→
P2t . In all cases P gives a contradiction.
Case 6. y2 ∈ s−→P y1, y1 ∈ s−→P x .
Consider first s = y2. Then P = u←−P1sv−→P2t—a contradiction. Therefore s 6= y2. If y−1 x ∈ E(G), we
put P = s−→P1 y−1 x−→P1uy1−→P1x−v−→P2t ; if y+1 x ∈ E(G), let P = s−→P1 y1u←−P1xy+1 −→P1x−v−→P2t . Consider therefore
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y−1 y
+
1 ∈ E(G). Then if y−2 x ∈ E(G), set P = s−→P1 y−2 x−→P1uy1y2−→P1 y−1 y+1 −→P1x−v−→P2t ; if y+2 x ∈ E(G), let
P = s−→P1 y2y1u←−P1xy+2 −→P1 y−1 y+1 −→P1x−v−→P2t . By (ii) for y2 it remains to consider y−2 y+2 ∈ E(G). Then put P =
s
−→
P1 y
−
2 y
+
2
−→
P1 y
−
1 y
+
1
−→
P1uy1y2v
−→
P2t . In all cases we obtained a contradiction. 
We now prove Lemma 3 using Lemma 4.
Proof of Lemma 3. Let x , y1, y2, u and v be chosen in G as in the hypothesis of the lemma. Assume that C ′ is a
cycle in G + uv such that G has no cycle containing all vertices of C ′. Consider a path P = C ′ − uv in G, and orient
it from u to v.
Clearly x and at least one of the vertices y1, y2 are on P (otherwise the cycle C = u−→P vxu or C = u−→P vy2y1u
contradicts the assumption). Without loss of generality assume now y2 6∈ V (P). Consider the graph G ′ with
V (G ′) = V (G) − y2 and E(G ′) = E(G) ∪ {y1v}. It is not difficult to check that G ′ satisfies the assumptions of
Lemma K and the existence of a cycle C in G with V (C ′) ⊆ V (C) is then obvious. We may therefore assume in the
following that y1, y2 ∈ V (P).
Suppose now maxp,q∈{x,y1,y2,u,v} |int (pPq)| ≤ 1, where |int pPq| denotes the number of internal vertices on P
between p and q . Then it is not difficult to check that there is a cycle C ′ with V (C ′) ⊆ V (C) (for any position of the
vertices x , y1, y2 on P). Therefore let s and t be two neighboring vertices on P such that s, t 6∈ {x, y1, y2, u, v}. But
then, by Lemma 4, there is an st-path Pst in G with V (P
s
t
′) ⊆ V (Pst ), where Pst ′ = C ′ − st . This implies that there
is a cycle C = Pst + st in G with V (C ′) ⊆ V (C). 
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