The multi-channel Hybrid Fiber Coaxial (HFC) network is essentially a shared medium with multi-channels. Its operation requires the use of a scheduling algorithm to manage the data transmission within each channel. The Data-Over-Cable Service Interface Specification (DOC-SIS) protocol is an important standard for HFC networks. Since this protocol does not explicitly specify the scheduling algorithm to be used, many alternative algorithms have been proposed. However, none of these algorithms are applicable to the scheduling of non-Unsolicited Grant Service (UGS) data in multi-channel HFC networks. Accordingly, the present study develops a multi-channel scheduling algorithm which optimizes the scheduling delay time of each transmitted non-UGS request. This algorithm manages the amount of data transmission in each upstream channel according to the overall network load and the bandwidth available in each channel. This study constructs a mathematical model of the algorithm and then uses this model as the basis for a series of simulations in which the performance of the scheduling algorithm is evaluated.
Introduction
Bandwidth-intensive services such as video conferencing and video-on-demand have become increasingly popular in recent years, with the result that users are now demanding an ever-increasing bandwidth volume. HFC networks offer a wide bandwidth and are extensively deployed. Hence, networks of this type are commonly implemented for residential networks. According to relevant studies, some 13 million cable modems were in use in North America in 2002 [1] . Furthermore, it is estimated that by the end of the year 2007, some 42 million homes will have Broadband Internet Access [1] .
Figure 1 presents a typical HFC network architecture. It is observed that optical fibers connect the Cable Modem Termination System (CMTS) and the individual fiber nodes, whereas coaxial cable links the fiber nodes and the cable † † The authors are with the Department of Electrical Engineering, National Cheng Kung University, Tainan, Taiwan.
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a) E-mail: kcchu@mail2000.com.tw modems (CMs), whence the name "Hybrid Fiber Coaxial network." The HFC network possesses a multi-channel network architecture and hence, as shown in Fig. 2 , its frequency spectrum is composed of many individual upstream and downstream channels. It is observed that the upstream spectrum range lies between 5 and 42 MHz. Within this range, the HFC operator has the ability to adjust the bandwidth and modulation mode of each individual channel. In other words, each upstream channel can potentially have a unique bandwidth. Meanwhile, the downstream spectrum range extends from 88 to 860 MHz and is divided into many downstream channels, each with a constant bandwidth of 6 MHz. It is noted that the CMTS employs downstream channels to transmit control messages and data to the CMs in the HFC network. Conversely, each CM uses an upstream channel to transmit its data transmission requests and its data to the CMTS. Nowadays, vendors generally adopt the DOCSIS protocol for HFC networks [2] . This protocol specifies the operations of the physical (PHY) and Media Access Control (MAC) layers of the HFC network. DOCSIS supports Quality of Service (QoS) and defines the following upstream services:
1. Unsolicited Grant Service (UGS): UGS is designed to support real-time data applications such as Voice over IP, which generate data packets of constant size on a periodic basis. In this service, the CMTS scheduler pe- signed to support non real-time service flows such as high bandwidth FTP, which require data grants of variable size on a regular basis. In this service, the CMTS provides the CM with unicast request opportunities when the network is congested or in the event of a long polling period. 5. Best Effort (BE) Service: BE is designed to provide an efficient service for best effort traffic. For this service, the CMTS does not provide unicast request opportunities to the CM.
From a scheduling perspective, these five services can be classified into two groups [3] . In the first group, which comprises the UGS and UGS-AD (active) services, the scheduling algorithm must periodically reserve bandwidth to enable these services to transmit their data. However, in the second group, the scheduler only reserves bandwidth when it receives a bandwidth request. The second group comprises the UGS-AD (inactive), rtPS, nrtPS, and BE services, which are referred to collectively as non-UGS services.
Since the DOCSIS protocol does not specify the scheduling algorithm, it is open for vendors and many algorithms were proposed [3] - [10] . In these presented papers, except the one we proposed is designed for multichannel [11] , all the others are designated for single channel. When these single channel scheduling algorithms operate in the multi-channel HFC network, since each channel's scheduling algorithm operates independently, the load on all channels are not balanced. Clearly therefore, a requirement exists to develop a multi-channel scheduling algorithm for HFC networks.
A review of the available literature reveals that a multichannel scheduling algorithm has been developed for UGS data [11] . However, the majority of data in today's networks tend to be of the non-UGS type, and hence this study specifically develops a multi-channel scheduling algorithm for non-UGS data. The developed algorithm has the ability to manage the volume of non-UGS data transmission in each upstream channel according to the overall network load and the bandwidth of each individual channel. The developed algorithm derives the most appropriate bandwidth allocation such that the average scheduling delay time is minimized under different network loads.
The remainder of this paper is organized as follows. Section 2 provides an overview of the DOCSIS protocol and discusses the structures of multi-channel networks and upstream channel schedulers, respectively. Section 3 develops a mathematical model of the proposed non-UGS data scheduling algorithm, while Section 4 conducts a series of simulations to evaluate the performance of the proposed scheduler under different load conditions. Finally, Section 5 draws some brief conclusions from the present study.
Overview of DOCSIS Protocol
The DOCSIS protocol is specified by the Cable Television Laboratories (CableLabs).The DOCSIS 1.0 was originally published in 1997 and upgraded to DOCSIS 1.1 two years later. The main difference between the two versions is the addition of QoS in the latter. DOCSIS 2.0 was released in the year 2000. This version featured a new modulation mode, which permitted the bandwidth of a single upstream channel to be as high as 30.72 Mbps.
The Operation of DOCSIS
The basic operation of the HFC network is illustrated in Fig. 3 . As can be seen, each upstream channel is divided into many continuous mini-slots, assigned as either Contention Slots (CS) or Data Slots (DS). When a CM wishes to transmit data to the CMTS, it initially employs a CS to transmit a request protocol data unit (PDU) to the CMTS. Upon receipt of the request PDU, the CMTS executes the scheduling algorithm, which allocates DSs in the upstream channel to each requesting CM in accordance with its request PDU. Once the scheduling process is complete, the CMTS writes the results into a bandwidth allocation map (MAP) message and transmits this MAP through downstream channels to each of the CMs. The MAP message indicates to each CM when it is to transmit its data PDU. The CM then transmits its data PDU to the CMTS when the assigned DS arrives.
Multi-Channel Structure
The HFC network is a multi-channel network structure com- The DOCSIS protocol provides multi-channel operating messages for HFC networks. The network operator can choose the most appropriate channel combination according to the user's particular requirement. Moreover, when an upstream channel becomes congested, the CMTS can change the CMs allocated to this channel to other upstream channels in order to reduce the overall CM data transmission delay. Figure 4 illustrates the structure of the upstream channel scheduler of the CMTS. The upper part of the structure concerns the reservation of UGS bandwidth and unicast request opportunities for rtPS and nrtPS data. Conversely, the lower part relates to non-UGS transmission. In the scheduling process, the scheduler first considers the requirements of the upper part. The bandwidth not allocated to these requirements is defined as the remaining bandwidth. Having assigned bandwidth to UGS data and provided unicast request opportunities for rtPS and nrtPS data, the scheduler then considers the requirements of non-UGS data transmission. The scheduler executes the scheduling algorithm to provide DSs for the CM in accordance with the bandwidth requirements of the non-UGS request PDUs and the remaining bandwidth.
Structure of the Upstream Channel Scheduler
The current authors have previously presented a feasible scheduling algorithm for the upper part of Fig. 4 [11] i.e. for the scheduling of UGS data. Consequently, the present study addresses the scheduling of non-UGS data in the CMTS and develops a multi-channel scheduling algorithm, referred to as the Optimal Delay Time Scheduling (ODTS) Algorithm. The following section of this paper establishes a mathematical model to analyze HFC networks. The analytical results yield the network settings which minimize the scheduling delay time for non-UGS data. These settings are then used by the ODTS algorithm to specify the allocated DS numbers in each channel such that all of the data within the network are subject to a minimum scheduling delay time.
Optimal Delay Time Scheduling Algorithm

Model and Analysis
Using Fig. 4 as its basis, the model presented in Fig. 5 indicates the treatment of non-UGS data by the scheduler. This study assumes that N upstream channels exist in the entire system and defines the following parameters. The arrival of request PDUs at the CMTS can be modeled as a Poisson process using the first parameter, λ. The second parameter, P i , is defined as the ratio of the reserved DSs allocated to upstream channel i, such that A request PDU from a CM may be pending in a certain channel scheduling queue because some earlier requests have already been granted and scheduled in the current MAP of the upstream channel. Therefore, a parameter L i is defined to represent the average number of requests waiting in upstream channel i. We find the channel can be modeled simply as an M/M/1 queue [12] , so we have
According to the Little's formula [12] , the average scheduling delay time δ i (P i ), of a request in upstream channel i. is given by:
† is defined as the average scheduling delay time of requests throughout the whole system. It can be shown that:
Since the value of P i is limited to
P i = 1, we can use the Lagrange multiplier method to find the extreme value of δ( P) under this constraint. This limitation is taken as a constrained equation and is written as function G( P). This yields the following simultaneous equations:
Setting G( P) = 0, enables P = (P 1 , P 2 , · · · , P N ) and the extreme value of δ( P) to be obtained from the Lagrange multiplier method [13] . According to the definition of the Lagrange multiplier method:
where α denotes the Lagrange multiplier. Hence:
It is noted that the results of Equations (3) and (4) both depend on the value of λ.
Equations (3) and (4) enable the extreme value of δ( P) to be derived. In order to restrict the extreme value of δ( P) to a reasonable range, two boundaries are imposed, i.e.
The above analysis yields the optimal allocation for each channel from a knowledge of the network load and the individual channel capacities, and hence minimizes the overall scheduling delay.
Operation of ODTS Algorithm
The operation of the ODTS algorithm can be summarized as follows:
1. Initially, wait for the CMTS to complete the UGS data scheduling process. 2. The CMTS determines how many DSs will be reserved for the whole network depending upon the total number of non-UGS request PDUs transmitted by the CMs. 3. Depending on the network load, the remaining bandwidth in each upstream channel, and the number of previously reserved DSs, the ODTS scheduling algorithm uses Equations (3) and (4) to calculate suitable ratios of DSs for each upstream channel. 4. CMTS writes the scheduling results to a MAP message and sends this message to all of the CMs through downstream channels.
Simulation and Discussions
This section of the paper discusses the simulation of the ODTS algorithm and evaluates its performance. Since the ODTS algorithm is designed for the scheduling of non-UGS data, this section focuses only its non-UGS data scheduling performance and ignores any UGS data scheduling aspects.
Simulation Environment
The present simulations all involve four upstream channels and assume that the average data size per transmission is 368.1 bytes [14] . Since no multi-channel scheduling algorithms have been proposed previously for non-UGS data, this study designs two simple scheduling algorithms such that the performance of the proposed ODTS algorithm can be evaluated. These algorithms can be summarized as follows:
1. Algorithm 1: the DSs are allocated equally across the upstream channels. For example, if there are four channels in the network, each channel is required transmits Four simulation cases are designed to evaluate the non-UGS data scheduling performances of these three algorithms. As shown in Table 1 , the distribution of the remaining bandwidth across the four channels is different in each † Vector P is an n-dimension vector and specified as (P 1 , P 2 , · · · , P N ). , for each channel. Meanwhile, Table 2 indicates the ratio of DSs reserved for each upstream channel by the ODTS algorithm under different loads for each of the four cases.
In evaluating the performance of the three algorithms, two aspects are considered, namely the average scheduling delay time for all of the data and the standard deviation of the scheduling delay time. The present study defines the scheduling delay time as the period of time between when the CMTS first receives the non-UGS data request PDU and the time when the DS is allocated to that request PDU by the scheduling algorithm. The distribution of the overall scheduling delay time is revealed by the standard deviation, i.e. when the deviation is small, the scheduling delay time is similar for all of the data. Conversely, a large deviation implies that when the same data is transmitted through different channels, the scheduling delay time may vary significantly. Clearly, a smaller deviation is preferable. The standard deviation of the scheduling delay time is given by:
where X i is the scheduling delay time for the ith request PDU,x is the average value of the scheduling delay time for all of the request PDUs, and M is the amount of all the request PDUs.
Simulation Results and Discussions
Case 1
In Case 1, it is assumed that the UGS data are unevenly dis- tributed across the four channels. Therefore, following completion of UGS data scheduling, the remaining bandwidth in each channel is different, as shown in Table 1 . Figure 6 compares the average scheduling delay times for the three multi-channel scheduling algorithms under different loads. It can be seen that the average scheduling delay time in Algorithm 1 is far longer than that of Algorithm 2 or of the ODTS, and that it already exceeds 20000 µs at Load= 0.3. This result is to be expected since this algorithm reserves an equal number of DSs in each of the four upstream channels. Consequently, the scheduling delay time is extended when the DSs are transmitted in a channel with narrow bandwidth, such as Channel 1. This situation not only increases the delay time within that particular channel, but also increases the average scheduling delay time of the whole system. Figure 6 also shows that the average scheduling delay time associated with the ODTS algorithm is less than that of Algorithm 2. However, it is noted that the ratio of reserved DSs for each channel in the ODTS algorithm is almost equivalent to that specified by Algorithm 2 at Load = 1. Hence, at this load condition, the average scheduling delay time is virtually identical for the two algorithms. Figure 7 compares the standard deviations of the scheduling delay time for the three different multi-channel scheduling algorithms under different loads. It can be seen that the standard deviation of the scheduling delay time in Algorithm 1 is the highest. At Load= 0.3, it is observed that the time already exceeds 15000 µs. This result is to be expected since Algorithm 1 distributes the DSs equally across the four channels, and consequently the data sent to a wider bandwidth channel has a shorter scheduling delay time, while data sent to a narrower bandwidth channel has a longer scheduling delay time. In Algorithm 2, the data is distributed according to the remaining bandwidth ratio in each channel. Hence, the deviation of the scheduling delay time when using Algorithm 2 is less than that obtained when using Algorithm 1. The present ODTS algorithm selects the channel with the minimum scheduling delay time when allocating DSs to the CM, and hence the scheduling delay times are close to one another. Consequently, the standard deviation of the scheduling delay time for the ODTS algorithm is the smallest of the three algorithms. This implies that the scheduling delay time is approximately the same irrespective of which channel the data is sent to.
Case 2
In Case 2, the UGS data is distributed equally in the four channels. Hence, on completion of UGS scheduling, the remaining bandwidth in the four channels is the same, as shown in Table 1 . Hence, the ratio of the amount of reserved DS for each upstream channel under different loads is also the same for the three algorithms. Figure 8 compares the average scheduling delay times for different multi-channel scheduling algorithms under different loads. Figure 9 compares the standard deviations of the scheduling delay time for different multi-channel scheduling algorithms under different loads. It can be seen that the delay times and the standard deviations of the scheduling delay time are almost identical for all three algorithms. 
Case 3
Case 3 assumes that the UGS data is carried predominantly by just three of the four channels. Hence, after UGS scheduling, one channel has a far higher remaining bandwidth than the other three, as shown in Table 1 . Figure 10 compares the average scheduling delay times for different multi-channel scheduling algorithms under different loads. In Algorithm 1, the average scheduling delay time increases very rapidly and is far higher than the other two. The main reason for this is that the remaining bandwidths in Channels 1 to 3 are very small, and hence the scheduling delay time when using these channels to transmit the data becomes longer. The average scheduling delay time in the ODTS algorithm is seen to be the smallest of the three algorithms. Figure 11 compares the standard deviations of the scheduling delay time for different multi-channel scheduling algorithms under different loads. It is noted that the standard deviation in the ODTS algorithm is smaller than in the other two algorithms. Prior to Load= 0.7, the ODTS algorithm uses only Channel 4 to transmit the data and makes minor difference in the scheduling delay time. As the load increases, ODTS uses Channel 4 to transfer most of the data and sends the remainder of the data to the other three channels. Hence, the data scheduling delay time in the four channels are about the same. Although Algorithm 2 also sends most of the data on Channel 4 and only uses Channels 1 to 3 to transmit a little data, when the load is low, the scheduling delay time in Channels 1 to 3 is still much longer than in Channel 4. Consequently, the standard deviation of the scheduling delay time is higher than in the ODTS algorithm. 
Case 4
Case 4 assumes that the UGS data is sent mainly in one channel. Hence, when UGS scheduling has been completed, sufficient remaining bandwidth remains in the three other channels, as shown in Table 1 . Figure 12 compares the average scheduling delay times for the different multichannel scheduling algorithms under different loads. The average scheduling delay time of Algorithm 1 is far higher than 2500 µs when Load= 0.1 and is much higher than the other two algorithms. Although the setup values of the ODTS algorithm and Algorithm 2 are very similar, the former still outperforms the latter in a comparison of the average scheduling delay time. Figure 13 compares the standard deviations of the scheduling delay times for the different multi-channel scheduling algorithms under different loads. As is to be expected, Algorithm 1 again lags between the other two in this aspect. The standard deviation of the scheduling delay time for the ODTS algorithm is smaller than that for Algorithm 2.
Reviewing the four cases presented above, it is found that the ODTS algorithm uses a larger bandwidth channel to transmit most data when the load is light. Conversely, when the load is heavy, it transmits data according to the ratio of the bandwidth of each upstream channel. The simulation results reveal that the average scheduling delay time and the standard deviation of the scheduling delay time are both acceptable when the ODTS algorithm is applied to the scheduling of non-UGS data.
Conclusions
The HFC network has a multi-channel network architecture. Since the DOCSIS protocol does not specify the multichannel scheduling algorithm to be employed in the HFC network, each vendor generally designs a proprietary algorithm. Although many scheduling algorithms have been proposed, these algorithms have considered the scheduling of data within single channels and are hence inappropriate for multi-channel HFC network considered in the present study. In a previous study, the current authors considered the scheduling of UGS data in the multi-channel HFC network. However, in today's networks the majority of transmitted data are non-UGS data. Consequently, this study has developed a scheduling algorithm for the transmission of non-UGS data in the multi-channel HFC network.
A multi-channel scheduling algorithm referred to as ODTS has been presented. This scheduling algorithm generates an optimal DS allocation for each upstream channel based on the overall network load and the remaining bandwidth of each channel. Equations (3) and (4) yield the ratio of the reserved DSs for each upstream channel and the minimum average scheduling delay time for the system, respectively. The proposed ODTS algorithm has been compared with several other multi-channel scheduling algorithms in a series of simulations. According to the results, the ODTS algorithm has the best performance in terms of the average scheduling delay time and the standard deviation of the scheduling delay time under different network loads.
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