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We study the magnetic and lattice contributions to the thermal con-
ductivity of electrically insulating strongly spin-orbit coupled magnetically
ordered phases on a two-dimensional honeycomb lattice using the Kitaev-
Heisenberg model. Depending on model parameters, such as the relative
strength of the spin-orbit induced anisotropic coupling, a number of magnet-
ically ordered phases are possible. We study two distinct regimes of thermal
transport depending on whether the characteristic energy of the phonons or
the magnons dominates, and focus on two different relaxation mechanisms,
boundary scattering and magnon-phonon scattering. For spatially anisotropic
magnetic phases, the thermal conductivity tensor can be highly anisotropic
when the magnetic energy scale dominates, since the magnetic degrees of free-
dom dominate the thermal transport for temperatures well below the magnetic
transition temperature. In the opposite limit in which the phonon energy scale
dominates, the thermal conductivity will be nearly isotropic, reflecting the
vi
isotropic (at low temperatures) phonon dispersion assumed for the honeycomb
lattice. We further discuss the extent to which thermal transport properties
are influenced by strong spin-orbit induced anisotropic coupling in the local
moment regime of insulating magnetic phases. The developed methodology
can be applied to any 2D magnon-phonon system, and more importantly to
systems where an analytical Bogoliubov transformation cannot be found and
magnon bands are not necessarily isotropic.
Furthermore, using exact diagonalization, we study the spin-orbit cou-
pling and interaction- induced mixing between t2g and eg d-orbital states in a
cubic crystalline environment, as commonly occurs in transition metal oxides.
We make a direct comparison with the widely used t2g only or eg only model,
depending on electronic filling. We consider all electron fillings of the d-shell
and compute the total magnetic moment, the spin, the occupancy of each
orbital, and the effective spin-orbit coupling strength (renormalized through
interaction effects) in terms of the bare interaction parameters, spin-orbit cou-
pling, and crystal field splitting, focusing on the parameter ranges relevant
to 4d and 5d transition metal oxides. In various limits we provide pertur-
bative results consistent with our numerical calculations. We find that the
t2g-eg mixing can be large, with up to 20% occupation of orbitals that are
nominally “empty”, which has experimental implications for the interpreta-
tion of the branching ratio in experiments, and can impact the effective local
moment Hamiltonian used to study magnetic phases and magnetic excitations
in transition metal oxides. Our results can aid the theoretical interpretation
vii
of experiments on these materials, which often fall in a regime of intermediate
coupling with respect to electron-electron interactions.
viii
Table of Contents
Acknowledgments v
Abstract vi
List of Figures xi
Chapter 1. Introduction 1
Chapter 2. Thermal conductivity of local moment models with
strong spin-orbit coupling 7
2.1 Model Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Magnons and Scattering Amplitudes . . . . . . . . . . . . . . 13
2.3 Transport relaxation times . . . . . . . . . . . . . . . . . . . . 21
2.3.1 Transport relaxation times for magnon-dominated ther-
mal transport . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 Transport relaxation times for phonon-dominated ther-
mal transport . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.3 Computational details of the calculation of the transport
relaxation times within different transport subregimes . 27
2.4 Calculation of the diagonal components of the thermal conduc-
tivity tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4.1 Boundary scattering only regime . . . . . . . . . . . . . 32
2.4.2 Magnon-phonon dominated regime . . . . . . . . . . . . 38
2.4.2.1 Phonon dominated thermal transport . . . . . . 38
2.4.2.2 Magnon dominated thermal transport . . . . . 42
Chapter 3. Mixing of t2g-eg orbitals in 4d and 5d transition metal
oxides 49
3.1 Octahedral crystal fields . . . . . . . . . . . . . . . . . . . . . 49
3.2 Spin-orbit coupling in a crystal field . . . . . . . . . . . . . . 52
ix
3.3 Inclusion of Electron-electron interaction . . . . . . . . . . . . 58
3.3.1 T-P equivalence in 3d systems . . . . . . . . . . . . . . 58
3.3.2 Limitations of the T-P equivalence in 4d and 5d systems 61
3.4 Model and calculations . . . . . . . . . . . . . . . . . . . . . . 63
3.5 Exact Diagonalization Results . . . . . . . . . . . . . . . . . . 67
3.5.1 Comparison of t2g-eg model with t2g only model . . . . . 67
3.5.1.1 1 electron . . . . . . . . . . . . . . . . . . . . . 67
3.5.1.2 2 electrons . . . . . . . . . . . . . . . . . . . . . 69
3.5.1.3 3 electrons . . . . . . . . . . . . . . . . . . . . . 71
3.5.1.4 4 electrons . . . . . . . . . . . . . . . . . . . . . 73
3.5.1.5 5 electrons . . . . . . . . . . . . . . . . . . . . . 75
3.5.1.6 6 electrons . . . . . . . . . . . . . . . . . . . . . 80
3.5.2 Comparison of t2g-eg model with eg only model . . . . . 82
3.5.2.1 7 electrons . . . . . . . . . . . . . . . . . . . . . 82
3.5.2.2 8 electrons . . . . . . . . . . . . . . . . . . . . . 85
3.5.2.3 9 electrons . . . . . . . . . . . . . . . . . . . . . 87
Chapter 4. Summary and future work 89
Appendices 94
Appendix A. Linear spin wave dispersion relations and one phonon-
two magnon scattering amplitudes for the nn Heisenberg-
Kitaev Hamiltonian 95
A.1 Zig-zag phase . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
A.2 Stripy phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
A.3 Ne´el phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
A.4 Ferromagnetic phase . . . . . . . . . . . . . . . . . . . . . . . 111
Appendix B. Boltzmann kinetic equation and derivation of
thermal conductivity formula in the relaxation time
approximation 114
Appendix C. Technical details for the computation of the line
integrals of the various scattering rates 121
Bibliography 123
x
List of Figures
2.1 Kitaev bonds in the honeycomb lattice . . . . . . . . . . . . . 8
2.2 Phase diagram of the Kitaev-Heisenberg model . . . . . . . . . 10
2.3 Phonon scattering diagrams . . . . . . . . . . . . . . . . . . . 20
2.4 Magnon scattering diagrams . . . . . . . . . . . . . . . . . . . 21
2.5 Ballistic thermal conductivity in x-direction . . . . . . . . . . 34
2.6 Ballistic thermal conductivity in y-direction . . . . . . . . . . 35
2.7 Phonon thermal conductivity in the magnon-phonon dominated
regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.8 Temperature power law of phonon thermal conductivity in the
magnon-phonon dominated regime . . . . . . . . . . . . . . . 44
2.9 Magnon thermal conductivity in the magnon-phonon dominated
regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.10 Temperature power law of magnon thermal conductivity in the
magnon-phonon dominated regime . . . . . . . . . . . . . . . 48
3.1 Symmetry lowering and level splitting in a cubic crystal field
environment. . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2 The t2g wavefunctions have electron clouds pointing in between
the point charges of the ligands, thus they repel less and have
lower energy, compared to the eg states which point towards the
oxygen ligands. . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3 Evolution of d-orbital states under a cubic crystal field and spin-
orbit coupling. . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4 Exact diagonalization 1 electron results. (a) Total magnetic
moment, Mtot, (b) effective spin-orbit coupling, ζ, (c) single S5,
zero Z5, and double D5 occupancies of the eg dx2−y2-orbital, for
different crystal field values a1 : ∆ = 1 eV,a2 : ∆ = 2 eV, and
a3 : ∆ = 3 eV. Note there is substantial enhancement of the
total magnetic moment and effective spin-orbit coupling in the
t2g-eg model relative to the t2g only model. . . . . . . . . . . . 67
xi
3.5 Exact diagonalization 2 electron results for crystal field splitting
∆ = 3 eV. (a) Total magnetic moment Mtot, (b) spin quantum
number S, (c) single Si, zero Zi, double Di occupancy per eg-
orbital, (d) effective spin-orbit coupling ζ. Different Hund’s
coupling parameters a1 : JH = 0.1eV, a2 : JH = 0.5eV are used. 69
3.6 Exact diagonalization 3 electron results for crystal field split-
ting ∆ = 3 eV. (a) Total magnetic moment Mtot. (b) Spin
quantum number S. (c) Single S4, zero Z4, and double D4 oc-
cupancies of the d3z2−r2 orbitals. (d) Single S5, zero Z5, and
double D5 occupancies of the dx2−y2 orbitals. (e) Effective
spin-orbit coupling, ζ. Different Hund’s coupling parameters
a1 : JH = 0.1eV, a2 : JH = 0.5eV . . . . . . . . . . . . . . . . . 72
3.7 Exact diagonalization 4 electron results for crystal field splitting
∆ = 3eV . (a) Single S4, zero Z4, and double D4 occupancies
of the d3z2−r2 orbitals. (b) Single S5, zero Z5, and double D5
occupancies of the dx2−y2 orbitals. (c) Spin quantum number, S.
(d) Effective spin-orbit coupling, ζ. Different Hund’s coupling
parameters a1 : JH = 0.1eV, a2 : JH = 0.5eV , a3 : JH = 0.7eV . 74
3.8 Exact diagonalization 5 electron results for crystal field splitting
∆ = 2.7 eV. (a) Spin quantum number S. (b) Single Si, zero Zi,
and double Di occupancies per eg-orbital. (c) Total magnetic
moment Mtot. (d) Effective spin-orbit coupling ζ. Different
Hund’s coupling parameters a1 : JH = 0.1eV, a2 : JH = 0.5eV ,
a3 : JH = 0.6eV . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.9 Exact diagonalization 6 electron results. (a) Spin quantum
number S. (b) Total magnetic moment Mtot). (c) Single Si,
zero Zi, and double Di occupancy per eg orbital. (d) Effective
spin-orbit coupling ζ. Parameters for predominately low-spin
configurations: a1 : ∆ = 3eV, JH = 0.5eV, a2 : ∆ = 2.5eV, JH =
0.5eV, a3 : ∆ = 3eV, JH = 0.7eV, a4 : ∆ = 3eV, JH = 0.1eV .
Parameters for predominately high spin-configurations β : ∆ =
2.5eV, JH = 0.7eV . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.10 Exact diagonalization 7 electron results. (a) Spin quantum
number S. (b) Angular momentum quantum number L. (c)
Single, double, zero occupancies of the d3z2−r2 orbital (S4, D4, Z4).
(d) Single, double, zero occupancies of the dx2−y2 orbital (S5, D5).
(e) Total magnetic moment Mtot. (f) Effective spin-orbit cou-
pling ζ for α1 : ∆ = 3eV, JH = 0.1eV , α2 : ∆ = 2.5eV, JH =
0.5eV , β : ∆ = 2.5eV, JH = 0.7eV configurations. . . . . . . . 83
xii
3.11 Exact diagonalization 8 electron results. (a) Spin quantum
number S. (b) Angular momentum quantum number L. (c)
Total magnetic moment Mtot, orbital magnetic moment Ml, and
spin magnetic moment MS. (d) Single Si, double Di, and zero
occupancies Zi per t2g-orbital. (e) Effective spin-orbit coupling
(ζ) for α1 : ∆ = 1eV, JH = 0.5eV , α2 : ∆ = 2eV, JH = 0.5eV ,
α3 : ∆ = 3eV, JH = 0.5eV , α4 : ∆ = 3eV, JH = 0.1eV configu-
rations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.12 Exact diagonalization 9 electron results. (a) Total magnetic
moment Mtot, orbital magnetic moment Ml, and spin magnetic
moment MS. (b) Effective spin-orbit coupling (ζ) for α1 : ∆ =
1eV , α2 : ∆ = 2eV , α3 : ∆ = 3eV configurations. . . . . . . . 87
A.1 Zig-zag magnetic unit cell . . . . . . . . . . . . . . . . . . . . 96
A.2 Lower spin wave of the zigzag phase . . . . . . . . . . . . . . . 98
A.3 Upper spin of the zigzag phase . . . . . . . . . . . . . . . . . . 100
A.4 Lower spin wave of the stripy phase . . . . . . . . . . . . . . . 103
A.5 Upper spin wave of the stripy phase . . . . . . . . . . . . . . . 106
A.6 Spin wave of the Ne´el phase . . . . . . . . . . . . . . . . . . . 108
A.7 Spin wave of the ferromagnetic phase . . . . . . . . . . . . . . 112
xiii
Chapter 1
Introduction
In recent years, the intense research activity around topological insula-
tors [77, 34, 83, 8] has drawn increased attention to the influence of spin-orbit
coupling in the solid state, and demonstrated that qualitatively new phases
of band insulators can appear.[13, 12, 43, 42] In the limit of strong electron-
electron interactions, spin-orbit coupling can also have a profound influence
on the phase diagram of Hamiltonians potentially relevant to correlated topo-
logical materials.[68] In the context of correlated materials with strong spin-
orbit coupling, transition metal oxides containing iridium atoms, known as
iridates, have been a focus of research.[44, 46, 81, 89, 107, 31, 108, 105, 85, 1]
In particular, unusual magnetic orders have been suggested in a number of
them.[84, 45, 86, 17, 40, 16, 48, 52, 91, 84, 110, 51, 36, 72, 41, 57, 63, 87, 25, 59]
The studies we focus in this dissertation is in part motivated by theoretical
work on iridates.
Another area in which spin-orbit coupling has played a leading role is
spintronics,[26, 101, 38] where the coupling of spin and orbital motion allows
for an electrical detection of spin properties. Spintronic devices offer the pos-
sibility of low-power components of computing elements, and may also exhibit
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longer coherence times than conventional devices, which may prove useful for
quantum architectures.[33] In spin caloritronic devices the additional element
of a thermal gradient is included and the relationship between thermal gradi-
ents, spin currents, and spin-orbit induced voltages is investigated.[5, 2, 102]
In this work, in chapter 2, we focus on the thermal transport proper-
ties of a 2D strong spin-orbit driven magnetic insulator. In these systems, the
thermal transport is dominated (at low temperatures) by magnetic and lat-
tice excitations that carry heat. We study these systems using local moment
models that are coupled to phonons (lattice distortions) through exchange
constants that depend on the relative distance between nearby moments. The
main role of the spin-orbit coupling is to induce unusual, and sometimes highly
spatially anisotropic magnetic orders. The thermal transport is computed
within the Boltzmann approach (in the relaxation time approximation) which
takes as inputs the magnon spectrum of the various magnetic orders, and the
phonon spectrum of the underlying lattice. For concreteness, we focus on
a well-known two-dimensional model, the so-called Heisbenberg-Kitaev (HK)
model,[16, 17, 90, 41] on the honeycomb lattice. The HK model has a rich,
established magnetic phase diagram that provides a useful starting point for
investigating the magnetic fluctuations within the 1/S expansion, where S is
the magnitude of the local moment.[10] Previous studies of thermal transport
in insulating magnetic materials indicated that the magnetic and thermal con-
tributions to the thermal conductivity can be comparable.[27, 65, 74, 75, 21, 22]
Our main result in this work is to show that the spatially anisotropic magnetic
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states that can arise from strong spin-orbit coupling can dramatically affect
the thermal transport, or have a rather small effect depending on the relative
size of magnon and phonon thermal conductivities. In some cases, the thermal
transport may help identify the symmetries of the magnetically ordered state
if other measurements are difficult or problematic.
An other reason that transition metal oxides have undergone intensive
study, is because of their remarkably rich phase diagrams and sensitivity to ex-
ternal fields, strain, disorder, and doping.[11, 64, 100, 30] High-temperature su-
perconductors (e.g., cuprates) and colossal magnetoresistance materials (e.g.,
manganites) are two notable examples, but both of these have light transi-
tion elements drawn from the 3d series.[69, 39] On the other hand, as men-
tioned earlier, the study of topological insulators has brought attention to
the importance of large spin-orbit coupling in general. As a result, some fo-
cus has shifted to the heavier transition metals from the 4d and 5d series,
which have significantly enhanced spin-orbit coupling relative to those in the
3d series.[107, 85, 88]
Iridates, that were mentioned above, in particular, have undergone
much theoretical and experimental study.[107, 85, 88] However, in some of
the iridates even the nature of the conventional order, such as the mag-
netic order (and the underlying microscopic spin Hamiltonian), is not easy
to determine,[16, 41, 57, 97, 6, 106, 14, 20, 91] in part due to the large
neutron absorption cross-section which makes neutron scattering experiments
challenging.[23] An experimental tool known as resonant inelastic X-ray scat-
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tering (RIXS) is particularly well suited to studies of the iridates.[7, 60, 32,
67, 79, 55, 78] While there is some understanding of the microscopic details
revealed in the RIXS signal, the theory is still under development.[3] Our work
in chapter 3 will facilitate that development.
A further challenge to understanding the iridates and other 4d/5d tran-
sition metal oxides is that the materials fall into a regime of comparable energy
scales where it is difficult to argue a priori that a particular term in the Hamil-
tonian is small compared to the others: The typical kinetic energy, interaction
energies, Hund’s coupling, spin-orbit coupling, and crystal field splitting are
all on the scale of an electron volt.[107, 85, 88] With respect to theoretical
analysis, this means it is not clear if one should approach the iridates from a
weak-coupling band-like description in which correlations are included within
the band description,[37, 19, 113, 114, 105] or from the strong-coupling limit
in which a local moment model[36, 50, 76, 56, 80, 96, 73, 111, 62] is natu-
ral to describe the various types of magnetic orders that typically occur in
the 4d/5d transition metal oxides (characteristic magnetic transition temper-
atures are on the order of 100K).[107, 85, 88] In this work, in chapter 3, we
start from an atomic limit of the transition metal ions and treat the interaction
effects non-pertubatively using exact diagonalization. In this way, we are able
to work within an intermediate regime that reduces to a tight-binding-type
Hamiltonian (for multiple ions) in the limit of vanishing interactions and a
local moment model in the limit of strong interactions.
In a large class of transition metal oxides, the local oxygen environment
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of the transition metal ions is an octahedral cage (see Fig. 3.1) that produces a
cubic environment that splits the d-orbitals into a lower lying triply degenerate
t2g set of orbitals and a higher lying doubly-degenerate eg set of orbitals. A
feature that is shared by nearly all weak (aside from ab initio studies) and
strong-coupling theoretical studies of the heavy transition metal oxides is that
they assume the t2g-eg mixing is negligible.[36, 50, 76, 56, 80, 96, 73, 111, 62]
In addition, many theoretical studies motivated by the iridates assume the
infinite spin-orbit coupling limit which splits the t2g orbitals into a total angular
moment Jeff = 3/2 and Jeff = 1/2 set of states (that do not mix). For iridates
with a nominal d-shell filling of 5 electrons, this results in a half-filled Jeff =
1/2 band, and thus reduces the Hamiltonian to a one-band model that often
helps theoretical studies that rely on methods developed in the context of the
cuprates.
In chapter 3, we revisit the assumption of negligible t2g-eg mixing and
study the single ion limit in detail using exact diagonalization that allows
a non-perturbative treatment of interaction effects. We consider all d-shell
fillings and find the neglect of t2g-eg mixing is not in general justified, with
the greatest mixing occurring for fillings of 5,6, and 7 electrons. Our work has
implications for the interpretation of RIXS and X-ray absorption spectroscopy
(XAS) data for the heavier elements with strong spin-orbit coupling, and the
spectra of transition metal ions in oxides more generally. Our work can also
be used as a more realistic starting point for determining the best form of
the magnetic interactions between two nearby ions: Exchange interactions,
5
exchange anistropies, and the size of local moments differ as a consequence of
t2g-eg mixing.
Finally in chapter 4, we summarized the main results of this work, and
we provide some possible routes for further study.
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Chapter 2
Thermal conductivity of local moment models
with strong spin-orbit coupling
This chapter is organized as follows.1 In Sec.2.1 we introduce the local
moment model we study, and describe how the phonons are incorporated into
the exchange constants of the model. In Sec.2.2 the magnon spectrum for
various ordered phases of the local moment model is computed, which will be
used as an input for the thermal conductivity. In Sec.2.3 the magnon and
phonon scattering rates are computed, and in Sec.2.4 we present the results
for the thermal conductivity in various regimes and for various phases of our
model. The main conclusions are left to be summarized all together in chapter
4, whereas several lengthy technical details are relegated to the appendices.
2.1 Model Hamiltonian
We consider a total Hamiltonian for local moments coupled to the lat-
tice as Hˆ = Hˆspin+Hˆpho, where the coupling between spin and lattice (phonon)
degrees of freedom will be made explicit below. We study a local moment
1This chapter is based on the published paper: Phys. Rev. B 95, 064410 (2017) [93]. G.
A. Fiete suggested the project, and G. Stamokostas and P. Lapas performed the calculations.
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model with an established phase diagram, the Heisenberg-Kitaev (HK) model
defined on a two-dimensional honeycomb lattice with nearest neighbor (NN)
interactions:[16, 17, 90, 41]
Hˆspin =
∑
〈i,j〉
Hˆ
(γ)
ij =
∑
〈i,j〉
(
JijSi · Sj + 2KijSγi Sγj
)
, (2.1)
where γ = {x, y, z} labels the three distinct types of NN bonds, as shown
in Fig.2.1, i and j label sites of the lattice, and Sγi is the γ
th component of
the local moment on site i. The first term in Eq.(2.1) describes a Heisenberg
interaction between nearest-neighbor spins and the second term is the so-
called “Kitaev” term [58] that describes bond-direction-dependent anisotropic
spin interactions. One may view it as originating from an underlying spin-
orbit coupling.[45] The exchange constants, Jij and Kij describe the relative
strengths of the Heisenberg and Kitaev terms respectively.
Figure 2.1: Honeycomb lattice with bond labels, γ = {x, y, z}, used for the
Kitaev terms in Eq.(2.1).
The HK Hamiltonian of Eq.(2.1), using A =
√
K2 + J2 (where K and
J are the magnitudes of the nearest neighbor Kitaev and Heisenberg exchange
8
couplings), can be expressed in terms of a parameter ϕ such that K = A sinϕ,
J = A cosϕ and ϕ ∈ [0, 2pi], as[17]
Hˆspin =
∑
〈i,j〉
A(cosϕSi · Sj + 2sinϕSγi Sγj ), (2.2)
and its phase diagram is shown in Fig.2.2. For fixed A (which sets an overall
energy scale), there are a wide range of magnetic (and non-magnetic spin-
liquid) phases. In this work, we focus on the ferromagnetic, Ne´el, stripy, and
zig-zag phases. The presence of the Kitaev couplings additionally renders the
low energy magnetic excitations of the various magnetically ordered phases
spatially anisotropic, as a result of which the thermal conductivity, especially
if it is magnon dominated, is generally expected to be different “along” the
stripe (or zig-zag) compared to the direction “perpendicular” to it.
In this work, we are interested in the heat carried by both magnetic
and lattice degrees of freedom. We consider only temperatures lower than
the Debye temperature, and retain the energy of the lattice displacements to
quadratic order to obtain a phonon spectrum.[9] The generic resulting phonon
Hamiltonian (in the absence of coupling to magnons) is given by
Hˆpho =
∑
q,s
~ωqsc†qscqs, (2.3)
where s labels the type of phonon polarization, c†qs (cqs) the creation (anni-
hilation) operator of a phonon of wavevector q and polarization s, and ωqs is
its eigenfrequency. At temperatures much lower than the Debye temperature,
we can use the Debye model for acoustic phonons (that are of interest in this
9
Figure 2.2: Phase diagram of the Kitaev-Heisenberg model with the
parametrization of Eq.(2.2). A variety of magnetic and non-magnetic “liq-
uid” phases are present as a function of the angle ϕ.[17] A schematic of the
various ordered states is shown. The magnetic unit cell for the zigzag and the
stripy phase is shown as a dashed rectangle.
work), which assumes that ωqs = v|q| , i.e. the phonon dispersion is spatially
isotropic. We further assume the phonons are two-dimensional, and therefore
they only disperse within the plane of the honeycomb lattice.
The coupling between the phonons and the magnons enters through
the distance dependence of the exchange constants, Jij = J(ri − rj) , Kij =
K(ri − rj), where ri and rj denote the dynamic position of the ions at the
ith and jth lattice sites. Assuming a small displacement of the ions from
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their equilibrium positions (long phonon wavelength approximation consistent
also with the linear isotropic phonon dispersion given above), the exchange
constants can be approximated as[27]
Jij = J(Ri + ui −Rj − uj) = J(Rij) + uij · J ′ij + ..., (2.4)
Kij = K(Ri + ui −Rj − uj) = K(Rij) + uij ·K ′ij + ..., (2.5)
where
J ′ij = ∇rijJ(rij)
∣∣
rij=Rij
, K ′ij = ∇rijK(rij)
∣∣
rij=Rij
,
are gradients with respect to rij evaluated at the equilibrium magnetic ion
distances Rij. Here, uij ≡ ui − uj, rij ≡ ri − rj = Ri + ui −Rj − uj, and
Rij ≡ Ri −Rj.
The ionic displacement from its equilibrium position is expressed in
terms of phonon creation and annihilation operators as[70, 92]
uiτ =
∑
q,s
√
~
2NMωqs
(
c†−qs + cqs
)
eiq·Ri eˆqsτ , (2.6)
where N is the total number of chemical unit cells, M the mass of the magnetic
atoms (assumed of the same type on each sublattice), and eˆqsτ the direction
of the displacement of the magnetic ion at the ith lattice position of the τ th
sublattice (the honeycomb lattice has two sublattice sites), relative to a phonon
of polarization s and direction of propagation given by q.
Within the long wavelength approximation valid for the acoustic phonons,
ionic displacements from their equilibrium positions are taken sublattice inde-
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pendent, and denoted as
ui =
1√
N
∑
q
eiq·Ri~uq, (2.7)
where Ri denotes the lattice equilibrium position of a magnetic ion, and we
have defined
~uq =
∑
s
√
~
2Mωqs
(
c†−qs + cqs
)
eˆqs. (2.8)
Substituting Eqs.(2.4) and (2.5) into Eq.(2.1), one finds an expansion of the
magnetic part of the total Hamiltonian in powers of phonon operators,
Hˆphospin = Hˆ0phospin + Hˆ1phospin + Hˆ2phospin + ... (2.9)
where the first term of the spin-phonon Hamiltonian has magnetic ions at their
lattice equilibrium positions,and thus it is spin only, the second term is the
coupling of one power of phonon operators with the spin system, the third
term the coupling of two powers of phonon operators with the spin system
and so on.
In the low temperature regime and under the assumption of weak
magnon-phonon coupling, one-phonon processes are more important than mul-
tiple phonon processes, and therefore we truncate the infinite expansion of
Eq.(2.9) up to the Hˆ1phospin term. More specifically, we retain the following two
terms of Eq.(2.9),
Hˆ0phospin =
∑
〈ij〉
J(Rij) Si · Sj +
∑
〈ij〉
2K(Rij) S
γ
i S
γ
j , (2.10)
Hˆ1phospin =
∑
〈ij〉
(
uij · J ′ij
)
Si · Sj + 2
∑
〈ij〉
(
uij ·K ′ij
)
Sγi S
γ
j . (2.11)
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In our Boltzmann approach to the thermal transport, Eq.(2.11) will be treated
perturbatively as a term that scatters magnons and phonons, leading to a finite
lifetime (and scattering rate) of each.
2.2 Magnons and Scattering Amplitudes
The phase diagram of Eq.(2.1) and its extension, Eq.(2.2), has been
obtained previously in the literature.[16, 17, 90, 41] Here, we are interested in
the magnetic excitations above the ground state, which are needed to compute
the thermal transport due to the magnetic degrees of freedom.
We compute the magnon spectrum by representing the three Hermi-
tian spin operators Si = (S
x
i , S
y
i , S
z
i ) with Bose operators using the Holstein-
Primakoff (HP) representation[10] (see below) which employs a Taylor expan-
sion in powers of 1/S in the spin operators around the classical ground state,
as a result of which the Hˆ0phospin and Hˆ1phospin terms are decomposed as
Hˆ0phospin = Hˆ0pho0mag + Hˆ0pho1mag + Hˆ0pho2mag + ... (2.12)
Hˆ1phospin = Hˆ1pho0mag + Hˆ1pho1mag + Hˆ1pho2mag + ... (2.13)
In Eq.(2.12) the first term represents a classical spin background, and the rest
of the terms are one magnon, two magnon (and so on) terms. In Eq.(2.13),
the first term represents the propagation of one power of phonon operator in a
classical spin background, the second term the coexistence of one phonon and
one magnon (that for non-collinear phases leads to magnon-phonon hybridiza-
tion), the third term the coexistence of one phonon and two magnons and so
13
on.
At temperatures much lower than the magnetic transition temperature
(which we assume throughout our analysis), the linear spin wave approxima-
tion for the magnon energies can be used. The terms trilinear, quadrilinear and
higher order in the magnon operators lead to a renormalization of the magnon
bands via magnon-magnon interactions in Eq.(2.12), and are assumed to be
negligible in the low-temperature limit. Furthermore, due to the smallness of
the magnon and phonon populations in the temperature regime of interest, we
similarly discard terms of higher order in the magnon operators in Eq.(2.13).
We further note that the Hˆ0pho1mag and Hˆ1pho1mag terms are zero for collinear mag-
netic orders (all the magnetic orders in Fig.2.2 are collinear), which can be
seen straightforwardly by using the HP representation in the the linear spin
wave approximation. Therefore, the remaining dominant interaction term is
Hˆ1pho2mag.
Since the magnetic phase diagram of our spin Hamiltonian includes only
collinear states, we define a positive z-direction (choice is arbitrary) for the
ordered moments, and in the linear spin wave approximation, local moments
that are in the positive direction are expanded as
S
||
i = S − a†iai, (2.14)
S+i ≈
√
2Sai, (2.15)
S−i ≈
√
2Sa†i , (2.16)
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while local moments that lie in the opposite direction are expanded as
S
||
i = −S + b†ibi, (2.17)
S+i ≈
√
2Sb†i , (2.18)
S−i ≈
√
2Sbi, (2.19)
where a†iai creates a spin deviation of the local moment that lies along the pos-
itive z-direction and is located at the ith lattice position, at the a-sublattice,
and correspondingly for b†jbj, which refers to a local moment aligned along the
negative z-direction. We can switch to a k-space (momentum space) represen-
tation by using the following Fourier transform conventions
ai =
√
4
N
∑
k
ei
~k·~α0ak, a
†
i =
√
4
N
∑
k
e−i~k·~α0a†k, (2.20)
bj =
√
4
N
∑
k
ei
~k·~β0bk, b
†
j =
√
4
N
∑
k
e−i~k·~β0b†k, (2.21)
where ~α0, ~β0 are the equilibrium positions of the magnetic ions on the a
th and
bth sublattice, and we take into account the fact that we have four magnetic
sublattices for the stripy and the zig-zag phase, each of N/4 magnetic ions,
and two magnetic sublattices for the Ne´el and the ferromagnetic phase, each
of N/2 magnetic ions (in which case the prefactor in Eqs. (2.20) and (2.21)
is
√
2/N), given that the Ne´el and the ferromagnetic phase have a magnetic
unit cell that is the same as the chemical unit cell of the honeycomb lattice
whereas the magnetic unit cell of the stripy and the zig-zag phase is twice the
size of the chemical unit cell of the honeycomb lattice.
Our total Hamiltonian Hˆ = Hˆ0+Hˆint decomposes into the non-interacting
part Hˆ0 = Hˆ0pho0mag + Hˆ0pho2mag + Hˆpho, and the lowest order interacting term
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Hˆint = Hˆ1pho2mag, where Hˆpho is given by Eq.(2.3), and Hˆ0pho0mag = Hclassical. The
non-diagonal two magnon part of Hˆ0 is compactly given in a matrix form (that
takes into account easier the four magnetic sublattices),
Hˆ0pho2mag =
S
2
∑
k
Ψ†(k)M(k)Ψ(k), (2.22)
The sum in Eq.(2.22) extends over all wavevectors k in the first magnetic
Brillouin zone, and Ψ†(k) =
[
a†k, b
†
k, c
†
k, d
†
k, a−k, b−k, c−k, d−k
]
, is
the defined raw vector, and Ψ(k) is the complex conjugate column vector, with
a†k (ak), creating (annihilating) a plane-wave magnon mode on sublattice a and
so on, and M(k) is an 8×8 (or 4×4 in the case of the Ne´el and ferromagnetic
phases) matrix containing information about the spin wave modes of each
magnetic phase (see Appendix A).
In the same magnon operator representation, the interacting Hamilto-
nian for the one phonon-two magnon processes is written as
Hˆ1pho2mag =
S
2
√
N
∑
k,q
Ψ†(k)Λ(k, q)Ψ(k − q), (2.23)
for phonons with wavevector q and magnons with wave-vectors k, and k − q
respectively, where momentum conservation has been taken into account, and
Λ(k, q) is an 8×8 (or 4×4 for the Ne´el and ferromagnetic phases) matrix that
contains information about the magnon-phonon interaction (it encompasses
the gradient terms appearing in Eqs.(2.4) and (2.5)). To switch from the non-
diagonal Hamiltonian S
2
∑
k
Ψ†(k)M(k)Ψ(k) of Eq.(2.22) to a diagonal one that
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uses non-interacting magnon modes, we symbolically introduce a Bogoliubov-
Valatin transformation,[4]
Ψ(k) = U(k)Φ(k), (2.24)
where
Φ†(k) =
[
α†k, β
†
k, γ
†
k, δ
†
k, α−k, β−k, γ−k, δ−k
]
. (2.25)
The 8×8 (or 4×4 in the case of the Ne´el and ferromagnetic phases) coefficient
matrix U(k) of Eq.(2.24) satisfies the following properties for all momenta in
the first magnetic Brillouin zone,
U †(k)M(k)U (k) =
Diag {ω1(k), ..., ω4(k),−ω5(k), ...,−ω8(k)} ,
where ω5 = −ω1, ω6 = −ω2, ω7 = −ω3, ω8 = −ω4, and
U †(k) I− U(k) = I−,
I− =
[
I4×4 04×4
04×4 −I4×4
]
, I =
[
I4×4 04×4
04×4 I4×4
]
.
That is, U(k) acts as a unitary transformation that diagonalizes the M -matrix,
and it also preserves the bosonic nature of the magnon operators.
Under the symbolic Bogoliubov-Valatin transformation of Eq.(2.24) the
Hˆ0pho2mag term becomes
Hˆ0pho2mag =
S
2
∑
k
Ψ†(k)M(k)Ψ(k) =
S
2
∑
k
Φ†(k)U †(k)M(k)U(k)Φ(k) =
S
∑
k
(
ω1(k)α
†
kαk + ω2(k)β
†
kβk + ω3(k)γ
†
kγk + ω4(k)δ
†
kδk + ω1(k)α
†
−kα−k
+ ω2(k)β
†
−kβ−k + ω3(k)γ
†
−kγ−k + ω4(k)δ
†
−kδ−k
)
,
(2.26)
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where ωi(k), i = {1, ..., 8} (or i = {1, ..., 4} for the Ne´el and ferromagnetic
phases) are the solutions of the secular equation |D(k)− ω(k)I| = 0, in which
D(k) = I−M(k) (2.27)
is the so called dynamical matrix of Ref.[4].
The multiplication with the I− matrix is necessary in order to pre-
serve the Bose commutation relations for the new magnon operators. We
mention just for comparison that in the case of Fermi systems, where anti-
commutation relations are used, this is not necessary because the latter are
satisfied automatically, and the dynamical matrix for fermions is equal to the
M -matrix, rendering the diagonalization process easier since M is always a
Hermitian matrix (as is the original Hamiltonian), while the dynamical ma-
trix is not guaranteed to be Hermitian in all cases since it differs from the
original Hamiltonian.[4] The unitary transformation U(k) is constructed by
taking the eigenvectors of the dynamical matrix [υ(ωi(k))]1×8 and using them
as column vectors as below,[4]
U(k) = [υ(ω1(k)), ..., υ(ω4(k)), υ(ω5(k)), ..., υ(ω8(k))]8×8. (2.28)
We next express the interaction Hamiltonian Hˆint in terms of the new
magnon quasiparticle operators (by applying the Bogoliubov-Valatin transfor-
mation of Eq.(2.24)) as
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Hˆ1pho2mag =
S
2
√
N
∑
k,q,s
√
~
2Mωqs
(
c†−qsΨ
†(k)Λ′(k, q)Ψ(k − q) + cqsΨ†(k)Λ′(k, q)Ψ(k − q)
)
=
S
2
√
N
∑
k,q,s
√
~
2Mωqs
(
c†−qsΦ
†(k)U †(k)Λ′(k, q)U(k − q)Φ(k − q)
+ cqsΦ
†(k)U †(k)Λ′(k, q)U(k − q)Φ(k − q)
)
,
(2.29)
where the matrix Λ′(k, q) and the matrix Λ(k, q) of Eq.(2.23) are re-
lated as
Λ(k, q) =
∑
s
√
~
2Mωqs
(
c†−qs + cqs
)
Λ′(k, q). (2.30)
The Hamiltonian of Eq.(2.29) describes interactions between non-interacting
magnons and non-interacting phonons. For later convenience we define the
8×8 magnon- phonon scattering matrix (4×4 for the Ne´el and ferromagnetic
phases),
T (k, q) =
S
2
√
~
2NMωqs
U †(k)Λ′(k, q)U(k − q). (2.31)
The magnon-phonon scattering matrix can be partitioned as,
T (k, q) =
[
[T+−(k, q)]4×4 [T++(k, q)]4×4
[T−−(k, q)]4×4 [T−+(k, q)]4×4
]
8×8
, (2.32)
where the submatrices
T+−(k, q) = [magnon creation + annihilation]4×4,
T++(k, q) = [two−magnon creation]4×4,
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Figure 2.3: Lowest order magnon-phonon scattering diagrams used for the
calculation of the transport relaxation times in the regime in which thermal
transport is phonon-dominated. Wavy lines represent phonon propagators
whereas straight lines are magnon propagators. Fig.(a) represents C-processes
which involve two magnon creations or annihilations, where-as Fig.(b) repre-
sents R-processes that involve phonon emission or absorption.
T−−(k, q) = [two−magnon annihilation]4×4,
T−+(k, q) = [magnon annihilation + creation]4×4,
are related to the Feynman diagram processes discussed in the next section.
As seen from Eqs.(2.29) and (2.32) one-phonon two-magnon processes
can be classified into two main categories: (a) radiation processes (denoted
as R-processes) and (b) conversion processes (denoted as C-processes), where
the R-processes are described by the submatrices T+−(k, q) and T−+(k, q) in
which two magnons of the same or different branch (one created, one anni-
hilated), whereas the C-processes are described by the submatrices T++(k, q)
and T−−(k, q) in which two magnons of the same or different branch, are ei-
ther created by a phonon or annihilated into a phonon. Processes described by
three boson creation or annihilation operators are not taken into account as
they do not conserve energy, which is assumed to be exchanged only between
the magnons and the phonons. Concluding this section, it should be noted
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Figure 2.4: Lowest order magnon-phonon scattering diagrams used for the
calculation of the transport relaxation times in the regime in which thermal
transport is magnon-dominated. Straight lines represent magnon propagators
whereas wavy lines are phonon propagators. Figures (a) and (b) represent
R-processes which involve phonon emissions or absorptions. Fig.(c) represents
C-processes which involve phonon emission or absorption.
that the summations over the phonon and magnon wavevectors in the previ-
ous equations extend over the corresponding first Brillouin zones (but in the
low temperature regime the main contributions come from the regions around
the valleys (minima) of the phonon and the magnon bands), and that only
normal processes are taken into account (see Ref.[92], section 6.2.4).
2.3 Transport relaxation times
As mentioned previously, in this work we study two distinct thermal
transport regimes depending on whether the magnon or the phonon energy
scale dominates. In either case, given the matrix elements of the two magnon-
one phonon scattering processes, Eq.(2.31), one can proceed to calculate the
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respective transport relaxation times using the Fermi’s Golden Rule for each
(bare) interaction vertex
τ−1I→F =
2pi
~
∑
F
∣∣∣〈F | Hˆint |I〉∣∣∣2δ(EF − EI), (2.33)
where |I〉 and |F 〉 denote the initial and the final state. In the following,
we will repeatedly refer to the diagrams of the Figs. 2.3 and 2.4, denoting a
phononic channel as (q, s), and two distinct magnonic channels as (k, λ) and
(k′, λ′). The final state |F 〉 for a two-magnon annihilation C-process is
|F 〉 = |..., ns(q) + 1, ...〉 ⊗ |..., nλ(k)− 1,..., nλ′(k′)− 1, ...〉 , (2.34)
and for a two-magnon creation C-process is
|F 〉 = |..., ns(q)− 1, ...〉 ⊗ |..., nλ(k) + 1,..., nλ′(k′) + 1, ...〉 , (2.35)
whereas, for a phonon annihilation R-process is
|F 〉 = |..., ns(q)− 1, ...〉 ⊗ |..., nλ(k)− 1,..., nλ′(k′) + 1, ...〉 , (2.36)
and for a phonon creation R-process is
|F 〉 = |..., ns(q) + 1, ...〉 ⊗ |..., nλ(k)− 1,..., nλ′(k′) + 1, ...〉 , (2.37)
where λ and λ′ denote the same or different magnon bands/branches, s rep-
resents any of the two-dimensional acoustic phonons, and finally, momentum
conservation (not momentum equivalence as in the umklapp processes) is ap-
plied to each interaction vertex.
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In the rest of this section, the transport relaxation times for phonons
and magnons are calculated, and are afterwards used in the calculation of
the diagonal components of the phonon and magnon conductivity tensor re-
spectively. In this study, we focus only on two relaxation mechanisms ap-
pearing during the thermal transport: the magnon-phonon scattering mech-
anism and the always existent boundary scattering (for either the phonons
or the magnons). Depending on the relative strength of the characteristic
energy scales of the two types of heat carriers, we further distinguish be-
tween two limiting thermal transport regimes, the phonon dominated and
the magnon dominated, which in turn consist of three subregimes each, the
diffusive, the intermediate, and the ballistic subregime.
2.3.1 Transport relaxation times for magnon-dominated thermal
transport
In the case in which the magnon characteristic energy dominates, phonons
play the role of a bath, and given the assumed weak magnon-phonon coupling,
the problem translates into a problem of a system weakly interacting with a
bath. The lowest order non-equivalent Feynmann diagrams to be used for the
calculation of the transport relaxation times are those appearing in Fig. 2.4,
and focusing on the magnonic channel (k, λ), their total contribution is (s = 1,
since as discussed in the subsection 2.4.2.2 below, only the longitudinal acous-
tic phonon is of interest)
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1τλ(k)
∣∣∣∣
mp
=
2pi
~
∑
q,λ′
{ ∣∣∣T λλ′−+ (−k,−q)∣∣∣2×
× (nq + nk−q,λ′ + 1)δ(k−q,λ′ + ~ωq − k,λ)+∣∣∣T λλ′−+ (−k, q)∣∣∣2 (nq − nk+q,λ′)δ(k+q,λ′ − ~ωq − k,λ)+∣∣∣T λλ′−− (k,−q)∣∣∣2 (nq−k,λ′ − nq)δ(~ωq − q−k,λ′ − k,λ)} (2.38)
where the first term on the right hand side (RHS) of Eq.(2.38) corresponds
to the Feynmann diagram of the Fig. 2.4(a), the second term to the Feyn-
mann diagram of the Fig. 2.4(b), and the last term to the Feynmann diagram
of the Fig. 2.4(c), and for the magnon-phonon scattering matrix elements we
used the convention that follows Eq.(2.32). Notice that the above result is
directly related to the collision integral of the semiclassical Boltzmann trans-
port theory as applied to the system of the magnons within the relaxation
time approximation (see Eq.(B.12)).
The calculation of the RHS of Eq.(2.38) proceeds by turning the sum-
mation over the phonon wavevectors into an integral using the well-known
formula (A stands for the area)
1
A
∑
q
F (q) =
∫
d2q
(2pi)2
F (q).
It should be noticed though, that the highly anisotropic nature of the magnon
band structure (as opposed to the phonon band structure) precludes the ana-
lytical solution of the energy constraints imposed by the presence of the Dirac
δ functions in Eq.(2.38), and one can proceed with the calculation by taking
24
advantage of the δ function to reduce the dimensionality of the integral by
one, by employing the well-known result that
∫
V
f(r)δ[g(r)]dr =
∫
S
f(r)
|∇g(r)|dσ,
where S is the (n− 1)-dim surface inside the n-dim volume V , defined by the
constraint g(r) = 0, under the condition that ∇g(r) 6= 0. This way, the afore-
mentioned two-dimensional integrals turn into one-dimensional integrals over
the lines that satisfy the energy constraints imposed by the respective Dirac
δ functions. These calculations require a numerical treatment, since neither
the Bogoliubov-Valatin transformation nor the energy constraints admit an
analytical solution. For more details the reader is referred to the Appendix C.
In Eq.(2.38) it was implicitly assumed that the different scattering
events, represented by the non-equivalent Feynmann diagrams of Fig. 2.4,
proceed independently. Including further the effect of the boundary scattering
of the magnons and assuming that the magnon-phonon scattering processes
proceed independently of the boundary scattering, the total probability of
scattering for the magnonic channel (k, λ) obeys the following Matthiessen’s
rule:[9]
1
τλ(k)
=
1
τλ(k)
∣∣∣∣
mp
+
1
τλ(k)
∣∣∣∣
b
, (2.39)
where the boundary scattering transport relaxation time (for the magnons)
was defined as 1
τλ(k)
∣∣∣
b
= |~υλ(k)|
L
, where L is the length of the crystal and ~υλ(k)
the group velocity of the (k, λ) magnonic channel. Notice that λ (or λ′) is
{1, .., 4} for the zig-zag and the stripy phase, and {1, 2} for the Ne´el and the
ferromagnetic phase.
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2.3.2 Transport relaxation times for phonon-dominated thermal
transport
In the case in which the phonon characteristic energy dominates, magnons
play the role of a bath, and we again have a problem of a system weakly in-
teracting with a bath. The lowest order non-equivalent Feynmann diagrams
to be used for the calculation of the respective transport relaxation times are
those appearing in Fig. 2.3, and focusing on the phononic channel q (no band
index is used here since we focus only on the transverse acoustic phonon, i.e.
s = 1, and the justification for focusing on the tranverse acoustic phonon only
is given in the subsection 2.4.2.1 below), their total contribution is
1
τ(q)
∣∣∣∣
mp
=
2pi
~
∑
k
∑
λ,λ′
{ ∣∣∣T λλ′++ (k, q)∣∣∣2×
× (nk,λ + nq−k,λ′ + 1)δ(k,λ + q−k,λ′ − ~ωq)+∣∣∣T λλ′−+ (−k, q)∣∣∣2 (nk,λ − nk+q,λ′)δ(k+q,λ′ − ~ωq − k,λ)} (2.40)
where the first term on the RHS of Eq.(2.40) corresponds to the Feynmann
diagram of the Fig. 2.3(a), and the second term to the Feynmann diagram of
the Fig. 2.3(b). For the magnon-phonon scattering matrix elements we again
used the convention that follows Eq.(2.32). Notice that the above result is
directly related to the collision integral of the semiclassical Boltzmann trans-
port theory as applied to the system of phonons within the relaxation time
approximation (see Eq.(B.12)).
The calculation of the RHS of Eq.(2.40) proceeds as in the previous
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section, i.e. by turning the summation over the magnon wavevector into a two
dimensional integral. In Eq.(2.40) it was implicitly assumed that the different
scattering mechanisms, represented by the non-equivalent Feynmann diagrams
of Fig. 2.3, proceed independently. Including the effect of the boundary scat-
tering of phonons, and assuming that the magnon-phonon scattering processes
proceed independently of the boundary scattering, the total probability of scat-
tering for the phononic channel q obeys the following Matthiessen’s rule:
1
τ(q)
=
1
τ(q)
∣∣∣∣
mp
+
1
τ(q)
∣∣∣∣
b
, (2.41)
where the boundary scattering transport relaxation time (for the phonons) was
defined as 1
τ(q)
∣∣∣
b
= |~υs|
L
, where ~υs denotes the phonon group velocity, within
the approximation of the Debye model, is the Debye velocity υD. Notice that
λ (or λ′) is {1, ..., 4} for the zig-zag and the stripy phase, and {1, 2} for the
Ne´el and the ferromagnetic phase.
2.3.3 Computational details of the calculation of the transport re-
laxation times within different transport subregimes
The calculation of the transport relaxation times requires, via the
magnon-phonon scattering matrix elements, knowledge of the spatial deriva-
tives of the Heisenberg and the Kitaev exchange couplings, denoted as J ′ and
K ′ respectively. For simplicity the derivatives of the exchange couplings are
taken as direction independent, and further they are approximated as [109]
J ′ ≈ ∆J
α
≈ J
α
and K ′ ≈ ∆K
α
≈ K
α
, respectively, where α denotes the interionic
distance. Based on those definitions, one can convert the integrals appearing in
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the total transport relaxation times (magnonic or phononic) into dimensionless
integrals as below
1
τmp
' SA
ED
1
Nuα2
× 2× 1012(secs−1)× I, (2.42)
where, for a specific material, different magnon-phonon scattering processes
are encapsulated in the parameter I. S denotes the spin of the local mo-
ments, A is the energy scale parameter defined in Eq.(2.2), and further, SA
defines an appropriate magnonic energy scale dictated by the interaction term
of Eq.(2.23), ED ≡ ~υDqD = ~υD2pi/α
√
3 is the Debye energy scale, Nu the
number of nucleons of the ions that form the honeycomb lattice, α the inte-
rionic distance in Angstroms, and finally I is the dimensionless form of the
total transport relaxation time (magnonic or phononic).
The relative strength of the magnon-phonon and the boundary scat-
tering for the case of the magnon-dominated thermal transport, can also be
written in terms of the dimensionless parameter I mentioned above, as
τb
τmp
∣∣∣∣
mag
' cmag × 1
υmag
× I, (2.43)
where cmag ≡ 55 × 1ΘD(K) × Lα × 1Nuα2 , L is the length of the crystal in the
direction of the applied temperature gradient, and ΘD the Debye temperature
in Kelvin. In addition, ~υmag(k) is the dimensionless magnon group velocity
which is extracted from the dimensional magnon group velocity ~Vmag(k) as
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below (i.e. their magnitudes are related as)
|~Vmag(K)| = |∇KΩ(K)|
=
1
~
√(
∂(~Ω(K))
∂Kx
)2
+
(
∂(~Ω(K))
∂Ky
)2
=
SAα
√
3
2pi~
√(
∂(~ω(k))
∂kx
)2
+
(
∂(~ω(k))
∂ky
)2
≡ SAα
√
3
2pi~
|~υmag(k)|, (2.44)
where ~Ω(K) denotes the dimensional magnon energy and ~ω(k) the dimen-
sionless magnon energy, the two related as ~Ω(K) = SA× ~ω(k). K denotes
the dimensional magnon wavevector and k the dimensionless one, the two
related as K = 2pi
α
√
3
k (α is the interionic distance on the honeycomb lattice).
On the other hand, the relative strength of the magnon-phonon and the
boundary scattering for the case of the phonon-dominated thermal transport
can be written in terms of the dimensionless parameter I mentioned above as
τb
τmp
∣∣∣∣
pho
' SA
ED
× cmag × I, (2.45)
where the various the parameters were defined previously. By varying the
parameter cmag above, either by using different systems or by changing the
dimensions of a particular system (the length of the crystal), one can tune the
relative strength of the magnon-phonon and boundary scattering, and enter
the ballistic (boundary scattering dominated), the diffusive (magnon-phonon
scattering dominated) or the intermediate (competing magnon-phonon and
boundary scattering) heat transport subregime.
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2.4 Calculation of the diagonal components of the ther-
mal conductivity tensor
In the previous sections we introduced the low energy magnetic de-
grees of freedom via the Hamiltonian of Eq.(2.1), the low energy ionic degrees
of freedom via the Hamiltonian of Eq.(2.3), and the magnon-phonon coupling
via the Eqs. (2.4) and (2.5). In the next step, the magnon spectra of the vari-
ous ordered phases were computed within the linear spin wave approximation
leading to Eq.(2.22), and those spectra were then used as inputs for the lowest
order magnon-phonon scattering processes encompassed in the Hamiltonian of
Eq.(2.29). The last information was then used to determine via the Fermi’s
Golden rule the momentum-dependent total transport relaxation times given
by Eqs.(2.39) and (2.41), and in the final step all those results are patched
together to compute the diagonal components of the thermal conductivity
tensor for each one of the ordered magnetic states, by using the semiclassical
Boltzmann transport theory.
As shown in the Appendix B [see Eq.(B.17)], the thermal conductivity
tensor per unit area, for heat transport dominated by one type of carriers, is
given by
καβ =
∑
Λ
∫
d2K
(2pi)2
~ΩΛ(K)vαΛ(K)v
β
Λ(K)τΛ(K)
∂n0Λ(K)
∂T
, (2.46)
where Λ denotes the band index, K the wavevector of the quasiparticle, and
from which we see that the thermal conductivity is proportional to the energy
~ΩΛ(K) that the quasiparticles carry, proportional to their velocity vαΛ(K)
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in the α-th direction of propagation, proportional to the mean free path
vβΛ(K)τΛ(K) that they travel before they scatter, while travelling a total time
between two succesive collisions τΛ(K), and proportional to the total number
of quasiparticles that deviate from equilibrium
∂n0Λ(K)
∂T
due to a temperature
gradient ∂T , where n0Λ(K) denotes the equilibrium Bose-Einstein distribution
function of a quasiparticle in the band Λ. We also note, that since spin-
orbit coupling creates anisotropy in the magnon bands, and since the magnon
dispersions are involved in the thermal conductivity expression, then it is a
useful quantity in this case to study the anisotropy of the thermal conductivity
tensor, which will reveal information about the various magnetically ordered
phases. Therefore the diagonal components of the thermal conductivity tensor
per unit area κxx and κyy (with the spatial directions x and y defined as in
Fig.A.1, Appendix A) are studied.
In the following sections, we study first the pure boundary scatter-
ing on the heat transport by taking both the magnon and the phonon heat
carriers into account. Then we slowly change the ratio of boundary scatter-
ing to magnon-phonon scattering mechanisms and study the transition from
the purely balistic regime(boundary scattering only) to diffusive regive(mostly
magnon-phonon scattering). For simplicity we consider only one type of heat
carriers in the thermal conductivity, considering the heat that carried from
the other carrier as negligible. That means, that we study the limiting cases,
first that the energy of the phonons is much greater than the energy of the
magnons, and the main heat is carried by the phonons only(where the heat
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carried from magnons is considered negligible), and magnons in this case are
treated as scatterers only, and second, the opposite case, that the magnons
have much higher energy that the phonons, and the heat is carried solely from
them, and phonons act as their scatters.
2.4.1 Boundary scattering only regime
In this section, we study the thermal conductivity κxx, κyy in in x, y di-
rections respectively, of all the ordered phases of the Heisenberg-Kitaev model,
versus temperature. We focus on three characteristic energy ratios between
phonon and magnon characteristic energy scales, phonon over magnon energy
scale, (i) twice, (ii) equal, and (iii) half. To make the treatment easier and
the results more physically meaningful, we convert the thermal conductivity
quantities that we plot to dimensionless, by pulling up front all characteristic
constants. Thus we have for the magnon thermal conductivity,
κballmag =
1
2pi
L
a
kBSA
~
× κ˜ballmag, (2.47)
where S is the spin quantum number, kB is Boltzmann constant, κ˜
ball
mag
is the dimensionless ballistic magnon thermal conductivity per unit area and
a = α
√
3, where α denotes the interionic distance, A the magnetic energy scale
defined in Eq.(2.2), and temperature is measured in the relevant units of the
problem, [T ] = SA
kB
.
Converting the ballistic phonon thermal conductivity in dimensionless
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as well, measuring it in the same units as the magnon one we have,
κballpho =
(
ED
SA
)3
1
2pi
L
a
kBSA
~
× κ˜ballpho, (2.48)
where κ˜ballpho is the dimensionless part of the ballistic phonon thermal
conductivity.
The total ballistic thermal conductivity is
κballtot = κ
ball
mag + κ
ball
pho. (2.49)
Eqs.(2.47), (2.48) and (2.49) are applied to each of the diagonal components
of the conductivity tensor independently, and the results are shown in Figs.
2.5 and 2.6 below.
In order to have well defined quasiparticles and neglect higher order
processes of phonon-phonon, magnon-phonon, and magnon-phonon scattering,
we consider temperatures well below the Debye temperature for phonons, and
the magnetic critical temperature for magnons, in Figs. 2.5 and 2.6.
Since the heat carriers, phonons, and magnons, are scattered only from
the boundaries of the crystal, where a square crystal is assumed for simplicity,
the mean free path of the quasiparticles is equal to the length of the crystal
L. In this case, differences on thermal conductivity reflect differences of the
magnon bands, since all the remaining quantities in the expression of the ther-
mal conductivity (2.46) depends on the magnon dispersions, i.e. the magnon
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Figure 2.5: κxx component of the total fully ballistic thermal conductivity per
unit area, for each ordered phase (see the legend of each subfigure), for different
relative strengths of the Debye energy ED to the magnon characteristic energy
SA (given on top of each subfigure), versus temperature. The temperature
region is well below the lowest of the two characteristic energy scales (phononic
or magnonic). Notice that the conductivity components are measured in the
units given by the prefactor on the RHS of Eq.(2.47). The spatial direction x
is defined as in Fig.A.1, Appendix A.
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Figure 2.6: κyy component of the total ballistic thermal conductivity per unit
area, for each ordered phase (see the legend of each subfigure), for different
relative strengths of the Debye energy ED to the magnon characteristic energy
SA (given on top of each subfigure), versus temperature. The temperature
region is well below the lowest of the two characteristic energy scales (phononic
or magnonic). Notice that the conductivity components are measured in the
units given by the prefactor on the RHS of Eq.(2.47). The spatial direction y
is defined as in Fig.A.1, Appendix A.
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energies, velocities, and Bose occupation factors, where the phonon band struc-
ture is common for all the magnetically collinear phases of our model.
For the phonons we treat the one longitudinal and one transverse
phonons in two dimensions, with the Debye model, for which in 2D the low
temperature thermal conductivity is proportional to T 2, instead of T 3 in 3D.
In Figs. 2.5 and 2.6, we see the κxx, and κyy conductivities for all the
collinear phases of Heisenberg-Kitaev model, for three characteristic energy
ratios between magnon and phonon energy scales: (i) ED/SA = 1/2, (ii)
ED/SA = 1, (iii) ED/SA = 2. In case (i) since the magnon energy is greater
than the phonon one, the magnonic conductivity dominates, and since the
magnon spectra for all the phases are different in x and y directions, this
is reflected in the conductivities as well, which are also different in different
directions.
Looking specifically the behavior for each phase, the Neel phase, has few
low energy excitations and thus it has the lowest conductivity of all phases, in
the temperature window T = (0.05− 0.20)SA/kB. By looking more carefully
the spinwave spectrum of this phase in Fig. A.6, we see one very anisotropic
band, that become more important at higher temperatures. Thus at higher
temperatures we see very different group velocities and consequently conduc-
tivities as well, in x and y direction, with approximately κxx ≈ 32κyy. However
due to this very steep magnon band that continues even at higher energy, there
is no saturation sign of the thermal conductivity.
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In contrast, the stripy phase as seen from its low energy spinwave Fig.
A.4, has a quadratic and isotropic dispersion ω(k) ∝ k2 at ω(k)→ 0, and the
occupation of low energy magnons is much greater (through the Bose occu-
pation factors), thus at low temperatures has the greater conductivity of all
the phases. Also it has softer bands (lower in energy) than the other phases,
and they can be easier occupied with increasing temperature. The isotropic
dispersion, gives isotropic group velocities, which in turn give isotropic con-
ductivities, κxx ≈ κyy. Since all other phases are anisotropic, with anisotropic
conductivities in x and y directions, stripy phase can be easily distinguished
from them due to its isotropic character.
Turning our attention into the zig-zag phase, we see that it has the
greater conductivity in x direction, and specifically in higher temperature,
from all the other phases. Although it has linear dispersion ω(k) ∝ k at
ω(k) → 0, it has enough low energy bands to have excited heat carriers at
low temperatures as seen in Fig. A.2, which they show a nearly isotropic
dispersion, but mainly in higher temperatures the higher energy excitations in
Fig. A.3 show a very anisotropic velocities in x and y directions, giving the
highest conductivity in the x direction of all the phases, and the lowest of all
in the y direction, and signs of saturation in this direction as well. As the
most anisotropic phase of all, at higher temperatures it gives nearly twice the
conductivity in x than in y direction κxx ≈ 2κyy.
The ferromagnetic phase as seen from Fig. A.7 has quadratic disper-
sions ω(k) ∝ k2 at ω(k)→ 0, with much smaller group velocities in y-direction
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that in x-direction, which gives a similar an anisotropic conductivity behavior
κyy ≈ 23κxx.
In case (ii) where the magnon and phonon energy scales are equal,
ED/SA = 1, they both carry heat equally well, and the result shown in the
middle figure of Figs. 2.5 and 2.6 is a combination of phonon conduction and
magnon conduction, retaining in part the anisotropic features of the magnon
conductivities but smoothen out partially due to the isotropic phonon conduc-
tivity.
In case (iii), bottom figure of Figs. 2.5 and 2.6, where the phonon
energy scale dominates over the magnonic one, ED/SA = 2, the thermal
conductivity shows features which are mainly phononic. That means, that it
becomes isotropic in x and y directions, and it is quadratic, reminiscent the
Debye model in 2D.
Having discussed in this section the boundary scattering regime, and
having it as a reference point for further studies, we can now slowly change
the ratio of boundary scattering to magnon-phonon scattering mechanisms
and study in the next section their effect in heat conduction
2.4.2 Magnon-phonon dominated regime
2.4.2.1 Phonon dominated thermal transport
In this section we consider the limit that the phonon energy scale is
much larger than the magnon one, and the heat can be approximated that is
carried from phonons only, and the magnons are treated only as scatterers to
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the phonons. A ratio of phonon energy scale(ED) to magnon energy scale(SA),
ED/SA = 7 suffice for the heat to be described as carried predominately from
phonons.
Since all the factors in the thermal conductivity expression Eq. (2.46)
are the same except the relaxation times for boundary scattering, and for
magnon-phonon scattering, any difference from the boundary scattering ther-
mal conductivity is attributed to magnon-phonon scattering.
At low enough temperatures, the displacement of the ions from their
equilibrium positions are small compared to the interionic distance α (u/α
1), and consequently the magnon-phonon couplings gJmp ∝ ~uq · J ′(Rij) and
gKmp ∝ ~uq ·K′(Rij) (reminding to ourselves that J ′ ≈ J/α, and K ′ ≈ K/α)
are always much smaller than the exchange couplings J(Rij) and K(Rij),
respectively, thus the magnon-phonon interaction term in the Hamiltonian is
much smaller that the spin part only(Heisenberg and Kitaev terms), and the
interaction can be treated perturbatively in lowest order safely.
As mentioned above, the magnon-phonon coupling gmp depends on the
displacement of the ions from their equilibrium positions, and since longitu-
dinal acoustic phonons create greater displacement than the transverse ones,
which mostly change the angle between the ions, and less their distance, they
should be coupled stronger to the magnons than the transverse ones. This ef-
fect can be taken into account by denoting to the transverse acoustic phonons
a reduced coupling constant g˜mp(k, q) = gmp(k, q)/γ, where gmp(k, q) is the
magnon-phonon coupling constant used for the longitudinal acoustic phonons,
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and γ is a reduction factor such that γ ∼ 10. That means that as far as
phonon conduction concerns, we need to consider only the transverse acoustic
phonon, since the longitudinal one will be scattered more strongly and it will
not conduct.
In transitioning from the boundary scattering regime to the magnon-
phonon dominating regime, we consider the ratio of the two scattering mech-
anisms which for phonon conduction is,
τb
τmp
∣∣∣∣
pho
' SA
ED
× cmag × 1
γ2
× I, (2.50)
where for convenience we set
cpho ≡ SA
ED
× cmag × 1
γ2
. (2.51)
and I is the dimensionless integral of the scattering rate.
To study the transition from the boundary scattering/ballistic regime,
to intermediate, and finally to magno-phonon dominated/diffusive regime, we
can increase slowly the length of the crystal L, and unmask the magnon-
phonon scattering mechanisms. Numerically we can do that but changing the
relative ratio of the two scattering mechanisms, by treating cpho as a tunable
parameter, and express it as cpho = 10
l, l ∈ Z.
In order to neglect higher order processes (phonon-phonon, magnon-
magnon, and higher order of magnon-phonon) and keep as the dominant one,
only the lowest order one phonon-two magnon processes, we go up to tem-
peratures of one third of the energy scale of the lowest energy quasiparticles,
40
here magnons, thus we take as a maximum temperature Tmax =
1
3
SA
kB
. These
units of temperature guide us, as the natural units to measure the thermal
conductivity to be 1
2pi
L
a
kBSA
~ .
Turning our attention now to Fig. 2.7, we see in the black dashed curve
the boundary scattering only mechanism, which goes as T 2, as a reference,
and then by gradually increasing the strength of the magnon-phonon scat-
tering mechanism, compared to the boundary one, we go first in the mostly
ballistic regime, which is mainly boundary scattering but not only, then to
the intermediate regime, and finally to the magnon-phonon dominated regime
completely. In Fig.2.8 we divide by T 2, to see more clearly the deviation from
the boundary scattering mechanism.
One key feature seen in Figs. 2.7, 2.8, is that the conductivities κxx, and
κyy are isotropic even in the deeply diffusive regime. Exact matching cannot
be possible because of the anisotropic character of the magnon bands. This
can tell us, that no-matter how anisotropic the magnon bands are, phonon
thermal conductivity retains its isotropic character. Second, we can see that
even at low temperatures, high energy phonons can be scattered efficiently
from low energy magnons, leading to a deviation of the thermal conductivity
from the boundary scattering term T 2 even at very low temperatures. The
only phase that magnon-phonon scattering starts at higher temperature is the
stripy phase, and this is because at low temperatures, the high energy phonons
with small wavevector, cannot conserve energy and momentum to scatter to
two magnons since the minimum of the magnon bands are far away from the
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the center of the first Brillouin zone, the magnon bands are isotropic, and
have quadratic dispersion, while the phonons have linear dispersion, and thus
one phonon-two magnon processes do not satisfy both energy and momentum
conservation. Thus in stripy phase, magnon-phonon scattering starts at higher
temperatures where there are more options for scattering.
Last thing to say in this section, is that since the temperatures we
study are Tmax  J , and there exist high energy excitations compared to
Tmax, up to the temperatures that we go, there is no saturation of the thermal
conductivity as well as of the magnon-phonon scattering mechanism.
2.4.2.2 Magnon dominated thermal transport
As in the previous section, we use as a reference the boundary scattering
for magnon conduction. Any deviation from that is attributed to magnon-
phonon scattering mechanism.
In order thermal conduction to be magnon dominated by order of mag-
nitude different than the phonon one, and as a result to focus only on one type
of heat carriers again, in this case magnons only carry heat, and phonons are
treated as scatterers only, the energy scale difference between magnons and
phonons was taken as SA/ED = 7.
Furthermore, the argument that was given in the previous section, that
the magnon-phonon coupling is stronger for the longitudinal acoustic phonons
and weaker for the transverse can be used here as well. However in this
section we are interested in phonons as scatterers, thus we can take only the
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Figure 2.7: Phonon dominated transport: κxx and κyy component of the
phononic thermal conductivity per unit area, for each ordered phase, for three
different subregimes: ballistic, intermediate and diffusive (see the legend of
each subfigure) as well as pure boundary scattering, versus temperature. The
spatial directions x and y are defined as in Fig.A.1, Appendix A.
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Figure 2.8: Phonon dominated transport: κxx/T
2 and κyy/T
2 component of
the phononic thermal conductivity per unit area, for each ordered phase, for
three different subregimes: ballistic, intermediate and diffusive (see the legend
of each subfigure) as well as pure boundary scattering, versus temperature.
The spatial directions x and y are defined as in Fig.A.1, Appendix A.
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stronger scatterers of the two, and neglect the other one. That means we
neglect scattering from the transverse acoustic phonons and we consider only
scattering of the magnons by the longitudinal acoustic phonons only.
Also, we mention that in order to neglect higher order processes again,
i.e. phonon-phonon, magnon-magnon, higher order magnon-phonon, we go up
to temperatures of 1/3rd of the lowest energy scale, which here is the phonon
one. Thus we consider temperatures up to 1
3
ED/kB as seen from Figs. 2.9,
2.10.
To study the transition from the boundary scattering only magnonic
thermal conductivity, to the magnon-phonon scattering regime, we increase
again slowly the length of the crystal and the magnon-phonon scattering is
unmasked, or equivalently we increase the ratio of the magnon-phonon to
boundary scattering strength, as given from Eq.(2.43), by treating cmag = 10
l
as a parameter, and slowly change its value to enter gradually from the one
regime to the other.
Turning our attention now to Figs. 2.9, 2.10, we see plots of the
magnonic thermal conductivity for boundary scattering only, ballistic regime
(which is mainly boundary scattering but not only), intermediate regime, and
finally diffusive regime in which scattering is mainly magnon-phonon driven.
In Fig. 2.10, the conductivities are divided by a temperature power law that
can approximate in most cases the boundary scattering term, and make more
obvious the effect of the magnon-phonon interaction compared to that. Thus
the boundary scattering magnonic thermal conductivity it was found to be
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proportional to T n, where for the stripy phase n = 1.506 in both κxx and κyy
directions, in ferromagnetic phase the corresponding powers were nxx = 1.515
in κxx direction, and nyy = 1.509 in κyy direction as well. Continuing in the
zig-zag phase n = 2.004 in both directions, and in the Neel phase,the power
law seems to change with temperature, and only for very low temperatures
the exponents where found to be nxx = 2.42 and nyy = 2.33 in κxx direction,
and κyy directions respectively.
As we are going from the ballistic to the diffusive regime and as the
temperature is increased, the initial anisotropy of the magnonic thermal con-
ductivity tensor at the boundary scattering regime, fades out, and at the
diffusive regime and at higher temperatures becomes isotropic.
In conclusion, we can say that the greater differences in magnonic ther-
mal conductivities between different phases appear at the boundary scattering
regime, where their differences between their corresponding magnon bands are
reflected more clearly. Going in the magnon-phonon dominated regime, they
seem to approximately follow some temperature power laws, but after they
start losing their distinct features.
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Figure 2.9: Magnon dominated transport: κxx and κyy component of the
magnonic thermal conductivity per unit area, for each ordered phase, for three
different subregimes: ballistic, intermediate and diffusive (see the legend of
each subfigure) as well as pure boundary scattering, versus temperature. The
spatial directions x and y are defined as in Fig.A.1, Appendix A.
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Figure 2.10: Magnon dominated transport: κxx/T
n and κyy/T
n component of
the magnonic thermal conductivity per unit area, for each ordered phase, for
three different subregimes: ballistic, intermediate and diffusive (see the legend
of each subfigure) as well as pure boundary scattering, versus temperature.
The appropriate temperature exponent n that should divide κxx and κyy such
that the pure boundary scattering results are represented by horizontal straight
lines (at least at low temperatures) is given in the nearby yellow inset. The
exponents can slightly vary for the spatial directions x and y, as defined in
Fig.A.1, Appendix A.
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Chapter 3
Mixing of t2g-eg orbitals in 4d and 5d
transition metal oxides
This chapter is organized as follows. In Sec. 3.1 we summarize the
effects of a local cubic crystal field on the d-orbital level structure of a tran-
sition metal ion. In Sec. 3.2 we provide the details of the Hamiltonian with
and without t2g-eg mixing in the presence of spin-orbit coupling. In Sec. 3.3
and Sec. 3.4 we describe the interaction terms and conserved quantities of the
full system we study, and in Sec. 3.5 we present the results of our exact diag-
onalization studies for all electron fillings. Again, as in chapter 2, the main
conclusions are left to be summarized all together in chapter 4.
3.1 Octahedral crystal fields
A transition metal ion in free space has rotational symmetry SO(3)
and therefore five-fold degenerate d-orbitals. Frequently, transition metal ions
in crystals are held inside regular octahedral cages, surrounded by ligands. A
common type of these ligands is oxygen, which form the large class of transition
metal oxides. When a free ion is placed inside an octahedral cage, the symme-
try is reduced from the full rotational SO(3) symmetry of the d-orbital states
49
SO(3)
Δ
Figure 3.1: Symmetry lowering and level splitting in a cubic crystal field envi-
ronment. A transition metal ion in free space has a full rotational SO(3) sym-
metry reduced to octahedral symmetry Oh. The five-fold degenerate d-levels
in the vacuum split into a lower-lying triply degenerate t2g, and a higher-lying
doubly degenerate eg set of levels, with an energy difference ∆ (called the
crystal field splitting) between them.
in the free space, to the symmetry group of the octahedron, SO(3)→ Oh. This
consists of all the rotations which take the octahedron into itself. Thus, Oh is
a subgroup of the rotation group: Oh ⊂SO(3). Hence, any representation of
SO(3) provides a representation of Oh. However, irreducible representations of
SO(3) will become reducible representations of Oh. Thus, the fivefold degener-
acy of the d-states is lifted by the crystal field and the d-levels are split into a
higher-lying two-fold degenerate eg and a lower-lying three-fold degenerate t2g
manifold, as seen in Fig.3.1, where ∆ is the energy difference between them.
The oxygen ligands are approximated as point charges siting in the corners of
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d-orbitals pointing directly at ligands,
are repelled more from them.
d-orbitals pointing in-between ligands,
are repelled less from them.
Figure 3.2: The t2g wavefunctions have electron clouds pointing in between
the point charges of the ligands, thus they repel less and have lower energy,
compared to the eg states which point towards the oxygen ligands.
the octahedral cages. The t2g d-orbital charge distributions point in between
the point charges of the oxygens, and the eg states point towards the point
charges, raising their energy relative to the t2g levels, as shown in Fig. 3.2.
The t2g and eg orbitals are formed by linear combinations[69] of the
spherical harmonics Y ml , with the orbital angular momentum l = 2. The
magnetic quantum number m takes values from −l to l. For t2g these orbitals
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states are:
dyz = − 1
i
√
2
(Y 12 + Y
−1
2 ),
dzx = − 1
i
√
2
(Y 12 − Y −12 ),
dxy =
1
i
√
2
(Y 22 − Y −22 ),
(3.1)
and for eg they are:
d3z2−r2 = Y
0
2 ,
dx2−y2 =
1√
2
(Y 22 + Y
−2
2 ).
(3.2)
The crystal field term in the Hamiltonian, HCF, can be written in a
diagonal form as (taking the energy of the t2g states as the zero of energy),
HCF =
∑
σ=±1/2
∆(|3z2 − r2, σ〉〈3z2 − r2, σ|
+ |x2 − y2, σ〉〈x2 − y2, σ|),
(3.3)
where σ = ±1/2 refers to the spin of the electron in a given orbital state.
3.2 Spin-orbit coupling in a crystal field
The spin-orbit coupling strength is comparable to other energy scales in
heavy transition metal oxides.[107, 85, 88] In its presence the orbital angular
momentum and spin angular momentum are no longer independently con-
served quantities. Moreover, the spin-orbit coupling can also induce mixing
between the t2g and eg manifolds.
The matrix elements of orbital angular momentum l for a single electron
in the basis of the t2g, Eq. (3.1), and eg, Eq.(3.2), states: {dyz, dzx, dxy, d3z2−r2 , dx2−y2},
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and that of a single electron in atomic p-orbitals in the basis {px, py, pz} are:[95]
lx =

0 0 0 −√3i −i
0 0 i 0 0
0 −i 0 0 0√
3i 0 0 0 0
i 0 0 0 0
 , l′x =
 0 0 00 0 −i
0 i 0
 , (3.4)
ly =

0 0 −i 0 0
0 0 0
√
3i −i
i 0 0 0 0
0 −√3i 0 0 0
0 i 0 0 0
 , l′y =
 0 0 i0 0 0
−i 0 0
 , (3.5)
lz =

0 i 0 0 0
−i 0 0 0 0
0 0 0 0 2i
0 0 0 0 0
0 0 −2i 0 0
 , l′z =
 0 −i 0i 0 0
0 0 0
 . (3.6)
By comparing the matrix elements of l in the t2g states with those in
the p-states in free atoms, one can map the former l = 2 t2g-states onto the
latter p-states with l = 1 using the relation:
l(t2g) = −l(p). (3.7)
This relation is called the T-P equivalence, [95, 28] according to which the
orbital angular momentum in t2g states is partially quenched from l = 2 to
l = 1. When the cubic crystal field splitting is large, one can neglect the off-
diagonal elements between t2g and eg manifolds and the T-P equivalence can be
conveniently used. Note, however, that the spin-orbit coupling generally mixes
the t2g and eg states so if the spin-orbit coupling is large enough compared to
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the crystal field splitting (and we will see it can be enhanced by electron-
electron interactions) then the mixing may have non-negligible effects.
Using the expression of the orbital angular momentum l of Eqs.(3.4)-
(3.6) and the Pauli matrices, we can construct the spin-orbit interaction ma-
trix. Written in the basis Ψ† = {d†xz↑, d†yz↑, d†xy↓, d†3z2−r2↓, d†x2−y2↓,
d†xz↓, d
†
yz↓, d
†
xy↑, d
†
3z2−r2↑, d
†
x2−y2↑} it becomes,
HSOC =
ζ
2
Ψ†AΨ, (3.8)
where Ψ† is a row vector, and Ψ is the complex conjugate column vector, and
A =

0 −i i √3 −1
i 0 −1 −i√3 −i
−i −1 0 0 −2i√
3 i
√
3 0 0 0
−1 i 2i 0 0
0
0
0 i i −√3 1
−i 0 1 −i√3 −i
−i 1 0 0 2i
−√3 i√3 0 0 0
1 i −2i 0 0

,
(3.9)
expresses the spin-orbit coupling in the full 10 states of the t2g and eg manifolds,
including spin. The matrix elements are split into terms that act only on the
t2g-subspace, H
t2g
SOC, terms that acts only one the eg subspace, H
eg
SOC, and
terms that have matrix elements between t2g and eg states, H
t2g−eg
SOC . The
angular momentum matrix elements in the eg states are zero. Thus, the matrix
elements of the H
eg
SOC are zero as well.
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The full Hamiltonian of the one-electron states is
H = HSOC +HCF. (3.10)
In the T-P equivalence one neglects the off-diagonal matrix elements of the
angular momentum, H
t2g−eg
SOC that connect the t2g-eg subspaces,
HTP = H
t2g
SOC +H
eg
SOC +HCF, (3.11)
which is given from the expressions above without the t2g − eg mixing. Diag-
onalizing Eq.(3.11), the states evolve as shown in Fig. 3.3 via the green lines.
In particular, the eg states are not affected by the spin-orbit coupling, and are
separated from the t2g states by an energy difference ∆. On the other hand,
the t2g states are split into eigenstates of energy Jeff= 12
= ζ:
|Jeff = 1
2
,m = −1
2
〉 = 1√
3
|dyz↑〉 − i√
3
|dxz↑〉 − 1√
3
|dxy↓〉,
|Jeff = 1
2
,m =
1
2
〉 = 1√
3
|dyz↓〉+ i√
3
|dxz↓〉+ 1√
3
|dxy↑〉,
(3.12)
and eigenstates of energy Jeff= 32
= − ζ
2
:
|Jeff = 3
2
,m = −3
2
〉 = 1√
2
|dyz↓〉 − i√
2
|dxz↓〉,
|Jeff = 3
2
,m =
3
2
〉 = − 1√
2
|dyz↑〉 − i√
2
|dxz,↑〉,
|Jeff = 3
2
,m = −1
2
〉 = 1√
6
|dyz↑〉 − i√
6
|dxz↑〉+
√
2
3
|dxy↓, 〉
|Jeff = 3
2
,m =
1
2
〉 = − 1√
6
|dyz↓〉 − i√
6
|dxz↓〉+
√
2
3
|dxy↑〉.
(3.13)
The results in Eq.(3.12) and Eq.(3.13) are commonly used in the literature.
Beyond the T-P equivalence one needs to consider the neglected mixing of the
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t2g-eg subspaces of the spin-orbit coupling H
t2g−eg
SOC . Here, we consider it as a
perturbation H1 = H
t2g−eg
SOC to the H0 = HTP T-P equivalence terms of Eq.
(3.11).
Writing H0 + H1 in the diagonal basis of H0, we have in the basis
Φ† = {|1
2
,−1
2
〉, |3
2
,+3
2
〉, |d3z2−r2 ,−12〉, |32 ,−12〉,
|dx2−y2 ,−12〉, |12 ,+12〉, |32 ,−32〉, |d3z2−r2 ,+12〉, |32 ,+12〉,
|dx2−y2 ,+12〉},
H0 +H1 =
ζ
2
Φ†BΦ (3.14)
where Φ† is a row vector, and Φ is a complex conjugate column vector,
B =

2 0 0 0 0
0 −1 i√6 0 0
0 −i√6 δ 0 0
0 0 0 −1 −i√6
0 0 0 i
√
6 δ
0
0
2 0 0 0 0
0 −1 −i√6 0 0
0 i
√
6 δ 0 0
0 0 0 −1 i√6
0 0 0 −i√6 δ

,
(3.15)
where δ = 2∆/ζ. Note that H0 are the diagonal matrix elements, and H1 are
the non-diagonal ones, of the B-matrix, Eq.(3.15). One sees that there are
no matrix elements involving |Jeff = 12 ,m = ±12〉 states. Thus they remain
unaffected. However, the |Jeff = 32〉 and eg subspaces are mixed. Thus, going
beyond the T-P equivalence involves mixing the upper and the lower states
as seen in Fig. 3.3 indicated with red lines. Hence the evolution of the t2g
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Figure 3.3: Evolution of d-orbital states under a cubic crystal field and spin-
orbit coupling. The green lines correspond to the commonly used T-P equiva-
lence that neglects t2g-eg mixing by spin-orbit coupling. The red lines indicate
an extra mixing contribution going beyond TP equivalence, of the Jeff = 3/2
by a factor of ±i
√
3
2
ζ
ζ/2+∆
|eg〉, and to the upper quartet eg by the same factor
of Jeff = 3/2 states, as shown in Eqs. (3.16),(3.17). The energies of the lower
quartet is shifted down by −3
2
ζ2
ζ/2+∆
, and of the upper quartet is shifted up by
+3
2
ζ2
ζ/2+∆
. Notice that the Jeff = 1/2 states are not affected.
and eg states in the presence of spin-orbit coupling is more complex than the
commonly used T-P equivalence assumes.
To first order in the wavefunctions, the lower quartet is modified by
|Jeff = 3
2
,m = ±3
2
〉 ± i
√
3
2
ζ
ζ/2 + ∆
|d3z2−r2 ,∓1
2
〉,
|Jeff = 3
2
,m = ±1
2
〉 ± i
√
3
2
ζ
ζ/2 + ∆
|dx2−y2 ,±1
2
〉,
(3.16)
and to second order in energy we find a shift by −3
2
ζ2
ζ/2+∆
. The upper quartet
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is modified by
|d3z2−r2 ,∓1
2
〉 ± i
√
3
2
ζ
∆ + ζ/2
|Jeff = 3
2
,m = ±3
2
〉,
|dx2−y2 ,±1
2
〉 ± i
√
3
2
ζ
∆ + ζ/2
|Jeff = 3
2
,m = ±1
2
〉,
(3.17)
with shifts in energies of +3
2
ζ2
∆+ζ/2
. Note for ζ = 0.5eV, ∆ = 3eV typical
values for 5d systems, the mixing is
√
3
2
ζ
ζ/2+∆
≈ 0.19, a 20% effect.
3.3 Inclusion of Electron-electron interaction
Having treated the octahedral crystal field HCF in Sec. 3.1 and the
spin-orbit interaction HSOC in Sec. 3.2, we are now ready to add the electron-
electron interactions, He−e. We are especially interested in how electron-
electron interactions will interplay with the t2g-eg mixing highlighted in the
previous section. This mixing is often ignored in the literature.
3.3.1 T-P equivalence in 3d systems
In the presence of electron-electron interactions, the Hamiltonian of the
ion is
H = HCF +HSOC +He−e, (3.18)
which contains the crystal field part HCF, the spin-orbit part HSOC, and the
interacting part He−e. Within the crystal field approximation several different
cases arise: weak, intermediate, and strong crystal field.[28, 112] The simplest
is the weak crystal field case,
He−e >> HCF > HSOC,
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where the interacting part He−e is much larger than the crystal field terms
HCF, and the spin-orbit coupling is smaller still. The intermediate crystal
field case is
He−e > HCF > HSOC,
which follows the same order, but the crystal fields are no longer much weaker
than the electron-electron interactions.
In 3d systems, the on-site Coulomb interaction is on the order of U=
3-10 eV, crystal fields are ∆=1.5-2 eV, Hund’s coupling is JH=0.8-0.9 eV,
and the spin-orbit coupling is in the order of 0.01eV-0.1eV (λ=0.02 eV for Ti,
and λ= 0.07 eV for heavier Co).[69] Thus, 3d systems fall into the weak and
intermediate crystal field regimes.
Following the above scheme from the most dominant term to the weak-
est, we have the interacting Hamiltonian, which is rotationally invariant with
spin independent (Coulomb) interactions. Thus, the orbital angular momen-
tum L and spin S are conserved quantum numbers and can be used to label
the states. The next important term, the crystal field, is not rotationally in-
variant and mixes different L terms. Because the energy difference of different
L terms is 3-10 eV, and the crystal field is 1.5-2 eV, as a first approximation we
neglect the mixing of different L values, and we consider the effect of crystal
field splitting within the ground state manifold of the L term, following the
conventions of the field. The smallest term in the hierarchy, the spin-orbit
coupling, mixes states of different crystal field levels (t2g and eg in our case),
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and terms of different L levels as well, but we neglect those and only include
the splitting within the ground state multiplet of crystal field split levels.
Since the electron-electron interaction is the most dominant term in the
above hierarchy and the crystal field mixes states within a given (L, S) term,
Hund’s first and second rule are valid even in the presence of crystal fields.
This means that 3d ions can form high spin structures, where the 4th and 5th
electrons go into the eg orbitals, as indicated from Hund’s first rule of maximal
spin. The condition for the low-spin to high-spin transition where the 4th elec-
tron prefers to go into the eg orbitals is approximately ∆CF ≈ 3JH (larger JH
favors a high-spin configuration, smaller JH a low-spin configuration). Since
∆CF=1.5-2 eV and JH=0.8-0.9eV, this condition is satisfied. However, since
crystal fields dominate over the spin-orbit coupling, Hund’s third rule ceases to
apply. This means that though L and S remain valid quantum numbers, and
their values are still given by Hund’s first and second rule, the total angular
momentum J is no longer a good quantum number.
In the case of strong crystal fields,
HCF ≥ He−e > HSOC,
the crystal fields are comparable to (or larger than) the electron-electron inter-
action giving rise to Hund’s first and second rule. Thus, they even mix states
belonging to different (L, S) terms. It is quite usual to find strong crystal
fields in 4d and 5d transition metal compounds. On the other hand, there
are only rare instances of insulating solids where 3d ions are subject to such
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strong crystal fields that even Hund’s first rule is put out of action. In next
section we will more extensively discuss the case of 4d and 5d systems.
Regardless of the particular energy hierarchy that is relevant, one has
[He−e +HCF,S2] = 0, [He−e +HCF, Sz] = 0, (3.19)
so that S2 and Sz commute with He−e and HCF since they are spin indepen-
dent. As a consequence, He−e +HCF has a ground state with well defined spin
quantum number. This holds for arbitrary strength of the Coulomb interaction
(including none at all).
Summarizing, the ground state multiplet of He−e +HCF is only t2g (for
up to 6 electrons) if the ion is in the low spin configuration. For finite spin-
orbit coupling, S and Sz are no longer good quantum numbers. As discussed
in Sec. 3.2, HSOC splits into H
t2g
SOC +H
t2g−eg
SOC (H
eg
SOC = 0). Since in 3d systems
the spin-orbit coupling is on the order of 0.02-0.07 eV and crystal fields ∆ =
1.5 − 2eV, the mixing of t2g and eg states in the low-spin configuration will
be on the order of ζ/∆ ≈ 0.02eV/2eV = 1/100 and can be neglected to first
order. Consequently, it is a good approximation in 3d systems to neglect the
off-diagonal matrix elements of angular momentum in t2g systems and use the
T-P equivalence. This is no longer the case for the heavier transition elements.
3.3.2 Limitations of the T-P equivalence in 4d and 5d systems
As one moves from 3d to 4d to 5d transition metals the outermost
electronic wavefunctions become more and more extended, and thus scale of
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the typical Hubbard U becomes smaller, reaching down to U=0.5-3eV in 5d
elements. The Hund’s coupling is reduced as well, to JH=0.6-0.7 eV in 4d
elements and to JH=0.5eV in 5d elements. Similarly, the larger spatial extent
of the outermost electronic states increase the crystal field splitting to ∆=1-
5eV in 5d elements. Heavier elements have larger spin-orbit coupling, and
its value is increased to ζ = 0.1 − 1eV in 5d elements. These values bring
the 4d/5d elements into the strong crystal field scenario mentioned in the
previous section, where the energy scale of the crystal fields is greater than or
comparable to the electron interactions.
Since He−e ≈ HCF there is mixing of (L, S) terms. Due to stronger
crystal fields and smaller Hund’s coupling JH , even Hund’s first rule of maximal
spin is violated in 4d and 5d systems. Since ∆ < 3JH (the approximate
criterion with ∆ = 3eV,JH=0.5eV) is not satisfied, a low-spin t2g ground state
configurations are preferred. However, a crucial difference of 4d/5d systems
relative to their 3d counterparts is the strong spin-orbit coupling.
To help understand the relevant physics, it is useful to briefly consider
4f systems where,
He−e > HSOC > HCF,
since the spin-orbit coupling is greater than crystal fields, Hund’s third rule,
takes precedence over lattice effects. Crystal field mixing of different J-manifolds
are dropped in a first approximation and crystal field effects are considered
only within a given J-manifold.
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Returning to 5d systems, we have the following hierarchy:
HCF ≈ He−e ' HSOC.
In this scenario, which occurs mainly in 5d systems and is intermediate to
3d systems and 4f systems, all energy scales are comparable, with spin-orbit
coupling smaller, but still the same order of magnitude as the others. None of
the approximations used in 3d and 4f systems work in this regime. Therefore,
in order to study this regime in detail we turn to an exact diagonalization
study.
As mentioned in Sec.3.2, the off-diagonal elements of spin-orbit coupling
mix the t2g and eg states. In 5d systems spin-orbit coupling is an order of
magnitude greater than 3d systems, and although crystal fields are larger
as well, they remain of the same order of magnitude. Thus, the first order
correction in perturbation theory of the wavefunction due to t2g-eg mixing is
of the order of ζ/∆ ≈ 0.5/3 = 1/6. Therefore, it is not as small as in 3d
systems and neglecting the eg states by using the T-P equivalence will result
in more dramatic differences from the full t2g-eg space of states.
3.4 Model and calculations
To study the mixing between t2g and eg orbitals, we use a five-orbital
model, taking in account all the d-orbitals. Depending on the electron filling,
we compare the five-orbital model with a three-orbital t2g-only model, or to
a two-orbital eg-only model. We compute various observables as a function
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of the mixing parameter (of t2g and eg states), which is the bare spin-orbit
coupling strength, ζ. We do this for every electron filling, from one electron
to nine electrons.
We model the electron-electron interaction with the Kanamori Hamiltonian,[69]
H(Kanamori)
= U
∑
m
nˆm↑nˆm↓ + U ′
∑
m6=m′
nˆm↑nˆm′↓
+ (U ′ − JH)
∑
m<m′,σ
nˆmσnˆm′σ − J
∑
m6=m′
d†m↑dm↓d
†
m′↓dm′↑
+ JH
∑
m 6=m′
d†m↑d
†
m↓dm′↓dm′↑,
(3.20)
where d(d†) is the electron annihilation(creation) operator, dyz, dzx, dxy, d3z2−r2 , dx2−y2
are associated with labels m,m′ = 1, 2, 3, 4, 5 respectively, and nˆmσ ≡ d†mσdmσ.
For the three orbital t2g-only model m,m
′ = 1, 2, 3 and for the two orbital eg-
only model m,m′ = 4, 5. We assume that the relation U = U ′+2JH is satisfied,
which is a good approximation for many materials.[69] We take U ′ = 1eV in
all calculations, leaving only one free parameter, the Hund’s coupling JH . For
the five-orbital model, Eq.(3.20) is supplemented by HCF, which is given in
the Eq. (3.3). The full Hamiltonian we consider is then
H = H(Kanamori) +HCF +HSOC, (3.21)
with m,m′ =1-5. For the three-orbital t2g-only model H = H(Kanamori) +H
t2g
SOC
with m,m′ = 1, 2, 3, and for the two-orbital eg-only model H = H(Kanamori)
with m,m′ = 4, 5. Using exact diagonalization we will compare the results
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of the full Hamiltonian in Eq.(3.21) with the t2g-only model and the eg-only
model.
We calculate expectation values of different operators Oˆ, O ≡ 〈ψ0|Oˆ|ψ0〉,
where ψ0 is the ground state of the many-electron system. We compute the
expectation value of the total spin angular momentum S2, the total orbital
angular momentum L2, the zero, the single, and the double occupancies of
different orbitals defined by[71]
Zˆi ≡ 1− ni↑ − ni↓ + ni↑ni↓, (3.22)
Sˆi ≡ ni↑ + ni↓ − 2ni↑ni↓, (3.23)
Dˆi ≡ ni↑ni↓, (3.24)
where i stands for the orbital index. The amplitudes of the spin, orbital,
and total angular magnetic moments, respectively, are defined by Ms/µB =
|∑i siz|, Ml/µB = |∑i liz|, and Mtot/µB = |∑i(liz + siz)|, where siz and liz are
the z components of the spin and orbital angular momenta of the ith electron
respectively, and the effective spin-orbit interaction is
ζ = −1
ζ
HSOC, (3.25)
ζt2g = −
1
ζ
H
t2g
SOC, (3.26)
ζt2g−eg = −
1
ζ
H
t2g−eg
SOC , (3.27)
where ζ is in units of ~2.
We note that the effective spin-orbit coupling can be probed experimen-
tally through X-ray absorption spectroscopy (XAS) measurements.[99, 98, 103]
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Core electrons from the occupied states 2p1/2 and 2p3/2 are excited to the un-
occupied states 5d3/2 and 5d5/2, respectively, since these are allowed from the
selection rules ∆J = 0,±1. These absorption processes are referred to as the
intensity peaks IL2 and IL3 , respectively. Van de Laan and Thole[99, 98, 103]
have shown that the ratio of the integrated intensities (area) of the peaks,
BR = IL3/IL2 [called the branching ratio (BR)] is directly related to the
ground state expectation value of the spin-orbit coupling 〈L · S〉 (which we
call ζ), through the relation BR = (2 + r)/(1 − r), where r = 〈L · S〉/〈nh〉,
and 〈nh〉 is the average number of holes in the unoccupied d-states (including
the full five d orbitals).
When the spin-orbit coupling is zero, the J=3/2 and J=5/2 d-states are
degenerate (see right side of Fig. 3.3), and the ratio of the intensities IL3/IL2
is equal to the ratio of the occupied states 2p3/2 and 2p1/2 which is 2:1. This
yields a branching ratio of BR = IL3/IL2 = 2. A deviation from this value is
a clear indication of strong spin-orbit coupling, and can give information on
the nature of the ground state.
Since the effective spin-orbit coupling is a local property of the ion,
a single-site calculation is expected to capture the essential physics of the
experimental measurements. In our exact diagonalization (ED) calculations,
we place an infinitesimal magnetic field in the z-direction, Hz of the order of
10−6 eV, in order to lift the degeneracy of the ground state, and obtain a unique
expression for the eigenvectors of the ground state. We have verified this small
value does not numerically change the expectation values we compute.
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3.5 Exact Diagonalization Results
3.5.1 Comparison of t2g-eg model with t2g only model
For electron filling from one to six electrons, we will compare the results
of the full t2g-eg model with the t2g only model.
3.5.1.1 1 electron
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Figure 3.4: Exact diagonalization 1 electron results. (a) Total magnetic mo-
ment, Mtot, (b) effective spin-orbit coupling, ζ, (c) single S5, zero Z5, and
double D5 occupancies of the eg dx2−y2-orbital, for different crystal field values
a1 : ∆ = 1 eV,a2 : ∆ = 2 eV, and a3 : ∆ = 3 eV. Note there is substantial
enhancement of the total magnetic moment and effective spin-orbit coupling
in the t2g-eg model relative to the t2g only model.
In the t2g-only model, we have l = 1 for the orbital angular momentum,
and s=1/2. Thus, there is no magnetic moment M=-l+2s=0, since due to spin-
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orbit coupling, orbital angular momentum and spin angular momentum favor
an antiparallel alignment. This is what we see in Fig.3.4(a). However, the
quenching of the orbital angular momentum is overestimated in the t2g-only
model. As we see in the 5-orbital model (for which l = 2), the restoration
of orbital angular momentum due to spin-orbit coupling becomes significant.
We compute the total magnetic moment for crystal field energy ∆ = 1, 2, 3 eV
and find it is reduced as the crystal field splitting is increased. A significant
moment remains, for example, for ∆ = 3 eV and ζ = 0.5 eV.
As shown in Sec. 3.2 using perturbation theory for a single electron,
the off diagonal t2g-eg matrix elements of the spin-orbit coupling creates a
small occupancy of eg-orbitals in the ground state. This is seen in Fig.3.4(b),
with the single, zero, and double eg-occupancy of the eg x
2 − y2-orbital, for
three different crystal field energies ∆ = 1, 2, 3 eV (the single, zero, and double
eg-occupancy of the 3z
2 − r2-orbital are zero). As expected, the occupancies
are reduced as the crystal field energy is increased, and they are increased as
the spin-orbit coupling strength is increased. In Fig.3.4(c) we see for the t2g
only model ζt2g = 0.5, coming from
1
ζ
〈H t2gSO〉 in the |J = 3/2〉 ground state. In
the 5-orbital model, by using Eq.(3.16) in calculating the extra contribution
from 1
ζ
〈H t2g−egSO 〉 of the off-diagonal matrix elements of matrix B in Eq.(3.15),
we get 1
ζ
〈H t2g−egSO 〉 = 3 ζζ/2+∆ , thus ζ ≡ −1ζ 〈HSO〉 = −1ζ 〈H
t2g
SO〉 − 1ζ 〈H
t2g−eg
SO 〉 =
0.5 + 3 ζ
ζ/2+∆
which gives the correct trend shown in Fig.3.4(c), explaining the
missing part not captured from the t2g-only model.
68
3.5.1.2 2 electrons
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Figure 3.5: Exact diagonalization 2 electron results for crystal field splitting
∆ = 3 eV. (a) Total magnetic moment Mtot, (b) spin quantum number S, (c)
single Si, zero Zi, double Di occupancy per eg-orbital, (d) effective spin-orbit
coupling ζ. Different Hund’s coupling parameters a1 : JH = 0.1eV, a2 : JH =
0.5eV are used.
In the t2g-only model, for zero spin-orbit coupling (ζ = 0) l = 1 and
s = 1. Thus, a non-zero magnetic moment Mtot = −l + 2s = 1 is achieved.
However, for ζ = 0 the 5-orbital model gives l = 2.7 because the crystal
field mixes different (L, S) terms (with the same s = 1 as the t2g-only model,
following Hund’s first rule) as discussed in Sec. 3.3.2. At ζ = 0 one has the
same total magnetic moment as with the t2g-only model, Mtot = lz + 2sz = 1.
However, when the spin-orbit coupling is turned on, lz = 0 and sz = 0,
so the magnetic moment abruptly plunges to zero, consistent with the ap-
proximate rule l ≈ 2, s = 1, Mtot = −l + 2s = 0. In Fig.3.5(a) we see for
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the t2g-only model with JH = 0.1 eV the magnetic moment is reduced as the
spin-orbit coupling is increased. This can be understood as a competition with
the Hund’s coupling aligning the spins of the electrons, while the spin-orbit
coupling “unaligns” them as it tries to align the spin with the orbital motion.
Thus, for JH = 0.5 eV where Hund’s coupling is stronger, the effect of the
spin-orbit coupling is weaker.
In Fig.3.5(b) we see the spin quantum number S, for JH = 0.1, 0.5
eV for the t2g-only and for the 5-orbital model as a function of the spin-orbit
coupling. We see that for the smaller Hund’s coupling the reduction of the
spin is greater, due to the same explanation given for the magnetic moment.
The two models match for small spin-orbit coupling, but for JH = 0.1 eV a
deviation between them appears for ζ > 0.5 eV. In Fig. 3.5(c) we see the single,
zero and double eg occupancy per eg orbital, for crystal field energy ∆ = 3 eV
and JH = 0.5 eV is increased as the spin-orbit coupling is increased. While the
curves are similar to the one-electron case, the total result is roughly doubled
since it is per eg-orbital.
In Fig.3.5(d) the effective spin-orbit coupling ζ is shown for JH =
0.1, 0.5 eV for the t2g-only model and for the 5-orbital model. As the Hund’s
coupling is increased, the effective spin-orbit coupling is decreased. As the
crystal field is increased, the results from the two models approach each other.
However, ζ is quite robust even for ∆ = 3 eV, ζ = 0.5 eV, and JH = 0.1 eV
where the t2g-only model gives ζ ≈ 1 and the 5-orbital model gives ζ ≈ 1.8.
We can understand these results qualitatively using a single particle
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analysis. By taking the ground state to be a tensor product of the single-
particle eigenstates given in Sec. 3.2 for the t2g-only model and the 5-orbital
model, we get for two electrons, ζ ≡ −1
ζ
〈HSO〉 = −1ζ 〈H
t2g
SO〉 − 1ζ 〈H
t2g−eg
SO 〉 =
1 + 2 × 3 ζ
ζ/2+∆
. The weaker the electronic correlations (i.e. JH = 0.1 eV),
the closer one gets to this single electron result. Using this result for the
t2g-only model gives ζt2g = −1ζ 〈H
t2g
SO〉 = 1 and the 5-orbital model gives an
extra contribution ζt2g−eg = −1ζ 〈H
t2g−eg
SO 〉 = 2 × 3 ζζ/2+∆ , which for reasonable
values in the 5d elements (i.e ∆ = 3 eV, ζ = 0.5 eV), gives for the 5-orbital
model ζ5−orbital = ζt2g + ζt2g−eg = 1 + 0.96 = 1.96 close to what is observed
in Fig.3.5(d). We also see that the two models match at ζ < 0.1. Thus, for
3d systems the T-P equivalence is a good approximation even for the most
dramatically different expectation value, the effective spin-orbit coupling.
3.5.1.3 3 electrons
For zero spin-orbit coupling for the t2g-only model we have l = 0, and
s = 3/2, while for the 5-orbital model l = 3 and s = 3/2, as predicted from
Hund’s first rule for maximal spin. With this in mind, we turn our attention
first to the total magnetic moment, which we expect to reduce with increasing
spin-orbit coupling because the spin-orbit coupling tends to “unalign” the
spins. This will be true for both models. However, comparing our results for
the total magnetic moment with Ref. [71] where a t2g-only model was used,
we find a significant difference using a 5-orbital model, as seen in Fig.3.6(a).
Thus, the quenching of orbital angular momentum is underestimated in the
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Figure 3.6: Exact diagonalization 3 electron results for crystal field splitting
∆ = 3 eV. (a) Total magnetic moment Mtot. (b) Spin quantum number S.
(c) Single S4, zero Z4, and double D4 occupancies of the d3z2−r2 orbitals. (d)
Single S5, zero Z5, and double D5 occupancies of the dx2−y2 orbitals. (e)
Effective spin-orbit coupling, ζ. Different Hund’s coupling parameters a1 :
JH = 0.1eV, a2 : JH = 0.5eV .
t2g-only model. There is an increased lz and decreased sz in the 5-orbital
model compared to the t2g-only model. When (ζ > JH) the magnetic moment
is reduced rapidly with spin-orbit coupling. For JH = 0.1, when ζ becomes
greater than JH (ζ > JH) spin-orbit coupling overcomes the aligning of the
spins caused from Hund’s coupling. For JH = 0.1 eV there is a transition
at ζ ≈ 0.5 eV, and for JH = 0.5 eV at ζ ≈ 1.2 eV. The transitions can be
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seen from the discontinuity in the eg occupancies where some small electron
occupancy is transferred from one eg orbital to the other (the average eg-
occupancy remains constant). There is also some transfer of double occupancy
from two t2g orbitals to the third one, where the average t2g-occupancy remains
constant as well.
As one increases the spin-orbit coupling strength, the total spin is more
affected compared to the two-electron system, because it is tightly connected
to the orbital angular momentum. The S of the t2g and 5-orbital models begin
to deviate with increasing strength of the spin-orbit coupling, as seen in the
Fig.3.9(b). For small Hund’s coupling this deviation is small, and for larger
Hund’s coupling this deviation is larger.
For the effective spin-orbit coupling, there is a more dramatic difference
between the two models compared to the two-electron system, where for ζ =
0.5 eV and ∆ = 3 eV we have ζt2g−only=1.5 for the t2g-only model, while for
the 5-orbital model ζ5−orbital=2.8. Using a single particle analysis similar to
that of two-electron filling, we get ζt2g = 1.5, ζ5−orbital = 1.5 + 3 × 3 ζζ/2+∆ ,
which is very close to what we observe in Fig.3.6(e) for JH = 0.1 eV, while for
JH = 0.5 eV a significant decrease occurs in the effective spin-orbit coupling.
3.5.1.4 4 electrons
For four electrons the total magnetic moment is zero in both models:
lz, sz = 0. In the t2g-only model, l = 1, s = 1 and J = 0 as indicated from
the J = −l + s law of the T-P equivalence. In the five-orbital model there is
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Figure 3.7: Exact diagonalization 4 electron results for crystal field splitting
∆ = 3eV . (a) Single S4, zero Z4, and double D4 occupancies of the d3z2−r2
orbitals. (b) Single S5, zero Z5, and double D5 occupancies of the dx2−y2
orbitals. (c) Spin quantum number, S. (d) Effective spin-orbit coupling, ζ.
Different Hund’s coupling parameters a1 : JH = 0.1eV, a2 : JH = 0.5eV ,
a3 : JH = 0.7eV .
a low-spin to high-spin transition. For ∆ = 3 eV at zero spin-orbit coupling
and JH = 0.5 eV, we find l = 4, and s = 1 (low-spin). While at JH = 0.7
eV there is a transition to a high-spin state with l = 2, and s = 2. This can
be seen in Fig.3.7 (c) and Fig.3.7(a). For JH = 0.7 eV the fourth electron is
shared between the eg-orbitals and the t2g-orbitals in a non-monotonic way as
a function of spin-orbit coupling.
In Fig.3.7 (c), for JH = 0.1 eV (low-spin) at ζ = 0, s = 1 for both
models. However, they start to deviate for ζ > 0.5 eV. For JH = 0.5 eV there
is a significant deviation between the two models even at small spin-orbit
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coupling. At JH = 0.7 eV there is a high-spin transition, s = 2, but there
is a rapid reduction of the spin quantum number as a function of spin-orbit
coupling, approaching the low-spin value for large ζ.
The effective spin-orbit coupling is seen in Fig.3.7(d). We see that the
effect of Hund’s coupling is weak within each model, although the models
show the strong quantitative differences with respect to each other observed
at smaller electron numbers. The single electron approach used in smaller
electron fillings gives here ζt2g=2, and ζt2g−eg = 4 × 3 ζζ/2+∆ , giving for the
t2g-only model ζt2g−only=2, and for ∆ = 3 eV, and ζ = 0.5 eV, giving for the
5-orbital model ζ5−orbital = ζt2g +ζt2g−eg = 2+4×3 ζζ/2+∆ = 3.85, close to what
observed in the figure.
3.5.1.5 5 electrons
At zero spin-orbit coupling with ∆ = 2.7 in the five-electron configura-
tion, Fig.3.8(a) shows a low-spin configuration s = 1/2 for JH = 0.1 eV and
JH = 0.5 eV, and a high-spin s = 5/2 configuration for JH = 0.6 eV. Both
the high and low-spin configurations evolve continuously as a function of ζ,
approaching the same asymptotic value of s = 1.
The high-spin to low-spin transition is also seen in the eg-occupancies,
Si, Zi, Di, where i stands for either of the eg-orbitals, plotted in Fig.3.8(b).
For JH = 0.6 eV, at zero spin-orbit coupling each eg orbital is singly occupied.
As the spin-orbit coupling is increased, there is a rapid decrease in the eg-
occupancies, indicating a high-spin to low-spin transition. However, even in
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Figure 3.8: Exact diagonalization 5 electron results for crystal field split-
ting ∆ = 2.7 eV. (a) Spin quantum number S. (b) Single Si, zero Zi,
and double Di occupancies per eg-orbital. (c) Total magnetic moment Mtot.
(d) Effective spin-orbit coupling ζ. Different Hund’s coupling parameters
a1 : JH = 0.1eV, a2 : JH = 0.5eV , a3 : JH = 0.6eV .
the low-spin case with JH = 0.5 eV and ζ = 0.5 eV (typical values of 5d
systems), there is Si = 0.2 single occupancy per eg orbital, giving a total of
0.4 electrons in the eg-orbitals and an equivalent depletion from the t2g-orbitals
which cannot be captured from the t2g-only model.
Fig.3.8(c) shows the total magnetization which stays very close to 1.0,
except for the case of JH = 0.6 eV for very small spin-orbit coupling. The
t2g-only model gives Mtot = 1µB. In the five-orbital model the low-spin state
JH = 0.5 eV, ∆ = 2.7 eV gives a value very close to that, with slightly reduced
lz and increased sz. The high-spin configuration JH = 0.6 eV, ∆ = 2.7 eV
which at ζ = 0 has 5 parallel spins, one in each of the 5-orbitals, starts from
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Mtot = 5µB, but rapidly reduces to Mtot = 1µB as the spin-orbit induced high-
low spin transition occurs. Thus the state (JH = 0.6 eV, ζ=0.5eV, ∆ = 2.7
eV) which has 0.8 electrons in the eg-orbitals, the state (JH = 0.5 eV, ζ = 0.5
eV ∆ = 2.7 eV) which has 0.4 electrons in the eg-orbitals, and the t2g-only
state all share the same total magnetic moment Mtot = 1µB. Therefore in this
example, the magnetic moment is not a good quantity to distinguish between
them.
In Fig.3.8(d) we see the effective spin-orbit coupling ζ. The t2g-only
model, for which Jeff = 1/2, gives a contribution of ζt2g=1. However in
Ref.[[24]], experiments using X-ray absorption spectroscopy in iridium-based
compounds in oxygen octahedral fields (JH = 0.5 eV, ∆ = 3eV, ζ = 0.5 eV),
a branching ratio BR=6.9 was reported. This gives an effective spin-orbit
coupling ζ = 3.1, which is what we find as well within the five-orbital model.
The authors of Ref.[24] emphasize that they find large branching ratios
in all Ir compounds studied, with little or no dependence on chemical composi-
tion, crystal structure, or electronic state and speculate that unusually strong
spin-orbit coupling effects maybe a common feature of all the iridates, or at
least those possessing an octahedral local crystal field environment. These
properties are explained well by our model. First, the effective spin-orbit cou-
pling is a local ion property. Second, an octahedral field environment such as
the one studied here shows that the large branching ratio should be a common
feature to all the iridates compared.
The authors of Ref.[24] interpret their experimental results as an indica-
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tion of a Jeff = 1/2 pure state, which has been put forward to explain[54, 53] the
insulating properties of Sr2IrO4, and Na2IrO3. In the Jeff = 1/2 scenario, the
Jeff = 3/2 band derived from the J = 3/2 states will be completely occupied,
effectively prohibiting any L2 transitions (2p1/2 → 5d3/2) and only L3 transi-
tions will be allowed processes (2p3/2 → 5d3/2,5/2), since the Jeff = 1/2 is sepa-
rated from the J = 5/2 states (the lowest unoccupied states). Hence IL2 ≈ 0,
explaining the large branching ratio observed. Whereas in the Seff = 1/2 sce-
nario, on the other hand, the lowest unoccupied state possesses mixed J = 3/2
and J = 5/2 character that allows both L2 and L3 transitions, having lower
a BR. (Recall the BR = IL3/IL2 .) The authors of Ref.[24] suggested that the
difference between the two BR can distinguish between the two scenarios, and
reveal the nature of the ground state.
However, in the first case the eg states have been assumed to be in-
finitely separated from the t2g ones, which gives pure Jeff = 3/2 and Jeff = 1/2
but as we see in Fig.3.3 going beyond the T-P equivalence from the strong spin-
orbit coupling side, the octahedral crystal field mixes J = 3/2 and J = 5/2,
which are not mixed at zero octahedral crystal field.
The reported tetragonal distortions of the octahedral oxygen cages
mixes Jeff = 1/2 and Jeff = 3/2 and takes one away from the pure Jeff = 1/2
scenario. We show in this work that even at large crystal fields of ∆ = 3
eV, the mixing between t2g and eg manifolds is not negligible. Accounting for
it can explain the remarkably large BR in a more natural, and more general
way, for all the Ir-compounds in an octahedral field. Foyevtsova et al.,[29]
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study Na2IrO3 using DFT calculations with and without spin-orbit coupling.
To compare the results of their proposed molecular orbital scenario with ex-
periments, they report ζ = 1.91 by including the eg orbitals and ζ = 0.73 by
keeping only the t2g in their calculations, supporting a non-pure Jeff = 1/2
state. Others have reached similar conclusions regarding the admixture of eg
orbitals.[66, 18, 104]
Measurements of XAS on BaIrO3,[61] report a BR=4, which gives a
ζ = 2.1–double the canonical value for the Jeff = 1/2 state that gives ζ = 1–
and they attribute the larger value to the mixing with the eg states. Katukuri
et al.[47, 49] using quantum chemistry calculations for several iridate oxides
report ζ ≈ 2 where they considered hybridization between eg orbitals and
neighboring oxygen ligands, which reduces the value of ζ. In addition, they
report that such large deviations from the canonical value of ζ = 1 of the
t2g-only model of Jeff = 1/2 cannot be accounted for without the mixing with
the eg states. In Ref. [35] XAS measurements for Sr2IrO4 report a BR=4.1
which gives ζ = 2.1 and the deviation from ζ = 1 is attributed to the mixing
of t2g and eg states. In Ref. [15] x-ray resonant magnetic scattering (XRMS)
measurements on BaIrO3 gives a BR=5.45, which gives ζ = 2.67.
Closing this discussion of the effective spin-orbit coupling in the liter-
ature, and coming back to our calculations, a single particle analysis captures
well the observed trend, giving ζ5−orbital = 1 + 4 × 3 ζζ/2+∆ = 3.03 for ζ = 0.5
eV and ∆ = 2.7 eV. In Fig.3.8(d) in the vicinity of ζ = 0.5 the effect of Hund’s
coupling is to increase the effective spin-orbit coupling. Also, for JH = 0.6 eV,
79
0.0 0.5 1.0 1.5 2.0
0.0
0.5
1.0
1.5
2.0
Ζ
S
5-orbital
t2 g -only
HaL
a1
a2
a3
Β
0.0 0.5 1.0 1.5 2.0
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
Ζ
M
to
t 5-orbital
t2 g -only
HbL Mtot  ΜB
Ms  ΜB
Ml  ΜB
a1 -a 4
Β
0.0 0.5 1.0 1.5 2.0
0.0
0.2
0.4
0.6
0.8
1.0
Ζ
8S
i,
Z i
,
D
i<
Si
Zi
Di
HcL Α1
Α2, Α3
Β
Α1
Α2, Α3
0.0 0.5 1.0 1.5 2.0
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
Ζ
Ζ
5-orbital
t2 g -only
HdL
Α1
Α2, Α3
Β
Α4
Figure 3.9: Exact diagonalization 6 electron results. (a) Spin quantum number
S. (b) Total magnetic moment Mtot). (c) Single Si, zero Zi, and double Di
occupancy per eg orbital. (d) Effective spin-orbit coupling ζ. Parameters for
predominately low-spin configurations: a1 : ∆ = 3eV, JH = 0.5eV, a2 : ∆ =
2.5eV, JH = 0.5eV, a3 : ∆ = 3eV, JH = 0.7eV, a4 : ∆ = 3eV, JH = 0.1eV .
Parameters for predominately high spin-configurations β : ∆ = 2.5eV, JH =
0.7eV .
ζ starts from zero because in this high-spin configuration l = 0 and s = 5/2
for ζ = 0.
3.5.1.6 6 electrons
The six-electron results are shown in Fig.3.9. For the t2g-only model
the results are trivial: The spin, total magnetic moment, effective spin-orbital
coupling are all zero, since we have 6 electrons completely occupying all the
t2g orbitals. However, adding two more orbitals changes the picture. As we
see from Fig.3.9 (a), the spin quantum number at zero spin-orbit coupling
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is S = 0, but for finite spin-orbit coupling it deviates from that, reaching
S ≈ 0.5 around ζ = 0.5eV for the configurations that have S = 0 at ζ = 0.
The low-spin configurations have completely filled t2g orbitals at ζ = 0. These
configurations are a1 : ∆ = 3eV, JH = 0.5eV, a2 : ∆ = 2.5eV, JH = 0.5eV, a3 :
∆ = 3eV, JH = 0.7eV, a4 : ∆ = 3eV, JH = 0.1eV .
Comparing these cases, one sees that when the ratio JH/∆ is increased
the spin quantum number increases with increasing spin-orbit coupling. If we
continue increasing this ratio to the configuration β : ∆ = 2.5eV, JH = 0.7eV ,
the system will transition to a high-spin state at zero spin-orbit coupling.
However, for the high-spin configuration β, at ζ = 0.25eV spin-orbit cou-
pling creates a high-spin to intermediate-spin transition, going from S = 2 to
approximately S = 1.
Turning our attention now to Fig.3.9(b), we see that only the high-spin
β configuration has a net magnetic moment, while all other configurations
give a zero total magnetic moment. The total magnetic moment of the β
high-spin configuration is Mtot/µB=3.5, where MS/µB=3 and Ml/µB=0.5.
But at ζ = 0.25eV where the spin-orbit coupling induces the high-spin to
intermediate-spin transition, the magnetic moment vanishes. The transition
is also reflected in the single and zero occupancies per eg-orbital, shown in
Fig.3.9(c). For the β configuration and ζ < 0.25 there are 2 electrons, 1 per
eg-orbital, while for ζ > 0.25 there is 1 electron, 1/2 per eg-orbital. Also, for
the low-spin configurations a1-a3 there are 0.4 electrons in the eg orbitals, 0.2
to each orbital.
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The effective spin-orbit coupling is shown in Fig. 3.9 (d). The effect
of the Hund’s coupling is to increase ζ¯ in the intermediate spin-orbit coupling
region. The spin-orbit induced transition from high-spin to intermediate-spin
of the β configuration, by a jump at ζ = 0.25eV , doubles its value from ζ = 1.2
to ζ = 2.4. The single particle perturbative description gives ζ = 4× 3 ζ
ζ/2+∆
,
and as it is expected to work well at small correlation, it is compared to
JH = 0.1eV , and for ζ = 0.5eV and ∆ = 3eV gives a value of ζ = 1.83, where
the exact result gives ζ = 1.81.
3.5.2 Comparison of t2g-eg model with eg only model
For filling from seven to nine electrons, we will compare the results
of the full t2g-eg model with eg-only model. The matrix elements of orbital
angular momentum are completely quenched in the eg-only model, and thus
the spin-orbit coupling as well.
3.5.2.1 7 electrons
For the seven-electron configuration, we have for the eg-only model a
single electron in the eg-orbital, which gives S = 1/2 as seen in Fig.3.10(a).
At zero spin-orbit coupling for the configurations α1 : ∆ = 2.5eV, JH = 0.5eV
and α2 : ∆ = 2.5eV, JH = 0.5eV , S = 1/2 there is a single electron in the
d3z2−r2 orbital and the rest completely occupy the t2g orbitals, as seen from
Fig.3.10(c), (d). As a function of the spin-orbit coupling, there is a depletion
of the t2g orbitals, and an increase in the single occupancy of the dx2−y2 orbital
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Figure 3.10: Exact diagonalization 7 electron results. (a) Spin quantum
number S. (b) Angular momentum quantum number L. (c) Single, dou-
ble, zero occupancies of the d3z2−r2 orbital (S4, D4, Z4). (d) Single, double,
zero occupancies of the dx2−y2 orbital (S5, D5). (e) Total magnetic moment
Mtot. (f) Effective spin-orbit coupling ζ for α1 : ∆ = 3eV, JH = 0.1eV ,
α2 : ∆ = 2.5eV, JH = 0.5eV , β : ∆ = 2.5eV, JH = 0.7eV configurations.
as seen in Fig.3.10(d). This causes an analogous increase in the spin quantum
number, as seen in Fig.3.10 (a). When one increases Hund’s coupling at zero
spin-orbit coupling, there is a low-spin to high-spin transition. In Fig. 3.10(a)
the configurations α1 : ∆ = 3eV, JH = 0.1eV and α2 : ∆ = 2.5eV, JH = 0.5eV
give S = 1/2. When the Hund’s coupling is increased in the configuration
β : ∆ = 2.5eV, JH = 0.5eV , we get S = 3/2 giving two electrons in the eg-
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orbitals and leaving one hole in the t2g orbitals. This is shown in Fig.3.10
(c), (d) for the eg-occupancies. At spin-orbit coupling ζ = 0.12 the high-spin
β configuration undergoes an intermediate-spin transition from S = 3/2 to
S ≈ 1.1 and a subsequent depletion of the dx2−y2 orbital from 1 electron to 0.5
electron, giving a total 1.5 electrons in the eg-orbitals. At spin-orbit coupling
ζ = 1.3 eV there is a second transition, interchanging the occupancies between
the two eg orbitals, while keeping the total occupancy of 1.5 electrons in the
eg orbitals constant. In Fig.3.10(b) we see the total angular momentum in
α1, α2, β configurations capturing these transitions as well.
In Fig.3.10(e) the total magnetic moment is shown. For the configura-
tions α1, α2 there is a significant deviation from the eg-only model in which the
orbital angular momentum is completely quenched. The total moment is only
spin. In the five-orbital model Mtot ≈ 1.5µB for ζ = 0.5, with the difference
coming from the orbital magnetic moment Ml, since the spin magnetic mo-
ment has small deviation from MS ≈ 1µB as a function of spin-orbit coupling.
For the β configuration there are two transitions as a function of spin-orbit
coupling, which are seen as discontinuities in the Mtot Fig.3.10(e).
The effective spin-orbit coupling is shown in Fig.3.10(f) for three char-
acteristic cases of the low-spin configurations α1(∆ = 3eV, JH = 0.1eV ),
α2(∆ = 2.5eV, JH = 0.5eV ) spin, and the high-spin β(∆ = 2.5eV, JH = 0.7eV )
configuration. The single-electron perturbation result gives ζ = 3
4
ζ2
(ζ/2+∆)2
+3×
3 ζ
ζ/2+∆
which is close to what is observed in the α1 configuration. Note that
the eg-only model gives ζ = 0, so in 4d and 5d systems with a d
7 configuration,
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a finite effective spin-orbit coupling can be measured.
3.5.2.2 8 electrons
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Figure 3.11: Exact diagonalization 8 electron results. (a) Spin quantum num-
ber S. (b) Angular momentum quantum number L. (c) Total magnetic mo-
ment Mtot, orbital magnetic moment Ml, and spin magnetic moment MS. (d)
Single Si, double Di, and zero occupancies Zi per t2g-orbital. (e) Effective spin-
orbit coupling (ζ) for α1 : ∆ = 1eV, JH = 0.5eV , α2 : ∆ = 2eV, JH = 0.5eV ,
α3 : ∆ = 3eV, JH = 0.5eV , α4 : ∆ = 3eV, JH = 0.1eV configurations.
For eight electrons, we naively expect two electrons in the eg orbitals
and the rest are in the completely filled t2g shell. In Fig.3.11(a),(b) we see the
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spin S, and orbital angular momentum L quantum numbers, for three different
values of the crystal fields, α1 : ∆ = 1eV, α2 : ∆ = 2eV, α3 : ∆ = 3eV ,
all at JH = 0.5eV . The deviation from S = 1, and L = 3 is small as a
function of spin-orbit coupling. In Fig.3.11(c) the total magnetic moment
Mtot, the orbital magnetic moment Ml, and the spin magnetic moment MS
are plotted, for α1 and α3 configurations. At zero spin-orbit coupling, the
orbital angular momentum is completely quenched, as predicted from the eg-
only model. However, spin-orbit coupling gives rise to a significant amount
of orbital angular momentum; the smaller the crystal field (α1), the greater
the restoration compared to the larger crystal field configuration α3. Spin-
orbit coupling causes a small reduction in the spin magnetic moment, and as
a result the difference in the total magnetic moment between the five-orbital
model and the eg-only model is mainly from the orbital magnetic moment Ml.
In Fig.3.11(d) the single Si, double Di, and zero Zi occupancies per t2g-orbital
are plotted. The main effect is that there is depletion of the t2g orbitals as
a function of the spin-orbit coupling, with a greater effect for smaller crystal
fields.
In Fig.3.11(e), the effective spin-orbit coupling is plotted. The smaller
the crystal field, the less the quenching of the orbital angular moment. Con-
sequently, the effective spin-orbit coupling is larger. The single particle per-
turbative description gives ζ = 3
2
ζ2
(ζ/2+∆)2
+ 2 × 3 ζ
ζ/2+∆
, which compared to
the least interacting α4 : ∆ = 3eV, JH = 0.1eV configuration gives a good
qualitative description, of ζ ≈ 0.9 for ∆ = 3 eV and ζ = 0.5 eV.
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Figure 3.12: Exact diagonalization 9 electron results. (a) Total magnetic
moment Mtot, orbital magnetic moment Ml, and spin magnetic moment MS.
(b) Effective spin-orbit coupling (ζ) for α1 : ∆ = 1eV , α2 : ∆ = 2eV , α3 : ∆ =
3eV configurations.
For the case of nine electrons one has S = 1/2 and L = 2. The angular
momentum at ζ = 0 is completely quenched giving a total magnetic moment
Mtot = 1µB. Spin-orbit coupling gives rise to finite orbital angular momentum.
For ∆ = 1 eV and ζ = 0.5 eV one has an extra contribution Ml = 1µB, and at
∆ = 3 eV and ζ = 0.5 eV one has an extra contribution of Ml = 0.5µB, as seen
in Fig.3.12(a). The spin magnetic moment MS is only weakly affected by spin-
orbit coupling and remains very close to MS = 1µB. The effective spin-orbit
coupling is shown in Fig.3.12(b) for different values of crystal field, α1 : ∆ =
1eV, α1 : ∆ = 2eV, α3 : ∆ = 3eV . As the crystal field strength increases, the
orbital angular momentum and the effective spin-orbit coupling ζ decreases.
The single electron perturbation result gives ζ = 3× 3
4
ζ2
(ζ/2+∆)2
+3 ζ
ζ/2+∆
, giving
for ∆ = 3eV, ζ = 0.5eV ζ = 0.51, capturing what we see in Fig. 3.12 (b) in
α3 : ∆ = 3eV . Also there is some small depletion of t2g-occupancy due to
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the t2g − eg mixing of the off diagonal elements of the spin-orbit coupling
interaction.
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Chapter 4
Summary and future work
In summary, in chapter 2 we studied the thermal conductivity of elec-
trically insulating local moment models with strong spin-orbit coupling. As a
specific example, we studied the nearest-neighbor Heisenberg-Kitaev model on
the honeycomb lattice, whose ground state properties (magnetic orders) are
well established. In particular, for different model parameters, Ne´el, stripy,
zig-zag, and ferromagnetic phases are realized. The richness of the phase dia-
gram originates in the spin-orbit coupling. For these four magnetic phases, the
magnon spectra were initially computed within the linear spin wave approxi-
mation. Then, using Fermi’s Golden rule in conjunction with the magnon and
the phonon spectra, the scattering rates for the lowest order magnon-phonon
scattering processes, the two-magnon one-phonon processes, were calculated.
Finally, the kinetic Boltzmann equation within the relaxation time approxi-
mation was employed for the calculation of the magnonic and the phononic
thermal conductivities. The evaluation of the scattering rates was among the
most technically challenging aspects of this work, and we had to innovate in
order to find an efficient method of computing these rates for the multiple
magnon branches. The procedure we followed and described in this work can
be generalized to any two-dimensional magnon-phonon system.
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Several results and qualitative conclusions for the magnon dominated
and the phonon dominated heat transport are contained in Sec.2.4. We em-
phasize again that each of the previous regimes is further broken down into
three main transport subregimes: the ballistic, the diffusive, and the interme-
diate subregime. We have also included some discussion of how to estimate
which regime may be most relevant to a particular material of a given size. A
central result of this analysis is that the effect of the strong spin orbit cou-
pling on the magnetic degrees of freedom, which is to induce anisotropies in the
band structures of the low energy magnetic excitations, can most efficiently
be probed by measuring the ballistic thermal conductivity of a material whose
heat transport is magnon dominated.
When the phonon energy dominates the magnon energy, the thermal
conductivity primarily reflects the spatially isotropic phonon band structure.
In this case, the the thermal conductivity tensor remains isotropic, and in
the ballistic subregime, at low temperatures, follows a quadratic temperature
power law (reminiscent of the 2D Debye model). On the other side, when the
magnon energy dominates the phonon energy, the thermal conductivity tensor
of the various phases shows significant anisotropic behavior that is strongest
within the ballistic subregime. In addition to this, the thermal conductivity
of different magnetic phases are found to follow different temperature depen-
dences, even at very low temperatures.
By carefully analyzing the low temperature dependence and the de-
gree of anisotropy of the thermal conductivity tensor, one may be able to use
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thermal transport to infer important features of the magnetic order and ex-
citation spectrum that are not easily obtained by other means. For example,
the large neutron absorption cross-section of iridium makes measurements of
the magnon spectrum even in bulk iridates difficult. The small signal from
resonant inelastic X-ray scattering in a two-dimensional system also makes
determination of magnetic order and excitations challenging. Thus, thermal
transport may offer a window into the magnetic degrees of freedom where
other methods present challenges. On the experimental side, measurements of
the thermal conductivity of the SOC-induced Mott insulator Sr2IrO4 were re-
cently reported [94], which by comparison with the thermal conductivity of the
La2CuO4 antiferromagnet, led to the conclusion that the thermal conductivity
of the former is highly suppressed due to strong magnon-phonon coupling, and
this effect was then correlated with strong spin-orbit coupling of the iridate.
We hope this work will help stimulate future theoretical and experi-
mental work on thermal transport in insulating local moment systems with
strong-spin orbit coupling, since the methodology followed in this work opens
a new window to study systems which previously were technically unapproach-
able. Particularly, magnetically insulating systems that cannot be approached
analytically as far as the magnon-phonon interaction problem is concerned,
can be numerically approached by the above methodology which relies on the
use of a general numerical Bogoliubov transformation for the derivation of
the magnon-phonon interaction Hamiltonian and the calculation of magnon-
phonon transport relaxation times, even in the presence of anisotropic magnon
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bands. These anisotropies are commonplace within the newly discovered field
of magnonics, as well as among materials with strong-spin orbit coupling.
Such materials may be relevant to applications in spin caloritronics and other
spin-based energy, computing, and communications applications. Finally, we
note that theoretical estimates of the magnon-phonon relaxation times, that
are possible within the above methodology, could be useful to experimental-
ists who want to know (approximately) the strength of the magnon-phonon
relaxation time in their specific systems of study (to the extent that the heat
transport is dominated by the mechanisms studied in this work).
In chapter 3, we have carried out an exact diagonalization study of in-
teracting d-orbital electrons in a cubic crystal field environment for all electron
fillings. We have focused on mixing effects of the t2g and eg orbitals induced by
the spin-orbit coupling and compared our results to the t2g-only and eg-only
models commonly used in the literature. For realistic interaction parameters
in Eq.(3.20), crystal field splitting and spin-orbit coupling Eq.(3.14), we find
the mixing effects can be significant. These mixing effects can be important in
the interpretation of the branching ratio measured in spectroscopic measure-
ments, which is often used to determine the effective strength of the spin-orbit
coupling. If one assumes a t2g-only model (neglecting t2g and eg mixing) for
iridates, for example, one would infer an effective spin-orbit coupling value
smaller than the one for the full t2g-eg model.
For the various electron fillings we calculated the spin S, orbital angular
momentum L, total magnetic moment Mtot, the single Si, zero Zi, and double
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Di occupancy of the i
th orbital, and the effective spin-orbit coupling strength
ζ¯. In general, these quantities can show a complex evolution with the strength
of the crystal field splitting ∆ and the bare spin-orbit coupling strength ζ. For
certain electron fillings, crystal field splittings ∆ and Hund’s coupling JH , we
observe high-spin to low-spin transitions as a function of ζ. An intermediate
spin state may also be realized. The most important results are summarized
in Figs.3.4-3.12.
The results we have obtained here should be useful in helping to derive
more realistic models of local moment interactions in the 4d and 5d transition
metal oxides. These local moment models could then be used to predict what
type of magnetic phases and magnetic excitations might be expected in the
heavy transition metal oxides. Our local moment results could also be used
as a starting point for non-equilibrium (Floquet) studies as well since they
include an enlarged Hilbert space and can better capture the response of a
periodic drive. These are directions for future research.
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Appendix A
Linear spin wave dispersion relations and one
phonon-two magnon scattering amplitudes for
the nn Heisenberg-Kitaev Hamiltonian
In this appendix, we sketch out the derivation of the linear spin wave
dispersion relations and the lowest order magnon-phonon scattering ampli-
tudes for the four collinear ordered phases of the Heisenberg-Kitaev model,
depending on the relative strength of the Heisenberg and Kitaev couplings
through the angle ϕ (see Fig. 2.2 and Eq.(2.2)). The spin wave analysis of
the zig-zag and the stripy state requires the use of four magnetic sublattices,
labelled as A, B, C, D, and the magnetic unit cell is the rectangular unit cell
(gray-shaded rectangle defined by the translation vectors a and b) shown in
Fig.A.1. The Ne´el and the ferromagnetic states require only two magnetic
sublattices, and the magnetic unit cell coincides with the chemical unit cell of
the honeycomb lattice (see the dashed parallelogram whose edges are defined
by the translation vectors t1 and t2 in Fig.A.1). Notice that in all the follow-
ing analysis the spatial gradients of the Heisenberg and the Kitaev exchange
couplings are denoted as ~J (1) and ~K(1) respectively.
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Figure A.1: Zig-zag magnetic phase: A magnetic unit cell consists of four
magnetic moments labelled as A, B, C and D, and is represented by the gray-
shaded rectangle shown in the figure. The translation vectors of the periodic
magnetic structure are the vectors a and b. The translation vectors of the
chemical periodic structure are the vectors t1 and t2, and a chemical unit cell is
represented by any dashed parallelogram. For the Ne´el and the ferromagnetic
states the magnetic unit cell coincides with the chemical unit cell (that is
common to all phases).
A.1 Zig-zag phase
As already noted, for the zig-zag phase the magnetic unit cell is defined
by the gray-shaded rectangle with sides of length a (along the global X-axis)
and b (along the global Y-axis), and consists of four magnetic moments A, B, C
and D, with A and D pointing along the positive X-axis, and B and C pointing
along the negative X-axis. Choosing the positive spin quantization axis along
the negative X-axis, at the sites A and D we employ the bosonization given by
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the Eqs.(2.17)-(2.19), while at the sites B and C we employ the bosonization
given by the Eqs.(2.14)-(2.16). Each magnetic site has three nearest neighbors
(nn) shown as encircled bonds in Fig.A.1. To avoid double counting of the nn
interactions, only the dashed pink encircled bonds (see Fig.A.1) are taken into
account. The Kitaev term couples the z-spin components along the AB and the
CD bond, the x-spin components along the upper right AD and the lower left
BC bond, and the y-spin components along the upper left AD and the lower
right BC bond. Using the representation of the x- and y-spin components in
terms of the ladder spin operators to write the total Hamiltonian in terms
of the S
||
i , S
+
i and S
−
i operators, performing the bosonization as elaborated
above, and Fourier transforming according to the convention of Eqs.(2.20) and
(2.21), ones finds the classical ground state energy Hclassical = NS22 (J − 2K),
and the following spin wave mode matrix M(k) (reference to Eq.(2.22) and
the notation thereof):
M(k) =

A 0 0 D(k) 0 B(k) 0 C(k)
0 A D∗(k) 0 B∗(k) 0 C∗(k) 0
0 D(k) A 0 0 C(k) 0 B(k)
D∗(k) 0 0 A C∗(k) 0 B∗(k) 0
0 B(k) 0 C(k) A 0 0 D(k)
B∗(k) 0 C∗(k) 0 0 A D∗(k) 0
0 C(k) 0 B(k) 0 D(k) A 0
C∗(k) 0 B∗(k) 0 D∗(k) 0 0 A

,
(A.1)
where we defined the following parameters (in this appendix the parameter A
appearing in the spin wave mode matrix M should never be confused with the
magnetic energy scale defined in Eq.(2.2))
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Figure A.2: Lower spin wave dispersion relations of the zigzag phase, as given
by Eqs.(A.2). The yellow surface corresponds to ω1(k) and the blue surface to
ω2(k). Notice that the magnon wavevector components kx and ky are measured
in units of 2pi
a
and 2pi
b
respectively and the spin wave energy is measured in units
of SJ
2~ . The shaded hexagon within the Oxy plane is the first Brillouin zone
(1BZ) of the honeycomb lattice. The plot is for K/J = −2.65 and α = 2pi/3.
A = J(~δ1)− J(~δ2)− J(~δ3) + 2K(~δ1) = −J + 2K,
B(k) = J(~δ1)e
−i~k·~δ1 = Jη−2,
C(k) = K(~δ3)e
−i~k·~δ3 −K(~δ2)e−i~k·~δ2 = 2iKη sin(pih),
D(k) =
(
J(~δ3) +K(~δ3)
)
e−i
~k·~δ3
+
(
J(~δ2),+K(~δ2)
)
e−i
~k·~δ2 = 2(J +K)η cos(pih),
in combination with the following definitions
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a = α
√
3, α = hexagon side = interionic distance,
~δ1 =
1
3
b =
1
3
beˆY , b = 3α
~δ2 =
1
2
a− 1
6
b =
1
2
aeˆX − 1
6
beˆY ,
~δ3 = −1
2
a− 1
6
b = −1
2
aeˆX − 1
6
beˆY ,
k =
(
h
2pi
a
, k
2pi
b
)
= h
2pi
a
eˆX + k
2pi
b
eˆY , h, k ∈ Z
ζ = eipih = ζ−1 (ζ2 = 1 = ζζ−1), η = eikpi/3,
t1 =
1
2
(a+ b), t2 =
1
2
(b− a),
where it is more convenient to measure the components of the magnon wavevec-
tor k in units of the reciprocal lattice of the magnetic lattice, i.e. in units of
2pi
a
and 2pi
b
respectively. As far as the parameters A, B(k), C(k) and D(k)
are concerned, it was assumed that the exchange couplings J and K are bond
independent (i.e. the same for each nn bond), as a result of which the bond
direction dependence was then dropped.
Diagonalizing the dynamical matrix D = I−M as described in Eq.(2.27)
of Sec.2.2, we obtain the following magnon normal modes:
ω1 =
√
Ω3 −
√
Ω4, ω2 =
√
Ω1 −
√
Ω2, (A.2)
ω3 =
√
Ω3 +
√
Ω4, ω4 =
√
Ω1 +
√
Ω2, (A.3)
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Figure A.3: Upper spin wave dispersion relations of the zigzag phase, as given
by Eqs.(A.3). The yellow surface corresponds to ω3(k) and the blue surface to
ω4(k). Notice that the magnon wavevector components kx and ky are measured
in units of 2pi
a
and 2pi
b
respectively and the spin wave energy is measured in units
of SJ
2~ . The shaded hexagon within the Oxy plane is the 1BZ of the honeycomb
lattice. The plot is for K/J = −2.65 and α = 2pi/3.
where the following parameters were used
Ω1 = A
2 + |D|2 − |B − C|2,
Ω2 = 4A
2|D|2 − |D(B∗ − C∗)−D∗(B − C)|2,
Ω3 = A
2 + |D|2 − |B + C|2,
Ω4 = 4A
2|D|2 − |D(B∗ + C∗)−D∗(B + C)|2.
The spin wave dispersions of Eq.(A.2) are plotted in Fig.A.2 and those of
Eq.(A.3) are plotted in Fig.A.3. At low enough temperatures, as far as the
magnon-phonon interaction is concerned, only the parts of the spin wave spec-
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tra around the spin wave valleys are of interest, whose exact k-space positions
are found from the conditions that ωi = 0, i = 1, 2, 3, 4. From Eqs.(A.2) and
(A.3) it is not hard to see that ωi = 0 implies that either the whole argument
of the big (outer) square root is zero, or all the Ωj parameters on the respective
RHS are simultaneously zero. One can check that the spin wave dispersions
of Eqs.(A.2) and (A.3) have the following symmetry properties
ωi(kx, ky) = ωi(−kx,−ky) (time reversal symmetry),
ωi(kx,−ky) = ωi(−kx, ky),
for i = 1, 2, 3, 4, which can be employed to simplify the calculations. As far
as the magnon phonon scattering matrix is concerned, the Λ′(k, q) matrix on
the RHS of Eq.(2.31) has the following form
Λ′(k, q) =

A′(q) 0 0 D′(k, q) 0 B′(k, q) 0 C ′(k, q)
0 A′(q) D′(−k, q) 0 B′(−k, q) 0 C ′(−k, q) 0
0 D′(k, q) A′(q) 0 0 C ′(k, q) 0 B′(k, q)
D′(−k, q) 0 0 A′(q) C ′(−k, q) 0 B′(−k, q) 0
0 B′(k, q) 0 C ′(k, q) A′(q) 0 0 D′(k, q)
B′(−k, q) 0 C ′(−k, q) 0 0 A′(q) D′(−k, q) 0
0 C ′(k, q) 0 B′(k, q) 0 D′(k, q) A′(q) 0
C ′(−k, q) 0 B′(−k, q) 0 D′(−k, q) 0 0 A′(q)

,
(A.4)
and further, for long-wavelength acoustic phonons it is
A′(q) = i
[ (
eˆqs · ~J (1)(~δ1)
)(
~q · ~δ1
)
−
(
eˆqs · ~J (1)(~δ2)
)(
~q · ~δ2
)
−
(
eˆqs · ~J (1)(~δ3)
)(
~q · ~δ3
)
+ 2
(
eˆqs · ~K(1)(~δ1)
)(
~q · ~δ1
)]
= i
4pin
3
(
eˆqs · ~J (1) + eˆqs · ~K(1)
)
,
B′(k, q) = i
(
eˆqs · ~J (1)(~δ1)
)(
~q · ~δ1
)
e−i
~k·~δ1
= i
2pin
3
(
eˆqs · ~J (1)
)
η−2,
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C ′(k, q) = i
[(
eˆqs · ~K(1)(~δ3)
)(
~q · ~δ3
)
e−i
~k·~δ3
−
(
eˆqs · ~K(1)(~δ2)
)(
~q · ~δ2
)
e−i
~k·~δ2
]
= −2impi
(
eˆqs · ~K(1)
)
ζη,
D′(k, q) = i
([(
eˆqs · ~J (1)(~δ2)
)
+
(
eˆqs · ~K(1)(~δ2)
)]
(
~q · ~δ2
)
e−i
~k·~δ2 +
[(
eˆqs · ~J (1)(~δ3)
)
+
(
eˆqs · ~K(1)(~δ3)
)]
(
~q · ~δ3
)
e−i
~k·~δ3
)
= −i2pin
3
(
eˆqs · ~J (1) + eˆqs · ~K(1)
)
ζη,
where
q = m
2pi
a
eˆX + n
2pi
b
eˆY , a = α
√
3, b = 3α, m, n ∈ Z,
and also, ζ = eipih = ζ−1 and η = eikpi/3. Notice that in the calculation of the
parameters B′(k, q), C ′(k, q) and D′(k, q) above, the substitution k → −k
implies the substitution (h, k)→ (−h,−k) (i.e. switch the sign of the magnon
wavector components; see the definitions prior to Eqs.(A.2) and (A.3)), and
further, it was assumed that the exchange couplings ~J (1) and ~K(1) are bond
independent, as a result of which the bond direction dependence was dropped.
A.2 Stripy phase
For the stripy phase the magnetic unit cell is again defined by the gray
rectangle of sides a and b shown in Fig. A.1, consisting of four magnetic mo-
ments A, B, C and D, with A and B pointing along the positive X-axis, and C
and D pointing along the negative X-axis. Choosing the positive spin quanti-
zation axis along the negative X-axis again, at the sites A and B we employ
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Figure A.4: Lower spin wave dispersion relations of the stripy phase, as given
by Eqs.(A.6). The yellow surface corresponds to ω1(k) and the blue surface to
ω2(k). Notice that the magnon wavevector components kx and ky are measured
in units of 2pi
a
and 2pi
b
respectively and the spin wave energy is measured in units
of SJ
2~ . The shaded hexagon within the Oxy plane is the 1BZ of the honeycomb
lattice. The plot is for K/J = −1 and α = 2pi/3.
the bosonization given by the Eqs.(2.17)-(2.19), while at the sites C and D we
employ the bosonization given by the Eqs.(2.14)-(2.16). The nn bonds that
interact through the Hamiltonian of Eq. (2.1) as well as the Kitaev couplings
are the same as in the case of the zig-zag phase. Using the representation of
the x- and y-spin components in terms of the ladder spin operators to write
the total Hamiltonian in terms of the S
||
i , S
+
i and S
−
i operators, performing
the bosonization as elaborated above, and Fourier transforming according to
the convention of Eqs.(2.20) and (2.21), ones finds the classical ground state
energy Hclassical = NS22 (−J + 2K), and the following spin wave mode matrix
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M(k) (reference to Eq.(2.22) and the notation thereof):
M(k) =

A B∗(k) 0 C∗(k) 0 0 0 D∗(k)
B(k) A C(k) 0 0 0 D(k) 0
0 C∗(k) A B∗(k) 0 D∗(k) 0 0
C(k) 0 B(k) A D(k) 0 0 0
0 0 0 D∗(k) A B∗(k) 0 C∗(k)
0 0 D(k) 0 B(k) A C(k) 0
0 D∗(k) 0 0 0 C∗(k) A B∗(k)
D(k) 0 0 0 C(k) 0 B(k) A

,
(A.5)
where we defined the following parameters
A = J − 2K,
B(k) = Je−i
~k·~δ1 = Jη−2,
C(k) = K
(
e−i
~k·~δ3 − e−i~k·~δ2
)
= 2iKη sin(pih),
D(k) = (J +K)
(
e−i
~k·~δ3 + e−i
~k·~δ2
)
= 2(J +K)η cos(pih).
and as previously it is
ζ = eipih = ζ−1 (ζ2 = 1 = ζζ−1), η = eikpi/3.
Diagonalizing the dynamical matrix D = I−M as described in Eq.(2.27)
in Sec.2.2, we obtain the following magnon normal modes:
ω1 =
√
Ω1 −
√
Ω2, ω2 =
√
Ω3 −
√
Ω4 (A.6)
ω3 =
√
Ω1 +
√
Ω2, ω4 =
√
Ω3 +
√
Ω4, (A.7)
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where the following parameters were used
Ω1 = A
2 − |D|2 + |B − C|2,
Ω2 = 4|A(B − C)|2 − |D(B∗ − C∗)−D∗(B − C)|2,
Ω3 = A
2 − |D|2 + |B + C|2,
Ω4 = 4|A(B + C)|2 − |D(B∗ + C∗)−D∗(B + C)|2.
The spin wave dispersions of Eq.(A.6) are plotted in Fig.A.4 and those of
Eq.(A.7) are plotted in Fig.A.5. As can be seen from Figs.A.4 and A.5 (ver-
tical axis), the lower and the upper magnon bands are well-separated in en-
ergy from each other. At low enough temperatures, as far as the magnon-
phonon interaction is concerned, only the parts of the spin wave spectra
around the spin wave valleys, and in this case the lower magnon bands are
of interest. The lower energy magnon valley k-space positions are found
from the conditions that ωi = 0, i = 1, 2, which can be solved as was de-
tailed in the previous section. One can check that the spin wave disper-
sions of Eqs.(A.6) and (A.7) have the symmetry properties: ωi(kx, ky) =
ωi(−kx,−ky) (time reversal symmetry), as well as ωi(kx,−ky) = ωi(−kx, ky),
for i = 1, 2, 3, 4, which can further be employed to simplify the calculations. As
far as the magnon phonon scattering matrix is concerned, the Λ′(k, q) matrix
on the RHS of Eq.(2.31) has the following form
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Figure A.5: Upper spin wave dispersion relations of the stripy phase, as given
by Eqs.(A.7). The yellow surface corresponds to ω3(k) and the blue surface to
ω4(k). Notice that the magnon wavevector components kx and ky are measured
in units of 2pi
a
and 2pi
b
respectively and the spin wave energy is measured in units
of SJ
2~ . The shaded hexagon within the Oxy plane is the 1BZ of the honeycomb
lattice. The plot is for K/J = −1 and α = 2pi/3.
Λ′(k, q) =

A′(q) B′(−k, q) 0 C ′(−k, q) 0 0 0 D′(−k, q)
B′(k, q) A′(q) C ′(k, q) 0 0 0 D′(k, q) 0
0 C ′(−k, q) A′(q) B′(−k, q) 0 D′(−k, q) 0 0
C ′(k, q) 0 B′(k, q) A′(q) D′(k, q) 0 0 0
0 0 0 D′(−k, q) A′(q) B′(−k, q) 0 C ′(−k, q)
0 0 D′(k, q) 0 B′(k, q) A′(q) C ′(k, q) 0
0 D′(−k, q) 0 0 0 C ′(−k, q) A′(q) B′(−k, q)
D′(k, q) 0 0 0 C ′(k, q) 0 B′(k, q) A′(q)

,
(A.8)
where the parameters B′(k, q), C ′(k, q) and D′(k, q) are defined ex-
actly as in the zig-zag phase, with the following modification for the A′(q)
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parameter
A′(q) = −i4pin
3
(
eˆqs · ~J (1) + eˆqs · ~K(1)
)
,
and further,
q = m
2pi
a
eˆX + n
2pi
b
eˆY , a = α
√
3, b = 3α, m, n ∈ Z,
ζ = eipih = ζ−1 and η = eikpi/3. Notice again that in the calculation of the
parameters B′(k, q), C ′(k, q) and D′(k, q) above, the substitution k → −k
implies the substitution (h, k) → (−h,−k), and it was assumed that the ex-
change couplings J and K as well as the couplings ~J (1) and ~K(1) are bond
independent, as a result of which the bond direction dependence was dropped.
A.3 Ne´el phase
For the Ne´el phase the magnetic unit cell coincides with the chemical
unit cell defined by the parallelogram of sides t1 and t2 (see Fig. A.1), and
consists of two magnetic moments A, B, with A pointing along the positive
X-axis, and B pointing along the negative X-axis. Choosing the positive spin
quantization axis along the negative X-axis again, at the site A we employ
the bosonization given by the Eqs.(2.17)-(2.19), while at the site B we employ
the bosonization given by the Eqs.(2.14)-(2.16). The bond dependent Kitaev
couplings are defined as in the zig-zag phase, except that now only the nn
bonds at sites A and B are taken into account leading to a total of three
bonds. Using the representation of the x- and y-spin components in terms
of the ladder spin operators to write the total Hamiltonian in terms of the
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Figure A.6: Spin wave dispersion relations of the Ne´el phase, as given by
Eqs.(A.10). The yellow surface corresponds to ω1(k) and the blue surface to
ω2(k). Notice that the magnon wavevector components kx and ky are measured
in units of 2pi
a
and 2pi
b
respectively and the spin wave energy is measured in units
of SJ
2~ . The shaded hexagon within the Oxy plane is the 1BZ of the honeycomb
lattice. The plot is for K/J = 1 and α = 2pi/3.
S
||
i , S
+
i and S
−
i operators, performing the bosonization as elaborated above,
and Fourier transforming according to the convention of Eqs.(2.20) and (2.21),
ones finds the classical ground state energy Hclassical = −NS22 (3J + 2K), and
the following spin wave mode matrix M(k) (reference to Eq.(2.22) and the
notation thereof):
M(k) =

A C(k) 0 B(k)
C∗(k) A B∗(k) 0
0 B(k) A C(k)
B∗(k) 0 C∗(k) A
 , (A.9)
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where we defined the following parameters
A = 3J + 2K,
B(k) = J(~δ1)e
−i~k·~δ1 +
(
J(~δ3) +K(~δ3)
)
e−i
~k·~δ3
+
(
J(~δ2) +K(~δ2)
)
e−i
~k·~δ2 = Jη−2 + 2(J +K)η cos(pih),
C(k) = K(~δ3)e
−i~k·~δ3 −K(~δ2)e−i~k·~δ2 = 2iKη sin(pih),
in conjunction with the definitions
ζ = eipih = ζ−1 (ζ2 = 1 = ζζ−1), η = eikpi/3.
Diagonalizing the dynamical matrix D = I−M as described in Eq.(2.27)
in Sec.2.2, we obtain the following magnon normal modes:
ω1 =
√
Ω1 −
√
Ω2, ω2 =
√
Ω1 +
√
Ω2, (A.10)
where the following parameters were used
Ω1 = A
2 − |B|2 + |C|2,
Ω2 = 4A
2 |C|2 + (B∗C − C∗B)2.
The spin wave dispersions of Eq.(A.10) are plotted in Fig.A.6. At low enough
temperatures, as far as the magnon-phonon interaction is concerned, only the
parts of the spin wave spectra around the spin wave valleys are of interest,
which in this case are located at the Γ-point of the 1BZ (as opposed to the pre-
vious phases). The exact magnon valley k-space positions are found from the
conditions that ωi = 0, i = 1, 2, which can be solved as was detailed in the pre-
vious sections. One can check that the spin wave dispersions of Eq.(A.10) have
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the symmetry properties: ωi(kx, ky) = ωi(−kx,−ky) (time reversal symmetry)
as well as ωi(kx,−ky) = ωi(−kx, ky), for i = 1, 2, which can further be em-
ployed to simplify the calculations. As far as the magnon phonon scattering
matrix is concerned, the Λ′(k, q) matrix on the RHS of Eq.(2.31) has the
following form
Λ′(k, q) =

A′(q) C ′(k, q) 0 B′(k, q)
C ′(−k, q) A′(q) B′(−k, q) 0
0 B′(k, q) A′(q) C ′(k, q)
B′(−k, q) 0 C ′(−k, q) A′(q)
 , (A.11)
where the parameters A′(q), B′(k, q) and C ′(k, q) are defined as below
A′(q) = i
4pi
3
(eˆqs · ~K(1)),
B′(k, q) = i
2pin
3
(
eˆqs · ~J (1)
)
η−2
− i2pin
3
(
eˆqs · ~J (1) + eˆqs · ~K(1)
)
ζη,
C ′(k, q) = −2impi
(
eˆqs · ~K(1)
)
ζη,
and further,
q = m
2pi
a
eˆX + n
2pi
b
eˆY , a = α
√
3, b = 3α, m, n ∈ Z,
ζ = eipih = ζ−1 and η = eikpi/3. Notice that in the calculation of the parameters
B′(k, q) and C ′(k, q) above, the substitution k→ −k implies the substitution
(h, k)→ (−h,−k), and it was assumed that the exchange couplings J and K
as well as the couplings ~J (1) and ~K(1) are bond independent, as a result of
which the bond direction dependence was dropped.
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A.4 Ferromagnetic phase
For the ferromagnetic phase the magnetic unit cell again coincides with
the chemical unit cell defined by the parallelogram of sides t1 and t2 (see
Fig. A.1), and consists of two magnetic moments A, B, with A and B both
pointing along the positive X-axis. Choosing the positive spin quantization
axis along the negative X-axis again, at both sites we employ the bosoniza-
tion given by the Eqs.(2.17)-(2.19). The nn bonds that interact through the
Hamiltonian of Eq. (2.1) as well as the definition of the Kitaev couplings
are the same as in the case of the Ne´el phase. Using the representation of
the x- and y-spin components in terms of the ladder spin operators to write
the total Hamiltonian in terms of the S
||
i , S
+
i and S
−
i operators, performing
the bosonization as elaborated above, and Fourier transforming according to
the convention of Eqs.(2.20) and (2.21), ones finds the classical ground state
energy Hclassical = NS22 (3J + 2K), and the following spin wave mode matrix
M(k) (reference to Eq.(2.22) and the notation thereof):
M(k) =

A B(k) 0 C(k)
B∗(k) A C∗(k) 0
0 C(k) A B(k)
C∗(k) 0 B∗(k) A
 , (A.12)
where the parameters B(k) and C(k) are defined exactly as in the Ne´el phase,
except for the parameter A which is modified as below
A = −3J − 2K. (A.13)
Diagonalizing the dynamical matrix D = I−M as described in Eq.(2.27)
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Figure A.7: Spin wave dispersion relations of the ferromagnetic phase, as
given by Eqs.(A.14). The yellow surface corresponds to ω1(k) and the blue
surface to ω2(k). Notice that the magnon wavevector components kx and ky
are measured in units of 2pi
a
and 2pi
b
respectively and the spin wave energy is
measured in units of SJ
2~ . The shaded hexagon within the Oxy plane is the
1BZ of the honeycomb lattice. The plot is for K/J = 1 and α = 2pi/3.
in Sec.2.2, we obtain the following magnon normal modes:
ω1 =
√
Ω1 −
√
Ω2, ω2 =
√
Ω1 +
√
Ω2, (A.14)
where the following parameters were used
Ω1 = A
2 − |C|2 + |B|2,
Ω2 = 4A
2 |B|2 + (B∗C − C∗B)2.
The spin wave dispersions of Eq.(A.14) are plotted in Fig.A.7. At low enough
temperatures, as far as the magnon-phonon interaction processes are con-
cerned, only the part of the lower spin wave spectum around the spin wave valley
is of interest, which in this case is again located at the Γ-point of the 1BZ. The
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exact magnon valley k-space position is found from the condition that ωi = 0,
i = 1, which can be solved as was detailed in the previous sections. One can
check that the spin wave dispersions of the ferromagnetic phase as well have
the symmetry properties: ωi(kx, ky) = ωi(−kx,−ky) (time reversal symmetry)
as well as ωi(kx,−ky) = ωi(−kx, ky), for i = 1, 2. It should be stressed that
the spin wave dispersions of both the Ne´el and the ferromagnetic phase, in
Figs.A.6 and A.7 respectively, are not exactly isotropic around the respective
spin wave valleys. Lastly, for the magnon phonon scattering matrix Λ′(k, q)
of the RHS of Eq.(2.31) it is
Λ′(k, q) =

A′(q) B′(k, q) 0 C ′(k, q)
B′(−k, q) A′(q) C ′(−k, q) 0
0 C ′(k, q) A′(q) B′(k, q)
C ′(−k, q) 0 B′(−k, q) A′(q)
 , (A.15)
where the parameters B′(k, q) and C ′(k, q) are defined exactly as in the Ne´el
phase, with the following modification for the A′(q) parameter
A′(q) = −i4pi
3
(eˆqs · ~K(1)),
and further,
q = m
2pi
a
eˆX + n
2pi
b
eˆY , a = α
√
3, b = 3α, m, n ∈ Z,
ζ = eipih = ζ−1 and η = eikpi/3. It is again noticed that in the calculation of
the parameters B′(k, q) and C ′(k, q) above, the substitution k→ −k implies
the substitution (h, k) → (−h,−k), and it was assumed that the exchange
couplings J and K as well as the couplings ~J (1) and ~K(1) are bond independent,
as a result of which the bond direction dependence was dropped.
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Appendix B
Boltzmann kinetic equation and derivation of
thermal conductivity formula in the relaxation
time approximation
Consider the phase space of a multi-particle system of non-interacting
particles, more generally non-interacting in the mean field sense. For such a
case, instead of the multi-particle distribution function one can recourse to
the so-called reduced distribution functions [82], and more specifically to the
single-particle distribution function f(r, q, t) without introducing any further
approximations. Let us now focus on the motion of the particles whose phase
space coordinates lie within the volume drdq around the phase space point
(r, q) at time t. If no collisions occur, then at time t + dt the phase space
coordinates of all those particles flow into the region dr′dq′ around the point
(r′, q′), where obviously r′ = r + r˙dt and q′ = q + q˙dt. Conservation of the
number of particles (since no collisions occur) dictates that
f(r, q, t)drdq = f(r′, q′, t+ dt)dr′dq′ = f(r + r˙dt, q + q˙dt, t+ dt)dr′dq′,
where f(r, q, t) is the single-particle dynamical phase-space distribution func-
tion. Liouville’s theorem states that drdq = dr′dq′, implying that
f(r + r˙dt, q + q˙dt, t+ dt) = f(r, q, t). (B.1)
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Furthemore,
f(r + r˙dt, q + q˙dt, t+ dt) = f(r, q, t) +
∂f
∂r
r˙dt+
∂f
∂q
q˙dt+
∂f
∂t
dt. (B.2)
Combining Eqs.(B.1), (B.2) we get
df
dt
=
f(r + r˙dt, q + q˙dt, t+ dt)− f(r, q, t)
dt
= r˙
∂f
∂r
+ q˙
∂f
∂q
+
∂f
∂t
= 0. (B.3)
Now, if collisions do occur during the infinitesimal time interval dt, some
particles are scattered out (of the aforementioned multi-particle distribution
function) whereas other particles are scattered in (the aforementioned multi-
particle distribution function), upon flowing from the phase space point (r, q)
to the phase space point (r′, q′), infinitesimally far away (within the phase
space). As a result of it, the single-particle dynamical phase space distribution
function does not satisfy Eq.(B.3), but instead it is (reducing the inscattering
and outscattering from the multi-particle distribution function to a probability
of inscattering and outscattering from the single-particle distribution function)
f(r + r˙dt, q + q˙dt, t+ dt)− f(r, q, t)
dt
=
(
df
dt
)
in
−
(
df
dt
)
out
≡
(
df
dt
)
coll
,
(B.4)
where the rightmost term accounts for the total change in the single-particle
distribution function due to inscattering and outscattering processes, and is
the so-called collision term. Combining Eqs. (B.3) and (B.4), to linear order
in dt we get
r˙
∂f
∂r
+ q˙
∂f
∂q
+
∂f
∂t
=
(
df
dt
)
coll
, (B.5)
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and this is the so-called Boltzmann kinetic equation. Now, let us apply the
Boltzmann kinetic equation to the problem of heat transport. Let us focus
on the low energy lattice degrees of freedom, which in the language of second
quantization can be treated as non-interacting quasiparticles called phonons,
and derive an expression for the thermal conductivity tensor.
When a temperature gradient (slowly varying in space, and time [82]
in general) is present, phonons can be treated within the semiclassical approx-
imation, i.e. they can be described by a semiclassical distribution function
(from now on called phonon distribution function) whose dynamics obeys the
Boltzmann kinetic equation. For heat transport, the phononic distribution
function is actually non-uniform in real space only, due to the presence of a
nonzero temperature gradient. As a result, the equation that governs the phase
space variations of the phonon distribution function fs(r, q, t), for phonons of
polarization s, has the following form
vs(q)
∂fs(r, q, t)
∂r
+
∂fs(r, q, t)
∂t
=
(
dfs
dt
)
coll
, (B.6)
where vs(q) is the group velocity of phonons of polarization s, given by vs(q) =
∇qωs(q). Taking into account the fact that the spatial non-uniformity of
the phonon distribution function comes through the spatial variation of the
temperature, in the so-called stationary or steady state case, one finds that
vs(q) · ∇rT ∂fs(q)
∂T
=
(
dfs
dt
)
coll
. (B.7)
Eq.(B.7) is the stationary Boltzmann equation for phonons of polarization s.
As was mentioned previously, in the phonon-dominated regime heat is mostly
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carried by the phonons, which at low enough temperatures can be treated as
non-interacting quasiparticles, which weakly interact with a bath which in this
case is the magnons. Under those conditions we attempt to solve the stationary
Boltzmann equation (B.7) within the so-called relaxation time approximation,
and the current situation can be treated similarly to the impurity scattering
of the electrons.
Quite generally, the collision term can be put into the following form
(A denotes the area, and our analysis is adjusted to 2D)(
dfs
dt
)
coll
≡ I[fs] = 1
A
∑
q′
(Wq′→q −Wq→q′) , (B.8)
where Wq′→q denotes the probability per unit time for a phonon to be scat-
tered from q′ to q in a given scattering process, which encompasses not only
microscopic probabilities for quantum transitions but also the single-particle
distribution function itself. More specifically, if the quantum transition prob-
ability per unit time, denoted as wq′→q for a phononic scattering process from
the state of wavevector q′ to a state of wavevector q is known (this last quan-
tity is directly related to the magnon-phonon scattering matrix of the analysis
of the main text), then the probability Wq′→q can be expressed directly in
terms of the microscopic probability wq′→q and fs(r, q, t) (actually fs(q) for
the stationary case that is of interest here). Furthermore, from Eq.(B.8) it is
I[fs] =
1
A
∑
q′
(wq′→q (fs(q) + 1)− wq→q′fs(q)) = 1
A
∑
q′
wq′→q (fs(q) + 1)
− 1
A
∑
q′
wq→q′fs(q) ≡ Iin[fs]− Iout[fs],
(B.9)
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where in the rightmost term of Eq.(B.9) the collision term is decomposed into
two parts, one related to inscattering and the other related to outscatter-
ing processes. Under thermal equilibrium conditions the inscattering and the
outscattering processes should compensate each other leading to the result
wq′→q
(
f 0s (q) + 1
)
= wq→q′f 0s (q), (B.10)
where f 0s (q) is the equilibrium distribution function. Assuming that the ap-
plied temperature gradient is such that the departure of the single-particle
distribution function from its equilibrium value is small, i.e. fs(q) ≈ f 0s (q) +
f 1s (q), from Eqs.(B.9) and (B.10) to lowest order it is
I[fs] ≈ −
(
1
A
∑
q′
(
wq→q′ − wq′→q
))
f 1s (q)
= −
[
1
A
∑
q′
(
wq→q′ − wq′→q
)](
fs(q)− f 0s (q)
)
,
(B.11)
where we define the so-called relaxation time as below
1
τs(q)
=
1
A
∑
q′
(wq→q′ − wq′→q) . (B.12)
Notice that the result of Eq.(B.12) per unit area is directly related to Eqs.(2.40)
and (2.41) that were derived in the phonon-dominated thermal transport
regime. Notice also that the microscopic transition probabilities wq→q′ and
wq′→q do not necessarily balance each other (as happens in the problem of the
elastic scattering of an electron from impurities), and more specifically, to en-
sure the non-negativity of the phonon relaxation time defined above it should
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be true that wq→q′ ≥ wq′→q, and of course the quantity
∑
q′
(
wq→q′ −wq′→q
)
should be bounded (not infinite). Under the aforementioned conditions, the
weak interaction of phonons with the magnon bath (under a weak temperature
gradient) can be described via the concept of the phonon relaxation time.
Combining Eqs.(B.7), (B.8), (B.11) and (B.12) we get (using again the
approximation of fs(q) ≈ f 0s (q) + f 1s (q))
vs(q) · ∇T ∂f
0
s (q)
∂T
+ vs(q) · ∇T ∂f
1
s (q)
∂T
= −f
1
s (q)
τs(q)
,
and neglecting on the LHS (left hand side) the term that depends on f 1s (q)
(as being smaller compared to the other term on the LHS), to lowest order it
is
f 1s (q) = −τs(q)vs(q) · ∇T
∂f 0s (q)
∂T
,
or finally
fs(q) ≈ f 0s (q)− τs(q)vs(q) · ∇T
∂f 0s (q)
∂T
. (B.13)
Let us now connect the above results (of the stationary case) with the
thermal conductivity tensor. The total heat current carried by phonons with
single-particle distribution function fs(q), summing over all different phonon
polarizations, is (adjusted to 2D)
jQ =
∑
s
∫
d2q
(2pi)2
~ωs(q)vs(q)fs(q). (B.14)
Combining Eqs.(B.13) and (B.14) we find (the term containing the equilibrium
distribution function of the phonons does not participate in the heat current
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and is dropped)
jQ = −
∑
s
∫
d2q
(2pi)2
~ωs(q)vs(q)τs(q)
∂f 0s (q)
∂T
vs(q) · ∇T, (B.15)
and recalling the definition of the thermal conductivity tensor κ via the Fourier
law of heat transport (adjusted to a 2D system) which reads
jQ = −κ∇T, (B.16)
we find for the thermal conductivity tensor per unit area the following expres-
sion (notice that in order to get the correct units we need to take into account
the relaxation time per unit area as defined in Eq.(B.12))
καβ =
∑
s
∫
d2q
(2pi)2
~ωs(q)vαs (q)vβs (q)τs(q)
∂f 0s (q)
∂T
. (B.17)
Before concluding this section, let us mention that all the aforemen-
tioned analysis can also be applied to magnons weakly interacting with a
phonon bath, as happens in the magnon-dominated transport regime, of course
with the appropriate modifications. The more general case in which both types
of carriers participate significantly in the total thermal conductivity requires
a more sophisticated treatment than the one given here.
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Appendix C
Technical details for the computation of the
line integrals of the various scattering rates
To calculate the line integrals (reduction comes upon using the prop-
erty of the Dirac δ function mentioned in the main text) appearing in various
scattering rates (magnonic or phononic), one needs to find the path of inte-
gration dictated by the energy conservation constraint. For instance, for the
magnon scattering rates of the following general form
1
τλ(k)
∣∣∣∣
mp
=
∑
λ′
∫
F (k, q, T )δ(k±q,λ′ ± ~ωq ± k,λ)dl(q), (C.1)
for each given (kx, ky) point of interest, one needs to know all (qx, qy) points
that satisfy the energy conservation constraint δ(k±q,λ′±~ωq±k,λ) first, and
then perform the line-integral over these points numerically. Due to high non-
linearity of the magnon dispersion relations simple analytical expressions are
not possible. Thus, the energy constraint was graphically solved like this: For
a specific temperature T , a grid of (kx, ky)-points were taken in the vicinity
of the various magnon valleys, and for each one of those k-points a contour
plot of the energy constraint was created. From each contour plot, all the
(qx, qy) points that satisfy the energy constraint for that fixed (kx, ky) point
were extracted, and were then used to compute the reduced integral. This
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way, the quantity 1
τλ(k,T )
for every (kx, ky)-point was calculated, and further,
the whole previous calculation was repeated for each temperature of the chosen
temperature window for this study. In the semiclassical Boltzmann approach
to the thermal conductivity, the quantity 1
τλ(k,T )
enters within a second integral,
this time over the magnon momentum space of interest (i.e. over the k space),
whereby one finally gets the magnon thermal conductivity. A similar procedure
is followed for the calculation of the phononic thermal conductivity.
As a last note, to get the constant energy surfaces for a fixed temper-
ature value, for a given wavevector of the one quasiparticle type, the various
points of the contour plot of the energy constraint were extracted using the
following ’mathematica’ command:
List=Cases[Normal[ContourPlot pic], Line[Data ]→ Data,5].
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