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Abstract
The author studies the minimization of an energy functional which is introduced in the study of
ferromagnets and antiferromagnets. It is proved that the map u0 = (u01, u02,0) is a minimizer by
setting up the uniform gradient estimate where (u01, u02) is a p-harmonic map.
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1. Introduction
Let G ⊂ R2 be a bounded and simply connected domain with smooth boundary ∂G, and
B = {x ∈ R2; x21 + x22 < 1}. Denote S1 = {x ∈ R3; x21 + x22 = 1, x3 = 0} and S2 = {x ∈
R3; x21 + x22 + x23 = 1}. We sometimes write the vector value function u = (u1, u2, u3) =
(u′, u3). Let g = (g′,0) be a smooth map from ∂G into S1 satisfying d = deg(g′, ∂G) = 0.
Consider the energy functional
Eε(u,G) = 1
p
∫
G
|∇u|p dx + 1
2εp
∫
G
u23 dx, p > 2,
with a small parameter ε > 0. We concern with the minimization of this functional on
W
1,p
g (G,S
2).
When p = 2, the functional Eε(u,G) was introduced in the study of some simplified
model of high-energy physics, which controls the statics of planner ferromagnets and an-
tiferromagnets (see [4,6]). The asymptotic behavior of minimizers of Eε(u,G) has been
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S2 replaced by R2, the problem becomes the familiar simplified model of the Ginzburg–
Landau theory for superconductors and was well studied in [1].
When p > 2, from the direct method in the calculus of variations it is easy to see that the
functional achieves its minimum in the function class W 1,pg (G,S2). Furthermore, we ex-
pect to find a minimizer that is independent of ε, by which it can be obtained the minimum
of the functional. For this purpose, we will introduce a map of the least energy
∫
G |∇u|p
on W
1,p
g′ (G, ∂B), which can be called p-energy minimizer.
Since W 1,p
g′ (G, ∂B) = ∅ which is implied by d = 0, we can consider the minimization
problem
min
{
F(u,G); u ∈ W 1,p
g′ (G, ∂B)
}
, (1.1)
where F(u,G) = (1/p) ∫G |∇u|p dx . From the direct method in the calculus of variations
it follows that the solution of (1.1) exists and it is also a weak solution of
−div(|∇u|p−2∇u)= u|∇u|p on G. (1.2)
Namely, it is a p-harmonic map on G.
By virtue of d = 0, it follows that there exist φ0 ∈ C∞(∂G,R) and φ ∈ W 1,pφ0 (G,R)
such that we may write
g′ = eiφ0 on ∂G, u = eiφ on G (1.3)
as long as u ∈ W 1,p
g′ (G, ∂B). Substituting (1.3) into (1.2) we know that φ is a weak solution
of
div
(|∇φ|p−2∇φ)= 0 on G, φ|∂G = φ0. (1.4)
It is easy to see that the weak solution of (1.4) exists and is unique in W 1,pφ0 (G,R). Hence,
there exists only one p-harmonic map in W 1,p
g′ (G, ∂B), which implies there exists only
one solution of (1.1), too. We call the solution p-energy minimizer, and denote it as u∗.
Denote u0 = (u∗,0). Thus u0 ∈ W 1,pg (G,S2). Assume uε is a minimizer of Eε(u,G)
on W
1,p
g (G,S
2); then
Eε(uε,G)Eε(u0,G) = C0, (1.5)
where C0 is independent of ε. Combining this with the weak low semicontinuity of
F(u,G), we may derive that there is a subsequence uεk of uε , such that as k → ∞,
uεk → u0 in W 1,p(G,R3). Noting u′0 = u∗ is the unique p-energy minimizer, we have
uε → u0 in W 1,p(G,R3). (1.6)
In this paper, we are interested in searching for a minimizer of Eε(u,G) as ε sufficiently
small. We will prove the following
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as ε ∈ (0, ε0), u0 = (u∗,0) is a minimizer of Eε(u,G) on W 1,pg (G,S2). At the same time,
there holds Eε(u0,G) = F(u∗,G), namely
min
{
Eε(u,G); u ∈ W 1,pg (G,S2)
}= min{F(v,G); v ∈ W 1,p
g′ (G,S
1)
}
.
To prove this theorem, we introduce the following regularizable minimizer of Eε(u,G).
We try to conclude that the regularizable minimizer is just u0 (the limit of the minimizer
uε in (1.6)) as long as ε is sufficiently small.
In the following, we will prove that there exists some minimizer u˜ε can be obtained as
the limit of a subsequence uτkε of the minimizer uτε of the regularized functionals
Eτε (u,G) =
1
p
∫
G
(|∇u|2 + τ )p/2 dx + 1
2εp
∫
G
u23 dx, τ ∈ (0,1),
on W
1,p
g (G,S
2) as τk → 0, namely
Proposition 1.1. Assume that uτε is a minimizer of Eτε (u,G) in W 1,pg (G,S2). Then there
exist a subsequence uτkε of uτε and u˜ε ∈ W 1,pg (G,S2) such that
lim
τk→0
uτkε = u˜ε in W 1,p(G,R3), (1.7)
where u˜ε is a minimizer of Eε(u,G) in W 1,pg (G,S2).
It is not difficult to prove that the minimizer uτε is a classical solution of the equation
−div(v(p−2)/2∇u) = u|∇u|2v(p−2)/2 + 1
εp
(
uu23 − u3e3
)
, (1.8)
and also satisfies the maximum principle: |uτε |  1 on G, where e3 = (0,0,1) and v =
|∇u|2 + τ .
Proof. First we have
Eτε
(
uτε ,G
)
Eτε (u0,G)
1
p
∫
G
(|∇u0|2 + 1)p/2 = C (1.9)
as τ ∈ (0,1). This and |uτε |  1 imply that there exist a subsequence uτkε of uτε and u˜ε ∈
W 1,p(G,R3) such that
uτkε
w→ u˜ε in W 1,p(G,R3), (1.10)
uτkε → u˜ε in C(G¯,R3), (1.11)
as τk → 0. Since (1.10) and the weakly low semicontinuity of the functional F(u,G), we
obtain∫
|∇u˜ε|p dx  lim
τk→0
∫ ∣∣∇uτkε ∣∣p dx. (1.12)
G G
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lim
τk→0
Eτkε
(
uτkε ,G
)
 lim
τk→0
Eτkε (u˜ε,G). (1.13)
We can also deduce
∫
G(u
τk
ε3)
2 dx → ∫G(u˜ε3)2 dx from (1.11) as τk → 0. This and (1.13)
show
lim
τk→0
∫
G
(∣∣∇uτkε ∣∣2 + τk)p/2 dx  lim
τk→0
∫
G
(|∇u˜ε|2 + τk)p/2 dx =
∫
G
|∇u˜ε|p dx.
Combining this with (1.12) we obtain ∫G |∇uτkε |p dx → ∫G |∇u˜ε|p dx as τk → 0, which
together with (1.10) implies ∇uτkε → ∇u˜ε in Lp(G,R3). Noticing (1.11) we have the con-
clusion uτkε → u˜ε in W 1,p(G,R3) as τk → 0. This is (1.7).
On the other hand, we know
Eτkε
(
uτkε ,G
)
Eτkε (u,G) (1.14)
for all u ∈ W 1,pg (G,S2). Noticing limτk→0 Eτkε (uτkε ,G) = Eε(u˜ε,G), which had been
proved just now we can say Eε(u˜ε,G) Eε(u,G) when τk → 0 in (1.14), which implies
u˜ε be a minimizer of Eε(u,G). Proposition is proved. 
In order to conclude that the regularizable minimizer u˜ε is u0, it needs to be proved
that u˜ε3 = 0. As in Section 4 of [3] (where the gradient estimate of the minimizer uε was
established), we will apply the idea in [2] to set up the uniform estimate of ∇uτε on any
compact subset of G in Section 2 and Section 3. In Section 4 we will establish the gradient
estimate near the boundary ∂G for the minimizer uτε . By these estimates we may conclude
that u˜ε3 = 0, which implies u˜ε ≡ u0. The proof will be given in Section 5.
2. Estimate for ‖∇uτε‖Llloc
Proposition 2.1. There exists a constant C independent of ε, τ ∈ (0, η) for small η > 0,
such that∥∥∇uτε∥∥Ll(K)  C = C(K, l), (2.1)
where K ⊂ G is an arbitrary compact subset and l > 1.
Proof. Differentiate (1.8) with respect to xj ,
−(v(p−2)/2uxi )xixj =
(
u|∇u|2v(p−2)/2)
xj
+ 1
εp
(
uu23 − u3e3
)
xj
. (2.2)
Here and in the sequel, double indices imply a summation.
Let ζ ∈ C∞0 (G,R) be a function such that ζ = 1 on K , ζ = 0 on G \ G¯1, 0  ζ  1,|∇ζ | C on G, where K ⊂ G1 and G1 G be a subdomain. Integrating over G the inner
product of the both sides of (2.2) with uxj ζ 2 we obtain
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∫
G
(v(p−2)/2uxi )xj (ζ 2uxj )xi
=
∫
G
ζ 2uxj
(
u|∇u|2v(p−2)/2)
xj
+ 1
εp
∫
G
u23ζ
2u2xj +
1
2εp
∫
G
(
u23
)
xj
(u2)xj ζ
2
− 1
εp
∫
G
ζ 2(u3xj )
2.
Sum up for j = 1,2. Computing the term of the left side and noting (u2)xj = 0 we have
∫
G
ζ 2v(p−2)/2
2∑
j=1
|∇uxj |2 +
p − 2
4
∫
G
ζ 2v(p−4)/2|∇v|2

∫
G
ζ 2v(p+2)/2 +
∣∣∣∣∣
∫
G
vp/2
2∑
j=1
(ζ 2uxj )xj
∣∣∣∣∣+ 1εp
∫
G
u23ζ
2|∇u|2
+ 2
∣∣∣∣∣
∫
G
2∑
j=1
(v(p−2)/2uxi )xj uxj ζ ζxi
∣∣∣∣∣=
4∑
j=1
Jj . (2.3)
By virtue of (1.6) we see that there exists ε0 > 0 such that as ε ∈ (0, ε0),
u21 + u22 > 1/2. (2.4)
Thus, |u1| or |u2| is not less than some small constant δ0. Hence, we may suppose |u1| δ0.
Now, noting that the system (1.8) implies
1
εp
u23 = −
1
u1
div
(|∇u|p−2∇u1)− |∇u|p  1|u1|
∣∣div(|∇u|p−2∇u1)∣∣. (2.5)
Thus for any δ ∈ (0,1),
J3 = 1
εp
∫
G
u23ζ
2|∇u|2 
∫
G
|u1|−1|∇u|2ζ 2
∣∣div(v(p−2)/2∇u1)∣∣
 C
∫
G
ζ 2v
(
v(p−2)/2|∆u1| + p − 22 v
(p−4)/2|∇u1||∇v|
)
 C(δ)
∫
G
ζ 2v(p+2)/2 + δ
∫
G
ζ 2|∆u|2v(p−2)/2 + δ
∫
G
ζ 2v(p−4)/2|∇v|2
 CJ1 + δ
∫
G
ζ 2
2∑
j=1
|∇uxj |2v(p−2)/2 + δ
∫
G
ζ 2v(p−4)/2|∇v|2, (2.6)
where ε, τ ∈ (0, η) with η > 0 small enough. We have, using the Young inequality again,
for any δ ∈ (0,1),
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∣∣∣∣∣
∫
G
vp/2
2∑
j=1
(uxj ζ
2)xj
∣∣∣∣∣ δ
∫
G
v(p−2)/2
2∑
j=1
|∇uxi |2ζ 2 +C(δ)(1 + J1) (2.7)
and
J4 =
∣∣∣∣∣
∫
G
2∑
j=1
(v(p−2)/2uxi )xj uxj ζ ζxi
∣∣∣∣∣
=
∣∣∣∣∣
∫
G
[
1
2
v(p−2)/2vxi ζ ζxi +
p − 2
2
v(p−4)/2
2∑
j=1
vxj uxi uxj ζ ζxi
]∣∣∣∣∣
 C
∫
G
v(p−2)/2ζ |∇ζ ||∇v|
 C
(∫
G
v(p−4)/2|∇v|2ζ 2
)1/2(∫
G
vp/2|∇ζ |2
)1/2
 δ
∫
G
v(p−4)/2|∇v|2ζ 2 +C(δ)
∫
G
vp/2|∇ζ |2. (2.8)
Substituting (2.6)–(2.8) into (2.3) and choosing δ small enough, yield
∫
G
ζ 2v(p−2)/2
2∑
j=1
|∇uxj |2 +
∫
G
ζ 2v(p−4)/2|∇v|2
 C
∫
G
ζ 2v(p+2)/2 +C
∫
G
vp/2|∇ζ |2 +C.
Hence, by applying (1.9) we obtain, in particular∫
G
ζ 2v(p−4)/2|∇v|2  C
∫
G
ζ 2v(p+2)/2 +C. (2.9)
Now we estimate
∫
G
ζ 2v(p+2)/2. To do this, we take φ = ζ 2/qv(p+2)/2q in the interpo-
lation inequality
‖φ‖Lq  C‖∇φ‖αL1‖φ‖1−αL1 , q ∈ (1,2), α = 2(1 − 1/q), (2.10)
which is implied by (2.9) in Chapter II of [5]. Noticing that
|∇φ| Cζ 2/q−1|∇ζ |v(p+2)/2q +Cζ 2/qv(p+2)/2q−1|∇v|,
we have
∫
ζ 2v(p+2)/2  C
(∫
ζ 2/qv(p+2)/2q
)q(1−α)
G G
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(∫
G
ζ 2/q−1|∇ζ |v(p+2)/2q +
∫
G
ζ 2/qv(p+2)/2q−1|∇v|
)qα
. (2.11)
Since p > 2, we can choose q ∈ (1 + 2/p,2) and hence (p + 2)/(2q) < p/2. Thus using
(1.9) again yields∫
G
ζ 2/qv(p+2)/2q,
∫
G
ζ 2/q−1|∇ζ |v(p+2)/2q
 C
∫
G
v(p+2)/2q  C
(∫
G
vp/2
)(p+2)/pq
C.
Substituting this into (2.11) gives∫
G
ζ 2v(p+2)/2  C
(
1 +
∫
G
ζ 2/qv(p+2)/2q−1|∇v|
)qα
 C
[
1 +
(∫
G
ζ 2v(p−4)/2|∇v|2
)1/2(∫
G
ζ 4/q−2v(p+2)/q−p/2
)1/2]qα
 C +C
(∫
G
ζ 2v(p−4)/2|∇v|2
)qα/2(∫
G
ζ 4/q−2v(p+2)/q−p/2
)qα/2
.
(2.12)
Since q ∈ (1+2/p,2), we have qα/2 < 1, (p + 2)/q−p/2 <p/2. Thus, using the Hölder
inequality and (1.9), we obtain∫
G
ζ 4/q−2v(p+2)/q−p/2  C
(∫
G
vp/2
)2(p+2)/pq−1
 C.
Hence from (2.12),we have for any δ ∈ (0,1),∫
G
ζ 2v(p+2)/2  C +C
(∫
G
ζ 2v(p−4)/2|∇v|2
)qα/2
 C(δ)+ δ
∫
G
ζ 2v(p−4)/2|∇v|2
since qα/2 < 1. Combining the last inequality with (2.9) we derive∫
G
ζ 2v(p−4)/2|∇v|2  C, i.e.,
∫
G
ζ 2|∇w|2  C,
where w = vp/4. Since (1.9) implies ∫G ζ 2|w|2  C, we have ζw ∈ W 1,2(G,R), and thus
the embedding inequality gives
∫
G(ζw)
l  C(l) for any l > 1, which implies (2.1) since
ζ = 1 on K . 
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By means of the Moser iteration, from the estimate (2.1) we can further prove
Proposition 3.1. There exists a constant C independent of ε, τ ∈ (0, η) for small η > 0
such that∥∥∇uτε∥∥L∞(K)  C = C(K), (3.1)
where K ⊂ G is an arbitrary compact subset.
Proof. Given any x0 ∈ G. Let r > 0 be small enough so that B(x0,2r)⊂ G. Denote Qm =
B(x0, rm), rm = r + r/2m. Choose ζm ∈ C∞0 (Qm,R) such that ζm = 1 on Qm+1, |∇ζm|
Cr−12m (m = 1,2, . . .). Integrate over Qm the inner product of the both sides of (2.2) with
ζ 2mv
buxj (b 1). Then∫
Qm
(v(p−2)/2uxi )xj
(
ζ 2mv
buxj
)
xi
=
∫
Qm
(
u|∇u|2v(p−2)/2)
xj
ζ 2mv
buxj +
1
εp
∫
Qm
u23ζ
2
mu
2
xj
vb
+ 1
2εp
∫
Qm
(
u23
)
xj
(u2)xj ζ
2
mv
b − 1
εp
∫
Qm
ζ 2m(u3xj )
2vb.
Noting that
(vbuxj )xi (v
(p−2)/2uxi )xj = v(p+2b−2)/2u2xixj +
p + 2b − 2
4
v(p+2b−4)/2|∇v|2
+ b(p − 2)
2
v(p+2b−6)/2(∇u∇v)2,
and similar to the derivation of (2.3) we can obtain∫
Qm
ζ 2mv
(p+2b−2)/2∑
j
|∇u|2 + p + 2b − 2
4
∫
Qm
ζ 2mv
(p+2b−4)/2|∇v|2

∫
Qm
ζ 2mv
(p+2b+2)/2 +
∣∣∣∣∣
∫
Qm
v(p+2b)/2
(
ζ 2muxj
)
xj
∣∣∣∣∣+ 1εp
∫
Qm
u23ζ
2
mv
b+1
+C
∣∣∣∣∣
∫
Qm
(v(p−2)/2uxi )xj vbuxj ζmζmxi
∣∣∣∣∣
=
8∑
j=5
Jj . (3.2)
Also we have for any δ ∈ (0,1),
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∫
Qm
v(p+2b)/2ζ 2m|∆u| + 2
∣∣∣∣∣
∫
Qm
v(p+2b)/2uxj ζmζmxj
∣∣∣∣∣
 δ
∫
Qm
v(p+2b−2)/2ζ 2m|∆u|2 +C(δ)
∫
Qm
v(p+2b+2)/2ζ 2m
+C(δ)
∫
Qm
v(p+2b)/2|∇ζm|2, (3.3)
J7 = 1
εp
∫
Qm
u23ζ
2
mv
b+1 
∫
Qm
|u1|−1ζ 2mvb+1
∣∣div(v(p−2)/2∇u1)∣∣
 C
∫
Qm
ζ 2mv
(p+2b)/2|∆u1| + C(p + 2b− 2)2
∫
Qm
ζ 2mv
(p+2b−2)/2|∇u1||∇v|
 C(δ)
∫
Qm
ζ 2mv
(p+2b+2)/2 + δ
∫
Qm
ζ 2mv
(p+2b−2)/2∑
j
|∇uxj |2
+ C(δ)(p + 2b − 2)
2
∫
Qm
ζ 2mv
(p+2b+2)/2
+ δ(p + 2b − 2)
2
∫
Qm
ζ 2mv
(p+2b−4)/2|∇v|2 (3.4)
and
J8 =
∣∣∣∣∣
∫
Qm
(v(p−2)/2uxi )xj vbuxj ζmζmxi
∣∣∣∣∣ C
∫
Qm
v(p+2b−2)/2|∇v|ζm|∇ζm|
 δ
∫
Qm
v(p+2b−4)/2|∇v|2ζ 2m +C(δ)
∫
Qm
v(p+2b)/2|∇ζm|2, (3.5)
where the constants C and C(δ) are independent of b,m, ε, τ . Combining (3.2) with (3.3)–
(3.5) and choosing δ small enough yield∫
Qm
ζ 2mv
(p+2b−4)/2|∇v|2
 C
∫
Qm
v(p+2b)/2|∇ζm|2 + C(p + 2b − 2)2
∫
Qm
ζ 2mv
(p+2b+2)/2. (3.6)
To estimate
∫
Qm
ζ 2mv
(p+2b+2)/2
, we take φ = ζ 2/qm v(p+2b+2)/2q in the interpolation inequal-
ity (2.10) and observe that
|∇φ| 2 ζ 2/q−1m |∇ζm|v(p+2b+2)/2q + p + 2b + 2ζ 2/qm v(p+2b+2)/2q−1|∇v|.
q 2q
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Qm
ζ 2mv
(p+2b+2)/2
 C
( ∫
Qm
ζ
2/q
m v
(p+2b+2)/2q
)q(1−α)(
2
q
∫
Qm
ζ
2/q−1
m |∇ζm|v(p+2b+2)/2q
+ p + 2b + 2
2q
∫
Qm
ζ
2/q
m v
(p+2b+2)/2q−1|∇v|
)qα
 C
( ∫
Qm
ζ
2/q
m v
(p+2b+2)/2q
)q(1−α)[(
2
q
)qα( ∫
Qm
ζ
2/q−1
m |∇ζm|v(p+2b+2)/2q
)qα
+
(
p + 2b + 2
2q
)qα( ∫
Qm
ζ
2/q
m v
(p+2b+2)/2q−1|∇v|
)qα ]
. (3.7)
Now we estimate all integrals on the right side of (3.7). Choose r small enough so that
mes(Qm)  1. In computing we need to notice that q ∈ (1 + 2/p,2), which implies q >
1 + 2/(p + 2b) or (p + 2b + 2)/2q < (p + 2b)/2. We have∫
Qm
ζ
2/q
m v
(p+2b+2)/2q 
∫
Qm
v(p+2b+2)/2q

(
mes(Qm)
)1−(p+2b+2)/(q(p+2b))( ∫
Qm
v(p+2b)/2
)(p+2b+2)/(q(p+2b))

( ∫
Qm
v(p+2b)/2
)(p+2b+2)/(q(p+2b))
,
∫
Qm
ζ
2/q−1
m |∇ζm|v(p+2b+2)/2q  2
m
r
∫
Qm
v(p+2b+2)/2q
 2
m
r
( ∫
Qm
v(p+2b)/2
)(p+2b+2)/(q(p+2b))
and ∫
Qm
ζ
2/q
m v
(p+2b+2)/2q−1|∇v|

( ∫
ζ 2mv
(p+2b−4)/2|∇v|2
)1/2( ∫
ζ
4/q−2
m v
(p+2b+2)/q−(p+2b)/2
)1/2Qm Qm
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( ∫
Qm
ζ 2mv
(p+2b−4)/2|∇v|2
)1/2( ∫
Qm
v(p+2b)/2
)(p+2b+2)/(q(p+2b))−1/2
.
Combining these inequalities with (3.6) and (3.7) yields
I1 C
[(
2m
r
)2
I2 +
(
2m
r
)qα
I
1+2/(p+2b)
2
+
(
p + 2b + 2
2q
)qα
I
qα/2
1 I
1+2/(p+2b)−qα/2
2
]
, (3.8)
where I1 =
∫
Qm
ζ 2mv
(p+2b−4)/2|∇v|2, I2 =
∫
Qm
v(p+2b)/2. Let p+ 2b = sm, w = v(p+2b)/4
= vsm/4 with s > 2 to be determined later. Then (3.8) becomes
I1 C
[
2m
r
I2 +
(
2m
r
)qα
I
1+2/sm
2 +
(
sm + 2
2q
)qα
I
qα/2
1 I
1+2/sm−qα/2
2
]
.
Using the Young inequality to treat the last term on the right side yields
C
(
sm + 2
2q
)qα
I
qα/2
1 I
1+2/(sm)−qα/2
2
 δI1 +C(δ)
[(
sm + 2
2q
)qα
I
1+2/(sm)−qα/2
2
]2/(2−qα)
= δI1 +C(δ)
(
sm + 2
2q
)2qα/(2−qα)
I
2(1+2/(sm)−qα/2)/(2−qα)
2 .
Thus we obtain
I1 C(δ)
[(
2m
r
)2
I2 +
(
2m
r
)qα
I
1+2/(sm)
2
+
(
sm + 2
2q
)2qα/(2−qα)
I
2(1+2/(sm)−qα/2)/(2−qα)
2
]
. (3.9)
By the embedding theorem, we have for any s > 1,
∫
Qm
(ζmw)
2s  C(s)
[ ∫
Qm
(ζmw)
2 +
∫
Qm
∣∣∇(ζmw)∣∣2
]s
 C(s)
[ ∫
Qm
(ζmw)
2 +
∫
Qm
|∇ζm|2w2 +
∫
Qm
ζ 2m|∇w|2
]s
 C(s)
[(
1 +
(
2m
r
)2)
I2 +
(
sm
4
)2
I1
]s
,
which by using (3.9), turns out to be
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Qm
(ζmw)
2s  C(s)
[(
1 +
(
2m
r
)2
+
(
sm
4
)2(2m
r
)2)
I2 +
(
sm
4
)2(2m
r
)qα
I
1+2/sm
2
+
(
sm
4
)2(
sm + 2
2q
)2qα/(2−qα)
I
(1+2/sm−qα/2)2/(2−qα)
2
]s
. (3.10)
If there exists a subsequence of positive integers {mi} with mi → ∞ such that
I2 =
∫
Qmi
vs
mi /2 < 1,
then letting mi → ∞ yields immediately
‖v‖L∞(Q∞,R)  C(r). (3.11)
Otherwise, there must be a positive integer m0 such that
I2 =
∫
Qm
vs
m/2  1 for mm0.
Since(
1 + 2
sm
− qα
2
)
2
2 − qα = 1 +
2
sm
1
2 − q > 1 +
2
sm
> 1,
the power of the last term in (3.10) is higher than those of the other terms. Now we compare
the coefficients of the terms in (3.10). We have(
sm
r
)2
 1,
(
2m
r
)2

(
2m
r
)qα
and, if we choose
s > 2q
(
2
r
)2(q−1)/(2−q)
, r  1,
then (
sm + 2
2q
)2qα/(2−qα)
=
(
sm + 2
2q
)2(q−1)/(2−q)

(
2m
r
)2
.
Therefore the coefficient of the last term in (3.10) is greater than those of the other terms.
Hence we have∫
Qm
(ζmw)
2s  C
[(
sm
4
)2(
sm + 2
2q
)2(q−1)/(2−q)
I
1+2/(sm(2−q))
2
]s
or ∫
vs
m+1/2 
(
C0C
m
1
)s( ∫
vs
m/2
)(1+C2/sm)s
Qm+1 Qm
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(2+2(q−1)/(2−q))s .
Using (2.1) and an iteration lemma (Proposition 3.2) which we will state and prove later,
we also reach the estimate (3.11). Thus the proof of Proposition 3.1 is complete. 
Proposition 3.2. Let Qm ⊂ G (m = 1,2, . . .) be a sequence of bounded, open subsets such
that Qm+1 ⊂ Qm. If for any l  1, v ∈ Ll(Q1,R) and there exist constants λ,C0,C1,
C2 > 0, s > 1, λs  1 such that for m = 1,2, . . . ,
∫
Qm+1
|v|λsm+1 dx  (C0Cm1 )s
( ∫
Qm
|v|λsm dx
)(1+C2/sm)s
, (3.12)
then
‖v‖L∞(Q∞,R)  CA10 CA21
( ∫
Qn0
|v|λsn0 dx
)A3/(λsn0)
, (3.13)
where A1,A2,A3 are constants depending only on s,C2 , and n0 is an arbitrary nonnega-
tive integer.
Proof. By iteration we obtain from (3.12),
∫
Qm+1
|v|λsm+1 dx  CXm0 CYm1
( ∫
Qn0
|v|λsn0 dx
)sm−n0+1Zm
, (3.14)
where
Xm = s + s2λm + · · · + sm−n0+1λmλm−1 . . .λn0+1,
Ym = ms + (m− 1)s2λm + · · · + n0sm−n0+1λmλm−1 . . .λn0+1,
Zm = λn0 . . .λm−1λm,
with λm = 1+C2/sm. Since λj  1 for j = n0 −1, . . . ,m−1,m, . . . , Zm is an increasing
sequence. Noticing that ln(1 + x) x for x > 0, we have
lnZm = lnλn0 + · · · + lnλm−1 + lnλm  C2
[(
1
s
)n0
+ · · · +
(
1
s
)m−1
+
(
1
s
)m]
 C2
(1/s)n0
1 − 1/s = γ
or Zm  eγ . Hence limm→∞ Zm = A3 exists. Clearly, we also have
Xm  eγ [s + s2 + · · · + sm−n0+1],
Ym  eγ
[
ms + (m− 1)s2 + · · · + n0sm−n0+1
]
,
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Taking power 1/λsm+1 on the both sides of (3.14), letting m → ∞ and noticing that
‖v‖L∞(Q∞,R) = limm→∞
( ∫
Qm+1
|v|λsm+1 dx
)1/λsm+1
,
we obtain (3.13). 
4. Gradient estimate near boundary
Both ∂G and the value g are smooth, it is reasonable to set up the gradient estimate
of ∇uτε near the boundary ∂G. Assume G′ is a bounded and simply connected domain
with smooth boundary such that G  G′. For φ0 in (1.3), it is easily seen that there ex-
ists the unique function Φ ∈ C∞(G¯′). Let U∗ = eiΦ on G¯′. Thus U∗ ∈ C∞(G¯′, ∂B) and
U∗|∂G = g′. Hence, U = (U∗,0) ∈ C∞(G¯′, S1) and U |∂G = g.
Proposition 4.1. Assume uτε is a minimizer of Eτε (u,G), x0 ∈ ∂G and R > 0. Then there
exists a constant C independent of ε, τ such that∥∥∇uτε∥∥Ll(ΩR)  C = C(ΩR, l), ∀l > 1,
where ΩR = B(x0,R) ∩G.
Proof. Assume x02 = 0 and ΩR = B(x0,R) ∩R2+. Denote u = uτε and set
w = u(x1, x2)−U in B(x0,R) ∩ {x2  0},
w = −u(x1,−x2)+U in B(x0,R) ∩ {x2 < 0}.
Then w satisfies Eτε (w,B(x0,3R))  C and (2.2). Without loss of the generality, we
still denote u = w. The idea of proofs of Propositions 2.1 and 3.1 is adopted. Let
ζ ∈ C∞0 (B(x0,3R)) be a function such that ζ = 1 on B(x0,R), ζ = 0 on G \ B(x0,2R),
0  ζ  1, |∇ζ |  C on B(x0,3R). Integrating over Ω3R the inner product of the both
sides of (2.2) with (u−U)xj ζ 2 we obtain∫
Ω3R
(v(p−2)/2uxi )xj
(
ζ 2(u−U)xj
)
xi
=
∫
∂Ω3R
(v(p−2)/2uxi )xj ζ 2(u−U)xj dξ +
∫
Ω3R
ζ 2(u−U)xj
(
u|∇u|2v(p−2)/2)
xj
+ 1
εp
∫
Ω3R
(
uu23 − u3e3
)
xj
ζ 2(u−U)xj .
Obviously, it follows that from (1.8),
−(v(p−2)/2uxi )xj = U∗|∇U∗|2
(|∇U∗|2 + τ )(p−2)/2 + 0 on ∂G.
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∫
∂Ω3R
(v(p−2)/2uxi )xj ζ 2(u−U)xj dξ
∣∣∣∣∣ C
with C > 0 independent of ε and τ . Summing up for j = 1,2 and computing the term of
the left side yield
∫
Ω3R
ζ 2v(p−2)/2
2∑
j=1
|∇uxj |2 +
p − 2
4
∫
Ω3R
ζ 2v(p−4)/2|∇v|2
 C +
∣∣∣∣∣
∫
Ω3R
ζ 2
2∑
j=1
(u−U)xj
(
u|∇u|2v(p−2)/2)
xj
∣∣∣∣∣
+ 1
εp
∣∣∣∣∣
∫
Ω3R
2∑
j=1
(
uu23 − u3e3
)
xj
(
ζ 2(u−U)xj
)∣∣∣∣∣
+ 2
∣∣∣∣∣
∫
Ω3R
(
v(p−2)/2
2∑
j=1
uxi
)
xj
(u−U)xj ζ ζxi
∣∣∣∣∣
+
∣∣∣∣∣
∫
Ω3R
ζ 2
2∑
j=1
Uxixj
(
v(p−2)/2|∇uxj | + ∇u(v(p−2)/2)xj
)∣∣∣∣∣
= C +
12∑
j=9
Jj . (4.1)
First, noting(
uu23 − u3e3
)
xj
(
ζ 2(u−U)xj
)
= ζ 2u2xj u23 − ζ 2Uxj uxj u23 + 2ζ 2uuxj u3u3xj − 2ζ 2uUxj u3u3xj
− ζ 2u3xj uxj e3 + ζ 2u3xjUxj e3
=
8∑
i=3
Ii ,
and I5 = I8 = 0, I7 = −(u3xj )2ζ 2  0, we have
1
εp
(
uu23 − u3e3
)
xj
(
ζ 2(u−U)xj
)
 I3 + I4 + I6
 C
εp
ζ 2
[
(v + 1)u23 + v1/2|u3|
]
. (4.2)
Using (1.8) and (2.5), we obtain
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εp
|u3| = 1
εp
|u3e3|
∣∣div(v(p−2)/2∇u)∣∣+ |u|vp/2 + 1
εp
|u|u23

∣∣div(v(p−2)/2∇u)∣∣+ vp/2 +C(δ)∣∣div(v(p−2)/2∇u1)∣∣. (4.3)
Substituting (2.5) and (4.3) into (4.2) yields
J10 
1
εp
∫
Ω3R
∣∣(uu23 − u3e3)xj (ζ 2(u−U)xj )∣∣
 C
∫
Ω3R
ζ 2
[
(v + 1)∣∣div(v(p−2)/2∇u1)∣∣+ v1/2(∣∣div(v(p−2)/2∇u)∣∣
+ ∣∣div(v(p−2)/2∇u1)∣∣+ vp/2)]
 δ
[ ∫
Ω3R
ζ 2v(p−2)/2
2∑
j=1
|∇uxj |2 +
∫
Ω3R
ζ 2v(p−4)/2|∇v|2
]
+C(δ)
∫
Ω3R
ζ 2(1 + v(p+2)/2). (4.4)
Next, we have, using the Young inequality again, for any δ ∈ (0,1),
J9 =
∣∣∣∣∣
∫
Ω3R
(
u|∇u|2v(p−2)/2)
xj
(u−U)xj ζ 2
∣∣∣∣∣
 δ
∫
Ω3R
v(p−2)/2
2∑
j=1
|∇uxi |2ζ 2 +C(δ)
(
1 +
∫
Ω3R
v(p+2)/2ζ 2
)
, (4.5)
J11 =
∣∣∣∣∣
∫
Ω3R
(v(p−2)/2uxi )xj (u−U)xj ζ ζxi
∣∣∣∣∣
 δ
∫
Ω3R
v(p−4)/2|∇v|2ζ 2 + δ
∫
Ω3R
v(p−2)/2
2∑
j=1
|∇uxi |2ζ 2
+C(δ)
∫
Ω3R
vp/2|∇ζ |2 +C(δ) (4.6)
and
J12 =
∣∣∣∣∣
∫
Ω3R
ζ 2
2∑
j=1
Uxixj
(
v(p−2)/2|∇uxj | + ∇u(v(p−2)/2)xj
)∣∣∣∣∣
 δ
∫
v(p−4)/2|∇v|2ζ 2 + δ
∫
v(p−2)/2
2∑
j=1
|∇uxi |2ζ 2
Ω3R Ω3R
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∫
Ω3R
vp/2|∇ζ |2 +C(δ). (4.7)
Substituting (4.4)–(4.7) into (4.1) and choosing δ small enough, yield
∫
Ω3R
ζ 2v(p−2)/2
2∑
j=1
|∇uxj |2 +
∫
Ω3R
ζ 2v(p−4)/2|∇v|2
 C
∫
Ω3R
ζ 2v(p+2)/2 +C
∫
Ω3R
vp/2|∇ζ |2 +C.
Notice that φ = ζ 2/qv(p+2)/2q = 0 on ∂Ω3R . Thus we use the interpolation inequality
‖φ‖Lq  C∗
(‖∇φ‖L1 + ‖φ‖L1)α‖φ‖1−αL1 , q ∈ (1,2), α = 2(1 − 1/q), (4.8)
instead of (2.10), which is given by (2.19) in Chapter II of [5]. By the same argument of
the derivation of (2.12), we can also obtain
∫
Ω3R
ζ 2v(p−2)/2
2∑
j=1
|∇uxj |2 +
∫
Ω3R
ζ 2v(p−4)/2|∇v|2  C, (4.9)
where C is independent of ε, τ . Similar to the proof of Proposition 2.1, there holds∥∥∇uτε∥∥Ll(ΩR)  C
for any l > 1. 
Proposition 4.2. Assume uτε is a minimizer of Eτε (u,G), x0 ∈ ∂G and R > 0. Then there
exists a constant C independent of ε, τ such that∥∥∇uτε∥∥L∞(ΩR)  C = C(ΩR).
Proof. The proof of Proposition 4.2 is similar to the proof of Proposition 3.1 by us-
ing the argument above. Given any x0 ∈ ∂G. r > 0 is sufficiently small. Denote Qm =
G ∩ B(x0, rm), rm = r + r/2m. We may choose r, σ ∈ (0,1) such that σ  |Qm|  1.
Choose ζm ∈ C∞0 (B(x0, rm),R) such that ζm = 1 on B(x0, rm+1), |∇ζm|  Cr−12m
(m = 1,2, . . .). Integrate over Qm the inner product of the both sides of (2.2) with
ζ 2mv
b(u−U)xj (b 1). Then∫
Qm
(v(p−2)/2uxi )xj
(
ζ 2m(u−U)xj
)
xi
=
∫
∂Qm
(v(p−2)/2uxi )xj ζ 2m(u−U)xj dξ +
∫
Qm
ζ 2m(u−U)xj
(
u|∇u|2v(p−2)/2)
xj
+ 1
εp
∫ (
uu23 − u3e3
)
xj
ζ 2m(u−U)xj .Qm
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∫
Qm
(vbUxj )xi (v
(p−2)/2uxi )xj ζ 2m
∣∣∣∣∣ δI (b)+C(δ)
[ ∫
Qm
v(p+2b−2)/2 + I (b − 1)
]
,
where
I (b) :=
∫
Qm
ζ 2mv
(p+2b−2)/2∑
j
|∇uxj |2 +
p + 2b − 2
4
∫
Qm
ζ 2mv
(p+2b−4)/2|∇v|2,
we can obtain
I (b) C + δI (b) +CI (b − 1)+C
∫
Qm
|∇ζm|2(v(p+2b)/2 + 1)
+C
∫
Qm
(v(p+2b−2)/2 + 1)ζ 2m
+ 1
εp
∣∣∣∣∣
∫
Qm
(
uu23 − u3e3
)
xj
(
vb(u−U)xj ζ 2m
)∣∣∣∣∣, (4.10)
by the same argument of the derivation of (4.1) and the dealing with J9, J10 and J11 in
(4.5) and (4.7). Similar to the derivation of (4.2), we have
1
εp
(
uu23 − u3e3
)
xj
(
ζ 2vb(u−U)xj
)
 C
εp
ζ 2
[
(vb+1 + 1)u23 + vb+1/2|u3|
]
.
Hence for any δ ∈ (0,1),
1
εp
∣∣∣∣∣
∫
Qm
(
uu23 − u3e3
)
xj
(
ζ 2vb(u−U)xj
)∣∣∣∣∣ δI (b)+C(δ)
∫
Qm
ζ 2(1 + v(p+2b+2)/2).
Substituting this into (4.10) and choosing δ > 0 sufficiently small, we obtain
I (b) C
∫
Qm
|∇ζm|2(v(p+2b)/2 + 1)
+C(p + 2b − 2)
∫
Qm
(v(p+2b+2)/2 + 1)ζ 2m +CI (b − 1)+C. (4.11)
If b = 1, by virtue of (4.9) we know I (0) C. Hence
I (1) C
∫
Qm
|∇ζm|2(v(p+2b)/2 + 1)+C(p + 2b − 2)
∫
Qm
(v(p+2b+2)/2 + 1)ζ 2m +C.
If for some l > 1,
I (l) C
∫
|∇ζm|2(v(p+2l)/2 + 1)+C(p + 2l − 2)
∫
(v(p+2l+2)/2 + 1)ζ 2m +C,
Qm Qm
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I (l + 1) C
∫
Qm
|∇ζm|2(v(p+2(l+1))/2 + 1)
+C(p + 2(l + 1)− 2) ∫
Qm
(v(p+2(l+1)+2)/2 + 1)ζ 2m + I (l)
 C
∫
Qm
|∇ζm|2(v(p+2(l+1))/2 + 1)
+C(p + 2(l + 1)− 2) ∫
Qm
(v(p+2(l+1)+2)/2 + 1)ζ 2m +C
by using Young inequality. The argument above means that for any b  1,
I (b) C
∫
Qm
|∇ζm|2(v(p+2b)/2 + 1)
+C(p + 2b − 2)
∫
Qm
(v(p+2b+2)/2 + 1)ζ 2m +C. (4.12)
To estimate
∫
Qm
ζ 2mv
(p+2b+2)/2
, we take φ = ζ 2/qm v(p+2b+2)/2q in the interpolation
inequality (4.8). Now, the constant C∗ in (4.8) depends on the domain Qm. Noticing the
choosing of r, σ ∈ (0,1) such that σ  |Qm| 1, where Qm = B(x0, rm), rm = r + r/2m,
we can see that C∗ = C∗(σ ) may be independent of m. The rest proof is same as the proof
of Proposition 3.1. 
Combining Propositions 3.1 and 4.2 we can see the following
Theorem 4.3. Assume uτε is a minimizer of Eτε (u,G). Then there exists a constant C inde-
pendent of ε, τ such that ‖∇uτε‖L∞(G)  C.
5. Proof of Theorem
Once the uniform estimate of ‖∇uτε‖L∞(G) is derived, we can prove our theorem.
Proposition 5.1. Assume u˜ε is a regularizable minimizer of Eε(u,G). Then there exists a
constant ε0 > 0, such that as ε ∈ (0, ε0), (u˜ε)3 = 0.
Proof. Noticing u = uτε solves (1.8), we have
−div(v(p−2)/2∇u3) = u3
(
|∇u|2v(p−2)/2 − 1
p
|u′|2
)
on G, (5.1)ε
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from Theorem 4.3 we can see that there exists ε0 > 0 such that as ε ∈ (0, ε0),
u3(x1)
(∣∣∇u(x1)∣∣2v(p−2)/2 − 1
εp
∣∣u′(x1)∣∣2
)
< 0 (5.2)
by using (2.4). On the other hand, at x1 there hold ∇u3 = 0, ∆u3  0 and
−div(v(p−2)/2∇u3) = −∇(v(p−2)/2) · ∇u3 − v(p−2)/2∆u3  0.
Substituting this and (5.2) into (5.1) yields contradiction, which shows u3(x1) 0. Hence
u3(x) u3(x1) 0 on G. (5.3)
Similarly, suppose x2 ∈ G satisfying u3(x) u3(x2) for all x ∈ G. If u3(x2) < 0, we know
that at x2 there holds
0−div(v(p−2)/2∇u3) = u3
(
|∇u|2v(p−2)/2 − 1
εp
|u′|2
)
> 0
as long as ε ∈ (0, ε0), where ε0 is sufficiently small. The contradiction shows u3(x2) 
0. Thus u3(x)  u3(x2)  0 on G. Combining this with (5.3) we have u3(x) ≡ 0 on G¯.
Letting τ → 0 and applying (1.7) we obtain
(u˜ε)3(x) ≡ 0 on G¯.  (5.4)
Now we complete the proof of Theorem in Section 1. Noting (5.4) we have
min
{
Eε(u,G); u ∈ W 1,pg (G,S2)
}= Eε(u˜ε,G) = F(u˜ε,G). (5.5)
On the one hand, from u0 ∈ W 1,pg (G,S2), it follows
Eε(u˜ε,G)Eε(u0,G) = F(u0,G) = F(u∗,G). (5.6)
On the other hand, noting that u∗ is the p-energy minimizer, and (u˜ε)′ ∈ W 1,pg′ (G, ∂B)
which is implied by u˜ε ∈ W 1,pg (G,S2) and (5.4), it can be seen that
F(u∗,G) F
(
(u˜ε)
′,G
)= F(u˜ε,G). (5.7)
Combining (5.5)–(5.7) we derive
min
{
Eε(u,G); u ∈ W 1,pg (G,S2)
}= F ((u˜ε)′,G)= F(u∗,G),
which also implies that (u˜ε)′ is a minimizer of F(u,G) on W 1,pg′ (G, ∂B). By virtue of the
uniqueness of p-energy minimizer, we know (u˜ε)′ ≡ u∗, i.e., u˜ε ≡ u0, which means u0 is
minimizer of Eε(u,G) on W 1,pg (G,S2). 
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