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ABSTRACT 
In this note, we present a new matrix decomposition for a matrix pair (A, B) 
with A Hermitian. The hyperbolic SVD comes as a special case of the decomposi- 
tion with A set to be the signature matrix. 
1. INTRODUCTION 
The hyperbolic SVD was proposed as a decomposition more suitable for 
the numerical computation of the eigendecomposition of the difference of 
two outer products 
H = AlAy - AzA,H, 
where explicit formation of H is avoided for reasons of numerical accuracy 
[2]. The basic idea is first to write H in the product form 
H = A@AH 
with 
A = (Al, 4, @ = diag(1, -1) 
and then apply a unitary matrix U and a hyperexchange matrix’ V to A 
such that 
A = UCVH, (1) 
‘A matrix V is said to be hyperexchange with respect to a signature matrix Q if 
VH+V = G, where i is a diagonal matrix with entries 1 or -1 [2, 11. 
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where C is diagonal. The above decomposition is not always possible for 
a general matrix A. In [2, 11, the so-called pseudoh~perezchange matrices 
are used and the imaginary unit j is introduced in the diagonal elements 
of C to tackle the most general case, which seems rather unnatural. In 
this note, we take another route and present a version of the hyperbolic 
SVD as a special case of a more general matrix decomposition for matrix 
pairs. The proof of the result is simpler and reveals better the underlying 
structure of the hyperbolic SVD. 
2. THE MAIN THEOREM 
In this section, we present a matrix decomposition for a matrix pair 
(A, B) with A Hermitian and B an arbitrary matrix. We emphasize that 
the decomposition is also of interest in itself, although we only use it to 
derive the hyperbolic SVD in this note. 
THEOREMS. Let A E C”‘” be Hermitian and B E CnX”. Then there 
exist a unitary matrix U and a nonsingular matrix P such that 
PHAP = 
( 0 Ij Ij 0 
A 
\ 
7 
I 
P-IBU = 
where A = diag(Xi, . . . , Xl) E RLX1 is nonsingular, and 
i = rank(B) - rank(AB), 
j = rank(AB) - rank(BHAB), 
k = rank(A) + rank(BHAB) - 2 rank(AB), 
1 = rank(BHAB). 
(2) 
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Proof. The proof is constructive and consists of six steps. The trans- 
formations of each step are of the following form: 
A(“+l) = PkH+lA(k)Pk+l, B(“+‘) = P,-:,B@)Ukfl, 
where Pk+r is nonsingular and uk+r is unitary. At each step, we only need 
to specify the transformation matrices Pk+r and Uk+r, and the resulting 
matrices A(“+‘) and Bckfl). Set A(‘) = A and B(O) = B. 
Step 1. Using the SVD of B, we can find a nonsingular matrix PI and 
a unitary matrix Ur such that 
where the block partitionings are compatible. 
Step 2. Let the eigendecomposition of A!&) be 
fiH~(l)c~ = 2 22 
where A = diag(X_r , . . . , Xl) E R lx’ is nonsingular. Set Us = diag(l,l/z) 
and Ps = diag(l, Uz). Then 
, f)(2) = B(1). 
Step 3. Using A as the pivot to eliminate the blocks A$ and A!$), we 
obtain 
A(3) = 
Ai;) 0 Ai;) 
0 A 0 
\Ag) 0 0 I) , B(3) = B(2) 
Step 4. Using the SVD of A{:), we can construct 64 unitary and P4 
nonsingular such that 
pff~(~)fi~ = 
4 13 
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Set U4 = diag(I, @4) and P4 = diag(P4, I, 64). Then 
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B(4) = B(3). 
Step 5. 
Ag) 
Using 13 as the pivot to eliminate the blocks A(P,), A(P,‘), and 
, we have 
A(5) = ) B(5) = P(4), 
Step 6. Using the eigendecomposition of Ag’, we can find Ps nonsin- 
gular such that 
After some suitable block permutations, we obtain the form as indicated 
in the theorem. As for the expressions for the integer indices, we observe 
that 
rank(A) = 2j + Ic + 1, 
rank(B) = j + 1 + i, 
rank(AB) = j + 1, 
rank(B*AB) = 1. 
Solving the above linear systems gives (2). W 
REMARK 2. If A and I3 are real matrices, all the matrices in the de- 
composition can also be chosen as real. 
REMARK 3. The above decomposition can be considered as a symmet- 
ric version of the product-product SVD of a matrix triplet (A, B, C) with 
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B Hermitian and A = CH [3]. It is also possible to develop a symmetric 
version of the restricted SVD in [4], which we present here without proof. 
THEOREM 4. Let A E C”‘” be Hermitian and B E CnX”. Then there 
exist a unitary matrix U and a nonsingular matrix P such that 
PHAP 
PHBU 
( 0 ( Ii 
\ 
Ii 
0 ) 
A 
\ 
1 
0 
where A = diag(Xi,. . , Xl) E RIX1, and 
j = rank(B) + rank(A, B) - rank 
A B 
BH 0 
k = rank - 2 rank(B), 
1 = rank - rank(A, B) 
- 2 rank(A, B). 
Notice that j is the number of Jordan blocks of dimension 2 corresponding 
to the infinite eigenvalue of the matrix pair (A, BBH). 
3. THE HYPERBOLIC SVD 
In this section, we present a version of the hyperbolic SVD by applying 
the decomposition in Theorem 2.1 to (@,AH), where @ is the signature 
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matrix. Since @ is nonsingular, the decomposition simplifies to 
L ( 
0 
Ii 
Ii 
0 ) 
A 
and 
p-l~H6 = 
Ia 0 
0 -Ik-s 
where i? is unitary and .@ is nonsingular. By applying a unitary transfor- 
mation, we can diagonalize 
Moreover 
A = diag(lXr1’/2,. , IX111’2) diag(lA11”2,. . . , IW1’2), 
where t is the number of negative eigenvalues of AQAH. After some mani- 
pulation, we can find a hyperexchange matrix P and a unitary matrix U 
such that 
PH@P = 
and 
-It 0 
0 L-t ) 
(2 -IL) 
A=UCPH=U diag(lXr/1/2,. . . , jXl(1/2) PH. 
0 I 
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The diagonal elements of C, /Xi ]lj2, . . , 1x1 11/2, 0, . , 0 are the so-called 
hyperbolic singular values of A with respect to @. The block (I,, 1j) denotes 
the loss of rank of A@AH with respect to A. Notice that rank(A@AH) = 
rank(A) if Q, = I, and the above decomposition reduces to the ordinary 
SVD. An alternative way to describe the block (Ij,Ij) is to look at the 
eigenvalues of the matrix pair (AHA, a). Then j is the number of Jordan 
blocks of dimension 2 corresponding to the zero eigenvalue of AHArc = X@z. 
REMARK 5. It is easy to see that C is diagonal if and only if j = 0, i.e., 
rank(A@AH) = rank(A), 
a fact that is observed in [l]. 
REMARK 6. We notice that the set of hyperexchange matrices is a 
group, while the set of pseudohyperexchange matrices is not. For a fixed 
signature matrix a’, the set of integer indices {j, Ic, 1, s} and the nonzero 
eigenvalues of A@AH give the maximal invariants of a matrix A under the 
group transformation 
A t UAPH 
where lJ is unitary and P is hyperexchange. Moreover Al = UAzPH if 
and only if Al and A2 have the same set of integer indices and Al@AF and 
A2QAf have the same nonzero eigenvalues. 
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