Recently, two distinct directions have been taken in an attempt to generalize the definition of an M-matrix. Even for nonsingular matrices, these two generalizations are not equivalent. The role of these and other classes of recently defined matrices is indicated showing their usefulness in various applications.
1. Introduction. All matrices considered are real. A square matrix A = (a,-) is called an M-matrix if a¡-< 0 whenever / j= j and A~x > 0. A is called monotone if x > 0 whenever Ax > 0. The usefulness of these matrices has been indicated in [2] , [18] and [27] .
Recently, two distinct directions have been taken in an attempt to generalize the definition of an M-matrix. Schneider [24] was responsible for the first direction and in addition to requiring the square matrix A = (a/■) satisfy a¡-< 0 whenever i #/, he used the spectral properties of a nonsingular M-matrix to generalize to the singular M-matrix.
The second direction is attributed to Plemmons [18] where he used the concept of monotonicity and the theory of generalized inverses to extend the definition of an M-matrix to include rectangular matrices. Even for nonsingular matrices these two generalizations are not equivalent.
The purpose of this paper is to compare these new definitions of an M-matrix together with the concept of monotonicity and to indicate their role in various applications.
2. History and Preliminaries. A = (ai;) is called a Stieltjes matrix if ai;-< 0 whenever i "/"/ and A is a symmetric positive definite matrix. In 1887, Stieltjes [25] showed that such a matrix satisfied A~x > 0. In 1912, Frobenius [9] proved the following stronger result: If A = al -B where B > 0 and a exceeds the spectral radius of B, then A~x > 0. In 1937, Ostrowski [16] (d) A~x exists and A~x > 0.
(e) There exists a vector x > 0 such that Ax > 0.
For additional information on M-matrices see [23] . We now consider several definitions which, due to properties (a), ( Actually, Mangasarian [10] has generalized monotonicity to include all matrices satsifying condition (a). However, we take Collatz's [7] definition as given above. We might remark that the problem of finding conditions for which a matrix A has a nonnegative generalized inverse A8 (where Ag may be a group inverse or one satisfying any one of a number of combinations of the four Penrose equations) has been researched in detail. A general report and appropriate references are contained in [3] . Definition 2.6. Suppose A has order (m, n) and can be expressed in the form A = aB -M where M_= BG > 0, B has rank 77, and B+ > 0. Then A is called a rec- Note that A has full column rank. Definition 2.2 is due to Schneider (see [23] and [24] ). Definition 2.4 is due to Berman and Plemmons [1] , and Definition 2.6 is due to Plemmons [18] . It is primarily Definitions 2.2 and 2.6 we are interested in comparing. However, the relationships between all six of the definitions given above will be indicated giving a better perspective of the entire situation. To accomplish this, let M, M~, M0, Mr, M+, M+ denote the classes of matrices defined in Definitions 2.1-2.6, respectively.
The following notation is adopted:
AT.
The transpose R(A)
The range N(A)
The null space A~x
The inverse A+ The Moore-Penrose inverse p(.<4)
The spectral radius A > 0
The We might also note from the definitions that nonsingular row monotone matrices are also monotone. Also, MM+ = AA+ so that Ay = AA+b. Since y E R(AT), (A+A is a projection on R(AT)),y = A+Ay = A+AA+B =A + b, which completes the proof.
Plemmons has developed this technique in several papers (see [2] , [18] , [19] , [20] and [21]) with slight variations and modifications depending on initial conditions of the given system Ax = b, such as consistency (underdetermined) or inconsistency (overdetermined), etc.
The interesting problem at this point is to recognize matrices A which possess nontrivial splittings A = M -TV satisfying the conditions in the hypothesis of Theorem 4.3.
One approach to this problem is to consider various well-defined classes of matrices and determine if they meet the conditions of Theorem 4.3. For example, the classes M, M0 and M+ satisfy these conditions as demonstrated below [18] . A second approach is to generalize existing definitions so as to enlarge the class of matrices to which Theorem 4.3 may be applied. This appears to have been Plemmons' purpose in defining the class M+ , although it does not generalize the definition of a nonsingular M-matrix. Another class of matrices is defined as follows and is implicitly due to Plemmons [19] . We remind the reader again of our remark immediately following Definition 2.5.
A-monotone matrices are defined in [3] , and such matrices could prove valuable when seeking nonnegative solutions to the system Ax = b depending on initial conditions. 
