We consider the asymptotic behaviour of the marginal maximum likelihood empirical Bayes posterior distribution in general setting. First we characterize the set where the maximum marginal likelihood estimator is located with high probability. Then we provide upper and lower bounds for the contraction rates of the empirical Bayes posterior. We demonstrate the applicability of our general results for various models and prior distributions by deriving upper and lower bounds for the contraction rates of the corresponding empirical Bayes posterior distributions.
1. Introduction. In the Bayesian approach, the whole inference is based on the posterior distribution, which is proportional to the likelihood times the prior. The task of designing a prior distribution Π on the parameter θ ∈ Θ is difficult and in large dimensional models cannot be performed in a fully subjective way. It is therefore common practice to consider a family of prior distributions Π(·|λ) indexed by a hyperparameter λ ∈ Λ and to either put a prior on λ (hierarchical approach) or to choose λ depending on the data, so that λ =λ(x n ) where x n denotes the observations. The latter is known as the empirical Bayes approach, see for instance Lehmann and Casella [20] . There are many ways to select the hyperparameter λ based on the data, in particular depending on the nature of the hyperparameter.
Recently Petrone et al. [22] have studied the asymptotic behaviour of the posterior distribution for general empirical Bayes approaches; they provide conditions to obtain consistency of the empirical Bayes posterior and in the case of parametric models characterized the behaviour of the maximum marginal likelihood estimatorλ n ≡λ(x n ) (hereafter MMLE), together with its associated posterior distribution. They show that asymptotically the MMLE converges to some oracle value λ 0 which maximizes, in λ, the prior density calculated at the true value θ 0 of the parameter, π(θ 0 |λ 0 ) = sup{π(θ 0 |λ), λ ∈ Λ}, where the density is with respect to Lebesgue measure. This cannot be directly extended to the nonparametric setup, since in this case, typically the prior distributions Π(·|λ), λ ∈ Λ are not absolutely continuous with respect to a fixed measure. In the nonparametric setup the asymptotic behaviour of the MMLE and its associated empirical Bayes posterior distribution has been studied in the (inverse) white noise model under various families of Gaussian prior processes by Belitser and Enikeeva [3] , Florens and Simoni [11] , Knapik et al. [18] , Szabo et al. [28] , in the nonparametric regression problem with smoothing spline priors [26] , and in a sparse setting by Johnstone and Silverman [15] . Interesting phenomena have been observed in these specific cases. In Szabo et al. [28] an infinite dimensional Gaussian prior was considered with fixed regularity parameter α and a scaling hyper-parameter τ . Then it was shown that the scaling parameter can compensate for possible mismatch of the base regularity α of the prior distribution and the regularity β of the true parameter of interest up to a certain limit, too smooth truth can only be recovered sub-optimally by MMLE empirical Bayes method with rescaled Gaussian priors. In contrast to this in Knapik et al. [18] it was shown that by substituting the MMLE of the regularity hyper-parameter into the posterior, then one can get optimal contraction rate (up to a log n factor) for every Sobolev regularity class, simultaneously.
In this paper we are interested in generalizing the specific results of Knapik et al. [18] (in the direct case), Szabo et al. [28] to more general models, shading light on what is driving the asymptotic behaviour of the MMLE in nonparametric or large dimensional models. We also provide sufficient conditions to derive posterior concentration rates for empirical Bayes procedures based on the MMLE.
More precisely, set x n the vector of observations and assume that conditionally on some parameter θ ∈ Θ, x n is distributed according to P n θ with density p n θ with respect to some given measure µ. Let Π(·|λ), λ ∈ Λ be a family of prior distributions on Θ. Then the associated posterior distributions are equal to Π(B|x n ; λ) = B p n θ (x n )dΠ(θ|λ) m(x n |λ) ,m(x n |λ) = for all λ ∈ Λ and any borelian subset B of Θ. The MMLE is defined as (1.1)λ n ∈ argmax λ∈Λm (x n |λ) and the associated empirical Bayes posterior distribution by Π(·|x n ,λ n ). Our aim is two fold, first to characterize the asymptotic behaviour ofλ n and second to derive posterior concentration rates in such models, i.e. to determine sequences ε n going to 0 such that (1.2) Π d(θ, θ 0 ) ≤ ε n | x n ,λ n → 1 in probability under P n θ 0
, with θ 0 ∈ Θ and d(., .) some positive loss function on Θ (typically a metric or semi-metric). There is now a substantial literature on posterior concentration rates in large or infinite dimensional models initiated by the seminal paper of Ghosal et al. [12] . Most results however deal with fully Bayesian posterior distributions, i.e. associated to priors that are not data dependent. The literature on empirical posterior concentration rates deals mainly with specific models and specific priors.
Recently, in Donnet et al. [9] , sufficient conditions are provided for deriving general empirical Bayes posterior concentration rates when it is known thatλ n belongs to a well chosen subset Λ 0 of Λ. In essence, their result boils down to controlling sup λ∈Λ 0 Π ( d(θ, θ 0 ) > ε n | x n , λ). Hence either λ has very little influence on the posterior concentration rate and it is not so important to caracterize precisely Λ 0 or λ is influential and it becomes crucial to determine properly Λ 0 . In Donnet et al. [9] , the authors focus on the former. In this paper we are mainly concerned with the latter, withλ n the MMLE.
We show in this paper that Λ 0 can be characterized roughly as Λ 0 = {λ : ε n (λ) ≤ M n ε n,0 } for any sequence M n going to infinity and with ε n,0 = inf{ε n (λ); λ ∈ Λ} and ε n (λ) satisfying
with (Θ, · ) a Banach space and for some large enough constant K (in the notation we omitted the dependence of ε n (λ) on K and θ 0 ). We then prove that the concentration rate of the empirical posterior distribution is of order O(M n ε n,0 ). These results are summarized in Theorem 2.1 and in Corollary 2.1, in Section 2. Then three different types of priors on Θ = ℓ 2 = {(θ j ) j∈N ; j θ 2 j < +∞} are studied, for which upper bounds on ε n (λ) are given in Section 3. We apply these results to three different sampling models: the white noise, the regression and the density models in Sections 3.3, 3.4 and 3.5. In Section 4 we discuss the possible extensions of our results. Proofs are postponed to Section 5 and to the Appendix.
Notations and setup.
We assume that the observations x n ∈ X n are distributed according to a distribution P n θ (they are not necessarily i.i.d.), with θ ∈ Θ, where (Θ, · ) is a Banach space. We denote by µ a dominating measure and by p n θ the corresponding densities of P n θ . We consider the family of prior distributions Π(·|λ), λ ∈ Λ on Θ with Λ ⊂ R d for some d ≥ 1 and we denote by Π(·|x n ; λ) the associated posterior distributions.
Throughout the paper E n θ (.) denotes expectation with respect to P n θ , K(θ 0 , θ) denotes the Kullback-Leibler divergence between P n θ 0 and P n θ for all θ, θ 0 ∈ Θ while V 2 (θ 0 , θ) denotes the centered second moment of the log-likelihood:
with ℓ n (θ) = log p n θ (x n ). As in Ghosal and van der Vaart [13] , we define the Kullback-Leibler neighbourhoods of θ 0 as
and note that in the above definition V 2 (θ 0 , θ) ≤ nε 2 can be replaced by V 2 (θ 0 , θ) ≤ Cnε 2 for any positive constant C without changing the results. For any subset A ⊂ Θ and ε > 0, we denote log N (ε, A, d(., .)) the ε -entropy of A with respect to the (pseudo) metric d(., .), i.e. the logarithm of the covering number of A by d(., .) balls of radius ε.
We also write
For any bounded function f , f ∞ = sup x |f (x)| and if ϕ denotes a countable collection of functions (
Throughout the paper x n y n means that there exists a constant C such that for n large enough x n ≤ Cy n , similarly with x n y n and x n ≍ y n is equivalent to y n x n y n . For equivalent (abbreviated) notation we use the symbol ≡.
2. Asymptotic behaviour of the MMLE and of its associated posterior distribution. For θ 0 ∈ Θ denoting the true parameter, define the sequence ε n (λ, K) ≡ ε n (λ, θ 0 , K) as
for some positive parameter K > 0. If the cumulative distribution function of θ − θ 0 under Π(·|λ) is not continuous, ε n (λ, K) can be replaced by any sequence satisfying
Let m n ≥ m 0 √ log n/ √ n for some large enough constant m 0 > 0, and
Roughly speaking ε n (λ, K) is the posterior concentration rate associated to the prior Π(·|λ) and the best possible (oracle) posterior concentration rate over λ ∈ Λ n is denoted
With the help of the oracle value ε n,0 (K) we define a set of hyperparameters with similar properties, as:
where the sequence M n can possibly go to infinity. We show that under general (and natural) assumptions the marginal maximum likelihood estimatorλ n belongs to the set Λ 0 with probability tending to one, for some constant K > 0 large enough. The parameter K provides extra flexibility to the approach and simplifies the proofs of the upcoming conditions in certain examples. In practice, in the examples we have studied, the constant K essentially modifies ε n (λ, K) by a multiplicative constant and thus does not modify the final posterior concentration rate, nor the set Λ 0 since M n is any sequence going to infinity.
We now give general conditions under which the MMLE is inside of the set Λ 0 with probability going to 1 under P n θ 0 . Using Donnet et al. [9] , we will then deduce that the concentration rate of the associated empirical posterior distribution is bounded by M n ε n,0 (K).
Following Petrone et al. [22] and Donnet et al. [9] we construct for all λ, λ ′ ∈ Λ a transformation ψ λ,λ ′ : Θ → Θ such that if θ ∼ Π(·|λ) then ψ λ,λ ′ (θ) ∼ Π(·|λ ′ ) and for a given sequence u n → 0 we introduce the notation
and Q θ λ,n the associated measure. Denote by N n (Λ 0 ), N n (Λ c 0 ), and N n (Λ) the coverage number of Λ 0 , Λ c 0 and Λ by balls of radius u n , respectively. We consider the following set of assumptions to bound sup λ∈Λ c 0 m(x n |λ) from above .
• (A1) There exists N > 0 such that for all λ ∈ Λ c 0 and n ≥ N , there exists Θ n (λ) ⊂ Θ (2.5) sup
and such that (2.6)
for some positive sequence w n going to infinity.
• (A2) [tests] There exists 0 < ζ, c 1 < 1 such that for all λ ∈ Λ c 0 and all θ ∈ Θ n (λ), there exist tests ϕ n (θ) such that
Remark 2.1. We note that we can weaken (2.5) to
for some positive constant c < 1 in case the cumulative distribution of · under Π(·|λ) is continuous and hence the definition (2.1) is meaningful.
Conditions (2.5) and (2.6) imply that we can control the small perturbations of the likelihood p n ψ λ,λ ′ (θ) (x n ) due to the change of measures ψ λ,λ ′ and are similar to those used in Donnet et al. [9] . They allow us to control m(x n |λ) uniformly over Λ c 0 . They are rather weak conditions since u n can be chosen very small. In Donnet et al. [9] , similar conditions were verified with complex types of priors such as nonparametric mixture models. Assumption (A2) (2.7), together with (2.9) have been proved to be satisfied in many contexts, with the difference that here the tests need to be performed with respect to the perturbed likelihoods q θ λ,n . Since the u n -mesh of Λ c 0 can be very fine, these perturbations can be well controlled over the sets Θ n (λ), see for instance Donnet et al. [9] in the context of density estimation or intensity estimation of Aalen point processes. The interest of the above conditions is that they are very similar to standard conditions considered in the posterior concentration rates literature, starting with Ghosal et al. [12] and Ghosal and van der Vaart [13] , so that there is a large literature on such types of conditions which can be applied in the present setting. Therefore, the usual variations on these conditions can be considered. For instance an alternative condition to (A2) is:
(A2 bis) There exists 0 < ζ < 1 such that for all λ ∈ Λ c 0 and all θ ∈ Θ n (λ), there exist tests ϕ n (θ) such that (2.7) is verified and for all j ≥ K, writing
Here the difficulty lies in the comparison between the metric · of the Banach space and the testing distance d(., .), in condition (2.8). Outside the white noise model, where the Kullback and other moments of the likelihood ratio are directly linked to the L 2 norm on θ − θ 0 , such comparison may be non trivial. We illustrate this here in the special cases of regression function and density estimation under different families of priors.
The following assumption is used to bound from below sup λ∈Λ 0 m(x n |λ)
• (B1) There exist λ 0 ∈ Λ 0 and M 1 , M 2 ≥ 1 for which ε n (λ 0 , K) ≤ M 1 ε n,0 (K) and
Remark 2.2. A variation of (B1) can be considered where
for some K 2 > 0. This is used in Section 3.5.
2.1.
Asymptotic behaviour of the MMLE and posterior concentration rate. We now present the two main results of this Section, namely : asymptotic behaviour of the MMLE and concentration rate of the resulting empirical Bayes posterior. We first describe the asymptotic behaviour ofλ n . 
The proof of Theorem 2.1 is given in Section 5.1. Note that in the definition of Λ 0 , M n can be any sequence going to infinity. In the examples we have considered in Section 3, M n can be chosen to increase to infinity arbitrarily slowly. If ε n (λ, K) is (rate) constant (2.1) presents no interest since Λ 0 = Λ, but if for some λ = λ ′ the fraction ε n (λ, K)/ε n (λ ′ , K) either goes to infinity or to 0, then choosing M n increasing slowly enough to infinity, Theorem 2.1 implies that the MMLE converges to a meaningful subset of Λ.
Using the above theorem, together with Donnet et al. [9] , we obtain the associated posterior concentration rate, controlling uniformly Π(d(θ 0 , θ) ≤ ε n |x n , λ) over λ ∈ Λ 0 , with ε n = M n ε n,0 . To do so we consider the following additional assumptions:
• (C1) There exist constants N, c 2 > 0 such that for all λ ∈ Λ 0 and n ≥ N , there exists Θ n (λ) satisfying (2.10) sup
• (C2) There exists 0 < ζ < 1 such that for all λ ∈ Λ 0 and all θ ∈ Θ n (λ), there exist tests ϕ n (θ) satisfying (2.7) and (2.9), where (2.9) is supposed to hold for any u ≥ M M n ε n,0 for some M > 0.
Corollary 2.1. Assume thatλ n ∈ Λ 0 with probability going to 1 under P n θ 0 and that assumptions (C1)-(C3) are satisfied, then if log N n (Λ 0 ) ≤ c 3 nε 2 n,0 , for some 0 < c 3 < c 2 , there exists M > 0 such that
Corollary 2.1 is proved in a similar way to Theorem 1 of Donnet et al. [9] , apart from the lower bound on the marginal likelihood since here we use the nature of the MMLE which simplifies the computations. The details are presented in Section 5.2. We can refine the condition on tests (C3) by considering slices as in Donnet et al. [9] .
Next we provide a lower bound on the contraction rate of the MMLE empirical Bayes posterior distribution. For this we have to introduce some further assumptions. First of all we extend assumption (2.5) to the set Λ 0 . Assume that for all λ ∈ Λ 0 and some ρ n tending to zero we have
Theorem 2.2. Assume that conditions (A1)-(C3) and furthermore assumptions (2.11) hold. In case log N n (Λ 0 ) = o(nε 2 n,0 ) and Λ n = Λ we get that
The lower bound is proved using the same argument as the one used to bound E n θ 0 Π(Θ c n |λ n , x n ) , see Section 5.1 and 5.2, where { θ − θ 0 ≤ ρ n ε n,0 } plays the same role as Θ c n . Theorem 2.1 describes the asymptotic behaviour of the MMLEλ n , via the oracle set Λ 0 , in other words it minimizes ε n (λ, K) (note that K does not modify the rate, at least in the different examples we have considered).
The use of the Banach norm is particularly adapted to the case of priors on parameters θ = (θ i ) i∈N ∈ ℓ 2 , where the θ ′ i s are assumed independent. This type of priors is studied in Section 3.
3. Application to sequence parameters. In this section we apply Theorem 2.1 and Corollary 2.1 to the case of priors on (Θ, · ) = (ℓ 2 , · 2 ) of the following three types:
(T1) Sieve prior : The hyperparameter of interest is λ = k the truncation:
We assume that there exists s 0 > 0 and p * ≥ 1 such that e s 0 |x| p * g(x)dx = a < +∞. (T2) Scale parameter of a Gaussian process prior: let τ j = τ j −α−1/2 and λ = τ with
(T3) Rate parameter : same prior as above but this time λ = α. In the hierarchical setup with a prior on k, Type (T1) prior has been studied by Arbel et al. [1] , Shen and Ghosal [27] for generic models, by Rivoirard and Rousseau [25] for density estimation, by Babenko and Belitser [2] for Gaussian white noise model and by Ray [23] for inverse problems. Type (T2) and (T3) priors have been studied with fixed hyperparameters by Castillo [6] , Cox [8] , Knapik et al. [17] , van der Vaart and van Zanten [32] , Zhao [35] or using a prior on λ = τ and λ = α in Belitser and Ghosal [4] , Knapik et al. [18] , Lian [21] , Szabo et al. [28] . In the white noise model, using the explicit expressions of the marginal likelihoods and the posterior distributions, Knapik et al. [18] , Szabo et al. [28] have derived posterior concentration rates and described quite precisely the behaviours of the MMLE using type (T3) and (T2) priors, respectively.
In the following, Π(·|k) denotes a prior in the form (T1), while Π(·|τ, α) denotes either (T2) or (T3).
Deriving ε n (λ, K) for priors (T1) -(T3) .
It appears from Theorem 2.1 that a key quantity to describe the behaviour of the MMLE is ε n (λ, K) defined by (2.1). In the following Lemmas we describe ε n (λ, K) for any K > 0 under the three types of priors above for true parameters θ 0 belonging to either hyper-rectangles
Lemma 3.1. Consider priors of type (T1), with g positive and continuous on R and let θ 0 ∈ ℓ 2 , then for all K > 0 fixed and if k ∈ {2, · · · , εn/ log n}, with ε > 0 a small enough constant
and there exists
is also a lower bound.
The proof of Lemma 3.1 is postponed to Appendix A.1. We note that it is enough in the above Lemma to assume that g is positive and continuous over the set {|x| ≤ M } with M > 2 θ 0 ∞ .
Priors of type (T2) and (T3) are Gaussian Process priors, thus following van der Vaart and van Zanten [32] , let
where H α,τ is the RKHS associated to the Gaussian Process prior, which in the case of priors (T2) and (T3) is given by
We also have that
see for instance Theorem 4 of [19] . This leads to the following two lemmas.
Lemma 3.2. In the case of Type (T2) and (T3) priors, with
The constants depend possibly on K but neither on n, τ or α.
•
where the term log(nτ 2 ) can be eliminated in the case where θ 0 ∈ S β (L).
Lemma 3.3. In the case of prior type (T2) (with λ = τ ):
and for all
and there exists θ 0 ∈ H ∞ (β, L) for which the upper bound (3.9) is also a lower bound.
In the case of prior type (T3) (with λ = α),
Finally we show that for the scaling prior (T2) in the case α + 1/2 < β, where the rate ε n,0 ≍ n −(2α+1)/(4(α+1)) is sub-optimal, the second part of condition (2.11) holds.
The proof is given in Appendix A.4. In the three types of examples studied in this paper (white noise, regression and density models), Lemma 3.4 will imply that for all θ 0 = 0 with α + 1/2 < β, the type (T2) prior leads to suboptimal posterior concentration rates.
An important tool to derive posterior concentration rates in the case of empirical Bayes procedures is the construction of the change of measure ψ λ,λ ′ . We present in the following section how these changes of measures can be constructed in the context of priors (T1)-(T3).
Change of measure .
In the case of prior (T1), there is no need to construct ψ λ,λ ′ due to the discrete nature of the hyperparameter λ = k the truncation threshold.
In the case of prior (
Similarly, in the case of Type (T3) prior,
This will turn out to be usefull in the sequel. In the following sections, we prove that in the white noise, regression and density models the MMLE empirical Bayes posterior concentration rate is bounded from above by M n ε n,0 and from below by ρ n ε n,0 , where ε n,0 is given in Lemma 3.3 under priors (T1)-(T3) and ρ n was defined in (2.11).
3.3. Application to the white noise model. As a first application of our results we consider the Gaussian white noise model, more precisely the sequential representation of the model. Let us assume that we observe an infinite sequence x n = (x 1 , x 2 , ...) of noisy observations given by
where θ 0 = (θ 0,1 , θ 0,2 , ...) ∈ ℓ 2 is the unknown infinite dimensional parameter of interest and Z i are iid standard normal random variables. This idealized model is often used as a starting point for the investigation of more complex nonparametric problems, see for instance Donoho [10] , Tsybakov [31] and further references therein. First as a consequence of Theorem 2.1, Corollary 2.1, and Lemma 3.1 we get that the MMLE empirical Bayes method for the truncation prior (T1) achieves adaptive contraction rate (up to a log n factor) over the collection of hyper-rectangles and Sobolev balls.
Then for any M n tending to infinity and any positive constant K we have that the MMLE estimatork n ∈ Λ 0 = {k : ε n (k, K) ≤ M n ε n,0 (K)} and for all 0 < β 1 ≤ β 2 we have that
Next we consider the priors (T2) and (T3). Again as a consequence of Theorem 2.1, Corollary 2.1, and Lemma 3.3 we can show that the MMLE empirical Bayes method for the rescaled (T2) and regularity (T3) Gaussian priors achieve the contraction rates derived in Szabo et al. [28] and Knapik et al. [18] , respectively. In Szabo et al. [28] it was shown that the MMLE empirical Bayes method for the prior (T2) is optimal only in a limited range of regularity classes H ∞ (β, L) satisfying β < α + 1/2, else the posterior achieves a sub-optimal contraction rate n −(2α+1)/(4α+4) . However, by taking the MMLE of the regularity hyper-parameter α as in prior (T3), the posterior achieves the minimax contraction rate n −β/(1+2β) , improving on the rate derived by Knapik et al. [18] , where an extra log n factor was present.
for some β > 0 and consider type (T2) and (T3) priors with α > 0. Furthermore take Λ(τ ) = [n −1/(4α) , n α/2 ] and Λ(α) = (0, log n], respectively. Thenλ n ∈ Λ 0 with P n θ 0 -probability tending to 1 and for any M n going to infinity:
• For the multiplicative scaling prior (T2)
-If β > α + 1/2, the posterior concentration rate is bounded from above by
and for ρ n = o(M −1 n ) tending to zero and θ 0 2 ≥ c (for some positive constant c) it is bounded from below by
-If β < α + 1/2, the posterior concentration rate is bounded by
with an extra log n term if β = α + 1/2 and θ 0 ∈ H ∞ (β, L).
• For the regularity prior (T3) the posterior contraction rate is also
Application to the nonparametric regression model.
In this section we show that our results apply to the nonparametric regression model as well. We consider the fixed design regression problem, where we assume that the observations x n = (x 1 , x 2 , ..., x n ) satisfy
where Z i are standard Gaussian random variables and t i = i/n.
Let us denote by θ 0 = (θ 0,1 , θ 0,2 , ..) the Fourier coefficients of the regression function f 0 ∈ L 2 (M ):
so that (e j (.)) j is the Fourier basis. We note that following from Lemma 1.7 in [31] and Parseval's inequality we have that
where f 0 n denotes the L 2 -metric associated to the empirical norm.
First we deal with the random truncation prior (T1) and show that Theorem 2.1 and Corollary 2.1 can be applied, which combined with Lemma 3.1 gives us that the empirical Bayes posterior distribution is rate adaptive up to a log n factor.
and consider a type (T1) prior. Let Λ = {2, · · · , k n } with k n = εn/ log n for some positive constant ε. Then, for any M n going to infinity and K > 0, ifk n is the MMLE over Λ, with probability going to 1 under
Next we consider the priors (T2) and (T3). Similarly to the Gaussian white noise model we can show that the empirical Bayes posterior distribution achieves the optimal minimax contraction rate in the case of prior (T3), while for the prior (T2) we get optimal contraction rate for β < α + 1/2 and sub-optimal rate for α + 1/2 ≥ β. 
3.5.
Application to the density model. In this Section we consider the density model on [0, 1], i.e. the observations x n = (x 1 , · · · , x n ) are independent and identically distributed from a distribution with density f with respect to Lebesgue measure. To construct a prior on the set of densities F = {f : [0, 1] → R + ; 1 0 f (x)dx = 1}, we parameterize the densities as (3.14)
where (ϕ j ) j∈N forms an orthonormal basis with ϕ 0 = 1 and θ = (θ j ) j∈N ∈ ℓ 2 . Hence (3.14) can be seen either as a log -linear model or as an infinite dimensional exponential family, see for instance Verdinelli and Wasserman [33] , van der Vaart and van Zanten [32] , Rivoirard and Rousseau [24] , Rivoirard and Rousseau [25] and Arbel et al. [1] . We assume that the true density has the form f 0 = f θ 0 for some θ 0 ∈ ℓ 2 and throughout the Section we will assume that f 0 verifies log f 0 ∞ < +∞ and that θ 0 ∈ S β (L) for some L > 0. We study the empirical Bayes MMLE based on priors of type (T1), (T2) and (T3) in this model. We consider the usual metric in the context of density estimation, namely the Hellinger
Proposition 3.5. Assume that θ 0 ∈ S β (L) with β > 1/2 and consider a type (T1) prior with τ j = τ 0 for all j. Let Λ = {2, · · · , k n } with k n = k 0 n/(log n) 3 . Then, for any M n going to infinity and K > 0, if k n is the MMLE over Λ, with probability going to 1 under
We now apply Theorem 2.1 and Corollary 2.1 to priors (T2) and (T3) and derive similar concentration rates as in the case of the white noise and regression models. Letτ
Proposition 3.6. Assume that θ 0 ∈ S β (L) with β > 1/2 and consider a type (T2) prior with α > 1/2 and Λ = (τ n ,τ n ). Thenλ n ∈ Λ 0 with probability going to 1 under P n θ 0 and the same conclusions as in Proposition 3.2 hold.
Note that the restriction to τ > n −1/(4α) is not sharp and that we could have defined τ n = (log n) 4α/(2α−1) n −(4α 2 +4α−1)/(4(2α−1)(α+1)) , without changing the results.
Proposition 3.7. Assume that θ 0 ∈ S β (L) with β > 1/2 and consider a type (T3) prior with α > 1/2 and Λ = [1/2 + 1/n 1/4 ,λ n ], withλ n = log n/(16 log log n). Thenλ n ∈ Λ 0 with probability going to 1 under P n θ 0 and for any M n going to infinity the MMLE empirical Bayes posterior achieves the minimax contraction rate
4. Possible extensions. In this section we describe some possible extensions of our results.
First we note that since our conditions are of the same type as the standard assumption introduced in [12] we believe that the contraction rate results derived in our work holds in the hierarchical Bayes model as well for relatively large families of hyper-priors. The connection between MMLE empirical Bayes methods and hierarchical Bayes methods for (T2) and (T3) priors in the Gaussian white noise model were investigated in [18, 28] , respectively. The derived techniques could be adapted to the investigated more general framework.
Our results hold in direct problems, however we think that generalization to the inverse setting could also be possible, using techniques derived for instance in [16] .
The frequentist analysis of Bayesian uncertainty quantification is of key importance both from theoretical and practical perspective. To analyze the theoretical properties of the hierarchical or MMLE empirical Bayes credible sets usually one has to compare the bias and variance terms of the procedures, which requires semi-explicit computations. However, our results can still be useful by determining the set of plausible hyper-parameters. This is a crucial step in determining the coverage of credible sets coming from an adaptive Bayesian procedures, see for instance [29, 30] .
Finally, our results concern Banach spaces (Θ, · ), where the Banach structure drives the behaviour of the prior distribution. Obviously other geometries could be considered, in which case the Banach norm · in the definition of ε n (λ, K), see (2.1), would need to be replaced by some other (pseudo)-metric , say ℓ(., .) . Then similar results would be obtained with ℓ(θ 0 , θ) replacing θ − θ 0 in the assumptions (A1) and (A2).
Proofs .

Proof of Theorem 2.1.
Without loss of generality we can assume that Λ n = ∅, since else Λ 0 = Λ and our statement holds trivially. Following from the definition ofλ n given in (1.1) we have that m(x n |λ) ≤ m(x n |λ n ) for all λ ∈ Λ.
Therefore to prove our statement it is sufficient to show that with P n θ 0 -probability tending to one we have
where λ 0 is some hyperparameter belonging to Λ 0 (possibly dependent on n). For notational convenience we omit K from the variables ε n (λ, K) and ε n,0 (K), since it does not play any particular role in the proof.
We proceed in two steps. First we show that there exists a constant C > 0 such that with P n θ 0 -probability tending to one we have
Then we finish the proof by showing that there exists a sequence w ′ n going to infinity such that
We prove the first inequality (5.1) using the standard technique for lower bounds of the likelihood ratio (e.g. Lemma 10 of [13] ). We have from the assumption (B1) and the definition of ε n (λ) given in (2.2) that with P n θ 0 -probability tending to one the following inequality holds
for some large enough constant C coming from (2.2). We now prove (5.2). Split Λ c 0 into balls of size u n /2 and choose for each ball a point in Λ c 0 , we denote (λ i )
these points. Consider the set Θ n (λ i ) defined in (2.6) and divide it into sieves
We have following from assumption (2.9) that for all j ≥ K
and constructing a net of S (i) n,j with radius ζjε n (λ i )c(λ i ) we have following from assumption (2.7) that there exist tests ϕ
n,j |λ i ).
(5.4)
Let us take the test ϕ n,i = max j ϕ (i) n,j and choose a sequence w ′ n = o(M 2 n ∧w 2 n ) going to infinity. Furthermore for convenience let us introduce the notation B n (λ) = Θ n (λ) ∩ {θ : θ − θ 0 ≤ Kε n (λ)}. Then using the chaining argument, Markov's inequality, Fubini's theorem and (2.7) we get that
Next we deal with each term on the right hand side of (5.5) separately and show that all of them tend to zero. One can easily see that since λ i ∈ Λ c 0 and following the definition of c(λ i ) defined below (2.8), we have that
For the second term we have following from assumption (2.5), the definitions of ε n (λ) and the set Λ 0 given in (2.2) and (2.3), respectively, that
where the constant c > 0 comes from the definition of ε n (λ). Next following from (5.4) we have that
Finally we have following assumption (2.6) that the fourth term on the right hand side of (5.5) can be bounded above by
Proof of Corollary 2.1 .
The proof of Corollary 2.1, follows the same lines as in Donnet et al. [9] , with the adding remark that m(x n |λ n ) ≥ m(x n |λ), ∀λ ∈ Λ so that no uniform lower bound in the form inf λ m(x n |λ) is required. We have
We construct ϕ n = max λ i max j max l ϕ (i) n (θ j,l ), with (λ i ) i≤Nn(Λ 0 ) a net of Λ 0 with radius u n and for all j ≥ M M n , (θ j,l ) l≤N n,j a ζjε n (λ i ) net ofS n,j = {θ, jε n,0 ≤ d(θ, θ 0 ) ≤ (j + 1)ε n,0 } ∩ Θ n (λ i ). By assumption (C2), log N n,j ≤ c 1 n(j + 1) 2 ε 2 n /2 and log N n (Λ 0 ) ≤ c 2 nε 2 n,0 . Then we have for any c 2 > 0
The first term tends to zero following from Theorem 2.1. Furthermore by construction
following from (5.1). The control of the last term of (5.6) follows from the proof of Theorem 1 of Donnet et al. [9] .
Proof of Proposition 3.1.
It is sufficient to prove that all conditions of Corollary 2.1 hold. Since there are only finite many truncation parameters (|Λ| = o(n)) there is no need to introduce a change of measures ψ k,k ′ , one can simply take q θ k,n = p n θ . For all k ≤ εn/ log n, with ε > 0 fixed but arbitrarily small, define Θ n (k) = {θ ∈ R k ; max j |θ j | ≤ (M 2 n nε 2 n,0 ) 1/p * }, so that the exponential moment condition on g implies that
and condition (2.6) holds. Condition (2.5) holds trivially, while conditions (2.7) − (2.9), (B1) and (C1)-(C3) follow from Arbel et al. [1] , with d(θ, θ 0 ) = θ − θ 0 2 and any K > 0. Thus (2.8) is also satisfied. Since N n (Λ) = o(n) and nε 2 n,0 ≥ m 2 0 log n, log N n (Λ) ≤ m −2 0 nε 2 n,0 ), where the constant m 0 can be chosen arbitrary large.
Proof of Proposition 3.2.
In the proof we verify that all the conditions of Corollary 2.1 hold. Then the proposition follows immediately from the combination of Theorem 2.1, Corollary 2.1, and Lemma 3.3.
As a first step we take u n n −3 / log n for λ = α and u n n −(3+2α) / log n for λ = τ . Since nε 2 n,0 ≥ m 2 0 log n and N n (Λ) ≤ n H for some H > 0, log N n (Λ) ≤ (H/m 2 0 )nε 2 n,0 , where the constant m 0 can be chosen arbitrary large. Furthermore condition (B1) follows from Lemma 6 of [13] with M 2 = √ 2. Then conditions (A2) and (C2) follow from the combination of Lemma B.1 and Lemma C.2 with c 1 = 1/2, ζ = 1/2, c(λ) = 6, K ≥ 6 (the lower bound on K is not sharp) and d(θ 1 , θ 2 ) = θ 1 − θ 2 2 . The proof of condition (2.5) and the first part of (2.11) are given in Lemma C.1, since nε 2 n (λ) → ∞. Finally we note that conditions (2.6) and (C1) also hold following from Lemma B.2, the latter with c 2 = 1/2, since w n ε n,0 = o(ε n (λ)) for all λ ∈ Λ c 0 . Finally condition (C3) is verified in (C.6).
The lower bound in the case α ≤ β + 1/2 is a direct consequence of Theorem 2.2 and Lemma 3.4.
Proof of Proposition 3.3.
The proof follows the same line of reasoning as the proof of Proposition 3.1: there is no need to introduce a change of measures and we consider the same Θ n (k). Similarly to the proof of Proposition 3.1 we have that log N (k) ≤ m −2 0 nε 2 n,0 , where m 0 can be chosen sufficiently large. From [1] we have that
so that (B1) holds. Then conditions (A2), (C1) − (C3) follow from [13] with d n (f θ , f θ 0 ) = f θ − f θ 0 n the empirical L 2 -distance, which is also equal to the ℓ 2 norm θ − θ 0 2 = f θ − f θ 0 2 (from Parseval inequality).
Proof of Proposition 3.4.
The proof goes similarly to the proof of Proposition 3.2, i.e. we verify that all the conditions of Corollary 2.1 hold. Then the Proposition follows immediately from the combination of Theorem 2.1, Corollary 2.1, and Lemma 3.3.
Take again u n n −3 / log n for λ = α and u n n −(3+2α) / log n for λ = τ , hence log N n (Λ) ≤ (H/m 2 0 )nε 2 n,0 , as in Section 5.4, while condition (B1) follows from Proposition 1 of [1] . The proof of conditions (2.9), (2.7), (2.5) and the first part of (2. Since K does not modify the rate of ε n (k, K) we denote it by ε n (k) throughout the proof.
In the case of prior (T1), there is no need to consider a change of measure since Λ is finite, so that N n (Λ) = o(n). Then similarly to the proof of Proposition 3.1 we have that log N n (Λ) ≤ m −2 0 nε 2 n,0 , for arbitrary large m 0 . We first prove (B1), or more precisely the variation of (B1) given in Remark 2.2. Choose k 0 ∈ Λ 0 which verifies
if M is large enough. Moreover, using Lemma E.1, for all M > 0,
and (B1) is verified. We now verify assumption (A1). We have q θ k,n = f n θ for all θ ∈ R k , thus (2.5) is obvious and (2.6) follows from Rivoirard and Rousseau [25] , (verification of condition A), with
for some R 0 > 0 large enough. Similarly the tests in (A2) are the Hellinger tests as in Ghosal et al. [12] so that (2.7) is satisfied We now study the change of distance condition of the version (A2bis) of condition (A2). Define B n,j (k) = {θ ∈ Θ n (k); θ − θ 0 2 ∈ (jε n (k), (j + 1)ε n (k))} for j ≥ K and let θ ∈ B n,j (k). Since θ 0 2 < +∞,
Using Lemma E.1 in the Appendix, we obtain that
So that c(k, j) = e −c 1 (j 0 +1) j. Moreover using Rivoirard and Rousseau [25] ,
Hence, for n large enough we have for k ∈ Λ c 0 (5.7)
as soon as w n = o(M n ). Now consider j > j 0 ( √ kε n (k)) −1 and let θ ∈ B n,j (k), from equation (16) in the proof of Lemma 3.1 of Rivoirard and Rousseau [25] ,
when n is large enough and we can choose c(k, j) = 1. For all θ, θ ′ ∈ B n,j (k), using equation (8) of Rivoirard and Rousseau [25] (5.8)
, n large enough.
Combining (5.9) with
n,0 , and
when w 2 n = o(n (β−1/2−δ)/(2β+1) ) with 0 < δ < β − 1/2. We now consider j 0 /(
. By choosing j 0 large enough, we thus have that for k 0 fixed and all
We also have that (5.11)
Combining (5.7), (5.10) and (5.11), we finally prove (A2bis). We now verify conditions (C1)-(C3) to obtain the posterior concentration rate. We already know from Lemma 3.1 that ε n,0 (n/ log n) −β/(2β+1) where the constant depends only on L, β 1 , β 2 if θ 0 ∈ S β (L) . Since we do not need the change of measures ψ λ,λ ′ , (C1) and (C2) are proved in Rivoirard and Rousseau [25] . This terminates the proof of Proposition 3.5.
Proof of Proposition 3.6.
To prove Proposition 3.6 we need to verify that (A1)-(A2) and (B1) are satisfied, together with (C1)-(C3).
ε n (τ 0 ) and using Lemmas 3.2 and 3.3 if β ≤ α + 1/2,
Similarly if β > α + 1/2,
+α ,
So that for n large enough,
and using the same computations as in the verification of (B1) in Section 5.7 we obtain
We now verify (A1), (A2), (C1)-(C3). Consider the change of measure defined in (3.11). Then
For all θ ∈ Θ n (τ ),
and Q τ θ (X n ) ≤ 2 for n large enough, and condition (2.5) in (A1) is satisfied with τ i = τ n (1+u n ) i the smallest point in the i+1th bin [τ n (1+u n ) i , τ n (1+ u n ) i+1 ] onΘ n (τ ). Using (5.14), we also have that
, and condition (2.6) is verified.
Similarly to the case of prior (T1) the tests in condition (A2) are the Hellinger tests as in Ghosal et al. [12] so that (2.7) is satisfied using (5.14).
We now verify (2.8). Recall that for all
n,0 and M ≥ 2 θ 0 1 . From (5.13) and Lemma E.2
and ε n,0 ≤ n −(2α+1)/(4α+4) if β > α + 1/2 and else ε n,0 ≤ n −β/(2β+1) . This implies that for all τ ∈ Λ (5.16)
which combined with θ−θ 0 2 > M K −1/2 n , leads to θ−θ 0 2 > (log n) 2 ε n (τ ). Theorem 5.1 of Wong and Shen [34] 
Similarly to prior (T1), this implies that condition (2.9) is also verified, using Lemma B.1. Conditions (C1)-(C3) are direct consequences of the change of measure (3.11) which in turns implies (5.14), combined with the definition of Θ n (τ ) so that (C1) and (C2) hold.
Finally N n (Λ) is at most polynomial in n so that log N n (Λ) m and the lower bound in the case α ≤ β + 1/2 follows from Theorem 2.2 and Lemma 3.4. This terminates the proof of 3.6.
Proof of Proposition 3.7.
As in the proof of Propositions 3.6, Let α 0 replacing τ 0 in the verification of (B1) in Section 5.8. Equation (E.4) in Lemma E.2, with
and
As in the case of type (T2) prior,
for some constant M 2 > 0.
To study conditions (A1), (A2) and (C1)-(C3), recall that the change of variable ψ α,α ′ (θ) is defined by (3.12) so that when α ′ ≥ α
Let α ∈ Λ c 0 and define
For all θ ∈ Θ n (α),
so that (2.5) is verified on { θ − θ 0 2 ≤ Kε n (α)} ∩ Θ n (α) as soon as u n ≤ an −3/2 ε n (α) −1 , ∀a > 0 when n is large enough. To prove (2.6), we decompose
We use Lemma E.2 with α ≥ 1/2 + n −1/4 , so that
and from Lemma 3.2, E( θ 1 |α) √ nε n (α). Also, for all j ≥ J 1 with J 1 fixed and large enough,
for some c 0 > 0 independent of α. On Θ n,j define u n,j = u n /(j log j) and construct a covering of [α, α + u n ] with balls of radius u n,j , the number of such balls is of order N j = O(j log j). Then since
we have that for all θ ∈ B n,j (where B n,j was defined in (A2 bis))
if a is chosen small enough in the definition on u n and
and, since by choosing
which implies (2.6).
Similarly to the case of prior (T2), we verify (A2). The tests are the same as in Section 5.8, since q θ α,n f n θ if u n ≤ an −3/2 ε n (α) −1 and the argument follows the same line, with ε n (α) replacing ε n (τ ) andΘ n (α) replacingΘ n (τ ) although the definitions remain the same. Equation (5.16) is satisfied for all α ∈ (1/2, log n/(16 log log n)] so that condition (A2) is verified.
The verification of (C1)-(C3) follows the same lines as in the case of prior (T2) using the fact that if θ 1 ≤ M , and if u n ≤ n −3/2 ε n,0 M n /(M ϕ ∞ ), for all θ ∈ Θ n (α) and
The control over Θ n (α) c is done as before by splitting it into the subsets Θ n,j . Finally similarly to the preceding sections log N n (Λ) ≤ c 2 nε 2 n,0 for arbitrarily small c 2 > 0. 
with B k (δ) = {x; min i≤k |x − θ 0i | ≤ δ}. The Sterling formula implies that both the lower and upper bounds have the form exp k log(Cδ/ √ k) and since δ = o(1) this is equivalent to exp k log(δ/ √ k)(1 + o (1)) . We thus have
In other words δ n > 0 and
which in turns implies that Let us distinguish three cases β > α + 1/2, β < α + 1/2 and β = α + 1/2, and note that the following computations hold both for the truncated and non-truncated versions of the priors (T2) and (T3).
In the case β > α + 1/2 and if
If β = α + 1/2, the same result holds for θ 0 ∈ S β (L), but it becomes
. These lead to (3.5) and (3.6).
Furthermore for every
Hence if θ 0 2 > 2ε n (λ, K) for a(α, β) defined in Lemma 3.2,
and for all τ 2 n lower bounded by a positive constant the above inequality remains valid when θ 0 2 ≤ 2ε n (λ, K).
A.3. Proof of Lemma 3.3. The proof is based on minimizing the upper bounds obtained in Lemmas 3.1 and 3.2.
• First consider λ = τ . When β > α+1/2, note that for all τ ≥ n −1/(4(α+1)
which is minimized at τ ≍ n −1/(4(α+1) so that (3.7) is verified. Following from (3.5) the lower bound is obtained with every θ 0 2 ≥ c > 0, for any arbitrary positive constant c. Indeed in this case, we have
which implies that the lower bound is the same as the upper bound (3.7). When β < α + 1/2, for all τ ≥ n −(β−α)/(2β+1) , then
which is minimized at τ ≍ n −(β−α)/(2β+1) leading to the upper bound (3.8).
The upper bound is obtained choosing for instance θ 0,i = √ Li −β−1/2 for all i ≤ K n , for some sequence K n going to infinity, so that
. This leads to ε n (τ ) ≥ (nτ 2 ) −β/(2α+1) , with an extra log n term in the case α + 1/2 = β and θ 0 ∈ H ∞ (β, L) so that the lower bound is of the same order as the upper bound (3.6) which in terms implies that the lower bound is the same as the upper bound (3.8).
We now consider the case λ = α, then we have a generic upper bound for ε n (α) in the form n −(α∧β)/(2α+1) following from (3.5) and θ 0 ∈ H ∞ (β, L) ∪ S β (L) while the lower bound is n −α/(2α+1) . We thus have ε n,0 (K) n −β/(2β+1) for all θ 0 ∈ H ∞ (β, L) ∪ S β (L) and the constant depends only on β and L.
A.4. Proof of Lemma 3.4. First of all note that Λ = Λ n follows automatically from Lemma A.3.
Then for every τ ∈ Λ 0
following from Lemma A.3 the right hand side is of the preceding display is of higher order than nε 2 n,0 (K).
APPENDIX B: SOME TECHNICAL LEMMAS FOR PRIORS (T2) AND (T3)
Lemma B.1. For every α > 0 and τ > 0 , define the sets
and where B 1 ⊂ R n denotes the unit ball on the Hilbert space (R n , · 2 ). Then
Proof. We follow the lines of the proof of Theorem 2.1 of [32] . Define γ n such that
where Φ(x) denotes the distribution function of the standard normal random variable and ϕ θ 0 ,α,τ and ϕ 0,α,τ are the concentration functions given in (3.2) centered around θ 0 and 0, respectively. Then we can see that γ n ≥ −M n /2 and therefore by Borell's inequality we have that
Then take a (cK/3)ε n -separated h 1 , h 2 , ..., h N points contained in M n H 1 for the · 2 norm, so the h i + (cK/6)ε n -balls are separated. Then similarly to [32] (with C = (6/c) 1/α and ϕ 0,α,τ (cKε n /6) ≤ (6/c) 1/α nε 2 n ) we get that
This leads to the inequality
We note that following from the tail bound on the Gaussian distribution function Φ(−x) ≤ e −x 2 /2 /( √ 2πx) ≤ e −x 2 /2 we have that
Lemma B.2. For u n n −3 / log n if λ = α, and u n n −(3+2α) if λ = τ we have that
where ε n = ε(τ, n) or ε n (α, n).
Proof. Let us divide the domain into two parts θ 2 ≤ 2 4 (6/c) 1/α nε 2 n and θ 2 2 ≥ 2 4 (6/c) 1/α nε 2 n , and apply the upper bounds (C.2) and (D.4), in the case of the Gaussian white noise model and nonparametric regression, respectively. Then with elementary algebra we get that Since Z 2 ≤ 1 + Z 2 2 , using the Laplace transform of Z 2 2 , we obtain
Lemma C.2. For u n n −2 and any θ ∈ Θ n (α, τ ), defined in (B.1), there exist tests ϕ n (θ) such that
Proof. We show that the test [13] satisfies the second inequality in (C.3) (the first follows immediately from Lemma 5 of [13] ). For simplicity we use the notation λ for the hyper-parameters.
We deal with the two terms on the right hand side separately. To show that the first term is bounded above by constant times exp{−nε 2 n } it is sufficient to show that i (
bounded from above by a constant, since then one can simple apply Lemma 5 of [13] . For x n 2 ≤ n we get by using Cauchy-Schwarz inequality, triangle inequality and (B.5) that
Since for |λ − λ ′ | ≤ u n and θ ′ ∈ Θ n (λ) we have ψ λ,λ ′ (θ ′ ) 2 θ ′ 2 √ nε n = o(n) and
the right hand side of (C.5) for u n n −2 is bounded from above by a multiple of 6n 2+un u n 1.
It remained to deal with the second term on the right hand side of (C.4). Following from θ ′ 2 2 nε n (λ) 2 for θ ′ ∈ Θ n (λ) we have that ψ λ,λ ′ (θ ′ ) 2 √ nε n = o(n). Hence by triangle inequality and Inglot and Ledwina [14] we ψ λ,λ ′ (θ j )e j (t i ).
For instance in case of λ = α this is ψ α,i = n j=1 j −sign(θ 0,j e j (t i ))un θ 0,j e j (t i ), ψ α,i (θ i ) = n j=1 j sign(θ 0,j e j (t i ))un θ 0,j e j (t i ), while for λ = τ ψ τ,i = e −sign( n j=1 θ 0,j e j (t i ))un n j=1 θ 0,j e j (t i ), ψ τ,i = e sign( n j=1 θ 0,j e j (t i ))un n j=1 θ 0,j e j (t i ).
Then one can easily obtain (using Cauchy-Schwarz inequality) that both in the case of λ = α and λ = τ we have
θ j e j (t i ) ≤ 2u n n un log n n j=1
|θ j e j (t i )| (D.2) ≤ 2M θ 2 u n n un+1/2 log n.
Writing out the definition of Q θ λ,n :
We deal with the one dimensional integrals separately where the last inequality follows from (D.2). Note that for θ 0 ∈ ℓ 2 (M ) and θ ∈ R n satisfying θ − θ 0 2 ≤ ε n we have
Therefore the right hand side of (D.3) is bounded from above by 1 + 2M θ 2 u n n un+1/2 log n n ≤ e 2M θ 2 unn un+3/2 log n ≤ e. (D.4) Lemma D.2. In the nonparametric regression model for u n n −2 / log n and θ ∈ Θ n (α, τ ), defined in (B.1), there exist tests ϕ n (θ) such that E n θ 0 ϕ n (θ) ≤ e Proof. From Proposition 5 of [5] we have that the test 1l We deal with the two terms on the right hand side separately. First we examine the first term. It is enough to show that the multiplicative term 
The right hand side of the preceding display following from (D.2) and x n 2 ≤ n is bounded from above by 2M 2 θ 2 u n n un+1 log n(2n + M nε n + CM nε n ) ≤ KM 4 u n n un+2 log n = O(1).
(D.8)
Therefore it remained to deal with the second term on the right hand side of (D.7). Since θ ′ 2 √ nε n (following from θ ′ ∈ Θ n (λ)) we have that sup |λ−λ ′ |≤un ψ λ,λ ′ (θ ′ ) ≤ n un θ ′ 2 n un+1/2 ε n = o(n). Therefore similarly to (C.7) we have that 
