Physical similarity and mathematical equivalence of continuous diffusion and particle random walk form one of the cornerstones of modern physics and the theory of stochastic processes. In many applied models used in simulation of turbulent transport and turbulent combustion, mixing between particles is used to reflect the influence of the continuous diffusion terms in the transport equations. We show that the continuous scalar transport and diffusion can be accurately specified by means of mixing between randomly walking Lagrangian particles with scalar properties and assess errors associated with this scheme. This gives an alternative formulation for the stochastic process which is selected to represent the continuous diffusion. This paper focuses on statistical errors and deals with relatively simple cases, where one-particle distributions are sufficient for a complete description of the problem.
Introduction
There is a fundamental physical link between the random walk of discrete particles and the continuous process of diffusion. In physics, this link, which stems from pioneering works of Einstein [1] , Smoluchowski [2] , Fokker [3] and Planck [4] , is mostly seen as different ways of describing the same physical process. The physical process of diffusion can be treated as random motions of distinct particles or as the evolution of the average concentration of particles satisfying the continuous diffusion equation. In mathematics, this link is understood as principal equivalence between a diffusion Markov process governed by the Kolmogorov forward equation [5] 
which is essentially the same as the Fokker-Planck equation, and the Ito stochastic differential equations [6] that are conventionally written in the form
The summation convention over repeated indices is implied by default. The subscript p denotes different independent trajectories which we still can call 'particles', superscripts i and j run over all coordinates, dw j p represent stochastically independent increments of the Wiener processes, F is any of the distribution functions discussed below, A i is the drift coefficient and 2B kl = b ki b li is the diffusion coefficient (tensor). Both the transitional probabilities P(x, t|x
• , t • ) and the probability density function (PDF) of particle location P (x; t) = P(x, t|x
satisfy equation (1) , while the PDF P(x; t) satisfies the initial conditions P (x; t) = P 0 (x), at t = 0.
The Markov property of this process is expressed by
Assuming that N 0 particles p = 1, . . . , N 0 are used in simulations, the average number of particles found within any volume V is proportional to the PDF of finding a single particle within this volume
This equation defines the link between continuous PDF governed by equation (1) and the discrete trajectories generated by equation (2) . The particles committing random walk are treated as elementary particles that, generally, do not need to possess any properties in addition to being a volumeless particle and having a location (molecules posses momentums but not scalar properties). Measurable quantities are related to groups of particles and expressed in terms of the particle concentrations or particle numbers. In fluid mechanics, particles of a different nature-the fluid particles-are conventionally used in various applications. Although fluid particles are still small and essentially volumeless, these particles are macroscopic enough to have measurable properties assigned to a single particle; for example, concentrations of scalars or reaction rates. Conventional Lagrangian fluid particles move with the flow but Lagrangian diffusing particles introduced in [7] are also repeatedly used in applications. Positions of diffusing particles are subject to random fluctuations simulating molecular diffusion effects [7, 8] . Mixing, which is viewed as exchange of properties between particles, is not defined for elementary particles but is commonly used for fluid particles. Can mixing be used for a more efficient numerical simulation of the diffusion process? In this paper, we follow ideas expressed in [8] and give an answer for this and other related questions, at least in the cases where a complicated analysis can be avoided.
Particles with scalar properties
In various applications, it is often convenient to introduce the concentration of particles by
resulting in
i.e. the PDF of a single particle is proportional to the average concentration of particles, since all particles are equivalent and one particle can be selected from N 0 particles with equal probability to represent the PDF P(x, t). Here, p is the index function: p = 1 if particle p is within the volume V and = N 0 P(x, t) also satisfies the Fokker-Planck equation (1) and the initial conditions S (0) (x, 0) = N 0 P 0 (x). The conventional simulation is based on the following steps: (i) a large number N 0 of identical particles are distributed with the same initial probability P 0 (x) for each particle, (ii) the particle trajectories are advanced forward in time according to (2) , and (iii) the PDF P x = P(x; t) is assessed from equation (5) P(x; t) ≈ N V /(N 0 V ), where V should be sufficiently small but still contain a large number of particles N V . If the initial distribution P 0 changes, the whole procedure has to be repeated. Assuming that we need to calculate dispersion of a large number of scalars
0 (x) at t = 0, but in the same flow (i.e. for the same A i (x, t) and B i j (x, t)), then reevaluating all particle trajectories for each of the scalars does not seem to be efficient from computational perspective. We can distribute particles independently of each other with a certain initial probability P 0 (x) and assign a set of N s properties Z (α) p , which remain constant during the simulation, to each particle p. Each value Z (α) p is determined only by the initial location of each particle
The average value of
is represented by the integral
since the conditional average in the integral, where ·|x
resulting in equation (10) . It is easy to see that S (α) satisfies equation (1) and the initial conditions S
We note that Z 
Assessing stochastic errors
We need to determine the stochastic errors associated with using a finite number of particles in random walk simulations, since advantages of simultaneous evaluations of all scalars can be offset by a large increase in stochastic errors. The ensemble average S (α) is conventionally evaluated using averaging over a selected localized volume V , which still must contain a large number of particles that is, however, much smaller than N 0 . Particles move independently of each other and each particle can be found with probability P V within the volume V and with probability 1 − P V outside the volume V . The distribution of the number of particles N V within the volume V is binomial and, thus, has the variance of
In this section, in order to simplify notations, we consider only a single scalar denoted by Z and consistently omit the index α since the results are trivially applicable to each of the scalars Z (α) . Although each Z p at t = 0 is fully determined by the initial location of each particle, the value of Z at time t > 0 is random, since different particles may arrive from different initial locations. Again, since all particles are equivalent and move independently, values of Z p are stochastically independent of each other and have the same distribution P(Z |V, t)
where P(x • , 0|V, t) is the distribution of initial positions of the particles that are located within the volume V at time t. This distribution is determined by equation
For our purposes we need only two moments, Z V and Z 2 V of the distribution P(Z |V, t) and the corresponding variance z
We assess the stochastic error s 2 associated with approximating C V by S V , where
and the variance of S V is denoted by s 2 that is s ≡ S V − S V . From equation (12) and the definitions of S V and C V , it is clear that S V = C V . Since particles are independent, N V is stochastically independent of Z and we can write
Evaluation of the second moment of S V , which takes into account that particle positions and scalar values are stochastically independent, yields
This equation shows that with the same number of particles, the stochastic error is smallest when particles have the same weights of Z p . This means that the assigning of different weights to the particles allows for simultaneous evaluation of different scalars but at a price of increase in stochastic errors. However, both cases z 2 = 0 and z 2 > 0 converge:
It appears that evaluating the sum S V differently
may be beneficial for the convergence. Note that, unlike in (14) , the value of N V is presumed to be known. The case of N V = 0, whose probability is exponentially small
is consistently replaced by S V = 0 since the average over N V particles is not defined in this case. The evaluation of the first and second moments results in the same average S V and a significantly reduced variance s
Here, we estimate N 
Particles with mixing
The variance of z 2 and the stochastic error tend to grow during the simulations. The variance of z 2 can be kept small by performing mixing between particles. In this section, we still consider a single scalar and omit the index α but the results are applicable to each of the scalars α = 1, . . . , N s . Even if values of Z p and Z q are independent before a mixing event, they become dependent after mixing. The trajectories of particles x p (t) remain independent of each other. Thus, the particles with mixing have to be characterized by the joint distribution P(Z 1 , . . . , Z N 0 ; x 1 , . . . , x N 0 ; t) of the values of Z p and particle positions x p for all particles. For a general mixing scheme, the hypothesis of particle chaos P(Z 1 , . . . , Z N 0 ; x 1 , . . . ,
is not necessarily valid and is satisfied only under special conditions imposed on mixing. Comprehensive treatment of a general mixing case is complicated and cannot be presented within the scope of this paper. We, however, can use the simplest mixing scheme-the continuous version of interactions by exchange with the mean (IEM) [9] -to illustrate the influence of mixing. This scheme involves mixing according to the equation
where τ is the characteristic mixing time. Although this scheme is less practical than other mixing schemes, particles' values of Z p remain independent in this scheme and this allows for closed formulation of the equation for the one-particle PDF P Z = P(Z , x, t)
The first Z and the second z 2 moment equations, where z ≡ Z − Z , are obtained from (22)
where
Without mixing (τ → ∞), the variance of z 2 tends to grow with time. If, however, mixing time τ is small, then the variance, whose steady-state value is given by z 2 = χ τ , is also small and so is the stochastic error s 2 . It should be noted that there is a price to be paid for this reduction of the stochastic error. Practically, Z can be evaluated only by averaging values of Z p over a certain volume V m . Hence, Z in (21) has to be replaced by Z m
and gradients of P x are neglected for simplicity. Here, x 0 represents the center of mass of the 'mixing' volume V m and we expand Z 0 into the Taylor series around this point. The neglected terms are assessed in terms of the size d m of volume V m assuming that the volume is elliptic. Hence, additional diffusion with coefficient of I i j /τ appears in equation (23). This diffusion can be seen as numeric diffusion resulting in a biased evaluation of Z by stochastic particles with mixing. Smaller τ and larger mixing volume correspond to a smaller stochastic error and greater numerical diffusion. The diffusion associated with mixing can, however, be useful when used to simulate scalar transport with different diffusion coefficients.
Interpretations for fluid flows
As discussed in the introduction, Lagrangian particles with scalar properties (both conventional fluid particles and diffusing particles) are conventional objects used in fluid mechanics. In reacting flows, hundreds of species concentrations need to be evaluated (here, the chemical source terms are considered to simplify the presentation). In fluid flows, the diffusion coefficient is typically a scalar, while the drift coefficient is linked to the velocity of fluid U i by equations [10, 11] 
where ρ is fluid density. The density ρ and scalars Y are defined in terms of the
Here, M 0 is the total mass present in the domain. It is easy to see that since C (α) satisfies equation (1) 
the density ρ satisfies the continuity equation
and the scalars Y (α) satisfy the scalar transport equations
In general, any of the scalars C 
Turbulent flows
In direct simulations of turbulent reacting, resolving all smallest scales would require a very large number of particles and, in most cases, this is not possible or practical. In practical applications, the number of particles used in simulations has to be much smaller and the scalar fields are not fully resolved. Under these conditions, which can be referred to as sparse-Lagrangian simulations, the stochastic particles with mixing represent an approximate model. In this case, there are significant advantages in interpreting variations of Z as reflecting subgrid behaviour rather than numerical errors. Sparse-Lagrangian version of the multiple mapping conditioning approach, which can be referred to as MMC-LES, considers the whole LES (large eddy simulation) block as used for creating good MMC reference process that helps to improve quality of mixing simulated by the mixing operator. The limited scope of this paper does not allow for comprehensive treatment of this case but major properties of sparse-Lagrangian models and MMC-LES are discussed in [8, 12] . Recent work [13] on MMC-LES confirmed that this class of models is capable of performing high quality simulations with a very low number of particles.
In Reynolds-averaged modelling of turbulent flows, additional averaging is conventionally performed over realizations of the turbulent velocity field U (x, t) and positions of different particles may become correlated due to correlations between velocity fluctuations in turbulent flows. This means that splitting correlations p q = p q and Z p Z q = Z p Z q used in derivations of (17) and (20) can no longer be used. The particle positions and properties are now correlated but all particles are still treated as identical. Equation for the average value of S V remains the same S V = N V Z V and N V = N 0 P V but the second moments are affected by the correlations. At the limit of N V → ∞, the leading order estimations for the second moment are given by
V is the probability of a selected particle '1' being within volume V conditioned on another selected particle '2' being in the same volume and ·|V 1 , V 2 denotes conditioning on realizations with these particles being within the volume V . Equations (30) and (31) correspond to S V defined by (14) and (18), respectively. The second moments are fully determined by two-particle distribution function P(Z 1 , Z 2 , x 1 , x 2 ; t). If particle positions do not correlate, then P 
where we use the two-particle probabilities P 2 = P(x 1 , x 2 ; t) and P Z 2 = P(Z 1 , Z 2 |x 1 , x 2 , t) so that P(Z 1 , Z 2 , x 1 , x 2 ; t) = P Z 2 P 2 . These equations generalize the link between the second scalar moment and two-particle PDFs [14] for particles with scalar properties.
Conclusions
In the present paper we demonstrate that particles with scalar properties and mixing are logically obtained from the conventional random walk models and improve the efficiency of the calculations. These improvements, however, come at a certain price. Particles with scalar properties allow for simultaneous evaluation of many scalars but increase stochastic errors associated with the simulations. These errors can be effectively suppressed by mixing between particles but this introduces an additional numerical diffusion. Particles with mixing give an alternative physical and mathematical formulation of the stochastic process that corresponds to diffusion equation. The largest area of application of particles with properties and mixing is turbulent fluid flows. In practical applications, mixing between particles is used as an approximate model simulating scalar transport and dissipation. We generalize the conventional link between two-particle characteristics and the scalar variances for particles with scalar properties.
