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Research on linear inequalities systems prior to 1947 consisted of 
isolated efforts by a few investigators. A case in point is the elimination 
technique for reducing the number of variables in the system. A description 
of the method can be found in Fourier [l], Dines [2], and Motzkin [3]. 
It differs from its analog for systems of equations in that (unfortunately) 
each step in the elimination can greatly increase the number of inequalities 
in the remaining variables. For years the method was referred to as the 
Motzkin Elimination Method. However, because of the odd grave-digging 
custom of looking for artifacts in long forgotten papers, it is now known 
as the Fourier-Motzkin Elimination Method and perhaps will eventually 
be known as the Fourier-Dines-Motzkin Elimination Method. 
Given a system of linear inequalities: Find x = (x1 ,..., x,) such that 
One may partition it into three sets of inequalities according to whether 
the coefficients of x1 are positive, negative, or zero. This permits rewriting 
(1) in the form: 
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where D,(X), E,(X), Fk(X) are linear functions of X = (x, ,..., x,). It may 
be solved by first solving the reduced system: Find I satisfying 
h(X) < JqX), i = (l,..., p), j = (l,..., q), k = (l,..., r), 
0 < F,(X), 
(3) 
and then finding an x1 , satisfying 
mfx Di(X) < x1 < miin E,(X), (4) 
where x1 always exists providing there exists an X satisfying (3). 
Proof. Given any (x1 , X) satisfying (2), it is clear that (3) and (4) must 
hold. Conversely, given any E satisfying (3), then max D,(X) < min E,(X) 
and we can always find an x1 satisfying (4); hence (x1 , X) satisfies (1). 
System (3) is said to be the result of “eliminating” x1 from system (2). 
If p + q < 4, the reduced system contains one less variable and no more 
inequalities. If p > 2, q > 2, Y = 0, however, the process of elimination 
will greatly increase the number of inequalities. This is the chief reason 
given why it is not used as a practical solution method. It is worth noting, 
however, that (3) has special structure and that this might be used to 
advantage to develop it into a practical computational procedure. 
Since (3) is a linear inequality system also, one could next proceed to 
eliminate x2 , etc., until one has eliminated all but a single variable, say x, . 
The original system is solvable if and only if the final system x, < a( , 
x, > flj , 0 < yrc for i = l,..., p’, j = l,..., q’, k = l,..., r’ is consistent, 
i.e., iff 01~ - pj 3 0 and yk 3 0 for all i, j, k. Another way to state this is: 
FEASIBILITY THEOREM. A necessary and su$icient condition that system 
(1) is solvable, is there exist no set of weights (y, 2 0, yz > O,..., y, 3 0) 
such that 
5 y,b, > 0 and %$ yiaii = 0, for j = Cl,..., 4. (5) 
i=l 
Proof. Assume a solution x to (1) exists and there exists weights 
yi b 0 satisfying (5), then (1) implies 
or Ox 3 C yibi > 0, a contradiction. Thus the condition is necessary. 
Assume no solution x to (1) exists, then note each system generated by 
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the elimination process, for example (3) from (2), is formed by non- 
negative linear combinations of the inequalities of the previous system 
which in turn were formed by non-negative linear combinations of the 
system one before that, etc., back to the original system (I). Thus the 
condition for non-solvability, oli - pj < 0 or yk < 0 for some i, j or k 
(referred to earlier), could be derived directly by some non-negative 
linear combination of the inequalities of the original system. 
This remarkably simple proof of the feasibility theorem based on 
Fourier-Motzkin elimination is due to Kuhn [4]. From it one can 
derive easily (by trivial algebraic manipulations) the fundamental Duality 
Theorem of linear programming, Farkas Lemma, the various theorems of 
the alternatives, and the well-known 
MOTZKIN TRANSPORTATION THEOREM. Given the dual homogeneous 
linear program in partitioned form 
Primal: AlxI -j- AIIxII = 0, (XI , XII> a 0, 
Dual: YAI d 0, Y&I < 0, 
(7) 
then either there exists a solution to the dual such that yA, < 0 (i.e., holds 
strictly in all components) or there exists a solution to the primal such that 
XI # 0. 
Proof. A solution to the dual such that yA, < 0 implies there exists 
a y such that 
Y& < --e, e = (1, l,..., I), 
J&I < 0. 
(8) 
If no such y exists satisfying (8), then by the feasibility theorem, there 
exists weights x1 3 0, xII 3 0 such that A,xI + AIrxI, = 0 and -ex, < 0, 
i.e., x1 # 0. 
THE DUAL OF FOURIER-MOTZKIN ELIMINATION. Suppose we are given 
the homogeneous linear program 
x1 - DiI > 0, i = (I,..., p), 
-X1 + EjP 2 0, j = (l,..., 41, (9) 
F,X >, 0, k = (l,..., r), 
where X = (xz ,..., x,) and Di , Ej , Fk are 1 x n. The elimination of x1 
from (9) yields 
(Ej - D<) X 3 0, for all i, j 
(10) 
F$ > 0, for all k. 
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On the other hand the homogeneous dual of (9) is: to find ui >, 0, vj >, 0, 
wk >, 0 such that 
(11) 
tb) - z$ uiDi + j$ I& + i wkFk = 0; 
k=l 
and the homogeneous dual of (10) is: to find Xij 3 0, wk > 0 such that: 
(12) 
Since (9) and its eliminated form (10) are in a sense equivalent systems, 
it seems natural to expect that their duals (11) and (12), are also equivalent 
in the same sense; i.e., from any solution to (11) we can derive a solution 
to (12) and conversely. Note that (11) has n equations corresponding to 
the n components of xj whereas (12) has n - 1 equations but would 
have (in general) far more variables. This suggests we have at hand a 
technique for reducing the number of equations in a linear program. 
Let us give a direct proof of this for the non-homogeneous system: 
Find Iii > 0, vj > 0, wk > 0 satisfying: 
(b) - 
Let us introduce pq new variables hij 2 0 by setting 
Ui = i hij , i = (l,..., p), 
j=l 
(14) 
vj = i hij ) j = (I,..., q). 
i=l 
Note that, if ui and vj satisfy (13a), it is always easy to find Aii > 0 satis- 
fying (14). Even if ui > 0 and uj > 0 are constrained to be integers, it is 
easy to find integer Xii 2 0 satisfying (14). Substituting (14) into (13) we 
note that (13a) is automatically satisfied and we obtain the reduced system: 
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Find hij 3 0, wk 3 0 such that 
f i hij(Ej - Di) + i ~kFk = g. 
i-1 j-1 k=l 
(15) 
Conversely note that, if we have a solution to (15), we can, by regrouping 
the terms and substituting I.+ and vj for the resulting expression hij , 
obtain a solution to (13). The solution will be in integers if Xij is integral. 
To apply the technique to a system of equations in nonnegative 
variables, it is necessary to have one equation with a zero constant term 
to play the role of (13a) or to create an equation with a zero constant 
term by replacing one of the equations by some appropriate linear com- 
bination of the equations of the system. This will yield an equation of the 
form 
and we could obtain a system of form (13) by a change of units. This 
may conveniently be done by replacing (14) by 
i$ui = i hfj ) i = (l,..., p), 
61 
(17) 
PjVj = i hij ) j = (l,..., q), 
i=l 
APPLICATION OF THE DUAL OF THE MOTZKIN ELIMINATION TO INTEGER 
PROGRAMS: Given the system 
i = (I,..., m) 
(18) 
Xj >, 0 j = (l,..., n) 
where the a,,‘s and hi’s are integer we describe two schemes, 1 and 2, for 
generating all solutions x = (x1 ,..., xn) which are integer, that is, have 
integer components. Scheme 1 requires that the aij be nonnegative, 
whereas, Scheme 2 requires no additional assumptions. 
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Scheme 1 for Generating all Integer Solutions 
First let us assume that system (18) is &l, that is, all aij’s and hi’s are 
0 or 1; hence we can assume that all b,‘s are 1, since otherwise, we obviously 
have an infeasible or redundant system. 
If m = 1, the set of solutions is evident, if aij = 1 a typical solution is 
i 
1 i=j 
xi= 0 if i#j and ali # 0. (19) 
arbitrary ali = 0 
Now assume m > 1. Subtract row one from row two to obtain an 
equation of form 
TXi=TXj ZnJ=+. (20) 
Introduce the variables hii for (i, j) E I x J and replace xi for i E I and xi 
for j E J in the system (18) by 
xi = c h,j 
iEJ (21) 
xj = 1 hij . 
isl 
If some hii has a coefficient exceeding 1, clearly Aij = 0 in a solution. 
Finally delete the first row (i = 1) in (18). We have now reduced the 
original O-l system in m rows to a Cl system in m-l rows. Repeating 
this process until there is but one row, then, by generating all solutions, and 
by back-substitution, one gets all solutions to the original system (18). 
This scheme for the O-l system, if properly implemented, appears to 
yield a reasonable technique for enumerating all solutions (especially if 
there are not too many solutions and equations). 
If the a,j’s and b,‘s of (18) are merely nonnegative integers then we can, 
as is demonstrated in the appendix, transform the problem to an equivalent 
O-l system. We then proceed to use the above elimination scheme to 
generate all solutions for the CL~ system which in turn yields all solutions 
for (18). 
Scheme 2 for Generating all Integer Solutions 
We suppose that the data of (18) is integer. Either some bi is 0, or one 
can scale (with integers) rows one and two and subtract them to get an 
expression of form 
g aixi = $ Pjxj In J = 4. (22) 
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Suppose for (22) that we have the following example: 
(v + 2u,) - (Ul + 2% + 03) = 0. 
Let us rewrite this 
(4 + u2 + u3) - (Vl + u2 + 03) = 0, 
where u2 = ua and set as above 
(23) 
(24) 
ui = i hij ) j = (1, 2, 3), 
j=l 
(25) 
ZJj = 1 hij ) i = (1, 2, 3). 
i=l 
The resulting integer reduced system is in Xij 3 0 (as before) except 
we have the additional condition u2 = us which, in terms of hij, becomes 
(A21 + A22 + A,,) - (X31 + A32 + X33) = 0. (26) 
But (26) is in exactly the form we need for the integer reduction. We 
accordingly can introduce additional integer variables pLij > 0, where 
i= 1,2,3, 
j=l 
(27) 
x3i = 2 pii , j= 1,2,3. 
i=l 
Back-substituting into (25), we have the desired integer substitution in 
terms of 12 auxiliary variables: 
u2(= u3) = 5 5 Pij 2 
i-1 j-1 
V3 = x13 + i P3j + E Pi3. 
i=l i=l 
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BY setting k2 + P21 = i&2) P13 + CL31 = ,&3, ~32 f p23 = b23 we could 
simplify the above substitution to one involving nine non-negative integer 
variables hIi , pii , pii , where i, j = 1, 2, 3 and i # j. 
The problem in general of finding substitutions to replace (14) so as 
the reduce a linear system in non-negative integer variables to fewer 
equations is under study and will be the subject of a subsequent paper. 
APPENDIX 
Our purpose here is to show that a system of form (18) where the a,j’s 
and hi’s are nonnegative integers has an equivalent CL1 system. 
Consider the system with one equation: 
4x + 3y + 22 = 6 
and the corresponding system in detached coefficient form: 
Xl x2 x3 Yl Yz Y3 Y4 Zl z2 z3 z4 z5 
‘100100010000 
110110011000 
111111001100 
111011100110 = 
011001100011 
~001000100001 1 i 
1 
1 
1 
1 
1 
1 
(29) 
xi 3 0 
i = (I,..., 3) 
yi b 0 
i = (I,..., 4) 
Zi > 0 
i = (I,..., 5) (30) 
We will call (30) the O-l form of (29). Note that (30) is generated so that 
the number of equations, 6, is equal to the right-hand side of (29), and so 
that the column corresponding to xi has l’s in positions i to i + a where 
1 + a = 4 is the coefficient of x in (29), and i = l,..., k where k + a = 6, 
etc., for yi and zi . One can readily see that if (20) is solved with integer 
xi , yi , and zi’s then 
X = CXif Y =cyi, z=czi (31) 
is an integer solution of (29). Further if (x, y, z) is an integer solution of 
(29) then there is an integer solution of (30) where (31) holds. 
THEOREM. The expanded O-1 form of a linear equation with nonnegative 
integer data and variables is totally unimodular. All extreme solutions are 
integral. 
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Proof. By totally unimodular we mean that each submatrix of the 
coefficient matrix (as that in (30)) has determinant of 0 or *I. Consider a 
submatrix, by subtracting rowj + I fromj for-j = I,..., we get a network 
matrix; it is well known that such matrices are totally unimodular and the 
result follows. (Veinott and Wagner [S] made extensive use of this feature. 
Note that if we augment the system by including an i = 0 equation which 
is the negative sum of equations i = l,..., we see that a solution 
corresponds to a directed path from i = 0 to i = 6.) 
Next consider the example 
4x1 + f, aixi = 6 
i=2 
(32) 
lx,+iaixi=2 
i=2 
one could proceed much as above to generate a &I system for (32) as (30) 
was for (29). Here we get in detached form 
x1 x2 x3 x4 x5 x6 
‘100100 
110110 
111111 
111111 
011011 
,o 0 10 0 1 
111000 
000111 
Xi > 0 
i = (I,..., 6) 
These techniques of generating (30) and (33) from (29) and (32) can be 
applied in general to get a O-l system from a system with integer aij > 0 
and bi . Observe that the derived O-l system can be arbitrary orders of 
magnitude larger than the initial system. Unfortunately, it is easy to 
construct examples where (33) has nonintegral extreme points; hence (33) 
is not in general unimodular, 
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