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Abstract   
Acquiring new knowledge through interactive learn-
ing mechanisms is a key ability for humanoid robots 
in a natural environment. Such learning mechanisms 
need  to  be  performed  autonomously  and  through 
interaction  with  the  environment  or  with  other 
agents/humans.  This  paper  proposes  a  vision  sys-
tem, where robot can learn how to identify the geo-
metric  shapes  and  colors  of  the  objects.  Further-
more, the paper proposes a natural language under-
standing system, where the robot can learn to effec-
tively communicate with human through a dialogue 
developed  in  Arabic  language.  The  developed  di-
alogue  and  a  dynamic  object  model  are  used  for 
learning  semantic  categories,  object  descriptions, 
and  new  words  acquisition  for  object  learning. 
Moreover, integration between the proposed vision 
and  natural  language  understanding  systems  has 
been  presented.  Intensive  experiments  have  been 
conducted indoor to address the validity of the pro-
posed  system.  The  achieved  results  show  that  the 
overall system performance is high compared with 
the related literature to the theme of this paper. 
Keywords: Vision System, Object Detection, Color 
detection, Natural Language Understanding, know-
ledge Representation, Semantic Networks 
. 
1. Introduction 
Humans are the most advanced creatures of the 
nature. It is believed that humanoid robots will 
be  the  most  advanced  creatures  of  humans. 
Among the man-made creatures such as auto-
mobile  hand-phones  and  multimedia  devices, 
robots  of  future  will  hopefully  be  the  most 
ideal  assistants  to  human  beings  [1].  In  the 
future we will see "personal robots" that will 
entertain,  comfort  and  serve  people  in  their 
private  lives  and  homes.  While  presently  ro-
botic servants or butlers exist only in the form 
of early prototypes in a few research laborato-
ries, they are expected to become as ubiquitous 
as PCs in the future [2-4]. 
An important aspect of humanoid robots in a 
natural  environment  is  the  ability  to  acquire 
new knowledge through learning mechanisms, 
which  enhances  an  artificial  system  with  the 
ability to adapt to a change  or new environ-
ment. In contrast to most learning algorithms 
applied  in  machine  learning  today,  which 
mainly work with offline learning on training 
samples, such learning mechanisms need to be 
performed autonomously, and through interac-
tion  with  the  environment  or  with  other 
agents/humans.  Here,  in  this  paper,  the  pro-
posed vision system and dialogue offer appro-
priate means. 
The fact that robots have to be autonomous in 
such  a  way  that  they  have  to  do  everything 
without the intervention of humans. Since the 
proper system is the good vision system, so the 
question arises here is: how to make a robot 
can see like a human? The only way is using of 
a camera. For many applications in robot vi-
sion interested in locating the object by giving 
it a distinctive color from the surrounding en-
vironment  as  an  application  to  recognize  the 
ball in pitch between two teams of humanoid 
soccer robot team [5, 6], using laser, sonar, or 
using camera for robot vision system, or learn-
ing to classify objects into categories in human 
development. Such ability is crucial for robots 
that  have  to  operate  in  human  environments 
where object categorization skills are required 
to  recognize  complex  object  categories  (e.g., 
metal objects, empty bottles, etc.) [7]. Howev-
er in this paper, robots will learn how to dis-
tinguish among different geometric shapes of 
square, rectangular, circle, and triangular ob-
jects picked up via a camera mounted on the 
robot and also identify their colors. 
The  paper  also  focuses  on  the  distinction  of 
robot to a command given by user in Arabic 
language.  Using  the  Arabic  language  syntax 
for  imperative  sentence  and  establishment  of 
dialogue to identify the objects not exist in the 
database. In this paper, we address learning of 
unknown objects in dialogue, which enables a 
robot  to  acquire  information  about  unknown 
objects, and store this information in a know-
ledge base. A typical problem will be raised is 
that non-trivial information must be communi-
cated, that entered sentence interaction results 
in errors, new words occur in writing sentence 
that cannot be understood by the system. Thus, 
the dialogue system needs to conduct dialogue 
strategies  for  learning  in  such  way  that  the 
information about the object can successfully 
be communicated. In addition, it has to cope 
with new words learning on writing, grammat-
ical and semantic levels to achieve the learning 
goal. It needs to create a model of the object's 
semantics,  which  describes  the  type,  color, 
shape, and properties of the  object and  what 
the object can be used for. All previous data 
will be addressed using Arabic language. 
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The  remainder  of  the  paper  is  organized  as 
follows:  Section  2  gives  an  overview  of  the 
proposed system comprising the proposed vi-
sion system architecture, the natural language 
understanding  system  architecture,  and  the 
integration  of  vision  system  and  the  natural 
language  understanding  system.  Section  3 
presents experiments and discussion. Section 4 
concludes the paper. 
 
2. The Proposed System 
Our  proposed  system  consists  of  two  parts, 
stating as seen in figure (1) as follows:- 
 
A. Vision System. 
B. Natural Language Understanding System. 
C. Merging System. 
 
 
Fig.1.System overview 
2. A. Vision System 
There are things that attract any child such as 
colors and geometric shapes of objects, once 
the  child  taught  how  to  distinguish  between 
them using one word that defines each shape 
and color; he could recognize them by himself 
later. The main aim of the proposed system is 
to  make  robot  behaves  as  child,  once  it  is 
learned  the  skill  of  how  to  recognize  object 
shape such as square, rectangle, circle, or, tri-
angle, and its color such as red, black, white, 
blue, green,…etc., seen by its camera, it could 
detect the object’s shape and its color by itself 
seen later in any image taken by his camera at 
different  places.  The  proposed  vision  system 
has the following procedure and is demonstrat-
ed in the flowchart shown in figure2. 
 
The vision system procedure: 
a- Acquiring image, 
Images taken from the robot’s camera can easi-
ly  be  fed  to  Matlab  program  using  the  ‘vi-
deoinput’  function.  This  function  makes  it 
possible to assign a variable as a video input. 
Image processing cannot be performed     on a 
video input, so  single frames have to be ex-
tracted  from  the  video  with  a  frame  grabber 
[8].  A so-called snapshot is taken out of the 
video input and this single image is used for 
object and color detection. 
 
Fig.2.Object and color detection flow chart 
 
b- Image manipulation, 
Image  frame taken  from a camera is a color 
image.  In  Matlab,  image  automatically  is 
coded using the RGB-space. In the RGB color 
space, each color is described as a combination 
of three main colors, namely Red, Green, and 
Blue. This color space can be visualized as a 
3d matrix. Each image is converted into black 
and white then the image is filtered to remove 
any added noise due to lighting. A well-known 
noise filter is the median filter. In Matlab, this 
filter can be used with the ‘medfilt2’-function 
[8], as shown in figure 3. 
 
Fig.3. Converting image to black and white   
 
c- Edge detection 
The black and white image is converted into 
edge image, as shown in figure (4), using 
‘edge’-function [8]. 
 
 
Fig.4 The obtained edge detection  
 
d- Image Segmentation, 
 The Previous image is used to find the boun-
dary  of  each  object  by  using  ‘boundaries’-
function [8]. These indices are used to cut the 
black  and  white  image  to  the  set  of  images, 
each  of  which  contains  only  one  item,  as 
shown in figure 5, each image is then used to 
determine the object’s shape and color. 
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Fig.5.The segmented object image  
 
 e- How to identify the shape of an object? 
There are many ways to determine the location 
of  the  element,  including  the  mean  and  va-
riance of number of ones in an image. Howev-
er, the previous methods cannot determine the 
shape of the object, accordingly, a new method 
is proposed that calculates the difference in the 
number of ones in each row for the middle of 
the line of the image, if it always increases, the 
object’s shape is triangle or if it increases and 
then decreases, the object’s shape is circle and 
if it does not change, the object is a square or a 
rectangle, it depends on the dimensions of the 
image as shown in figure 6. All written func-
tions are based on ‘diff’-function [8]. 
 
Fig.6. Object shape identification 
f- How to identify the color of an object? 
Identifying  the  object  color  can  be  achieved 
through the usage of the borders of each ob-
ject, which it is obtained previously and sepa-
rating each object’s color into a separate im-
age, and then finding the color by creating a 
color  map  using  ‘colormap’  function  [8], 
where  each  color  can  be  visualized  as  a  3d 
matrix. Finding the average of this matrix can 
identify the color of the object from the table 
(1) shown below. 
 
Table.1: Colormap 
 
 
 
 
 
 
 
 
 
The previous procedure has been applied to the 
image shown in fig. 7, and the achieved results 
confirm the validity of the proposed approach. 
All results identify the color and shape of the 
object given to the user in Arabic. 
Fig.7.Object color identification 
2. B. Natural Language Understand-
ing System 
Interactive  learning  for  artificial  systems  has 
been studied in several systems. However, the 
number  of  approaches  that  allow  interactive 
knowledge acquisition for humanoid robots is 
still comparably small [9]. This paper focuses 
on  how  to  establish  a  dialogue  between  the 
user  and  the  robot  especially  if  some  of  the 
commands  to  the  robots  are  not  pre-defined. 
Furthermore,  the  paper  concentrates  on  how 
the  robot  will  understand  the  commands  on 
syntax of the Arabic language, to address these 
issues, the natural language understanding sys-
tem is proposed as shown in figure 8. The pro-
posed system has the following components: 
 
Fig.8. Natural Language Understanding System Overview 
 
a- The form of imperative sentence syntax 
First sentence is entered into the system in the 
form of imperative syntax; imperative syntax 
of  the  Arabic  language  takes  more  than  one 
form as in the  following  figure 9. The input 
sentence  is  divided  into  a  set  of  tokens,  and 
then the affix such as"لا"added at the begin-
ning of the word or "ى" added at the end of the 
word is omitted. 
 
Fig.9. Example of the form of command syntax 
 
  B   G   R   
Black    0   0   0  
White   1   1   1  
Red    0   0    1  
Blue   1   0   0  
Green   0    1   0  
Cyan   1   1   0  
Magnetic    0   1   1   
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b- Ontology 
       Our  ontology  is  inspired  by  the  work 
in[9,10],  however  it  is  applied  to  the  Arabic 
language, as shown in figure 10, and also we 
have added that the object is classified by its 
color and shape, linking between this program 
and the vision program will be explained later 
in this paper. Knowledge representation is an 
area in artificial intelligence that focuses on the 
design  of  formalisms  which  can  explicitly 
represent  knowledge  about  a  particular  do-
main, and the development of reasoning  me-
thods  for  inferring  implicit  knowledge  from 
the  represented  explicit  knowledge.  Semantic 
network form a family of knowledge represen-
tation  formalisms  which  can  be  used  to 
represent  and  reason  with  conceptual  know-
ledge about a domain of interest. For the clas-
sification of each object and storing its data in 
the database, we use semantic network [11]. A 
semantic  network  is  a  simple  representation 
scheme that uses a graph of labeled nodes and 
labeled,  directed  arcs  to  encode  knowledge 
[12, 13].Information type and semantic catego-
ries of objects are modeled in ontology. The 
object ontology provides inheritance informa-
tion  and  defines  properties  that  can  be  asso-
ciated with objects. 
 
c- Dialogue, 
Dialogue begins when the robot does not find 
the object in its database, or the user enters an 
imperative syntax error. Dialogue is in a form 
of  questions  and  answers  words,  mutual  be-
tween the user and robot in Arabic as shown in 
figure 11 and it is different from the work in 
[9] where the answer is yes ,or no only, and in 
English. There are ten commands the user can 
use them such as, "￿￿￿أ", "￿￿￿أ","￿￿￿أ","￿￿￿أ", 
and,"￿￿￿أ". 
 
 
Fig.10. Ontology organization with functional concepts, 
type hierarchy and properties. 
 
 
Fig.11. Dialogue sample 
 
 
2. C. Merging System 
Merging  between  the  vision  and  the  natural 
language  understanding  systems  is  imple-
mented by regular usage of GUI using Visual 
BASIC 6.0, where it appears to the user Inter-
face  screen.  One  of  the  major  that  problems 
faced most of previous researchers is the link-
ing  between  Matlab  environment  and  Visual 
Basic  to  have  a  reasonable  interface  for  the 
users.  In  this  paper,  all  programs  have  been 
developed  in  Prolog,  and  the  Dynamic  Link 
Library is implemented in such way that can 
deal directly with Visual Basic programs.  The 
developed  interface  gives  the  user  different 
capabilities to choose as follows: - 
1- The user can ask the robot to describe the 
scene  in  the  front  of  itself  in  terms  of  the 
shapes of the objects and their colors by using 
the developed vision program just by pressing 
a key called the vision system in the developed 
interface shown in figure12.a. 
2-The  user  can  ask  the  robot  to  identify  or 
fetch a particular object, the robot will use the 
developed  Natural  Language  Understanding 
System to search about the object in its data-
base. If it is recognized, the robot writes to the 
user that the object is found. Then the object 
will be sent to the vision system to recognize 
its shape and Color, as shown in figures 12.b 
and 12.c.  
When the robot could not recognize the object 
because it is not in its database or the user en-
tered  a  syntax  error,  a  dialogue  between  the 
user and the robot will start, the user will an-
swer some questions as shown in figure 12.d, 
and then the database  will be adapted to ac-
commodate the new information. If the same 
command  sent  to  the  robot,  or  the  robot  is 
asked again for identifying the same object, the 
vision system will be able to identify it. 
 
(a)   Result from calling vision system 
 
؟￿￿￿ا م￿أ وھ ￿￿    ب￿￿￿  
؟￿￿ ةز￿￿￿￿ا ￿￿￿￿ا ￿￿    ر￿￿أ  
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(b)  Example of imperative sentence 
 
 
(c)  Results when the object found 
 
 
(d) Results if the object is not found 
Fig.12. Example of the proposed system scenario 
3. Experiments and Discussion 
Intensive experiments have been conducted to 
address the validity of the proposed systems. 
First,  we  have  tested  the  vision  program  in 
several stages to check its accuracy, initially it 
is tested on still images, and then pictures from 
a camera installed on the laptop, the destina-
tion in an interview of an embodiment of the 
kitchen, and the kitchen components, such as 
door, window, a cup and also a piece of cheese 
cooked. Background with one color, black, is 
chosen. The achieved results from the vision 
program have a good precision as seen in fig-
ure  13,  although  the  vision  affected  by  the 
camera  resolution,  and  lighting.  Our  camera 
resolution  used  was  (640*480).  Furthermore, 
the achieved results show that the accuracy of 
natural  language  understanding  program  is 
very high even for different users as long as 
they know the basics of Arabic. 
 
Fig.13 Achieved results of a real image 
4. Future Work 
Our future work will focus on: first, the robot 
will recognize the place of things, by adding a 
question  in  Arabic  interface  using  the  word 
"where" and currently it is implemented, how-
ever it is still under test. Second, the robot will 
determine  a  place  for  the  user  to  put  things, 
and also direct the user towards the place of 
the  thing.  The  management  process  to  move 
the robot towards the place where the item is 
there can be implemented in two phases. The 
first phase, which is already performed, is to 
create a direction which will guide the robot 
motion. Second, is to apply it to a real robot to 
check its validity which is currently running. 
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