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Abstract. In this paper we consider the stability of a type of stochastic McKean-
Vlasov equations with non-Lipschitz coefficients. Firstly, sufficient conditions are given
for the exponential stability of the second moments for their solutions in terms of a Lya-
punov function. Then we weaken the conditions and furthermore obtain exponentially
2-ultimate boundedness of their solutions. Finally, almost surely asymptotic stability of
their solutions is proved.
1. Introduction
Given a complete filtered probability space (Ω,F , {Ft}t∈[0,∞),P). Consider the follow-
ing stochastic McKean-Vlasov equation on Rd:{
Xt = ξ +
∫ t
0
b(Xs, µs)ds+
∫ t
0
σ(Xs, µs)dWs,
µs =the probability distribution of Xs,
(1)
where ξ is a F0-measurable random variable with E|ξ|
2p < ∞ for any p > 1, Wt =
(W 1t ,W
2
t , · · · ,W
d
t ) is a (Ft)-adapted standard d-dimensional Brownian motion and the
coefficients b : Rd ×Mλ2(R
d)→ Rd, σ : Rd ×Mλ2(R
d)→ Rd × Rd are Borel measurable.
(Mλ2(R
d) is defined in Section 2.1)
If b, σ are independent of µs, Eq.(1) becomes a usual stochastic differential equa-
tion(SDE). Moreover, in recent years, the stability for solutions of SDEs has been studied
extensively in the literature. Most of these papers are concerned with exponential stability
of p-th moments for their solutions, exponential stability of sample paths for their solu-
tions and exponential stability, exponentially 2-ultimate boundedness, or almost surely
asymptotic stability of their solutions. Let us mention some works. For linear SDEs,
Arnold collected a number of results on exponential stability of their solutions in his
monograph [1]. For SDEs in infinite dimensional Hilbert spaces, Ichikawa [6] proved the
stability of moments and exponential stability of sample paths for their solutions under
Lipschitz and linear growth conditions. For SDEs with jumps, Deng-Krstic´-Williams [5]
studied the almost surely asymptotic stability by using a strong Markov property. Later,
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the second named author and Duan [9] offered some general conditions of exponentially 2-
ultimate boundedness of solutions for SDEs with jumps. For SDEs with jumps in infinite
dimensional Hilbert spaces, Bao, Truman and Yuan [2] discussed the almost surely as-
ymptotic stability for their solutions under local Lipschitz condition but without a linear
growth condition.
If b, σ depend on µs, Eq.(1) is called as a stochastic McKean-Vlasov equation(SMVE).
And there is few results about the stability of its solution due to its specialty including
distributions. Recently, for a semilinear stochastic McKean-Vlasov evolution equation,
Govindan and Ahmed [4] investigated the exponential stability for its solution under
Lipschitz and linear growth conditions.
In this paper, we study the stability of SMVEs under non-Lipschitz conditions. In
[3], we have proved hat Eq.(1) has a unique strong solution. Here we continue and
consider three types of stability of the strong solution for Eq.(1). Firstly, we give sufficient
conditions to prove exponential stability of the second moment in terms of Lyapunov
functions. Then by a similar way, it is shown that exponentially 2-ultimate boundedness
of its solution hold. Finally, motivated by [2], we take a nonrandom initial condition and
prove the almost surely asymptotic stability under more restricted conditions of Lyapunov
functions.
The rest of the paper is organized as follows. In Section 2, we recall some basic nota-
tions and notions, and give some necessary assumptions. And then we prove exponential
stability of the second moment for the strong solution to Eq.(1) in Section 3. In Section 4,
the exponentially 2-ultimate boundedness of the strong solution for Eq.(1) is investigated.
Finally, the almost surely asymptotic stability of the strong solution for Eq.(1) is proved
in Section 5.
The following convention will be used throughout the paper: C with or without indices
will denote different positive constants (depending on the indices) whose values may
change from one place to another.
2. The Framework
In the section, we recall some basic notations and notions, and give some necessary
concepts and assumptions.
2.1. Notations and notions. In the subsection, we introduce notations and notions
used in the sequel.
Let C2+(R
d) denote the class of twice continuously differentiable nonnegative functions
defined on Rd. Let Γ denote the family of functions γ : R+ → R+, which are continuous,
strictly increasing, and γ(0) = 0. And Γ∞ means the family of functions γ ∈ Γ with
γ(x) → ∞ as x → ∞. Let ∂ij denote the differentiation with respect to the coordinates
with corresponding numbers (e.g. ∂ij(f) :=
∂2f(x)
∂xi∂xj
). Let B(Rd) be the Borel σ-algebra on
R
d and M(Rd) be the space of all probability measures defined on B(Rd) carrying the
usual topology of weak convergence.
For convenience, we shall use | · | and ‖ · ‖ for norms of vectors and matrices, re-
spectively. Furthermore, let 〈· , ·〉 denote the scalar product in Rd. Let A∗ denote the
transpose of the matrix A.
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Define the Banach space
Cρ(R
d) :=
{
ϕ ∈ C(Rd), ‖ ϕ ‖Cρ(Rd)= sup
x∈Rd
| ϕ(x) |
(1+ | x |)2
+ sup
x 6=y
| ϕ(x)− ϕ(y) |
| x− y |
<∞
}
.
Let Msλ2(R
d) be the Banach space of signed measures m on B(Rd) satisfying
‖m‖2λ2 :=
∫
Rd
(1+ | x |)2 |m|(dx) <∞,
where |m| = m+ + m− and m = m+ − m− is the Jordan decomposition of m. Let
Mλ2(R
d) =Msλ2(R
d)
⋂
M(Rd) be the set of probability measures on B(Rd). We put on
Mλ2(R
d) a topology induced by the following metric:
ρ(µ, ν) := sup
‖ϕ‖
Cρ(Rd)61
∣∣∣∣
∫
Rd
ϕ(x)µ(dx)−
∫
Rd
ϕ(x)ν(dx)
∣∣∣∣ .
Then (Mλ2(R
d), ρ) is a complete metric space.
2.2. Some assumptions. In the subsection, we give out some assumptions:
(H1.1) The functions b, σ are continuous in (x, µ) and satisfy for (x, µ) ∈ R
d ×Mλ2(R
d)
| b(x, µ) |2 + ‖ σ(x, µ) ‖2 6 L1(1+ | x |
2 + ‖ µ ‖2λ2), (2)
where L1 > 0 is a constant.
(H1.2) The functions b, σ satisfy for (x1, µ1), (x2, µ2) ∈ R
d ×Mλ2(R
d)
2〈x1 − x2, b(x1, µ1)− b(x2, µ2)〉+ ‖ σ(x1, µ1)− σ(x2, µ2) ‖
2
6 L2
(
κ(|x1 − x2|
2) + ρ2(µ1, µ2)
)
,
where L2 > 0 is a constant, and κ(x) is a positive, strictly increasing, continuous
concave function and satisfies κ(0) = 0,
∫
0+
1
κ(x)+x
dx =∞.
By [3, Theorem 3.1], we know that Eq.(1) has a unique strong solution denoted as Xt
under (H1.1)-(H1.2). And then we assume some other conditions to prove exponential
stability of the second moment for Xt.
(H2.1) There exists a function v : R
d → R satisfying
(i) v ∈ C2+(R
d),
(ii) L v(x) + αv(x) 6 0, where α > 0 is a constant and
L v(x) = bi(x, µ)∂iv(x) +
1
2
(σ∗(x, µ)σ(x, µ))ij∂2ijv(x),
(iii) a1|x|
2 6 v(x) 6 a2|x|
2, where a1, a2 > 0 are two constants.
Here and hereafter we use the convention that the repeated indices stand for the summa-
tion. In the following, we weaken (H2.1) to show the exponentially 2-ultimate boundedness
of Xt.
(H2.2) There exists a function v : R
d → R satisfying
(i) v ∈ C2(Rd),
(ii) L v(x) + αv(x) 6M1,
(iii) a1|x|
2 −M2 6 v(x) 6 a2|x|
2 +M3,
where M1, M2, M3 > 0 are constants.
To obtain the almost surely asymptotic stability of Xt, we strengthen (H2.1).
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(H2.3) There exists a function v : R
d → R satisfying
(i) v ∈ C2+(R
d),
(ii) L v(x) + αv(x) 6 0,
(iii) γ1(| x |) 6 v(x) 6 γ2(| x |), where γi ∈ Γ∞(i = 1, 2).
3. Exponential stability of the second moment
In the section, we study exponential stability of the second moment for the strong
solution to Eq.(1).
Theorem 3.1. Assume that (H1.1)-(H1.2) and (H2.1) hold. Then Xt satisfies
E | Xt |
26
a2
a1
e−αtE|ξ|2, t > 0.
Proof. Applying the Itoˆ formula to eαtv(Xt), we have
eαtv(Xt)− v(ξ) =
∫ t
0
αeαsv(Xs)ds+
∫ t
0
eαsbi(Xs, µs)∂iv(Xs)ds
+
∫ t
0
eαs∂iv(Xs)σ
ij(Xs, µs)dW
j
s
+
1
2
∫ t
0
eαs(σ∗(Xs, µs)σ(Xs, µs))
ij∂2ijv(Xs)ds
=
∫ t
0
eαs
(
αv(Xs) + b
i(Xs, µs)∂iv(Xs)
+
1
2
(σ∗(Xs, µs)σ(Xs, µs))
ij∂2ijv(Xs)
)
ds
+
∫ t
0
eαs∂iv(Xs)σ
ij(Xs, µs)dW
j
s . (3)
Then it follows from (ii) in (H2.1) that
eαtv(Xt)− v(ξ) 6
∫ t
0
eαs∂iv(Xs)σ
ij(Xs, µs)dW
j
s .
By taking the expectation on two sides, one can get that
eαtEv(Xt)− Ev(ξ) 6 0,
which yields
Ev(Xt) 6 e
−αt
Ev(ξ).
Moreover, by (iii) in (H2.1) it holds that
a1E | Xt |
26 Ev(Xt) 6 e
−αt
Ev(ξ) 6 a2e
−αt
E|ξ|2.
Thus, we obtain
E | Xt |
2
6
a2
a1
e−αtE|ξ|2.
The proof is completed. 
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4. Exponentially 2-ultimate boundedness
In the section, we study exponentially 2-ultimate boundedness of the solution of Eq.(1).
First of all, we introduce the the concept of exponentially 2-ultimate boundedness.
Definition 4.1. If there exist positive constants K, β, M such that
E | Xt |
26 Ke−βtE | ξ |2 +M, t > 0,
then the solution Xt for Eq.(1) is called exponentially 2-ultimately bounded.
Theorem 4.2. Suppose that (H1.1)-(H1.2) and (H2.2) hold. Then Xt is exponentially
2-ultimately bounded, i.e.
E | Xt |
26
a2
a1
e−αtE | ξ |2 +
α(M2 +M3) +M1
αa1
, t > 0.
Since the proof of the above theorem is similar to that in Theorem 3.1, we omit it.
5. Almost surely asymptotic stability
In the section, we require that ξ = x0 is non-random and study almost surely asymptotic
stability of the strong solution for Eq.(1).
First of all, we introduce the concept of almost surely asymptotic stability.
Definition 5.1. The solution of Eq.(1) is said to be almost surely asymptotically stable
if for all x0 ∈ R
d, it holds that
P
{
lim
t→∞
| Xt |= 0
}
= 1.
Theorem 5.2. Assume that (H1.1)-(H1.2) and (H2.3) hold. Then Xt is almost surely
asymptotically stable.
Proof. To prove that for all x0 ∈ R
d,
P
{
lim
t→∞
| Xt |= 0
}
= 1,
by (iii) of (H2.3) we only need to show that for all x0 ∈ R
d,
P
{
lim
t→∞
v(Xt) = 0
}
= 1. (4)
Next, we study v(Xt) for t > 0. Applying the Itoˆ formula to v(Xt), one can obtain
v(Xt) = v(Xs) +
∫ t
s
bi(Xu, µu)∂iv(Xu)du+
∫ t
s
1
2
(σ∗(Xu, µu)σ(Xu, µu))
ij∂2ijv(Xu)du
+
∫ t
s
∂iv(Xu)σ
ij(Xu, µu)dW
j
u , 0 6 s < t. (5)
Thus by (ii) in (H2.3), it holds that
v(Xt) 6 v(Xs)− α
∫ t
s
v(Xu)du+
∫ t
s
∂iv(Xu)σ
ij(Xu, µu)dW
j
u
6 v(Xs) +
∫ t
s
∂iv(Xu)σ
ij(Xu, µu)dW
j
u , 0 6 s < t.
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Set Gt := σ(F
W
t ∪N ) for t > 0, where {F
W
t }t>0 is the σ-algebra generated by W and
N is the collection of P null sets. And then we have that v(X·) is adapted to {Gt}t>0
when X· is the strong solution of Eq.(1), and
∫ t
0
∂iv(Xu)σ
ij(Xu, µu)dW
j
u is a martingale
with respect to {Gt}t>0. Therefore, we obtain
E(v(Xt) | Gs) 6 E(v(Xs) | Gs) + E
(∫ t
s
∂iv(Xu)σ
ij(Xu, µu)dW
j
u | Gs
)
6 v(Xs),
which implies that v(X·) is a supermartingale with respect to {Gt}t>0. If s = 0 and
X0 = x0 = 0, by (iii) of (H2.3) and the supermartingale property of v(X·), it holds that
v(Xt) = 0 for t > 0. Thus, (4) is right.
In the following, we assume x0 6= 0 and prove that (4) is right. So, set
A1 := {ω : lim inf
t→∞
v(Xt) > 0},
A2 := {ω : lim sup
t→∞
v(Xt) > 0},
and then we just need to prove P(A1) = P(A2) = 0. Taking the expectation on two sides
of (5), one can have that
E(v(Xt)) = v(x0) + E
∫ t
0
bi(Xs, µs)∂iv(Xs)ds+ E
∫ t
0
1
2
(σ∗(Xs, µs)σ(Xs, µs))
ij∂2ijv(Xs)ds.
Thus, (ii) and (iii) in (H2.3) admits us to obtain that
0 6 Eγ1(| Xt |) 6 E(v(Xt)) 6 v(x0)− α
∫ t
0
Ev(Xs)ds, t > 0,
and furthermore ∫ t
0
Ev(Xs)ds 6
v(x0)
α
, t > 0.
Let t→∞, we obtain that ∫ ∞
0
Ev(Xs)ds 6
v(x0)
α
<∞. (6)
Hence, by the Fatou lemma it holds that
lim inf
t→∞
v(Xt) = 0, a.s.
that is, P(A1) = 0.
Next, we prove that P(A2) = 0. It follows from the simple calculation that
P(A2) = P(A2A
c
1) + P(A2A1) = P(A2A
c
1),
where Ac1 stands for the complementary set of A1. Therefore, we only need to prove
P(A2A
c
1) = 0. Note that A2A
c
1 =
{
ω : lim inf
t→∞
v(Xt) = 0, lim sup
t→∞
v(Xt) > 0
}
. Suppose
that P(A2A
c
1) 6= 0, there exists ε1, ε2 > 0 such that
P {v(X.) crosses from below ε1 to above 2ε1 and back infinitely many times} > ε2. (7)
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Set τn := inf{t > 0, | Xt |> n}. Now applying the Itoˆ formula to | Xs∧τn − x0 |
2 for s > 0,
one can get that
| Xs∧τn − x0 |
2 = 2
∫ s∧τn
0
(X iu − x
i
0)b
i(Xu, µu)du+
∫ s∧τn
0
(σ∗(Xu, µu)σ(Xu, µu))
iidu
+2
∫ s∧τn
0
(X iu − x
i
0)σ
ij(Xu, µu)dW
j
u
6 2
∫ s∧τn
0
| Xu − x0 || b(Xu, µu) |du+
∫ s∧τn
0
‖ σ(Xu, µu) ‖
2 du
+2
∫ s∧τn
0
(X iu − x
i
0)σ
ij(Xu, µu)dW
j
u
6
∫ s∧τn
0
| Xu − x0 |
2 du+
∫ s∧τn
0
| b(Xu, µu) |
2 du+
∫ s∧τn
0
‖ σ(Xu, µu) ‖
2 du
+2
∫ s∧τn
0
(X iu − x0)σ
ij(Xu, µu)dW
j
u .
By (2) and the BDG inequality, we can derive that
E
(
sup
06s6t
| Xs∧τn − x0 |
2
)
6 E
∫ t∧τn
0
| Xu − x0 |
2 du+ L1E
∫ t∧τn
0
(1+ | Xu |
2 + ‖ µu ‖
2
λ2)du
+CE
(∫ t∧τn
0
| Xu − x0 |
2‖ σ(Xu, µu) ‖
2 du
)1/2
6 E
∫ t∧τn
0
| Xu − x0 |
2 du+ L1E
∫ t∧τn
0
(1+ | Xu |
2 + ‖ µu ‖
2
λ2)du
+
1
4
E( sup
06s6t
| Xs∧τn − x0 |
2) + CE
∫ t∧τn
0
‖ σ(Xu, µu) ‖
2 du,
which yields
E
(
sup
06s6t
| Xs∧τn − x0 |
2
)
6 CE
∫ t∧τn
0
| Xu − x0 |
2 du+ CE
∫ t∧τn
0
(1+ | Xu |
2 + ‖ µu ‖
2
λ2)du
6 CE
∫ t∧τn
0
| Xu − x0 |
2 du+ CE
∫ t∧τn
0
(
1+ | Xu |
2 +E(1+ | Xu |
2)
)
du.
It follows from the boundedness of Xt that
E
(
sup
06s6t
| Xs∧τn − x0 |
2
)
6 CE(t ∧ τn) 6 Ct,
where C > 0 is depending on L1, x0 and n. Then for any λ > 0, Chebyshev’s inequality
gives that
P
{
sup
06s6t
| Xs∧τn − x0 |> λ
}
6
Ct
λ2
. (8)
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Besides, for the supermartingale v(X·), by [8, Theorem 3.6, P.13], it holds that for any
δ(·) ∈ Γ∞
P
{
sup
06s6t
v(Xs) > δ
(
v(x0)
)}
6
v(x0)
δ
(
v(x0)
) .
On one hand, by (iii) of (H2.3), we know that sup
06s6t
| Xs |> η(| x0 |) implies sup
06s6t
v(Xs) >
δ(v(x0)), where η(·) = γ
−1
1 ◦ δ ◦ γ2(·) and γ
−1
1 is the inverse function of γ1. On the other
hand, for any ǫ1 > 0, we can choose δ(·) ∈ Γ∞ such that
v(x0)
δ(v(x0))
6 ǫ1. Thus, we obtain
P
{
sup
06s6t
| Xs |> η(| x0 |)
}
6 ǫ1, ∀t > 0. (9)
Next, since v(x) is continuous in Rd, it must be uniformly continuous in B := {x ∈
R
d : | x |< η(| x0 |)}. Therefore, for any ǫ2 > 0, we can choose a function γ ∈ Γ such that
for any | x− y |< γ(ǫ2),
| v(x)− v(y) |6 ǫ2, (10)
where x, y ∈ B. Thus, combining (8) (9) with (10), one can obtain
P
{
sup
06s6t
| v(Xs)− v(x0) |> ǫ2
}
= P
{
sup
06s6t
| v(Xs)− v(x0) |> ǫ2, sup
06s6t
| Xs |< η(| x0 |)
}
+P
{
sup
06s6t
| v(Xs)− v(x0) |> ǫ2, sup
06s6t
| Xs |> η(| x0 |)
}
6 P
{
sup
06s6t
| Xs − x0 |> γ(ǫ2), sup
06s6t
| Xs |< η(| x0 |)
}
+P
{
sup
06s6t
| Xs |> η(| x0 |)
}
6 P
{
sup
06s6t
| Xs∧τη(|x0|) − x0 |> γ(ǫ2)
}
+P
{
sup
06s6t
| Xs |> η(| x0 |)
}
6
Ct
γ2(ǫ2)
+ ǫ1.
Taking t∗ such that Ct
∗
γ2(ǫ2)
6 1
4
and ǫ1 6
1
2
, we get that
P
{
sup
06s6t∗
| v(Xs)− v(x0) |> ǫ2
}
6
3
4
,
that is,
P
{
sup
06s6t∗
| v(Xs)− v(x0) |6 ǫ2
}
>
1
4
. (11)
Now, set
S1 : = inf{t > 0 : v(Xt) < ε1},
S2 : = inf{t > τ1 : v(Xt) > 2ε1},
8
S3 : = inf{t > τ2 : v(Xt) < ε1},
...
S2k : = inf{t > τ2k−1 : v(Xt) > 2ε1},
S2k+1 : = inf{t > τ2k : v(Xt) < ε1}, k ∈ N
+,
and then {Si}
∞
i=1 is a sequence of stopping times. Thus, by (6) it holds that
∞ > E
∫ ∞
0
v(Xs)ds >
∞∑
k=1
E[I{S2k<τn}
∫ S2k+1
S2k
v(Xs)ds]
> ε1
∞∑
k=1
E[I{S2k<τn}(S2k+1 − S2k)]
= ε1
∞∑
k=1
E[I{S2k<τn}E(S2k+1 − S2k | GS2k)]. (12)
We estimate E(S2k+1−S2k | GS2k) on {S2k < τn}. First of all, by the similar deduction to
that of [7, Theorem 4.20, P.322], one can get that the strong solution Xt of Eq.(1) have
the strong Markov property for any {Gt}t>0-stopping time. Setting ǫ2 =
ε1
2
and following
the argument of Deng and Williams in [5, P.1241], we obtain that on {S2k < τn}
E(S2k+1 − S2k | GS2k) > E
(
(S2k+1 − S2k)I{sup06s6t∗ |v(X˜s)−v(X˜0)|6
ε1
2
} | GS2k
)
> t∗P
{
sup
06s6t∗
| v(X˜s)− v(X˜0) |6
ε1
2
| GS2k
}
= t∗P
{
sup
06s6t∗
| v(Xs)− v(x0) |6 ǫ2
}
>
t∗
4
,
where X˜· := X·+S2k and (11) is used in the last inequality. Therefore, (12) gives that
t∗
4
ε1
∞∑
k=1
P{S2k < τn} <∞.
It follows from the Borel-Cantelli lemma that
P{S2k < τn for infinitely many k} = 0.
Note that
{S2k < τn for infinitely many k} = {S2k < τn for infinitely many k and τn =∞}
∪{S2k < τn for infinitely many k and τn <∞}.
Thus,
P{S2k < τn for infinitely many k and τn =∞} = 0.
Note that supt>0 E(−v(Xt))
+ = 0, by [7, Theorem 3.15, P.17] we get that v(X∞) =
limt→∞ v(Xt) exists and Ev(X∞) < ∞. Therefore it follows from the supermartingale
9
inequality that
P
{
sup
t>0
v(Xt) > γ2(n)
}
6
Esupt>0 v(Xt)
γ2(n)
6
v(x0)
γ2(n)
,
which gives
P{τn =∞} = P
{
sup
t>0
| Xt |< n
}
> P
{
sup
t>0
v(Xt) < γ2(n)
}
> 1−
v(x0)
γ2(n)
.
So, we have P{τn =∞} → 1 as n→∞, and furthermore
P{S2k <∞ for infinitely many k} = 0,
which is a contradiction of (7). This completes the proof. 
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