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POINCARE´ SERIES OF LIE LATTICES AND
REPRESENTATION ZETA FUNCTIONS OF ARITHMETIC
GROUPS
MICHELE ZORDAN
Abstract. We compute explicit formulae for Dirichlet generating functions
enumerating finite-dimensional irreducible complex representations of potent
and saturable principal congruence subgroups of SL
4
(o) for o a compact DVR
of characteristic 0 and odd residue field characteristic. In doing so we develop
a novel method for computing Poincare´ series associated with commutator
matrices of o-Lie lattices with finite abelianization and whose rank-loci enjoy
an additional smoothness property.
We give explicit formulae for the abscissa of convergence of the representa-
tion zeta functions of potent and saturable FAb p-adic analytic groups whose
associated Lie lattices satisfy the hypotheses of the aforementioned method.
As a by-product of our computations we find that not all 4×4 traceless ma-
trices over a finite quotient of o admit shadow-preserving lifts, thus disproving
that smooth loci of constant centralizer dimension in sl4(C) ensure presence of
shadow-preserving lifts for almost all primes as suggested in [5, Remark 6.5].
1. Introduction
LetG be a group. The main object of investigation of this paper is the asymptotic
behaviour of the number ri(G) (i ∈ N) of isomorphism classes of i-dimensional
irreducible complex representations of G. As done by Avni, Klopsch, Onn and Voll
in [3, Section 1.1] we stipulate the following convention: when G is a topological
or an algebraic group, we assume that the representations enumerated by ri(G)
are continuous or rational, respectively. Throughout this work, when using the
sequence {ri(G)}i∈N for a group G, we assume that G is (representation) rigid, i.e.
ri(G) is finite for all i ∈ N.
The function ri(G) as i varies in N is called the representation growth function
of G. If the sequence
RN (G) =
N∑
i=1
ri(G) N ∈ N,
is bounded by a polynomial in N as N tends to infinity, the group G is said to have
polynomial representation growth (PRG). It is a well established tradition to study
the asymptotic behaviour of such sequences of non-negative integers by encoding
them in a Dirichlet generating function. We therefore define the representation zeta
function as
ζG(s) =
∞∑
i=1
ri(G)i
−s,
where s is a complex variable. The following definition is crucial in relating the
analytical properties of ζG(s) with the asymptotics of {ri(G)}i∈N.
Definition 1.1. The infimum of all α ∈ R such that ζG(s) converges on the com-
plex half-plane {s ∈ C | ℜ(s) > α} is called the abscissa of convergence of ζG(s)
(or of G for short) and denoted by α(G).
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In the context of representation growth, the most relevant property of the abscissa
of convergence is that it gives the degree of polynomial growth of RN (G) as N
tends to infinity. Indeed log(RN (G))/ log(N) tends to α(G) as N tends to infinity.
1.1. Main results. Let o be a compact discrete valuation ring of characteristic
0, prime ideal p and residue field Fq of cardinality q and characteristic p. In this
paper we focus on representation zeta functions of arithmetic groups and FAb
p-adic analytic groups arising from them. In order to do so we study Poincare´
series of certain Lie lattices giving a new method to compute them. This is used
in general to prove results on the abscissae of convergence of the representation
zeta functions of some FAb p-adic analytic groups and in particular to compute
the representation zeta functions of the potent and saturable principal congruence
subgroups of SL4(o). Key to this latter application is the fact that the loci of
constant Lie centralizer dimension in the complexification of sl4(o) are smooth and
irreducible quasi-affine varieties. Under this point of view, the situation is the same
for su4(o), sl5(o) and su5(o). The methods of this paper may therefore be used
in the future to compute the representation zeta functions of potent and saturable
principal congruence subgroups of SU4(o), SL5(o) and SU5(o). Broadly speaking,
the local factors of the representation zeta function of torsion-free finitely generated
nilpotent group are also given by a Poincare´ series that is very similar to the one
we employ here. The same methods of this paper may therefore be modified to
work also in the latter context, giving formulae for the abscissa of convergence of
those zeta functions as well.
Our approach compares to a number of pre-existing results. On the one hand,
much like the Igusa-type zeta functions used by Avni, Klopsch, Onn and Voll in
[3], our methods only rely on intrinsic information on the Lie lattice and, when
they apply, they may be regarded as a way of computing these p-adic integrals,
avoiding the non-constructiveness caused by Hironaka’s theorem on resolutions of
singularities. On the other hand, similarly to the method of shadows used by Avni,
Klopsch, Onn and Voll in [5], the approach of this paper is constructive. The
methods here, however, apply to a wider class of examples (the method of shadows
is bespoke for Lie lattices arising from a reductive algebraic group of type A2 defined
over a number field).
As in [27] our method combines [3] and [5] by expressing the representation zeta
function as a Poincare´ series and then computing it directly without using p-adic
integration. In addition to this there are two main new ideas. The first one is to use
a new smoothness condition (cf. Definition 1.12) and the property of isolation of
a submodule (cf. Definition 1.10) to reduce the computation of the Poincare´ series
to a problem over Fq. The second new idea is to further simplify the computation
breaking up the Fq-Lie algebra associated with the initial o-Lie lattice into pieces,
each of which has a specified behaviour (cf. Definition 1.13). These concepts will be
later clarified as we present the main technical result of this paper, i.e. Theorem E.
1.1.1. Poincare´ series of Lie lattices. The first main result does not directly concern
representation zeta functions but Poincare´ series of Lie lattices with finite abelian-
ization. Let g be an o-Lie lattice with finite abelianization g/[g, g] or equivalently
(by [3, Proposition 2.1]) such that g ⊗Zp Qp is a perfect Lie algebra. Let d be the
o-rank of g as a free o-module and let g¯ be the Fq-Lie algebra obtained from g by
reducing modulo p.
The Poincare´ series of g encodes how the elementary divisors of a commutator
matrix behave under lifting and is defined as in [3, (3.3)] (see also Section 1.3.1
and Definition 1.6 therein). The following main result characterizes the abscissa of
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convergence of the Poincare´ series of a perfect Lie lattice with geometrically smooth
rank-loci (see Definition 1.11).
Theorem A. For ω ∈ Hom(g¯,Fq)r {0} define
Rad(ω) = {x ∈ g¯ | ω([x, y]) = 0 ∀y ∈ g¯}
ρω(s) = 2(d− dimFq [Rad(ω),Rad(ω)])− (d− dimFq Rad(ω))s.
Assume that the rank-loci of g are geometrically smooth. Then the abscissa of
convergence of the Poincare´ series of g is
max
⋃
ω∈Hom(g¯,Fq)r{0}
{s ∈ Q | ρω(s) = 0}.
The case bearing the highest interest for us is when g is potent and saturable
as a Zp-Lie lattice. According to the version of the Kirillov orbit method in [3,
Proposition 3.1], in this case, the Lazard correspondence of [11, Section 4] assigns
a p-adic analytic group G = exp(g), whose representation zeta function may be
expressed in terms of the Poincare´ series Pg of g:
ζGm(s) = Pg(s+ 2).
It is worth recalling that given an o-Lie lattice, [3, Proposition 2.2] ensures that
there is m0 ∈ N0 such that g
m = pmg is potent and saturable as a Zp-Lie lattice
for all m ∈ N such that m > m0. The actual value of m0 ∈ N0 depends on o, but
for instance it is 0 if o is unramified over Zp.
When g is also quadratic i.e. it admits a non-degenerate symmetric bilinear form
that is associative with respect to the Lie bracket we obtain the following result:
Corollary B. For x ∈ g¯ define αx(s) ∈ Z[s] as
αx(s) = 2(dimFq Cg¯ (x)− dimFq [Cg¯ (x) ,Cg¯ (x)])− (d− dimFq Cg¯ (x))s.
Let g be potent saturable as a Zp-Lie lattice. Assume g is quadratic and that the
rank-loci of g are geometrically smooth. Then, for G = exp(g),
α(G) = max
⋃
x∈g¯r{0}
{s ∈ Q | αx(s) = 0}.
1.1.2. Special linear groups. The second main result is an explicit formula for the
representation zeta function of the principal congruence subgroups SLm4 (o), where
m is permissible, i.e. such that pm sl4(o) is saturable and potent.
Theorem C. Let o have odd residue field characteristic. Then, for all permissible
m,
ζSLm4 (o)(s) = q
15mF(q, q
−s)
G(q, q−s)
where
F(q, t) = qt18
−
(
q7 + q6 + q5 + q4 − q3 − q2 − q
)
t15
+
(
q8 − 2 q5 − q3 + q2
)
t14
+
(
q9 + 2 q8 + 2 q7 − 2 q5 − 4 q4 − 2 q3 − q2 + 2 q + 1
)
t13
−
(
q10 + q9 + q8 − 2 q7 − 2 q6 − 2 q5 + 2 q3 + q2 + q
)
t12
+
(
q8 + 2 q6 + q4 − q3 − q2 − q
)
t11
+
(
q8 + q7 − 2 q4 + q
)
t10
−
(
2 q10 + q9 + q8 − q7 − 3 q6 − 2 q5 − 3 q4 − q3 + q2 + q + 2
)
t9
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+
(
q9 − 2 q6 + q3 + q2
)
t8
−
(
q9 + q8 + q7 − q6 − 2 q4 − q2
)
t7
−
(
q9 + q8 + 2 q7 − 2 q5 − 2 q4 − 2 q3 + q2 + q + 1
)
t6
+
(
q10 + 2 q9 − q8 − 2 q7 − 4 q6 − 2 q5 + 2 q3 + 2 q2 + q
)
t5
+
(
q8 − q7 − 2 q5 + q2
)
t4
+
(
q9 + q8 + q7 − q6 − q5 − q4 − q3
)
t3
+ q9
G(q, t) = q9
(
1− qt3
)(
1− qt4
)(
1− q2t5
)(
1− q3t6
)
.
Remark 1.2. The palindromic symmetry of F(q, t) in Theorem B implies that
ζSLm4 (o)(s) satisfies the functional equation of [3, Theorem A], e.g. when m ∈ N is
permissible for Zp:
ζSLm4 (o)(s)|q→q−1 = q
−15·m · ζSLm4 (o)(s).
Simple substitutions reveal that ζSLm4 (o)(−2) = 0, in accordance with [12]; while
F(1, t) = G(1, t).
In [21] T. Rossmann introduces the topological representation zeta function of a
torsion-free free nilpotent group. Following his approach one may also define a
topological representation zeta function attached to ζSLm4 (o)(s). It is indeed possible
to compare the properties of this function with the properties of the topological
representation zeta function of nilpotent groups proved in [21]; the only caveat here
is that, in order to account for the differences in the application of the Kirillov
orbit method in the two cases (compare [3, Proposition 3.1, Corollary 3.7] and
[22, Theorem 2.6]), one substitutes s with s− 2. With this in mind one computes
(1.1) ζtopSLm4
(s) =
8
(
15 s3 + 26 s2 + 11 s− 1
)
(s+ 2)
(5 s− 2)(4 s− 1)(3 s− 1)(2 s− 1)
,
from which it follows that
(1.2) ζtopSLm4
(s− 2) =
8
(
15 s3 − 64 s2 + 87 s− 39
)
s
(5 s− 12)(4 s− 9)(3 s− 7)(2 s− 5)
.
One sees that, analogously to [21, Proposition 4.5], its limit as s → ∞ is 1 and
that, analogously to [21, Proposition 4.8], all its poles are rational and smaller than
15. The substitution of s with s − 2 also makes sure that ζtopSLm4 vanishes at 0 and
its zeroes have real part between 0 and 14 (see [21, Question 7.4, Question 7.5]).
1.1.3. Non-existence of shadow-preserving lifts. LetG be a smooth closed subgroup
scheme of the Z-group scheme GLn for some n ∈ N. And let or = o/pr. We recall
the following definition from [27]:
Definition 1.3. Let r ∈ N and a ∈ Lie(G)(or). We define the (group) shadow
ShG(or)(a) ≤ G(Fq)
of a to be the reduction mod p of the group stabilizer of a for the adjoint action of
G(or) on Lie(G)(or). Analogously, the Lie shadow
ShLie(G)(or)(a) ≤ Lie(G)(Fq)
of a is the reduction mod p of the centralizer of a in Lie(G)(or).
Definition 1.4. Let r ∈ N. We say that b ∈ Lie(G)(or+1) is a shadow-preserving
lift of a when b ≡ a mod pr and ShG(or+1)(b) = ShG(or)(a). Accordingly we say
that b ∈ Lie(G)(or+1) is a Lie shadow-preserving lift of a when b ≡ a mod pr and
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ShLie(G)(or+1)(b) = ShLie(G)(or)(a). If every element of gt has a shadow-preserving
lift for all t ∈ N, we say that g is shadow-preserving.
Theorem D. Let o have odd residue field characteristic. The Lie lattice sl4(o) is
not shadow-preserving.
This proves that, contrary to what was believed (see [5, Remark 6.5]), even if the
residue field characteristic is allowed to be arbitrary big, being shadow-preserving
does not follow from sl4(C) having smooth loci of constant centralizer dimension.
1.2. Background and motivation. In order to contextualize the main results of
this paper and provide motivation for them we now give a brief summary of some
recent results and open problems concerning representation zeta functions. We
start with an overview of some classes of groups with PRG whose representation
zeta functions have been traditionally studied.
The most relevant examples for the purposes of this paper all arise from semisim-
ple algebraic groups defined over a number field. Let H be a connected, simply
connected semisimple algebraic group defined over a number field k.
In this context, the first example of a group with PRG isH(C): its representation
zeta function has been studied first by Witten in [26] and its abscissa of convergence
has been computed by Larsen and Lubotzky in [15, Theorem 5.1].
Another class of groups with PRG consists of the groups H(Ov) where Ov is the
completion of the ring of integers of k at a non-archimedean place v. These groups
are known to be rigid (see [6, Proposition 2]) and the rationality results in [14]
entail that their representation zeta function has rational abscissa of convergence.
Arithmetic groups with the congruence subgroup property (CSP) are yet another
class of groups with PRG and, in a way, bring together the previous two examples.
By an arithmetic group we mean a group Γ which is commensurable to H(OS),
where OS are the S-integers in k for a finite set S of places of k including all
the archimedean ones. In [16] it was shown by Lubotzky and Martin that Γ has
PRG if and only if it has the CSP. Moreover, by a result of Larsen and Lubotzky
(see [15, Proposition 1.3]), when Γ has the CSP, the representation zeta function
of Γ has an Euler product decomposition. To exemplify what this means, let for
convenience Γ = H(OS). Then, if Γ has the strong CSP (i.e. the congruence kernel
is trivial), its representation zeta function decomposes as
ζΓ(s) = ζH(C)(s)
|k :Q| ·
∏
v/∈S
ζH(Ov)(s)
(also see [3, Equation (1.1)] and references therein).
Larsen and Lubotzky have proved in [15, Theorem 8.1] that the factors indexed
by v /∈ S have abscissa of convergence bounded away from 0 and proved that 1/15
is a lower bound for it. More recently Aizenbud and Avni have established upper
bounds too. For instance in case H = SLn for some n ∈ N, 22 is an upper bound
for the abscissa of convergence of SLn(Ov) for almost all v /∈ S (see[1], see also [10]
for an improved bound).
The fundamental consequence of the Euler product decomposition is that the so
called global abscissa of convergence α(Γ) might be worked out if enough knowledge
on the factors of the product is available. In general, Avni proves in [2] that
arithmetic groups with CSP have rational global abscissa of convergence. Even more
strikingly, Larsen and Lubotzky conjectured that the global abscissa of convergence
should depend solely on H for higher-rank semisimple groups:
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Conjecture 1.5 (Larsen and Lubotzky [15, Conjecture 1.5]). Let H be a higher-
rank semisimple group. Then, for any two irreducible lattices Γ1 and Γ2 in H,
α(Γ1) = α(Γ2).
We now give an overview of the state of the art in the solution of the open
problem above. Fix a non-archimedean place v. In [4, Theorem 1.2] Avni, Klopsch,
Onn and Voll prove a variant of Larsen and Lubotzky conjecture for higher-rank
semisimple groups in characteristic 0 assuming that both α(Γ1) and α(Γ2) are
finite. In [3], the same authors introduce the use of Igusa-type zeta functions in the
study of representation growth. In particular they relate their representation zeta
function to a generalized Igusa zeta function of the type described in [24]. In doing
so, they prove functional equations for the representation zeta functions of almost
all groups in certain distinguished infinite families, e.g. the principal congruence
subgroups SLmn (Ov) (n ∈ N) for almost all m ∈ N (see [3, Theorem A]). Using their
p-adic integration technique, they compute explicit formulae for the representation
zeta function of almost all of the principal congruence subgroups of SL3(Ov) and
SU3(D,Ov), where D is an unramified quadratic extension of Ov. Using Clifford
theory and the Euler product decomposition they are then able to deduce the
abscissae of convergence of arithmetic groups of type A2, thus establishing Larsen
and Lubotzky’s conjecture for groups of type A2. The same authors in [5] classify
the similarity classes of 3×3 matrices in gl3(Ov) and gu3(Ov) and obtain again the
explicit formulae in [3] avoiding integrals. Using again Clifford theory, they also
deduce explicit formulae for the representation zeta functions of SL3(Ov) and of
SU3(Ov). The application to the principal congruence subgroups of SL4(Ov) (cf.
Theorem C) in the present work, starts for type A3 the same line of investigation
followed in [3, 5] for arithmetic groups of type A2.
1.3. Techniques and main technical results. We shall now describe the tech-
niques that allow us to directly compute the Poincare´ series of certain Lie lattices
and ultimately underpin the first three main results of this paper. In this section we
introduce these fundamental ideas and other complementary notions. At the end of
the section we state the main technical result of this paper. It is worth remarking
here again that this technical core does not require the Lie lattice to be quadratic.
1.3.1. Poincare´ series. We start by recalling the definition of the commutator ma-
trix associated with an o-basis of g and some relevant facts related to it, more
details are found in [3, Section 3.1].
Let H = {b1, . . . , bd} be an o-basis for g. For bi, bj ∈ H, there are λ
1
i,j , . . . , λ
d
i,j
∈ o such that
[bi, bj ] =
d∑
h=1
λhi,jbh.
The coefficients λhi,j for i, j, h = 1, . . . , d are called the structure constants of g with
respect to H (or structure constants of H for short). We define the commutator
matrix of g with respect to H (or the commutator matrix of H for short) as
(1.3) RH(Y1, . . . , Yd) =
(
d∑
h=1
λhi,jYh
)
i,j
∈Matd(o[Y1, . . . , Yd]) .
Let π be a uniformizer of o. Fix an o-basis B. Let for convenience of notation R =
RB. Let now r ∈ N and w ∈ (o/pr)d. Let w ∈ od be a lift of w. The matrix R(w) is
an antisymmetric d × d matrix, therefore its elementary divisors may be arranged
in h = ⌊d/2⌋ pairs (πa1 , πa1), . . . , (πah , πah) for 0 ≤ a1 ≤ · · · ≤ ah ∈ (N0 ∪ {∞})
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together with a single extra divisor π∞ = 0 if d is odd. We define
νR,r(w) = (min{ai, r})i∈{1,...,h}.
It is easy to see that this definition does not depend on the choice of w.
Definition 1.6. Let
W(o) = od r p od
Wr(o) = (o/p
r)d r p (o/pr)d r ∈ N.
Let I = {i1, . . . , iℓ}< be a (possibly empty) subset of [h− 1]0 = {0, . . . h− 1} such
that i1 < i2, · · · < iℓ. We set i0 = 0 and iℓ+1 = h and we write
µj = ij+1 − ij for j ∈ {0, . . . , ℓ}; N =
ℓ∑
j=1
rj for rI = (r1, . . . , rℓ) ∈ N
|I|.
The Poincare´ series of R is
PR(s) =
∑
I⊆[h−1]0
I={i1,...,iℓ}<
∑
rI∈N|I|
|NoI,rI (R)| q
−s
∑ℓ
j=1 rj(h−ij),
where
NoI,rI (R) = {w ∈WN (o) | νR,N (w) = (0, . . . , 0︸ ︷︷ ︸
µℓ
, rℓ, . . . , rℓ︸ ︷︷ ︸
µℓ−1
,
rℓ + rℓ−1, . . . , rℓ + rℓ−1︸ ︷︷ ︸
µℓ−2
. . . , N, . . . , N︸ ︷︷ ︸
µ0
) ∈ Nh0}.
If B′ is another basis for g, it is known that PR(s) = PRB′ (s), we may therefore
define the Poincare´ series of g as
Pg(s) = PR(s) .
Remark 1.7. The link between the Poincare´ series and the representation zeta
function of a potent and saturable FAb p-adic analytic group is given via the Lazard
correspondence and the Kirillov orbit method. The Lazard correspondence asso-
ciates with such a group G a potent and saturable Zp-Lie lattice g. There is a
natural G-action on g∨ = HomZ(g,C
×) given by the dual of the G-adjoint action
on g. The Kirillov orbit method says that the orbits of this action correspond
to continuous irreducible representation of G and their cardinalities are equal to
the square of the degree of the representation they correspond to. In practice
then the sets defining the Poincare´ series are collecting (in coordinates) elements
of Hom(g, o) which represent elements of g∨ whose stabilizers for the G-co-adjoint
action have the same index; or, equivalently, whose G-orbits have the same size (see
[3, Section 2.2]).
1.3.2. Isolated submodules and geometrical smoothness. We now introduce the tools
we shall use to study the geometry of the sets defining the Poincare´ series, ultimately
allowing us to express it as a sum of products of geometric progressions.
Definition 1.8. For i ≤ d, let Pi ⊆ o[X1, . . . , Xd] be the ideal generated by the
i× i principal minors of R and let Pd+1 = (0). We write
ViR = Spec (o[X1, . . . , Xd]/Pi) .
If the d-dimensional affine space over o is defined as
Ad = Spec (o[X1, . . . , Xd]) ,
8 MICHELE ZORDAN
then the canonical projection
o[X1, . . . , Xd]→ o[X1, . . . , Xd]/Pi
embeds ViR into A
d, in what follows we shall always see ViR as an o-subscheme
of Ad. For 2µ ≤ d, the rank-2µ locus L2µR of R is the o-scheme defined as the
scheme-theoretic complement of V2µR when seen as a closed subscheme of V
2µ+1
R . If
R is an o-algebra, we write
V2µR (R) = Homo (o[X1, . . . , Xd]/P2µ, R)
for the set of R-points of V2µR . By [25, Theorem 1.2] there is a natural correspon-
dence between the set defined above and the set of solutions of P2µ in R
d. For
convenience, in what follows we shall identify these two sets. Accordingly we write
L2µR (R) = V
2µ+1
R (R)rV
2µ
R (R).
Remark 1.9. Before proceeding, a comment on the last definition: it might seem
a little confusing that we have defined only loci consisting of points that give even
rank when plugged into the commutator matrix. This is explained because anti-
symmetric matrices always have even rank; and so, for all 2µ ≤ d, the zeroes of
the 2µ × 2µ principal minors coincide with the zeroes of the (2µ − 1) × (2µ − 1)
principal minors. It follows that even extending the definition above to odd ranks
one would not find new algebraic sets besides the loci of even rank.
In order to compute the Poincare´ series of R we study the set of o-points of L2µR
which by the above definition and conventions is
L2µR (o) = L
2µ
R (k)∩ o
d.
We recall the definition of an isolated submodule:
Definition 1.10. Let M be an o-module and N be a submodule of M . We say
that N is isolated in M if M/N is a torsion-free o-module. The smallest isolated
L containing N is called the isolator of N and denoted by iso(N).
Fixing a basis for g gives od the structure of an o-Lie lattice and Fdq the structure of
an Fq-Lie algebra. Here and throughout this work, the Lie bracket of two elements
of od, or Fdq respectively, is intended to be the one associated with the Lie structure
given by B. We introduce here the following pivotal notion for this paper.
Definition 1.11. We say that L2µR (o) is geometrically smooth when
i. every x ∈ L2µR (Fq) has a lift x ∈ L
2µ
R (o) (i.e. there exists x ∈ L
2µ
R (o) such
that x ≡ x mod p).
ii. For every x of L2µR (o) such that x ∈ L
2µ
R (Fq) mod p the following holds:
[kerR(x), kerR(x)]
is an isolated o-submodule of od.
When L2µR is geometrically smooth for all 2µ ≤ d, we say that R has geometrically
smooth rank-loci.
Definition 1.12. It is known that if another basis B′ of g is chosen, then the rank-
loci of RB′ are isomorphic to the rank-loci of R as o-schemes (this is a straightfor-
ward consequence of Lemma 2.1). This means that having geometrically smooth
rank-loci is actually a property of g that does not depend on the choice of the basis.
So we say that g has geometrically smooth rank-loci when there is a basis C such
that RC has geometrically smooth rank-loci.
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Section 2, gives the motivation for the name “geometrical smoothness”: indeed,
we show that if the rank-loci are smooth o-schemes and their sets of Fq-points are
also smooth, then the geometrical smoothness condition is automatically satisfied.
Although geometrical smoothness is easier to check as our computations will show,
we do not know whether it is really more general than smoothness in the context of
rank-loci of commutator matrices. We leave this as an interesting open question.
1.3.3. Kernel classes and classifications. In order to state the main technical result
we still need to break up Fdq into pieces all whose elements give a specified contri-
bution to the Poincare´ series. In the context of representation zeta functions of a
potent and saturable FAb p-adic analytic group G, this gives us the flexibility to
group together points whose Lie centralizers are G-conjugate (roughly replicating
the approach of [5]), or just isomorphic (thus obtaining a similar approach to the
one in [28]). We denote by R the matrix of linear forms over Fq obtained reducing
mod p the entries of R.
Definition 1.13. An R-kernel class c is a subset of Fdq such that for any two
x, x′ ∈ c
dimFq kerR(x) = dimFq kerR(x
′)
dimFq [kerR(x), kerR(x)] = dimFq [kerR(x
′), kerR(x′)].
Examples of R-kernel classes are subsets all of whose elements give isomorphic
kernels when plugged into R. Other examples arise when g is the set of o-points of
the Lie algebra of a Z-group scheme G. In this setting examples of R-kernel classes
are subsets all of whose elements give kernels that, for instance, are conjugate for
the G(Fq)-action on F
d
q induced by the G(o)-adjoint action on g.
Definition 1.14. A set of disjoint R-kernel classes covering Fdq is called a classifi-
cation by R-kernels. Members of a classification by R-kernels A are called kernel
A-classes or kernel classes when no confusion is possible.
Given an R-kernel class c we have well defined
dc = dimFq r r = kerR(x) for any x ∈ c
d′
c
= dimFq [r, r] r = kerR(x) for any x ∈ c.
Let A be a classification by R-kernels. A sequence of A-kernel classes is a set
{c1, . . . , cℓ} (ℓ ∈ N0) of kernel A-classes such that dc1 > dc2 > · · · > dct .
Definition 1.15. Let S = {c1, . . . , cℓ} be a sequence of kernel A-classes
i. If S = ∅ we define FS(R) = {∅}.
ii. If S 6= ∅. We define FS(R) as the set of ℓ-tuples (x1, . . . , xℓ) of elements of
Fdq such that for all j = 1, . . . , ℓ for yj =
∑ℓ
k=j xk
(a) yj ∈ cj
(b) xj−1 ∈ [kerR (yj) , kerR (yj)] for j > 1.
Set h = ⌊d/2⌋. Fix an ordered subset I = {i1, . . . , iℓ}< of [h− 1]0 = {0, . . . , h− 1}.
Definition 1.16. An I-sequence of kernel A-classes is a sequence of kernel A-
classes {c1, . . . , cℓ} such that dcj = d − 2(h − iℓ+1−j) for all j = 1, . . . , ℓ. The set
of all I-sequences of kernel A-classes is denoted by KAI (R).
Theorem E. Let R be the commutator matrix of g with respect to an o-basis.
Let A be a classification by R-kernels. Assume that R has geometrically smooth
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rank-loci. Then the Poincare´ series of R is∑
I⊆[h−1]0
I={i1,...,iℓ}<
∑
S∈KA
I
(R)
S={c1,...,cℓ}
|FS(R)| q
−(d−d′
cℓ
)
∏
c∈S
qd−d
′
c
−s d−dc2
1− qd−d
′
c
−s d−dc2
.
The way this result is proved is an evolution of the ideas of [27]. Indeed the methods
therein are a way of computing the Poincare´ series of g by looking at the fibres of
the maps induced by the projection of o onto its finite quotients. An idea that
essentially was already present in [5]. Here, as we shall see in Proposition 3.3,
we introduce new maps that project the sets whose cardinalities is encoded in the
Poincare´ series onto suitably defined sets involving only properties of the Lie algebra
g¯. The main idea is to describe how the elementary divisors νR,r(x) (x ∈ (o/pr)d,
r ∈ N) behave under lifting x to (o/pr+1)d. This is a coarser analog of the method
of shadows in [5,27], and substantially converts the counting problem involving the
elementary divisors into an easier and coarser counting problem involving ranks of
matrices over Fq; thus translating an enumeration over o
d to an enumeration over
Fdq .
1.4. Organization of the paper. The paper is divided into three parts, the first
one proves Theorem E, the second one applies this theorem to sl4(o), and the third
one proves that this o-Lie lattice is not shadow-preserving.
The first part is essentially a proof of Theorem E and its consequences: Theo-
rem 4.6, Theorem A, and Corollary B. First of all, that is in Section 2, we examine
the Jacobians of the polynomials defining the rank-loci of a commutator matrix.
We prove that smoothness implies geometrical smoothness of the rank-loci and give
a criterion for establishing geometrical smoothness in case the rank-loci over C are
smooth and irreducible (cf. Proposition 2.5). This will be useful in Part 2 to de-
termine for which primes Theorem 4.6 applies to sl4(o). In Section 3 we introduce
the techniques allowing us to compute Poincare´ series of commutator matrices with
geometrically smooth rank-loci. After having proved Theorem E and its corollary
Theorem A, we specialize them for quadratic Lie lattices obtaining Theorem 4.6
and Corollary B.
The second part applies Theorem 4.6 to the Lie lattices sl4(o) when o has odd
residue field characteristic. First of all we check that the hypotheses of Theorem 4.6
are satisfied. In Section 6 we elaborate an effective way of computing the cardi-
nalities of the sets defining the Poincare´ series in Theorem 4.6. This method pre-
supposes arranging the elements of sl4(Fq) according to their centralizer-dimension
and dimension of related derived subalgebra, which we do in Section 7. Finally the
computation is carried out in Section 8. We decided not to overcrowd this section
with details which, albeit with a different notation, are available in [28, Chapter 4].
The last part proves that sl4(o) is not shadow-preserving, we have preferred to
separate this part from the bulk of the other computations for sl4(o) as they no
longer refer to shadows.
1.5. Notation. We denote by N the set of the positive integers {1, 2, . . .}, while
N0 = {0, 1, 2, . . .} are the natural numbers. Analogously, for n ∈ N we set [n] =
{1, . . . , n} and [n]0 = {0, . . . , n}. Throughout this work o is a compact discrete
valuation ring of characteristic 0, prime ideal p, uniformizer π and residue field Fq
of characteristic p and cardinality q. The field of fractions of o is denoted by k. The
field of p-adic numbers is denoted by Qp and the ring of p-adic integers by Zp.
As conventional, the group of units of a ring R is R×. We introduce a similar
notation for non-trivial o-modules as follows. Given such a module M , we write
M∗ = M r pM . For the trivial o-module we set {0}∗ = {0}. Moreover, defining
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Table 1.1. Some frequently used notation.
Symbol Meaning
N {1, 2, 3, . . .}
N0 natural numbers, i.e. N ∪ {0}
[n] {1, . . . , n} ⊆ N (n ∈ N)
[n]0 [n] ∪ {0} (n ∈ N)
{i1, . . . , iℓ}< ⊆ N ordered subset of N: I1, . . . , iℓN and i1 < i2 < · · · < iℓ
Matm×n(R) m× n (m,n ∈ N) matrices with entries in the ring R
Asymn(R) n× n (n ∈ N) antisymmetric matrices with entries
in the ring R
Qp p-adic numbers for p a prime integer
Zp p-adic integers for p a prime integer
o compact DVR of characteristic 0
on o× · · · × o n-times (n ∈ N)
π uniformizer of o
p prime ideal of o
pr p · · · p r-times (r ∈ N)
p(n) p× · · · × p n-times (n ∈ N)
o× or p
Fq residue field of o
or o/p
r
k field of fractions of o
M∗ M r pM for a non-trivial o-module M
{0}∗ {0}
g o-Lie lattice
g¯ reduction of g modulo p
gr reduction of g modulo p
r (r ∈ N)
d rko g
h ⌊d/2⌋
Ch (x) Lie centralizer of x in the Lie ring h over a ring R
[h, h] SpanR([x, y] | x, y ∈ h), i.e. the derived subring
of the R-Lie lattice h
H♯ dual basis of the R-basis H
An n-dimensional affine space over o, i.e. Spec(o[X1, . . . , Xn])
Mℓ to be the reduction modulo p
ℓ of M , we write
θr :M →Mr r ∈ N
θr,t :Mr →Mt r > t
for the maps defined by reducing modulo pr and pt respectively. If r, t ∈ N with
r > t and a ∈Mt for some t ∈ N, we say that b ∈ θ
−1
r,t (a) is a lift of a to Mr.
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Let R be a ring. We denote by Matm×n(R) the m× n (m,n ∈ N) matrices with
entries in R and by Asymn(R) the n×n antisymmetric matrices with entries in R.
An R-Lie ring is an R-module endowed with a Lie bracket. Let h be an R-Lie
ring and x ∈ h. The Lie centralizer of x in h is
Ch (x) = {y ∈ h | [x, y] = 0}.
An R-Lie lattice is an R-Lie ring that is free and finitely generated over R. For an
R-Lie lattice h we define [h, h] to be its derived subring. If H is an R-basis for h,
its dual will be denoted by H♯.
When H is a closed smooth Z-subgroup scheme of GLn (n ∈ N) and h =
Lie(H)(R), we write
CH(R) (x)
for the stabilizer of x for the adjoint action of H(R) on h. If h is stable under the
adjoint action of GLn(R) on gln(R) we write
CGLn(R) (x)
for the stabilizer of x for the action induced on h.
We write RJX1, . . . , XtK for the ring of formal power series in the t variables
X1, . . . , Xt.
Table 1.1 gives an overview of the notation introduced here and also reports
some frequently used symbols.
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Part 1. Poincare´ series
2. Rank-loci
In this section we investigate the geometry of the o-schemes defined in Defini-
tion 1.8. The core is Proposition 2.3 which describes the image of the Jacobian
matrix at a point of a rank-locus. Fix 2µ ≤ d. We start by noticing that if a
different basis B′ is used to define the commutator matrix of g, the basis change
defines an o-scheme isomorphism Ad → Ad that carries the rank-2µ locus of R to
the rank-2µ locus of RB′ .
Lemma 2.1. Let B′ be another o-basis for g, and let S be the basis-change matrix
from B to B′. Then, for all v ∈ od,
StR′(v)S = R(vS−t),
where R′ the commutator matrix of g with respect to B′.
Proof. Let v = (v1, . . . , vd) ∈ o
d. Let also B′♯ = {b′1
♯
, . . . , b′d
♯}. The matrix R′(v)
is the matrix of the bilinear form bω on g defined by
bω(x, y) = ω([x, y]),
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where ω =
∑d
i=1 vib
′
i
♯
. Since S is the basis change from B to B′, vS−t expresses
the coordinates of ω with respect to B. It follows that R(vS−t) is the matrix of bω
with respect to B. Hence the equality with StR′(v)S. 
Notation 2.2. Let R be a ring. Let e ∈ N and f ∈ R[X1, . . . , Xe]. The homomor-
phism of R-algebras
R[t] // R[X1, . . . , Xe]
t
✤
// f
defines a morphism Ad → A1 of affine schemes over R. The preimage of A1 r {0}
through this morphism is an affine scheme that is open in the Zariski topology of
Ad. We denote it by D(f). If A is an R-algebra, then D(f)(A) consists of the
points a ∈ Ad(A) such that f(a) ∈ A×.
Proposition 2.3. Let R be an o-algebra. Let J2µ be the Jacobian matrix associated
with a set of generators of P2µ+1. Then
imJ2µ(x) = [kerR(x), kerR(x)].
Proof. Assume for convenience of notation that kerR(x) is spanned by the last
d− 2µ elements of the standard basis of Rd (if not we may always change the basis
by Lemma 2.1). Let Rij denote the (i, j)-th entry of R for i, j ∈ {1, . . . , d}. Let
also
M = (Rij)i,j∈{1,...2µℓ}
Define g = detM. The set D(g) = Spec(o[X1, . . . , Xd]g) is an open set in the
Zariski topology of Ad and x ∈ D(g)(R). Set, for convenience of notation A =
o[X1, . . . , Xd]. We embed A into Ag by sending each f ∈ A to f/g0 ∈ Ag. Ac-
cordingly we define Jµ to be the ideal generated by the image of P2µ+1 under this
embedding. By a theorem of Kronecker, since g is an invertible 2µ× 2µ minor, Jµ
may be generated by the (2µ+ 1)× (2µ+ 1) bordered minors of M; i.e. by
Fij = det
 M
R1j
...
R2µ j
Ri 1 . . . Ri 2µ Rij
 (i, j > 2µ).
We shall now compute the Jacobian matrix of this presentation of Jµ. Let
IT = ({Rij | i ≤ 2µ j > 2µ}) .
For all i, j as above, we compute Fij by means of a Laplace expansion with respect
to the last column and find that
Fij = g ·Rij +Gij
with Gij ∈ IT . Moreover, deriving using Leibniz’s rule, one finds that for all
k ∈ {1, . . . , d}
∂Fij
∂Xk
= g ·
∂Rij
∂Xk
+G′ij
with G′ij ∈ IT . Since the last d − 2µ elements of B span kerR(x), we have that
x is a common zero of the polynomials in IT , so the last equality implies that the
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Jacobian matrix associated with the Fij ’s has image
Span



∂Rij
∂X1
...
∂Rij
∂Xd

∣∣∣∣∣∣∣∣ ij > 2µℓ

 = [kerR(x), kerR(x)].
This suffices to conclude as the image of the Jacobian matrix does not change by
passing to a localization or by changing the presentation of the ideal. 
Remark 2.4. Let r ∈ N. If x belongs to L2µR (o) modulo p
r and has a lift x̂ ∈ L2µR (o),
then
imJ2µ(x) ≡ [kerR(x̂), kerR(x̂)] mod p
r.
With this description of the image of the Jacobian at hand, it is now easy explain
how the notion of geometrical smoothness generalizes the notion of smoothness.
Namely Proposition 2.3 implies that if L2µR is smooth over o and its Fq-points are
also smooth, then L2µR (o) is geometrically smooth. Indeed, the presence of lifts
of L2µR (Fq) to L
2µ
R (o) is guaranteed by Hensel’s lemma (cf. [9, §4.6, Corollary 3]).
While, if x ∈ L2µR (o), then there is an affine neighbourhood
U = D(g) ∼= Spec(o[X1, . . . , Xd]g)
for some g ∈ o[X1, . . . , Xd] such that g(x) ∈ o×. Locally in U , the rank-locus L
2µ
R is
defined by polynomials with invertible Jacobian. In other words there is a minimal
set of generators f1, . . . , fc of P2µ+1 such that
U ∩ L2µR = Spec (o[X1, . . . , Xd]g/(f1, . . . , fc))
and the Jacobian matrix
J cf =

∂f1
∂X1
. . . ∂fc∂X1
...
...
∂f1
∂Xc
. . . ∂fc∂Xc

is invertible in o[X1, . . . , Xd, Xd+1]g/(f1, . . . , fc). This implies that passing to the
quotient by the prime ideal corresponding to x, i.e. evaluating J cf in x, the matrix
stays invertible which in turn gives that imJ cf (x) is isolated. So by Proposition 2.3,
we conclude that the derived Lie sublattice of kerR(x) is isolated.
The last results of this section gives a criterion for geometrical smoothness that
will be useful in the applications of Part 2.
Proposition 2.5. Assume L2µR ⊗oC is smooth and irreducible and that all x ∈
L2µR (Fq) are such that
dimFq [kerR(x), kerR(x)] = d− dimC(L
2µ
R ⊗oC).
Then L2µR (o) is geometrically smooth.
Proof. Let for convenience X = L2µR . Take x ∈ X(o) such that x ∈ X(Fq) modulo
p and let r = [kerR(o), kerR(o)]. Fix an embedding of o into C. The kernel of
R(x) when seen as a complex matrix is
kerCR(x) = kerR(x)⊗o C
and consequently [kerCR(x), kerCR(x)] = r ⊗o C. Since L
2µ
R ⊗oC is smooth, we
must have that
rkor = dimC(r⊗o C) = d− dimC(X ⊗o C).
POINCARE´ SERIES AND REPRESENTATION ZETA FUNCTIONS 15
Where the last equality holds by Proposition 2.3. If d − dimC(X ⊗o C) is also
the dimension over Fq of the reduction mod p of r it follows that the latter o-
submodule of od must be isolated. Finally the presence of rank-preserving lifts
follows by Hensel’s lemma. 
3. Reduction to the finite field
The aim of this section is to prove Theorem E and its corollaries. Let then
R have geometrically smooth rank-loci. For r ∈ N, the matrix obtained from R
reducing its entries mod pr is denoted by Rr. We start by proving a preliminary
result involving a coarser analog of Definition 1.15.
Definition 3.1. Let I = {i1, . . . , iℓ}< ⊆ [h− 1]0.
i. If I = ∅ we define FI(R) = {∅}.
ii. If I 6= ∅, we define FI(R) as the set of (x1, . . . , xℓ) ∈ ((Fdq)
∗)ℓ with the
following properties: for all j = 1, . . . , ℓ and for yj =
∑ℓ
k=j xk
(a) rkFqR (yj) = 2(h− ij),
(b) xj−1 ∈ [kerR (yj) , kerR (yj)] for j > 1.
We introduce the following concept.
Definition 3.2. A choice of rank-preserving lifts is a function ϕ : Fdq → o
d such
that, for all 2k ≤ d and all x ∈ Fdq with rkFq R(x) = 2k, rkkR(ϕ(x)) = 2k. It is
worth noticing here that we require ϕ to be just a function.
When R has geometrically smooth rank-loci a choice of rank-preserving lifts always
exists by definition. In addition, let Iso(g) be the set of all isolated submodules
of g. By [20, Theorem 4.0] every isolated submodule of g admits a complement.
Using the axiom of choice we may then define a function
c : Iso(g)→ Iso(g)
assigning a complement to each isolated submodule of g. Let us fix such a function
for all the rest of this work. The following proposition is the fundamental step in
the proof of Theorem E.
Proposition 3.3. Let rI = (r1, . . . , rℓ) ∈ N|I| and let NoI,rI (R) be defined as in
Definition 1.6. Assume further that R has geometrically smooth rank-loci and let
ϕ be a choice of rank-preserving lifts. Then there is a surjective function
σI,rI ,ϕ,c : N
o
I,rI (R)→ FI(R),
such that its fibre above (x1, . . . , xℓ) ∈ FI(R) has cardinality
q(d−d
′
x1
)(r1−1) ·
ℓ∏
i=2
q(d−d
′
xi
)ri ,
where, for all x ∈ Fdq ,
d′x = dimFq [kerR(x), kerR(x)].
Remark 3.4. In the notation of Proposition 3.3, the function σI,rI ,ϕ,c depends on
the non-canonical choices of ϕ and c but FI(R) does not. However, even if we
shall obtain different σI,rI ,ϕ,c’s for different choices of ϕ and c, we shall use σI,rI ,ϕ,c
only to compute the cardinality of NoI,rI (R) using the cardinality of FI(R). These
arbitrary choices will, therefore, have no consequence for our purposes.
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3.1. Proof of Proposition 3.3. The proof is a double induction on the cardinality
of I and on rℓ. Before starting, however, we need to fix some notation and prove
some preliminary results.
3.1.1. Notation. For convenience we first of all introduce the following notation and
definitions:
i. for f ∈ N and e ∈ N ∪ {∞}, we write
Bf (e) =

0 πe 0 . . . . . . 0
−πe 0
...
0
. . .
...
...
. . . 0
... 0 πe
0 . . . . . . 0 −πe 0

∈Mat2f×2f (o)
for the 2f × 2f antisymmetric matrix with f blocks of the form(
0 πe
−πe 0
)
on the diagonal and zeroes elsewhere. Here π∞ = 0 by convention.
ii. Let f ∈ N and M be an antisymmetric 2f × 2f matrix over o. Then there
is S ∈ GL2f (o) , i ∈ N and f1, . . . , fi ∈ N and e1, . . . , ei ∈ N ∪ {∞} such
that f = f1 + · · ·+ fi and
StMS =

Bf1(e1) 0 0
0
. . . 0
0 0 Bfi(ei)
 .
If we assume that e1 < e2 < · · · < ei then the right-hand side is unique
among the matrices that may be obtained from M by multiplying it on
the left with T ∈ GL2f (o) and on the right with T
t. We call this the
antisymmetric Smith normal form of M (ASNF for short) and denote it by
ASNF(M). The ASNF of a (2f + 1)× (2f + 1) antisymmetric matrix over
o is defined in the obvious analogous way with the only difference that the
last block on the diagonal consists only of a 0.
iii. Let x̂ ∈ od. We denote by ωx̂ the element of Homo(g, o) whose coordinates
in the dual basis B♯ are given by x̂.
iv. Let h be an o-Lie lattice and ω ∈ Homo(h, o). We define a bilinear form bω
on h as follows: for x, y ∈ h
bω(x, y) = ω([x, y]).
v. In the same notation as the previous point we set
Rad(ω) = {x ∈ h | bω(x, y) = 0 ∀ y ∈ h}
Radr(ω) = {x ∈ h | bω(x, y) ∈ p
r ∀ y ∈ h} r ∈ N.
It is a straightforward application of Jacobi’s identity to notice that Rad(ω)
and Radr(ω) (r ∈ N) are Lie sublattices of h.
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3.1.2. Isolated radicals. Before proceeding we also need to recall the following facts
about radicals.
Lemma 3.5. Let ω ∈ Homo(g, o). Then Rad(ω) is isolated in g.
Proof. Let α be a non-zero divisor in o. Then αy ∈ Rad(ω) if and only if
ω([αy, x]) = 0
for all x ∈ g. This is equivalent to αω([y, x]) = 0 for all x ∈ g, which in turn is
equivalent to ω([y, x]) = 0 for all x ∈ g because α is not a zero divisor. Hence
αy ∈ Rad(ω) if and only if y ∈ ω, i.e. g/Rad(ω) is torsion-free. 
3.1.3. Rank-preserving lifts. Before we start proving Proposition 3.3 we also need
an analog of [27, Theorem C] in describing how the elementary divisors of the
commutator matrix behave under lifting.
Lemma 3.6. Let h be an o-Lie lattice and let ω ∈ Homo(h, o). Then bω = 0 if and
only if
ω|iso([h,h]) = 0.
Proof. The statement is a straightforward consequence of the definition of bω (cf.
Section 3.1.1). 
The following result constructively describes the ASNF of R when evaluated at lifts
of elements of (or)
d.
Lemma 3.7. Let µ ≤ h. Let x̂ ∈ od be such that
ASNF(R(x̂)) ≡M =
(
Bµ(0) 0
0 0
)
mod pr.
Let V = Rad(ωx̂) and Z = iso([V, V ]). Let C be an o-basis of V and C
′ ⊆ C be an
o-basis of Z. In addition, let also ẑ ∈ od and ẑV be the coordinates with respect to
C♯ of the restriction of ωẑ to V . Then
ASNF(R(x̂ + πr ẑ)) ≡
(
Bµ(0) 0
0 πrB
)
mod pr+1
where B = ASNF(RC (̂zV )). Moreover, if ẑZ are the coordinates with respect to C′♯
of the restriction of ωẑ to Z, then
ASNF(R(x̂ + πr ẑ)) ≡M mod pr+1
if and only if ẑZ ≡ 0 mod p.
Proof. Let ω = ωx̂ and ω
′ = ωx̂+πr ẑ. We may assume that R(x̂) is already in
ASNF and that C = {b2µ+1, . . . , bd}. Then
R(x̂ + πr ẑ) =
(
Bµ(0)+π
rA πrC
−πr Ct πrB
)
for suitable A ∈ Asym2µ(o) and C ∈ Mat2µ×(d−2µ)(o). Now, since Bµ(0)+π
rA
is invertible, we may use its entries to cancel πrC and −πr Ct with simultaneous
elementary row and column operations. In practice this is equivalent to shifting
b2µ+1, . . . , bd with linear combinations of b1, . . . bd multiplied by π
r. The result of
these manipulations is an o-basis of g, say H, such that the matrix of bω′ with
respect to H is
M ′ =
(
Bµ(0)+π
rA 0
0 πrB + π2rD
)
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where D ∈ Asymd−2µ(o). This proves the first part of the statement, while the
second part now follows by Lemma 3.6. 
Definition 3.8. Let r ∈ N. We say that y ∈ (o/pr+1)d is a rank-preserving lift of
x ∈ (o/pr)d when y ≡ x mod pr andRr+1(y) and has as many maximal elementary
divisors as Rr(x), i.e.
|{a ∈ νR,r+1(y) | a = r + 1}| = |{a ∈ νR,r(x) | a = r}|.
It is now straightforward to deduce the following
Corollary 3.9. In the notation of Lemma 3.7. There are exactly
qd−rko Z
distinct rank-preserving lifts of θr(x̂) in (o/p
r+1)d.
3.1.4. Basis step. The case in which I = ∅ is treated separately in the definition
of FI(R); here |FI(R)| = |NoI,rI (R)| = 1 and the statement of Proposition 3.3 is
readily verified setting σI,rI ,ϕ,c to be the only function between the two sets. The
induction, then, ought to start by considering |I| = 1.
Let i < h. If I = {i}, then FI(R) consists of elements x ∈ Fdq such that
rkFqR(x) = 2(h− i).
When r1 = 1, the sets FI and N
o
I,rI
(R) coincide, so also in this case the statement of
Proposition 3.3 is immediately verified. Let r1 = 2. By the geometrical smoothness
hypothesis, [Rad(ωϕ(x)),Rad(ωϕ(x))] is isolated. It follows that the elements of
NoI,rI (R) lifting x are exactly q
d−d′x by Corollary 3.9. So Proposition 3.3 follows by
setting
σI,rI ,ϕ,c = θ2,1.
More generally, when r1 > 2, we set σI,rI ,ϕ,c = θr1,1 and verify that this function
has the desired properties by means of a recursive application of Corollary 3.9.
3.1.5. Inductive hypothesis. We proceed now with the proof of the inductive step.
Fix I = {i1, . . . , iℓ}< with ℓ > 1 and rI ∈ Nℓ. We make two distinct inductive
hypotheses according to whether rℓ > 1 or not:
i. in case rℓ > 1 we set J = I, rJ = {r1, . . . , rℓ−1, rℓ − 1} and assume that we
have already defined a surjective function
σJ,rJ ,ϕ,c : N
o
J,rJ (R)→ FJ(R),
whose fibres have the cardinality specified by the expression in Proposi-
tion 3.3.
ii. In case rℓ = 1 we set J = I r {iℓ}, rJ = {r1, . . . , rℓ−1} and assume that we
have already defined a surjective function
σJ,rJ ,ϕ,c : N
o
J,rJ (R)→ FJ(R),
whose fibres have the cardinality specified by the expression in Proposi-
tion 3.3.
3.1.6. Definition of σI,rI ,ϕ,c, for rℓ > 1. Let w ∈ N
o
I,rI
(R) and ŵ ∈ od lifting w.
In order to make use of the inductive hypothesis, we now show how to define a
surjective function
σ : NoI,rI (R)→ N
o
J,rJ (R)
whose fibre above each w′ ∈ NoJ,rJ (R) has cardinality q
d−e where
e = dimFq [kerR(θN−1,1(w
′)), kerR(θN−1,1(w
′))].
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The inductive hypothesis will then make sure that σI,rI ,ϕ,c = σJ,rJ ,ϕ,c ◦ σ has the
required properties.
First of all we bring R(ŵ) in ASNF. Naturally there will be many basis changes
that do so in general, what follows explains how to make sure that σ is well defined.
Let ω = ωŵ and x = θN,1(w). By Lemma 3.5 we may define U as c(Rad(ωϕ(x))).
This definition of U causes the dependence of σI,rI ,ϕ,c on ϕ and c.
Clearly bω is non-degenerate on U and hence
V = {x ∈ g | bω(x, u) = 0 ∀u ∈ U}
is a complement of U in g. One checks that not only is V ≡ Rad(ωϕ(x)) mod p
but also V is a Lie sublattice with isolated derived Lie sublattice. Indeed the first
assertion easily follows by construction. The second instead is a consequence of the
rank-loci of g being geometrically smooth:
Lemma 3.10. In the notation fixed above. There is x̂ ∈ od such that V = Rad(ωx̂)
and [V, V ] is an isolated o-submodule of g.
Proof. Let us first of all fix some notation and rephrase the problem in terms of
lifting approximate solutions with Hensel’s lemma. Let B′ be an o-basis of g with
the first 2µℓ elements in U and the remaining ones in V . Let also R′ = RB′ . Let
A = o[X1, . . . , Xd]. For i, j ∈ {1, . . . , d} denote by Ri,j the (i, j)-th entry of R′.
Let
IT = ({Rij | i ≤ 2µℓ j > 2µℓ})
IC = ({Rij | i, j > 2µℓ}) .
Let ŵ′ be the coordinates of ω with respect to B′♯. We have that ŵ′ is, mod p,
a common zero of IT ∪ IC . So, by Hensel’s lemma, if IT + IC is generated by
linear polynomials in A∗ = A r p · A, we find an exact solution x̂′ ∈ od such that
x̂′ ≡ ŵ′ mod p. This exact solution will be so that
R′(x̂′) =
(
M 0
0 0
)
M ∈ GL2µℓ(o)
and therefore V = kerR′(x̂′) = Rad(ωx̂) for an appropriate x̂ ∈ o
d, thus proving
the first part of the lemma.
Let us prove the claim above. First of all we notice that by the construction of
U and V ,
Rij(ŵ) = 0 ∀ i ≤ 2µℓ, j > 2µℓ.
So for the purposes of this proof we may assume that IT is generated by linear
polynomials in A∗. The ideal IC may be generated in this way too, for the rank-locus
is geometrically smooth which also implies that the Lie lattice [V, V ] is isolated.
This concludes the proof. 
What follows defines σ and proves its surjectivity. In order to do this we need
a sequence of three lemmata. We state and prove these preliminary results for
slightly more general U and V than the ones above. This will enable us to use
them without modifications also when rℓ = 1. The first lemma shows that we may
bring R(ŵ) in ASNF without altering the decomposition g = U ⊕ V . This will
secure a non-ambiguous definition of σ.
Lemma 3.11. Let U be an isolated o-submodule of g such that bω is non-degenerate
when restricted to it. Let also V be the orthogonal complement to U with respect
to bω. Then there are isolated complementary o-submodules U
′, V1, . . . , Vℓ ⊆ g such
that bω is non degenerate when restricted to U
′ and
U ′ ⊇
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⊕ℓi=1Vi ⊆ V
Radrℓ(ω) = π
rℓU ′ +⊕ℓi=1Vi
Radrℓ+rℓ−1(ω) = π
rℓ+rℓ−1U ′ + πrℓ−1Vℓ +⊕
ℓ−1
i=1Vi
...
RadN (ω) = π
NU ′ + πN−rℓVℓ + π
N−rℓ−rℓ−1Vℓ−1 + · · ·+ V1.
Moreover rko U
′ − rkoU is even.
Proof. The claim follows directly from the algorithm to bring the matrix of bω
with respect to B to its ASNF. The last statement is a consequence of the fact
that a submodule of g needs to have even o-rank for an antisymmetric form to be
non-degenerate when restricted to it. 
The first of the following two lemmata will define σ while the second will be used
to prove its surjectivity.
Lemma 3.12. Let U, V, U ′, V1, . . . , Vℓ be as in Lemma 3.11. Define
I− =
{i1, . . . , iℓ} rℓ > 1{i1, . . . , iℓ−1} rℓ = 1
r− =
{r1, . . . , rℓ−1, rℓ − 1} rℓ > 1{r1, . . . , rℓ−1} rℓ = 1.
Assume that V = Radrℓ(ω) and that it has isolated derived sublattice Z = [V, V ].
Let W = c(Z). Then
ω−(w) = ω(w)∀w ∈W
ω−(z) = π
−1ω(z)∀ z ∈ Z
defines an o-linear form on g whose coordinates with respect to B♯ are in NoI−,r−(R)
when reduced mod pN−1.
Proof. First of all one has to prove that it is actually possible to divide the values
of ω on Z by π. This is immediate because V = Radrℓ(ω) implies that ω(Z) ⊆ p
rℓ .
We now need to show that the matrices of bω have the required ASNF. Fix a basis
C = {c1, . . . , cd} bringing the matrix of bω in ASNF and such that
c1, . . . , c2µℓ ∈ U
c2µℓ+1, . . . , c2µℓ−1 ∈ Vℓ
...
c2µ1+1, . . . , cd ∈ V1.
Since bω restricted to Vℓ coincides with a non-degenerate bilinear form on Vℓ mul-
tiplied by πrℓ we may replace c1, . . . , c2µℓ with independent c
′
1, . . . , c
′
2µℓ
in such a
way that, for all i ∈ {1, . . .2µℓ} and j ∈ {2µℓ + 1, . . . , 2µℓ−1}
bω(c
′
i, cj) = ω(wij) ∈ p
rℓ for some wij ∈W .
Similarly, since bω is non-degenerate on U
′′ = Span(c′1, . . . , c
′
2µℓ
), we may further
replace c′1, . . . , c
′
2µℓ with c
′′
1 , . . . , c
′′
2µℓ ∈ U
′′ such that, for all i, j ∈ {1, . . .2µℓ},
bω(c
′′
i , c
′′
j ) = ω(wij) for some wij ∈ W .
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This has the following consequence: if C′′ is the basis obtained replacing c1, . . . , c2µℓ
with c′′1 , . . . , c
′′
2µℓ
, then there are
Cj ∈ Mat2µℓ×2µj (o) j = 2, . . . , ℓ− 1
such that the matrix of bω− with respect to C
′ and
Bµℓ(0) π
rℓCℓ−1 π
rℓ+rℓ−1−1Cℓ−2 . . . π
N−r1−1C2 0
Bµℓ−1(rℓ − 1) 0 . . . 0
...
Bµℓ−2(rℓ + rℓ−1 − 1)
. . .
...
. . . 0
...
Bµ2(N − r1 − 1) 0
0

coincide modpN−1. The conclusion now follows by cancelling the Ci’s with the
first block on the diagonal using elementary row and column operations. 
Lemma 3.13. Let U, V, U ′, V1, . . . , Vℓ be as in Lemma 3.11. Define 2µ = rko U
′ −
rkoU and
I+ =
{i1, . . . , iℓ} V ⊆ Radrℓ(ω){i1, . . . , iℓ, iℓ + µ} otherwise
r+ =
{r1, . . . , rℓ−1, rℓ + 1} V ⊆ Radrℓ(ω){r1, . . . , rℓ−1, rℓ, 1} otherwise.
Assume that V is a Lie-sublattice of g with isolated derived sublattice Z = [V, V ].
Let W = c(Z). Assume further there is ω′ ∈ Homo(g, o) coinciding modulo p with
ω on W and such that V is equal to Rad(ω′) modulo p. Then
ω+(w) = ω(w)∀w ∈W
ω+(z) = πω(z)∀ z ∈ Z
defines an o-linear form on g whose coordinates with respect to B♯ are in NoI+,r+(R)
when reduced mod pN+1.
Proof. Fix a basis C = {c1, . . . , cd} bringing the matrix of bω in ASNF and such
that
c1, . . . , c2µ ∈ U
c2µ+1, . . . , c2µℓ ∈ U
′
c2µℓ+1, . . . , c2µℓ−1 ∈ Vℓ
...
c2µ1+1, . . . , cd ∈ V1.
Since ω+ and ω
′ coincide modulo p, a straightforward application of Lemma 3.7
ensures that the matrix of bω+ with respect to C coincides withBµ(0) 0 00 Bµℓ−µ(1) 0
0 0 0
 mod p2.
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Now fix i ∈ {2, . . . , ℓ}. If cj , ck ∈ C are such that 1 ≤ j ≤ 2µ and 2µi < k ≤ 2µi−1,
then bω(cj , ck) ∈ prℓ+···+ri and therefore also
bω+(cj , ck) ∈ p
rℓ+···+ri .
Moreover, as in the proof of Lemma 3.12, we may replace c1, . . . , c2µ with indepen-
dent c′1, . . . , c
′
2µ in such a way that, for all i ∈ {1, . . .2µ} and j ∈ {2µℓ+1, . . . , 2µℓ−1}
bω(c
′
i, cj) = ω(wij) ∈ p
rℓ+1 for some wij ∈W .
Let C′ be the basis obtained replacing c1, . . . , c2µ with c′1, . . . , c
′
2µ. Using the defi-
nition of ω+, it is straightforward to check that, for all i, j ∈ {2µ, . . . , d},
bω+(ci, cj) = πbω(ci, cj).
This implies the following: for j = 2, . . . , ℓ, there are
Cj ∈Mat2µ×2µj (o) j = 2, . . . , ℓ− 1
Cℓ ∈Mat2µ×2(µℓ−µ)(o)
such that the matrix of bω+ with respect to C
′ coincides with
Bµ(0) π
2Cℓ π
rℓ+1Cℓ−1 . . . π
N−r1C2 0
Bµℓ−µ(1) 0 . . . 0
...
Bµℓ−1(rℓ + 1)
. . .
...
. . . 0
...
Bµ2(N − r1 + 1) 0
0

mod pN+1.
The statement now follows immediately by cancelling the Ci’s with the first block
on the diagonal. 
We now reinstate U , V , ŵ and x as defined before Lemma 3.11. We already showed
that U and V satisfy the hypotheses of Lemmata 3.11 to 3.13. Let therefore ŵ−
be the coordinates with respect to B♯ of ω− as defined in Lemma 3.12. Setting
σ(w) = θN−1(ŵ−) defines then by Lemma 3.12 a function
σ : NoI,rI (R)→ N
o
J,rJ (R).
Surjectivity is seen as follows: for all w′ ∈ NoJ,rJ (R), we produce w = N
o
I,rI
(R)
such that σ(w) = w′ by plugging in J for I in Lemma 3.13 and setting w to be the
reduction mod pN of the coordinates of ω+ with respect to B♯. The quantitative
statement on the cardinality of the fibres is now a consequence of the construction
of ω+.
3.1.7. Definition of σI,rI ,ϕ,c, for rℓ = 1. We finish the proof of Proposition 3.3 by
considering rℓ = 1. Let w ∈ NoI,rI (R) and ŵ ∈ o
d lifting w. Let also U and V be
defined as at the beginning of Section 3.1.6 and set U ′ = U . We have already shown
that these two o-submodules satisfy the hypotheses of Lemmata 3.11 and 3.12,
we now use the inductive hypothesis to define σI,rI ,ϕ,c. Namely, let ω = ωŵ as
before and w− be the reduction mod p
N−1 of the coordinates of ω− as defined in
Lemma 3.12. We define σI,rI ,ϕ,c(w) = (x1, . . . , xℓ) where
(x1, . . . , xℓ−1 + xℓ) = σJ,rJ ,ϕ,c(w−)
xℓ = θ1(w).
The tuple σI,rI ,ϕ,c(w) is easily seen to belong to FI because (x1, . . . , xℓ−1+xℓ) ∈ FJ ,
rkFq R(xℓ) = 2(h− iℓ) and xℓ−1 ∈ [kerR(xℓ), kerR(xℓ)] by construction.
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It remains to show surjectivity and the quantitative statement on the fibres. To
see this, assume we are given (x1, . . . , xℓ−1, xℓ) ∈ FI . To construct a preimage we
use the inductive hypothesis and apply Lemma 3.13 with J in place of I,
ω ∈ σ−1J,rJ ,ϕ,c((x1, . . . , xℓ−1 + xℓ))
ω′ = ωϕ(xℓ)
U = c(Rad(ω′))
V = {x ∈ g | bω(x, u) = 0 ∀u ∈ U},
and U ′ given by Lemma 3.11. Indeed it is easy to check that V and Rad(ω′) coincide
modulo p. Moreover, since xℓ−1 ∈ [kerR(xℓ), kerR(xℓ)], it follows immediately that
ω′ and ω coincide on W = c([V, V ]) modulo p. The hypotheses of Lemma 3.13 are
therefore satisfied and as before the reduction modulo pN+1 of the coordinates of ω+
is the sought preimage. To conclude, the construction of ω− implies the statement
on the cardinality of the fibres.
3.2. Proof of Theorem E. Let A be a classification by R-kernels. Let I be as in
the previous section. It is obvious from the definition that
FI(R) =
⋃
S∈KA
I
(R)
FS(R)
and that the union is disjoint. The family of sets FS(R) as S varies in KAI (R) is
therefore a refinement of FI(R). It also follows from Definition 1.15 that, for all
rI ∈ Nℓ,
|NoI,rI (R)| =
∑
S∈KA
I
(R)
S={c1,...,cℓ}
|FS(R)|q
(d−d′
cℓ
)(r1−1)
ℓ∏
i=2
q
(d−d′
cℓ−i
)ri
It is now straightforward to compute the partial summand of the Poincare´ series
related to the above NoI,rI (R) and obtain the formula in Theorem E.
3.3. Proof of Theorem A. Theorem A is now a corollary of Theorem E. The
latter gives a set of candidate poles for Pg(s), thus giving an upper bound for its
abscissa of convergence. We shall now show that the abscissa cannot be smaller
that the real part of the candidate pole with largest real part.
Let ω0 ∈ Homo(g, o)r {0} be such that ρω0 vanishes at the maximum of⋃
ω∈Hom(g¯,Fq)r{0}
{s ∈ Q | ρω(s) = 0}.
Set
I = {i} =
{
dimFq Rad(ω0) + 2h− d
2
}
MoI,r(R) = σ
−1
I,rI ,ϕ,c
(FI(R)) r ∈ N.
Pabs(s) =
∑
r∈N
∣∣MoI,r(R)∣∣ q−sr(h−i) s ∈ C
It is clear that Pabs(s) ≤ Pg(s) so the latter converges at s = s0 only if the former
converges at s = s0. A straightforward computation by means of Proposition 3.3
gives that
Pabs(s) = |FI(R)|
q−
d−dimFq
Rad(ω0)
2 s
1− qd−dimFq [Rad(ω0),Rad(ω0)]−
d−dimFq
Rad(ω0)
2 s
.
This suffices to conclude.
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4. Quadratic Lie lattices
Assume for this section that g is quadratic. In this case, there is a correspondence
between kernels of the commutator matrix and centralizers in g. The next main
result takes this into account and deduces more specific versions of the formula in
Theorem E and a more intrinsic description of the abscissa of convergence. Set for
convenience g♯ = Homo(g, o)
The quadratic structure of g gives an isomorphism of o-modules λ : g → g♯. If
for all ω1, ω2 ∈ g♯, we define
[ω1, ω2] = λ([λ
−1(ω1), λ
−1(ω2)]),
then g♯ becomes an o-Lie lattice isomorphic to g because the non-degenerate sym-
metric form defining λ is associative with respect to the Lie bracket of g. Fixing
a basis for g gives an o-linear isomorphism ι : od → g and via taking the dual
basis of B this gives an o-linear isomorphism η : g♯ → od. The map η ◦ λ ◦ ι is an
o-linear isomorphism of od to itself and so it defines an isomorphism of o-schemes
ξ : Ad → Ad. For all µ ∈ N0 such that 2µ ≤ d we set
Xd−2µg = ξ(L
2µ
R ).
Analogously, if R is an o-algebra, the set of R-points of Xd−2µg (R) is defined to be
the set ξ(R)(L2µR (R)). Fix 2µ as above. An argument akin to [3, Section 5] shows
that the o-points of Xd−2µg are exactly those whose image in g through ι has Lie
centralizer of o-rank d− 2µ.
Definition 4.1. We call Xd−2µg the locus of constant centralizer dimension d−2µ or
the (d− 2µ)-centralizer-locus for short. Rephrasing Definition 1.11 in this context,
we say that Xd−2µg (o) is geometrically smooth when
i. for each x ∈ g¯ with dimFq Cg¯ (x) = d − 2µ there is x̂ ∈ g such that
rko Cg (x̂) = d− 2µ.
ii. for each x̂ ∈ g with rkoCg (x̂) = d− 2µ and whose reduction x to g¯ is such
that dimFq Cg¯ (x) = d− 2µ,
[Cg (x̂) ,Cg (x̂)]
is an isolated submodule of g.
It is clear that by definition Xd−2µg is geometrically smooth if and only if L
2µ
R is. It
is also clear that Xd−2µg does not depend on the choice of R. In this spirit, we say
that g has geometrically smooth centralizer-loci when R has geometrically smooth
rank-loci (Lemma 2.1 shows that the choice of the basis B does not influence this
definition).
We now definine the dual notion of kernel classes. We set
β = ι ◦ η ◦ λ
and we denote by β the Fq-linear automorphism induced on g¯.
Definition 4.2. A (Lie) centralizer class c is a subset of g¯ such that for any two
x, x′ ∈ c
dimFq Cg¯
(
β(x)
)
= dimFq Cg¯
(
β(x′)
)
dimFq [Cg¯
(
β(x)
)
,Cg¯
(
β(x)
)
] = dimFq [Cg¯
(
β(x′)
)
,Cg¯
(
β(x′)
)
].
Definition 4.3. A covering of g¯ by disjoint centralizer classes is callled a classi-
fication by centralizers. Members of a classification by centralizers A are called
centralizer A-classes or centralizer classes when no confusion is possible.
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As before, by definition, if c is a centralizer class we have well defined
dc = dimFq r r = Cg¯
(
β(x)
)
for any x ∈ c
d′
c
= dimFq [r, r] r = Cg¯
(
β(x)
)
for any x ∈ c.
Let A be a classification by centralizers. A sequence of A-centralizer classes is a set
{c1, . . . , cℓ} (ℓ ∈ N) of centralizer A-classes such that dc1 > dc2 > · · · > dct .
Definition 4.4. Let S = {c1, . . . , cℓ} be a sequence of centralizer A-classes
i. If S = ∅ we define CS(g¯) = {∅}.
ii. If S 6= ∅. We define CS(g¯) as the set of ℓ-tuples (x1, . . . , xℓ) of elements of
g¯ such that for all j = 1, . . . , ℓ for yj =
∑ℓ
k=j xk
(a) yj ∈ cj
(b) xj−1 ∈ [Cg¯ (yj) ,Cg¯ (yj)] for j > 1.
Fix an ordered subset I = {i1, . . . , iℓ} of [h− 1]0 = {0, . . . , h− 1}.
Definition 4.5. An I-sequence of centralizer A-classes is a sequence of centralizer
A-classes {c1, . . . , cℓ} such that dcj = d− 2(h− iℓ+1−j) for all j = 1, . . . , ℓ. The set
of all I-sequences of centralizer A-classes is denoted by SAI (g¯).
With this notation, the following is a straightforward consequence of Theorem E
Theorem 4.6. Assume g is quadratic and has geometrically smooth centralizer-loci.
Let A be a classification by centralizers of g¯. Then
Pg(s) =
∑
I⊆[h−1]0
I={i1,...,iℓ}<
∑
S∈SA
I
(g¯)
S={c1,...,cℓ}
|CS(g¯)| q
−(d−d′
cℓ
)
∏
c∈S
qd−d
′
c
−s d−dc2
1− qd−d
′
c
−s d−dc2
.
4.1. Proof of Corollary B. Corollary B now follows easily from Theorem 4.6 the
same way as Theorem A followed from Theorem E considering the shift in passing
from the Poincare´ series to the representation zeta function. Alternatively one may
also deduce Corollary B from Theorem A considering the correspondence between
kernels of R and centralizers in g.
Part 2. Representation zeta function of SLm4 (o)
5. Hypotheses of Theorem 4.6
In order to apply Theorem 4.6 we first check that its hypothesis are satisfied.
First of all we show that, for 2 ∤ q, sl4(o) admits a non-degenerate associative
symmetric bilinear form.
Let R be a ring. In this section and throughout the rest of this work eij (i, j ∈
{1, 2, 3, 4}) denotes the element of the standard basis of gl4(R) = Mat4×4(R) having
(i, j) − th entry equal to 1 and zeroes elsewhere. The ring R is not evident from
this notation but it will each time be clear from the context.
5.1. Killing form. Since sl4(k) is a semisimple Lie algebra over a field of charac-
teristic 0, the restriction κ of its Killing form to sl4(o) is a natural candidate for
the non-degenerate associative bilinear symmetric form required by Theorem 4.6.
This form indeed inherits the last three properties form the the Killing form of
sl4(k); however it might become degenerate, when the residue field characteristic
of o divides its determinant. We now show that κ is non-degenerate whenever 2 ∤ q.
In order to do so, we compute the matrix of κ with respect to a basis of sl4(o) and
show that its determinant is a power of 2.
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First of all, let us fix a basis: for the rest of the paper, let B be the o-basis of
sl4(o) comprising
h12 = e11 − e12, h23 = e22 − e33, h34 = e33 − e44,
e12, e23, e34,
e13, e24, e14,
f21 = e21, f32 = e32, f43 = e43,
f31 = e31, f42 = e42, f41 = e41.
Secondly we notice that κ(X,Y ) = 8 tr(XY ), as it may be directly computed
from the definition of the Killing form on sl4(k). The matrix of κ with respect to
B is computed using the well known multiplication rules among the elements of
the standard basis of gl4(o) (see [13, Section 1.2] for instance). The result is the
following 15× 15 matrix:
8

2 −1
−1 2 −1
−1 2
1
. . .
1
1
. . .
1

,
which has determinant 815 · 4. Hence κ is non-degenerate if 2 ∤ q, which we assume
henceforth.
For later use, we investigate here the Lie lattice anti-automorphism of sl4(o)
induced by κ. Recall that having a non-degenerate symmetric bilinear form κ that
is associative with respect to the Lie bracket implies that there is an isomorphism
of o-Lie lattices
λ : sl4(o) // ( sl4(o))
♯
x ✤ // (y 7→ κ(y, x)).
Let ι be the o-linear isomorphism o15 → sl4(o) defined by fixing the basis B and
let η be its dual.
In Section 4 we defined an anti-automorphism of the Lie lattice g as β = ι◦η ◦λ.
It is clear that, for almost all primes, β may be replaced with a normalization so
that β2 = id. In this case (i.e. for the specific choice of basis B) we just need
to assume that 2 ∤ q. A straightforward computation shows that the normalized
anti-automorphism is given by β : x 7→ xt.
5.2. Rank-preserving lifts and geometrical smoothness. We still need to
show that the centralizer-loci of sl4(o) are geometrically smooth. For convenience
of notation we identify A15(o) with sl4(o) through the coordinate system
ι : o15 → sl4(o).
Accodingly, for all 2µ ≤ 15, we identify X15−2µ
sl4(o)
(o) with its image through ι. Sim-
ilarly, we identify X15−2µ
sl4(o)
(Fq) with its image through the Fq-linear isomorphism
F15q → sl4(Fq) associated with the reduction modulo p of B.
According to Definition 4.1, showing geometrical smoothness of the centralizer-
loci, amounts to showing that, for all 2µ ≤ 15,
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i. every x ∈ X15−2µ
sl4(o)
(Fq) has a lift to X
15−2µ
sl4(o)
(o),
ii. all x ∈ X15−2µ
sl4(o)
(o) that reduce to an x ∈ X15−2µ
sl4(o)
(Fq) modulo p, are such
that [C sl4(o) (x) ,C sl4(o) (x)] is an isolated o-module.
The first step is to determine the possible Lie centralizer dimensions and conse-
quently the values of 2µ we need to consider.
5.2.1. Sheets of sl4(C). Fix an embedding of o into C. Let 2µ < 15. In order to
understand the geometry of the (15 − 2µ)-centralizer-locus of sl4(o) we first look
at its complexification; i.e. we consider
X2µ = X
d−2µ
sl4(o)
⊗oC.
The irreducible components of this complex scheme are the so-called sheets of L =
sl4(C). Every sheet of L corresponds in one-to-one correspondence to a partition of
4 (see [18, Section 3.1]). So for each partition of 4, d = [d1, . . . , df ] (d1 ≥ · · · ≥ df )
we have a sheet Sd. The dimension of an orbit C ⊆ Sd is given by equation (1) in
[18, Section 3.1]:
dimC C = 2m(d), where m(d) = (4
2 −
∑
s∈D(d)
s2)/2.
and D(d) = [si | i = 1, . . . , f ] (si = #{j | dj ≥ i}) is the dual partition of d. A
straightforward computation shows that each partition of 4 gives a different orbit
dimension. It follows that the admissible centralizer dimensions in sl4(C)r{0} are
9, 7, 5, 3. The corresponding loci are X2µ, (2µ = 6, 8, 10, 12) which coincide with
the sheets (see Table 5.1) and are therefore irreducible.
Table 5.1. The sheets of sl4(C)
Partition d of 4 Orbit dimension 2m(d) dimC(X
15−2m(d)
sl4(o)
⊗oC)
[14] 0 0
[2, 12] 6 7
[2, 2] 8 9
[3, 1] 10 12
[4] 12 15
5.2.2. Geometrical smoothness. The previous investigation shows that there are
4 non-trivial loci of constant centralizer dimension in sl4(o) (X
d−2µ
sl4(o)
(o) for µ ∈
{3, 4, 5, 6}). Fix µ ∈ {3, 4, 5, 6} and let X = Xd−2µ
sl4(o)
. As X ⊗o C coincides with a
sheet of sl4(C) which is smooth by [7, Section 3, Korollar 2]. Hence, in order to
prove that X(o) is geometrically smooth, we may apply the criterion in Proposi-
tion 2.5. Taking into account the dualization operated in passing from kernels of
commutator matrices to centralizers, this amounts to proving that for all x ∈ sl4(o)
reducing modulo p to a point in X(Fq),
dimFq [C sl4(Fq) (θ1(x)) ,C sl4(Fq) (θ1(x))] = 15− dimC(X ⊗o C).
We shall complete this step once we have obtained an overview of the Lie centralizers
in sl4(Fq).
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6. Classification by Lie centralizers
In the present and following sections we seek to define a classification by Lie
centralizers that will enable us to compute the formula of Theorem 4.6 in a recursive
way. More in detail we give the following definition:
Definition 6.1. Let S = {s, t} be a sequence of A-centralizer classes. Let also
x ∈ s. We define
CS( sl4(Fq))
x = {(x1, x2) ∈ CS( sl4(Fq)) | x1 = x}.
Assume that for all S and x as in the above definition |CS( sl4(Fq))
x| does not
depend on x but only on s and t. Let I be as in Theorem 4.6 and T = {s1, . . . , sℓ}
be an I-sequence of A-centralizer classes. Then it is clear that, by definition of
CT ( sl4(Fq)),
(6.1) |CT ( sl4(Fq))| = |s1| ·
ℓ−1∏
i=1
|C{si,si+1}( sl4(Fq))
xi |
where x1, . . . , xℓ ∈ sl4(Fq) such that C sl4(Fq) (xj) ∈ sj for all j ∈ {1, . . . , ℓ}.
Remark 6.2. It is also clear that, fixed x as above, if ψ is a Lie algebra automor-
phism of sl4(Fq) then
|{(ψ(x), ψ(y)) | (x, y) ∈ CS( sl4(Fq))}| = |CS( sl4(Fq))
ψ(x)|.
Thus, if s and t are two orbits for a group action by Lie algebra automorphisms of
sl4(Fq) then |CS( sl4(Fq))
x| is the same for all x ∈ s.
In what follows we shall therefore see how to coarsen the classification
A = {C | C an SL4(Fq)-orbit in sl4(o)},
in order to minimize the number of its elements without compromising the possi-
bility of using (6.1).
6.1. Affine cross-section. What we need is a way of parameterizing SL4(Fq)-
orbits whose elements have Lie centralizer of the same dimension. Once we have
that, coarsening A will be just a matter of deciding for which parameters we should
combine the corresponding SL4(Fq)-orbits in a bigger centralizer class or not. As
done before we first consider the situation over C.
As first proved by D. Peterson [19, Chapter 3], every sheet S of sl4(C) contains
an affine cross-section: a subset of S that meets each SL4(C)-adjoint orbit exactly
once and is isomorphic to an affine space (an explicit construction is described in
[8, Section 1.4]). The set of SL4(C)-adjoint orbits and the set of GL4(C)-conjugation
orbits in sl4(C) coincide, because they are both in one to one correspondence with
the Jordan forms in sl4(C). It follows that the affine cross-section also parameter-
izes the GL4(C)-orbits in sl4(C).
Let Fq be an algebraic closure of Fq. An analog cross-section for the SL4(Fq)-
orbits in sl4(Fq) has been constructed in [7, Section 4]. However, the Fq-rational
points of an SL4(Fq)-orbit C ⊆ sl4(Fq) might consist of a union of more than one
SL4(Fq)-orbit and the Fq-rational points on the cross-section might no longer pa-
rameterize the SL4(Fq)-orbits. The solution is to consider the GL4(Fq) -conjugation
instead of the SL4(Fq)-adjoint action. Indeed, by Remark 6.2, we may replace
the classification consisting of SL4(Fq)-orbits with the classification consisting of
GL4(Fq) -orbits without compromising the applicability of (6.1). However, now, a
consequence of the Lang-Steinberg Theorem [17, Theorem 21.11] guarantees that
if C is a GL4(Fq)-orbit in sl4(Fq), then the GL4(Fq)-action on the set of Fq-points
of C remains transitive. The only thing that remains to check, before we are able
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to employ affine cross-sections defined over Fq, is that the Fq-rational points of an
affine cross-section defined over Fq still parameterize GL4(Fq) -orbits in sl4(Fq).
Proposition 6.3. A GL4(Fq)-orbit contains an Fq-rational point if and only if its
intersection with the affine cross-section contains an Fq-rational point.
Proof. Let Frob be the Frobenius automorphism of Fq. We observe that an
orbit containing an Fq-rational point is Frob-stable while the affine cross-section is
Frob-stable because it is defined by equations with integer coefficients. It follows
that their intersection, which consists of a single point, is Frob-stable and therefore
Fq-rational. 
7. Centralizers over the finite field
In this section we use the affine-cross section to set up a classification by cen-
tralizers that is fine enough to allow us to use (6.1). We operate a case distinction
according to the Fq-dimension of the Lie centralizer.
7.1. Dimension 3. An element of sl4(Fq) with 3-dimensional Lie centralizer in
sl4(Fq) is called regular and its centralizer is called regular too. Since all the
regular elements in sl4(Fq) have abelian Lie centralizer we may as well collect them
all in the same class r. We postpone the problem of computing |r| to the end of
the section as it is best to obtain this number by subtraction from the cardinality
of sl4(Fq) once the number of non-regular elements is known.
7.2. General procedure for non-regular elements. Non-regular elements re-
quire a little subtler classification than the one based solely on Lie centralizer di-
mension operated for regular elements.
Fixed a Lie centralizer dimension, e say, we shall first use the affine cross-section
on the corresponding sheet to find all orbits with e-dimensional centralizer. Once
this is done, we shall then decide which GL4(Fq)-orbits will form the centralizer
classes. The general strategy is therefore a multi-layered case distinction based in
the first place on the dimension of the Lie centralizer, and in the second place on
the affine cross-section associated with the chosen dimension. We shall proceed as
follows:
i. Find the cross-section using the description in [8, Section 1.4].
ii. Fix a point a on the cross-section and compute its Lie centralizer Cgl4(Fq) (a).
iii. Obtain
C sl4(Fq) (a) = Cgl4(Fq) (a) ∩ sl4(Fq)
CSL4(Fq) (a) = Cgl4(Fq) (a) ∩ SL4(Fq) .
The results of this step are summarized in Tables 7.1 to 7.4. The first column
always contains the conditions on the parameters of the affine cross-section
and above them the name we give to the corresponding GL4(Fq)-orbit. For
the moment we do not check for the applicability of (6.1) as at a later stage
we shall coarsen even further the classification by centralizers obtained at
this stage.
We operate by first considering the elements with 5-dimensional centralizers and
then proceeding in order to elements with 7 and 9-dimensional Lie centralizers.
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7.3. Dimension 5. We consider the affine cross-section on S[3,1]:
C[3,1](α, β) =

α 0 0 0
0 α 1 0
0 0 −α 1
0 0 β −α
 .
for α, β ∈ Fq.
Definition 7.1. Every element a ∈ sl4(Fq) admits a Jordan decomposition. When
the semisimple part of a is diagonalizable over Fq, we say that a admits a Jordan
normal form or that its orbit contains a Jordan normal form.
We need a case distinction between orbits that contain a Jordan normal form and
orbits that do not contain such a matrix: fix α, β and let a = C[3,1](α, β). A quick
computation of the characteristic and minimal polynomials of a yields:
χa(X) = (X − α)
2(X2 + 2αX + β + α2)
ma(X) = (X − α)(X
2 + 2αX + β + α2).
From this, we see that a admits a Jordan normal form if and only if −β is a square,
and it is diagonalizable if and only if −β is a non-zero square and 4α2 6= −β.
Table 7.1 gathers the relevant information about all isomorphism classes of 5-
dimensional Lie centralizers in sl4(Fq). The computations are conducted as ex-
plained at the beginning of the section, as an example we show the details of the
case α 6= 0 and −β not a square, in which the calculations are more interesting
than in the other cases. The full computations can be found in [28, Section 5.4].
7.3.1. Orbits without Jordan normal form. We examine the orbits that do not con-
tain the Jordan normal form of the matrix a = C[3,1](α, β) on the cross-section.
In other words χa(X) does not split in linear factors with coefficients in Fq; this
happens precisely when −β ∈ Fq is not a square. Since we are classifying elements
of sl4(Fq) according to their GL4(Fq) -conjugacy orbit, we may replace a with its
Frobenius normal form
a =

α 0 0 0
0 α 0 0
0 0 0 −(α2 + β)
0 0 1 −2α
 .
Now let M = (mij)i,j ∈ Mat4×4(R). The Lie centralizer of a is the set of solutions
to the linear system defined by [a,M ] = 0. Since −β is not a square we deduce
that mij = 0 when i ≤ 2, j ≥ 3 and when i ≥ 3, j ≤ 2. Thus
Cgl4(Fq) (a) =


m11 m12 0 0
m21 m22 0 0
0 0 2αm43 +m44 −(α2 + β)m43
0 0 m43 m44
 ∈Mat4×4(Fq)
 .
Since −β ∈ Fq is not a square, the matrices(
2αm43 +m44 −(α2 + β)m43
m43 m44
)
with m43,m44 ∈ Fq form a Lie algebra isomorphic to Fq2 , and therefore CGL4(Fq) (a)
is isomorphic to GL2(Fq)×Fq2
×. It follows
|CGL4(Fq) (a) | = |GL2(Fq) | · (q
2 − 1) = (q − 1)3(q + 1)2q
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CSL4(Fq) (a)
∼= SL2(Fq)×Fq2
×.
Table 7.1. Centralizers of a = C[3,1](α, β) with their structure
Class Basis of C sl4(Fq) (a) Commutators CSL4(Fq) (a)
∼=
α, β {c0, . . . , c4} 6= 0
h e14 [c0, c1] = −c2 (Heis(Fq)×Fq
+)⋊ Fq
×
α = 0 e21 [c0, c4] = −4c0
β = 0 e24 [c1, c4] = −4c1
e23 + e34
−3e11 + e22 + e33 + e44
fα,β e12 [c0, c1] = c2 GL2(Fq) × Fq
+
α 6= 0 e21 [c2, c0] = 2c0
β = 0 e11 − e22 [c2, c1] = −2c1
e11 + e22 − e33 − e44
e34
jα,β −3e11 + e22 + e33 + e44 [c2, c3] = c1 Heis(Fq)⋊(Fq
× × Fq
×)
α 6= 0 e23 [c2, c4] = c2
β = −4α2 e24 [c3, c4] = −c3
e43
e44 − e11
lα,β e12 [c0, c1] = c2 GL2(Fq)×Fq
×
β = −γ e21 [c2, c0] = 2c0
γ ∈ F×q e11 − e22 [c2, c1] = −2c1
α 6= 0 e11 + e22 − e33 − e44
β 6= −4α2 e33 − e44
iα,β e12 [c0, c1] = c2 SL2(Fq)×Fq2
×
−β 6= γ2 e21 [c2, c0] = 2c0
∀γ ∈ Fq e11 − e22 [c2, c1] = −2c1
α 6= 0 e11 + e22 − e33 − e44
δ = (α2 + β) α(e33 − e44)− δe34 + e43
7.4. Dimension 7. The affine cross-section in S[2,2] is one-dimensional. The fol-
lowing is a parameterization of it in terms of α ∈ Fq:
C[2,2](α) =

0 1 0 0
α 0 0 0
0 0 0 1
0 0 α 0
 .
Table 7.2 gives an overview of the Lie and group centralizers of elements on C[2,2](α),
the computations have been conducted as explained in Section 7.2. We show how
the second and third case are deduced, for the Lie algebras in the table might
look the same at first glance. The computations for the other cases are found in
[28, Section 5.5].
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7.4.1. Semisimple orbits. When α is a non-zero square, the corresponding point on
the cross-section is a diagonalizable element of sl4(Fq). Indeed, in this case a is
similar to 
γ 0 0 0
0 γ 0 0
0 0 −γ 0
0 0 0 −γ
 ,
where γ ∈ F×q such that γ
2 = α. So in reality
C sl4(Fq) (a)
∼= sl2(Fq) + sl2(Fq) + Fq
CSL4(Fq) (a)
∼= {GL2(Fq)×GL2(Fq) | detA = detB
−1}.
(7.1)
When α is not a square in Fq however the minimal polynomial of a does not split
into linear factors and hence a is not diagonalizable. Its Lie centralizer in gl4(Fq)
is
Cgl4(Fq) (a) =


m11 m12 m13 m14
αm12 m11 αm14 m13
m31 m32 m33 m34
αm32 m31 αm34 m33
 ∈Mat4×4(Fq)
 .
We notice that the matrices above all consist of four blocks in
R =
{(
x y
α y x
)∣∣∣∣∣ x, y ∈ Fq
}
∼= Fq(γ) ∼= Fq2
where γ2 = α. Now, let N : Fq2 → Fq be the norm function defined by (x, y) 7→ x
2−
αy2, detF
q2
and detFq be the determinant function on Mat2×2(Fq2) and Mat4×4(Fq),
respectively. If M ∈ Cgl4(Fq) (a), its determinant is given by
detFq (M) = N(detFq2 (M)),
where N is the norm function on Fq2 . Since the elements of norm 1 in Fq2 form a
cyclic group of order q + 1, we conclude that
C sl4(Fq) (a)
∼= Fq + sl2(Fq2)
CSL4(Fq) (a)
∼= Cq+1 × SL2(Fq2) .
(7.2)
7.5. Dimension 9. The affine cross-section in S[2,12] is one-dimensional and, for
α ∈ Fq, this is its parameterization in the affine space sl4(Fq):
C[2,12](α) =

3α 1 0 0
0 −α 0 0
0 0 −α 0
0 0 0 −α
 .
7.5.1. Semisimple elements. When α 6= 0 the corresponding matrix in the cross-
section is semisimple diagonalizable with three coincident eigenvalues as one can
see by computing its characteristic and minimal polynomial. Let α 6= 0 and a =
C[2,12](α). By what we just discussed, the GL4(Fq)-orbit of a contains
−3α 0 0 0
0 α 0 0
0 0 α 0
0 0 0 α

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Table 7.2. Centralizers of a = C[2,2](α) with their structure
Iso-class Basis of C sl4(Fq) (a) Commutators CSL4(Fq) (a)
α {c0, . . . , c6} 6= 0 isomorphic to
e e13 + e24 [c0, c1] = c2 (Fq
+)4 ⋊ SL2(Fq)
α = 0 e31 + e42 [c0, c2] = −2c0
e11 + e22 − e33 − e44 [c1, c2] = 2c1
e12 − e34 [c0, c3] = −2c4
e14 [c0, c5] = c3
e32 [c1, c3] = 2c5
e12 + e34 [c1, c4] = −c3
[c2, c4] = 2c4
[c2, c5] = −2c5
cα e12 + e34 + α(e21 + e42) [c1, c3] = 2c4 {GL2(Fq)×GL2(Fq)
α = γ2 e12 − e34 + α(e21 − e42) [c2, c4] = 2c4 | detA = detB−1}
γ ∈ F×q e11 + e22 − e33 − e44 [c1, c4] = 2αc3
e13 + e24 [c2, c3] = 2c3
e41 + αe23 [c1, c5] = −2c6
e31 + e42 [c2, c6] = −2c6
e32 + αe41 [c1, c6] = −2αc5
[c2, c5] = −2c5
[c3, c5] = c2
[c4, c6] = αc2
[c3, c6] = c1
[c4, c5] = c1
dα e12 + e34 + α(e21 + e42) [c1, c3] = 2c4 Cq+1 × SL2(Fq2)
α 6= γ2 e12 − e34 + α(e21 − e42) [c2, c4] = 2c4
∀γ ∈ Fq e11 + e22 − e33 − e44 [c1, c4] = 2αc3
e13 + e24 [c2, c3] = 2c3
e41 + αe23 [c1, c5] = −2c6
e31 + e42 [c2, c6] = −2c6
e32 + αe41 [c1, c6] = −2αc5
[c2, c5] = −2c5
[c3, c5] = c2
[c4, c6] = αc2
[c3, c6] = c1
[c4, c5] = c1
A quick computation of the Lie centralizer in gl4(Fq) of this last matrix yields that
C sl4(Fq) (a)
∼= gl3(Fq)
CSL4(Fq) (a)
∼= GL3(Fq)
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Table 7.3. Centralizers of a = C[2,1,1](α) α 6= 0
Iso-class C sl4(Fq) (a) CSL4(Fq) (a)
α isomorphic to isomorphic to
aα gl3(Fq) GL3(Fq)
α 6= 0
7.5.2. Nilpotent elements. It only remains to determine the Lie and group central-
izers of the nilpotent element
a =

0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 .
The Lie centralizer in gl4(Fq) of the matrix above is the following:
Cgl4(Fq) (a) =


m11 m12 m13 m14
0 m11 0 0
0 m32 m33 m34
0 m31 m43 m44
 ∈ gl4(Fq)
 .
The Lie centralizer in sl4(Fq) is determined by simply taking the traceless matrices
in Cgl4(Fq) (a). We fix the basis for C sl4(Fq) (a) reported in Table 7.4 and compute
its commutator relations using the well known rules to compute the Lie bracket
of two elements of the standard basis of gl4(Fq). Looking at these commutator
relations we notice that the subgroup H ≤ CSL4(Fq) (a) defined byM =

1 m12 m13 m14
0 1 0 0
0 m32 1 0
0 m31 0 1

∣∣∣∣∣∣∣∣∣
M ∈ GL4(Fq)

is isomorphic to the direct product Heis(Fq)gHeis(Fq) of two copies of the Heisen-
berg group Heis(Fq) with amalgamation in the centre. Furthermore CSL4(Fq) (a) =
HS where
S =
M =

m11 0 0 0
0 m11 0 0
0 0 m33 m34
0 0 m43 m44

∣∣∣∣∣∣∣∣∣
M ∈ SL4(Fq)
 ∼= GL2(Fq) .
As a consequence
CSL4(Fq) (a)
∼= (Heis(Fq)gHeis(Fq))⋊GL2(Fq)
where the semidirect product is defined by the commutator relations in Table 7.4.
This concludes the analysis on the structure of Lie centralizers of sl4(Fq)r{0}. The
commutator relation in the third column of Tables 7.1 to 7.4 also ensure that for
2 ∤ q the hypotheses of Theorem 4.6 are fully satisfied according to the discussion
in Section 5.2.2 as the geometrical smoothness criterion in Proposition 2.5 applies.
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Table 7.4. Centralizer of a = C[2,1,1](0) with its structure
Iso-class Basis of C sl4(Fq) (a) Commutators CSL4(Fq) (a)
{c0, . . . , c8} 6= 0 isomorphic to
b e13 [c0, c2] = c4 (Heis(Fq)gHeis(Fq))⋊GL2(Fq)
(α = 0) e14 [c0, c6] = c1
e32 [c0, c7] = c0
e42 [c0, c8] = −2c0
e12 [c1, c3] = c4
e43 [c1, c5] = c0
e34 [c1, c7] = −c1
e33 − e44 [c1, c8] = −2c1
e11 + e22 − e33 − e44 [c2, c5] = −c3
[c2, c7] = −c2
[c2, c8] = 2c2
[c3, c6] = −c2
[c3, c7] = c3
[c3, c8] = 2c3
[c5, c6] = −c7
[c5, c7] = 2c5
[c6, c7] = −2c6
7.6. Subregular elements. We call x ∈ sl4(Fq) subregular when C sl4(Fq) (x) has
dimension 5. Accordingly, Lie centralizers of subregular elements are called sub-
regular too. When a centralizer class consists of subregular element, it is called a
subregular centralizer class. Table 7.2 gives an overview of the subregular central-
izer classes established so far. As it will be a crucial concept in the computations
that follows, we give the following definition:
Definition 7.2. Let g¯ be an Fq-Lie algebra and let C be an Fq-basis for g¯. We
may define a matrix of Fq-linear forms encoding the structure constants of C in the
same way as we defined commutator matrices of o-Lie lattices (cf. (1.3)). We call
this matrix the Fq-commutator matrix of g¯ with respect to C.
A straightforward application of Lemma 3.7 and Proposition 3.3 gives the following:
if x is a subregular element with Lie centralizer h and lying in the centralizer class
s, then |C{s,r}( sl4(Fq))
x| is equal to
(7.3)
|L2|
|L0|
where Li (i = 2, 0) is the rank-i locus of the Fq-commutator matrix of h with respect
to one of its bases (an analogous of Lemma 2.1 shows that this does not depend on
the basis chosen for the Lie algebra).
The structure constants highlighted in the third column of Table 7.1 give that,
for 2 ∤ q, the quantity in (7.3) are always q3−1. For instance, this is how one shows
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this for x = C[3,1](0, 0): the basis in Table 7.1 gives Fq-commutator matrix
Rh(Y0, . . . , Y4) =

0 −Y2 0 0 4Y0
Y2 0 0 0 −4Y1
0 0 0 0 0
0 0 0 0 0
−4Y0 4Y1 0 0 0
 .
Which is readily seen to have rank 2 if and only if at least one of Y0, Y1, Y2 is
non-zero and rank 0 otherwise.
The computations for the other regular elements are analogous. First one reduces
the problem to considering elements on the affine cross-section. Namely, given a
subregular element x, let ax be the intersection between the GL4(Fq)-orbit of x and
the cross-section of the centralizer-locus on which x is located. Indeed C sl4(Fq) (ax)
is a GL4(Fq)-conjugate of h = C sl4(Fq) (x); say g
−1hg = C sl4(Fq) (ax) for g ∈
GL4(Fq). If Bax is the basis of C sl4(Fq) (ax) in Table 7.1, then the basis of h
defined by conjugating Bax by g has the same structure constants as Bax . So
the commutator matrices are equal. This shows that all the possible commutator
matrices of subregular Lie centralizers are found by looking at C sl4(o) (a) where a
is on the cross-section. In conclusion, considering the the structure constants in the
third column of Table 7.1, one finds that the rank-2 loci of all commutator matrices
of subregular Lie centralizers have the same cardinality for 2 ∤ q.
In addition to the observation above, one may also observe that the derived
subalgebra of a subregular Lie centralizer is always 3-dimensional. Hence, setting
u = {x ∈ sl4(Fq) | dimFq C sl4(Fq) (x) = 5}
defines a Lie centralizer class and we have just shown that for all x ∈ u,
|C{u,r}( sl4(Fq))
x| = q3 − 1.
Next we consider elements with 7-dimensional Lie centralizers.
7.7. Dimension 7. Let s be a GL4(Fq)-orbit with 7-dimensional Lie centralizer.
Let x ∈ s and let s be its Lie centralizer. By a similar argument to the one in
Section 7.6 one reduces the computation of |C{s,r}( sl4(Fq))
x| and |C{s,u}( sl4(Fq))
x|
to the case of x being on the affine cross section C[2,2]. Having grouped all the
regular and subregular elements into r and u it is clear that we are essentially
trying to count how many y ∈ s make x + yt regular or subregular respectively.
Again this is done by looking at the rank-loci of the commutator matrix of r with
respect to the basis in Table 7.1.
7.7.1. Nilpotent element. Let x ∈ e. The Fq-commutator matrix of s in this case is
Re(Y0, . . . , Y6) =

0 Y2 −2Y0 −2Y4 0 Y3 0
−Y2 0 2Y1 2Y5 −Y3 0 0
2Y0 −2Y1 0 0 2Y4 −2Y5 0
2Y4 −2Y5 0 0 0 0 0
0 Y3 −2Y4 0 0 0 0
−Y3 0 2Y5 0 0 0 0
0 0 0 0 0 0 0

.
An easy computation shows that this matrix has rank 2 if and only if at least one of
Y0, Y1, Y2 is non-zero and Y3 = Y4 = Y5 = 0. The rank-0 locus has equations Y0 =
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· · · = Y5 = 0, and the rank-4 locus is all the rest. By Lemma 3.7 and Proposition 3.3
it follows that for x ∈ e
|C{e,r}( sl4(Fq))
x| = q3(q3 − 1)
|C{e,u}( sl4(Fq))
x| = q3 − 1.
(7.4)
7.7.2. Semisimple elements. Let α be a square in F×q and let x ∈ cα. Since s ∼=
sl2(Fq) + sl2(Fq) + Fq as highlighted in (7.1), there is a basis of s such that the
associated Fq-commutator matrix is in block diagonal form with two 3 × 3 blocks
consisting of two commutator matrices of sl2(Fq) with respect to two independent
sl2-triples and a zero 1× 1 block. It follows that
|C{cα,r}( sl4(Fq))
x| = (q − 1)2(q2 + q + 1)2
|C{cα,u}( sl4(Fq))
x| = 2(q3 − 1).
Setting c = ∪γ∈F×q cα defines a Lie centralizer class and for x ∈ c
|C{c,r}( sl4(Fq))
x| = (q − 1)2(q2 + q + 1)2
|C{c,u}( sl4(Fq))
x| = 2(q3 − 1).
(7.5)
Let finally be a non-square in Fq and let x ∈ dα. Since s ∼= Fq + sl2(Fq2) (see
(7.2)), the commutator matrix of s with respect to the basis in Table 7.2 may only
have rank 0 or 4. Moreover the rank-0 locus is isomorphic to an affine line over Fq.
In conclusion, setting
d = ∪{α∈Fq|α6=γ2 ∀γ∈Fq}dα,
defines a Lie centralizer class and for x ∈ d
(7.6) |C{d,r}( sl4(Fq))
x| = q6 − 1.
7.8. Dimension 9. We now consider elements with 9-dimensional Lie centralizer.
Again, by an argument akin to the one in Section 7.6 we may just consider elements
on the cross section C[2,1,1]. Furthermore, the computation in Section 7.5 shows
that for a = C[2,1,1](α) with α ∈ F
×
q , the Lie centralizer C sl4(Fq) (a) admits a basis
{c0, . . . , c8} such that Span(c0, . . . , c7) ∼= sl3(Fq) and c8 commutes with all the
other basis elements. It follows that the relative Fq-commutator matrix, say Ra,
consists of a zero row and column next to an 8 × 8 block on the diagonal that is
the Fq-commutator matrix R sl3 relative to a basis of sl3(Fq). As this is the case
for all α 6= 0 we may define a Lie centralizer class as
a = ∪α∈F×q aα.
The cardinalities of the rank-loci of R sl3 were computed by Avni Klopsch Onn and
Voll in [3, Section 6.1], in this setting (applying Lemma 3.7 and Proposition 3.3 to
a) their computations give that for x ∈ a
|C{a,r}( sl4(Fq))
x| = q(q − 1)(q6 + q5 + q4 − q2 − 2q − 1)
|C{a,u}( sl4(Fq))
x| = q5 + q4 + q3 − q2 − q − 1.
Collecting all the centralizer classes defined so far we define the following classifi-
cation by Lie centralizers:
A = {a,b, c,d, e,u, r}.
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7.8.1. Nilpotent element. Let a = C[2,1,1](0). Similar to Section 7.7 it remains to
compute |C{b,s}( sl4(Fq))
a| for all s ∈ A r {a,b}. First of all let us look at the
Fq-commutator matrix of h = C sl4(Fq) (a) with respect to the basis in Table 7.4:
Rb(Y1, . . . , Y8) =

0 0 Y4 0 0 0 Y1 Y0 −2Y0
0 0 0 Y4 0 Y0 0 −Y1 −2Y1
−Y4 0 0 0 0 −Y3 0 −Y2 2Y2
0 −Y4 0 0 0 0 −Y2 Y3 2Y3
0 0 0 0 0 0 0 0 0
0 −Y0 Y3 0 0 0 −Y7 2Y5 0
−Y1 0 0 Y2 0 Y7 0 −2Y6 0
−Y0 Y1 Y2 −Y3 0 −2Y5 2Y6 0 0
2Y0 2Y1 −2Y2 −2Y3 0 0 0 0 0

.
As in the previous computation |C{b,u}( sl4(Fq))
a| and |C{b,r}( sl4(Fq))
a| are es-
sentially the cardinalities of the rank-4 and rank-6 loci of the commutator matrix
above. However now the centralizer A-classes with dimension 5 are three, so it
does not suffice to just apply Lemma 3.7 as we did before. We reason as follows:
Rb(c0, . . . , c7, c8) has rank 2 if and only if c0 = · · · = c4 = 0 and at least one of c5,
c6 and c7 is non-zero. This means that
V2 = {x ∈ F
9
q | rkFqRb(x) ≤ 2}
is a Zariski closed set defined by the ideal R2 = (Y0, . . . , Y4) ⊆ Fq[Y0, . . . , Y8]
and that the points giving rank 0 in the commutator matrix constitute a Zariski
closed set defined by the ideal (Y0, . . . , Y7). By looking at the submatrix of Rb
corresponding to the last 4 coordinates, we realize that V2 is isomorphic to gl2(Fq).
As before we use Proposition 3.3 to determine |C{b,s}( sl4(Fq))
a| for ds = 7. Each
orbit of lifts of a to g2 having a 7-dimensional centralizer contains an element of
(7.7) C =


0 1 0 0
πα 0 0 0
0 0 0 π
0 0 πα 0
 ∈ sl4(o/p2)
∣∣∣∣∣∣∣∣∣
α ∈ Fq
 ,
and vice versa distinct elements of C are contained in distinct orbits. For each
α ∈ Fq let yα sl4(Fq) be the matrix such that
a+ πyα =

0 1 0 0
πα 0 0 0
0 0 0 π
0 0 πα 0
 ∈ sl4(Fq)
We have that ytα ∈ C sl4(Fq) (a) and that the Lie centralizer isomorphism type of
a+ yα =

0 1 0 0
α 0 0 0
0 0 0 1
0 0 α 0

varies according to whether α is zero, a non-zero square or not a square in Fq.
Moreover each GL4(Fq)-orbit whose elements have 7-dimensional Lie centralizer
contains an element of the form a+ yα for some α ∈ Fq, because {a+ yα | α ∈ Fq}
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is the affine cross-section of S[2,2]. We thus compute
|C{b,c}( sl4(Fq))
a| =
1
2
q(q2 − 1)
|C{b,d}( sl4(Fq))
a| =
1
2
q(q − 1)2
|C{b,e}( sl4(Fq))
a| = q2 − 1.
(7.8)
The same is valid for all the other elements of sl4(Fq) that have centralizer isomor-
phic to b, for they all are GL4(Fq)-conjugates of a.
In order to finish our investigation, we need to compute the cardinality of the
rank-4 locus L4 = V4 r V2 of Rb. We can do it by looking at its equations. The
following is a generating set for the radical of the ideal generated by the 6 × 6
principal minors of Rb that has been computed with SageMath [23]:
Y0Y3 − Y4Y5
Y1Y2 − Y4Y6
Y0Y2 − Y1Y3 − Y4Y7
Y 22 Y5 − Y
2
3 Y6 − Y2Y3Y7
Y 21 Y5 − Y
2
0 Y6 + Y0Y1Y7
Y1Y
2
3 − Y2Y4Y5 + Y3Y4Y7
Y 21 Y3 − Y0Y4Y6 + Y1Y4Y7.
(7.9)
Let R4 be the ideal of Fq[Y0, . . . , Y8] generated by the polynomials in (7.9) and let
V4 be the algebraic set defined by it. The rank-4 locus L4 is the set where all the
polynomials in R4 but not all the polynomials in R2 = (Y0, . . . , Y4) vanish. Now
let c = (c0, . . . , c8) be a point of L4. We notice that by forcing c0, . . . , c4 to 0 we
can project this point on V2; this defines a function
pr : L4 // V2
(c0, . . . , c8)
✤
// (0, . . . 0, c5, . . . , c8).
The set V2 is stable under the action of CSL4(Fq) (a), so pr maps CSL4(Fq) (a)-
orbits to CSL4(Fq) (a)-orbits and the cardinality of the fibres of pr is constant across
CSL4(Fq) (a)-orbits in V2. Let us identify V2 with gl2(Fq). In what follows we shall
operate a case distinction according to the adjoint orbit in gl2(Fq). The elements
in the centre of gl2(Fq) are those for which c5 = · · · = c7 = 0. Now we substitute
the previous conditions in (7.9) and impose that at least one of the c0, . . . , c4 is
non-zero (we want to exclude points of V2 inside V4). This gives that the fibre of
pr above each one of these elements has cardinality
2q3 − q − 1.
Now let us consider the elements in gl2(Fq) that belong to a nilpotent orbit. These
are the elements whose orbit contains an element defined by c5 = 1, c6 = c7 = 0 and
c8 arbitrary. Substituting these relations into the (7.9) and imposing that at least
one of the other variables is non-zero, we obtain that the fibre above a nilpotent
point has cardinality
q2 − 1.
The other orbits are parameterized by the following elements c5 = 1, c7 = 0 and
c6 = α ∈ F×q . Again by substituting we see that there is no point in L4 projecting
down to a point in an orbit with α a non-square in Fq. It remains to compute
the cardinality of the fibre above points for which α is a non-zero square in Fq
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(semisimple diagonalizable points). Substituting this condition in (7.9) and impos-
ing that the other variables are not all zero, gives that the cardinality of the fibre
of pr above each of these points is
2 · (q2 − 1).
Considered that in gl2(Fq) there are q central elements, q ·(q
2−1) nilpotent elements
and q2 · (q2 − 1)/2 semisimple diagonalizable points, we obtain that
|L4| = q · (2q
3 − q − 1) + q · (q2 − 1)2 + q2 · (q2 − 1)2 = q · (q5 + q4 − 2q2).
It follows that for x ∈ b
|C{b,u}( sl4(Fq))
x| =q5 + q4 − 2q2
|C{b,r}( sl4(Fq))
x| =q8 − 1
− |C{b,u}( sl4(Fq))
x|
−
∑
s∈A
ds=7
|C{b,s}( sl4(Fq))
x|
=q8 − q3 − q2(q3 + q2 − 2)
=q8 − q5 − q4 − q3 + 2q2.
(7.10)
We summarize all the previous computations in Table 7.5. -
Table 7.5. Data to apply (6.1).
s ∈ A ds d′t t ∈ A |C{s,t}( sl4(Fq))
a| ∀ a ∈ s
r 3 0 n.a. n.a.
u 5 3 r q3 − 1
c 7 6 r (q − 1)2(q2 + q + 1)2
u 2(q3 − 1)
d 7 6 r q6 − 1
e 7 6 r q3(q3 − 1)
u q3 − 1
a 9 8 r q(q − 1)(q6 + q5 + q4 − q2 − 2q − 1)
u q5 + q4 + q3 − q2 − q − 1
b 9 8 r q8 − q5 − q4 − q3 + 2q2
u q5 + q4 − 2q2
c 12q(q
2 − 1)
d 12q(q − 1)
2
e q2 − 1
7.9. Number of elements by their Lie centralizers. In order to use (6.1)
and apply Theorem 4.6, it remains to compute the cardinality of each class in
A. Rather than repeating essentially the same computations for all classes of Lie
centralizers we give just a quick description of how they are performed and then
summarize the results in Table 7.6. For each case in Tables 7.1 to 7.4 the size of the
GL4(Fq)-orbit is the quotient of the cardinality of GL4(Fq) and the cardinality of
the GL4(Fq)-conjugation stabilizer. Alternatively, dividing both the numerator and
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Table 7.6. Elements of sl4(Fq) having prescribed Lie centralizer
up to isomorphism.
Class s |s|
a q3 · (q − 1) · (q + 1) · (q2 + 1)
b (q − 1) · (q + 1) · (q2 + 1) · (q2 + q + 1)
c 12 · q
4 · (q − 1) · (q2 + 1) · (q2 + q + 1)
d 12 · q
4 · (q − 1)3 · (q2 + q + 1)
e q · (q + 1) · (q − 1)2 · (q2 + 1) · (q2 + q + 1)
f q4 · (q − 1)2 · (q + 1) · (q2 + 1) · (q2 + q + 1)
h q2 · (q − 1)2 · (q + 1)2 · (q2 + 1) · (q2 + q + 1)
i 12 · q
6 · (q − 1)2 · (q2 + 1) · (q2 + q + 1)
j q3 · (q − 1)2 · (q + 1)2 · (q2 + 1) · (q2 + q + 1)
l 12 · q
5 · (q − 1) · (q − 2) · (q + 1) · (q2 + 1) · (q2 + q + 1)
r (q − 1) · (q + 1) · q3 · (q10 + q8 − q7 − 3q5 − q3 + 2q2 + q + 1)
the denominator by q− 1, the cardinality of the GL4(Fq) -orbit is the cardinality of
SL4(Fq) divided by the cardinality of the group centralizer. The latter is computed
using the factorizations in the last column of Tables 7.1 to 7.4, the cardinalities of
Fq, F
×
q , Cq+1 and the following well know cardinalities:
|GLn(Fq)| =
n−1∏
i=0
(qn − qi) (n ∈ N)
|SLn(Fq)| =
|GLn(Fq)|
q − 1
|Heis((Fq))| = q
3
|Heis(Fq)gHeis(Fq)| = q
5.
This takes care of the cardinality of each orbit. The conditions on the parameters
of the cross-section that define each class in A give the number of orbits that class
consists of. We have taken care not to put together orbits giving non-isomorphic
group centralizers. This means that all the orbits in the same A-class have the
same cardinality. Thus, in order to compute the cardinality of an A-class, say s, it
suffices to multiply the cardinality of an orbit in s by the number of distinct orbits
that form s. This latter quantity is obtained directly from the conditions on the
cross-section’s parameters reported in the first column of Tables 7.1 to 7.4. Finally,
as anticipated, the number |r| is deduced by subtraction.
8. Representation zeta functions
We now have all the necessary numerical information to compute the represen-
tation zeta function of the principal congruence subgroups of SL4(o) using The-
orem 4.6 (Table 7.5 gives a summary of the relevant numerical information). A
lengthy but straightforward application of (6.1) to the data in Tables 7.5 and 7.6
allows us to compute all the relevant ingredients in the formula of Theorem 4.6,
which gives that, for 2 ∤ q, the Poincare´ series of sl4(o) is
P sl4(o)(s) =
FPoin(q, t)
GPoin(q, t)
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where
FPoin(q, t) =q
28t18
−
(
q28 + q27 + q26 + q25 − q24 − q23 − q22
)
t15
+
(
q27 − 2 q24 − q22 + q21
)
t14
+
(
q26 + 2 q25 + 2 q24 − 2 q22 − 4 q21 − 2 q20 − q19 + 2 q18 + q17
)
t13
−
(
q25 + q24 + q23 − 2 q22 − 2 q21 − 2 q20 + 2 q18 + q17 + q16
)
t12
+
(
q21 + 2 q19 + q17 − q16 − q15 − q14
)
t11
+
(
q19 + q18 − 2 q15 + q12
)
t10
−
(
2 q19 + q18 + q17 − q16 − 3 q15 − 2 q14
−3 q13 − q12 + q11 + q10 + 2 q9
)
t9
+
(
q16 − 2 q13 + q10 + q9
)
t8
−
(
q14 + q13 + q12 − q11 − 2 q9 − q7
)
t7
−
(
q12 + q11 + 2 q10 − 2 q8 − 2 q7 − 2 q6 + q5 + q4 + q3
)
t6
+
(
q11 + 2 q10 − q9 − 2 q8 − 4 q7 − 2 q6 + 2 q4 + 2 q3 + q2
)
t5
+
(
q7 − q6 − 2 q4 + q
)
t4
+
(
q6 + q5 + q4 − q3 − q2 − q − 1
)
t3
+ 1
GPoin(q, t) =
(
1− q7t3
)(
1− q9t4
)(
1− q12t5
)(
1− q15t6
)
.
Operating the substitution dictated by the Kirillov orbit method in [3, Proposition
3.1], we deduce Theorem C.
Part 3. sl4(o) is not shadow-preserving
9. Lie shadows and centralizer-loci
In this part we prove Theorem D. Recall that Fq has characteristic p 6= 2.
Fix r ∈ N. For convenience of notation we set or = o/pr and gr = sl4(or).
By the correspondence between Lie and group shadows proved in [5, Lemma 2.3],
x ∈ sl4(or) has a shadow-preserving lift if and only if it has a Lie shadow-preserving
lift. Indeed in what follows we shall show that there are levels r ∈ N and x ∈ gr
that have no Lie shadow-preserving lift to gr+1.
Let e = dimFq Shgr (x). We rephrase the problem of finding shadow-preserving
lifts in terms of lifting points of Xe
sl4(o)
(or) to points in X
e
sl4(o)
(or+1). Let ιr :
o15r → gr be the isomorphism of or-modules determined by fixing the basis B as in
Section 5.1. We have the following lemma.
Lemma 9.1. Let x ∈ gr. Then e = dimFq Shgr(x) if and only if
ι−1r (x) ∈ X
e
sl4(o)
(or) .
Proof. Recall that we denote by R the commutator matrix of sl4(o) with respect
to B. Take x ∈ o15r , we show that x ∈ X
e
sl4(o)
(or) is equivalent to ι(x) having
e-dimensional shadow.
Let x̂ ∈ o15 be a lift of x (any lift will do here). Let ξ be as defined in Section 4.
Then x̂ ∈ ξ(L15−eR (o)) modulo p
r. This is equivalent to the last e elementary divisors
of R(ξ−1(x̂)) being divisible by πr and the first 15 − e not being divisible by πr.
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This in turn is equivalent to
dimFq θr,1(kerR
r(ξ−1r (x))) = e,
where ξr : o
15
r → o
15
r is induced by ξ.
We may now conclude that the latter condition is equivalent to Shgr(x) being e-
dimensional because, by an argument analogous to the one preceding Definition 4.1,
kerRr(ξ−1r (x)) and Cgr (x) are isomorphic as or-Lie lattices. 
Now let r ∈ N and a ∈ gr with Lie shadow s of Fq-dimension e. Let also b ∈ g be
a lift of a. It is easy to see that all lifts of a to gr+1 have the form θr+1(b+ π
r+1c)
for some c ∈ g. Lemma 3.7 has the following straightforward consequence:
Proposition 9.2. If a ∈ gr has a shadow-preserving lift b ∈ g, then the number of
shadow-preserving lifts of a to gr+1 is
qd−dimFq [s,s].
Moreover, let Bs be a basis of s and let ι¯ : F
dimFq s
q → s be the associated Fq-linear
isomorphism. Let also S be the Fq-commutator matrix of s with respect to Bs and
B′ be a basis of g obtained by completing a lift of Bs. Then for all c ∈ g the Lie
shadow of θr+1(b + π
r+1c) is ι¯(kerS(xc)) where xc are the first e coordinates of ct
with respect to B′.
10. Proof of Theorem D
We keep the notation of Proposition 9.2. Let x = e12 + e34 ∈ sl4(Fq). The first
row of Table 7.2 shows the structure of the Lie centralizer of x and also gives an
Fq-basis for it. Let e = C sl4(Fq) (x) and E = {c0, . . . , c6} be its basis as reported in
Table 7.2. According to the commutator relations (also reported in Table 7.2) we
compute that the Fq-commutator matrix of e with respect to E is
(10.1) SE(Y0, . . . Y6) =

0 Y2 −2Y0 −2Y4 0 Y3 0
−Y2 0 2Y1 2Y5 −Y3 0 0
2Y0 −2Y1 0 0 2Y4 −2Y5 0
2Y4 −2Y5 0 0 0 0 0
0 Y3 −2Y4 0 0 0 0
−Y3 0 2Y5 0 0 0 0
0 0 0 0 0 0 0

.
Take now x̂ = e12+ e34 ∈ sl4(o), it is easy to see that x̂ has the same shadow as x.
Let y ∈ sl4(Fq) be such that yt = α0c0 + α1c1 + α2c2 ∈ e with α0, α1, α2 ∈ Fq and
not all 0 at the same time. Let also ŷ ∈ sl4(o) be a lift of y and a = θ2(x̂ + πŷ).
Then, by Proposition 9.2, Sh sl4(o2)(a) = {v, c3, . . . , c6} where v spans the kernel of 0 α2 −2α0 0 0 0 0−α2 0 2α1 0 0 0 0
2α0 −2α1 0 0 0 0 0
 .
Using the commutator relations in Table 7.2, we compute
[v, c3] = −2α0c4 + 2α1c5, [v, c4] = −α1c3 + 2α2c4, [v, c5] = α0c3 − 2α2c5.
One checks that the three commutators above span a 2-dimensional space for all
possible choices of α0, α1, α2 as above. Thus if a admits a shadow-preserving lift
b ∈ sl4(o), Proposition 9.2 tells us that there are exactly q15−2 = q13 shadow-
preserving lifts of a to sl4(o).
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We specialize now the above discussion for a = x + π(e13 + e24) ∈ sl4(o2). It
is straightforward to see that b = e12 + e34 + π(e13 + e24) ∈ sl4(o) is a shadow-
preserving lift of a. So Proposition 9.2 implies that there are exactly q13 shadow
preserving lifts of θ3(b) to sl4(o).
On the other hand, it can be shown by direct computation that n = C sl4(o) (b
t)
has o-rank 5, thus b ∈ L10R (o). The same computation also gives that [n, n]
∼=
o ⊕ o ⊕ πo as an o-module. Thus, if b are the coordinates of b with respect to B,
by Proposition 2.3,
detJ10(b) = π.
This makes it a smooth point of L10R (k), which is then locally cut out by 15−12 = 3
polynomials that may be taken to have coefficients in o. In other words there are
g, f1, f2, f3 ∈ o[X1, . . . , X15] and a Zariski open neighbourhood U = D(g)(k) of b
such that
U ∩ (V10R (k))
∼= Spec (o[X1, . . . , X15, X
′]g/(f1, f2, f3, 1− gX
′))
Also notice that by definition D(g)(o) contains all lifts of θ3(b) because, for all
b′ ∈ o15 such that b′ ≡ b mod p3 we have
g(b′) ≡ g(b) mod p3.
This means that we may safely restrict our investigation to the neighbourhood U
without fear of missing any lift of θ3(b).
Let b = (b1, . . . , b15). By [9, §4.6, Corollary 3] there are exactly 3 formal power
series without constant term, say φ1, φ2, φ3 ∈ oJX1, . . . , X12K, such that, for all
t = (t1, . . . , t12) ∈ p(12),
fi(b1 + π
2t1, . . . , b12 + π
2t12, b13 + πφ1(t), b14 + πφ2(t), b15 + πφ3(t)) = 0
for all i = 1, 2, 3. By Lemma 9.1, each
z(t) = (b1 + π
2t1, . . . , b12 + π
2t12, b13 + πφ1(t), b14 + πφ2(t), b15 + πφ3(t))
is a shadow-preserving lift of θ3(b) to sl4(o). Since {θ4(z(t)) | t ∈ p12} has cardi-
nality q12, we conclude that there must be q13− q12 shadow-preserving lifts of θ3(b)
that do not admit shadow-preserving lifts in sl4(o) in their turn. This concludes
the proof of Theorem D. The following example gives an explicit element that we
have checked not to have shadow-preserving lifts
Example 10.1. Take the following matrix in sl4(Z/27Z)
z =

9 10 21 0
0 18 9 21
0 9 0 10
0 0 0 0
 .
By the discussion above, this is a lift of e12+e34+3(e13+e32) ∈ sl4(Z/9Z). Whether
a lift of z has shadow-preserving lifts or not may be tested by running through its
315 lifts to sl4(Z/81Z) (viewed in Z
15) taking the transpose and plugging in the
result in the commutator matrix R (viewed as a matrix of linear polynomials over
Z). If the result has 5 elementary divisors that are divisible by 35 then the lift
is shadow-preserving otherwise it is not. We have done this using SageMath [23]
which provides an algorithm to compute the Smith normal form of a matrix. Due
to a memory-leak in the said algorithm we could not run though all the 315 lifts at
once. We have however run 35 times through randomly chosen sample sets of the
lifts, each of size of size 37. The code is available upon request to the author.
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