The generating function for restricted partitions is a finite product with a Laurent expansion at each root of unity. The question of the behavior of these Laurent coefficients as the size of the product increases goes back to Rademacher and his work on partitions. Building on the methods of Drmota, Gerhold and previous results of the author, we complete this description and give the full asymptotic expansion of each coefficient at every root of unity. These techniques are also shown to give the asymptotics of Sylvester waves.
Introduction 1.Restricted partitions
Set (q) N := (1 − q)(1 − q 2 ) · · · (1 − q N ). Then 1/(q) N is a meromorphic function of q ∈ C with the well-known expansion about zero
where p N (n) indicates the number of partitions of n, restricted to have at most N parts. The identity
(1/q) N = (−1) N q −N (N +1)/2 (q) N , (1.2) also implies the expansion at infinity 1 (q) N = (−1) N ∞ n=0 p N (n) · (1/q) n+N (N +1)/2 (|q| > 1).
(1.3)
Since (1.1) and (1.3) both diverge when |q| = 1, it is natural to also consider the expansions of 1/(q) N in neighborhoods of roots of unity. The Laurent expansion about ξ, a primitive kth root of unity, may be written as
(1.4)
For example, when ξ = 1 and N = 3 the sequence of coefficients begins Later we will see the formula A m (1, N ) = (−1) N N ! j 0 +j 1 +j 2 +···+j N =N +m B
(m+2) j 1 as in Proposition 5.1, where the notation B n in (1.5) indicates the nth Bernoulli number, and B n . We show in Section 5 that, in general, the coefficients A m (ξ, N ) are in the field Q(ξ). For fixed m and ξ, our main goal is to understand the asymptotic behavior of A m (ξ, N ) as N → ∞.
Unrestricted partitions and Rademacher's conjecture
For q ∈ C we let 1/(q) ∞ := lim N →∞ 1/(q) N .
This limit only exists for |q| = 1, converging to two different holomorphic functions, as in [Rad73, p. 301]:
if |q| > 1.
(1.7)
The notation p(n) denotes the number of unrestricted partitions of n. Therefore (1.7) extends (1.1) and (1.3) to the N = ∞ case. It would seem unlikely that the expansions at roots of unity, (1.4), could be similarly extended. However, Rademacher succeeded in showing that the principal parts of (1.4) do indeed have natural analogs when N = ∞.
To describe this we first recall Rademacher's famous convergent series for the partitions from [Rad37] in the form given in [Rad73, (128.1)]:
A k (n) k 5/2 L 3/2 π 12k 2 (24n − 1) .
(1.8)
The notation means A k (n) := 0 h<k (h,k)=1 ω hk · e −2πihn/k , L 3/2 (y) := y −3/4 I 3/2 (2 √ y)
where ω hk is a certain root of unity associated to the multiplier system of the Dedekind eta function and I 3/2 the usual I-Bessel function. Rademacher then inserted (1.8) into (1.7) (he was already investigating this possibility in the 1937 paper [Rad37] ), and after dexterous manipulations obtained the remarkable expansion
with Rademacher's coefficients given by C hkℓ (∞) := − 1 12 √ 3 π k 5/2 ω hk · e 2πihℓ/k · ∆ ℓ−1 α L 3/2 − π 2 6k 2 (α + 1) α=1/24
.
Here ∆ ℓ−1 α is indicating ℓ−1 applications of the difference operator which acts on any function as ∆ α f (α) := f (α + 1) − f (α). For example
Now (1.9) invites a comparison with the partial fraction decomposition
which is built out of all the principal parts of (1.4) with C hkℓ (N ) := A −ℓ (e 2πih/k , N ).
Perhaps inspired by the fact that lim N →∞ p N (n) = p(n), Rademacher conjectured in [Rad73, p. 302 ] that lim N →∞ C hkℓ (N ) = C hkℓ (∞). A sequence of papers, including for example [And03, SZ13, O'S15], examined this issue. Finally, independently and with different methods, Rademacher's conjecture was disproved in [DG14] and [O'S16a, O'S16b]. The problem is illustrated in Figure 1 where it may be seen that C 014 (N ) is getting very close to C 014 (∞) ≈ 0.03216 for N up to about 100. After that, though, the values diverge. Drmota and Gerhold in [DG14] succeeded in giving the main term of the asymptotics of C 01ℓ (N ) as N → ∞. On the other hand, the complete asymptotic expansion of an average of Rademacher's coefficients C hkℓ (N ) was given by the author in [O'S16a, O'S16b]. In this paper it is shown that combining these two approaches with some further analysis allows us to give the complete asymptotic expansion of each C hkℓ (N ) as N → ∞. The result is that C hkℓ (N ) always eventually oscillates like a sine wave in N with period approximately 31.963k and exponentially growing amplitude. An interesting number w 0 ≈ 0.916 − 0.182i is controlling all this behavior; it is a zero of the analytically continued dilogarithm Li 2 (w) as described in Section 3.1.
The observation that C hkℓ (N ) gets very close to C hkℓ (∞) for relatively small N , with this agreement seeming to improve as ℓ increases, deserves an explanation. See also [SZ13, Sect. 4 ] and [O'S15, Table 2 ]. We hope to return to this issue in a future work.
Main results
For the above dilogarithm zero w 0 , set z 0 := 2πi + log(1 − w 0 ) ≈ −1.606 + 7.423i. This is the saddle-point that appears in the analysis. Since our results are valid for every coefficient, not just those in the principal part, we state them using the notation A m (ξ, N ) from (1.4). The simplest case looks at the expansion about ξ = 1:
with an implied constant 1 depending only on m and the positive integer r. The main term has c m,0 = −1/(πi · z m 0 · e z 0 /2 ), and in general the numbers c m,j are given by the formula (3.33). 
Note that
with an implied constant depending only on m and the positive integer r. The main term has
and in general the numbers d m,j (N 2 ) are given by twice (4.32) with ρ = −1 and k = 2.
Cases of Theorem 1.2 were given in Conjecture 6.3 of [O'S15] and Conjecture 6.4 of [O'S16a]. With (1.13) we see that the values A m (−1, N ) are roughly A m (1, N ) in size and behave slightly differently depending on whether N is odd or even. For the following general result, set N k to be N mod k with 0 N k k − 1.
Theorem 1.3. Fix m ∈ Z and ξ a primitive kth root of unity. Then for all N ∈ Z 1 we have
for an implied constant depending only on k, m and the positive integer r. For ρ = ξ or ξ, the numbers e m,j (ρ, N k ) are given in (4.32) with the first being
(1.15) Theorems 1.1 and 1.2 are the specializations of Theorem 1.3 to the cases k = 1, ξ = 1 and k = 2, ξ = −1 respectively. Note that empty products are always taken to mean 1. Figure 2 compares the real part of A −2 (i, N ) (shown as dots) with the real part of the main term (r = 1) of Theorem 1.3. We have divided by the increasing factor so that the main term of the theorem corresponds to four sine waves, depending on N mod 4. The figure shows excellent agreement after about N = 1000. Without much alteration, our techniques also give the asymptotics of Sylvester waves. Recall that Cayley and Sylvester expressed the restricted partition function p N (n) in terms of polynomials. In Sylvester's formulation
where each wave W k (N, n) is a polynomial in n with rational coefficients and degree at most ⌊N/k⌋ − 1.
Note that k polynomials are needed to represent W k (N, n), depending on the residue class of n mod k. For example, if n ≡ 0 mod 60 then Sylvester's Theorem gives the formula
with the sum over all primitive kth roots of unity ξ. See for example [Dic66, for the history of this result. Note that (1.17) makes sense for all n ∈ C; we allow n ∈ Z below. If N is fixed, then we will have p N (n) ∼ W 1 (N, n) as n → ∞. However, if N → ∞ and n grows at most linearly with N , then the first wave W 1 (N, n) exhibits similar oscillating behaviour to A m (1, N ) and diverges from p N (n). This is seen in the next result, giving the asymptotics of all waves in this regime.
Theorem 1.4. Fix k ∈ Z 1 and λ ′ ∈ R >0 . Then for all N ∈ Z 1 and n ∈ Z such that λ := n/N satisfies |λ| λ ′ , we have
where N k ≡ N mod k and n k ≡ n mod k. The numbers a λ,j (N k , n k ) are given explicitly in (6.6). The implied constant depends only on r ∈ Z 1 , λ ′ and k.
In particular, the asymptotic expansion of the first wave is given by
with first coefficient a λ,0 (0, 0) = z 0 e −z 0 (λ+1/2) /(πi) as seen in (6.7). This confirms Conjecture 9.1 of [O'S18]. The asymptotic expansion of the second wave is given by Theorem 1.4 when k = 2, showing that Conjecture 9.2 of [O'S18] is almost correct; the power (−1) N there should be (−1) λN . Table 3 gives an example of the theorem for the asymptotics of the third wave with λ = 1. Also with λ = 1, Figure 3 compares W 1 (n, n) with the first term of its asymptotic expansion, that is the real part of z 0 e −3z 0 /2 w −n 0 /(πin 2 ). In fact, W 1 (n, n) closely matches p(n) for small n and undergoes a kind of phase transition at about n = 1480. For better visibility the figure displays the logs of the absolute values of these quantities. The values of W 1 (n, n) are shown as dots, sampled for n ≡ 0 mod 8. See Table 2 and Section 8.2 of [O'S18] for further discussion of these comparisons. The second wave W 2 (n, n) exhibits similar behavior, staying close to a positive increasing function (that is approximately p(n) 1/2 /n 2/3 ) until about n = 1600 and after that following the expected oscillating asymptotics of Theorem 1.4. As with C hkℓ (N ), the interesting behaviour of W k (N, λN ) for small N requires further investigation.
In this paper we focus on the product 1/(q) N . As (q) N and its q-Pochhammer variants are fundamental objects in q-series, we expect our techniques to be widely applicable to similar products, and series containing these products. For example, interesting evaluations near roots of unity have already been made for the following q-series: quantum modular forms and Kashaev invariants of knots [Zag01, Hik03] , Nahm sums [Zag07, GZ18], mock theta functions [FOR13] , and q-binomial coefficients [Zud19] . log Re(z 0 e −3z 0 /2 w −n 0 /(πin 2 )) log p(n) log |W 1 (n, n)| Figure 3 : A 'phase transition' for the first wave W 1 (n, n) at n ≈ 1480
Methods of proof
Let ξ be a primitive kth root of unity. Then by Cauchy's theorem
where the closed path of integration C has a positive orientation, encircling ξ and no other N th or lower roots of unity. With the change of variables q = ξe 2πiτ /N we obtain
with C ′ enclosing 0 and no other poles of 1/(ξe 2πiτ /N ) N . If ξ = e 2πih/k then these poles occur at
If there is a pole at τ ′ = 0 then
and so C ′ may be any circle centered at 0 with radius less than 1/k. To reduce the notation, a final change of variables replaces 2πiτ by z. Therefore
for D a circle of radius less than 2π/k. Label the integrand in (1.20) as Q m (z; ξ, N ) and let D ′ be the top half of D, with imaginary part 0.
This expression for A m (ξ, N ) as a contour integral is our starting point. We will extend the methods of Drmota and Gerhold to write the integrands essentially in the form
with p(z) involving the dilogarithm. This allows us to use the saddle-point method, in the precise form established by Perron, to achieve the desired asymptotics.
The following basic result, which will be needed in these arguments, is recorded here.
Proposition 1.5. Suppose f (z) is holomorphic for |z| < R, equalling ∞ n=0 a n z n in this disk. Then for an implied constant depending only on M ∈ Z 0 , f and R
Proof. Suppose |z| R/2. By Taylor's Theorem, as in for example [Ahl78, , we have
Let C = max |f (w)| for w on the positively oriented circle of integration |w| = 3R/4. Also note that |w − z| R/4. Then the absolute value of the right side of (1.22) is 3C(4/(3R)) M |z| M .
2 Estimating 1/(e z/N ) N For the simplest case of ξ = 1, we obtain from (1.21)
for D ′ the top half of a circle of radius less than 2π and centered at 0. We will concentrate on this case first. The methods in this section follow the ideas in [DG14, Sect. 2], with improvements that allow us to obtain the complete asymptotic expansion of 1/(e z/N ) N as N → ∞.
The polylogarithm of order s ∈ C is initially defined as
Clearly (2.2) also makes sense for |z| 1 when Re(s) > 1. The polylogarithm of order 2 is called the dilogarithm. Let δ i,j denote the Kronecker delta function and set
for an implied constant depending only on L ∈ Z 1 , δ and C.
Proof. Beginning with
(2.4)
Label the first series in (2.4) as Φ(−z, N ) and the second as χ(−z, N ). In this notation
Proposition 2.2. If Re(z) < 0, N 1 and c > 1 then, for an implied constant depending only on c,
Proof. We wish to estimate
Therefore the Mellin transform
converges for Re(s) < −1 and interchanging integration and summation is possible:
we make the change of variables w = rzu in (2.7). The new path of integration through z may be moved to the positive real line and so, for Re(s) < −1,
The right side of (2.8) has exponential decay as |Im(s)| → ∞ due to well-known bounds for Γ and ζ. Therefore we may apply Mellin inversion, as in for example [FGD95, Thm. 2], to obtain
with integration along the vertical line with real part c < −1. The integrand only has poles at s = −1, 0, 1 as the trivial zeros of the zetas cancel the remaining poles of the gamma function. Moving c to the right and computing the residues shows
This completes the proof of the proposition.
The following easy lemma will be needed in the proof of Proposition 2.4.
Lemma 2.3. For all real c, d, x with d, x > 0 we have
Proof. If c 0 then r c 1 and
With the left inequality in (2.6) we have (1 − e −x ) −1 1 + 1/x.
For c > 0 write the summand as r c e −rx/2 · e −rx/2 . Then r c e −rx/2 is maximized for r = 2c/x. Therefore We next estimate −χ(−z, N ). It is possible to do this using the Mellin transform approach of Proposition 2.2, though this requires establishing bounds for the analytically continued polylogarithm. Instead we use a more direct argument, taking advantage of the exponential decay of the numerator e rz in (2.4).
for an implied constant depending only on δ, C and the positive integer L.
Proof. We consider
Let E 1 be the tail of this series for r t/|z|. Employing the left inequality in (2.6) shows the bound
(2.10)
By (1.6) and Proposition 1.
for |z| π, with an implied constant depending only on L 1. Then the initial part of the series (2.9) is
with an error
using Lemma 2.3 with d = 1. Extending the sum over r in (2.12) to infinity produces the polylogarithm Li 2−ℓ (e −z ) and a further error
We have shown
For 0 < δ x and |z| C, (2.10), (2.13) and (2.14) imply
for an implied constant depending only on L, δ and C. Recall that B 0 = 1, B 1 = −1/2 and Li 1 (z) = − log(1 − z). Hence
and the proposition follows, where we simplified the signs using that B ℓ = 0 for ℓ 3 and odd.
Theorem 2.1 is an easy consequence of (2.5) and Propositions 2.2, 2.4.
An interesting result with similarities to Theorem 2.1 is obtained in [Zag07, p. 53].
Corollary 2.5. Suppose N 1 and m ∈ Z. For all z ∈ C with Re(z) −δ < 0 and |z| C we have
for an implied constant depending only on m, δ and C.
Proof. Suppose Re(z) −δ < 0 and |z| C. By (1.6) and Proposition 1.5,
and, by increasing the implied constant if necessary, (2.17) is valid for all N 1.
Clearly the numerator e z/N is O(1). Finally, the product 1/(e z/N ) N is bounded using Theorem 2.1 with L = 1, and the factor (1 − e z ) −1/2 that appears is O(1).
The factor Li 2−ℓ (e −z ) in (2.16) may be expressed in different ways. For Im(z) > 0 we have
Therefore, in terms of the cotangent,
For another formula, recall the family of Eulerian polynomials beginning A 0 (z) = A 1 (z) = 1 and A 2 (z) = 1 + z. In general, A m (z) has degree m − 1 for m 1. Then, as in for example [O'S16c, Sect. 8.2],
The next lemma follows simply from the definition of f ℓ (z) in (2.3), identity (2.19) and (2.17) with N = 1.
for an implied constant depending only on ℓ, δ and C.
3 The asymptotics of A m (1, N ) as N → ∞
Moving the path of integration
Now we see from Theorem 2.1 that for large N the main contribution to the integrand in (2.1) comes from the factor exp(N · p(z)), at least for Re(z) < 0. To apply the saddle-point method, the path of integration D ′ is moved to pass through a point z 0 where p ′ (z 0 ) = 0, in such a way that | exp(p(z))| reaches its maximum only at z = z 0 .
In solving the equation p ′ (z) = 0, we may use the material in [O'S16a, Sect. 2.3]. In particular we need the case of [O'S16a, Thm. 2.4] with d = 0 and m = 1 (the variable z in this theorem differs from ours by a factor of 2πi). As shown there, employing one of the functional equations of the dilogarithm yields the identity
for π < Im(z) < 3π. Let w 0 be a solution to Li 2 (w) − 2πi log(w) = 0. As reviewed in [O'S16a, Sect. 2.3], w 0 is unique, may be computed to any accuracy with Newton's method, and is a zero of the dilogarithm on a non-principal branch. See [O'S16c] for further details. Hence, according to the theorem, z 0 := 2πi + log(1 − w 0 ) is a saddle-point of p(z). To greater accuracy than the introduction,
It is also shown in [O'S16a, Thm. 2.4] that p(z 0 ) = − log(w 0 ). We move D ′ to the new path of integration D ′′ as shown on the left side of Figure 4 , passing through z 0 and chosen so that the integrand stays small away from z 0 . A similar path is shown in [DG14, Fig. 4 ]. As no poles were crossed, (2.1) implies
Let c := Re(z 0 )/Im(z 0 ) + i ≈ −0.216 + i. Then the key part of this path is the line segment L 4 from 2πc to 3πc which contains z 0 . It is shown in the next section that the contribution from the rest of the path is ≪ e 0.05N and so is negligible compared to the main asymptotics that turn out to be of size ≈ e 0.068N . 
Bounding the error
As seen in Figure 4 , the path of integration D ′′ ⊂ C is made up of seven line segments. The first, L 1 , goes vertically from 2π to 2π + 8πi/5. Next L 2 continues horizontally to −π/10 + 8πi/5. Then L 3 connects −π/10 + 8πi/5 to 2πc, and as we saw, the segment L 4 is from 2πc to 3πc. Lastly, L 5 continues to 6πc, L 6 runs horizontally to −20π + 6πi and L 7 runs vertically down to −20π.
In this section we prove the following theorem, bounding the integration in (3.2) outside of L 4 .
Theorem 3.1. Assume that N 1. For an implied constant depending only on m ∈ Z we have for an implied constant depending only on m ∈ Z. It is straightforward to show that 0.05 is an upper bound for Re(p(z)) when z ∈ L 3 ∪ L 5 ∪ L 6 ∪ L 7 ; see the right side of Figure 4 . We have therefore verified (3.3) for integration along L 3 ∪ L 5 ∪ L 6 ∪ L 7 . Note that (1.2) implies the symmetry 
Proof. The identities e iθ − 1 = 2ie iθ/2 (e iθ/2 − e −iθ/2 )/(2i) = 2 sin(θ/2) · e i(θ+π)/2 (3.7)
show that
for 0 < θ < 2π and ψ(t) := log 2 sin tθ 2N .
By Euler-Maclaurin summation
The Clausen function has an alternate description as a log sine integral and this implies
Denote the last integral in (3.8) as I so that
Since ψ ′ (t) = θ 2N cot( θt 2N ), we have ψ ′ (t) 0 for t πN/θ. It can only become negative if θ > π. Therefore
(3.11)
If N 2 then θ/N π. Therefore Cl 2 (θ/N ) is positive and may be omitted from the bound (3.11). Also for N 2 we have sin(θ/(2N )) > θ/(4N ), say, so that −ψ(1) < log(2N/θ). The proposition follows.
The above proof also gives a lower bound for the product in (3.6). We will apply Proposition 3.2 next with θ = 8π/5 which is close to the minimum of Cl 2 (θ)/θ. Hence, for x 0, 
The saddle-point method
It follows from (3.2) and Theorem 3.1 that
The asymptotics of the integral in (3.16) will be found by applying Perron's saddle-point method from [Per17] . The exact form we need is given in [O'S19] and requires the following discussion to state it precisely. The usual convention that the principal branch of log has arguments in (−π, π] is used. As in (3.22) below, powers of nonzero complex numbers take the corresponding principal value z τ := e τ log(z) for τ ∈ C.
Assumptions 3.4. Let B be a neighborhood of z 0 ∈ C. Let L be a closed, bounded contour such as the above line segment L 4 , with z 0 a point on it. Suppose p(z) and q(z) are holomorphic functions on a domain containing B ∪ L. We assume p(z) is not constant and hence there must exist µ ∈ Z 1 and p 0 ∈ C =0 so that
with φ holomorphic on B and φ(z 0 ) = 0. Define the steepest-descent angles
We also assume that B, L, p(z), q(z) and z 0 are independent of N > 0. Finally, let K(q) be a bound for |q(z)| on B ∪ L. Let L approach z 0 in a sector of angular width 2π/µ about z 0 with bisecting angle θ r ± π, and initially leave z 0 in a sector of the same size with bisecting angle θ r . Then, for every S ∈ Z 0 , there are explicit numbers α 2s (p, q; z 0 ) so that Theorem 3.5 is proved as Corollary 5.1 in [O'S19]. If we write the power series for p and q near z 0 as
then α n (p, q; z 0 ) may be given in terms of these coefficients. This requires the partial ordinary Bell polynomials, which are defined with the generating function
EachB i,j (p 1 , p 2 , p 3 , . . . ) is a polynomial in p 1 , p 2 , . . . , p i−j+1 of homogeneous degree j with positive integer coefficients. Then we have 
with h L (z, N ) ≪ N −L and the implied constant in (3.24) depending only on m ∈ Z.
Proof of Theorem 1.1. We will apply Theorem 3.5 to (3.24) after getting it into the right form. With our p(z) and saddle-point z 0 in (3.1), we find µ = 2, p 0 ≈ −0.013 − 0.0061i and the steepest-descent angles are θ 0 ≈ −1.347 and θ 1 = π + θ 0 in the notation of Assumptions 3.4. By approximating p(z) and its first two derivatives on L it may be shown that condition (3.19) holds. This is [O'S16a, Corollary 5.5]. It follows that |exp(N · p(z))| = exp(N · Re(p(z))) exp(N · Re(p(z 0 ))) = |w 0 | −N (3.25) for all z ∈ L, using the identity after (3.1).
by Corollary 2.5 and Lemma 2.6, and so h L (z, N ) may be removed from (3.24) at the expense of a total error of size O |w 0 | −N N m−1/2−L . Hence
since |w 0 | −N ≈ e 0.068N by (1.12) implies (for an implied constant depending on L and m) that
The next lemma expands the right two factors of the integrand into powers of N .
Lemma 3.6. Suppose z ∈ L, m ∈ Z and N, L ∈ Z 1 . Then for functions γ m,j (z) given in (3.31),
The implied constant depends only on m and L.
Proof. Recall that L = L 4 is the line segment between 2πc and 3πc. Hence if z ∈ L then |z| < 10 and Re(z) < −1. It follows from (1.6) and Proposition 1.5 that
for N 4 since that implies |z|/N π. The implied constant in (3.27) depends only on m and M . By increasing it we may ensure that (3.27) is true for all N 1. Now consider
where we have replaced 1/N by w and obtained an entire function of w. If 0 j L − 1 then
with u 0 (z) = 1. Applying Proposition 1.5 to (3.28) with R = 2, say, shows
and the lemma follows from the product of (3.27) and (3.30).
Using Lemma 3.6 with d = L in (3.26) shows, for an implied constant depending only on m and d,
Applying Theorem 3.5 to these integrals gives L e N ·p(z) · g(z) · γ m,j (z) dz = −e N ·p(z 0 )
since r = 1. We have written α 2s (g · γ m,j ) instead of α 2s (p, g · γ m,j ; z 0 ) for brevity, since p and z 0 are fixed. Choose S = d to give a small enough error and therefore 
Hence, with w 0 = 1 − e z 0 , With further work, c m,j may be given explicitly for higher j values. For example
and this is equivalent to [O'S16a, (5.41)]. We briefly mention here the method used in [O'S16a, O'S16b] which is much more indirect, but leads to the same asymptotics. For example, with ξ = 1 and replacing τ /N by τ in (1.19), we have
with C encircling only the pole of order N at 0. Since the integrand has period 1, it turns out that the sum of the residues at all the poles of the integrand in [0, 1) is zero. These poles occur at the Farey fractions of order N . A subset of simple poles is identified that make a large contribution to this zero sum and the asymptotics of these simple residues match those found in Theorem 1.1, but with the opposite sign. It is then shown in [O'S16a, Thm. 1.4] that A m (1, N ) plus all the coefficients corresponding to poles of order greater than N/100 have the asymptotics of Theorem 1.1. B n (λ) z n n! (|z| < 2π).
(4.2)
The function p(z) is as before in (2.3). We make the new definitions
and for ℓ ∈ Z 1 ,
With this notation, the following result generalizes Theorem 2.1.
Theorem 4.1. Let ρ be a primitive kth root of unity. Suppose N 1 and k | N . Then for all z ∈ C with Re(z) −δ < 0 and |z| C we have
for an implied constant depending only on L ∈ Z 1 , k, δ and C.
Proof. As in the beginning of the proof of Theorem 2.1, for Re(z) < 0,
We are assuming k | N so that 1 j N j≡−a mod k X j = X −a 1 − X N X −k − 1 . 
and for 1 a k − 1
with implied constants depending only on k and L.
Proof. The estimate (4.6) follows easily from Proposition 2.2 since Φ 0 (z, N ) = Φ(kz, N ). We may now assume 1 a k − 1. Recall the Hurwitz zeta function It follows from (4.9) and Stirling's formula that Li 1−s (e 2πiθ ) also has at most polynomial growth in |Im(s)| as |Im(s)| → ∞. Therefore, applying Stirling's formula once more to Γ(−s), we see that (4.8) has exponential decay in |Im(s)| as |Im(s)| → ∞. Mellin inversion then yields Note that the analytically continued Li 1−s (z) in (4.9) with |z| = 1, z = 1 agrees with the expressions (2.18), (2.19) when s is a positive integer.
The next result has a similar proof to Proposition 2.4, using (4.2). For the sum on the right of (4.5), Propositions 4.2 and 4.3 imply
The coefficient of N/k in (4.11), (4.12) is
and may be simplified as follows. If ω k = 1 for a positive integer k then
For ρ a primitive kth root of unity we infer that
(4.14)
The first identity in (4.14) is the well-known distribution property of the dilogarithm [Zag07, p. 9] and shows that (4.13) equals p(kz). The second identity in (4.14) for the Clausen function will be required later; it is a consequence of the first because Cl 2 (θ) = Im(Li 2 (e iθ )). Next, recall that Li 1 (z) = − log(1 − z) and B 1 (z) = z − 1/2. Hence the log terms of (4.11), (4.12) combine to give k/N g ρ (z) after exponentiation. Finally, gathering the coefficients of negative powers of N yields (4.4). This completes the proof of Theorem 4.1
Moving the path of integration and bounding the error
Let r k (z) := p(kz)/k. Theorem 4.1 shows that the largest factor of the integrand (4.1) is exp(N · r k (z)). Then r ′ k (z) = 0 for the saddle-point z = z 0 /k and we move the path of integration to D ′′ scaled by a factor 1/k. The path D ′′ was used in sections 3.1, 3.2 and is made up of the seven line segments L j displayed in Figure 4 .
It is straightforward to show the next result, with a similar proof to Theorem 3.1. Proving (4.15) for the segment L 2 /k, crossing the imaginary axis, needs a slightly more elaborate version of Proposition 3.2. The form of Euler-Maclaurin summation required is given in the next lemma.
Lemma 4.5. For t ∈ [1, N ], suppose ψ(t) is continuously differentiable with |ψ(t)| C. Let N ∈ Z 1 be divisible by k. Then for any integer m
Proof.
Choose v so that 0 v k − 1 with −v ≡ m mod k and put φ(r) := ψ(rk − v). Then the left side of (4.16) is
The lemma follows. The sum over j is broken into residue classes modulo k.
and the absolute value was dropped since 0 < θ < 2π/k implies the argument of sine is in the interval (0, π):
Then by (4.19), for 1 t N , we have |ψ(t)| C with C := max log 2 sin θ 2N , log 2, log 2 sin π k − 1 k + θ 2 = log N + O(1).
By Lemma 4.5,
The last inequality follows as in (3.9), (3.10), since ψ ′ (t) is decreasing. Next 
Proof of the main theorem
Proof of Theorem 1.3. Let L = L 4 as before, and our goal is to find the asymptotics of
for ρ = ξ or ξ as in (4.20). By Theorem 4.1, and using reasoning similar to that before (3.26), we find (4.21) equals
when k divides N . Expanding the right two factors of the integrand, as in Lemma 3.6, shows for an implied constant depending only on m, k and d,
Applying Theorem 3.5 and simplifying, as in (3.32), produces
By setting e m,j (ρ, 0)
we have therefore proved (1.14) when k | N . Now let M be any positive integer. To find the asymptotics of A m (ξ, M ), we may use our previous work by writing M = N − v for some v with 0 v k − 1 and k | N . Going back to (1.21), we need to estimate 
The product in the integrand is 1 if v = 0 and otherwise equals
where by a straightforward calculation ϕ ρ,n (z, v) = j 0 +j 1 +···+j v−1 =n κ ρ,j 0 (z, 0)κ ρ,j 1 (z, 1) · · · κ ρ,j v−1 (z, v − 1) (4.26) for κ ρ,j (z, r) := δ j,0 − ρ −r e z (−rz) j j! .
(4.27)
Set ϕ ρ,n (z, 0) := δ n,0 to obtain a valid formula for v = 0 also. All our previous work now goes through, as long as γ ρ,m,j (z) in (4.23) is replaced by
and by Theorem 3.5, 
Note that p → r k and z 0 → z 0 /k means the coefficients p s on the left of (3.20) become p s · k s+1 . Therefore
and also
where we understand the above product equals 1 if v = 0. Altogether, with (3.35), (4.3) and noting that
Write the last factors of (4.33) as
1 − ρ −j e z 0 /k , and the final step is to express this in terms of N k . We As we have seen, the expansion of 1/(q) N about a primitive kth root of unity ξ is a Laurent series with mth coefficient A m (ξ, N ). The asymptotics of each coefficient as N → ∞ are given by Theorem 1.3 in terms r Theorem 1.1 1 1.97608009680605866 × 10 60 3 1.97741584770913413 × 10 60 5 1.97741548275273845 × 10 60 7 1.97741548293152401 × 10 60 1.97741548293140288 × 10 60 A −4 (1, 2500) r Theorem 1.3 1 6.699691529339419 × 10 17 − 2.3252380189830248 × 10 18 i 3 6.651184519968432 × 10 17 − 2.3158337396379049 × 10 18 i 5 6.651195028374644 × 10 17 − 2.3158366755589084 × 10 18 i 7 6.651195010470307 × 10 17 − 2.3158366732365613 × 10 18 i 6.651195010459496 × 10 17 − 2.3158366731930319 × 10 18 i A 1 (i, 2501) 
where we are summing over all primitive kth roots of unity ξ and D is a circle of radius less than 2π/k. Denoting the integrand in (6.1) as R λ (z; ξ, N ) we find, as in (1.21) where D ′ is the top half of D, v j−n −2 − n j − n a * λ,n (N k , n k ) (6.6)
gives the desired formula and this completes the proof of Theorem 1.4.
With a similar computation to that of (1.15) at the end of Section 4.3, the coefficient for the main term is a λ,0 (N k , n k ) = z 0 πi e −z 0 (λ/k+1/2) (w 0 /k) 1/2 (1 − e z 0 /k ) 1/2
The following tables give examples of the approximations of Theorem 1.4 to the first, second and fourth waves, with λ equalling 10/7, 2 and 3/4 respectively. 
