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ABSTRACT  
Novel Coronavirus disease (COVID-19) is an extremely contagious and quickly spreading Coronavirus 
disease. Severe Acute Respiratory Syndrome (SARS)-CoV, Middle East Respiratory Syndrome (MERS)-
CoV outbreak in 2002 and 2011 and current COVID-19 pandemic all from the same family of Coronavirus. 
The fatality rate due to SARS and MERS were higher than COVID-19 however, the spread of those were 
limited to few countries while COVID-19 affected more than two-hundred countries of the world. Several 
studies showed that there are features in the chest X-ray and CT that are like the manifestations of pneumonia 
are visible in the patients diagnosed with SARS and MERS. While data mining technique was applied to 
distinguish SARS with other typical pneumonia, due to the overlapping features of the lungs infections in 
these diseases, there is no work available in the literature to exhibits the similarities and dissimilarities of 
chest x-ray images of COVID-19 patients from the other two CoV family members. It is difficult for the 
expert radiologist to distinguish them by the human eyes. The number of COVID-19 infected people have 
reached few millions however, the chest X-ray images are very scares till to date. It is challenging to train a 
deep learning network without properly annotated large database. Thanks to transfer learning, an effective 
mechanism that can provide a promising solution by transferring knowledge from generic object recognition 
tasks to domain-specific tasks. Authors have created a database of 423 COVID-19 images, 134 SARS images 
and 144 MERS images, which is the largest database used in any study. In this work, authors used deep 
machine learning algorithms along with innovative image pre-processing techniques to distinguish COVID-
19 images from SARS and MERS images. Several deep learning algorithms were trained, and tested and four 
outperforming algorithms were reported: SqueezeNet, ResNet18, Inceptionv3 and DenseNet201. Original, 
Contrast limited adaptive histogram equalized and complemented image were used individually and in 
concatenation as the inputs to the networks. It was observed that inceptionv3 outperforms all networks for 3-
channel concatenation technique and provide an excellent sensitivity of 99.5%, 93.1% and 97% for 
classifying COVID-19, MERS and SARS images respectively. Investigating deep layer activation mapping 
of the correctly classified images and miss-classified images, it was observed that some overlapping features 
between COVID-19 and MERS images were identified by the deep layer network. Interestingly these features 
were present in MERS images and 10 out of 144 images were miss-classified as COVID while only one out 
of 423 COVID-19 images was miss-classified as MERS. None of the MERS images was miss-classified to 
SARS and only one COVID-19 image was miss-classified as SARS. Therefore, it can be summarized that 
SARS images are significantly different from MERS and COVID-19 in the eyes of AI while there are some 
overlapping feature available between MERS and COVID-19. We believe the reported study represent state-
of-the-art results, both in terms of efficiency and effectiveness, for the largest database in distinguishing 
similar and dissimilar features among X-ray images of the patients infected by the disease of this corona 
family. 
 
 
INDEX TERMS: Artificial Intelligence, COVID-19 Pneumonia, Machine Learning, Transfer Learning, 
Viral Pneumonia, Computer-aided diagnostic tool 
I.  INTRODUCTION 
The world has experienced outbreaks of coronavirus infections during different points of time in the last two decades. The 
Severe Acute Respiratory Syndrome (SARS)-CoV outbreak in 2002-2003 from Guangdong China, Middle East Respiratory 
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Syndrome (MERS)-CoV outbreak in 2011 from Jeddah, Saudi Arabia and the recent COVID-19 or SARS-CoV-2 pandemic from 
Wuhan, China are all from the same family of Coronavirus [1]. However, the genomic sequence of COVID-19 showed similar 
but distinct genome composition of its predecessors- SARS and MERS [1, 2]. Despite a lower fatality rate of COVID-19, i.e. 
around 7 % [3] compared to SARS (10%) and MERS (35%), COVID 19 has resulted in many fold deaths (>250,000 already) 
than combined deaths (around 1700) of MERS and SARS [4]. 
 SARS-CoV and MERS-CoV were the most severe coronavirus (CoV)-associated diseases in humans until COVID-19 
pandemic in 2019-2020. These viruses are originated from animals however can be transmitted to humans, which can cause severe 
and often fatal respiratory disease in their new host. The two coronaviruses are said to have a genetic structure that allow them to 
quickly replicate their presence and weaken the host’s antiviral defense mechanisms. After first infecting humans in the 
Guangdong province of southern China in 2002, the SARS-CoV has spread to 26 countries of the world using the person-to-
person human contacts [5]. Again in 2012, the infectious outbreak caused by MERS-CoV in Saudi Arabia has spread to more 
than 1600 patients in 27 countries, resulting in over 600 deaths, 80% of which were reported in Saudi Arabia [6, 7]. The recent 
outbreak of the coronavirus family was COVID-19 that happened in December 2019 from the Wuhan city in China. The COVID-
19 outbreak was so infectious and had spread all over the world in a manner, that the World Health Organization (WHO) on 11th 
March 2020 has declared it as a pandemic [8]. The common symptoms of SARS, MERS and COVID-19 includes fever, cough, 
and/or shortness of breath, and pneumonia while some people exhibits asymptomatic symptoms like gastrointestinal symptoms, 
including diarrhea. Severe cases of the CoV diseases include acute respiratory distress syndrome (ARDS) or complete respiratory 
failure, which requires support from mechanical ventilation and intensive-care unit. People with compromised immune system or 
elderly people or people with other chronic disease were at high risk in each diseases particularly more in MERS and COVID-19 
and some patient undergone several organs failure, particularly kidneys or septic shocks. 
The Coronavirus Disease 2019 (COVID-19) outbreak has a tremendous impact on global health and the daily life of people in 
more than two hundred countries. Most of the tests rely on detecting the genetic material of the coronavirus using Reverse-
transcription polymerase chain reaction (RT-PCR), which has a poor detection rate with a time-consuming operation [9].  Ai et 
al.  [10] have claimed that chest CT has a higher sensitivity for diagnosis of COVID-19 and have suggested using it as a primary 
tool for the current COVID-19 detection in epidemic areas. Li et al.[11] have concluded that their deep learning model can 
accurately detect COVID-19 and differentiate it from community acquired pneumonia and other lung diseases using Machine 
Learning and Chest CT. Wang et al. [12] later found that the cheaper and readily available Chest X-rays can also help in detecting 
COVID-19 from  chest X-rays. Chowdhury et al. [13] have created a large dataset of COVID-19, normal and community acquired 
pneumonia chest X-rays and have shown that their trained network can distinguish between them with very high accuracy and 
sensitivity, which were used in many similar studies in [14-17].  There have been studies on the use of chest X-ray images in the 
diagnosis of MERS-CoV and SARS-CoV. Hamimi [18] has showen that there are features in the chest X-ray and CT that are like 
the manifestations of pneumonia [15].  Xuanyang et al. [19], used data mining techniques to distinguish SARS and typical 
pneumonia based on X-ray images. 
Worldwide researchers have presented numerous clinical and experimental information regarding the SARS and MERS, which 
could be of useful in the fight against COVID-19 [20]. There have been studies published on investigating the similarities between 
the genome structure of SARS, MERS and COVID-19 [21]. However, to the best of our knowledge, there is no work available in 
the literature to exhibits the resemblances and dissimilarities of chest x-ray images of COVID-19 patients from the other two CoV 
family members. Due to the overlapping features of the lungs infections, it is very difficult for the human eyes to find any 
resemblances and potential dissimilarities between the images from different families. The authors have tried to use AI in 
distinguishing COVID-19 from the other recent coronavirus related diseases - SARS and MERS so that this could provide 
meaningful insights of the similarities and dissimilarities between them. Therefore, in this paper, deep Machine Learning 
algorithms were used to train on the Chest X-ray images of SARS, MERS and COVID-19 to see how AI can be helpful in 
identifying potential distinguishable deep-layer features in the X-ray images. 
 The rest of the paper is divided into the following sections: Section II describes the methodology adopted for the study, Section 
III discusses and analyzes the results of the work done in the paper and finally the conclusion is provided in Section IV. 
 
II.  METHODOLOGY 
In this section, the methodology adopted in the study is described. Section A describes the process of database creation using 
Chest X-Rays images for SARS, MERS and COVID-19 patients, while Section B describes the image pre-processing techniques 
applied to the images before it was used in deep machine learning algorithms. Section C briefly describes four deep convolutional 
neural networks (CNNs) used in this study to classify Chest X-Rays images from different coronavirus families. Finally, the 
experimental setup is described in section D. 
Four different classification schemes were testes in this study. Original chest X-ray image, which did not undergo any form of 
pre-processing, image enhanced by Contrast Limited Adaptive Histogram Equalization (CLAHE) technique and image enhanced 
by image complementation technique and finally a combination of these three (Original, CLAHE, Complemented) images applied 
in three different input channels of CNN networks. In Figure 1, 3-channel approach is illustrated, where a concatenation of original 
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X-ray images along with its equalized and complement versions were used as an input to a CNN network, to check potential 
enhancement in the classification performance.  
 
Figure 1: Schematic representation of 3-channel approach. 
A.  DATABASE DESCRIPTION 
The number of worldwide infected cases for COVID-19 already exceeds 4 million and the death toll is around 280k. However, 
little effort has been done by highly infected countries on sharing clinical and radiography data publicly. Sharing COVID-19 data 
will help researchers, doctors and engineers around the world to come up with innovative solutions for early detection. Therefore, 
we have created a large dataset for COVID-19, MERS and SARS with 423, 144 and 133 chest X-ray images respectively utilizing 
the chest X-ray images available publicly in the published or preprint articles and online resources. In this study, we have used 
only posterior-to-anterior (PA) or anterior-to-posterior (AP) image of chest X-ray as this view of radiography is widely used by 
the radiologist.  
 
Five major sources were used to create COVID-19 image database: Italian Society of Medical and Interventional Radiology 
(SIRM) COVID-19 Database [22], Novel Corona Virus 2019 Dataset, Radiopaedia [23], Chest Imaging (Spain) at thread reader 
and online articles and news-portals (until April 16th) [24]. SIRM COVID-19 database [25] shared 94 chest X-ray images from 
71 confirmed COVID-19 positive patients until 10th May 2020 in the database. Joseph Paul Cohen et al. [13] have created a public 
database in GitHub by collecting radiographic images of COVID-19, MERS, SARS and Acute respiratory distress syndrome 
(ARDS) from the published articles and online resources. In this database, they have collected 250 COVID-19 positive chest X-
ray images and 134 COVID-19 positive chest x-ray images, which are not collected by the authors from different articles, were 
taken from GitHub database. A physician has shared 103 images from his hospital from Spain to the Chest imaging at thread 
reader, while 60 images were collected from recently published articles and 32 images were collected from Radiopaedia. Some 
right-left (RL) views of chest X-ray images were available in the accumulated database (apart from the mentioned images) 
however, RL views were not present among MERS and SARS dataset and therefore, RL view of COVID-19 images were not 
included in the study. The articles, news-portal and online public databases are published from different countries of the world 
where COVID-19 has affected significantly and the X-ray images are therefore represent different age groups, gender, and 
ethnicity from each country.  
 
Due to the lack of chest X-ray database for SARS and MERS compared to COVID-19, the authors collected and indexed X-ray 
images from all articles available in the online resources. SARS and MERS radiographic images [26] were collected from 55 
different articles (25-MARS, 30-SARS). Total of 260 images were collected from articles and 17 images were from Joseph Paul 
Cohens’ GitHub database [11]. Out of these, 70 MERS X-ray images were collected from [13], while 16 SARS X-ray images 
were from [14]. During the collection, the authors looked to the peer-reviewed articles in order to ensure the quality of the provided 
information. Extremely low-resolution images were removed from the database. The collected dataset is highly diverse as X-ray 
images are from several countries around the world and from different X-ray machines. The dataset encapsulates images of 
different resolution, quality and SNR levels as shown in Figure 2. 
VOLUME XX, 2020 9 
 
Figure 2: Sample X-ray image from the dataset: (A) COVID-19, (B) MERS, and (B) SARS case. 
B.  PRE-PROCESSING TECHNIQUES 
Medical images are often affected by noise due to different sources of interference, including imaging process and data 
acquisition [27]. As a result, they may become harder to evaluate them visually. Some processing methods can be applied to 
improve the information provided by the image for human eye or to use them as input for algorithms [28]. Histogram 
Equalization (HE) is a technique mainly used with images that are predominantly dark and adjusts image intensities to enhance 
contrast by effectively spreading out the most frequent intensity values. HE automatically calculates the transformation 
function to produce a uniform distribution. HE considers the entire image to find the transform function and the transformation 
can be described mathematically as follow [29]: 
𝑇𝑇(𝑋𝑋) = (𝐿𝐿 − 1)� 𝑝𝑝𝑥𝑥(𝑥𝑥)𝑑𝑑𝑥𝑥               (𝑖𝑖)𝑋𝑋
0
 
Where 𝑇𝑇(𝑥𝑥) is the transformation function, 𝐿𝐿 is the maximum number of pixels of a given image, 𝑝𝑝𝑥𝑥 is the probability density 
function of the image. 
Another improved HE approach is called Adaptive histogram equalization (AHE). AHE calculates the equalization for small 
regions in the image, AHE enhances the contrast of each region. Therefore, it improves local contrast and edges in each region 
of the image by adaptive to the local distribution of pixel intensities instead of the global information content of the image. 
However, AHE could over amplify the noise component in the image [30]. To address this difficulty, Contrast-Limited 
Adaptive Histogram Equalization (CLAHE) uses the same approach as AHE but the amount of contrast enhancement that can 
be produced within the selected region is limited by a threshold/parameter. Therefore, produced images are more natural in 
appearance than those produced by AHE [31].  
Histogram equalization technique was applied to the images however, it was observed that HE saturates different regions of 
X-ray images. CLAHE technique did not suffer this kind of problem. Therefore, CLAHE was used for pre-processing the X-
ray images instead of HE. Before applying any technique, images were converted to grayscale with pixel intensities ranging 
from 0 to 255.  
Figure 3 shows the enhancement of X-ray images using CLAHE technique in contrast to HE, where the image is saturated in 
the center of the lungs. The histogram for the equalized image shows that the values are redistributed across all pixels compared 
with the histogram of the original image. But some areas are becoming brighter than others and the distribution of the histogram 
intensity of pixels was chosen Rayleigh distribution which made them bell-shaped.  
 
 
A B C
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Figure 3: Comparison between original, HE and CLAHE equalized images with corresponding histograms. 
The image inversion or complement is a technique where the zeros become ones and ones become zeros so black and white 
are reversed in a binary image. For non-binary greyscale image, the original pixel is subtracted from 255, the difference is 
considered as pixel values for the new image. For x-ray images, the dark spots turn into lighter and light spots become darker. 
The mathematical expression is simply:   
𝑠𝑠 = 225 − 𝑟𝑟            (𝑖𝑖𝑖𝑖) 
where, 𝑠𝑠 is the pixel value of the new image and 𝑟𝑟 is the pixel value of the original image. This technique shows the lungs area 
lighter and the bones are darker. Thus, the area of interest (lungs) is becoming lighter which could be useful for deep machine 
learning algorithm to learn better. It can be noted that the histogram for complement image is a flipped copy of the original 
image (Figure 4).  
 
Figure 4: Comparison between original and equalized images with histogram plots 
Finally, a 3-channel image enhancement was used where original, CLAHE equalized and complement were used to create new 
image that carries all features of two previous techniques alongside the original image as shown in Figure 5. The pixel values 
Original
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for each image are concatenated into a single matrix in order to create the new image. This image is different from original 
and enhanced images. It may be noted that X-ray images can be RGB or grayscale images however while applying as input to 
the CNN networks RGB X-ray images are converted to grayscale image and duplicate version of grayscale images were applied 
to each of the three channels of the CNN networks. Therefore, there version of grayscale images can be fed to the network, 
which could potentially help the network to learn more as it gets more features and thereby increasing the chance to achieve 
better performance.    
 
Figure 3: 3-channel technique 
C. PRE-TRAINED NETWORKS 
Transfer learning is a well-established deep learning approach, where gained knowledge from one problem is applied to 
different but related problem. In this study, four pretrained CNN model, ResNet18 [32], SqueezeNet [33], InceptionV3 [34] 
and DenseNet201 [35] were used to classify X-ray images from three corona family viruses. These CNN networks were 
previously trained with ImageNet database [36] on millions of images from 1000 different classes. The rich set of powerful 
and informative features learned by these networks was utilized through transfer learning to extract specific features of the 
corona infected patients’ X-ray images. The last classification layer of these networks were replaced by a SoftMax layer with 
three neurons to classify the X-ray images into COVID-19, SARS or MERS.  
 
Deeper networks with higher number epochs, the network gradually starts to saturate and then over-fits with more epochs even 
with a large dataset. The network seems to be overfitting, however, the problem was the gradients of initial layers starts to 
vanish as the network is trained more. With the introduction of the concept of residual network (ResNet), vanishing gradient 
problem with deep CNN networks is solved. The problem was solved by introducing the concept of shortcut connections, 
where the activations of one-layer is fed to next layer and to deeper layers as well. InnceptionV3 showed improved performance 
in classifying different types of problems. Typically, larger kernels are favored for global features that are distributed over 
large area of images. While smaller kernels are preferred for area-specific feature that are distributed over image frame. This 
inspired the idea of inception layers, where kernels of different sizes are concatenated within same layer instead of going 
deeper in the network. Basically, Inception networks increase the network space, where the best features can be selected by 
training. SqueezeNet is the smallest network considered in this study with 18 layers only and almost 1.24 million parameters. 
The compact architecture of SqueezeNet makes it favorable over other networks, in problems where it can achieve comparable 
accuracies. Unlike residual networks, DenseNet concatenates all feature maps instead of summing residuals. All layers are 
densely connected to their subsequent layers, receiving more supervision from previous layers. This will create compact layers 
with little redundancy in learned feature, where dense layers can share pieces of collective knowledge. Choosing the best 
network for a specific problem is usually a tradeoff between three parameters: network size, speed and accuracy.  
D. EXPERIMENTAL SETUP 
This study was conducted on COVID-19, MERS and SARS X-ray images of the patients infected from coronavirus family. 
Transfer learning was utilized to train several networks using 5-fold cross validation (CV) scheme, with 80% train and 20% 
test (unseen folds), where 20% of the train data is used as a validation set to avoid overfitting, while the remaining 80% of 
trainset is used for actual training. The imbalance class distribution ratio of the dataset has a huge impact on model performance 
VOLUME XX, 2020 9 
of deep learning classification problems. Therefore, we balanced the size of each class in the train set using data augmentation. 
We performed data augmentation by applying rotations of 5, 10, 20, 25 and 30 degrees. In addition, horizontal and vertical 
image translations were used within the interval [-0.2, +0.2]. Table 1 summarizes the number of images per class used for 
training, validation and testing each fold.  
 
Table 1: Number of images per class and per-fold before and after data augmentation 
Class # of Samples Training Samples Augmented 
Training Samples 
Validation 
Samples 
Test Samples 
 
COVID-19 423 270 1890 68 85 
MERS 144 92 1932 23 29 
SARS 134 89 1806 21 26 
 
MATLAB 2020a was used to train and evaluate the pretrained CNN networks (SqueezeNet, ResNet18, InceptionV3 and 
DenseNet201), with an 8-GB NVIDIA GeForce GTX 1080 GPU card.  Stochastic Gradient Descent with momentum optimizer 
was used, with learning rate, 𝛼𝛼 =  10−3, momentum update, 𝛽𝛽 =  0.9 and mini-batch size of 16 images with 10-20 back 
propagation epochs. Fivefold cross-validation result was averaged to produce final receiver operating characteristic (ROC), 
confusion matrix and evaluation matrices. 
III. RESULTS & DISCUSSION 
Table 2 summarizes the comparative performance of four different CNNs in-terms of per-class performance matrix. In this 
experiment, four different classification schemes (original, CLAHE equalized, complemented and 3-channel) were compared 
and it was observed that SqueezeNet shows overall best classification performances on original images, while ResNet18 and 
Inceptionv3 outperforms for 3-channels images and DenseNet201 shows improved performance for complemented X-ray 
images. It can be noticed that InceptionV3 showed the best performance for classifying COVID-19, SARS and MERS images 
using 3-channel technique. However, the 3-channel technique was not showing the best performance in different networks 
rather original or complemented images produced a better performance for some networks. Therefore, it cannot be generalized 
that the 3-channel approach will be suitable for different X-ray image related problem and it cannot be guaranteed that this 
technique will outperform other image pre-processing techniques, however, in this particular problem 3-channel concatenation 
technique improves the network performance significantly for Inceptionv3.    
 
Table 2: Comparison between SqueezeNet, ResNet18, InceptionV3 and DenseNet201 CNN networks, in term of per-class 
classification Accuracy, Precision, Sensitivity, F1-score and Sensitivity. 
CNN Network Class Accuracy Precision Sensitivity F1-score Specificity 
SqueezeNet 
(Original) 
  
Covid-19 88.27 89.31 91.97 90.48 82.63 
MERS 91.56 84.97 72.09 77.58 96.58 
SARS 91.86 77.32 81.25 78.9 94.36 
  Overall  85.84 86.13 85.84 85.98 91.19 
ResNet18 
(3-Channel) 
  
  
Covid-19 94.04 92.99 97.88 95.29 88.21 
MERS 96.03 94.34 85.49 89.5 98.75 
SARS 97.16 96.17 88.89 91.97 99.12 
Overall  93.61 93.88 93.61 93.74 95.36 
Inceptionv3 
(3-Channel) 
  
  
Covid-19 97.87 97.13 99.53 98.29 95.36 
MERS 98.3 98.4 93.1 95.56 99.64 
SARS 99.29 99.2 97.04 98.08 99.82 
Overall  97.73 97.79 97.73 97.76 98.27 
DenseNet201 
(Image complement) 
  
Covid-19 96.17 96.55 97.18 96.85 94.64 
MERS 97.02 93.57 91.72 92.63 98.39 
SARS 98.86 97.23 97.04 97.05 99.3 
  Overall  96.03 96.07 96.03 96.05 97.44 
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Figure 6: Comparison of the AUC curve for all folds for 4 networks using original images (A), CLAHE equalized images 
(B), Complemented images (C) and 3-channel images (D). 
Figure 6 shows the comparative AUCs curve for different networks on different image classification schemes. It is apparent 
from Figure 6(A) that Inceptionv3 is outperforming while DenseNet201 and ResNet18 are comparable in terms of performance 
even though DenseNet201 is a very deep learning network compared to ResNet18 and the performance of SqueezeNet was 
not very poor in comparison to the giant network like DenseNet201. Interestingly, performance of Inceptionv3, ResNet18 and 
DenseNet201 are comparable in case of CLAHE equalized images and SqueezeNet is also showing promising performance. 
However, there is no notable performance improvement was observed by this image enhancement technique rather than making 
the classification more or less network independent. Figure 6(C) shows that a significant performance improvement can be 
achieved using deep networks with the complemented image while it fails completely for shallow networks like SqueezeNet 
and performance degrades for ResNet18. The complementation of X-ray image is a regular practice of radiologist to better 
understand the inherent features of X-ray images by visualization, which has encouraged the authors to try this image 
enhancement methods for classification and it is evident from Figure 6(C) that deep learning can learn from complemented 
image even better than the original image. It was interesting to see whether the networks receive any gain in performance if 
the three imaging schemes (original, CLAHE equalized and complemented) are fed to three input channels of the CNN rather 
than feeding duplicate images in each channel. Figure 6(D) clearly depicts that Inceptionv3 and ResNet18 have gained by this 
concatenation however, DenseNet201 and SqueezeNet were not benefited by this concatenation.  It will be interesting to see 
in the other X-ray image classification problem whether this behavior of the networks retained or they behave differently.  
 
Table 3: Comparison of ResNet18, SqueezeNet, InceptionV3 and DenseNet201 networks in terms of accuracy, size, number of 
parameters and network depth. 
CNN Network Overall Accuracy [%] Size [MB] Parameters [Millions] Depth [layers] 
SqueezeNet 86.24 4.6 1.24 18 
ResNet18 93.61 44 11.7 18 
InceptionV3 97.73 89 23.9 48 
DenseNet201 96.03 77 20.0 201 
Table 3 summarizes the comparative overall accuracy, size, parameters and number of layers for the four different CNN 
networks used for this study. As mentioned previously, the selection of the best network is a tradeoff mainly between network 
size, speed and accuracy. Comparing the networks, it can be seen that the deep networks are better however Inceptionv3 is 
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(B) ROC curves (CLAHE Equalized)
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(C) ROC curves (Image Complement)
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outperforming and therefore, deepest network might not be the best network for this kind of problem. Interestingly, these four 
pre-trained networks shown similar comparative accuracies while trained and tested on ImageNet database [37].  
 
Since the Inceptionv3 has been identified as the best network with the 3-channel classification schemes, it is important to check 
the performance of the network for different image classification schemes. It is evident from Table 4 that this network even 
though performed outstanding for complemented image and 3-channels technique, its overall performance degraded for 
CLAHE equalized images. As mentioned earlier, this network has significantly outperformed on the complemented image and 
concatenating the original, CLAHE equalized and inverted image proved useful for this network. Even though some of the 
images of SARS and MERS were very poor in resolution and other networks were failing to distinguish particularly SARS 
and MERS with reasonable sensitivity, 3-channel technique of this network is particularly become very successful in 
classifying them with very high accuracy, and sensitivity.   
 
Table 4: Comparison between different imaging schemes for InceptionV3, in term of per-class classification Accuracy, 
Precision, Sensitivity, F1-score and Sensitivity. 
  Original 
  Accuracy Precision Sensitivity F1-score Specificity 
COVID 92.86 93.68 94.54 94.08 90.28 
MERS 94.86 88.48 86.08 87.24 97.12 
SARS 96.57 91.25 91.03 90.98 97.88 
Overall  92.13 92.15 92.13 92.14 95 
  CLAHE equalized 
COVID 90.56 90.17 94.79 92.4 84.11 
MERS 92.85 89.22 74.19 80.72 97.67 
SARS 95.71 88.23 89.54 88.71 97.17 
Overall  89.56 89.6 89.56 89.58 92.98 
  Image complement 
COVID 96.6 96.49 98.12 97.24 94.28 
MERS 97.59 97.75 90.34 93.66 99.46 
SARS 98.44 95.35 97.04 96.02 98.77 
Overall  96.31 96.53 96.31 96.42 97.51 
  3-Channel 
COVID 97.87 97.13 99.53 98.29 95.36 
MERS 98.3 98.4 93.1 95.56 99.64 
SARS 99.29 99.2 97.04 98.08 99.82 
Overall  97.73 97.79 97.73 97.76 98.27 
 
Figure 7 shows the overall confusion matrix from all folds of the study. It can be seen that only two out of 423 COVID-19 
images were miss-classified, where one was miss-classified as SARS and other was MERS. However, it can be seen from 
Figure 8 (1 & 2) that these images are misclassified with 95% and 96% confidence interval respectively. Therefore, network 
was confident about these false positive cases. Four SARS images were miss-classified while three images were classified as 
COVID-19 and one as MERS. Two SARS images were miss-classified to COVID-19 with high confidence interval. However, 
one SARS classified to COVID-19 (Figure 8(5)) and other to MERS (Figure 8(6)) were not miss-classified with high 
confidence interval. Ten MERS images were miss-classified to COVID-19 and all of them were miss-classified with high 
confidence interval and none was miss-classified to SARS. However, it was found that Figure 8(11), 8(12) and 8(7), 8(9), 
8(13) were from same subject in different days. Therefore, total miss-classified MERS cases are actually seven. However, 
network confidently classified them as COVID-19. It is therefore, very important to check the deep layer activation channel 
of these images and correctly classified images whether there are co-existing features network can identify in case of these 
images.  
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Earlier it was difficult to say the reason for a deep learning network’s failure or success in a particular prediction. However, 
with the introduction of class activation mapping (CAM) a visual explanation of the predictions of CNN is available now and 
the mapping highlight the regions of the images, which are contributing more in classification. However, authors believe that 
the strongest activation channel which can highlight the region of abnormality in the images are more useful than the CAM or 
gradient-CAM. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Confusion Matrix of all folds for COVID-19, MERS and SARS classification using InceptionV3 Network. 
Figure 8: Missed cases from all folds for COVID-19 (1-2), SARS (3-6) and MERS (7-16) classification using InceptionV3 Network with 
confidence interval of classification. 
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Figure 9: Three sample image cases for COVID-19 (1-3), MERS (4-6) and SARS (7-9) which were classified by the InceptionV3 Network 
with 100% confidence interval and their corresponding 15th channel image at 5th Convolutional layer. 
 
 
Figure 10: Sample miss-classified cases for COVID-19, MERS and SARS which were miss-classified by the InceptionV3 Network with 
more than 90% confidence interval and their corresponding 15th channel image at 5th Convolutional layer. 
 
  Original 15th Channel
2
3
5
6
4
5 6
 
 
COVID
VOLUME XX, 2020 9 
Figure 9 shows three randomly chosen sample original images of COVID-19, MERS and SARS which were classified 100% 
correctly by the networks and their strongest activation channel in the fifth convolutional layer. Fifth layer was chosen after 
visually observing each convolutional layer. This layer produces a discriminative features for each of the image classes. It can 
be observed from the Figure 8 that 15th channel (strongest channel) clearly reveals the infected areas of the lungs for COVID-
19 and MERS images. Even though the pattern of COVID-19 and MERS are different however, there are some overlapping 
features can be observed. On the other hand, the pattern is quite different in 5th convolutional layer for SARS images. It is 
important to cross-check features in the miss-classified images to explain the potential cause of failure in classification.    
 
Figure 10(1) clearly shows that even though it was COVID-19 image, its 15th channel image is resembling to pattern similar 
to COVID-19 and SARS and networks therefore, miss-classified it as SARS image. However, Figure 10(2) shows a COVID-
19 image miss-classified as MERS image and it can be noticed from Figure 9(5) that the MERS image feature in 15th channel 
are similar to 15th channel image of Figure 10(2). Moreover, Figure 10 (5 & 6) MERS images were miss-classified to COVID-
19 and significant COVID-19 like features are available in the deep-layer images of these and other miss-classified images. It 
can summarized that there are similarities between deep layer features of COVID-19 and MERS and these were observed in 
several images and therefore, very robust network even miss-classified some images with these over-lapping features. 
Interestingly, Figure 9(2) and 10(3) are very similar and their deep layer dominant features are similar in large extent which 
we believe confuses the network. These could be early stages of COVID-19 and SARS where the infections in the lungs were 
not obviously identified by the network. Since there is no negative class present in this study other than corona families, 
algorithm cannot categorized both of them normal. In our previous two studies, we have identified Figure 9(2) as a normal 
image [38, 39]. However, Figure 10(4) was miss-classified as COVID-19 although its deep layer feature is similar to SARS 
apart from the patient’s right lower lungs shows abnormality patterns similar to COVID-19 which could be an image artefact 
leads to miss-classification.  
 
IV. CONCLUSION 
This work presents a robust CNN based transfer learning approach for the detection of COVID-19, MERS and SARS 
pneumonia. Several different popular CNN based deep learning algorithms were trained and tested and results from four 
outperforming algorithms were reported for identifying deep layer features using chest x-ray images.  It was apparent from the 
results that image pre-processing techniques can be particularly useful for some network and can improve the network 
performance significantly. The 3-channel approach was outperforming in this problem however, it was not true for all 
algorithms and therefore it cannot be generalized for all networks and guaranteed for any X-ray image problems until further 
study. The performance of Inceptionv3 was not improved using CLAHE image preprocessing technique even though it 
improved significantly for complemented images and the concatenation also maintain the performance boost of the algorithm 
while is failed to retain that in 3-channel images.  The overall accuracy, precision, sensitivity, F1-score and specificity are 
97.7%, 97.8%, 97.7%, 97.8% and 98.3% respectively. Two COVID-19 images were miss-classified to SARS and MERS and 
ten MERS images were miss-classified to COVID-19. It was observed from the deep layer features that there are dominant 
similarities between COVID-19 and MERS, which confuses the network to miss-classify several MERS images to COVID-
19 image. COVID-19 has already caused significant damage to world economy and healthcare system and millions of people 
are affected and thousands of people dying every day. Even though COVID-19 is due to a virus from Coronavirus family, 
however, it is clear from this study that the signature in lungs due to MERS and COVID-19 pneumonia are significantly 
different from SARS and therefore none of MERS images were identified as SARS by the network. However, there are 
similarities of deep layer features identified by the network and ten MERS images were identified as COVID-19 by the network 
and all of those images were better resolution images. It might be worth to note that MERS are still infecting people and last 
MERS patient was identified in Doha and it would be very important for the doctors and radiologist to categories the patients 
due to potential difference in the treatment therapy. We believe that this computer aided diagnostic tool can significantly 
improve the speed and accuracy of diagnosing COVID-19 cases. This would be highly useful in the pandemic situation where 
disease burden and need for preventive measures are at odds with available resources. 
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