Abstract. The most important pre-quantum threat to AES-128 is the 1994 van Oorschot-Wiener "parallel rho method", a low-communication parallel pre-quantum multi-target preimage-search algorithm. This algorithm uses a mesh of p small processors, each running for approximately 2
Introduction
Fix a function H. For any element x in the domain of H, the value H(x) is called the image of x, and x is called a preimage of H(x).
Many attacks can be viewed as searching for preimages of specified functions. Consider, for example, the function H that maps an RSA private key (p, q) to the public key pq. Formally, define P as the set of pairs (p, q) of prime numbers with p < q, and define H : P → Z as the function (p, q) → pq. Shor's quantum algorithm efficiently finds the private key (p, q) given the public key pq; in other words, it efficiently finds a preimage of pq.
As another example, consider a protocol that uses a secret 128-bit AES key k, and that reveals the encryption under k of a plaintext known to the attacker, say plaintext 0. Define H(k) as this ciphertext AES k (0). Given H(k), a simple brute-force attack takes a random key x as a guess for k, computes H(x), and checks whether H(x) = H(k). If H(x) = H(k) then the attack tries again, for example replacing x with x + 1 mod 2 128 . Within, e.g., 2
100 guesses the attack has probability almost 2 −28 of successfully guessing k. We say "almost" because there could be preimages of H(k) other than k: i.e., it is possible to have H(x) = H(k) with x = k. This gives the attack more chances to find a preimage, but it means that any particular preimage selected as output is correspondingly less likely to be k. Typical protocols give the attacker a reasonably cheap way to see that these other preimages are not in fact k, and then the attacker can simply continue the attack until finding k.
This brute-force attack is not specific to AES, except for the details of how one computes AES k (0) given k. The general strategy for finding preimages of a function is to check many possible preimages. In this paper we focus on faster attacks that work in the same level of generality. Some specific functions, such as the function (p, q) → pq mentioned above, have extra structure allowing much faster preimage attacks, but we do not discuss those special-purpose attacks further.
Multiple-target preimages.
Often an attacker is given many images, say t images H(x 1 ), . . . , H(x t ), rather than merely a single image. For example, x 1 , . . . , x t could be secret AES keys for sessions between t pairs of users, where each key is used to encrypt plaintext 0; or they could be secret keys for one user running a protocol t times; or they could be secrets within a single protocol run.
The t-target preimage problem is the problem of finding a preimage of at least one of y 1 , . . . , y t ; i.e., finding x such that H(x) ∈ {y 1 , . . . , y t }. A solution to this problem often constitutes a break of a protocol; and this problem can be easier than the single-target preimage problem, as discussed below.
Techniques used to attack the t-target preimage problem are also closely related to techniques used to attack the well-known collision problem: the problem of finding distinct x, x with H(x) = H(x ).
The obvious way to attack the t-target preimage problem is to choose a random x and see whether H(x) ∈ {y 1 , . . . , y t }. Typically y 1 , . . . , y t are distinct, and then the probability that H(x) ∈ {y 1 , . . . , y t } is the sum of the probability that H(x) = y 1 , the probability that H(x) = y 2 , and so on through the probability that H(x) = y t . If x is a single-target preimage with probability about 1/N then x is a t-target preimage with probability about t/N .
Repeating this process for s steps takes a total of s evaluations of H on distinct choices of x, and has probability about st/N of finding a t-target preimage, i.e., high probability after N/t steps. This might sound t times faster than finding a single-target preimage, but there are important overheads in this algorithm, as we discuss next.
Communication costs and parallelism.
Real-world implementations show that, as t grows, the algorithm stated above becomes bottlenecked not by the computation of H(x) but rather by the check whether H(x) ∈ {y 1 , . . . , y t }.
One might think that this check takes constant time, looking up H(x) in a hash table of y 1 , . . . , y t , but the physical reality is that random access to a table of size t becomes slower as t grows. Concretely, when a table of size t is laid out as a √ t × √ t mesh in a realistic circuit, looking up a random table entry takes time proportional to √ t. Furthermore, for essentially the same cost as a memory circuit capable of storing and retrieving t items, the attacker can build a circuit with t small parallel processors, where the ith processor searches for a preimage of y i independently of the other processors. Running each processor for N/t fast steps has high success probability of finding a t-target preimage and takes total time N/t, since the processors run in parallel.
The "parallel rho method", introduced by van Oorschot and Wiener in 1994 [13] , does better. The van Oorschot-Wiener circuit has size p and reaches high probability after only N/pt fast steps (assuming p ≥ t; otherwise the circuit does not have enough storage to hold all t targets, and one must reduce t). For example, with p = t, this circuit has size t and reaches high probability after only N/t 2 steps. There are p small parallel processors in this circuit, arranged in a √ p × √ p square. There is also a parallel "mesh" network allowing each processor to communicate quickly with the processors adjacent to it in the square. Later, as part of the description of our quantum multi-target preimage-search algorithm, we will review how these resources are used in the parallel rho method. The analysis also shows how large p and t can be compared to N .
Quantum attacks.
If a random input x has probability 1/N of being a preimage of y then brute force finds a preimage of y in about N steps. Quantum computers do better: specifically, Grover's algorithm [7] finds a preimage of y in only about √ N steps. However, increased awareness of communication costs and parallelism has produced increasingly frequent objections to this quantitative speedup claim. For example, NIST's "Submission Requirements and Evaluation Criteria for the Post-Quantum Cryptography Standardization Process" [11] states security levels for AES-128, AES-192, and AES-256 that provide substantially more quantum security than a naïve analysis might suggest. For example, categories 1, 3 and 5 are defined in terms of block ciphers, which can be broken using Grover's algorithm, with a quadratic quantum speedup. But Grover's algorithm requires a long-running serial computation, which is difficult to implement in practice. In a realistic attack, one has to run many smaller instances of the algorithm in parallel, which makes the quantum speedup less dramatic.
Concretely, Grover's algorithm has high probability of finding a preimage if it uses p small parallel quantum processors, each running for N/p steps, as in [8] . The speedup compared to p small parallel non-quantum processors is only N/p, which for reasonable values of p is much smaller than √ N . Furthermore, when the actual problem facing the attacker is a t-target preimage problem, the parallel rho machine with p small parallel non-quantum processors reaches high success probability after only N/pt steps. This extra factor t can easily outweigh the N/p speedup from Grover's algorithm.
For example, a parallel rho machine of size p finds collisions in only √ N /p steps. This is certainly better than running Grover's algorithm for N/p steps.
Brassard, Høyer, and Tapp [5] claimed a faster quantum algorithm to find collisions. Their algorithm chooses t ≈ N 1/3 , takes t random inputs x 1 , . . . , x t , computes the corresponding images y 1 , . . . , y t , and then builds a new function H defined as follows: H (x) = 0 if H(x) ∈ {y 1 , . . . , y t }, otherwise H (x) = 1. A random input is an H -preimage of 0 with probability approximately 1/N 2/3 , so Grover's algorithm finds an H -preimage of 0 after approximately N 1/3 steps. However, Bernstein [4] analyzed the communication costs in this algorithm and in several variants, and concluded that no known quantum collision-finding algorithms were faster than the non-quantum parallel rho method.
1.5. Contributions of this paper. This paper introduces a quantum algorithm, in the same realistic model mentioned above (p small parallel processors connected by a two-dimensional mesh), that finds a t-target preimage using roughly N/pt 1/2 fast steps. If communication were not an issue then t 1/2 would improve to t.
Taking t = 1 produces a single-target preimage using roughly N/p steps, as in Grover's algorithm running on p processors. To save time for larger values of t we combine Grover's algorithm with the parallel rho method offering a speed up on the quantum attacks. This requires a reversible version of the parallel rho method. Reversibility creates a further t cost explained below compared to pre-quantum attacks. Communication inside the parallel rho method raises further issues that do not show up in simpler applications of Grover's method; this creates the gap between t 1/2 and t. NIST has stated that resistance to multi-key attacks is desirable. Our results show that simply using Grover's algorithm for single-target preimage search is not optimal in this context. NIST's post-quantum security claims for AES-128, AES-192, and AES-256 assume that it is optimal, and therefore need to be revised.
1.6. Open questions. Our analysis is asymptotic. In this paper we suppress constant factors, logarithmic factors, etc. and focus on asymptotic exponents. Fig. 1.4 . Overview of costs of pre-quantum and post-quantum attacks. Circled blue items are new results in this paper. Lower-order factors are omitted. Pre-quantum single-target preimage attacks: brute force plus simple parallelization. Post-quantum single-target preimage attacks: Grover's algorithm [7] plus simple parallelization [8] .
Oracle calls
Pre-quantum multi-target preimage attacks: brute force and the parallel rho method [13] . Post-quantum multi-target preimage attacks: [9] for oracle calls, this paper for parallel methods. Pre-quantum collision attacks: the rho method and the parallel rho method. Post-quantum collision attacks: [5] for oracle calls, plus the parallel rho method.
We plan to increase the precision of the analysis of the algorithm by measuring the costs (qubits and gates) of an implementation. One major issue is the implementation of AES in a quantum computer; see the cost estimates from [6] . Another major issue is the sorting implementation. Both stages can be efficiently simulated and tested in a non-quantum computer, since both stages are reversible computations without superposition.
Reversible computation
A Toffoli gate maps bits (x, y, z) to (x, y, z + xy), where + means exclusive-or. A reversible n-bit circuit is an n-bit-to-n-bit function expressed as a composition of a sequence of Toffoli gates on selected bits. We assume that adjacent Toffoli gates on separate bits are carried out in parallel: our model of time for a reversible circuit is the depth of the circuit rather than the total number of gates. To model realistic communication costs, we lay out the n bits in a square, and we require each Toffoli gate to be applied to bits that are laid out within a constant distance of each other.
Let H be a function from {0, 1} b to {0, 1} b , where b is a nonnegative integer. An a-ancilla reversible circuit for H is a reversible (2b + a)-bit circuit that, for all b-bit strings x and y, maps (x, y, 0) to (x, y + H(x), 0). The behavior of this circuit on more general inputs (x, y, z) is not relevant.
Grover's method, given any reversible circuit for H, produces a quantum preimage-search algorithm. This algorithm uses s serial steps of H computation and negligible overhead, and has probability approximately s 2 /N of finding a preimage, if a random input to H has probability 1/N of being a preimage.
In subsequent sections we convert the reversible circuit for H into a reversible circuit for a larger function H using approximately √ t steps on t small parallel processors. H is designed so that • a random input to H has probability approximately t 5/2 /N of being an H -preimage and • an H -preimage produces a t-target H-preimage as desired. Applying Grover's method to H , with s ≈ N/pt 3/2 , uses overall N/pt 1/2 steps on t small parallel processors, and has probability approximately t/p of finding a preimage. A machine with p/t parallel copies of Grover's method has high probability of finding a preimage and uses N/pt 1/2 steps on p small parallel processors.
Reversible iteration
As in the previous section, let H be a function from {0, 1} b to {0, 1} b , where b is a nonnegative integer. Assume that we are given a reversible circuit for H using a ancillas and gate depth g (see, e.g., the circuit in [6] ). This section reviews the Bennett-Tompa technique [3] to build a reversible circuit for H n , where n is a positive integer, using a + O(b log 2 n) ancillas and gate depth O(gn 1+ ). Here can be taken as close to 0 as desired, although the O constants depend on .
As a starting point, consider the following reversible circuit for H 2 using a + b ancillas and depth 3g: time 0:
Each step here is a reversible circuit for H, and in particular the last step adds H(x) to H(x), obtaining 0 (recall that + means xor).
More generally, if H uses a ancillas and depth g, and H uses a ancillas and depth g , then the following reversible circuit for H • H uses max{a, a } + b ancillas and depth 2g + g : time 0:
x y 0 0 time 1:
x y H(x) 0 time 2:
Bennett now substitutes H m and H n for H and H respectively, obtaining the following reversible circuit for H m+n using max{a m , a n } + b ancillas and depth 2g m + g n : time 0:
Bennett suggests taking n = m or n = m + 1, and then it is easy to prove by induction that a n = a + log 2 n b and g n ≤ 3 log 2 n g ≤ 3n log 2 3 g. For example, computing H 2 k (x) uses a + kb ancillas and depth 3 k g. More generally, with credit to Tompa, Bennett suggests a way to reduce the exponent log 2 3 arbitrarily close to 1, at the expense of a constant factor in front of b. For example, one can start from the following reversible circuit for H 3 using a + 2b ancillas and depth 5g:
Generalizing straightforwardly from H 3 to H • H • H, and then replacing H, H , H with H , H m , H n , produces a reversible circuit for H +m+n using max{a + b, a m + 2b, a n + 2b} ancillas and depth 2g +2g m +g n . Splitting evenly between , m, n reduces log 2 3 ≈ 1.58 to log 3 5 ≈ 1.46. (An even split is not optimal: for a given ancilla budget one can afford to take a larger than a m and a n . See [10] for detailed optimizations along these lines.) By starting with H 4 instead of H 3 one reduces the exponent to log 4 7 ≈ 1.40, using, e.g., a + 9b ancillas and depth 567g to compute H 64 . By starting with H 8 one reduces the exponent to log 8 15 ≈ 1.30; etc.
Reversible distinguished points
As above, let H be a function from {0, 1} b to {0, 1} b , where b is a nonnegative integer; and assume that we are given an a-ancilla depth-g reversible circuit for H.
Fix d ∈ {0, 1, . . . , b}. We say that x ∈ {0, 1} b is distinguished if its first d bits are 0.
The rho method iterates H until finding a distinguished point or reaching a prespecified limit on the number of iterations, say n iterations. The resulting finite sequence x, H(x), H 2 (x), . . . , H m (x), either
• containing exactly one distinguished point H m (x) and having m ≤ n or • containing zero distinguished points and having m = n, is the chain for x, and its final entry H m (x) is the chain end for x. This section explains a reversible circuit for the function that maps x to the chain end for x. This circuit has essentially the same cost as the Bennett-Tompa circuit from the previous section.
Define
A reversible circuit for H d is slightly more costly than a reversible circuit for H, since it needs an "OR" between the first d bits of x and a selection between x and H(x).
If the chain for x is x, H(x), H 2 (x), . . . , H m (x) then the iterates To have a reasonable chance that the chain end is distinguished, one should take n on the scale of 2 d : e.g., n = 2 d+1 . If n and d are very large then chains will usually fall into loops before reaching distinguished points, but we will later take small n, roughly √ t for t-target preimage search.
Reversible parallel distinguished points
Define b, H, a, g, d, n as before, and let t be a positive integer. This section explains a reversible circuit for the function that maps a vector (x 1 , . . . , x t ) of b-bit strings to the corresponding vector (H
This circuit is simply t parallel copies of the circuit from the previous section, where the ith copy handles x i . The depth of the circuit is identical to the depth of the circuit in the previous section. The size of this circuit is t times larger than the size of the circuit in the previous section.
Communication in this circuit is only inside the parallel computations of H etc. There is no communication between the parallel circuits, and there is no dependence of communication costs upon t.
Sorting on a mesh network
Define S (c 1 , c 2 , . . . , c t ), where c 1 , c 2 , . . . , c t are b-bit strings, as (d 1 , d 2 , . . . , d t ),  where d 1 , d 2 , . . . , d t are the same as c 1 , c 2 , . . . , c t in lexicographic order.
This section presents a reversible computation of S using O(t(b + (log t) 2 )) ancillas and O(t 1/2 (log t) 2 ) steps. Each step is a simple local operation on a two-dimensional mesh, repeated many times in parallel. We follow the general sorting strategy from [2] but choose different subroutines.
We start with odd-even mergesort [1] . This algorithm is a sorting network: i.e., a sequence of comparators, where each comparator sorts two objects. Oddeven mergesort sorts t items using O((log t)
2 ) stages, where each stage involves O(t) parallel comparators. For comparison, [2, Table 2 ] mentions bitonic sort, which is slower than odd-even mergesort, and AKS sort, which is asymptotically faster as t → ∞ but slower for any reasonable size of t.
To make odd-even mergesort reversible, we record for each of the O(t(log t) 2 ) comparators whether the inputs were out of order, as in [2, Section 2.1]. This uses O(t(log t)
2 ) ancillas. The comparators themselves use O(tb) ancillas. The comparators in odd-even mergesort are not local when items are spread across a two-dimensional mesh. We fix this as in [2, Section 2.3]: before each stage, we permute the data so that the stage involves only local comparators. Each of these permutations is a constant determined by the structure of the sorting network; for odd-even mergesort each permutation is essentially a riffle shuffle.
The permutation strategy suggested in [2, Section 2.3] is to apply any sorting algorithm built from local operations. For a two-dimensional mesh, [2, Table 2 ] suggests "Bubble/Insertion sort", but it is not at all clear which two-dimensional algorithm is meant here; the classic forms of bubble sort and insertion sort are not parallelizable. The same table also says that these are "sorting networks", but most of the classic forms of bubble sort and insertion sort include conditional branches. We suggest using the Schnorr-Shamir algorithm [12] , which has depth approximately 3 √ t. It seems likely that an ad-hoc riffle algorithm would produce a better constant here.
Multi-target preimages
Fix images y 1 , . . . , y t . We build a reversible circuit that performs the following operations:
• Input a vector (x 1 , . . . , x t ).
• Compute, in parallel, the chain ends for x 1 , . . . , x t : i.e., H n d (x 1 ), . . . , H n d (x t ).
• Precompute the chain ends for y 1 , . . . , y t .
• Sort the chain ends for x 1 , . . . , x t and the chain ends for y 1 , . . . , y t .
• If there is a collision, say a collision between the chain end for x i and the chain end for y j : recompute the chain for x i , checking each chain element to see whether it is a preimage for y j .
• Output 0 if a preimage was found, otherwise 1.
This circuit uses O(a+b log 2 n+tb+t(log t)
2 ) ancillas. The chain computation has depth O(gn 1+ ), and the sorting has depth O(t 1/2 (log t) 2 log b), where O(log b) accounts for the cost of a b-bit comparator.
If a chain for x i ends with a distinguished point, and the chain includes a preimage (before this distinguished point) for y j , then the chain for y j will end with the same distinguished point. The recomputation will then find this preimage. The number of such chains is proportional to t (with a constant-factor loss for chains that end before a distinguished point), so the number of elements in the chains is proportional to nt (with a constant factor reflecting the length of chains before distinguished points); the chance of a particular preimage being one of these elements is 1/N ; and there are t preimages, for an overall chance roughly nt 2 /N . We take n ≈ √ t, so the circuit uses O(a + tb + t(log t) 2 ) ancillas and has depth O(gt 1/2+ /2 +t 1/2 (log t) 2 log b); one can also incorporate b, g, into the choice of n to better balance the two terms in this depth formula. The chance that the circuit finds a preimage is roughly t 5/2 /N , as mentioned earlier. Finally, we apply p/t parallel copies of Grover's method to this circuit, each copy using approximately N/pt 3/2 iterations, i.e., depth O( N/pt 1/2 (gt /2 + (log t) 2 log b)), to reach a high probability of finding a t-target preimage.
