Abstract. We review the recently introduced thermodynamic form factors for pairs of particle-hole excitations on finite-entropy states in the Lieb-Liniger model. We focus on the density operator and we show how the form factors can be used for analytic computations of dynamical correlation functions. We derive a new representation for the form factors and we discuss some aspects of their structure. We rigorously show that in the small momentum limit (or equivalently, on hydrodynamic scales) a single particle-hole excitation fully saturates the spectral sum and we also discuss the contribution from two particle-hole pairs. Finally we show that thermodynamic form factors can be also used to study the ground state correlations and to derive the edge exponents.
Introduction
The study of correlation functions of integrable models have a long history. Indeed, it seems natural to expect a knowledge of correlation functions from models which are exactly solvable. The reality however is more complicated and the question of computing correlation functions turns out to be quite involved. Nowadays exact solvability, or quantum integrability usually refers to the Bethe Ansatz methods of finding eigenstates and eigenenergies. Methods of Bethe Ansatz have been successfully applied to very different physical systems, ranging from condensed matter systems [1] through the AdS/CFT correspondence [2] to supersymetric gauge theories [3] . With correlation functions the situation is different. The building blocks of the correlation functions, form factors or matrix elements of local operators, are difficult to compute. They are known only for some models and for some operators. Examples are the Lieb-Liniger gas [4] [5] [6] [7] [8] or the XXZ spin chain [9, 10] . However, even knowing the form factors, to get a correlation function a spectral sum has to be performed which is an even more difficult challenge. The origin of these difficulties is in the same time the reason of interest in integrable models.
The models under consideration are strongly correlated, which among other things, means that form factors of physical operators, like density or field operators, computed between two arbitrary eigenstates are generally non-zero. Of course it might happen that symmetry forces the form factor to be zero, but unless this is the case, generally they are not zero. This has to be compared with weakly correlated theories, where form factors between two arbitrary eigenstates are generally zero. This way of thinking of correlated systems goes back to the notion of orthogonality catastrophe [11] .
Therefore strong correlations in these theories show up in two ways. The form factors are complicated, rather than simple functions of the eigenstates. And in computing the correlation functions, when the spectral sum must be evaluated, one has to sum over a huge number of eigenstates. Some methods were developed to tackle these problems.
In the first approach, instead of studying the full correlation functions, certain special features of them were extracted. For example the ground states of gapless 1D quantum models exhibit critical properties: the space-time correlation functions decay as power laws. A theory of 1 dimensional quantum liquids, the Luttinger theory, predicts a general asymptotic structure of correlation functions [12, 13] . By carefully analysing the excitations responsible for that structure, it was possible to derive the asymptotic of the space-time correlation functions directly from the integrable models [14] [15] [16] [17] . This has an advantage over a universal approach of the Luttinger liquid theory, it allows to go beyond the field theory predictions and also to fix non-universal, model dependent, constants appearing in the expression for the correlation function. These constants can also be fixed without computing the correlation function, but only by computing the effects of the excitations which are responsible for the corresponding part of correlation function [16, 18, 19] .
The second approach, which goes under the name of ABACUS [20] , is to compute correlation functions with the help of a computer. This direct approach relies on knowledge of exact eigenstates, eigenenergies and form factors at finite system size. The role of the computer is to evaluate the spectral sum term by term. As it is impossible to sum over the whole Hilbert space, the key behind the ABACUS is to organize the sum such that the more important excitations are summed first. This approach turned out to be very successful in providing both qualitative and quantitative predictions for the correlation functions in various physical situations, examples being the ground state [21] and thermal correlation in some range of temperatures [22] .
Another way is the so-called quantum transfer matrix approach [23] . There the correlation functions are given by a series over matrix elements of a time-dependent quantum transfer matrix rather than the Hamiltonian. Recently this approach has brought also new results for the dynamical correlation functions at finite temperature in lattice integrable models [24] .
Finally methods from integrable field theories were also successfully implemented in the study of dynamical correlations in spin chains [25] [26] [27] .
In the work [28] we started a new approach based on the thermodynamic Bethe ansatz. Motivated by a computation of the thermodynamic limit of the ground state form factors [19] we considered the thermodynamic limit of form factors for a generic (but non-critical) state. By non-critical state we mean a state in which correlation functions do not exhibit critical behavior, e.g. the decay of spatial correlations is exponential. This excludes for example, the ground state of the Lieb-Liniger model. Focusing on non-critical states allowed us to derive a general expression for the thermodynamic limit of the form factors of the density operators.
The thermodynamic form factors, however simpler in usage that their finite-size versions are still too complicated for analytical computation of the whole spectral sum. However certain simplifications happen when we consider correlation functions at small momentum. In [29] we found a simple expression for the low-momentum static structure factor of the Lieb-Liniger model for a generic non-critical state. It turned out that this expression works also for the ground state, where in principle our approach is not valid. Moreover we show there that at low momentum only a single particle-hole excitation is necessary in order to saturate the full spectral sum. This surprising result is related to the so-called generalized hydrodynamics theory [30, 31] , where the dynamics of any integrable system at large scale is given by the ballistic motion of single particle excitations.
In this work we review our studies of the thermodynamic form factors of the density operator, focusing on various aspects of them. After the introductory part, the article is divided in few sections which, to certain extent can be read independently. In section 3 we properly define the thermodynamic form factors. In section 4 we present and derive a new representation for the thermodynamic limit of the form factors of the density operator. Section 5 focuses on the density-density correlation function in the small momentum limit. We present a new derivation of the detailed balance relation and confirm predictions of the generalized hydrodynamics. In section 6 we connect the expansion of the correlation function in the number of particle-hole pairs with an expansion in powers of momentum. In section 7 we show the main difference between the form factors for critical and non-critical states and we describe in which situations we can still use the non-critical form factors to study critical systems. Based on this result, in section 8 we derive the edge singularities of the ground state dynamic structure factor in the small momentum limit. In section 9 we show that correlation functions in the small momentum limit computed with these new form factors agrees with the results obtained from the ABACUS algorithm. In Appendix A we display some open questions regarding the structure of the form factors. Some more technical or longer computations are placed in Appendix B. Appendix C discusses numerical evaluation of the form factors.
The Lieb-Liniger model
The Hamiltonian of the Lieb-Liniger model is [1, 32] 
where L is the length of the system, which we assume to be large, and ψ(x) is the canonical Bose field
The Hamiltonian describes a system of bosons on a line and it is a paradigmatic example of a system of interacting bosons on the continuum, also experimentally relevant for cold atomic physics [33] [34] [35] [36] [37] [38] [39] . Notable importance in the past years have had also its non-equilibrium properties [40] [41] [42] , especially after a quantum quench [40, [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] . We consider a finite but very long system of length L with periodic boundary conditions. Eigenstate are parametrized by a set of N momenta or rapidities λ j which solve the Bethe ansatz equations (29) . We focus on the repulsive regime c ≥ 0, where the λ j are all real parameters, in contrast to the attractive regime c < 0 where they can form bound states [53] [54] [55] . In the thermodynamic limit N, L → ∞ we can introduce a function ρ(λ) which specifies the density of particles with rapidity λ. The density of particles ρ(λ) is related to the filling function ϑ(λ) through the total density density of states ρ t (λ)
The total density function obeys the following integral equation
where the kernel K(λ) depends on the interaction strength c and is given by
For convenience we introduce also a hole density function
Let |ϑ denotes a macroscopic eigenstate of the Lieb-Liniger Hamiltonian (whose definition will be more extensively explained in section 3) in the thermodynamic limit characterized by a filling function ϑ(λ) taking values in [0, 1]. The particle density, momentum and energy are the consecutive moments of the density ρ(λ)
In the following we set the total density to unit value n = 1. We give few examples of the filling function for physically interesting states. The filling function of the ground state corresponds to a Fermi sea
where q plays a role of the Fermi momentum. The ground state is an archetypical, and the most important, critical state. Other interesting example of a critical state is the split Fermi sea state introduced in [56] . The filling function for the finite temperature state [57] is
where ε(λ) is the dressed energy (17) and µ the chemical potential. Other distributions of interest are the generalized Gibbs ensemble (GGE) states [58] [59] [60] [61] , which are nothing else than generalization of the thermal state (11), with β → β(λ) with β(λ) a positive function [62, 63] 
Contrary to the ground state, the filling function for finite temperature and GGE states is a smooth function of λ for any β(λ) < ∞. We remark that since the total density of the gas have to be finite, the functions ε(λ) and β(λ) must be such that´dλϑ(λ) < ∞.
The excited states around |ϑ are created by making a number of particle-hole pairs in the filling function. An m particle-hole excited state we denote |ϑ; p, h , where
. Sets p and h specify the particle-hole content of the excited state. The particle density for such an excited state is
where the backflow function
) is defined below. There are also more general excited states with different number of particles and holes but the form factors of the density operators vanishes for such states. An excited state has relative (with respect to |ϑ ) energy and momentum given by
Functions k(λ) and ε(λ) are the dressed momentum and energy and are given by
Here F (α|λ) is the backflow or shift function obeying
where
Notice that the total density of states ρ t (λ) is the derivative of the dressed momentum
In this work we are concerned with the density-density correlation functions, also known as a dynamic structure factor, DSF, in the thermodynamic limit at fixed total density n. The density operator isρ
and its time evolution in the Heisenberg picture is given by the Lieb-Liniger Hamiltonian
The dynamical density-density correlation function of the state |ϑ in the thermodynamic limit is defined as
Its Fourier transform, the dynamic structure factor, is given by
In the spectral representation this can be written as a sum over a generic number of pairs of particle-hole excitations on the reference state |ϑ [28]
where the contribution from m particle-hole pairs is given by
Here the integration measure is defined as dp m dh m = m j=1 dp j dh j ρ(h j )ρ h (p j ), (27) and the finite part integral is defined as
The finite part integral appears because the thermodynamic form factors | ϑ|ρ(0)|ϑ, h → p | have a single pole when p j coincides with h k , known as kinematic poles. In the next section we review how to properly define the thermodynamic form factors on a generic non-critical thermodynamic eigenstate |ϑ .
Entropy of states and thermodynamic form factors
In this section we review the definition of the thermodynamic form factors and formula for the form factor of the density operator orginally presented in [28] . In order to define the thermodynamic form factors ϑ|ρ(0)|ϑ; h → p we proceed in the following way. We consider a finite system with periodic boundary conditions. Then the eigenstates of the Hamiltonian are parametrized by a set of quantum numbers
, where N is the number of particles. Physical quantities are expressed in terms of the rapidities which are related to quantum numbers through Bethe equations
In the thermodynamic limit N, L → ∞ with N/L = n fixed, the rapidities are described through their density function, the particle density ρ(λ) which can be formally defined as
The particle density can be used to compute the filling function ϑ(λ) which then specifies a thermodynamic state |ϑ . Let {I j } N j=1 be a set of quantum numbers specifying a Bethe state such that in the thermodynamic limit its filling function is given by ϑ(λ). 
We define the normalized thermodynamic state as
where the summation is over all the e S[ϑ] microscopic states with the same ϑ(λ) in the thermodynamic limit. Notice that this definition was introduced also in the context of the Quench Action approach [64] .
The density operatorρ(x), like all other local operators, acts almost diagonally, which means that for a given excitation and a choice of {I j } the set {J j } is basically fixed up to pairs of particle-hole excitations ph which correspond to changing the values of some quantum numbers: ph
, for a number m small compared to the system size L. This implies that the only non-zero matrix elements are the one where right and left states are characterized by the same filling function in the thermodynamic limit . The thermodynamic form factors then reads
is the entropy of the right state. In order to take the thermodynamic limit we choose a ph such that in the thermodynamic limit there is a set of finite particle-hole pairs h → p in the space of rapidities λ. For each hole h and particle p there are ∼ L possibilities for ph, which is the reason why we multiply times L m in (33) . This degeneracy will be taken into account also by multiplying the square of the thermodynamic form factors times the densities of state ρ h (p)ρ(h). Notice that this picture changes drastically when the quantum numbers {I 0 j } describe the ground state or a state with a finite discontinuity in ϑ(λ) in the thermodynamic limit. In this case the finite size form factors decay with a non-integer power of L [16, 19] .
In our computations we assumed that each element of the sum is essentially the same (for large system size) and therefore
where {I 0 j } is any of the states. Finally using (32) we obtain the definition of the thermodynamic form factors
The differential entropy is defined as, see eq. (41),
The state |{I 0 j } is called the averaging state and can be any state with ϑ(λ) in the thermodynamic limit. Computations of the thermodynamic limit of the form factors simplify after a convenient choice of the averaging state. In our work [28] we have chosen a uniform averaging state, meaning that for each interval [λ, λ + dλ] there are ρ(λ)dλ uniformly distributed rapidities. The role of the averaging state and consequences of different choices on the computation of thermodynamic limit of the form factors are discussed in the appendix A.
Thermodynamic form factors
We recall here the formula for the form factors of the density operatorρ(x) acting in position x = 0 in the thermodynamic limit. This formula was derived in [28] and after a small change of notation that we describe later reads
where ‡
We now explain the main ingredients of this formula. The function ϑ(λ) is the filling function characterizing a state and {p, h} m j=1 describe particle-hole excitations over this state. F (λ) = F (λ|p, h) is the back-flow function (18) . To shorten the formula we also use a rescaled back-
where s[ϑ; λ] is the entropy density [57] expressible through the density functions (see eq. (31))
The first determinant of D(ϑ, p, h) is of a square matrix with the same size as the number of particle-hole pairs. Its matrix elements W (h i , h j ) are defined as solutions to the following linear integral equation
with the vector b i given by
The two other determinants of D(ϑ, p, h) are Fredholm determinants. The kernelÂ is
wherẽ
The operator 1 represents the identity 1(λ, λ ) = δ(λ − λ ) and
Comparing with expressions presented in [28, 29] in the present formula we changed the sign ofã [p,h] (λ) which leads to: a minus sign in the Fredholm determinant Det(1 −Â), a changes of sign in the integral equation (43) specifiying matrix elements W (h i , h j ), and a change of sign in expression (44) for b i . This last change is cancelled, because computation of the residue (45) gives an extra minus sign.
In the expression for the form factors principal value integrals appear. We define them as
In this notation
The principal value integrals appear because of the need to regularize the thermodynamic limit of certain terms in the form factors. In appendix A we recall how the form of the principal value integral is connected with the choice of the averaging state.
A new expression for the thermodynamic form factors
We will show now that the last part of the form factors can be written in a simpler form
which is given only in terms of the "generalized particle-hole resolvent" (59) . This new expression is also simpler from the numerical evaluation point of view, as only one extra solution of integral equation is needed in order to determine the full form factor. Moreover we will see later that it leads to a much simpler expression of the single particle-hole form factor (79) and of its small momentum limit. In this section we will present the main idea behind the derivation of this new expression. Few more technical steps are relegated to the appendix B. The matrix elements A ij , B ij , such 
while at large k = k F the two and higher particle-hole contributions are necessary in order to compute the full DSF. For more details see section 9.
that A ij + B ij = δ ij + W (h i , h j ), can be written in terms of "generalized particle-hole thermodynamic functions"
which we will soon define. Notice that we have
as we expect from the finite size expression of the form factors, see Appendix B.3. In the course of the computation we will refer to the small momentum limit of the form factors which we studied in [29] . By small momentum limit we mean computing form factors between two states |ϑ and |ϑ; h → p such that the momentum k (14) between the two states is small. In section 5 we give more details on the small momentum limit. For now we recall that in that case it was useful to introduce the resolvent of the kernelK ϑ
which obeys the following integral equation
The resolvent is proportional to the derivative of the shift function (18), namelŷ
The introduction of the resolventL ϑ allows for a number of simplifications which lead to a simple expression for a form factors in the small momentum limit. Here we generalize the approach of [29] to any momentum k, using a generalization of the resolventL ϑ (λ, λ ). The new generalized particle-hole thermodynamic functions reduce to the standard ones in the small momentum limit, i.e. when the position of each particle excitation coincides with the one of its hole.
Generalized particle-hole thermodynamic functions
We define a new kernel
The resolvent of the new kernel is defined through
We can write an integral equation for this generalized resolvent
Functionã [p,h] (λ) has simple poles whenever λ coincides with a position of a hole. Iterating the equation we see that the poles ofã [p,h] (λ ) give rise to the poles of
Consequently the particle-hole resolvent has simple poles for λ equal to positions of holes. We can write an integral equation for the ratio
This form is convenient to study the small momentum limit of the single particle-hole contribution. Under the principal value integral the poles ofã [p,h] (α) do not matter and we can safely take the small momentum limit ofã [p,h] (α) which is ϑ(α)/(2π). In turn the integral equation becomes an integral equation for the ratio 2πL ϑ (λ, λ )/ϑ(λ ), c.f (55) . Therefore
We also define a generalization § of the total density of rapidities ρ
All these expression depends on the excitations through theã [p,h] (λ) function. For a single particle-hole pair in the small momentum limit p → h the generalized functions reduce to the standard onesã
We follow now the same strategy as in the small momentum limit and rewrite the Fredholm determinant Det(1 −Â) and solve for function W (λ, λ ). The computations are presented in appendix B. For the Fredholm determinant we find
where n [p,h] is a generalization of the density of the gas
(λ) obeys a similar integral equation to the one obeyed by ρ t (λ) and in the small momentum limit is equal to ρ t (λ). However we do not attempt here to give a physical interpretation of the relation beween ρ For the matrix elements A ij , B ij we find the result of equation (51), which, in the small momentum limit and for single particle-hole excitation, gives
in agreement with the results of [29] .
Small momentum limit and single particle-hole contribution
We review here the results found in [29] for the small momentum limit of the dynamical correlation functions and the single particle-hole contribution. Despite this is a well studied limit, see for example [65] [66] [67] very few results are available in this limit for thermal and non-thermal correlations. In [29] we considered a single particlehole excitation in the limit of small total momentum k = k(p) − k(h) and energy ω = ε(p) − ε(h). By small momentum we mean that k is small compared with another scale set by the interaction parameter c. Therefore for large values of c the small momentum limit is actually a valid approximation over a large range of momenta. The shift function is related to the resolventL ϑ by
which in the small momentum limit leads to
The position of the particle and the hole can be expressed as functions of momentum and energy by solving the following equations
with the dressed group velocity v(λ) associated to the rapidity λ defined by
Given momentum k and energy ω, eq. (75) is solved for the hole position h. Then position of particle p is found from (74) . The DSF at small momentum is given by by the single particle-hole contribution. Namely the single particle-hole contribution to the DSF fully gives the DSF up to (positive) corrections of order k, see Fig. 1 and section 6
The single particle-hole contribution in the small momentum limit is given by
with h, p fixed by conditions (74) and (75) . The full single particle-hole form factors is given by
and its limit p → h is remarkably simple
Notice that the denominator
comes from the Jacobian of the change of variable (p, h) → (ω, k) in the small k limit. Computing the static structure factor one finds the compressibility ∂n ∂µ of the gas, which is the correct result for any finite temperature state
with µ the chemical potential. At zero temperature eq. (78) leads tô
with v s = v(q) and q the Fermi momentum k(q) = k F = πn.
Single particle-hole contribution and generalized detailed balance relation
We here review the derivation of the detailed balance relation valid at small momentum k, as originally found in [29] . We consider the exact single particle-hole DSF
with position of particle and hole fixed by ω = ε(p) − ε(h) and k = k(p) − k(h), with the form factors given in (79) and the Jacobian of the change of variable (p, h) → (ω, k)
We consider the ratio between the response of the system at positive and negative momenta and energies
which for thermal states is known to be equal to e βω . Since the excitation with particlehole (p, h) has energy ω = ε(p)−ε(h) and momentum k = k(p)−k(h), the excitation with energy −ω and momentum −k is the one with particle-hole given by (h, p). Therefore the ratio of the the single particle-hole DSF is given by
The symmetry of the Jacobian implies that |J p,h | = |J h,p |. Numerically we observe that
which implies a particle-hole symmetry of the single particle-hole form factors. It would be desiderable to prove it analytically from the expression (79), but we were not able to do so. Consider now a thermal state: using ϑ(λ) = (1 + e β(ε(λ)−µ) ) −1 we have
We now consider non-thermal, parity invariant states, namely such that
for any integer n. For such states with ϑ(λ) = (1 + e (β(λ)ε(λ)−µ) ) −1 we have
In the small momentum limit with p = h + k/k (h) this last equation can be expanded in k and we obtain ¶ S
where the function F(k, ω) depends only on the state |ϑ , analogously to the thermal equilibrium case, and is given by
with the dressed velocity v(h) given in equation (76) . While this relation is valid only for the single particle-hole contribution, using the result of equation (108) we can show that at order k, namely on Euler hydrodynamic scales, the DSF satisfies a detailed balance relation for any parity invariant reference state |ϑ as originally found in [29] . This form of generalized detailed balance allowed in [63] to effectively "measure" the distribution ϑ(λ) (and therefore its generalized temperatures β(λ)) by a measurement of Sρ(k, ω). We expect the same form of detailed balance relation for any operator that creates only pairs of particle-hole excitations, i.e. that conserves the total number of particles.
For a thermal state instead detailed balance is exact at any value of momentum k, S(k, ω) = e βω S(−k, −ω). Indeed, from equation (88) and (87) we obtain that for any k and thermal states |ϑ S
This implies that when |ϑ is a thermal state each m-th particle-hole contribution satisfies independently the detailed balance relation:
Single particle-hole contribution and Generalized Hydrodynamics
We show here that what was found in [29] , namely that the small momentum limit of the density DSF is given by the single particle-hole contribution
and that its small momentum limit is given in terms of the inverse of the dressed velocity
is compatible with the predictions of Generalized Hydrodynamics (GHD) [30, 31] . In the context of GHD it was shown [68, 69] that given the densityq(x) of a generic conserved operatorQ =´q(x)dx, such that [H,Q] = 0, the hydrodynamic description of the excitations implies a generic form for the asymptotic correlations
at large x and t with x/t fixed (the so-called Euler scale) and with the dressed singleparticle eigenvalue of the charge given by
withL ϑ (λ, µ) the resolvent (55) and q(λ) the eigenvalue of the chargeQ on a single particle state |λ . Going to Fourier space this result implies the following form for the DSF at small momentum and energy
which is in accord with our result for the density DSF (96) after using that
GHD therefore implies that the result (96) and (95) also applies to the DSF of any globally conserved operator Sq(k, ω). Namely that in the small momentum limit this is saturated by the single particle-hole contribution with amplitude given by
with the following universal form for the form factors in the small momentum limit
However GHD does not provide the corrections O(p − h) and in general it only incorporates the leading term (80), in the small momentum limit, of the full single particle-hole form factor (79) . Up to now the only method to get the full form factor expression is by taking the thermodynamic limit of the finite size expressions as we do here for the density operatorρ(x).
Two and more particle-hole contributions
In this section we analyze higher order (in number of particle-hole pairs) contributions to the DSF. The analysis at small momentum shows that the DSF is organized in the particle-hole contributions
where each contribution at small k is of order
We will show that this is the case first for the 2 particle-hole contribution. The generalization to arbitrary number of particle-hole pairs will then follow immediately. According to eq. (26) this contribution is given by
We are not interested in precise evaluation of this formula, but just in establishing the leading order k. To this end we change variables in the integrals, from h 1 , p 1 to the
. We do the same for h 2 , p 2 with ε 2 , k 2 . We obtain
with position of holes and particles expressed in terms of ε i , k i and the Jacobian as in (84) . The integrations of over k 2 and 2 can be performed what fix their values by the momentum energy conservation
We now restrict to the regime where k is small and ω/k is finite. In this limit k 1 and k 2 = (k − k 1 ) are both small. Therefore the particle-hole pairs corresponding to k 1 and k 2 are also small. In the next subsection we show that the form factors in this limit has a leading part of order k 0 . The integrals are both of order k (the energy is, in this limit, a linear function of k) and the Jacobians are also of order k. Therefore (107) is of order k 0 and it gives a subleading term to the single particle-hole contribution S 1pĥ ρ (k, ω) which is of order k −1 + . Extending the logic to m particle-hole is straightforward. The form factors, for arbitrary number of particle-hole excitations, is always of order k 0 . Each integration over a pair of particle-hole can be converted into corresponding energy and momentum conservations divided by the Jacobian. This bring a factor k for each particle-hole pair and the momentum and energy conservation eliminate two of the integrals, giving the final order k m−2 . The same logic is expected to be applicable to the DSF of any particle-conserving operatorq. Such an operator indeed can only create particle-hole pairs and therefore the same arguments apply, provided that its form factors are of order k 0 . Notice that even if the leading two particle-hole contribution (107) is of order 1, this does not spoil the detailed balance in the linear order in k, equation (91). This is because S 2pĥ ρ (k, ω) is an even function of ω for symmetric states (This is because, in the leading order in k the 2 particle-hole form factors has a particle-hole symmetry.) Therefore takingS
and expanding the ratio of the DSF computed with opposite energies we obtain
+ Notice that this implies that static structure factor also has a linear coefficient in k such aś
. On the other hand usually, for small temperatures at least, the terms proportional to k as such as the ones coming from (107) are small.
Since (S
the second term is also of order k 2 , leading to the detailed balance expression (91)
6.1. Two particle-hole contribution in the small momentum limit
We here show that in the small momentum limit, with p 1 = h 1 + k 1 /k (h 1 ) and
and k 1 → kκ with k → 0, we have a well defined form factor as function of h 1 , h 2 and κ analogously to the single particle-hole case (80) . For such excitations the shift function is given simply by the sum of the shift function for each excitation
In the form factors the only relevant piece is the matrices A ij and B ij , as almost all the others are close to one (except few terms from A(ϑ, p, h)), as F (λ) ∼ k in the small momentum limit. We havẽ
and
Neglecting corrections of order k (namely we set
= 1 and
) we obtain for the matrices A ij and B ij
The determinant of A ij is zero as it should, see (53) and Appendix B.3. The full form factors in the leading order in k, which means the leading order in p j − h j , then reads
By rescaling k 1 → κk and taking the limit k → 0 it is easy to see that the whole form factor is of order k 0 . Increasing number of particle-hole pairs simply extends the product and the matrices. The structure is however the same and form factors for any number of particle-hole pairs in the small momentum limit is of order k 0 . Notice that for large values of the coupling c, the resolvent vanishes asL ϑ (h 1 , h 2 ) ∼ 1/c and therefore the two-particle hole contribution S 2pĥ ρ decays as 1/c 2 as expected.
Dressing of particle-hole excitations at zero temperature
In this section we study the behavior of the form factors when the thermodynamic state |ϑ represents a critical state. The discontinuities in the filling function ϑ(λ) affect the structure of the thermodynamic form factors and excitations created in the vicinity of the discontinuities lead to divergences. A priori this is not a surprise. The thermodynamic limit of the form factors was derived in [28] under an assumption that the filling function is smooth and therefore using it to study correlation functions of critical states seems problematic. However, in [29] we have shown that computing the small momentum limit of the ground state static structure factor leads to a correct answer. In this section we show that in general we can extract small momentum information about the critical states from the form factors. To show the difference between the critical and non-critical states we will consider form factors with an excited state consisting of one dominant excitation, carrying most of the momentum and energy of the excited state, and many small excitations, namely with vanishing energy and momentum, that dress it (soft modes). In the two following sections we consider what happens when the state is non-critical (smooth filling function) and when the state is critical (discontinuous filling function). In the first case the contribution from these form factors has zero measure and no dressing is needed for each particle-hole excitation. In the second case, the form factors can be divergent when the soft modes are localized in the vicinity of the discontinuities of the filling function, i.e. the Fermi momenta. We show that this implies that for a single particle-hole excitation with momentum k ≥ k * its form factors must be dressed with soft modes excitations whose contribution is not negligible. We denote this as the dressing threshold k *
with q the Fermi momentum and K the Luttinger liquid parameter 2πρ t (q) = √ K. In the next session 8 will also show that in the small momentum limit the DSF close to the two edges (in correspondence with the Lieb I and II dispersion relations 1 (k), 2 (k)) we have
Therefore when k ≥ k * the DSF S(k, ω) displays a non-integrable singularity at ω = 1 , which signals a divergence of the contributions given by the soft modes to the form factors.
We consider one single dominant particle-hole excitation and m soft modes. Recall that each particle-hole excitation contributes k(p i , h i ) = k(p i ) − k(h i ) and ε(p i , h i ) = ε(p i )−ε(h i ) to the momentum and the energy. We assume that {p 0 , h 0 } pair is dominant, that is
In other words, for finite k and ω we have
The momentum and energy of the particle hole pair are, c.f. eqs. (14) and (15),
For the left hand side to be small, the difference p i − h i must be small. Then the back-flow simplifies
For the ground state these small excitations are only possible in the vicinity of the Fermi edges ±q. For a generic state the small excitations can be created along the whole distribution of rapidities. The total back flow is
and is dominated by the back-flow of the dominating excitation. Let us write
We compute now the leading part of the form-factor in the particle-hole difference p i − h i of the small excitations. The result is
and its derivation is given in Appendix B.4.
Non-critical states: smooth filling functions
We analyze now the contribution of the form-factors with a single dominant excitation to the correlation function of a non-critical state. The filling function is smooth and from eq. (125) we get
Consider the (m + 1) particle hole contribution to the correlation function
where we use the finite part integral. Restricting the integral over the m particle-hole pairs to small excitations we obtain
The integral in B m is over regions where p i −h i is small so that the approximation to the form factors can be used. We also used that the momentum and energy is determined mainly by the dominant excitation to simplify the Dirac's δ-function. The corrections are proportional to (p i −h i ) and can be neglected. The integrand in B m has a double pole whenever positions of particle and hole coincide. These double poles are regularized by the finite part integral according to the prescription (28) . Therefore B m is finite. Each finite part integral is over a small region of holes around the position of particles. This is the phase space given to soft modes and B m is roughly proportional to the volume of the phase space that we allow for them. This implies that if we consider a single particle-hole excitation and we dress it with soft modes, their contribution vanishes in the limit of a vanishing phase space. Therefore there is no dressing of the form factors for non-critical states. The situation is different if the state is critical, as the form factors has poles when the small particle-hole excitations are taken close to the edges of the Fermi sea.
Critical states: dressing threshold k *
Let us consider the archetypical critical state, the ground state. For the ground state the filling function ϑ(λ) equals to 1 for λ ∈ [−q, q] and zero otherwise. Therefore particles must have |p j | > q while holes |h j | < q. For the form factors we get
Let us focus on a single excitation and analyse the structure of the principal value integral. We seperate the particle and hole parts
and consider first the hole contribution. We have
where in the first line we used the definition of the principal value integral and in the second line we used that the filling function vanishes beyond the interval [−q, q] and is 1 within. For the excitation to be small, position of the hole must be close to one of the edges. Let us assume that h k ∼ q. Then the second integral can be simplified, making an error of order q − h k , in the following way
The first expression is smooth as a function of h k thus we can set h k = q. Therefore for a hole in the vicinity of q we get
where we defined a version of the principal value integral with the pole at the boundary
Similar situation happens for the particle part and we find
The whole principal value integral becomes
The contribution of the P + integral is bounded and proportional to p k − h k . Therefore it can be neglected. The leading part of the form factors is
Following in the same way as for the smooth distribution function we find
The finite part integral regularizes the pole at p i −h j . However the divergence for p k ∼ q remains and therefore the integral cannot be evaluated. The cure would be to regularize the remaining integral by going back to a finite system. We would then find that the contribution to B m is finite but does not scale with the size of the region. Moreover, the distance q − p k is resolved in finite system as
and leads to a contribution to a correlation functions that has a fractional power in the system size. Therefore to obtain a finite correlation function one would need to sum over all possible small excitations. The situation changes if the backflow function F 0 (q) is small. The singularity appearing in B m is integrable if 1 > 2F 0 (q) > −1. We can turn this condition on the backflow for a condition on the momentum. For small k the backflow simplfies
and the momentum is directly proportional to the particle-hole separation
Placing the hole directly at the edge, h 0 = q, leads to the following condition
The right hand side depends only on the interaction parameter c. For large c the dressing threshold is linear in c. While c decreases, so does the bound, around c = 2 the bound equals k = k F , and vanishes when c aproaches 0, see fig 2. When k is less than the dressing threshold (143) the correlation function, even for critical state, is organized in a series (25) with number of particle-hole pairs setting the leading power of momentum Figure 2 . Plot of the dressing threshold (143) on the momentum below which DSF of the ground state has a series expansion in number of particle-hole excitations. The red dots are obtained by numerically computing the bound and the blue line is a guide.
k of each contribution (as shown in section 6). Above the threshold the relation between number of particle-hole pairs and momentum breaks down and the thermodynamic form factors needs to be dressed with soft modes excitations.
The result of this section shows the existence of a region of small momenta in which the form factors (37) can be used to compute correlation function even for critical state. Note that this does not mean that in this region a single particle-hole excitation is enough to saturate the correlation function. It only means that there is no dressing of the form factors by soft modes around the discontinuities of the filling function. This results confirms the validity of computation of small momentum limit of the ground state static structure factor presented in [29] . Motivated by this result, in the next section we derive the edge exponents of the ground state dynamic structure factor in the small momentum limit.
Dynamical correlations of the ground state in the small momentum limit
In this section we consider the ground state dynamic structure factor. The ground state DSF has a characteristic behaviour along the Lieb I and II modes [70, 71] . The Lieb I and II modes correspond to creating a particle-hole excitation with either hole (Lieb I mode) or particle (Lieb II mode) right at the edge of the Fermi sea. As we have seen in the previous section, form factors with excitations placed in the vicinity of the discontinuity of the filling function have a singular behaviour. The singular behaviour of the form factors leads to the singular behaviour of the correlation function, the so-called edge singularities.
As argued in the previous section our approach is not suited for critical states unless we focus on the small momentum DSF with k less than the dressing threshold (143).
Here we go one step further and consider only a single particle-hole excitation. We will show that the ground state correlation function has in this limit the same behavior in the vicinity of edges as predicted by the non-linear Luttinger liquid.
The theory of non-linear Luttinger liquids predicts the following structure of the DSF in the vicinity of the edges. We denote 1,2 (k) the dispersion relation of the Lieb I and II modes. In the vicinity of the Lieb II mode, δω = ω − 2 (k) ∼ 0, the DSF has a one sided singularity
whereas in the vicinity of the Lieb I mode, δω = ω − 1 (k) ∼ 0, it has a two sided singularity
In these expressions the exponentsμ R,L are predicted by the non-linear Luttinger liquid [71] to beμ
and λ corresponds to the position of particle excitation for Lieb I mode and of the hole excitation for the Lieb II mode. The velocity v s = ∂ 1,2 (k)/∂k is the group velocity along the Lieb and it is the same for the Lieb I and II modes. Parameter K is the Luttinger liquid parameter which for the Lieb-Liniger model is related to the density of the particles
Functions S 1,2 (k) are non-universal prefactors and are related to the thermodynamic limit of ground state form factors. For the Lieb-Liniger model the relation is the following [19] 
where the particle-hole pair h → p corresponds to the Lieb I or Lieb II excitation. Their exact expressions where computed in [19] . In the small momentum limit the exponents becomeμ
where − (+) sign corresponds to the exponents in the vicinity of the Lieb I (II) mode. Notice that sinceL ϑ (q, q) = −∂ q F (q, q) the exponentsμ R can be related to the dressing threshold (116)
The Lieb I and II excitations have the following dispersion relations
The prefactors S 1,2 (k) in the small momentum are the same and equal [19] 
This leads to the following form of the DSF at small momentum in the vicinity of the Lieb I and II modes
where we used that
We will now show that we can obtain the same results using our approach. We consider the DSF at small momentum, given by a single particle-hole excitation (83)
At T = 0 this formula gives a non-zero result in the range 2 (k) ≤ ω ≤ 1 (k). The single particle-hole form factors is shown in formula (79) . The filling function is discontinuous and therefore the principal value integral in B(ϑ, [p, h]) has a singular behavior. In the small momentum limit, p → h, and
The limit of the rest of the form factors is simple giving
Therefore the correlation function, in the leading order in k, is
The difference between positions of particle and hole and the Fermi momentum q can be expressed in terms of the distance of the energy ω from the Lieb modes using (8) . We obtain
Using that 2πρ(q) = √ K and lim →0 + 2πρ h (q + ) = √ K we arrive to the result
which coincides with the non-linear Luttinger liquid result (154).
Numerical evaluations
In figure 1 we compare the numerical data provided by the ABACUS algorithm [22] with our analytic result for DSF obtained by the exact single particle-hole contribution (83) . Notice that some extra steps are necessary in order to evaluate the Fredholm determinant in formula (79) 
both for the single particle-hole contribution S 1pĥ ρ (k, ω) and the data obtained from the ABACUS algorithm, see Table 1 . The single particle-hole contribution to the DSF is shown to well reproduce the full DSF Sρ(k, ω) S 1pĥ ρ (k, ω) at small values of k/k F . Quite remarkably the figure shows that S 1pĥ ρ (k, ω) does not only give Sρ(k, ω) at small momenta but it seems to be able also to fully capture the low energy tail even at high values of momentum k/k F ∼ 1.
Conclusions
In this paper we reviewed and extended our two works of the past two years [28, 29] where we studied the thermodynamic form factors of the density operator. We showed here that these form factors can be defined on any non-critical state specified by a given filling function ϑ(λ) and on the ground state, provided that the momentum of the excitations is smaller than the dressing threshold. Our numerical evaluations show that the single particle-hole contribution provides a good approximation to the full DSF at low momenta. Although some numerical result were shown also in [28] , thanks to the Table 1 .
f-sum rule saturation (161). If the value is 100% it means that all the excitations contributing to the DSF are taken into account. The value of 101% of the ABACUS signals a small O(1/L) error in the discretization of the thermal distribution with a finite system size L.
recent analytical progress we were able to push the numerical evaluations to a higher degree of precision. We expect our conclusions to be true for the DSF of any local operatorq(x) that conserves particle number [N ,q(x)] = 0. We stress that the analytic knowledge of the dynamical correlation function has multiple applications. First one can easily include the effect of a inhomogenous potential in the gas (like a confining trap) by means of the local density approximation. As our expression of the form factors are functions of the density n (via the function ϑ(λ)) one can introduce a local filling function ϑ x (λ) and compute the dynamical correlations at any x, analogously to the cases of inhomogenous Luttinger liquids [52, 72, 73] . Moreover with our approach one can compute the DSF in the low momentum after a homogeneous quantum quench. On the other hand inhomogenous initial states present non-equilibrium steady states with ϑ(λ) a discontinuous function of λ [30, 31, 52] . Therefore we should expect that also for this case the form factors need to be dressed with soft modes excitations with momenta close to the discontinuity.
Many question are still open. The recently introduced generalized hydrodynamics (GHD) [30, 31, [74] [75] [76] [77] [78] has suggested a universal form for the low momentum limit of the form factors of operatorsq(x) that are globally conserved. Since this form is independent of the model and only depends on the resolventL ϑ (λ, µ) it is reasonable to ask if the same degree of universality applies to the full particle-hole form factors. As the density operator belong to this class of operators (as the total density n =´ ρ(x) dx is conserved by the Lieb-Liniger Hamiltonian), one could try to guess the thermodynamic form factors for any operator densityq(x) from our result and from the other information given by GHD. Moreover other simplifications in our formula for the form factors could be found, such as their expression could be easily extended to different models and operators. This would allow to extend calculations to models with bound states excitations, like the XXZ spin chain whose exact computation of thermodynamic form factors is at the moment still an open problem.
Furthermore we mention that while the correlations given by a single particle-hole excitation are connected to the presence of a large scale generalized hydrodynamics, the contribution from higher numbers of particle-hole pairs could teach how to add viscous and dissipative terms to the hydrodynamic description [79] [80] [81] [82] [83] [84] . Therefore a more extensive analysis of the two particle-hole contribution is necessary.
The dressing of the form factors when the reference state is critical is still an open question for our approach. It seems that in order to dress the form factors with its soft modes one has to choose a proper regularization and sum over them. One way to proceed is to go back to the finite size L, introduce the quantum numbers of the soft modes and sum analytically over them before to take the thermodynamic limit. This is indeed what was done in [16] . Clearly this procedure is very complicated due to the sum over quantum numbers, and it would be desirable to be able to start directly from the thermodynamic form factors, introduce some other type of regularization and sum over the soft modes.
Finally it would be interesting to understand if a single particle-hole excitation saturates also the dynamical correlations in generic, non-integrable, gapless models. This could be tested for example with a variational density matrix approach [85, 86] .
A. Role of the averaging state
In the original paper [28] we have assigned to a given smooth distribution ϑ a microscopic state, which we called the averaging state. The form factors in the thermodynamic limit should not depend on this microscopic choice of the averaging state. Under this assumption we could choose the averaging state to suit the best our purpose: computation of the thermodynamic limit of the form factors. In this appendix we discuss how the specific choice of the averging form factors influences the computations.
In the expression for the finite-size form factors there are terms that require certain care while taking the thermodynamic limit. These are expression of the form
with the two rapidities close to each other. In the finite system the rapidities are always distinct and these kind of terms are finite. In the thermodynamic limit, the distance between the neigbouring rapidities behaves like 1/L and therefore this terms potentially diverge for large L.
Consider the difference between two neigbouring rapidities. Using the Bethe equations (29) we have 2π
The expression in the bracket is 2πρ t (λ j ), see eq. (4), and therefore
The quantum numbers, or a difference between them, depends on the microscopic configuration of the averaging state. One convenient realization is defined in the following way. The uniform averaging state is the one in which for each interval [λ, λ + dλ] the rapidities are distributed uniformly. If the rapidities are distributed uniformly the corresponding numbers are also distributed uniformly and the difference between them is proportional to the difference in indices. The proportionality constant is the inverse of the filling function ϑ(λ). For example, if the filling function is 1/2 than every second quantum number must be occupied, so the distance between two consecutive quantum numbers is 2. Therefore
The thermodynamic limit of the form factors was derived as a thermodynamic limit for such uniform averaging state. This has some consequences on the structure of the resulting form factors.
In the expressions for the Fredholm determinants and integral equations for function W there are divergences of the form 1/(h−λ). These divergences comes from computing thermodynamic limit of the finite sums of the following form
To take the thermodynamic limit we split the sum in two regions, one where the difference |λ k − λ j | is large and the second where this difference is small. We introduce
as a cutoff between these two regions. In the first region we can safely take the thermodynamic limit to get integrals
In the second region we substitute the difference of rapidities with a difference of quantum numbers.
Under the assumption that f (λ) is a smooth function, in the leading order in ν
(170) The evaluation of the sum depends on the details of the averaging state. However, if for the averaging state we choose the uniform state, than the sum is zero because for the uniform state
Therefore the sum is equal to the sum of the two integrals and in the thermodynamic limit ν * (λ k ) → 0 leads to the principal value integral defined in (48)
There are is also another part of the form factors which depends crucially on the microscopic of the averaging state. This is the double product
In this product whenever the rapidities are close to each other we can substitute for their difference the difference of quantum numbers. For example, the computations lead us to consider the following product
Again, if the quantum numbers are distributed uniformly than the product is proportional to a factorial
If the quantum numbers are not distributed uniformly, than there are elements of the product that deviate from the factorial structure and if we insist in expressing the answer through factorial they lead to extra multiplicative terms. These extra terms are 1 if the state is uniform and different from 1 otherwise. In the form factors there are more expression like this and one would need to carefully collect all of them. Under the assumption that the thermodynamic limit of the form factors does not depend on the microscopic structure of the averaging state all these extra terms need to cancel each other. At present we do not attempt to prove this statement.
B. Derivations
In this appendix we provide derivations of some formulas from the main text. The first three subsections concern with a derivation of the new formula for the form factors presented in section 4. In the last subsection we derive an expression for the form factors when the excited state consists of a single dominant excitation and a number of small excitations (soft modes). This result is used in section 7.
B.1. Fredholm determinant
We start by rewriting the Fredholm determinant Det(1 −Â) from the numerator of (40) using the generalized resolvent L [p,h] defined in eq. 58. We multiply the Fredholm determinant Det(1 −Â) by 1 expressed as
The result is
with
Function ρ
(λ) was defined in eq. (62) . The kernel L a is seperable and thus
where we use definition of n [p,h] from eq. (69). The answer for the Fredholm determinant is
obeys an integral equation (43) which we repeat here
To solve this equation we first split it in two simpler equations for two new functions defined through
We solve for the first function first. We make an ansatz
to find
For W i,2 (λ) we solve in two steps. First we write
and use that the combination
Inserting expression (188) into integral equation (185) we find
Combining the results of two previous subsections we obtain
where we defined the following matrix elements
From the finite-size form factors [19] we know that the factor (199) is independent of α and therefore also of β. Therefore choosing β = 1 we obtain
Inserting expressions for A ij and B ij we get the final result reported in eq. (50) . It is interesting to try to prove that expression (199) is independent of β at the thermodynamic level. For (199) to be independent of β, A ij must be of rank n − 1 and B ij must be of rank 1 because then det(A ij + βB ij ) = βdet(A ij + B ij ).
Matrix B ij has a product form and thus its rank is 1. It is more difficult to show that the matrix A ij has rank n − 1. Consider the n = 1 case. Then we must havẽ
We have seen in [29] that this equality holds in the small momentum limit. Here, we will show that it is also true for large c. We will keep the first two leading orders in 1/c. The backflow function is
and its residue is
We analyze now the term A(ϑ, {h j , p j } m j=1 }) involving only small excitations. For i, j = 1, . . . , m we have
The double product,
remains as it is. Consider now the ratio of the back-flow functions. The back-flow function is smooth, but the filling function is, for now, arbitrary. We have
Finally ρ t (λ) is a smooth function, irrespective of the filling function, and therefore can be evaluated either at p i or h i . Putting all the pieces together we find 
All the other terms in B(ϑ, {p j , h j } m j=0 ) that do not involve summation over excitations depend, in the leading order, only on the backflow F 0 (λ) of the dominant excitation and therefore are contained in B(ϑ, {p 0 , h 0 }). The remaining integral
is proportional to p k − h k and therefore does not contribute to the leading order in p k − h k . It might seem that the same is true for principal value integral. However, as we will see later, the contribution of this integral depends on the smoothness of the filling function ϑ(λ). As we do not require the filling function to be smooth everywhere, we leave this term as it is. The last piece is the D(ϑ, {p j , h j } ). Inspecting its form we see that in the leading order in p k − h k its equal to theã [p,h] (λ|{p 0 , h 0 }). Therefore the ratio of the Fredholm determinants is equal to 1.
The remaining part involves matrix elements W (h i , h j ) given in (51) . The matrix elements are proportional toã [p,h] res(h i ) which, for i = 1, . . . , n is of order p i − h i . Therefore the leading order of the determinant is given by the contribution from the dominant excitation and
Combining the results for the three factors we find (125).
C. On the numerical evaluation of the Fredholm determinant
The new expression for the thermodynamic form factors (50) contains the Fredholm determinant of the generalized resolvent. We restrict here to the single-particle case
The numerical evaluation of the kernel L [p,h] is problematic due to the pole in λ = h. The most straightforward way is to expand the determinant into traces, using the well known formula 
The principal value integrals can be computed using known relations
with the Fourier transform given by
and the series (224) can be truncated with a small (odd) number of terms.
Another approach is to introduce a new kernel
The first kernel is regular in λ = h and therefore we denote it as L
Using thatL 
Finally we obtain
The Fredholm determinant Det(1 + L [p,h],reg ) can be now easily evaluated with standard numerical techniques [87] . For example by choosing a discretization λ → {x j } 
