INTRODUCTION
A distributed software development (DSD) is a software project done in a multi-site, multicultural, globally distributed environment. Project members may not see each other face to face but they are all working collaboratively toward the outcome of the project. Often the communication in DSD is done through email, IM and internet-based collaborated development tools [1] .
Why choose DSD
Globally distributed software development is an increasingly common strategic response to issues such as skill set availability, government restrictions, acquisitions, increased code size, cost and complexity and other resource restrictions [2, 3] . Nowadays, DSD is increasingly used by companies of all but the smallest size.
Over half of the fortune 500 companies use DSD as their main project development strategy.
Why do these companies choose DSD? There is now considerable foreign talent available that can help companies expand their pool of trained workers. In addition, DSD is a way to get closer to customers and use locality specific expertise to customize or localize products. If government is a customer requiring companies' R&D help in a country, companies may get some favorable tax treatment based on national policy. Besides the lower financial cost, round-the-clock development in DSD could lead to shorter intervals, which decreases time cost for companies. Also, some countries may require a company to have a local office.
Communication in DSD
DSD is still faced with many challenges not inherent in collocated teams such as delayed feedback, restricted communication, lacking common ground, less shared project awareness, difficulty of synchronous communication, inconsistent development and build environments lacking of trust and confidence between sites [4] .
There were some studies that examined these delay factors associated with DSD and direct reasons for them. Herbsleb and Mockus reported differences between same-site and distributed social networks, testing several hypotheses about characteristics of distributed social networks that may be related to delay [5] . There was also an empirical study of windows Vista along with post-release failure information to evaluate the hypothesis that globally distributed software development leads to more failures. As a result, they found a negligible difference in failures between DSD and development by collocated teams. [6] What we focus on are communication issues in DSD. In fact, software engineers at cross-sites spend a large proportion of their time on communication [16] .
Thus, communication is a challenge even in collocated software development environment and becomes even more problematic for DSD projects. Challenges in communication slow down the overall project process. In an empirical study of time use of developers in a large software engineering organization, Perry et al [7] found that "one of the most salient impressions conveyed by observation was the sheer amount of time each developer spent in informal communication". In the study, the developers spent an average of 75 minutes each day in "unplanned interpersonal interaction". Developers spent considerable time on unnecessary communication, perhaps too much time. Previous research also suggests that cross-site communication issues cause a substantial loss of development speed. In an empirical study of speed and communication in DSD, Herbsleb and Mockus [5] reported that "we investigate relationships among delay, communication, coordination and geographic distribution of work" T.J. Allen also observed that once there's about 30 meters of distance in between employees, collaboration drops completely [17] .
Beside the communication issues, we also focus on evaluating the communication media in DSD. In this study, the communication media we focus on are emails, Instant Message (IM), face-to-face communication, phone, video communication tools and development collaboration platforms such as Assembla.
Here face-to-face communication means the communication is done in the same place, which means people need to get together for communication. Previous research proposed a media richness theory [8] , which is based on the concept of richness of a medium: "richer media should be used for tasks of higher uncertainty and complexity, while simple and uncomplicated tasks should be dealt with leaner communication media [sic]". We also evaluated this point in our case study. On communication media, Tuomas et al [9] analyzed communication tools usage and found that "When working in a distributed setting, it is important to make sure the communication tools are In this chapter, we introduce the data set used in this study and provide the justification for using this data set. The data set was originally collected from a one-semester course on distributed software development, taught as a collaboration among four universities in four widely-separated countries (COMS510 -Distributed Software Development at ISU). The course is offered independently by each university, and their students collaborate to produce a software application. Students were expected to develop a software application by cooperating with students at the other universities, surmounting differences in geographic location, time zone, culture and native language. The data were collected across two different offerings of the course during a two-year (Fall 2013, Fall 2014) interval, and were collected under close scrutiny. We monitored and validated the data weekly. The data serve to verify hypotheses proposed in this study.
The data set in Fall 2013
For the Fall 2013 data set, 31 students in total took COMS510 from four universities in different countries, including Iowa State University (ISU -Ames, United States), Ji Lin University (JLU -Chang Chun, China), National University of Colombia (UNAL -Bogota, Colombia) and King Mongkut's University of Technology Thonburi (KMUTT -Bangkok, Thailand). Students are organized into teams, each team local to one university, and each team responsible for one module in the project. Team composition is shown in Table 1 . Each team has six roles, which are project manager, liaison (usually assigned to the project manager), system engineer, architect, software engineer, and tester. The project they developed in Fall 2013 is a class attendance system, whose purpose was to help instructors to record students' attendance automatically through face recognition. Instructors can use a client application (Web client) to request that a classroom camera take pictures for the purpose of recording students' attendance. The client will identify students in the classroom through the use of face recognition technology; it then records students' attendance automatically into an attendance database that can be queried. A client application could use the camera to identify students in a class picture and display their names in real-time for the instructor on his/her laptop. The desired result is that the instructor is able to recognize students by name during the class and that the instructor and students could have available a record of who attended which classes. 
The data set for Fall 2014
This data set includes 50 students who participated in the COMS510 course at four universities (ISU, JLU, UNAL, KMUTT). Team composition is shown in Table 1 .
Students in JLU and UNAL are undergraduate students with less software development experience, while students in ISU and KMUTT are graduate students with more experience. In addition, most of the students at KMUTT have 2 or 3 years industrial working experience.
The project at Fall 2014 is also a face mapper system, whose purpose was to record the attendance of students on classes or the persons who attend a meeting. The main function is similar to the system developed in Fall 2013. However, students developed the system from scratch, and they did not have previous development as references. Additional functionality is a face map that shows the position of persons on the picture. Besides the web clients, instructors and students also can check records and operate the system on mobile clients.
The project's module structure is shown in Figure 2 . Each team is in charge of one module. Similarly, this project also includes client module, facilitator module, attendance database module and server module. However, besides the web based client, there is also a client for smart phones. Compared with the module structure for Fall 2013, we added a face map module in this system. The face map module is able to display the positions of the persons in the pictures. 
Why did we choose this data set?
In order to explore our research on communication in DSD, we chose this course as our study case. On the one hand, the course is mimicking an industrial software development environment. On the other hand, we can collect the data easily and validate it in time. In order to help students finish the project, we constructed a Goal, Questions, Matric (GQM) graph, which is shown in Appendix B. GQM is an efficient approach to software metrics, which defines a measurement model on three levels: conceptual level, operational level, quantitative level [16] . The data collection is an accurate and validated evaluation way to show performance of the project.
The study case is a distributed software development (DSD) project, with characteristics typical of such projects. The four universities involved are located at four different countries with different cultures and native languages. The biggest time zone difference between two sites is 14 hours. The detail of sites distribution is shown in Figure 3 . Although the students have less software development experience than many industrial software developers, the course project can emulate industrial DSD in some ways. The data obtained from this project reflects a similar DSD situation in industry and helps us to explore and solve associated research questions. The data are easy to get and validate. We can collect the data easily and validate the data weekly because data collection gets supports from all the instructors in all of the universities. The students tend to follow the instructors' instructions, so we require students to update their data collection weekly. Meanwhile, once we find any data that seems abnormal or strange, we contacted the student who provided this data to make sure the data are correct or to determine what abnormal situation occurred.
What are the differences between these two data sets?
Compared with the data in Fall 2013, the data in Fall 2014 are more complete and accurate. Because Fall 2013 was the first time we collected the data, we did not consider validation as a serious issue and did not validate data in time. Some data were not updated weekly and some data are missing. Also, the data from Fall 2013
focused on collecting information on distributed communication media and did not collect data about local interactions and issues. In order to make sure the data are complete, we asked some students to recall the missing data. However, the missing data constituted only 11% of all data and most of the missing date can be recalled by students who filled out the data, so we do not think this issue is a big problem for sheets used to collect the data. We used Google docs to collect the data in Fall 2014 in order to improve the efficiency of data collection, and so that all issues in one team could be tracked on one sheet.
Validating the accuracy of the data
To ensure the data are updated in time, we collected the data weekly and monitored the data weekly in the process. Once we found any strange data or the data showed an abnormal situation, we would contact the students who filled out the data and figure out what caused the abnormal data. All the instructors in the program also held a weekly meeting to discuss the progress of the project including validating the data. We also asked instructors to give a detailed explanation for the abnormal data.
Its common for different sites to have different available time slots, which affects the accuracy of the data. For any event issues, we have recorded these situations in our data collection.
Methods
In this section, we describe our methods of gathering data for our case study. In order to verify our hypotheses correctly and precisely, in-person interviews is also a method we used to collect data.
Data collection
In order to gather data, we designed a data collection form and asked students to fill out the form weekly. Each team has one data collection sheet, so their PMs are in charge of monitoring the data collection completion. Every person in the team needed to fill out this form, and was not allowed to write on others' behalf. For the Fall 2013 data set, the data collection form was collected and merged by Project Here platform means some software development collaboration platform such as information. Every student also needs to record any time they spent on each issue in their time effort sheet. We also can track which specific issue team members are involved at the same time.
Why did we gather this data weekly? Students are required to update their data weekly. If they are recording their time effort or other data later, it's hard for them to recall the precise data. In addition, we also can monitor the data weekly. Once we found any unusual data, we asked students for specific reasons. Every week all instructors participated in a Skype meeting weekly. If there were any issues or problems in the process, they were discussed in detail at this weekly meeting and solutions were proposed.
Interview
Although the data collection sheet is the main method for collecting data, we also used in-person interviews to help verify hypotheses. At ISU, we have face to face interviews. For other sites, we set up Skype meetings with the students. The interview usually lasts 20~30 minutes. Overall, 19 students participated in interviews during this study. We tried to cover all teams in this program and talked with at least one student in each team. Table 2 shows the number of interview participants by location during the semester. "We usually don't use phone although it is direct to use and doesn't have big connection issues like Skype. Phone is always used to contact to make sure of a meeting time or location. It's hard to solve a specific problem through phone. We still prefer to solve some problems face to face if we are located at the same place. "
We can see phone is still not a good way to be used for co-located development, but it is helpful to set up face-to-face meetings. can't, of course, rule out non-cultural causality, although two semesters' data seems to be good. However, after talking with these teams, we found that it is a common use habit to use IM in China. We believe that this result is affected by Chinese culture in some way.
We can see from Figure 4 and Figure 6 , team1 and team2 in JLU and team1 in ISU choose IM chat more frequently than other teams. If we observe the team composition of these teams, they are all composed of Chinese team members. In case this is a coincidence, we also can see the data in Figure 8 for Fall 2013. with a higher level of building common understanding can handle uncertain and ambiguous tasks. Based on our understanding and discussion, we analyzed the main five communication media we used in the DSD project we studied.
In Figure 10 , we summarize these five main communication media in Media
Synchronicity. In our analysis, Face-to-Face meeting, Email, IM chat and video meeting correspond with figure 10 and are consistent with media synchronicity theory.
However, telephone has very low efficient performance during the studied project. In media synchronicity theory, telephone should have a higher sharing information level than video meeting and more concise and simple tasks. Actually, people rarely use telephones as their communication media at cross-country sites because of the expensive cost of international phone calls services. In co-located sites, people only use telephones to confirm the location and time of a meeting. Also, it's hard to describe a concrete problem and solve a concise task via telephone. As internet technology developed, people tended to use some IM tools and video tools instead of the traditional telephone media. Therefore, telephone has a worse performance in with the people whom he or she will cooperate with and the project. Sometimes you may also need to redesign the module structure or task structure so that everyone has something to do. Therefore, Brooks added "Nine women can't make a baby in one month" in his book. In our case study, the manpower we considered is the number of team members. We have 9 teams in the case study Fall 2014. The detail of human distribution is shown in Table 1 . We compare the human distribution and the people hours for each team on this project. Figure 11 shows there is no obvious relationship between these two factors.
The team with the most human resource is team 1 in JLU, but it does not have the biggest effort. Similarly, the teams with least human resources, team 1 and team 2 in UNAL, both have average time effort (people hours) on the project. Therefore, we consider human distribution is not an important factor to impact the time efforts on the project if the team size is much more than the necessary team size. However, if the team size is less than the necessary team size, the project would not proceed successfully. Determining the necessary team size is a topic for separate investigation, and has been much explored for co-located teams. Besides the human distribution factor, we also may consider the module structure distribution as a possible factor to impact the effort of teams as a future topic. 
Communication issues
One important goal we tried to investigate is communication issues in DSD. We tracked all communication issues recorded in our data set and found all issues we found have been included in these categories in table 3. We found that there are six main types of communication issues including requirements definition, requirement change, texts miscommunication, language miscommunication, receiving notification delay and people leave. Table 3 describes these problems.
(1) Artifacts design and definition. This type of issue usually happens at the beginning of the project. Teams are not very clear about the requirements for their artifacts, so they need to communicate with other teams and instructors in details.
This kind of communication should be detail-task oriented and straight forward.
Therefore, IM and face-to-face meetings are good solutions for this kind of issue.
One example of this kind of issue is issue K_C1. The description and solution of issues recorded in the form is listed below:
Description: "It seems like KMUTT-team1 and KMUTT-team2 don't understand the same scope of work. We need to clarify the requirement of our modules" CHAPTER IV
CHALLENGES
In this chapter, we will analyze the challenges we encountered during the study. What we focus on are the difficulties to get the right data, and the challenges to verify the hypothesis. Although there are some challenges during this study, we tried to overcome the challenges and controlled them under minor risks.
The challenges to get the right data
During the process of collecting data, we faced different kinds of problems that affect the accuracy of data.
Timeliness
One important challenge we faced is how to ensure the data can be collected in time.
As mentioned before, we collected data weekly through data collection forms.
Every team member records his/her data once a week, since one week is short enough for them to recall the exact time effort for that week. However, in fact we still cannot ensure the timeliness in the process. One big problem is that PMs usually delayed or forgot to send the teams' data collection forms for the Fall 2013 data set. Every team member still had a strong motivation to submit his/her data collection form to their PM because of course requirements. For the convenience of submission, we started to use Google doc to collect data at Fall 2014. The data of every team member can be viewed and tracked on Google doc in real time, which greatly reduces delays. If any data seem to be abnormal or strange, it is also convenient to contact directly the person who filled out the form.
Completeness
Completeness is also an important challenge in this study. Missing data would have significant effects on our verification or might cause incorrect conclusions. To ensure the completeness of data, we checked the data every week and tried to have all team members complete the form. Some reasons for missing data were the holidays or exams during which time students did not expend any effort on the project. What we still cannot solve is that they could not recall the missing data when they delayed submitting the form by several weeks. Sometimes they may just made up some vague or nonstandard data. We only see these data as invalid data. Fortunately, these missing data form only a small percentage (about 11%) in total, and probably have only a small effect on our analysis. 
