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In phylogenetics, computing the likelihood that a given tree generated the observed
sequence data requires calculating the probability of the available data for a given tree
(topology and branch lengths) under a statistical model of sequence evolution. Here, we
focus on selecting an appropriate model for the data, which represents a generally non-
trivial task. The data is represented as a so-called multiple sequence alignment. That is,
each individual sequence of any one species (taxa) is arranged (aligned) in such a way,
that the characters of all species at a given position (site) are assumed to share a common
evolutionary history. It is well known, that an inappropriate model, which does not ﬁt the
data, can generate misleading tree topologies [3,4,26].
More speciﬁcally, we consider the case of partitioned protein sequence alignments. This
means that the sites of the alignment may be clustered together into different partitions.
Each partition may have an individual model of evolution. Our objective is to maximize
the likelihood of the per-partition protein model assignments (e.g., JTT, WAG, etc.) when
branches are linked across partitions on a given, ﬁxed tree topology. That is, branch lengths
are not estimated individually for each partition. Linked branch lengths across partitions
substantially reduce the number of free parameters.
For p partitions and |M| possible substitution models, there are |M|p possible model
assignments. Since the number of combinations grows exponentially with p, an exhaustive
search for the highest scoring assignment is computationally prohibitive for |M| > 1. We
show that the problem of ﬁnding the optimal protein substitution model assignment under
linked branch lengths on a given, tree topology, is NP-hard. Our results imply that one
should employ heuristics to approximate the solution, instead of striving for the exact
solution. Alternatively, the problem can be simpliﬁed by relaxing the assumptions.
© 2014 The Authors. Published by Elsevier B.V.
1. Introduction and problem deﬁnition
1.1. Motivation and related work
In phylogenetics, many of the questions that we try to answer have been shown to be hard (NP-hard) to solve [1,8,14].
Among these are some of the most fundamental problems, such as ﬁnding the maximum likelihood tree for a given multiple
sequence alignment [29,6] or even ﬁnding an optimal multiple sequence alignment [10], which are proven to be NP-hard.
Some problems may not even have a unique solution, as is the case with ﬁnding the Maximum-Likelihood phylogeny [33].
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to partitions of a partitioned multiple sequence alignment. At present, a plethora of empirical protein substitution models
is available, such as WAG, JTT, DAYHOFF, etc. [35,20,23] some of which are collections of substitution matrices that con-
tain different matrices such as the PAM or BLOSUM families [9,19]. It is well known, that a model, which does not ﬁt
the data well, can produce misleading tree topologies [3,4,26]. The models are provided in the form of an instantaneous
20× 20 substitution matrix and the base frequencies (prior probabilities) of the states. Given this matrix (usually denoted
as Q -matrix), one can calculate the transition probabilities from one state to another for a given time/branch length t . If
each partition can be evaluated independently from the others, this task is almost trivial and an optimal solution can be
found in polynomial time. However, if we assume that the branch lengths of the phylogenetic tree are jointly estimated over
all partitions, the model choice for each partition is no longer independent from the choice of the models allocated to the
other partitions. Under this assumption, the optimal assignment of models to partitions, with respect to the phylogenetic
likelihood, is NP-hard, even if we assume a ﬁxed tree topology.
When analyzing large multi-gene datasets joint branch length estimates can be used to reduce the number of free
model parameters and thereby avoid over-parameterizing the model. Each set of independent per-partition branch lengths
increases the number of model parameters by 2n − 3 where n is the number of taxa. Therefore, the option to link branch
lengths is offered in numerous phylogenetic tools such as RAxML [32] and PartitionFinder [24]. Numerous analyses on
multi-gene alignments make use of this feature (e.g., [16,25,31]). Other results suggest that branch lengths may, under
certain conditions, inherently be correlated across partitions [21], which provides an additional motivation to link branch
lengths across partitions.
Tests on real-world data-sets performed by Hauser et al. [18] revealed that suboptimal model assignments under linked
branch lengths can change the ﬁnal tree topologies. They carried out tests on two previously published multi-gene data-sets
[27,37] using RAxML-Light version 1.0.5 [32]. On these datasets, a total of 150 runs were conducted, on randomly chosen
subsets containing three partitions and 50 species each. Thereafter, the best model assignment (with respect to its log
likelihood score on the same ﬁxed tree) was determined for each subset using linked and unlinked branch lengths. In 57%
of the cases these model assignments were not identical. For the cases (subsets) where the model assignments differed, tree
searches with RAxML under linked branch lengths using the two alternative model assignments were conducted. For 86%
of these runs, the inferred best-known maximum likelihood trees are different. On average, the Robinson–Foulds distance
[28] between the different trees inferred under the optimal and suboptimal model amounted to 9%. In other words, using
the optimal protein model assignment under linked branch lengths on empirical data frequently yields a different tree
topology with respect to the tree obtained from a suboptimal model assignment. Thus, the Protein Model Assignment
problem (PMA) ‘matters’ since it alters the inferred tree topology. All data-sets from Hauser et al. are available for download
via http://exelixis-lab.org/material/pma.tar.gz.
1.2. Protein Model Assignment problem
We deﬁne the Protein Model Assignment problem (PMA) as follows: Find the best-ﬁt model from a set of available
models for each partition of a protein alignment on some given, ﬁxed, tree topology. Further assume that the branch lengths
are linked across partitions. In other words, the branch lengths are estimated/optimized jointly across all partitions of the
alignment. The following is a more formal deﬁnition:
Let M be a set of evolutionary models. Usually a model is deﬁned by its Q -matrix. Here, the evolutionary models from
which the Protein Model Assignment problem (PMA) can choose, are regarded as probability functions whose values repre-
sent the transition probability from one state to another, given a certain amount of time t , and the equilibrium frequencies
for each state. The matrix and the frequencies are required for the actual likelihood calculations. We introduce this abstract
view to avoid the calculations required for obtaining the transition-probabilities from the instantaneous transition rates
in Q .
We denote a given model Mi with k states as:
Mi = (P ,Π), where Π ∈ [0,1]k, (1)
P :R→ [0,1]k×k. (2)
Here P X,Y (t) := P (X → Y |t) is the probability of a transition/mutation from state X to state Y in time t and πX is the
equilibrium frequency of state X . For amino acid sequences we have 20 states, that is, k = 20.
Let S be an alignment for a set of taxa, divided into p partitions. That is, we deﬁne p partitions, S1, S2, . . . , Sp and each
site s of S must satisfy s ∈ Si for some i ∈ {1,2, . . . , p}. Let (T , β) = ((V , E), β(m)) be a phylogenetic tree with nodes V ,
edges E and edge weights (branch lengths) β . The node set can be written as V = N ∪ I , where N is the set of taxa (species)
and I the set of inner nodes. The edge set E ∈ V × V must be such that the common tree properties are fulﬁlled and no
edge e ∈ E may satisfy e ∈ N × N . The branch lengths β(m) are given as edge weights under a chosen phylogenetic model
assignment m. Formally we can write β : Mp →R|E| .
Finding the optimal branch length conﬁguration for a ﬁxed tree topology and a given evolutionary model already repre-
sents a non-trivial numerical problem [13] and the solution may not be unique [5]. On real data, good approximations of the
optimal branch length assignment can be computed eﬃciently, for example using the Newton–Raphson procedure [13,15].
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box” or an “oracle”. That is, β(m) always denotes the branch length value that maximizes the tree likelihood under model
assignment m (m ∈ Mp). For reasons of complexity we may also assume this function only to take approximate values that
ﬁt polynomial sized storage.
PMA can be formulated as follows:
Deﬁnition 1 (PMA). We deﬁne PMA as follows. Given S , M , T as deﬁned above, ﬁnd the model assignment m ∈ Mp that
maximizes the likelihood function for S , M and T . That is, maximize P (S|(T , β(m)),m), the probability of observing the
alignment, given the phylogenetic tree, with respect to m.
To show that PMA is NP-hard, it suﬃces to show that a corresponding decision problem is NP-complete.
Deﬁnition 2 (PMA decision problem for PMA). We deﬁne the PMA decision problem as follows. For a partitioned protein
alignment S , a tree T containing all n species of the alignment, and a set of possible models M , does there exist a model
assignment m such that the optimal branch length conﬁguration β(m) yields a likelihood above some chosen threshold bˆ?
In other words:
PMA(S, T ,M, bˆ) =
{
true, ∃m model assignment s.t. LH(S|(T , β(m)),m) bˆ,
false, else
where LH(S|(T , β(m)),m) is the probability of observing the data S under the given tree (T , β(m)) and substitution models
m chosen from Mp , that is, the likelihood. An instance of PMA is uniquely deﬁned by the choice of S , T , M , and bˆ.
We demonstrate that the decision problem PMA is NP-complete by initially showing that it is in fact in NP. Then, we
reduce the well-known boolean satisﬁability problem (SAT, which is known to be NP-complete) to the decision problem. By
deﬁnition of NP-completeness, this implies that our problem is also NP-complete [7].
Obviously, the original protein model assignment optimization problem is at least as hard as PMA. If we can obtain the
solution of the maximization problem from an oracle, we can verify whether the optimal solution is greater than some real
value bˆ or not.
1.3. Boolean satisﬁability problem
1.3.1. SAT and 1-3-SAT
One of the most well studied NP-complete problems is the boolean satisﬁability problem (SAT), which has been proven
to be NP-complete by Cook in 1971 [7]. Here, we show that there exists a polynomial time reduction from SAT to
PMA. From this, we deduce that PMA ∈ NP-complete since any problem in NP can ﬁrst be reduced to SAT, by deﬁni-
tion of NP-completeness, and subsequently to PMA. Again, by deﬁnition of NP-completeness, this suﬃces for showing that
PMA ∈ NP-complete.
For simplicity, we consider a special form of the boolean satisﬁability problem called one-in-three-SAT (1-3-SAT) [30].
The 1-3-SAT problem is deﬁned as follows. For variables vi , i = 1, . . . ,n, and their negations ¬vi , i = 1, . . . ,n, a true/false
assignment a has the following form:
a : {v1, v2, . . . , vn,¬v1,¬v2, . . . ,¬vn} → {true, false}, (3)
where a(vi) = a(¬vi), ∀i = 1, . . . ,n. Any l ∈ {v1, v2, . . . , vn,¬v1,¬v2, . . . ,¬vn} is called a literal, and we deﬁne ¬(¬l) = l.
A clause C j = C(l1, j, l2, j, l3, j) is said to be true/satisﬁed under a, if exactly one of the three literals l1, j , l2, j , l3, j is set
to true in the assignment a. For 1-3-SAT (as well as for the less restrictive 3-SAT [22]) each clause must contain at most 3
literals. Each literal l1, j , l2, j , l3, j represents one of the variables or negated variables.
An instance c of 1-3-SAT consists of a combination of clauses:
c = C1 ∧ C2 ∧ · · · ∧ Cm. (4)
The assignment a is called truthful/feasible for an instance c, if and only if, all clauses C1,C2, . . . ,Cm are true under a. An
instance c is satisﬁable iff there exists an assignment a, such that a is feasible for c.
1.3.2. 1-3-unique-SAT
For technical reasons, we impose one additional restriction to the 1-3-SAT problem. We require that, each problem
instance contains only clauses in which each variable appears at most once. In other words, no literal may appear twice in
any clause, nor in a clause that contains its negation. Thus, li, j = lk, j and li, j = ¬lk, j ∀ j, ∀k ∈ {1,2,3} \ {i}. We denote this as
1-3-u-SAT (1-3-unique-SAT) problem. Keep in mind that the clauses C(v1, v1, v2) and C(v1,¬v1, v2) cannot be part of any
1-3-u-SAT instance.
The following observation shows that the problem is still NP-complete under this restriction.
Observation 1. 1-3-u-SAT ∈ NP-complete.
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can be transformed into an instance c¯ of 1-3-u-SAT in polynomial time, such that c¯ is satisﬁable under 1-3-u-SAT iff c is
satisﬁable under 1-3-SAT. We show that any clause of a 1-3-SAT problem can be represented by at most 4 new clauses while
adding at most 2 new variables, such that the original clause is satisﬁable for a 1-3-SAT instance iff the new clauses are
satisﬁable for 1-3-u-SAT.
Note that, if we require some literal l to be true for any feasible true/false assignment, we can enforce this under the
new setting by introducing two new variables a and b and two new clauses as follows:
C(¬l,a,b) ∧ C(¬l,¬a,¬b). (5)
Furthermore, whenever some literal lˆ appears twice in a clause, it must be set to false for any truthful assignment of 1-3-SAT
and its negation must consequently be true. This can be achieved by replacing l with ¬lˆ in (5). If the given clause contains
a third literal, it must consequently be set to true, which can again be achieved by two new clauses of the above form. If
no third literal exists, the clause can never be satisﬁed. This can be achieved by (in addition to forcing lˆ to be false) also
requiring ¬lˆ to be false with two clauses in the form of (5), which must result in an unsolvable instance. The case where
some clause contains both, a literal lˆ and its negation ¬lˆ implies that a possible third literal must be set to false in any
truthful assignment of 1-3-SAT, since either lˆ or its negation ¬lˆ will be true. This is again ensured by Eq. (5).
Thus, at most two auxiliary variables a and b have to be added, since a and b can be reused for any other clause as
well. The number of clauses grows by a factor of four at most. Using the above algorithm, any instance c of 1-3-SAT can be
transformed into an instance cˆ of 1-3-u-SAT in polynomial time, and c is satisﬁable under 1-3-SAT iff cˆ is satisﬁable under
1-3-u-Sat. 
In the following section we show how to reduce the 1-3-u-SAT problem to the PMA problem.
2. PMA is NP-complete
2.1. PMA is in NP
First we need to show that PMA is in fact in NP. While this seems trivial at ﬁrst glance, it still warrants some consid-
eration since we have so far allowed arbitrary real values for branch lengths and other parameters which might require us
to provide non-polynomial memory for storing these values. The ﬁrst observation is, that for the test parameter bˆ we can
simply choose a rational number that ﬁts some polynomial storage. For the branch lengths we may reﬁne the “black box”,
that we use to obtain the branch length values, to either return approximated values that ﬁt the polynomial storage, or to
return the approximated likelihood value for any given model assignment. The second approach is easy to validate if the
likelihood approximation works in such a way, that the largest rational number to ﬁt polynomial storage is chosen such
that it is smaller than or equal to the actual likelihood. The drawback that we cannot interpret the branch length values
in any way. As we will see later, this is unfortunate, since there is a clear correspondence between branch lengths of PMA
and the true/false assignment of 1-3-SAT. Where appropriate we will mention the changes that have to be made in order to
account for approximated branch lengths, as suggested in the ﬁrst approach. Given that polynomial storage is guaranteed
by observing one of the afore mentioned methods, we can observe that:
Observation 2. PMA ∈ NP.
Proof. By deﬁnition the class NP contains all problems for which a true solution can be veriﬁed in polynomial time using
a deterministic Turing machine. PMA is in NP, since the likelihood of the data, given a tree with ﬁxed branch lengths, and
known substitution probabilities can be computed in polynomial time with respect to the number of sequences and sites
in the alignment using the Felsenstein pruning algorithm [11,12]. Thus, we can check if a solution (model assignment and
corresponding branch lengths) is true in polynomial time by calculating whether it yields a likelihood larger than bˆ or
not. 
2.2. 1-3-unique-SAT reduces to PMA
We will now give a polynomial time algorithm to transform an arbitrary instance c of 1-3-u-SAT into an instance cˆ =
cˆ(c) of PMA that is satisﬁable iff the original problem c is satisﬁable. More speciﬁcally, we show how the alignment, the
partitions, the tree topology, and models can be constructed and how a truthful solution of PMA can be interpreted as a
truthful solution of 1-3-u-SAT. We require at least 9 distinct states for the proof of NP-completeness. This means that the
results hold for amino acid data, which has 20 states, but no claim can be made for DNA (4 states) or binary (2 states)
data. While both, DNA and binary data, are widely used in phylogenetics, models selection as we deﬁne it here is usually
irrelevant for DNA and binary data. Instead of choosing from a ﬁnite set of precomputed models, as we do for protein data,
one estimates the rates from the data at hand. One example for this is the General Time Reversible model, GTR [34], which
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Fig. 2. Exemplary transformation of two clauses of SAT into an alignment of PMA. Clauses C1 and C2 correspond to sites 1 and 2 in the alignment
respectively. Keep in mind that each site is in fact a single site partition and can thus be assigned its own model of evolution.
can be estimated from the data. In the following let k be the number of states with k  9. We also require that at least 3
models of protein substitution are available to choose from. In practice, one can choose from the available set of empirical
models (WAG, JTT, DAYHOFF, PAM, etc.). Here, we construct artiﬁcial models M1, M2, and M3 to prove NP-completeness. The
models M1, M2, and M3 are very different from one another and different from any realistic model that would be used in
practice (WAG, JTT, . . .). However, the results from Hauser et al. [18] imply that PMA is also not easy to solve given the
standard models. None of the heuristics described in that paper (except for exhaustive search) can identify the best scoring
model assignment with absolute accuracy.
2.2.1. Transformation
An instance of 1-3-u-SAT consists of variables/literals and their arrangement in clauses. A solution is a true/false assign-
ment to the variables. We can map this to a PMA instance as follows:
2.2.1.1. Topology and alignment The species in the alignment and phylogenetic tree are the variables and their corresponding
negations. We therefore need 2n species to achieve this, where n is the number of variables in 1-3-u-SAT. Hence, our
phylogenetic tree has 2n taxa. We impose the following constraint on the tree topology: Each variable/species is a direct
neighbor of the species representing its negation. Apart from that, an arbitrary tree topology can be constructed as long as
it complies with this topological constraint (see Fig. 1).
Let Sorigin , S0, S1, S2, S3, S−1, S−2, S−3, Sint be nine unique states (Fig. 4 illustrates the choice of names for these states).
Each clause, Ci = C(l1,i, l2,i, l3,i) in c corresponds to one partition Si in cˆ and each partition contains exactly one site. To
each of the species that correspond to one of the literals l1,i , l2,i and l3,i , we assign the unique state values of S1, S2, and
S3 at site si respectively. The corresponding negations, ¬l1,i , ¬l2,i and ¬l3,i are assigned the characters S−1, S−2, and S−3,
in that order. For all other species, we assign the value S0 at site si (see Fig. 2). Each partition has exactly one site, with
exactly one occurrence of S1, S2, S3, S−1, S−2, S−3 for 6 different species and state S0 for all other species. Note that, S1,
S2, S3, S−1, S−2, S−3 and S0 are ﬁxed values. We require that the literals at a position in a clause must always gain the
same state and their negation the appropriate consistent counterpart.
2.2.1.2. Model construction The models that are assigned must be of a certain form as outlined below. We distinguish among
models based on whether they allow for transitions to states S1, S2, S3 and S−1, S−2, S−3 from certain other states and
for certain branch lengths with ‘high’/‘non-near zero’ probability or not. We denote a probability as ‘high’, if it is greater or
equal to some given real value b with 0 < b < 1/4. We call a probability ‘near zero’ or ‘diminishing’ when it is less than
or equal to  , where  is deﬁned in relation to b and π0. It is chosen such that  <
(b2·n·π0)m
k·k2n˙−2 , where 2n is the number of
species, m the number of sites (or the number of clauses for 1-3-u-SAT), k the number of states, and π0 with 0 < π0  1 an
arbitrary, but ﬁxed real value. The branch lengths that we speciﬁcally consider are tb− , tmin and tb+ with tb− < tmin < tb+ .
These values cannot be chosen arbitrarily, but must comply with some restrictions depending on b and π0. All models
must satisfy πSorigin  π0, P (Sorigin → S0|t = tb+) b and P (S0 → S0|t = tb−) b. Where P (X → Y |t) is the probability of
transitioning from state X to state Y in time t , and πSorigin is the equilibrium frequency of state Sorigin .
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exactly one of S−1, S−2 and S−3 can ever be reached. Similarly after time tb+ exactly one of S1, S2 and S3 can be reached.
An important property that we require from these models is that, for each of the three models, it is only possible to
reach either state S1 or S−1, either state S2 or S−2, and either state S3 or S−3 with non-diminishing probability for any
branch length t . Moreover, only one of the three states S1, S2, S3 can be reached with ‘high’ probability within time t  tmin.
Analogously, only a single one of the three states S−1, S−2 or S−3 can evolve from any other state X with a probability
greater or equal to b on a branch shorter than tmin. For an illustration of this see Fig. 3.
The following three models satisfy the aforementioned requirements.
For model M1 = M1(cˆ(c)) we require that:
P (Sorigin → S1|t = tb+) b, P (X → S1|t) <  ∀t < tmin ∀X = S1, P (S−1 → S1|t) <  ∀t ,
P (Sorigin → S−2|t = tb+) b, P (X → S−2|t) <  ∀t < tmin ∀X = S−2, P (S2 → S−2|t) <  ∀t ,
P (Sorigin → S−3|t = tb+) b, P (X → S−3|t) <  ∀t < tmin ∀X = S−3, P (S3 → S−3|t) <  ∀t .
And
P (Sorigin → S−1|t = tb−) b, P (X → S−1|t) <  ∀t  tmin ∀X ,
P (Sorigin → S2|t = tb−) b, P (X → S2|t) <  ∀t  tmin ∀X ,
P (Sorigin → S3|t = tb−) b, P (X → S3|t) <  ∀t  tmin ∀X .
Analogously for model M2 = M2(cˆ(c)):
P (Sorigin → S−1|t = tb+) b, P (X → S−1|t) <  ∀t < tmin ∀X = S−1, P (S1 → S−1|t) <  ∀t ,
P (Sorigin → S2|t = tb+) b, P (X → S2|t) <  ∀t < tmin ∀X = S2, P (S−2 → S2|t) <  ∀t ,
P (Sorigin → S−3|t = tb+) b, P (X → S−3|t) <  ∀t < tmin ∀X = S−3, P (S3 → S−3|t) <  ∀t .
And
P (Sorigin → S1|t = tb−) b, P (X → S1|t) <  ∀t  tmin ∀X ,
P (Sorigin → S−2|t = tb−) b, P (X → S−2|t) <  ∀t  tmin ∀X ,
P (Sorigin → S3|t = tb−) b, P (X → S3|t) <  ∀t  tmin ∀X .
And for model M3 = M3(cˆ(c)):
P (Sorigin → S−1|t = tb+) b, P (X → S−1|t) <  ∀t < tmin ∀X = S−1, P (S1 → S−1|t) <  ∀t ,
P (Sorigin → S−2|t = tb+) b, P (X → S−2|t) <  ∀t < tmin ∀X = S−2, P (S2 → S−2|t) <  ∀t ,
P (Sorigin → S3|t = tb+) b, P (X → S3|t) <  ∀t < tmin ∀X = S3, P (S−3 → S3|t) <  ∀t .
And
P (Sorigin → S1|t = tb−) b, P (X → S1|t) <  ∀t  tmin ∀X ,
P (Sorigin → S2|t = tb−) b, P (X → S2|t) <  ∀t  tmin ∀X ,
P (Sorigin → S−3|t = tb−) b, P (X → S−3|t) <  ∀t  tmin ∀X .
Fig. 4 illustrates the behavior of a stochastic process under model M3 exemplary.
All other properties of the probability functions can be freely chosen. Models M1, M2 and M3 are simpliﬁed and do not,
in their stated form, comply with the assumptions we made when observing that PMA ∈ NP. If we want to accommodate
approximated branch lengths that ﬁt polynomial storage, we need to further adjust these probability requirements. Instead
of requiring P (X → X |t = t¯)  b for some states X and Y and some time t¯ , we must require P (X → X |t = tˆ)  b for all
tˆ ∈ B(t¯), where B(t¯) is the ball around t¯ with a radius that is large enough to accommodate the approximated branch length
of t¯ . If this is obeyed, polynomial storage can be guaranteed.
The models are given by explicit probabilities of transitioning from one state to another, given some time t (and the
equilibrium state frequencies). In practice, a model is deﬁned by the so-called Q -matrix, which speciﬁes instantaneous
transition rates (qi, j) instead of transition probabilities. The instantaneous rates are translated into probabilities as well
[17,36]. For the sake of simplicity, we use explicit probability functions. We could however also construct three Q -matrices
whose corresponding probabilities satisfy the requirements of models M1, M2, and M3 respectively.
One way to construct the probability functions with the above properties, requires a total of 9 states. Let b and 
be given. For model M1 choose qSorigin,S0 = qSorigin,S−1 = qSorigin,S2 = qSorigin,S3 large enough and qS−1,Sint = qS2,Sint = qS3,Sint
small enough such that P (Sorigin → X |t = tb−)  b for X ∈ {S0, S−1, S2, S3}. At the same time qS−1,Sint must be large
enough such that P (Sorigin → S−1|t = tmin) <  . The transition rates qSint,S1 = qSint,S−2 = qSint,S−3 must be chosen such that
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left before time tb− is reached. States S1, S2 and S−3 change to Sint before time tmin with high probability. State Sint is left, with high probability, at some
time t with tmin < t < tb+ . Sorigin is called origin because all other states can be reached from it. Sint is an intermediate state separating S1 and S−1, S2
and S−2, and S3 and S−3, respectively.
P (Sorigin → S1|t = tmin) <  and P (Sorigin → S1|t = tb+)  b (see Fig. 4). For these reasons tb− , tmin and tb+ cannot be ar-
bitrarily chosen, but must be far enough apart from one another. All other rates qi, j can be set to 0 to make the above
construction feasible. Models M2 and M3 can be constructed analogously.
If we want to accommodate more than three models, each additional model must at least fulﬁll the requirements of
model M1, M2 or M3. Alternatively, we can use a more restrictive model where at least all those probabilities that are
smaller than  , for M1, M2 or M3 must also be smaller than  for the new model.
2.2.2. Proof of correctness
We now show that the instance c of 1-3-u-SAT is satisﬁable, iff we can ﬁnd a model assignment and corresponding
branch lengths for the corresponding PMA instance cˆ(c) as deﬁned above, that yields a likelihood above bˆ. The value bˆ =
bˆ(cˆ(c)) is deﬁned as bˆ := (b2·n · π0)m , where n is equal to the number of variables and m is the number of clauses in c.
Initially, we observe three properties.
Observation 3. If some site Si yields a likelihood of at most  for some  ∈ [0,1], then the overall likelihood for the entire alignment
must be less than or equal to  .
This holds since the likelihood function is multiplicative across sites and each site can only ever have a likelihood of at
most 1, but must be greater or equal to 0.
Observation 4. If we ﬁnd a site si such that the probability ˆ of reaching a tip from an ancestral node is suﬃciently small for at least
one tip (for given branch lengths) and for all possible states of the ancestral state, we observe that this site must yield a likelihood less
than ˆ · k · k2·n−2 , where k is the number of possible states.
This holds, since we need to sum over all k possible states at the root of the tree to obtain the likelihood and over all
k2·n−2 possible state conﬁgurations for the inner nodes. Each conﬁguration can contribute at most ˆ to the site likelihood.
By Observation 4 we get the following result. If we choose ˆ =  , with 0 <  < (b2·n ·π0)m
k·k2·n−2 , where k is the number of states
(b,π0 > 0), the likelihood at site si is strictly smaller than (b2·n · π0)m . By Observation 3, this means that PMA(cˆ(c)) returns
false for this case.
Now we consider the case, where there exists a model conﬁguration, where the probability of going from state Sorigin
at the respective ancestral nodes to the tip states in the time given by the branch length is always greater or equal to b
(0< b < 1/4 is chosen such that models M1, M2 and M3 are constructible).
Observation 5. Given the above assumptions, PMA(cˆ(c)) returns true.
Proof. We consider a contracted tree that is obtained by setting all branch lengths for branches that connect inner nodes,
to zero, and place the virtual root for likelihood computations on one of these inner (zero length) branches (see Fig. 5).
We observe that, the resulting likelihood must be greater or equal to (b2·n · π0). If we consider the term for observing
state Sorigin at the root, which is used to calculate the likelihood, we observe that the probability of going from Sorigin to
Sorigin in time t = 0 is 1 (P (Sorigin → Sorigin|t = 0) = 1) and P (Sorigin → X j|t j)  b for the states X j at all tip-nodes j, by
assumption. Hence, the above observation is true. The factor π0 is given, because the base frequency of state Sorigin , πSorigin ,
which forms part of the likelihood computation when assuming an observed state Sorigin at the root, is always greater or
equal to π0, by construction of the models. Since this is a feasible branch length and model assignment, the optimal branch
length and model assignment must yield a likelihood that is at least as large as (b2·n · π0). Thus, if all m sites yield at least
this likelihood, the likelihood of the tree for the entire alignment is greater or equal to (b2·n ·π0)m , that is, PMA(cˆ(c)) returns
true. 
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tree under model M3.
Fig. 6. Branch length conﬁguration translating to the following true/false assignment: x1 = False, x2 = True, x3 = True, x4 = False.
Fig. 7. For case (a) model M1 yields a ‘high’ likelihood. Models M2 and M3 yield a ‘diminishing’ probability. For case (b) and case (c) all of M1, M2 and M3
yield a ‘diminishing’ likelihood as only S1 or S−1 can be reached after time tb+ and tb− .
Now, we need to show that these two cases for PMA(cˆ(c)), as detailed in Observations 4 and 5, actually correspond to
c being satisﬁable and unsatisﬁable, respectively. For any given branch length assignment, let the corresponding true/false
assignment be given by:
a(li) = false iff the branch leading to species li is of length less than tmin.
And a(li) = true otherwise (see Fig. 6).
We show that the above branch length assignment for PMA allows for likelihood values greater/lower than the chosen
threshold at any site i, iff the corresponding clause in c of 1-3-u-SAT is satisﬁed/not satisﬁed under the true/false assignment
as obtained by the process we described above.
Theorem 6. The 1-3-u-SAT instance c is satisﬁable, iff there exists a model assignment m, from the models M1 = M1(cˆ(c)), M2 =
M2(cˆ(c)) and M3 = M3(cˆ(c)) for the partitions (sites) Si of cˆ(c) such that the likelihood calculated for some rooting of the tree with
optimal branch lengths b(m) is greater or equal to bˆ = bˆ(cˆ(c)). Here, cˆ(c) is the PMA instance corresponding to c.
In other words: 1-3-u-SAT(c) = true ⇔ PMA(cˆ(c)) = true.
Proof. Note that, if the branch lengths of two branches leading to a variable xi and its negation ¬xi are of the same length
class (i.e., if both are smaller than tmin, or if both are greater or equal to tmin), the likelihood of the tree is always smaller
than bˆ. This corresponds to a false assignment of the variables in 1-3-u-SAT, since the condition a(xi) = a(¬xi) is violated for
variable xi . Therefore, we will only consider the remaining cases, where the branch of xi is greater or equal to tmin and the
branch to ¬xi is smaller than tmin, and vice versa (see Fig. 7). If a variable does not appear in any clause, this contradiction
does not hold. However, in this case it does not matter whether the variable is assigned true or false in the original 1-3-SAT
problem either, such that we can discard these variables.
If any clause of c only contains literals that are set to false in the assignment obtained from the branch length solution
of PMA, the corresponding alignment site will yield a likelihood smaller than  . This holds, because the three literals are set
to false, iff the branches leading to these literals have a length smaller than tmin. However, the models were chosen such
that only two literals (i.e., their respective representation in the alignment (states S1, S2 and S3)), can be reached with
a probability greater or equal to b within at most tmin time. The third literal/tip-branch must contribute a probability of
less than  . As we have seen, this implies that PMA returns false. Analogously, if for a site i two branches leading to leafs
that represent literals in the corresponding clause, have branch lengths exceeding tmin, this means that PMA and 1-3-u-SAT
(under the corresponding true/false assignment) return false. Again, because of the way we have deﬁned the models, one
of the two tip-branches (leading to states S1, S2, or S3) with length greater than tmin must contribute a probability of less
than  . That is, the overall likelihood is smaller than bˆ. For an illustration see Fig. 8.
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probability under models M2 and M3. Similarly Clade 2 contributes a ‘high’ probability under model M2 but a diminishing probability under models M1
and M3. Thus the overall likelihood contribution is diminishing for any of the three models.
Now we consider the case where PMA (as well as 1-3-u-SAT) reports true. Let β(m) be the optimal branch length
conﬁguration for tree T under the model assignment m. Let us further assume that, for each site i, exactly one branch
leading to a tip with states S1, S2 or S3 at site i has a length greater or equal to tmin. This is equivalent to requiring
exactly one literal to be set to true per clause (i.e., the true/false assignment is true for our instance of 1-3-u-SAT), under
the corresponding true/false assignment.
Let us consider an alternate branch length assignment β(β(m)) with the following properties: Any branch leading to a
tip that has length t < tmin in β is assigned length t = tb− in β . Any branch with length t  tmin in β , leading to a tip,
is set to length t = tb+ in β . All other branch lengths are assumed to be optimized for β . Obviously, the likelihood of T
under β must be greater or equal to that of T under β . However, the resulting true/false assignment for c is identical in
both cases.
For each site (partition) i of the alignment, we can easily decide which model to assign. If the branch leading to the
species/literal that was assigned state S1 at position i is of length tb+ , select model M1. Analogously, select model M2 or
M3 if the branch leading to S2 or S3 has length tb+ . If we apply these rules, all branches leading to one of the three literals
of the clause corresponding to site i and their corresponding negations yield a probability greater or equal to b. All other
branches yield a probability of at least b, independently of the model selected. This means that the overall likelihood of
the tree is at least bˆ (see Observation 5). Since the likelihood of T under β can only be greater than or equal to that of T
under β , PMA reports true.
We have shown that, any branch length assignment for PMA translates into a true/false assignment of 1-3-u-SAT. This
true/false assignment is true for the instance c, iff the corresponding branch length assignment returns true under the
optimal model assignment. Hence, we have shown that, 1-3-u-SAT reduces to PMA. 
The proof presented above is constructed in such a way, that it is possible, not only, to verify that an instance c of
1-3-u-SAT is solvable, iff the corresponding instance cˆ(c) of PMA is solvable. In addition, we also present a means for
interpreting the solution of a truthful PMA instance as a truthful assignment of 1-3-u-SAT.
Corollary 7. PMA ∈ NP-complete.
Proof. The corollary follows from Theorem 6 and PMA ∈ NP, as shown in Observation 2. 
Corollary 8. The Protein Model Assignment problem (PMA) is NP-hard.
3. Computational results
In this paper we have shown that PMA* is NP-hard. This leads to the question of how hard this problem is to solve in
practice and how good polynomial time heuristics can approximate the optimal solution. These questions are the focus of
Hauser et al. in [18]. We now give a brief summary of the results obtained by Hauser et al., for more details, please refer to
this paper.
The analysis was done on two previously published multi-gene data-sets [27,37] using RAxML-Light version 1.0.5 [32].
A total of 150 runs were conducted, on randomly chosen subsets containing 3 partitions and 50 species each. With only
3 partitions PMA can still be solved exhaustively, and hence exactly, within an acceptable time frame. This exact solution
was compared to various heuristics, in terms of the actual model assignment and the resulting maximum likelihood tree
topology, when a maximum likelihood search was performed under the respective model assignments.
The so-called naïve heuristic simply optimizes the model assignment under unlinked branch lengths. In 57% of the cases
these model assignments were not identical to those found during the exhaustive search. Performing a maximum likelihood
search (with linked branch lengths) under this model assignment resulted in a different tree topology for 86% of the samples.
Among other heuristics, the steepest ascent heuristic yielded ‘good’ results. Nonetheless, this heuristic failed to ﬁnd the
best scoring assignment in 7% of the cases. The Robinson–Foulds distance [28] between the trees inferred under the optimal
and suboptimal (heuristic) model assignment amount to an average of 3%.
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We have shown that the Protein Model Assignment problem (PMA) is NP-hard. In other words, unless P = NP, no
polynomial time algorithm exists that solves this problem exactly.
To reduce the computational effort, one can either relax the constraints or apply heuristics to solve this problem without
the guarantee of obtaining the exact solution. One intuitive way to relax the problem is to assume unlinked branch lengths
instead of linked branch lengths. Our tests indicate that, this can often yield different trees compared to the optimal solution
though.
With respect to potential heuristic approaches, one can, for example, employ hill-climbing methods. These can however
converge to a local optimum and do not guarantee a globally optimal model assignment. Furthermore, we have shown
how to obtain a solution for an instance of 1-3-u-SAT (and by reduction, of 1-3-SAT) by solving an instance of the Protein
Assignment Problem (PMA). The proof presented in this paper does not make assumptions about time reversibility of the
substitution models. It is an open question whether the results hold if we restrict ourselves to time-reversible models.
Moreover, the proof makes use of 9 distinct states and requires a minimum of 3 models. For practical reasons, requiring 9
distinct states does not limit us in a meaningful way, since we can apply the result to protein model selection (20 states).
For data with a lower number of states, such as DNA (4 states) or binary (2 states) data, model selection is usually not done
by assigning precomputed empirical models, but by optimizing a rate matrix from the data at hand [34]. From a theoretical
point of view this question is still interesting to answer, however it is not obvious whether the results can be broadened, for
instance, whether PMA is NP-hard for DNA (4 states) or binary (2 states) data, or a minimum of 2 models. If the problem
is still NP-hard when we allow only 2 models, the proof must likely use a different NP-hard problem than the boolean
satisﬁability problem for the reduction, as 2SAT is known to be polynomially time solvable [2].
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