Kriging can be used as an interpolation technique to estimate the value of a parameter at unsampled locations. The interpolation depends on the existence of spatial dependency in the space where the parameter has been sampled. This space can be of any finite dimensional size, but is typically restricted to the 3D spatial (XYZ) or 4D spatio-temporal (XYZ-time) space. Here we will use kriging to interpolate between observed continuous data values in multivariate attribute space. We will show how we make use of this approach to perform kriging interpolation in a model parameter space spanned by seismic attributes. To the extent that the seismic attributes reflects the underground geology the interpolation will be based on similarity of geology rather than distance in spatial space. In an example from a chalk section of the South Arne Field in the North Sea, we use the method to estimate the distribution of porosity, using seismic attributes as guide. The results are very encouraging as the estimated maps follows known geological features very well. The porosity estimate is supported by subsequent drilling.
INTRODUCTION
A typical interpolation problem is to determine the value of some property at unsampled locations, given measurements of the same property at known locations. Such measured data are hereafter referred to as primary data.
Kriging estimation
Kriging estimation is an interpolation algorithm often used in earth science, that makes use of a model of spatial dependence between spatially distributed data. The spatial dependency between two locations in space is described by a covariance function. The shape of the covariance function can for instance be found by analyzing the observed covariance of measured pairs of data. Once a covariance model has been inferred from available data, kriging can be applied to interpolate between observations. One feature of kriging based interpolation, as opposed to many other interpolation techniques, is that the uncertainty of the estimated value is estimated. In fact, the local uncertainty of the value being estimated at an unsampled location, conditional to data obtained at the sampled locations, is given by a Gaussian probability distribution with mean and variance as obtained by solving the kriging system.
The kriging formalism is almost exclusively used to perform kriging in the spatial XYZ and spatio-temporal XYZ-time domains. An inherent feature of kriging based interpolation is that two locations separated by little distance are more correlated than two locations separated by a large distance. In many cases this may be exactly the criteria that one would use to perform interpolation. However, consider a geological scenario where a fault separates two data locations. In such a case one would expect large differences in the measured values, even though the two data are located with very little separation distance.
Secondary information
Sometimes additional secondary data (data related to the primary data) are available, that give qualitative information about the underground geology, as for example the existence of faults. Geostatistical literature make a distinction between exhaustive and non-exhaustive secondary information. Exhaustive secondary information means that the secondary information is available at all unsampled locations where one wants to estimate a data value. It is the use of exhaustive secondary information that we will deal with here. Non-exhaustive secondary information can be dealt with using co-kriging, see for example Goovaerts (1997) .
The most widely used geostatistical techniques used for interpolation in case of exhaustive secondary data information, is kriging with a locally varying mean (KLVM) and kriging with an external drift (KED). In KLVM one typically estimate a trend model from the secondary data. Then kriging interpolation is performed on the residual data values. The trend model is then added to the kriged mean values.
In KED the estimation of the trend of the secondary data is part of the kriging system to be solved. The solution of the kriging system gives both the kriging mean and variance as well as the trend components (for example the polynomial coefficients of the trend).
Kriging in multivariate attribute space In this paper we will propose an alternate way to deal with kriging based interpolation in case of exhaustive secondary information. We will use N secondary attributes to span a N-dimensional model parameter space, hereafter referred to as R N . It will be the distance between data locations in this R N attribute space that will govern the kriging estimation. Thus we make no use of the co-kriging approach, and we therefore do not need consider cross covariance models.
It is trivial to use the conventional kriging formulation to deal with such a data set, since as long as one can calculate the distance between the two locations one can setup up and solve a kriging system. The incentive to pursue kriging in multivariate attribute space, is related to the example of the existence of a fault described above. If for example some exhaustive secondary information is available in form of geological maps, or geophysical measurement of the underground geology, which we refer to as attributes, then we can say that the attributes are linked to geology. A small separation distance between two locations in attribute space suggest that the attribute values are quite similar, and that the sampled geology is similar. Thus, if the attributes space actually sample underground geology, then kriging applied in such a model parameter space will use geological similarity rather than spatial distance as a measure of covariance between data values at two locations.
If two data locations are located on opposite sides of a fault, but very close in terms of spatial distance, and some exhaustive secondary data is sensitive to the fault, then the 'geological distance', i.e. the distance in attribute space, may be large, such that the data values are considered uncorrelated.
On the other hand, consider two data locations in two geologically similar formations, separated by another, very different formation, then the distance in spatial space may be very large, suggesting no correlation, whereas the distance in attribute space may be very small, suggesting high correlation.
Exhaustive secondary data in hydrocarbon development projects
In seismic oil exploration it is typical to have a combination of direct samples of some primary data (as for example porosity) from well logs, as well as dense 3D seismic data coverage. Seismic attributes, obtained from the seismic data, are linked, through the wave equation, to the elastic properties of the underground. Therefore we say that seismic attributes sample the geology of the underground.
We will show an example where we use the proposed method to interpolate porosity log measurement using seismic attributes and structural information obtained from a 3D seismic data set.
In short we aim to perform kriging based interpolation based on geological similarity rather than spatial distance.
THEORY OF MULTIVARIATE KRIGING
Consider N measurements of a primary parameter, z. Each primary data, z(u i ), is associated to a point in a M-dimensional attribute space, defined by the vectors u i in the attribute space: a 12 , a 13 , a 14 , . . . , a 1M ] . . .
If the data z = z(u 1 ), ..., z(u N ) are considered the outcome of a random function, Z, then kriging can be used to estimate the mean and variance of the posterior local probability distribution of the outcome of the random function at unsampled locations.
Typically trends can be identified that link the primary and secondary data, and therefore we consider the primary data observations as the sum of a trend, m(u), and a random residual field, R(u), such that
In this case estimates at unsampled locations can be found using the kriging with a trend (KT) kriging system. While we will not go into details, we do refer the reader to Goovaerts (1997) for more details.
We will though show the matrix system involved in solving a kriging system, to discuss the input and choices one have to consider using KT.
In the following we will consider the linear system of equations needed to solve a KT kriging system. The following matrix equation is known as the kriging system (Goovaerts, 1997) :
where
K consist of the data to data covariance values C d2d (h), i.e. the covariance between location of all pairs of observed data separated by distance h, k consists of the data to unknown covariance values C d2u (h), i.e. the covariance between the location to be kriged and the location of the observed data, and a definition of the trend components, f k , at the location to be kriged.
λ is a vector of kriging weights, each associated to an observed data, that can be found using
that can be used to estimate the local Gaussian probability density describing the outcome of the random function at the unsampled location as :
Note that in this classical definition of kriging there is no restrictions on the dimension of the space where u has been measured. In practical implementations however this space is almost always restricted to the 3D spatial space (see for example Deutsch and Journel (1997) and Pebesma and Wesseling (1998) ).
As can be seen from the equations, in order to solve the kriging system one must a) choose a model for trend, f k , and b) compute the covariance, C(h), using some chosen covariance model from the computed separation distance, h, between pairs of data locations.
Inference of multivariate covariance model
Our interest is not in the end to find a covariance model but to use the kriging formalism to estimate a map of the primary parameter along with the uncertainty at unsampled locations. Thus we will not infer a covariance model from an experimental covariance model obtained from the observed data, and then subsequently use that covariance model for kriging estimation.
Instead we will use cross validation to find the covariance model that produces the maximum likelihood of estimating the true value at unsampled locations.
Cross validation is a method used to check the validity of a proposed covariance model. We will make use of 'leave-one-out' cross validation. Given a chosen covariance model, each known data is, in turn, left out of the kriging system (referred to as a blind data). The kriging mean and variance at the location of the blind data is then computed using the chosen covariance model. This is done for all known data. This results in series of true values, d obs ,versus estimated mean and variance, (µ KT , σ 2 KT ).
As the kriging mean and variance actually describe the mean and variance of a Gaussian probability density function, the likelihood of the chosen covariance model, with respect to the 'leave one out' estimations can be calculated as (see Tarantola 2005 )
where C D is a square matrix with the diagonal being the estimated kriging variance, σ 2 KT . Off diagonal elements are set to zero. We refer to this cross validation measure as the maximum likelihood measure.
We use global optimization in form of simulated annealing to find the covariance model that provides the maximum likelihood as given bye Eqn. 5.
Inference of the trend
By cross plotting the primary and attribute data one can manually investigate which trend model to use for each direction (attribute). The trend model, f k (u α ), can handle different polynomial trends for each direction. Alternatively the trend model can be chosen using global optimizations within the framework given above. Figure 1 show seven attributes available in a dense grid in an area around the South Arne Field in the North Sea. Three attributes are the spatial coordinates (X, Y and Z) and four attributes have been extracted from a 3D seismic data cube, namely the two way travel time maps to Base Tor and Top Tor, the dip along Top Tor and the acoustic impedance (AI) as measured on Top Tor.
EXAMPLE : POROSITY INTERPOLATION IN SEISMIC ATTRIBUTE SPACE

Available data
Using up-scaled porosity logs from approximately 25 bore holes, of which 17 are horizontal, a total number of 213 porosity measurements is available along the Top Tor horizon. The location of each porosity measurement is plotted with black dots in Figure 1 . For the optimization only 42 randomly chosen porosity measurements is used. The rest of the available data are retained for comparison and evaluation of the method. Thus 171 porosity measurements are not used as part of the optimization to find an optimal covariance model and we refer to these as blind data. To interpolate porosity both multivariate linear regression and kriging in seismic attribute space with a linear trend model is considered. Linear regression is performed in the space spanned by the chosen set of seismic attributes.
The mean prediction error is the average estimation error blind data locations, PE = ∑ N i=1 |z blind i − z µ i |, and is used as a measure of the performance of the considered interpolation algorithm. Table 1 summarizes the prediction error as found using either of these methods, for different choices of attribute space.
Using the linear trend between Ai and porosity Chalk field porosity is often modeled using acoustic impedance as secondary parameter. We use linear regression to estimate the linear trend between porosity and acoustic impedance, from the 42 used data. This linear trend is often used as a first order approximation of the porosity distribution. Using the trend found by linear regression leads to a prediction error of 3.4 porosity units (PU), as seen in Table 1 , and the map of porosity estimates in Figure 2 In a similar manner we perform multivariate linear regression in a 2D seismic attribute space, where one of the attributes is acoustic impedance. As seen in Table 1 Even using all 7 attributes to perform linear regression in a 7 dimensional attribute space does not reduce the prediction error to less than 3.3 PU. Thus there seems to be only little incentive to apply linear regression beyond the 1D linear regression in acoustic impedance space.
Using kriging in seismic attribute space The prediction error using kriging in attribute space, for the same sets of attribute spaces considered above, is also given in Table 1 . As compared to the linear regression approach the use of kriging with a linear trend model result in a decrease in prediction error for all considered attribute spaces.
Recall that the prediction error is calculated from the blind data, and therefore we find that the use of kriging in seismic attribute space provides consistently better results than using linear regression.
We also find that expanding the seismic attribute space lead to a decrease (however small it may be) in prediction error. All prediction errors observed using 2D attribute spaces perform better (PE=2.6-3.1 PU) than using the 1D AI attribute space, (PE=3.2 PU). Figure 3 show the estimated porosity distribution using all attributes except the AI attribute. The mean prediction error for this case is 2.5 PU, which is smaller than for any sets of 2D attribute spaces using the AI attribute.
Interpolation based on kriging with a trend in a 7 dimensional attribute space gives the overall best performance, with a prediction error of 2.4 PU. Figure 4 show the result of performing kriging in an attribute spanned by all these seven available attributes.
Even though the algorithm seems to show stable performance with increasing dimension, the optimization problem of finding the optimal covariance model becomes increasingly complex. Therefore we suggest to only include seismic attributes that have some geological relevance to the property being considered for interpolation.
CONCLUSION
We have suggested how use kriging in multivariate attribute space and applied it to estimate the porosity along Top Tor in the South Arne Field in the North Sea. The proposed methodology is in fact but an implementation of the classical kriging system, but considers measurements made in a high dimensional space, and not restricted to the conventional 3D XYZ space, as is the case for most any available kriging algorithm. Robust cross validation is used to infer the multidimensional covariance model.
Compared to multivariate linear regression the performance of the proposed algorithm is consistently better, regardless of the chosen attributes. Extending the list of used attributes does not decrease the performance of the method, and it is therefore quite robust. Figure 4: Porosity estimate in porosity units using kriging interpolation in 7D space (spanned by all 7 attributes).
