The aggregate server method is an approximate, iterative technique for analyzing the delays that programs encounter while waiting to enter critical sections, non-reentrant subroutines, and similar software structures that cause processing to become serialized. The method employs a conventional product form queuing network comprised of servers that represent actual I/O devices and processors, plus additional aggregate servers that represent serialized processing activity. The parameters of the product form network are adjusted iteratively to account for contention among serialized and nonserialized customers at each physical device.
INTRODUCTION
Queuing network models of computer performance have existed for more than a decade. The earliest models were developed to calculate the delays that programs encounter when they attempt to execute a CPU instruction or perform an I/O This work was supported in part by the National Science Foundation under grant MCS78-01729. transfer on a device that is already busy serving some other program. If these device contention delays are computed correctly, satisfactory models of overall system performance can often be obtained.
In cases where results are unsatisfactory, there 'is frequently some other source of delay that has not been included in the basic model. These other delays, which are not the direct result of simple device contention, must be analyzed with special techniques. One example that has already been treated in the literature is the delay preceding program initiation that occurs when a program waits for the allocation of main memory [5] or the allocation of access rights to granules in a database [18] . A second example is the delay that arises during an I/O transfer because of contention for internal I/0 subsystem components such as channels, controllers, and heads of string [4, 16] .
This paper provides an analysis of a third category of delays not represented in conventional queuing network models. This is the serialization delay that arises because of contention for critical sections, non-reentrant subroutines, and other software control structures that cause processing to become serialized. The most common sources of serialization delays are routines that perform resource allocation, modify internal data structures, or update external files and databases. Note that programs experience serialization delays after they have been allocated their required resources and have begun active processing. Also, programs pass in and out of serialized phases during their execution. These two factors distinguish serialization delays from delays for passive resources such as main memory, tape drives, or the database granules discussed by Potier and Leblanc [18] .
Serialization delays can sometimes be neglected without significantly affecting the accuracy of a model. This is because the removal of serialization delays will generally cause an increase in the queuing delays at the servers that are accessed within the serialized phases; in effect, part of the queue for entry into a serialized phase is shifted to the original servers, and thus the net impact of ignoring serialization delays may be small. In fact, if the serialized processing consists only of a single processing burst at a single server with FCFS scheduling, neglecting the serialization delays will not introduce any error at all. For example, if a serialized phase requires only a single burst of CPU processing in a uniprocessor system with FCFS scheduling, no extra delay will occur for that phase as a result of serialization. However, there are many cases where serialization delays are significant and must be included explicitly in the model to yield satisfactory results.
The literature on serialization delays is limited. Smith and Browne [20] have proposed an approach for treating this problem, but this approach has not been subjected to systematic validation. There was, however, a limited validation based on measurements of a real system. Unfortunately, the measurements were taken during an interval when the serialization delays contributed only a small fraction to the overall response time. Thus, even though excellent response time validation was obtained, it is not possible to make conclusive statements about the validity of Smith and Browne's serialization delay model from the data presented.
Kumar and Gonsalves [17] present another method for modeling software structures in distributed systems and discuss an example of modeling critical sections. They consider software modules to be servers in the queuing network. 1 18 S.C. Agrawal and J. P. Buzen Physical resources circulate in the network as customers. When a customer (a device) visits a server (a software module), a part of the software module is executed. While their method is intended to be suitable for problems such as evaluating delays due to software locking, it does not seem to model different kinds of resources adequately (e.g., CPU and I/O devices). For example, in many real systems, a customer (job) can be queued either at a CPU or at an I/O device at any given time, but not at both simultaneously; the methodology of Kumar and Gonsalves does not appear to allow this constraint to be represented.
Hofmann and Schmutz [15] develop a model of multiprocessor systems with one serialized phase, access to which is controlled by a "suspend lock." This serialized phase consists of a single burst of CPU processing, optionally followed by a single page fault. The only servers explicitly represented in this model are the CPU's and the paging device's. The authors indicate that it appears difficult, if not infeasible, to extend their technique to more general forms of serialized processing involving models of complete systems.
Agre and Tripathi [2] present another method for modeling serialization delays based on Agre's Ph.D. dissertation [1] . In their approach, the servers in a queuing network model are used to represent software modules which may be either reentrant or non-reentrant (i.e., serialized). The processing rates at these "software" servers are adjusted to account for contention in the underlying physical devices. This approach appears promising, but it is currently limited to the case where all processing that occurs in an individual software module must take place on a single physical device. Also, the solution costs are significantly higher than in conventional product form networks.
Another approach to analyzing serialization delays is the aggregate server method originally developed by J. Buzen, A. Shum, and others at BGS Systems for use with the BEST/1 modeling package [3, 8] . In this paper, we present a detailed discussion of the rationale and conceptual basis for the aggregate server technique. We then present a new algorithm for constructing and evaluating aggregate server models and a systematic examination of this algorithm's accuracy for single-class networks with load-independent servers. The validations are based on comparisons with exact numerical solutions of detailed models that explicitly incorporate serialization delays.
TERMINOLOGY
Consider a critical section controlled by counting semaphore S [14] . A process wishing to enter this critical section performs a wait (S) operation. If the count of the semaphore is 0 (or negative), the process waits until the semaphore is signaled and it is readied. After the wait, the process is the only one executing in the critical section. When the processing inside the critical section is completed, the process exits the critical section by signaling the semaphore S, thereby awakening a waiting process, if there is any.
The term serialized phase is used to denote single-threaded processing, for example, the critical section processing discussed above. That is, at most one customer may be actively executing in a serialized phase at any given time. When a customer (a process) is executing in a serialized phase, it is called a serialized customer. The phase of processing in which different customers are not serialized is called a nonserialized phase. Accordingly, a customer executing in the nonserialized phase is called a nonserialized customer.
OVERVIEW OF THE AGGREGATE SERVER METHOD
The basic idea behind the aggregate server method is quite simple, and generalizes directly from consideration of the restricted case where there is a single customer class and a single critical section (one serialized phase). Consider such a network containing N customers and K servers. Let Di be the total service time per job at server i. In the notation of Denning and Buzen [13] , Di is equal to ViSi, that is, the product of Vi, the number of visits per job to device i, and Si, the service time per visit for device i.
Note that each Di can be regarded as consisting of two components: D0i, which is the total service time per job at server i that occurs outside the critical section, and Dli, which is the total service time per job at server i that occurs inside the critical section. The aggregate server technique is based on the idea of adding an additional (aggregate) server to the network to represent the serialized processing in the critical section, and then regarding the expanded K + 1 server network as having a conventional product form solution.
Let Y~ for i = 1, 2 ..... K ÷ 1 represent the total service time per job at server i in the expanded K + 1 server network. The key step in the aggregate server method is determining appropriate values for the Y,'s as a function of Dji's and the number of customers N.
For i = 1, 2, ..., K, Yi is the service time per job at server i excluding the critical section processing. Thus, as an approximation, Y~ can be set equal to D0i.
YK+~ is the service time per job at the aggregate server and represents the total time spent by a job in the critical section. YK+I can be approximated by the sum DH + D~2 +... + D1g since the processing in the critical section is serialized.
Thus, in its simplest form, the aggregate server representation of the original problem is a product form network with K + 1 servers where the service times per job, }71, Y2 ..... YK+~, have the above values. The queuing delay at the aggregate server represents the queuing delay for the critical section, and the overall throughput of the network represents the overall throughput of the original model.
In practice, the simple aggregate server model described above is too crude to yield satisfactory results. There are two main sources of error: (B) The service time per job at the aggregate server representing the critical section is represented as YK+1 = Dn + DI2 +.. • + D1K. Once again, this ignores the fact that processing outside the critical section can place an additional load on the servers that perform critical section processing, thus increasing the effective service time at server i while in the critical section to Yu = D~i/H~i. To represent this effect, assume the service time per job at the aggregate server is
and 0 < Hli -< 1, i = The six steps above are a variation of the original aggregate server method developed at BGS Systems by J. Buzen, A. Shum, and others. This paper presents a new algorithm for implementing steps 3, 4, and 6, without using the special facilities available in BEST/1 [3, 8] .
In our method, we make inferences about the performance of the original (nonproduct form) K server network by analyzing the expanded (product form) K + 1 server network. Using initial values of the H~'s, we construct and solve the expanded network. The solution, together with the Hzi'S, allows us to make inferences about the queue length distribution of each of the K physical devices in the non-product form network. These distributions then provide information about the amount of contention that occurs among customers of different phases. Using this information, we compute new estimates of the Hjs. We iterate until the new Hzi's are sufficiently close to the previous Hzi's.
DEVELOPMENT OF THE AGGREGATE SERVER METHOD
In this section, we will discuss development of the aggregate server method in an informal and intuitive way. A more formal and rigorous development of the The Aggregate Server Method for Analyzing Serialization Delays
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Step 0: Initialize.
Initial service time requirements:
Dz~, z=0,1,...,Z;i=l, 2,...,K.
Initial service time adjustment factors:
Hz~=l.0, z=0,1,...,Z;i=l, 2,...,K.
Step 1: Compute stretched out service times:
Step 2:
Step 3:
Step 4:
Step 5:
Dzi
For nonserialized servers:
For serialized servers:
Solve the following queueing network under product form assumption:
Compute new service time adjustment factors, H~[" from old H~i and quantities derived in step 2.
If there is significant change in Hjs, return to step 1, replacing old H,~'s with new Hz~'s. Otherwise, proceed to step 5. aggregate server method in the framework of metamodeling can be found in Buzen and Agrawal [9] .
The previous section discussed the aggregate server technique for a single serialized phase. Generalization to Z serialized phases is straightforward: simply add Z aggregate servers to the network, one for each serialization phase. Figure  1 specifies the algorithm. Our notation is summarized in Table I . ...,g.
Number of customers at device i while visiting phase z (n0i is the number of nonserialized customers receiving service at device i, and if z > 0, nzl E {0, 1}). Number of customers inside serialized phase z, z _> 1, that is, rnz = ~/k=, nzi, mz ~ {0, 1}. Number of customers waiting for entry into serialized phase z, z _> 1.
Number of customers at serialized phase z, nz = rz ÷ mz. Total service time requirement (demand) at server i while in phase z. Service time adjustment factor for a phase z customer at device i. Stretched out service time requirement at server i for phase z, that is, service time modified to reflect the effect of contention due to customers in other phases, Y~i = DzdHzi. Service time requirement at server i in the aggregate server network:
If z --1, fraction of time spent at device i while in phase z. Defined as 1 if z=0.
[ The next step is to develop a procedure for computing "correct" values of the service time adjustment factors, the Hzi's. We will first show how one can obtain service time adjustment factors, given the exact solution of the network. Then, we will show how to approximate these service time adjustment factors using a solution of the queuing network solved under product form assumptions (steps 2 and 3 in Figure 1 ). 
Computation of Hz/S from an Exact Solution
Consider server i which is visited during serialized and nonserialized phases of processing. This leads to contention among customers in different phases of processing for service at the server. Let nz/(i = 1, 2 ..... K and z = 0, 1 ..... Z) be the number of customers at device i that are in phase z. In this notation, Phase 0 is the nonserialized processing phase. K is the number of devices and Z is the number of serialized phases. At any given instant only one customer may be actively receiving service in a serialized phase. Other customers wishing to enter that serialized phase are blocked and await their turn. Thus, the number of customers in a serialized phase z is 0 or 1. Therefore, if nzi represents the number of serialized phase z customers at server i, nzi is either 0 or 1 for z --1, 2,..., Z, and i = 1 ..... K. Also if there are k, 0 __ k _< Z, serialized customers at server i, at any given time, there cannot be more than N -k nonserialized customers at this server since N is the number of customers in the network.
Assuming processor sharing at the server, at any instant all customers present receive service at an equal rate. Thus, if there are c (c = noi) nonserialized customers and k (k = ~=1 nqi) serialized customers present at server i, each customer will receive service at a rate equal to 1/(c + k) times the nominal rate of the server. This implies that c/(c + k) is the fraction of the server's capacity that is provided to the c nonserialized customers. It also means that 1/(c + k) is the fraction of the server's capacity that is provided to each of the k serialized customers.
Contention can thus be modeled by allocating the appropriate fraction of a server's capacity to customers in a given phase. The reciprocal of this fraction is the instantaneous value of the service time elongation factor. The fraction itself is the instantaneous value of the service time adjustment factor, Hzi. We can obtain the effective value of each Hzi by averaging over those periods of time when a phase z cutomer is present at server i.
Thus, for phase 0 (the nonserialized processing phase), the effective service time adjustment factor at server i is
For serialized phase z, (z _ 1) at server i, the effective service time adjustment factor is
Note that the above expressions have been written in terms of the exact probabilities, without approximations. We expand these expressions further in Appendix A.
Approximating the Hzi'S
We will now outline our method of computing approximations to Hzi's from the solution of the product form model, solved during the iteration in Figure 1 .
First reduce the service time adjustment factors, Hzi (eqs. (3) and (4)) to a more amenable form, as shown in eqs. (A-9) and (A-10) (Appendix A). It then becomes necessary to evaluate expressions of the form p(noi >-c Aqe~,~nqi = 1), where rlk = (tl, t2 ..... tk}, which represents the probability that among the customers present at server i, at least c are nonserialized, and the other k customers are in serialized phases tl, t2,..., tk. (Note that tl, t2,... ,tk, (tz # O) are k unique serialized phase indices). We give an approximation for this probability term below.
First consider p(nzi = 1), the probability that a customer in the zth serialized y g phase is at server i. Assuming that F~i = zi/~ iffil Y~i is the fraction of time spent in serialized phase z at server i, we have, usingp(a,
We note here that if we know the correct values of Fzi, no approximation is introduced above.
Returning to the expressionp(noi >_ c Aqe,,,nqi = 1), TZm = (tt, tt+l ..... tin), we have,
In the step marked with an asterisk, the following homogeneity assumption
qET2k qE72k
has been used. This assumption is roughly equivalent to saying that when there is a customer in some serialized phase, the long term behavior of customers in other phases is independent of this serialized customer's whereabouts. Equation The aggregate server approximation presented in this paper was tested by comparing it with exact numerical solutions obtained by a program that solved the "global balance steady-state equations" using the power method described in Stewart [21] . The assumptions of the global balance model are: the network consists of load-independent servers with processor sharing scheduling disciplines and serialized phases; the next customer to enter a serialized phase is selected at random from the customers waiting for serialized processing in that phase. Though random selection does not occur in real systems, it was regarded as an acceptable approximation to FCFS for the purposes of this investigation. These restrictions were imposed solely to simplify computation of exact solutions. Our investigation focused on determination of the accuracy of the technique and the factors affecting it. Therefore, the network parameters were varied systematically over a range for determining the factors affecting the error significantly. We also studied a hypothetical "representative system" whose parameters were chosen to represent values commonly found in real systems in order to get a feel for the kind of errors likely to occur in solutions of real system models. We did not have access to real system data and therefore cannot compare our results with actual measurements.
We first present the results of the systematic study to establish a framework in which the representative case may be considered. We also defer the discussion of the primary sources of error until after we present the specific representative case.
Systematic Studies--Major Parameters Affecting Accuracy
Preliminary investigations revealed that the errors in the system throughput and response time depend on the customer population, the overall distribution of load among various devices, and the distribution of load within each phase. Studying the effect of customer population on the accuracy of the method is straightforward; however, studying the relationship between the distribution of load and the error is involved because the specification of the degree of uniformity of demand placed on different devices during various phases is nontrivial and depends on the structure of the network. In order to investigate the effect of the balance or uniformity of load distribution on relative error, we varied the load in a systematic way such that the balance was changed along one of the following dimensions or measures of imbalance:
1. The ratio of total serialized activity (~Z=l ~K=1 Dzi) to total activity (2Z=0 2K=l D,~ = 2K~1D~); 2. The ratio of activities in different phases (i.e., ratio ~g=l D K yi/Y~i-i D~i for various phases y and z), or equivalently, the ratio of activity in a particular serialized phase to total serialized activity; 3. The ratio of load on different devices in each phase; and 4. The ratio of load for each phase on each device.
The measure 1 is a gross measure of the imbalance, and is the crudest of the four measures. Measure 2 is finer, but still crude. Measure 3 indicates the uniformity of the load distribution within a phase. Measure 4 indicates the relative utilization of a device in different phases.
This approach has enabled us to study the effects of some relevant parameters on the error in a systematic way. As will be clear, a full parameter analysis is rather involved and expensive. Our analysis was carried out in a slightly compressed space of parameter values. An attempt was made to explore important dimensions of this space using a relatively small set of points.
Systematic Studies--Experiments
Below we discuss the results of our experiments with a network consisting of two servers and two serialized phases (two critical sections). Total service time requirement in serialized phase 1 (CS1) equals ~=1 Dli. The total serialized service requirement CS is CS1 + CS2, that is, CS = ~2z=, ~=~ Dzi. The total service time requirement per customer is the sum of its serialized and nonserialized service requirements at each device, and equals ~=~ Di. Thus, the ratio CS/Total is the ratio of the total serialized service time requirement per customer to the total service requirement (measure 1), and the ratio CS1/CS is the ratio of the total service requirement for serialized phase CS1 to the total amount of serialized processing per customer (measure 2).
In the discussion below, by error we mean relative error in throughput, which is % ERROR (approximate throughput -exact throughput) = x i00. exact throughput Figure 2 shows the relative error in throughput as a function of change in population. The error levels off as customer population increases. The error for the unbalanced specific representative system (to be examined in Section 5.3) levels off much earlier than the errors for balanced systems. In fact, it decreases slightly for the specific example considered. We attribute this to the imbalance in the network. An unbalanced system reaches saturation earlier than an equivalent balanced system due to the presence of specific bottlenecks which limit the throughput. Figure 3 displays the relative error for the balanced system examples as a function of the ratio CS/Total. The error peaks when CS/Total = 0.5, that is, when the total serialized service time requirement approximately equals the total nonserialized service requirement. This demonstrates that the aggregate server method is more accurate for unbalanced systems. In practice, real systems are rarely balanced, so observed errors should be well below the peaks. Figure 4 shows what happens to the relative error as the distribution of load among various serialized phases is changed for the balanced systems under consideration. The error again peaks when load is distributed equally between the two serialized phases--a balance condition. However, the error is much less sensitive to the distribution of activity among serialized phases compared to the distribution between the serialized and the nonserialized activity.
In Figure 5 , we study the effect of changing only the servers' relative speed (speed of server 1 divided by speed of server 2). This keeps everything else, except the relative utilizations of the two servers, unchanged. In particular, the network with CS/Total = 0.5, CS1/CS = 0.5, and with a speed ratio of 1 (both servers are is, when the phase 2 processing requirement at server 2 is more than two times the requirement at server 1, the error in the approximation drops very rapidly. In all the examples above, the network was kept as balanced as possible along all dimensions except the one being examined. For example, in the networks studied in Figures 2, 3, and 4 , both servers were equally loaded in each phase. For the networks studied in Figure 5 , the ratio of load on the two servers was the same for all phases. And, except for phase 2 in the experiment considered in Figure 6 , the two servers were equally loaded in other phases. As we have seen above, this balanced load distribution leads to maximum error, and therefore we have examined worst-case networks of 2 servers with 2 critical sections. The errors in the real system will probably be much lower. To summarize, the error appears to be most sensitive to:
1. The ratio of total serialized processing to nonserialized processing (measure 1); 2. The uniformity of distribution of load on different devices (measure 3); and 3. The uniformity of distribution of load, within a phase, on different devices (measure 4).
The effect of the uniformity of distribution of load within a phase on different devices does not become very significant unless the processing requirement is really unbalanced. Nonuniform distribution of activity among serialized phases (measure 2) also leads to lower errors; however, its effect is not as large as that of the nonuniformity of load distribution along other dimensions. Thus, we conclude that nonuniformity of load distribution leads to increased accuracy of the aggregate server method--a happy situation. One factor that was not investigated in these systematic studies is the impact of varying number of servers in the network. In practice, serialized activity is usually highly localized, even in large networks, so the number of servers involved in an individual serialized phase is likely to be small. This increases the imbalance between serialized and nonserialized processing. As the representative example in the following section shows, such imbalances generally lead to small errors. 
A Specific Representative Case
This section presents a specific example that is intended to be representative of the load distribution found in real systems. It consists of one CPU, three disks, and two critical sections (serialized phases). The network is depicted in Figure 7 , which also gives server speeds, routing probabilities, and visit counts. The service time requirements at each device in each phase and the total service time requirements at each device are shown in Table II . These numbers were chosen so that the proportions of the total service time represented by noncritical section processing, by critical section CS1, and by critical section CS2, are approximately Note: NCS = nonserialized phase, CS1 = serialized phase 1, and CS2 = serialized phase 2. Note: ASM = aggregate server method, and GBS = global balance solution. * Maximum change between successive Hzi <--10 -~. t From the steady state global balance solution. New estimate of//~i's is average of old value and the one obtained from using eqs. 3 and 4. This averaging was done to speed up the convergence by taking advantage of its oscillatory nature. § This case was run on a VAX-11/780. Other cases were run on a DEC 20. Different precision of the machines explains the slight deviation from the trend in the error. Table IV gives the device and critical section utilizations and relative error in throughput as population is varied from 1 through 8. The error is zero for population 1. This was expected, of course, because the method is exact for product form networks, and the existence of critical sections does not cause violation of product form conditions when there is only one customer present.
We see that the error in throughput first rises with an increasing population, then decreases slightly after peaking. A more detailed investigation showed that the errors in the individual server's stretched out service times were negative, and were about 1.5-2.0 times greater than the error in throughput. These lower stretched out service time requirements result in higher throughput, but the error in overall throughput is much less than the error in individual stretched out service times. This is due to a "negative feedback effect": increased throughput results in more contention and therefore greater delays, and hence reduces throughput. We also used the stretched out service times obtained from global balance steady-state solution to construct a product form aggregate server model, and we solved it using conventional techniques (i.e., we took the service time adjustment factors obtained from the global balance solution to be the "correct" ones and we did not iterate). This model's throughput with four customers in the network was 7.1 percent less than the correct throughput. (Recall that the aggregate server method yielded 6.0 percent higher throughput.) As an aside, with these initial adjustment factors, the iteration converges to the same adjustment factors that were obtained with an initial guess of 1.0. To demonstrate that proper modeling of serialized phases is essential when serialization delays are significant, and that the aggregate server method provides a good approximation, we once again consider the representative case considered above. This time we model this situation using two other techniques: (a) NOCS: serialized phases are not represented explicitly, that is, the service requirement at a device is the sum of serialized and nonserialized service requirement at that device; and (b) HI: the crude model developed in Section 2 is used, that is, the service time adjustment factor H is uniformly considered to be 1.0. The results are shown in Table V . This data shows that H1 is a rather crude model (in fact, it is worse than ignoring the serialized phases completely). The aggregate server method performs significantly better than the other two methods.
Load-Dependent Aggregate Servers
To understand the source of error further, it is necessary to look more closely at the process of approximating the effect of contention. So far, for each phase of processing, and each server, we average the effect of contention over the whole period during which there is a customer of that phase present at the server. However, as the number of customers present at the server increases, the contention among them increases, affecting the fraction of server capacity used by customers of individual phases. Thus, from the point of the view of an individual customer, the server behaves in a load-dependent fashion. The instantaneous load-dependent relative rate of the server i, as perceived by phase z n z customers, is equal to ~i/~l=o nli. Since this representation carries more information, we expect this method to yield a better approximation. To examine this hypothesis using the "exact" steady-state solution, we computed the effective relative rate of the servers as shown below (eqs. (7) and (8)}. The average relative rate of server i when there are n nonserialized customers at device i is
Rate/(n) - (7) p(noi = n)
Similarly, the average relative rate of the aggregated serialized phase server z + K, z _> 1, is expressed as 
In eq. (8) above,/1i is the processing rate of server i in number of customer-visits per second, and qzi0 is the probability that a serialized phase z customer departs from the serialized phase (for that visit only) after receiving service at server i. Note that g F, i=1 Dzi/Vz is the nominal service time requirement per visit to serialized phase z. That is, 1/(~g~l DzdVz) is the nominal processing rate of the serialized phase in terms of customer-visits per second.
Our test case is the representative system considered above with four customers in the network. (Note that when using the aggregate server technique, the maximum relative error occurs for this network population.) Parameters of this model are shown in Table VI . As before, the refined approximation is assumed to satisfy the conditions for product form solution. The refined model proved to be remarkably accurate: approximate throughput was within 0.5 percent of actual throughput, and waiting times at individual servers were within 1.5 percent of actual waiting times. This small residual error, we believe, results from the assumption of product form; namely, that we consider the rates to be a function of local queue lengths only.
This refined analysis illustrates the power of the aggregate server method. The use of mean stretched out service times is for computational ease only, and there is nothing within the basic concept of an aggregate server that prevents it from being treated as load-dependent. If we use load-dependent rates, significantly better results can be obtained.
It is possible to develop formulas to compute these load-dependent rates for aggregate servers in an iterative manner from the product form solution. However, the cost of computation (especially that of solving the resulting model which consists solely of load-dependent servers) may be prohibitive, and the accuracy may not be as good as when the exact values of the load-dependent rates are used. Convergence may also be a problem. In most cases, the additional computational effort may not be justified by the resulting gain in accuracy.
To summarize, our empirical investigations show the aggregate server method is reasonably accurate. The error is dependent on the customer population and distribution of load among various phases and devices. The main source of error appears to be the use of a single mean stretched out service time for each server, rather than a set of load-dependent service rates. If accuracy is of utmost importance, one may revise the aggregate server method to incorporate loaddependent servers.
COMPUTATIONAL COMPLEXITY AND CONVERGENCE
As with any iterative method in queuing network modeling, it is very difficult to prove convergence, and even more difficult to say anything about the point of convergence. However, in all but one of the cases we investigated, the algorithm did converge. Convergence was oscillatory in nature. That is, the service time adjustment factors oscillated back and forth around the value to which they finally converged.
In one case, we noticed oscillatory divergence, but we were able to induce convergence by averaging old Hzi's (input for iteration) and new HJs (algorithm output) to generate the Hzi's for next iteration. Divergence can be detected by monitoring the maximum change in the Hzi's during successive iterations. If this increases, then the iteration is likely to diverge. As already noted, averaging successive values of the Hzi'S appears to be an effective way of eliminating the divergence.
We also cannot say anything about number of iterations required except that it is a complicated function of network population, number of servers and serialized phases, and distribution of load. However, we have found empirically that the iteration converges linearly. Thus, we can apply some well-known techniques, such as Aitken's A 2 process [12] to speed up convergence.
Computational requirements for the method using the convolution algorithm phases in which a customer may visit a given device, that is, the mean number of phases sharing a device.
EXTENSIONS
We have presented a technique for representing serialization delays in queuing network models of computer systems. We discussed and validated the technique assuming all servers in the network are load-independent and use a processor sharing scheduling discipline. Extension of the technique to other product form descriptions should pose no problem. First-come-first-served (FCFS) and preemptive-resume-last-come-first-served (LCFS) have the same formal solution as processor sharing (PS), and thus should have the same aggregate server representation. For infinite server nodes, the Hzi are always equal to 1 for all phases.
Adding variable rate servers to the network will not pose any problems either.
Expressions for Hzi'S can be derived by appropriately modifying eqs. (3) and (4) in Section 4. Of course, computation of the Hzi's will be more expensive in this case.
The extension of the aggregate server method to multiclass networks in which various classes do not share a serialized phase is straightforward. Exactly the same formal steps are applied in the multiclass case. However, because the multiclass product form solution is more complex, additional terms appear in the final expressions. Some of these terms are independent of the network service time parameters. They can be factored out and precomputed, thus reducing the computational cost of the multiclass solution.
Though the underlying principles remain unchanged, extension to multiclass networks with shared serialized phases is computationally difficult.
It should be possible to reduce computational costs in all cases by developing alternative, less accurate approximations for the Hzi's that depend only on mean queue lengths and utilizations. These expressions could then be computed using approximate solution algorithms such as Linearizer [11] , or the Bard-Schweitzer algorithm [19] which only yield these mean values.
CONCLUSIONS
We have presented the aggregate server method for modeling serialization delays in computer systems. Examples of serialization delays include waiting for entry to a critical section, a non-reentrant subroutine, and so forth. These delays are normally encountered when performing operating system calls, database updates, and resource allocation procedures. The aggregate server method involves including an additional server for each source of serialization delay. Service times are suitably stretched out to account for contention among jobs inside and outside serialization phases. Factors involved in this stretching out are iteratively obtained. For typical systems, the accuracy appears to be satisfactory, but depends heavily on the load distribution among various phases of processing. Accuracy is best when load is imbalanced, which is the case in most real systems.
We have developed the method for single-class closed models consisting solely of load-independent, PS-scheduled single servers. The method can be extended The exact expressions for the service time adjustment factors that are given in eqs. (A-9) and (A-10) are difficult to evaluate directly. In this appendix, we present approximate but more easily computable expressions for these same quantities. These expressions will use the solution of the product form model motivated in Section 3. In order to be able to compute service time adjustment factors from the solution of a product form model, we use the following homogeneity assumption (eq. (6) The necessary probabilities required in the expressions above can be obtained using the conventional solution techniques for product form network, for example, by using the G vector in convolution [6, 7] , or by using prime-recursion formulas in the mean value analysis setting [10] . Relations for Hzi's using convolution algorithm are given below. 
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