The stable marriage problem with ties is a well-studied and interesting problem in game theory. We are given a set of men and a set of women. Each individual has a preference ordering on the opposite group, which can possibly contain ties. A stable marriage is given by a matching between men and women for which there is no blocking pair, i.e., a men and a women who strictly prefer each other to their current partner in the matching.
Introduction
The stable marriage problem is one of the most popular and fundamental problems in game theory. An instance of the problem can be described by a (non necessarily complete) bipartite graph, where the bipartition is on a set M of men and a set W of women. For each man m (resp. woman w) there is a strict ordering defined on the neighboring women (resp. men). A stable marriage is given by a matching between men and women that does not have a blocking pair, i.e., a pair of individuals that mutually prefer each other to their current partner in the matching. The problem was introduced in the seminal work of Gale and Shapley [9] , which shows that a stable marriage always exists, and gives an elegant algorithm to efficiently find one. Since then, the stable marriage problem and its variants have been intensively studied by plenty of researchers in multi-disciplinary contexts, often bridging the areas of applied mathematics, computer science, and economics.
As it is natural to expect, the problem has been widely investigated also from a polyhedral point of view. In particular, a Linear Programming (LP)-description of the so-called stable marriage polytope is well-known (see [27, 23, 25, 16] ). The stable marriage polytope is defined as the convex hull of the characteristic vectors of all stable marriages associated to a given instance. Many structural properties of this polytope have been established in the literature, including a bound on its diameter. We recall that the diameter is given by the maximum length of a shortest path between two vertices on the 1-skeleton of a polytope 1 . The diameter is arguably one of the most important polyhedral concepts, and it constitutes a central research topic in discrete mathematics. In particular, bounding the diameter of polytopes that correspond to the set of feasible solutions of fundamental combinatorial optimization problems has been a classical subject of investigation for more than 50 years (just to mention a few, see e.g. diameter results for matchings, TSP, or network flows and transportation in [2, 7, 11, 21, 24, 4, 6, 3, 5, 26] ). For the stable marriage polytope, which we call P SM here, Eirinakis et al. [8] proved a diameter upper bound of ⌊n/4⌋, where n := |M ∪ W |. The authors also show the existence of instances for which this bound holds tight.
In this paper, we focus on the stable marriage problem with ties, that is an important and highly popular generalization of the stable marriage problem. Here for each man m (resp. w) there is an ordering defined on the neighboring women (resp. men), but unlike the standard stable marriage setting, these orderings are now weak linear orders, i.e., they can contain ties. This generalization allows for more flexibility in modeling practical settings, where the assumption of having a strict order is too restrictive (see [12] ). However, the presence of ties makes the problem definitely more difficult. In this case, different stable matchings can have different cardinalities, in contrast with the standard setting, and finding one stable matching of maximum cardinality becomes NP-hard (in fact, APXhard) [14, 18, 13] . Consequently, optimizing over the corresponding polytope is hard, and no LP-description for it is known.
Our results and techniques. In this paper, we give an upper bound of ⌊ n 3 ⌋ on the diameter of the polytope of the stable marriage problem with ties (which we call P SMT ), and give a family of instances for which our bound holds tight.
Our result generalizes what is known for P SM , meaning that if all preference orderings are strict, then it recovers the bound given in [8] . However, it relies on different and new ingredients, which we are going to describe next.
A key tool used in [8] to bound the diameter of P SM is the so-called stable marriage graph, introduced in [17] . The stable marriage graph is an auxiliary graph that one can construct (in polynomial time) for a given instance of the standard stable marriage problem. The author of [23] showed that extreme point adjacency on P SM can be inferred by looking at the number of nontrivial connected components of a (suitably defined) subgraph of the stable marriage graph. The authors of [8] prove that the number of nontrivial components of this subgraph indeed yields an upper bound on the distance between two extreme points of P SM . The proofs of all these results rely crucially on the fact that the stable marriages (in the setting without ties) form a so-called distributive lattice (see [15] ). Such arguments do not apply in our setting since stable marriages in the presence of ties do not have this nice property. In addition, we do not have an explicit LP-description of the polytope.
Despite this, we show that one can still give a graphical characterization of adjacency for the extreme points of P SMT . To this end, we extend the definition of the stable marriage graph and its relevant subgraphs to the setting with ties, and obtain properties similar to the ones used in [8] . Namely, (i) two extreme points are adjacent on P SMT if and only if a suitably defined subgraph of our stable marriage graph has only one nontrivial connected component, and (ii) one can construct a path between these points by switching coordinates on one connected component of this subgraph, at each step. Proving condition (i), in particular, requires new arguments. Given two extreme points x and x ′ of P SMT , we identify some inequalities that are valid for our polytope and are tight for both x and x ′ , exploiting the standard LP-relaxation for P SMT . To infer adjacency, we look at the span of the corresponding coefficient vectors, and use special subgraphs of the marriage graph (which we call principal blocks) to find a subset of linearly independent vectors of sufficiently large cardinality.
As a corollary of our arguments, it follows that although P SMT models an NP-hard optimization problem, testing adjacency of two extreme points can be done in polynomial time. In fact, the existence of an efficient characterization of vertex adjacency for polytopes that model NP-hard combinatorial problems is a subject of research of independent interest (see e.g. the classical hardness result for TSP [22] , and more results in [7, 19, 20, 10, 1] ). As mentioned in some of those papers, results in this area have the potential to be exploited algorithmically, e.g. in the context of local search techniques.
In a nutshell, with this paper we add the polytope of the stable marriage problem with ties to (i) the list of polytopes modeling combinatorial problems for which non-trivial bounds on the diameter have been given, and (ii) the list of polytopes modeling NP-hard problems, for which testing extreme point adjacency can be done in polynomial time. In addition, we hope that the structural and graphical insights on the problem developed here could be of interest beyond our particular result, and e.g. be useful also from an algorithmic perspective.
Preliminaries and Notation
We are going to represent an instance of the stable marriage problem with ties as follows. For each man m (resp. woman w), we assume to have an ordering ≤ m (resp. ≤ w ) defined on some subset P (m) ⊆ W of women (resp. P (w) ⊆ M of men). Note that the subsets can be strict, i.e., we are dealing with the general case of (possibly) incomplete lists. We write w ≤ m w ′ if m weakly prefers w ′ to w, w < m w ′ if m strictly prefers w ′ to w, and we write w ≃ m w ′ if m is indifferent between w and w ′ (that is, w ≤ m w ′ and w ′ ≤ m w). A pair (m, w) is called an acceptable pair if m ∈ P (w) and w ∈ P (m). We let A ⊆ M × W be the set of all acceptable pairs.
A matching µ ⊆ A is simply a set of acceptable man-woman pairs such that each man and each woman occurs in at most one pair. For convenience, we will also regard µ as a function, so that µ(m) = w and µ(w) = m for every (m, w) ∈ µ. Whenever a man or woman occurs in no pairs of µ, that man or woman is said to be single. For each single man m (resp. woman w), we define µ(m) = ⊥ (resp. µ(w) = ⊥), and assume ⊥ < m w for each w ∈ P (m) (resp. ⊥ < w m for each m ∈ P (w)). There are several ways of generalizing the concept of a stable matching to the scenario with ties. We follow the common literature in using weak stability, as defined by [12] .
A pair (m, w) ∈ A for which this condition fails, that is, where m > w µ(w) and w > w µ(m), is a blocking pair.
The polytope P SMT is defined to be the convex hull of all points
In the standard stable marriage setting, P SM can be described by a list of inequalities whose size is linear in |A| [27, 25] . In the presence of ties, generalizations of those inequalities do not provide an exact description of our polytope, but they still provide a valid LP-relaxation for P SMT , that we are going to use in this paper. Here is the set of such inequalities:
Intuitively, for a 0/1 vector x, the first three sets of inequalities enforce that x is a matching, while the fourth one enforces that every pair (m, w) cannot be a blocking pair (either (m, w) is in the matching, or at least one between w and m has to be matched with an equally or better ranked partner).
For any given (possibly directed) graph H, we let V (H) denote its vertex set and E(H) denote its edge set. A vertex v ∈ V (H) is called a successor of u ∈ V (H) if there is a directed edge in E(H) whose head is v and whose tail is u. A component of H is a maximal (weakly) connected subgraph of H. A component of a graph is called trivial if it is a singleton vertex, and nontrivial otherwise.
In the following, we will use the symbol ∧ to denote the AND logical operator, and the symbol ∨ to denote the OR logical operator.
The marriage graph
The marriage graph defined in [17] naturally extends to the setting with ties, as follows.
We say that an edge of the form ((m, w), (m, w ′ )) represents the preference of the man m, while an edge of the form ((m, w), (m ′ , w)) represents the preference of the woman w. See Fig. 1 for an example. The above marriage graph represents the instance with M = {m1, m2, m3}, W = {w1, w2, w3, w4}, and the following preferences:
Similarly to [23] , we would like to characterize adjacency on P SMT by looking at some suitable subgraph of Γ . To this end, we properly tweak the subgraph definition that is used in the standard stable marriage setting. Specifically, given two stable matchings µ and µ ′ , we define a subgraph generated by the matchings as follows:
Definition 3. For two stable matchings µ and µ ′ , we define Γ * (µ, µ ′ ) to be the subgraph of Γ induced by the vertex set
If there are no ties, this definition is equivalent to the more elegant definition in [23, 8] . In the presence of ties, our definition allows us to recover the following important property.
For the second direction, assume that v ∈ µ ∩ µ ′ . Clearly, we have v ∈ V (Γ * (µ, µ ′ )). Suppose for a contradiction that v is not an isolated vertex. Let v ′ be a neighbor of v in Γ * (µ, µ ′ ), and without loss of generality, assume that the edge between v and v ′ represents the preference of a man m. Let v = (m, w) and v ′ = (m, w ′ ), where w = w ′ . Note that w = µ(m) = µ ′ (m). Then, either w ′ ≤ m w or w ′ > m w. In both cases, we do not have between m (w ′ , µ(m), µ ′ (m)). So v ′ / ∈ V (Γ * (µ, µ ′ )), again a contradiction.
⊓ ⊔
We now introduce the following further definitions. For any man m, we let P m µ,µ ′ be the subgraph of Γ * (µ, µ ′ ) induced by all vertices involving m, i.e. in- Fig. 2 for an example. Definition 4. We call an induced subgraph P of Γ * (µ, µ ′ ) a principal block of Γ * (µ, µ ′ ) if P = P m µ,µ ′ for some man m or P = P w µ,µ ′ for some woman w.
We have the following trivial observation.
Proposition 1. For every edge e ∈ E(Γ * (µ, µ ′ )), there is a principal block P such that e ∈ P . m3, w2 m1, w2 m1, w4 m2, w1
The above graph represents Γ * (µ, µ ′ ) for µ = {(m2, w1), (m1, w2)} and µ ′ = {(m2, w1), (m3, w2), (m1, w4)}, with respect to the instance described in Fig. 1 . The pair of vertical edges yields the edges of the principal block P w 2 µ,µ ′ .
A characterization of adjacency
The goal of this section is to prove the following theorem.
Theorem 1. Two matchings µ and µ ′ correspond to adjacent extreme points in P SMT if and only if Γ * (µ, µ ′ ) has exactly one nontrivial component.
Note that, since Γ (and hence Γ * (µ, µ ′ )) can be constructed in polynomial time, the above theorem implies that adjacency of two extreme points of P SMT can be checked in polynomial time.
Proof of the "if " part.
Let µ and µ ′ be two stable matchings such that Γ * (µ, µ ′ ) has only one nontrivial component. The strategy that we will use to show adjacency is as follows.
Let E ′ be the set of all possible inequalities that are valid for P SMT and are tight for both the extreme points corresponding to µ and µ ′ . We will represent an element of E ′ as a vector of the form (α, β), where α ∈ R A and β ∈ R, expressing the inequality α T x ≥ β. To prove that µ and µ ′ correspond to two adjacent extreme points, we would like to show that the setĒ := {α ∈ R A : (α, β) ∈ E ′ for some β ∈ R} contains |A| − 1 linearly independent vectors. To this end, let E be the span ofĒ. We will prove that E contains |A| − 1 linearly independent vectors.
For an element v ∈ µ, we let e v ∈ R A be the standard basis vector indexed by v (i.e., e v has value 1 in the entry corresponding to v, and 0 otherwise). 
Thus, if one of the two conditions in (i) is false, the two conditions in (ii) must both be true, and vice versa. ⋄ Now consider the following inequality:
It is clearly a valid inequality for all stable matchings, since it is just a restatement of (4). Assume case (i) of Claim 1 holds. We have µ(m) ≥ m w. Since (m, w) / ∈ µ ∪ µ ′ and (m, w) ∈ V (Γ * (µ, µ ′ )), we have w > m µ ′ (m). Thus, only one successor of (m, w) is in µ ′ and that successor is (µ ′ (w), w). Similarly, we have µ ′ (w) ≥ w m and thus we must have m > w µ(w). So only one successor of (m, w) is in µ: that successor is (m, µ(m)). This shows that the inequality 5 is tight for both µ and µ ′ . Every successor s of (m, w) in Γ that is not (m, µ(m) or (µ ′ (w), w) is not in µ∪µ ′ . So by (a), for every such s, the vector e s is in E. Similarly, since (m, w) / ∈ µ ∪ µ ′ , we have e (m,w) ∈ E. By subtracting the vector e s for every such s and subtracting the vector e (m,w) from the vector e (m,w) + v successor of (m,w) in Γ e v given by the inequality (5), we get the vector (e (m,µ(m)) + e (µ ′ (w),w) ), which must be in E.
If case (ii) of Claim 1 holds, the second part of the statement follows by a similar argument. ⊓ ⊔ Definition 5. We say that a ∈ A is linked to b ∈ A if E contains a vector of the form (λe a + γe b ), for some λ, γ ∈ R such that λ = 0.
The next lemma is immediate.
Lemma 3. The following holds: (i) For any a ∈ A, a is linked to a; (ii) If a is linked to b and b is linked to c, then a is linked to c.
Proof. The first part follows by observing that (e a − e a ) = 0 ∈ E. For the second part, suppose that p = (λe a + γe b ) and p ′ = (λ ′ e b + γ ′ e c ) are both in E. Then,
We now show how to use principal blocks of Γ * (µ, µ ′ ) to construct vectors in E that will serve our purpose. 
Proof. We distinguish two cases.
Case A: P = P ′ . If v = u, then v is linked to u by Lemma 3(i). Otherwise, let us assume that P = P m µ,µ ′ for some man m. Then, v and u both involve m, and since v and u are both in µ ∪ µ ′ , we must have {v, u} = {(m, µ(m)), (m, µ ′ (m))}. Thus, v is linked to u by Lemma 2(b). The case P = P w µ,µ ′ for some woman w follows similarly, relying on Lemma 2(c).
Case B: P = P ′ . If there is some (m, w) ∈ V (P ) ∩ V (P ′ ) such that (m, w) ∈ µ ∪ µ ′ then, using the arguments of Case A, both v and u are linked to (m, w), hence v is linked to u by Lemma 3(ii). Assume now that the above does not hold, and let (m, w) ∈ V (P ) ∩ V (P ′ ) with (m, w) / ∈ µ ∪ µ ′ . Without loss of generality let P = P m µ,µ ′ and P ′ = P w µ,µ ′ . By Lemma 2(d), either (e (m,µ(m)) + e (µ ′ (w),w) ) or (e (m,µ ′ (m)) + e (µ(w),w) ) is in E. Assume the first condition holds (the other case is similar). Then, (m, µ(m)) and (µ ′ (w), w) are linked to each other. We have v, (m, µ(m)) ∈ V (P ), so by Case A, v is linked to (m, µ(m)). We have (µ ′ (w), w), u ∈ V (P ′ ), so by Case A, (µ ′ (w), w) is linked to u. Finally, using Lemma 3(ii), we see that v is linked to u.
⊓ ⊔ Lemma 5. Let u, v ∈ µ ∪ µ ′ be two distinct vertices in the nontrivial component of Γ * (µ, µ ′ ). Then v is linked to u.
Proof. Consider a path in Γ * (µ, µ ′ ) between v and u, with edges e 1 , . . . , e k (k ≥ 1). By Proposition 1, we can choose a principal block P i such that e i ∈ P i . If k = 1, then u and v are in V (P 1 ) ∩ (µ ∪ µ ′ ). Using the arguments of Lemma 4 (Case A), we can conclude that v is linked to u. Assume now k > 1. Note that we must have V (P i ) ∩ (µ ∪ µ ′ ) = ∅, for all 1 ≤ i ≤ k. To see this, assume without loss of generality that P i = P m µ,µ ′ for a man m. Since we have µ(m) = µ ′ (m), at least one between µ(m) and µ ′ (m) is = ⊥. Hence at least one between (m, µ(m)) and (m,
, with ℓ 1 = v and ℓ k = u. Note that e i and e i+1 share a vertex, and therefore P i and P i+1 intersect (possibly, P i = P i+1 ). By Lemma 4, ℓ i is linked to ℓ i+1 . Applying Lemma 3, we can conclude that ℓ 1 is linked to ℓ k , i.e., v is linked to u.
⊓ ⊔ Finally, we put things together and get the following:
Corollary 1. Fix arbitrarily u ∈ µ∪µ ′ to be a vertex in the nontrivial component of Γ * (µ, µ ′ ). Then every vertex v of Γ is linked to u.
Proof. If v / ∈ µ ∪ µ ′ , then v is linked to u by Lemma 2(a). If v ∈ µ ∪ µ ′ and v is a trivial component of Γ * (µ, µ ′ ), then v ∈ µ ∩ µ ′ by Lemma 1. Thus, the inequality (−e v + 0e u , −1) is in E ′ . Therefore, the vector (−e v + 0e u ) is in E and thus v is linked to u.
It is now easy to construct a set S ⊆ E of linearly independent vectors, as follows. Fix arbitrarily u ∈ µ ∪ µ ′ to be a vertex in the nontrivial component of Γ * (µ, µ ′ ). Corollary 1 gives that for each vertex v ∈ Γ , E contains a vector of the form b
Then |S| = |A| − 1, and the vectors in S are clearly linearly independent. This concludes the proof of the "if" part of Theorem 1.
Proof of the "only if " part
We denote by I(µ, µ ′ ) the set indexing all the nontrivial components of Γ * (µ, µ ′ ). For any i ∈ I(µ, µ ′ ), we let Γ * (µ, µ ′ )| i be the corresponding component. Furthermore, for any matching µ ′′ ⊆ V (Γ * (µ, µ ′ )), let µ ′′ |i be the restriction to Γ * (µ, µ ′ )| i . The following lemma explains the key property of Γ * (µ, µ ′ ). Lemma 6. Letμ be a matching that is a subset of V (Γ * (µ, µ ′ )). Thenμ is stable if (i)μ contains all the isolated vertices of Γ * (µ, µ ′ ); (ii) for any i ∈ I(µ, µ ′ ),μ agrees with µ or µ ′ on the component Γ * (µ, µ ′ )| i , that is,μ |i is either equal to µ |i or to µ ′ |i .
Proof. Let (m, w) ∈ A be any acceptable pair. Since µ is stable, we have µ(m) ≥ m w or µ(w) ≥ w m. Since µ ′ is stable, we have µ ′ (m) ≥ m w or µ ′ (w) ≥ w m. Therefore, we have four possible cases, that without loss of generality reduce to the following two (up to symmetry). Then, we have (m, w) ∈ V (Γ * (µ, µ ′ )). Since (m, w) is in V (Γ * (µ, µ ′ )) and is adjacent to both (m, µ(m)) and (µ ′ (w), w), those two vertices must be in the same component of Γ * (µ, µ ′ ). By the second condition (ii), we know thatμ either agrees with µ or with µ ′ on this component, so we either have (m, µ(m)) ∈μ (and thusμ(m) = µ(m) ≥ m w) or we have (µ ′ (w), w) ∈μ (and thusμ(w) = µ ′ (w) ≥ w m).
⊓ ⊔
The next corollary yields a proof of the "only if" part of Theorem 1.
Corollary 2. If Γ * (µ, µ ′ ) contains at least two nontrivial components, then µ and µ ′ correspond to two non adjacent extreme points of P SMT .
Proof. Let I(µ, µ ′ ) := {1, . . . , k}, with k ≥ 2. Fix an index j in I(µ, µ ′ ). Defineμ as follows. For every isolated vertex v of Γ * (µ, µ ′ ) we have v ∈μ. Furthermore, for i = 1, . . . , k, we have:μ
Similarly, we defineμ ′ as follows. For every isolated vertex v of Γ * (µ, µ ′ ) we have v ∈μ ′ . Furthermore, we have:
otherwise By Lemma 6, bothμ andμ ′ are stable matchings, and hence correspond to extreme points of P SMT . Furthermore,μ, µ,μ ′ , µ ′ are all distinct, since k > 1. One observes that 1 2 x µ + 1 2 x µ ′ = 1 2 xμ + 1 2 xμ′ . This implies that x µ and x µ ′ are not adjacent extreme points, since otherwise there would be a unique way to express their midpoint as a convex combination of extreme points of P SMT . ⊓ ⊔ 5 Bounding the diameter Lemma 6 clearly gives a strategy to get a path from µ to µ ′ on the 1-skeleton of P SMT . Similarly to [8] , we can change the coordinates of the corresponding points using one nontrivial component of Γ * (µ, µ ′ ) at the time.
Let I(µ, µ ′ ) = {1, . . . , k}. Define a sequence of matchings µ 0 , µ 1 , . . . , µ k as follows. For any 0 ≤ j ≤ k, choose µ j such that every isolated vertex v of Γ * (µ, µ ′ ) is in µ j , and such that for every i ∈ I(µ, µ ′ ), we have
Using Lemma 6, we can see that each µ j is a stable matching. Furthermore, note that µ 0 = µ and µ k = µ ′ . To show that µ 0 , . . . , µ k is a path of length k from µ to µ ′ , it remains to show that for every j < k, µ j and µ j+1 are adjacent. This is done in the next lemma. Proof. First, observe that every vertex of Γ * (µ, µ ′ )| j+1 is in Γ * (µ j , µ j+1 ), since µ j |j+1 = µ |j+1 and µ j+1 |j+1 = µ ′ |j+1 . Second, observe that every vertex of Γ * (µ j , µ j+1 ) is in µ j ∩ µ j+1 or adjacent to a vertex in Γ * (µ, µ ′ )| j+1 . To show this, let v be some vertex in V (Γ * (µ j , µ j+1 )) such that v / ∈ µ j ∩ µ j+1 . By Lemma 1, v is not an isolated vertex of Γ * (µ j , µ j+1 ), so it has to have a neighbor v ′ ∈ V (Γ * (µ j , µ j+1 )). Without loss of generality, assume the edge between v and v ′ represents the preference of a man m. Let v = (m, w) and v ′ = (m, w ′ ) (where w = w ′ ). Note that this implies that µ j (m) = µ j+1 (m). Thus, we must have µ j (m) = µ(m) and µ j+1 (m) = µ ′ (m). Thus, either (m, µ(m)) or (m, µ ′ (m)) is a vertex of Γ * (µ, µ ′ )| j+1 , and v is adjacent to this vertex.
From the above two observations, we can conclude that Γ * (µ j , µ j+1 ) has exactly one nontrivial component: from the first one we can conclude that there is one nontrivial component Φ (the one containing Γ * (µ, µ ′ )| j+1 ). From the second one, we can conclude that every vertex of Γ * (µ j , µ j+1 ) is either adjacent to some vertex in Γ * (µ, µ ′ )| j+1 (and thus in Φ) or it is in µ j ∩ µ j+1 (and thus it is an isolated vertex of Γ * (µ j , µ j+1 )). Theorem 1 lets us conclude that µ j and µ j+1 are adjacent.
The above discussion and Lemma 7 yield a proof of the following theorem.
Theorem 2. Let µ and µ ′ be two arbitrary stable matchings. The distance between µ and µ ′ on the 1-skeleton of P SMT is at most |I(µ, µ ′ )|.
As a corollary, we get the following bound on the diameter of P SMT .
Corollary 3. Let n := |M ∪ W |. The diameter of P SMT is at most n 3 .
Proof. The smallest nontrivial component of Γ * (µ, µ ′ ) (for any µ, µ ′ ) has two vertices, and thus involves three people (it could represent either a man indifferent between two women, or a woman indifferent between two men). Thus the number of nontrivial components is at most n 3 .
If we do not have ties, then the smallest nontrivial component of Γ * (µ, µ ′ ) (for any µ, µ ′ ) involves at least two men and two women (see [8] ). Thus, in this case the bound for the diameter can be strengthened to n 4 (in fact, to min |M| 2 , |W | 2 ), as shown in [8] . Eventually, note that it is easy to construct a family of instances for which the bound of Corollary 3 is tight. Consider a set of t men M := {m 1 , . . . , m t } and 2t women W := {w 1 , . . . , w 2t }. Let P (m i ) = {w i , w i+t } with w i ≃ mi w i+t , for i = 1, . . . , t. Let P (w i ) = P (w i+t ) = {m i }, for i = 1, . . . , t. Let µ be the stable matching given by all pairs of the form (m i , w i ) for i = 1, . . . , t, and µ ′ be the stable matching given by all pairs of the form (m i , w i+t ) for i = 1, . . . , t. One checks that µ and µ ′ are stable matchings, and the corresponding extreme points are at distance t on P SMT .
