A Monte Carlo study of the late time growth of L1 2 ordered domains on a fcc A 3 B binary alloy is presented. The energy of the alloy has been modeled by a nearest neighbor interaction Ising hamiltonian. The system exhibits a fourfold degenerated ground-state and two kinds of interfaces separating ordered domains: flat and curved antiphase boundaries. Two different dynamics are used in the simulations: the standard atom-atom exchange mechanism and the more realistic vacancy-atom exchange mechanism. The results obtained by both methods are compared. In particular we study the time evolution of the excess energy, the structure factor and the mean distance between walls.
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I. INTRODUCTION
Kinetics of phase transitions is a problem of great interest not only because of its fundamental importance in non-equilibrium Statistical Physics, but also because its many implications in different areas of Material Science and Technology [1, 2] . The phenomenon is a consequence of the far from-equilibrium initial conditions induced by the sudden change of the imposed thermodynamic parameters on time scales much shorter than the time scales characterizing the process towards the new equilibrium situation. Typically, the system is quenched through its equilibrium ordering temperature. Immediately after the quench, domains of the new phase appear. As time goes on, they grow in size in order to reduce the excess free energy of the walls. This growth shows distinct regimes from early to late times. At late times, in the so called domain growth regime, it is usually assumed that the domain size is much larger than all microscopic lengths in the system. Then, inspired by the situation in equilibrium critical phenomena, it is assumed that the system shows dynamical scaling [3] . This means that at different times the domain structure looks the same when lengths are measured in units of the characteristic length. Furthermore, the average domain size is supposed to increase with time according to a power law with an exponent x characteristic of the universality class to which the system is supposed to belong [4] . If these universality classes really exist, the important point is to identify the distinctive features of a given class. In the simplest case, they are supposed to depend only on whether or not the order parameter is conserved. A typical example for the conserved case is a phase separation process while an order-disorder transition in a binary alloy corresponds to the non-conserved situation. In the first case x = 1/3 has been predicted while x = 1/2 is the expected value in the second case [1] . Nevertheless, the concept of universality is not firmly established and is still under discussion. The above classification, just based on the order parameter conservation property, seems to apply only when no disorder is present in the system and the excitations are homogeneously distributed. For instance it is well acknowledged that quenched disorder gives rise to logarithmic growth laws [5] , and that excitations localized on the interfaces give rise to exponents greater than 1/2 and 1/3 for the non-conserved and conserved cases respectively [6, 7] . Moreover other parameters like the ground state degeneracy, non-stoichiometry or anisotropic effects could modify the exponents. The exponent x = 1/2 in non-conserved order parameter systems is theoretically based on a curvature driven interface motion [8] . This is the well known Allen-Cahn law for domain growth. A special curvature driven case leading to an exponent x = 1/4 has been found for anisotropic systems with a mixture of perfectly flat and curved domain walls [9] .
In this paper we will focus on the domain growth problem in a fcc A 3 B binary alloy undergoing an order-disorder transition from a disordered to a L1 2 structure. This has been the system most widely used to perform experiments intended to study ordering kinetics in non-conserved order parameter systems [10] [11] [12] [13] [14] [15] [16] [17] [18] . In spite of that, theoretical studies of domain growth in fcc systems are really scarce and, as far as we know, only a recent paper by Lai [19] is specifically devoted to the study of such kind of systems. Concerning computer simulation no data has, to our knowledge, been published. This is a rather surprising fact taking into account that Monte Carlo numerical studies have been of seminal importance in providing much of the quantitative insight into ordering kinetic problems. This is probably due to the inherent complexity of ordering problems in fcc lattices. Actually the ground state is fourfold degenerate and there exist two different kinds of antiphase boundaries: high and low excess energy boundaries. Then, two characteristic lengths may grow following different laws (anisotropic growth) and this can, in some way, question the validity of scaling properties in such a system. In fact, related problems have been considered in 2d lattices.
For example, the fcc problem has some similarities with the problem of island growth in a system of hydrogen adsorbed on a (110) iron surface with coverage 2/3 [20] . In this case it has been found an exponent smaller than 1/2 which is associated to interface diffusion effects. Also some indications on anisotropic growth are reported in the same reference [20] .
Concerning the experimental situation, among a rich literature, it is worth mentioning a pioneer x-ray diffraction work by Cowley [21] devoted to the study of the superstructure peak in Cu 3 Au single crystals close to equilibrium. Much more recently, a very complete time-resolved x-ray scattering study in a single crystal of Cu 3 Au [18] , has been published.
The authors obtain x = 1/2 with a high degree of accuracy for the growth of the high energetic boundaries and with less degree for the low energetic ones. This leads them to the conclusion that scaling holds in this anisotropic system in agreement with the theoretical predictions by Lai [19] .
Our interest in this paper is to present extensive Monte Carlo simulations of the domain growth process performed on a fcc A 3 B alloy. Since we modelize the system assuming pairwise interactions between nearest neighbor atoms only, the low-energy boundaries have exactly zero excess energy. We expect that this extreme situation emphasize any tendency of the system to show anisotropic growth effects. In addition we will perform simulations in systems either with and without vacancies (in this last case only vacancy-atom exchanges will be allowed) in order to investigate the effect of the vacancy mechanism in the kinetics of ordering in fcc lattices. This mechanism has, recently, been shown to play a very important role in bcc lattices [22] .
The paper is organized as follows. In the next section we introduce the model and describe some of the features of the ground state and the domain walls. In section III we explain the details of the Monte Carlo simulations and define the different magnitudes used to describe the ordering process. The results are sequentially presented in section IV and discussed in section V. Finally, in section VI, we give a summary of the main conclusions.
II. MODEL AND GROUND STATE
The binary alloy is modeled by a set of N A A-atoms, N B B-atoms and N V vacancies on a "perfect" fcc lattice with lattice spacing a, linear size a L and periodic boundary conditions. The number of lattice sites is N = 4L 3 = N A + N B + N V . Assuming nearest neighbors (n.n.) interactions only, a general ABV model hamiltonian [23] can be rewritten as a Blume-Emery-Griffiths [24] one, as explained in Refs. [22, 25] : 
except for an irrelevant additive constant. This is the hamiltonian that we have used in the present simulations.
We have focused on the case N A ≃ 3N B ≫ N V in order to simulate an A 3 B alloy like
Cu 3 Au, Ni 3 Mn or Ni 3 F e, with little concentration of vacancies. It is well known that for J > 0 and no vacancies (N V = 0) this system presents a discontinuous order-disorder phase transition when temperature is increased [26] [27] [28] . The ordered phase is the so called L1 2 structure. The fcc lattice can be regarded as four inter-penetrated simple cubic sublattices (named α, β, γ and δ in Fig. 1) ; the perfect L1 2 order consists in three sublattices full of A-atoms and the other one full of B-atoms so that it is fourfold degenerated. The four equivalent kinds of ordered domains will be called α-, β-, γ-and δ-domains according to the sublattice which contains the minority specie B. The order is described by means of the three following long-range order parameters [19] :
where S ijk ξηζ is the spin-variable at position r ijk ξηζ = a(i + ξ/2, j + η/2, k + ζ/2), and i, j, k pointing to the position of the four sublattices α, β, γ and δ respectively.
After a quench through the equilibrium transition temperature T 0 , the four possible degenerated domains appear and compete during the domain growth regime. It is well known [11, 18, 19, 29, 30] that two kinds of antiphase domain boundaries (APDB) exist (see Fig. 2 ):
1. The first type (named type-1 or "half diagonal glide" walls) of APDB corresponds to a displacement vector contained in the plane of the APDB. This kind of boundaries maintain the same number of A − B n.n. bonds as in the ordered bulk. Hence, in our model with n.n. interactions only, such boundaries do not suppose any excess of energy. It is also interesting to remark that they can only appear in specific directions depending on the two adjacent domains: for instance they can appear perpendicular to direction [100] between α-and β-domains and between γ-and δ-domains. Table   I shows the directions of the type-1 walls for all the possible neighboring domains.
Moreover, it is possible to build up a structure combining the different kinds of ordered domains with only type-1 walls, i.e. without excess of energy. At low temperatures, such structure would not evolve in time.
2. The second type of APDB (type-2 walls) corresponds to a displacement vector not contained in the boundary plane. Since it does not maintain the same number of A − B n.n. bonds as in the bulk, it contributes with a positive excess of energy.
It should also be mentioned that these boundaries contain a local excess of particles (either A or B) and they are wider than the type-1 walls.
III. MONTE CARLO SIMULATION DETAILS

A. Dynamics
We have performed two kind of simulation studies:
1. The first kind includes the simulations of the ordering processes without vacancies (N V = 0), which have been performed using the standard Kawasaki dynamics proposing exchanges between n.n. atoms.
2. The second kind includes the simulations with vacancies. In this case we have used a restricted Kawasaki dynamics proposing n.n. vacancy-atom exchanges (vacancy jumps) only. This dynamics is more realistic in studying ordering kinetics in binary alloys. The concentration of vacancies has been taken the same in all the simulations
The concentration of particles is preserved by both dynamics while the order parameters are not. In both cases we have accepted or refused the proposed exchange using the usual Metropolis acceptance probability:
where ∆H is the energy change associated to the proposed exchange. We define the unit of time, the Monte Carlo step (mcs), as the trial of N exchanges (either atom-atom or vacancy-atom exchanges). In all the cases we have started the simulations from a completely disordered state, as would correspond to a system at T = ∞. The system is then suddenly quenched into a final temperature T q below the transition temperature T 0 . To prepare the disordered states we fill up the system with A-atoms and randomly replace N/4 of these A-atoms by B ones; when it is necessary, we also choose at random N V lattice sites to place the vacancies.
B. Measurements
Our main interest is the description of the time evolution of the ordered domains. Usually, the domain size is measured as the inverse of the excess energy, which is proportional to the amount of interface [31] . Nevertheless, in our case, there are two coexisting types of interfaces and only the amount of type-2 walls might be related to the excess energy as has been discussed in section II. Consequently for fcc lattices with L1 2 order it is convenient to simultaneously measure both the excess energy and the structure factor. These two quantities are defined as follows:
1. Excess energy per site:
where H(t → ∞) is the equilibrium energy at the quenching temperature T q .
2. Structure factor:
where the sum extends over the whole lattice, i is the imaginary constant and k is the dimensionless reciprocal vector. The discreteness of the real space makes the structure factor to be invariant under the 200 translations in the reciprocal space. The periodic boundary conditions imply that the reciprocal space is discrete on a cubic lattice on the k-space with lattice spacing 1 L . Figure 3 shows the reciprocal space with the position of the fundamental and the superstructure peaks.
C. Domains and superstructure peak
The temporal evolution of the domain structure is illustrated in Fig. 4 (a,b,c). Three snapshots, at selected times, corresponding to a section parallel to the (100) planes are presented. The four possible ordered regions are indicated with different colors. Flat (type-1) and curved (type-2) interfaces can be observed. The mean distance between such walls is related to the shape of the superstructure peaks of the structure factor. Discrepancies in the shape of these peaks have been reported in the literature. Old x-ray measurements by Cowley [21] suggested that the peaks are square shaped. More recently it has been insinuated that the peaks are disk shaped [18] . Our simulations give square (or even starlike) shaped peaks as it can be seen in the temporal sequence presented in Fig. 4 (d,e,f).
Such anisotropy in the peak shape does not necessarily imply that the ordered domains are needle shaped, but arises from the correlation between the ordered domains. For instance the superstructure peak at (100) position accounts for the long range order parameter Ψ 1 . This order parameter does not discriminates between α-and β-domains (both having
nor between γ-and δ-domains (both having Ψ 1 = 1). The tendency of the domains to locate in such a way that the interfaces does not have extra energy favors the formation of α-β and γ-δ boundaries (type-1) perpendicular to the [100] direction. Therefore the regions with a high value of the order parameter Ψ 1 are anisotropic, producing the anisotropy of the (100) peak. The same happens for the other peaks at (010) and (001).
The inverse of the amplitudes of the superstructure peak along both, the radial (σ r ) and the transverse (σ t ) directions, are related to the mean distance between type-2 and type-1 walls respectively. The measurement of σ r has been done by analyzing the profile of:
where q = 0, 1, . . . , L is the distance from the superstructure peak (in units of 1 L ). Following the notation in Ref. [18] , we will refer to this profile as the radial scan of the structure factor.
It corresponds to the average on the three thick continuous lines of Fig. 3 . The measurement of σ t has been done by analyzing the profile of:
where q = 0, 1, . . . , L/2. We will refer to it as transverse scan of the structure factor. It corresponds to the average on the two symmetric parts of the three thick dashed lines of 
D. Fitting procedure for σ r and σ t
We have measured σ r and σ t using the two following methods.
1. The first method is based on the evaluation of the second moment of the scan:
where S represents either S r or S t , and q max is the first q-value for which S(q, t)
is lower than a background threshold. The value of this background has been taken double of the mean value of the structure factor of a completely disordered system (excluding the fundamental peak).
2. The second method is based on the fitting of a lorentzian function to the data of the corresponding scan. In order to account for the large-q tail of the structure factor we have fitted log S(q, t) to the three-parameters (a, σ, B) function:
where σ is the estimation of the width, B is the background, a is the fitted intensity and α is an exponent (not fitted) that we discuss in the next paragraph.
We have analyzed the validity of both methods for the two scans of the structure factor.
The first method turns out to be adequate only for the radial scans. This is because the large-q tail of the transverse scan decays very slowly and, therefore, σ t is strongly affected by the choice of q max . The second method can be used for both scans. Moreover, both methods render equivalent results for radial scans. Therefore we will estimate σ r using method 1 and σ t using method 2. Concerning the exponent α we have tried α = 1, 2 and 3/2 for both scans. In general the best fits to the radial scan have been obtained with α = 3/2, while for the transverse scans α = 1 gives the best results.
E. Scaling
We have tested the existence of dynamical scaling in both the radial and the transverse directions by plotting the corresponding scaling functionS(q) defined from the following expression:
is the scaling variable and d is the space dimensionality. Scaling has been tested by checking the overlap of the data corresponding to different times and also to different system sizes. Theoretical predictions for the scaling functionS(q) exist [3, 19] , specially concerning the behaviour for large values of q.
IV. RESULTS
For the sake of clarity the results are presented in the following order: first, the results corresponding to equilibrium simulations (subsection A); second, those concerning the evolution of the system using the atom-atom exchange mechanism (subsection B); and third, the results obtained by means of the vacancy-atom exchange mechanism (subsection C). The results in subsections B and C are always given at quenching temperatures T q = 1.0J/k B and T q = 1.5J/k B . The structure factor profiles are only presented for L = 64 although data corresponding to smaller L have also been analyzed.
A. Equilibrium
Starting from perfectly ordered systems with L = 20, we have step-by-step heated them from T = 0.5J/k B to T = 3.0J/k B and cooled them again down to T = 0.5J/k B . At each temperature we have let the system to reach equilibrium (after ∼ 12 10 3 mcs) and have obtained the equilibrium energy H(t → ∞) and the mean long range order parameter defined as:
The temporal average of this order parameter is presented in Fig. 5 as a function of temperature. No differences can be observed between the cases corresponding to N V = 0 (with the atom-atom exchange mechanism) and N V = 1 (with the vacancy-atom exchange mechanism). We have found that the transition is first order and that the heating-cooling cycle shows hysteresis. The transition temperature has been estimated to be T 0 = 1.81 ± 0.03J/k B compatible with the Monte Carlo results given in Ref. [28] .
B. Atom-atom exchange mechanism show log-log plots of the time evolution of ∆E(t) and σ r (t) for different system sizes and the two studied quenching temperatures. Solid straight lines are the following fitted power-laws:
The behaviour of the growth-exponents x and y for the two quenching temperatures are presented in Fig. 9 in front of 1/L. The corresponding numerical values are listed in Table   II Log-log plots of the time evolution of σ t (t) for different system sizes and the two studied quenching temperatures are presented in Fig. 12 . Solid straight lines correspond to the fitted power-law:
The values of the growth exponents are listed in Table II and plotted in front of 1/L in Fig. 9 . In this case, the extrapolations to L → ∞ render z ≃ 0.26 for T q = 1.0J/k B and z ≃ 0.47 for T q = 1.5J/k B . The time evolution of the order parameter, i.e. the structure
3 ), is shown in Fig. 13 .
C. Vacancy-atom exchange mechanism
The profiles of the radial scans of the structure factor can be seen in Figure 16 shows a log-log plot of the time evolution of σ r (t), ∆E(t) and the best fits of the power laws defined by eq. (4.2). The resulting x and y exponents, are listed in Table   III , and plotted in front of 1/L in Fig. 17 . Extrapolations to L → ∞ render x ≃ y ≃ 0.36
The profiles of the transverse scan of the structure factor are plotted in Fig. 18 . The same data is presented in scaled form in Fig. 19 . Notice that the scaling is again satisfied at q = 0. Scaling also holds for data corresponding to different system sizes. The continuous lines show fits of lorentzian functions [eq. (3.7)] with α = 1 and σ = 1. The behavior of the tail isS t (q) ∝q −2 , as we obtained for the atom-atom exchange case.
The time evolution of σ t (t) can be seen in Fig. 20 and the fitted exponents according to eq. (4.3) are plotted in Fig. 17 and listed in Table III . The extrapolations to L → ∞ render z ≃ 0.34 for T q = 1.0J/k B and z ≃ 0.44 for T q = 1.5J/k B . Finally, the time evolution of the order parameter is shown in Fig. 21 .
V. DISCUSSION
The analysis of the growth exponents for finite L reveals that, independently of the exchange mechanism and temperature, the exponents x and y corresponding to ∆E(t) and σ r (t) respectively, coincide within errors bars: the obtained numerical value is, at low temperature, lower than the Allen-Cahn growth exponent 1/2; nevertheless it raises towards such value when approaching the order-disorder transition temperature. The value y = 1/2 has been obtained experimentally [18] with high accuracy at quenching temperatures T q ranging from 0.96T 0 to 0.99T 0 (our greatest simulated value is T q = 0.83T 0 ). Concerning the exponent z, characterizing the growth of σ t , we obtain z ≃ x ≃ y for the case of vacancy-atom exchange mechanism and z < x ≃ y for the case of atom-atom exchange mechanism. In the later case, the difference becomes more important with decreasing temperature. We expect that, even in this case, z will reach the value 1/2 when T q approaches T 0 . Experimentally, no clear differences have been observed between y and z. This could be due either to the fact that the relevant physical mechanism for the growth is the vacancy-atom exchange, or that the experiments are performed at temperatures too close to T 0 . Nevertheless our simulation results, at low temperatures, suggest that the evolution of σ t cannot be described by the standard Allen-Cahn growth law. Additional physical considerations are needed in order to describe the evolution of such flat interfaces in the case of atom-atom exchange mechanism.
From the values of the exponents corresponding to different system sizes we have performed a finite size analysis following the method proposed in Ref. [22] . This analysis assumes a first order correction to the growth law according to:
where n stands for any of the growth exponents x, y or z. This implies that the finite size dependence of the exponent n L follows: Table IV . For the case of atom-atom exchange mechanism the sign of the coefficients b corresponding to the exponents z are negative reinforcing the suggestion that the standard Allen-Cahn growth law does not hold in this case. It is also interesting to remark that, in general, the coefficient b is greater for the vacancy-atom exchange mechanism than for the atom-atom exchange one. This confirms that in the former case the exponents exhibit a greater dependence with finite size. This is in agreement with previous results reported for 2-d square lattices [25] .
Concerning the scaling of the structure factor, it is worth noting that it holds in a broad range of time for all the studied cases indicating that the domain growth regime, in which the evolution of the system is governed by two characteristic lengths proportional, respectively, to σ Fig. 18 in Ref. [18] ).
Even the existence of a possible delay time due to an incubation period for nucleation, that has been found experimentally, can be observed as an inflexion point in our curves. In our model the disordered phase is metastable down to zero temperature due to frustration effects [28] . Therefore the evolution, in our simulations, initiates via nucleation, as expected [32, 33] for Cu 3 Au in the experimentally studied temperature range [18] . Also in agreement with experiments, the delay time increases with increasing T q . The experimentalists [18] suggest an explanation for this delay based on the influence of the elastic energy in the nucleation process. Despite not containing elastic effects our model reproduces such results, indicating that a full explanation cannot rely only on elasticity arguments. Moreover, comparing Au proposed by Lai [19] . In that theory it is found that the Porod's Law is satisfied for both radial and transverse scans. This important difference between Lai's theory and the present simulation probably arises from the fact that in our model type-1 walls have zero excess energy.
Concerning the previous studies of the order-disorder dynamics by means of the vacancyatom exchange mechanism some important differences must be pointed out. Firstly, for two dimensional square [35] and bcc lattices [22] vacancies are known to accelerate the growth leading, at low temperatures, to exponents x > 1/2. This is due to the fact that the vacancy prefers to move along the interfaces, increasing the number of accepted exchanges. Such acceleration only appears if the vacancy is allowed to jump to next-nearest neighbor (n.n.n.)
positions. Such jumps prevent the vacancy to be trapped in the ordered regions. When only jumps to n.n. positions are permitted, the growth law becomes logarithmic. Although in the present simulations on fcc lattices we only allow vacancy jumps to n.n. positions, trapping does not appear since for such fcc lattices the ordered regions can be crossed without energy barriers. We have tested, by performing a number of simulations allowing the vacancy to jump to n.n.n. positions, that the growth exponents do not change significantly. Secondly, for the present simulations the acceleration of the domain growth process compared to the atom-atom exchange mechanism does not appear. This is due to the fact that the tendency for the vacancy to sit on the interfaces is quite low in this case: some of the interfaces are non energetic and, among the energetic ones, only those with an excess of the majoritary specie represent an energy gain for the vacancy compared to the bulk. Consequently the vacancy path in this case is much more homogeneous (close to a random walk) than for the case of a bcc lattice (close to a self-avoiding walk) [22] .
Finally, there is still a very important question to be answered: Why, in the case of vacancy-atom exchange mechanism, the growth can be described by a single length whereas two different lengths are needed in the atom-atom exchange mechanism case? Actually, for the case of atom-atom exchange mechanism the need of two characteristic lengths is expected, as has been found in several studies of anisotropic growth. For instance, in a two-dimensional model for a martensitic transition [9] , the existence of two relevant lengths arises as a consequence of the coexistence of flat and curved interfaces, that can only evolve in a hierarchical way: the curved interfaces have to wait for the planar interfaces to disappear before they can decrease in length. It is worth mentioning that in such model the anisotropy is explicitly introduced in the hamiltonian, while in the present case anisotropy appears due to the topology of the fcc lattice. It is found, in agreement with our result us-ing the atom-atom (at low T q ) exchange mechanism, that the mean distance between planar interfaces grows as t 1/4 and that the mean distance between curved interfaces grows as t 1/2 .
Also, in a model for island growth [20] , the anisotropic growth appears as a consequence of the coexistence of two kinds of interfaces. The surprising result is that the vacancy-atom exchange mechanism destroys the expected anisotropic growth. We cannot provide a definitive explanation for this question at present; nevertheless, we believe that the sequentiality of the vacancy path modifies the hierarchical motion of the planar and curved interfaces existing in the system.
VI. SUMMARY AND CONCLUSIONS
In this paper extensive Monte Carlo simulations of L1 2 ordering kinetics on a fcc A 3 B binary alloy are presented. We have focused on the study of the evolution of the superstructure peak and the excess energy. We have followed the growth up to 10 4 mcs in systems with linear size ranging from L = 20 to L = 64. Two different dynamics have been used: first the standard Kawasaki atom-atom exchange mechanism and second, the more realistic vacancy-atom exchange mechanism. In this last case a very small concentration of vacancies is introduced in the system. Finite size scaling techniques have been used in order to extrapolate to L → ∞ the growth exponents evaluated at finite L. We have obtained that finite-size effects are more important in the case of the vacancy-atom exchange mechanism.
For the atom-atom exchange mechanism we have found evidences of anisotropic growth: the width of the superstructure peak in the transverse direction evolves according to σ t ∼ t −z with z smaller than the exponent y characterizing the evolution of the width in the radial direction σ r ∼ t −y . Such anisotropy arises from the hierarchical interface motion of the two different domain walls. As proposed in a recent theory [9] , this leads to y = 1/2 and z = 1/4
in rather good agreement with our experimental results. Contrarily, for the vacancy-atom mechanism, the two relevant lengths σ The disappearance of the anisotropic growth with the vacancy-atom exchange mechanism may arise from the fact that the sequentiality of the vacancy path destroys the hierarchical evolution of the two different interfaces existing in the system.
The effect of the temperature has also been studied. For both mechanism the exponents y and z tend to 1/2 when the transition temperature is approached from below. To our knowledge, all the experiments have been performed at T q ∼ T 0 , so that no conclusive results about the relevant ordering mechanisms can be deduced. The results in this paper suggest that more experimental studies of the ordering dynamics, specially at low temperatures, are desirable in order to clarify the existence of such anisotropic growth and which is the relevant mechanism for ordering. Synchrotron radiation facilities seem to be very promising for the obtention of the needful structure factor maps in the late time regime. 
