• We explore the use of ElectroCardioGram (ECG) data to symmetrically encrypt data.
Introduction
Nowadays, wearable devices are a growing trend [1] . Smart bracelets that control sleepiness 1 or measure the heart pace, 2 smartshirts that measure and control the body sweat [2] and so on, are examples of the emergence and development of these devices. One characteristic of wearables is their short range [3] . They measure human characteristics being close or attached to the body, thus benefiting security because it is more difficult for an attacker to intercept collected data.
The widespread adoption of wearable devices and Implantable Medical Devices (IMDs), along with their wireless connectivity, make biosignals to be available for different purposes such as enabling smart e-health gateways [4] . However, a critical remark is that biological signals must be properly secured. As they convey personal information about the subject health status, it is crucial that only authorized entities can access that data. To this end, previous works have proposed different approaches to encrypt [5, 6] or authenticate [7, 8] biological signals.
Beyond the protection of the biosignals themselves, the focus of this paper is on their use to protect user personal information different from health data. Portable devices, and smartphones in particular, are an emerging trend worldwide. Among their uses, they serve to locally store private pictures or documents. Beyond their local storage, most of user data is stored in cloud services (e.g. Dropbox, Google Drive, etc.), thus easing their access everytime, everywhere. This is a huge benefit which cannot be confronted with security. Users are willing to easily access their data http://dx.doi.org/10.1016/j.future.2017.07.018 0167-739X/© 2017 Elsevier B.V. All rights reserved.
but without compromising its security [9, 10] which is particularly relevant in the event of theft or loss. Nobody, except for the owner, should be able to access private data.
In order to protect data, encryption mechanisms are typically applied. There are two main categories-asymmetric and symmetric encryption [11] . The difference between them is in the applied keys. Thus, whereas asymmetric procedures use different keys for encryption and decryption, symmetric encryption needs the same for both processes.
This paper is focused on symmetric encryption, as it is faster and efficient in terms of the consumed resources, while offering suitable levels of security. A critical issue for its practical application is key management. According to the US National Institute of Standards and Technology, ''key management provides the foundation for the secure generation, storage, distribution, and destruction of keys'' [12] . In the considered setting, one interesting approach in this regard is deriving keys from user information. This removes the burden of key storage and destruction, as keys can be produced upon demand. Moreover, the proposed scenario does not need any kind of distribution. Therefore, secure key generation remains as the only open issue. To this extent, this paper focuses on a particular biosignal called ElectroCardioGram (ECG). Previous approaches have already pointed out that ECG signals can be used to generate encryption keys that change over time [13] . Other authors have explored how different IMDs or body sensors may derive a shared key leveraging on their independently perceived ECG signal [14, 15] .
Concerning secure key generation for symmetric encryption, there are three essential points. First, it is critical to derive a timeinvariant key, that is, a key that remains the same over time. Consider that users are wearing a smart bracelet (or a portable medical device like a Holter) which collects their ECG signal. In this way, the secret key is derived from the collected signal, which can be seamlessly used for encrypting or decrypting sensitive data. Therefore, users will only be allowed to access their own data if the (current) decryption key is the same as the (initial) encryption one. On the other hand, the remaining critical aspects is that keys must be different across users and non-predictable. Otherwise, any unauthorized user could illegally gain access to private information. Both time-invariance and uniqueness ensure that users are allowed to access their data, at any time and in a private way. To the best of authors' knowledge, no previous approach based on ECG provides these issues. Therefore, this paper aims to address the following research questions: RQ1 Is it possible to create encryption/ decryption keys using the user's ECG signal? RQ2 Is each created key different between users? RQ3 Does each key remain invariant along the time? RQ4 Is each key difficult to reproduce?
To address these questions, this paper presents two main contributions. The first one is EbH, a mechanism to create timeinvariant symmetric encryption keys derived from ECG. Users, at time T 1 , generate a key using their ECG signal and encrypt their data. Then, for decryption purposes, at any time T 2 , users generate the same key by using their ECG signal-recorded at the precise time when it is needed. Remarkably, EbH does not need any kind of key storage. Keys are created on-the-fly, through the collected ECG signal, and without the need of storing any key. To improve the security of the scheme, encryption keys are not produced directly by EbH, but they are derived from EbH output. This paradigm is referred to as key derivation and is a commonly accepted good security practice [16] . Therefore, EbH produces seeds that serve to derive encryption keys. The actual key derivation function is out of the scope of this proposal and, indeed, EbH could work with any highly non-linear function. The security of EbH is studied Min-entropy [17] in terms of average number of attempts to decrypt (i.e. actual degree of time-invariance), min-entropy (i.e. unpredictability of seeds), probability of no decryption (i.e. degree of robustness) and difference among users (i.e. user-uniqueness). On the other hand, the second contribution of this paper is the implementation of EbH, which is made freely available. In this way, we aim to foster further research in this area. The remaining of this paper is as follows. Section 2 describes the underlying model. Section 3 describes EbH, the proposed mechanism. Section 4 shows the proposal evaluation. Section 5 introduces the related work. Finally, Section 6 concludes the paper and points out future research directions.
Model
This section introduces the main concepts needed as well as the goals that have to be achieved by the proposed mechanism. Table 1 summarizes the notation used throughout the paper.
Definitions
The proposed mechanism receives some data as input and produces encryption keys as output. Concerning the input, let R U i be an entire Electrocardiogram (ECG) record of a user U i . In order for R U i be the input for EbH, two main processes have to be carried out. First, R U i is divided into windows of L a seconds, thus leading to ECG samples. These samples are noted as ECG T * U i when they refer to user U i starting at time T * . The second process is to extract the member features of these samples, which will be critical for EbH. Thus, each sample is formed by a set of N feat features, denoted as ECG T * U i (k), being k an ordinal value. Details of both processes are given in Section 3.
Before the key generation itself, it is assumed that the system knows the user U i for some time t. Thus, this knowledge is referred to as ECG reference data and it is formed by a set of non-overlapping ECG samples. Thus, this data is denoted as
}. With respect to the output, the mechanism must produce seeds S T * U i that can be applied to generate encryption keys. The actual key derivation function is out of the scope of this proposal. Each seed is formed by a set of N feat elements, S
(N feat )}, where T * represents the moment in which the seed starts to be computed.
Goals
The proposed approach has to meet the following three goals, inspired in the features that are needed for any biometric system to become an identifier [18] and also pointed out as research questions. First, seeds S T * U i must be distinctive per user. This property is essential to ensure that no other user produces the same seed. In practice, this ensures that data encrypted by user U i cannot be decrypted by any other user U j . Mathematically, being NS the population size, (Research Questions RQ1, RQ2) ).
Goal 1 (Uniqueness
On the other hand, seeds S T * U i have to be time-invariant, thus remaining constant over time. This feature enables that U i can encrypt and decrypt her personal information at any point in time. This is the basis on top of which all symmetric encryption algorithms work-both encryption and decryption is carried out using exactly the same key [11, 19] . Being T p and T q two arbitrary instants, this goal can be formalized as follows:
Finally, the mechanism must be invulnerable, that is, seeds S T * U i have to be difficult to reproduce and guess by any third party. This prevents any attacker from being able to compute S T * U i thus gaining access to protected information. Mathematically, the probability that an adversary (Adv) gains access to the private information of a legitimate user (U i ), can be expressed as follows:
(3) where δ represents a negligible value.
ECG-based key generation mechanism
This section introduces EbH, the proposed mechanism as the first contribution of this paper. Section 3.1 gives an overview of EbH. Afterwards, Section 3.2 describes the core of EbH.
Overview
The overview of EbH is presented in Fig. 1 . EbH requires the user wearing a smart device (e.g., a sport bracelet or a medical-external heart monitor) that provides ECG values. This device is wirelessly connected to a hub (typically a smartphone or even an ad-hoc transmitter/receiver), which contains the data to be protected.
Before protecting the user information, the ECG user model (ECG ModU i ) is built. This process is executed once at the setup phase and may be repeated after some years due to variations in the ECG signal [20] . For this purpose, the smart device provides a set of ECG values (ECG reference data ECG RefU i , recall Section 2.1) which are processed by the hub device.
At any time T 1 when the user wants to encrypt certain data, the hub gathers a set of ECG samples ECG
}, where L o is the size of the observation period. The need for this period is motivated below. 
is given a neutral value.
After obtaining the seed S
, it is taken as input to a random process (e.g. a Pseudo-Random Number Generator (PRNG) [11, 21] ) to generate the encryption key K U i . However, the design of such a key derivation function is outside the scope of EbH.
Once the user, at any time T 2 , wants to decrypt previously encrypted data, the key generation process is the same as the one described. The main difference is that current ECG values (ECG (obs(T 2 )) U i ) are taken for this calculation. As it is a symmetric decryption, it is only successful if the decryption key is the same as the encryption one.
Mechanism description
The process of key derivation involves two main steps, namely user model creation and seed computation. Each one is described in a separate section.
ECG user model creation
In this step, the ECG user reference data is considered. In particular, each ECG sample is transformed so that each sample contains a set of features.
Feature extraction of ECG signals can be grouped into two main categories. Fiducial-based approaches use characteristics points (e.g., amplitude, relative amplitude and time duration between peaks PQRS) of an ECG signal to derive the features [22, 23] . On the other hand, non-fiducial methods use a transform domain like Fourier, Hadamard or Wavelet to extract the features [24, 25] .
After feature extraction, the model ECG ModU i for user U i is built by computing the average of each feature in ECG RefU i , as shown in Table 2 . For simplicity, Table 2 shows a reference model formed by three ECG samples, each one with five features (i.e. N feat = 5).
Seed computation
In order to compute the seed S T * U i , there are two main data elements to be considered. On the one hand, the user model ECG ModU i described in Section 3.2.1. On the other hand, a set of current ECG samples ECG T * U i for an observation period starting at time T * . Over this set of samples, feature extraction is carried out in the same way as it was done with the user model.
The rationale behind using an observation period (which may span across one or more ECG samples) is that the resulting seed S T * U i is computed considering the similarity between ECG ModU i and
. Thus, it is expected that the bigger the observation period is, the more similar ECG values are as compared to the user model.
In particular, seeds are formed by the same amount of features (N feat ) that appear in the considered ECG samples. The value of each feature s T * U i (k) of the seed is determined by the similarity between 
ECG ModU i
(k) and ECG
Similarity analysis is driven by two parameters, namely Discard Threshold (DT ) and Tolerance Margin (TM). DT is used to discard features whose value is considered significantly small and thus unstable to be involved in the seed generation process. For this purpose, only ECG ModU i is taken into account, according to Eq. (4).
is given a neutral value if the absolute value of ECG ModU i
(k) is below DT . Note that the absolute value is applied to make EbH compatible with feature extraction strategies that may give negative values. Thus, Eq. (4) is applied to all N feat features of
For the cases in which a given feature s T * U i (k) has not been valued as neutral, parameter TM comes into play. TM indicates the tolerance margin to consider that a given feature ECG ModU i (k) and 
Both TM and DT can be easily identified in Fig 
Evaluation
This section introduces the assessment carried out over the proposed mechanism. For this purpose, Sections 4.1 and 4.2 describe the experimental dataset and how it has been prepared to serve as an input for EbH. Feature extraction is described in Section 4.3. Afterwards, Section 4.4 defines the assessment criteria, whereas Section 4.5 shows and discusses the experimental results. Our prototype implementation is freely available at http://github.com/ jmdefuentes/EbH.
Dataset description
Experiments have been carried out using dataset E-HOL-03-0202-003, provided by the Telemetric and ECG Warehouse (THEW) of University of Rochester. 3 The rationale of using this dataset is threefold. On the one hand, it includes long-term recordings (around 24 h) of subjects. It is particularly appropriate in this scenario to analyze the time-invariance feature of keys. On the other hand, the subjects do not have any significant cardiac diseasethat is, the population is homogeneous without any bias between individuals. Finally, the dataset is composed of 199 subjects, which is very convenient to study the user uniqueness of derived keysthree subjects have been discarded from the original dataset due to an insufficient size of the file.
Data pre-processing
The input of our system consists on ECG values that are continuously (i.e., sampling frequency is set at 200 Hz) obtained from a set of individuals. Some manipulations of the ECG signal are needed for the generation of the seed S T * U i . In Fig. 3 , the pre-processing algorithm is summarized.
First of all the ECG signal must be cleaned before any other process. For that, the existing sources (i.e., respiration and powerline) of noise are eliminated (Fig. 3, step 1 ). More precisely, first the DC component (average value) is eliminated and then a pass-band filter is employed. For this filter, the lower-cut frequency and the upper-cut-off frequency are set to 0.67 Hz and 45 Hz, respectively. The lower stop-band aims to eliminate the noise produced by the subject respiration. On the other hand, the upper-stop band frequency pursues the elimination of the power-line noise and also the preservation of as much information as possible in the passband.
Once the signal is clean, ECG samples ECG
are obtained. For this purpose, two steps are carried out. First, the ECG record is split into windows of 2 s (L w = 2; Fig. 3, step 2 ). This decision is inspired on previous and well-known ECG-based identification proposals [26] . Therefore, each portion corresponds to 2-3 heart beats since a healthy individual beats 60-100 times per minute. Afterwards, a set of windows conforms an ECG sample, which is set to a given amount of minutes (parameter L a in our experimentation). In other words, each ECG sample ECG T * U i represents a period of time of subject U i , starting at time T * .
Feature extraction
Once data has been pre-processed, the first step is to extract features from ECG samples (recall Section 3.2.1). Among all the feature extraction algorithms, the Walsh-Hadamard Transform (WHT) is chosen [27] (Fig. 3, step 3) . Thus, each coefficient of this transform becomes a feature ECG T * U i (k). The choice of WHT is motivated by two reasons. First, it is very efficient from the computational point of view since it can be implemented by a matrix multiplication. Second, it works with signal compression, keeping the majority of the information at the lower frequency coefficients [28, 29] . Fig. 4 illustrates this issue by showing 3-beats of an ECG signal at the time-domain and at the WHT domain. It can be seen that coefficients beyond 250 are less representative.
In our experimentation we started considering the lower 256 coefficients (N feat = 256) as a trade-off between the system efficiency and information preservation. Furthermore, a procedure to reduce N feat has been applied. In particular, selection of attributes has been carried out using correlation-based feature subset selection for the attribute evaluator and best-first search strategy for the search method [30] . Experimentally, the best results were achieved with an amount of N feat = 194 features.
The particular procedure for feature extraction is described be-
of 180 s (L a = 180 s-recall Section 4.2), WHT is computed, thus obtaining a set of N feat WHT coefficients. Afterwards, each feature of the sample is computed as the average of the corresponding coefficients (Fig. 3, step 4) . Thus, the kth feature ECG T * U i (k) of the sample is the average of the kth coefficient of all its windows. This procedure is repeated for all features.
Assessment criteria
The evaluation of EbH involves different assessment criteria, one for each pursued goal (recall Section 2.2). Each criterion is presented in this Section and will be applied in Section 4.5. In the following, all criteria will be referred to seeds since EbH makes use of a key derivation procedure. Thus, ensuring the achievement of goals in respect to seeds is equivalent to doing the same over the resulting keys.
Regarding uniqueness (Goal 1), the coincidence of two users producing the same seed (S Tr Up = S Ts Uq ) is measured, leading to unequivocal and non-unequivocal implementations.
With respect to time-invariance (Goal 2), this will be measured by two criteria: (1) the average number of attempts to decrypt (referred to as AD) and (2) the probability of no decryption (denoted as P ND ). Regarding AD, time-invariance is achieved if AD = ) is valid. Therefore, the user must wait for some period (in this example, L a is 3 min, recall Section 4.2) before decrypting.
The worst case of decryption happens if the first seed S T 0 U i is different from the remaining ones produced by user U i . In this case, AD = ∞. However, the probability of this happening has to be considered. Let us consider a case with three seeds, two of them equal. If any of the equal ones are produced first, it is straightforward to see that AD = (1 + 2)/2 = 1.5 attempts. However, if the different one is first, then AD = ∞. In order to consider this issue, AD is formalized as follows.
} produced by user U i are divided in groups according to their values. Thus, let us rewrite this set as
Let m be the number of seeds, N ss the number of subsets, |G i | the amount of seeds in subset ith and |G ̸ = 1| the amount of subsets with more than one seed. Thus, AD is defined as shown in Eq. (6) .
On the other hand, P ND measures the likelihood of not being able to decrypt data. Thus, P ND is calculated by dividing the amount of subsets with only one seed (|G ̸ = 1|) by the total number of seeds (m), see Eq. (7). It is easy to notice that each subset with only one seed leads to undecryptable data.
Concerning the invulnerability goal (Goal 3), two magnitudes are studied. First, the seed length, which determines the size of the search space by the adversary. Associated with this issue, the brute-force effort to carry out such a search must be considered. Second, the seed randomness, which is measured by minentropy [17] . This magnitude is considered as the most conservative way to measure this issue. Recall that encryption keys are produced after a key derivation function seeded with S T * U i . Thus, seed unpredictability (i.e. entropy) should be calculated to discuss the appropriateness of their use.
Min-entropy is defined considering a set of elements E = {E 1 , . . . , E n } which have an associated probability distribution P = {p 1 , p 2 , . . . , p n }. It is calculated according to Eq. (8) .
(8) Thus, in EbH, we calculate the total min-entropy as the sum of the min-entropies for all N feat features. Thus, min-entropy is calculated per each feature s T * U i (k), and a total for all features is computed. Eq. (9) formalizes the applied min-entropy, where p
is the maximum probability of each value (i.e. 1, 0, −1 or neutral, recall Section 3.3) in feature ith.
Experimental assessment
This section introduces the results of the experimental assessment. For the sake of clarity, the content is organized according to EbH intended goals (Section 2.2). Therefore, time-invariance and uniqueness are studied in Section 4.5.1 whereas invulnerability is analyzed in Section 4.5. In . The two last parameters are the discard threshold DT and the threshold margin TM introduced in Section 3.3.
In the following, we report the results for different values for each parameter. Regarding the amount of samples in the model, we have considered 60% of the whole set of samples inspired on the value commonly used in machine learning [31] (referred to as training samples). For completeness we have also analyzed the polarized case when the model is only built with 20% of samples. With respect to L a , we have considered 3 min. L o has been set to 3 · L a and 10 · L a (i.e. 9 and 30 min, respectively). DT is valued 3% and 0.5%, whereas TM ranges from 1% to 20%.
All these values have been determined after extensive experimentation-they have been selected as they lead to an illustrative discussion. In Section 4.5.3, guidelines are provided to parameterize the system in practice. One important remark is that, for a real-world scenario, the size of the training set (i.e., 20% or 60% in our experiments) represents the time needed for the system to start working. Thus, in our experiments and considering the size of our dataset, EbH needs to be trained for 4.8 h (resp. 14.4 h). Remarkably, this action should be carried out once during the whole system lifetime. We leverage the rest of the dataset (i.e., 19.2 h or 9.6 h, respectively) to assess that EbH keeps meeting the intended goals for a long time after being trained.
Time-invariance and uniqueness
These two goals are achieved when each user generates the same seed over time and when it is different from that of other users. Fig. 5 shows the amount of seeds for several settings. Among all parameters, the size of the training set has a critical impact on the amount of seeds. The system outperforms well when this parameter is set to 60%, and in particular, a maximum of 535 seeds (i.e. 2.69 seeds/user) are generated. On the contrary, a worsening of the system is observed when the training set is reduced to 20% and this value raises to 2009 (i.e. 10.1 seeds/user).
On the other hand, the tolerance margin TM parameter also has a significant impact on the amount of seeds. Thus, the bigger it is, the higher the amount of seeds. Again, this trend is also according to the expectations-bigger tolerances enable more valid values for each single feature, thus leading to different combinations of values for each feature.
The remaining settings, discard threshold DT and length of the observation period L o , do not have any consistent effect on this matter.
Based on these results, there are some settings in which timeinvariance is significantly achieved. In particular, when L o = 10 · L a , DT = 0.03, TM = 0.01 and 60% of samples are taken to build ECG ModU i , 208 seeds have been produced for the 199 users (Table A. 8) . This implies 1.04 keys per user on average. This result supports the time-invariance of the approach, as most of the time users will be producing the same seed. Indeed, this happens in up to 183 users when ECG ModU i is formed by 20% of samples (Table A.5) and 191 when it is formed by 60% of samples (Table A. 
6).
Apart from the mere amount of seeds, time-invariance is also measured by the attempts to decrypt AD and the probability of no decryption P ND , also presented in Tables A.5 and A.6. Regarding AD, the best result (1.13 attempts) is achieved with the said parameter values. This value is significantly affected by TM -almost 5 attempts are needed to decrypt a piece of data when TM is raised to 0.05. It can be seen that this magnitude raises faster than the growth of TM itself. Concerning P ND , it is noticeable that all settings lead to a maximum probability of no decryption of 5%.
Interestingly, when TM = 0.01, there is no probability of this undesired situation happening. With respect to distinctiveness, it must be noted that it is achieved if all of them are different. As shown in Tables A.7 and A.8, our results show that most configurations lead to unique seeds per user (see values without * in the said tables). However, a small amount of settings (only when DT = 0.005 for ECG ModU i with 60% of samples) lead to seeds that are shared by at least two users. It must be noted that the impact is limited thanks to the size of the user set. Indeed, in order for a malicious user to benefit from this fact, she should guess which are the sharers in order to gain access to their personal information.
Invulnerability
The invulnerability of the generated seeds is given by their size and randomness. Each issue is studied separately.
Size analysis. Fig. 6 shows the size of seeds for the considered settings. It must be noted that the size is measured in amount of symbols, each one having values {1, 0, −1, neutral}, as explained in Section 3.3. Thus, if each symbol were coded by 2 bits, the actual seed size would be doubled. For the sake of generality, we leave the actual bit coding out of the discussion.
As it may be seen, seeds range from 115 symbols to 175.
Interestingly, having DT = 0.03 also causes that under that percentage the seed is around 118 symbols. This trend is in line with expectations-if DT is bigger, more ECG features are not considered for the seed derivation process, thus causing shorter values. The size of the training set has also an impact on the seeds size. In particular, the size grows when the training set is bigger. However, the effect of this variable is limited, as it only causes a minor variation. According to our experiments, having a bigger training set implies that the ECG reference model is less impacted by incidental minimum values that cause that some features fall below the DT threshold. On the other hand, neither TM or L o cause any significant effect on this issue. The seed size also determines the hardness of a potential bruteforce search. To quantify this issue, recall that the seed S refer to 60% and 20% training set respectively), the value of L o (in multiples of L a ) and DT . 
To contextualize the above equation we provide some numerical values regarding the cost for an attacker. We assume that each seed can be generated in just one instruction. To estimate the amount of time an attacker would need, let consider the use of an Intel Core i7 processor which runs 92 billion instructions per second. 4 Table 3 presents NA (clock cycles) and its associated amount of years for N feat = {194 attribute selection, 256 all features} and p = {100, 150}. We consider these values for p as they are in line with the obtained seed sizes.
It is noteworthy the huge number of attempts and years required to get the necessary seed applying brute force, for instance for N feat = 194 and p = 150, up to 3.1·10 27 years would be needed. Besides, an attacker should also consider the fact that p is not static and then, much more attempts should be performed with different p. Consequently, this study guarantees the infeasibility of applying a brute force attack against our proposed method EbH. Taking into account Eq. (10), the security level of our proposal EbH is lower bounded by δ = 1 2 log 2 (NA) . Seed unpredictability. With respect to unpredictability, Fig. 7 shows the evolution of the min-entropy of generated seeds under the considered settings. All parameters in these experiments have some effect on the min-entropy, being DT the one with higher impact. Surprisingly, having higher values of DT cause achieving better min-entropy. According to our experiments, the reason behind is that DT removes some features that are consistently having the same value in the resulting seeds, thus becoming predictable.
Another interesting finding is that the min-entropy benefits from having smaller training sets. This is due to the fact that a smaller training set leads to an ECG reference model that is not always that consistent with posterior observations. This causes more variability among seeds, thus achieving higher min-entropy. In a similar way, having larger L o cause lower entropy-this implies having more data from the user, thus making ECG features to be more predictable. Last but not least, the tolerance margin has also a limited impact on the min-entropy. In particular, higher tolerance values typically cause a small increase on min-entropy. Nevertheless, this increase is not representative and it does not hold for all experiments.
Practical remarks
In order for EbH to be practical, keys have to be produced in a short period of time. Otherwise, the user would be forced to wait for protecting her data or for accessing to them. Moreover, EbH storage needs have to be affordable for state-of-the-art devices. Both issues are studied first. On the other hand, when EbH is going to be applied in practice, some guidelines must be given to tune the system, beyond the per-goal analysis shown in Section 4.5. These guidelines are provided at the end of this Section.
Time and storage considerations. There are two issues that have to be taken into account. On the one hand, the user has to be observed for a period determined by parameter L o . However, recalling the definition of ECG
given in Section 3.1, at any time T i that the user wants to generate a key (either for encryption or decryption), the ECG data comes from the immediately precedent L o seconds. The only exception happens if the user tries to encrypt information in the very first L o seconds of operation of EbH, right after the creation of ECG ModU i . Disregarding this singular case, the user does not need to wait L o seconds until the key is created. From the practical viewpoint, this is feasible since the smart device and the hub are assumed to be carried together.
The second issue that may have practical impact for immediacy is the time needed for data preprocessing. Recalling Section 4.2, there are several steps to be carried out-filtering, segmentation and feature extraction (WHT and mean calculation). Eq. (11) gives the expression for this time, by adding the contributions of each of the aforementioned steps.
For any state-of-the-art device, T segment and T calcmean can be considered negligible since they are basic file and mathematical operations. However, the remaining steps are relevant in terms of computation. For our experiments, both operations have been carried out using Matlab in a 16 Gb RAM 2.8 GHz Intel Core i7 computer. Although these settings slightly exceed the current capabilities of an average smartphone, we believe that this technology may be available in the short term-new smartphones are already equipped with powerful 64-bit quad-core processors and a good amount of RAM. 5 Under these settings, according to Eq. (11), in the worst case, e.g. L o = 1800 s, T preproc = 81.1 ms for every key.
This time is not only affordable, but also could be done in parallel in the L o seconds of gathering ECG data. Once data is preprocessed, the own key computation has to be carried out. Therefore, the actual time taken to derive a key is formed by the preprocessing time and the key computation one (Eq. (12)). According to our experiments, T compKey = 0.23 ms, thus resulting in an overall time T key = 81.33 ms
Last but not least, in order for EbH to be feasible it is necessary to verify if the storage space is reasonable for current devices. Considering the previous explanation on how ECG values are collected, L o determines the upper limit of the storage needed in the hub to compute keys. Eq. (13) gives the expression for the required storage, where sizeof (feat) gives the size in bytes of an ECG features vector. Note that the division L o /L a gives the actual amount of ECG samples needed to collect in the period L o , but one additional ECG sample is needed to store ECG ModU i .
Considering our experiments, in the worst case (i.e., L o = 1800 s.), the storage needed is Storage hub = (1800/180 + 1) × 194 × 4 ≃ 8.6 kb. Clearly, this space is affordable for any regular-class smartphone being used as hub. Guidelines for tuning EbH. In general terms, EbH benefits from the size of the training set. Our results show that most indicators improve significantly when the system is trained for 14.4 h (i.e., 60% of the dataset) as compared to when the training lasts for 4.8 h (i.e.,20% of the dataset). The only exception is min-entropy, which only improves for the bigger value of DT (DT = 0.05).
Apart from this general advice, in practice there are two dimensions that are usually confronted-security and usability [32] . In the following, we discuss how the system parameters should be chosen to prioritize each of these dimensions.
If security is the main concern, seeds must be as unique, long and unpredictable as possible. As it has been previously shown, there is no single setting that improves these three aspects at a time. However, a suitable balance among them can be found for bigger values of the training set and the period of observation L o , combined with middle values of TM and DT. Under these settings, EbH produces a reasonable amount of unique seeds, of intermediate size and entropy. On the contrary, if ease of use is at stake, the user must face the lowest amount of issues when trying to access personal data. In this case, combining the smallest value of TM and the biggest one of DT leads to the best results in both the amount of attempts to decrypt and the probability of no decryption. Indeed, the user only needs 1.13 attempts to decrypt whereas the said probability is dramatically low (0.3%). Interestingly, the size of the observation period can be small (9 min in our experiments) while keeping both properties largely unaltered. The balance between both issues remain since the amount of attempts to decrypt would raise to 1.22 while the probability of no decryption would lower to 0.1%.
Additional considerations
For completeness, two considerations are included regarding our experiments. First, the dataset was acquired using the SpaceLab-Burdick digital Holter recorder (SpaceLab-Burdick, Inc., Deerfield, WI). Thus, ECG signals were recorded using three pseudo-orthogonal lead configuration (X , Y , Z ). The results shown in this paper correspond to one of the leads. Once the lead is arbitrarily chosen, this must be used for all the encryption and decryption operations.
On does not scale well when the optimal minimum entropy is taken into account. For 93 (resp. 256) features, the optimal minimum entropy is 55.99 (resp. 154.13). Therefore, in the selected features dataset the achieved entropy represented 59.83% of its optimum value. On the contrary, in the dataset with all features it only accounts for 53.53%. Considering all these issues, it can be concluded that using all features leads to greater and less predictable seeds, but the improvement is not linear with the increase in the amount of features.
Overall discussion
Results obtained for EbH show that the proposed approach is promising for seed generation. However, this general finding can be refined into specific remarks.
The system needs a representative number of ECG samples to build ECG ModU i . A percentage of 60%, which is a commonly employed value, seems an appropriate value for the workability of the system. In practice, this is not a practical shortcoming, as the proposed setting (i.e. user porting a bracelet and a smartphone) does not impose any time-related restriction. Indeed, for our experiments we consider 60% of one day, i.e. around 16 h. Thus, in practice every user could be working with EbH after the first day of training.
Most settings lead to distinctive keys among users. This is quite beneficial, as every user has data that can only be decrypted by herself. Even in those situations in which two user seeds coincide, the population is big enough (i.e. 196 users) to render this kind of attack impractical. Recall that the attacker would need to steal the hub (i.e. the smartphone) and connect it to her own bracelet for this attack to be successful.
Time-invariance is reasonably achieved under some settings. The optimal outcome is to have all users to produce a unique seed. EbH does not achieve this goal, but it achieves a close one.
Results have shown that a vast majority of users (up to 95.97%) may produce unique keys. Moreover, the amount of attempts to decrypt is significantly low. Another critical remark is that the probability of no decryption (which is paramount to ensure acceptance among users) is in most cases non-representative (as it is lower than 3%).
In sum, the feasibility of the proposed mechanism is supported by the previous facts as long as the dataset size is representative in both amount of users (199 subjects) and timespan (24 h). It is worth noting that the used dataset belongs to one of biggest and publicly available databases. However, this system could be improved considering the following pair of issues. On the one hand, a bigger database with more long-term recordings, e.g., years, could be used. In this way, we could analyze the changes produced in a very long time period for encryption/decryption keys, and this then would help to identify when these keys should be updated. Then, having very long ECG recordings, data stream mining techniques could be applied as on similar problems [33] . On the other hand, a database with tagged activities would be desirable. It will help us to study when users have more chances to successfully encrypt and decrypt. For instance, it is expected that if you encrypt something just after being running, its decryption would be quite challenging.
Related work
Multiple biometric traits have been used for key generation. Face images have been extensively applied. Teoh et al. [34] generate keys from facehashes, that is hashes created from facial images. The same goal is addressed by [35] . Applying 3-D face images, Chen et al. [36] present an entropy-based method to create deterministic bit sequences. The creation of keys not just by face images but by the iris ones is quite well-known. Rathgeb et al. [37] propose the binary codification of the iris, creating iris codes where contextbased information helps to detect reliable bits. In [38] authors go a step further applying the iris and a second biometric trait, the fingerprint. Extracted features are fused to create a 256-bit key constructed under the problem of large numbers factorization. By contrast [39] only considers fingerprints and applies distortion. Generated keys are used when previous ones are lost or stolen, thus being these latter ones cancellable.
Other proposals generate keys from assorted biometric traits such as creating hashes from the palm of the hand [40] , using handwritten signatures [41] , moving a pair of devices simultaneously trying to get the same key [42] , analyzing voice signals [43] or even studying a method to generate a key for digital audio watermarking [44] .
The use of cardiovascular signals and ECG in particular, for key generation is the main issue to consider herein. This research line has received limited research attention. An encryption algorithm based on chaotic functions is proposed in [45] . In this scheme a secret key is generated from ECG signals using the Lyapunov exponent's spectrum to extract signal features. The key is directly constructed from the signal but for decryption purposes a secure channel is required to send the secret key. In the context of body sensor networks (BSNs), Zhang et al. [46, 47] propose a fast biometric approach to generate 128-bit keys from ECG signals for ensuring confidentiality and authentication in BSNs communications. Keys are generated from Inter-Pulse Intervals (IPIs) extracted from cardiovascular signals (i.e. ECG or PPG), such that each bit is generated comparing two IPIs. The main difference with our approach is that Zhang et al. proposal do not aim to generate time-invariant keys, which makes their approach to be unsuitable for the considered scenario.
But not all proposals focus on a particular biometric trait, some of them propose a general approach. Sheng et al. [48] apply a semi-supervised clustering algorithm to identity consistent and discriminative biometric signals which are later used to generate keys. Ballard et al. [49] propose the use of biometric samples and a key as input of their system to get a cryptographic key. The main drawback is that users need to include a password together with the biometric samples. M. Khalil-Hani et al. [50] propose the use of a fuzzy vault scheme in which a biometric trait together with a secret key is used for encryption purposes. Again, the main weakness in comparison with the proposed approach is that a secret key is involved in the process. In addition, some other proposals, though not directly focused on creating keys through biometric traits, use them to achieve a final goal. In this regard, [51] presents a scheme in which biometric traits are used to generate keys applied for authentication purposes. Table 4 shows a comparison analysis with previous proposals. We consider whether keys are equal along time (time-invariant), different amount users (uniqueness) and difficult to reproduce (invulnerable). The type of managed biometric trait is also pointed out. Symbol √ means that a feature is considered and symbol × means the opposite. From the table is noticed that the generation of keys through biometric traits has been extensively explored. Nonetheless, as far as we are concerned, just the proposed approach achieves a time-invariant key generation ensuring the difference among users and being resilient to guessing attacks, that is, keys are difficult to reproduce by attackers. Indeed, the fact of creating keys invariant along time is a clear benefit in system in which a continuous variable, e.g. an ECG signal, is at stake. 
Conclusion. Future work
The use of ElectroCardioGram (ECG) biosignals have already been applied into the cryptographic arena. Thus, previous efforts have explored its application to protect health information or to authenticate users. This paper has addressed the potential of ECG to derive timeinvariant encryption keys. Thanks to this property, it is possible for an external data storage (e.g. a smartphones) to symmetrically encrypt its data, allowing the user to decrypt it at any time just by deriving the key from its current ECG value. The proposed mechanism, EbH, has been shown to provide with keys featuring high degree of time-invariance over a 24 h period. Remarkably, these keys are different for every user (in a set of 199 individuals) and they have suitable levels of min-Entropy and length so as to resist guessing attacks.
Future research works will be focused on expanding this approach to other biosignals (such as PPG) and exploring other settings that may allow smaller training times. Furthermore, another aspect that deserves attention is how to handle data re-encryption.
In particular, it is convenient that EbH seeds may become different (but time-invariant for a period) for a given user. Such periodical key renewal needs to be researched. The extension of the evaluation considering large-scale datasets (i.e., several months/years of a significant amount of users) is also interesting to ensure the goal assessment in long periods. Finally, the application of data stream mining techniques is also relevant to enable EbH handling changes (concept drift study) in ECG signals throughout the subject's lifetime also considering performed activities.
