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Abstract
Assume that the characteristic of the base field is zero. We give a necessary and sufficient condition
for the defining ideal of a monomial curve to be generated by one polynomial on another lattice ideal,
up to radical. By applying it, we provide two examples of monomial curves in affine 4-space; in the
first one, a monomial curve is set-theoretic complete intersection, in the second, it is never generated
by two binomials and one polynomial up to radical.
© 2005 Elsevier Inc. All rights reserved.
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Let k be a field and n1, . . . , nN natural numbers whose greatest common divisor is 1. We
call the curve C = {(tn11 , . . . , tnNN ): t ∈ k} in affine N -space a monomial curve defined by
n1, . . . , nN . It has been questioned whether every monomial curve is a set-theoretic com-
plete intersection, namely if it is defined as the intersection of N − 1 hypersurfaces. Equiv-
alently, it asks whether there are N − 1 polynomials in a polynomial ring k[X1, . . . ,XN ]
which define the defining ideal of C up to radical. In the characteristic positive case, all
monomial curves are set-theoretic complete intersections and even their defining ideals are
generated by N − 1 binomials up to radical [1,15], where a binomial means a polynomial
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In this case, if the defining ideal of C is generated by N − 1 binomials up to radical, then
it turns out to be a complete intersection [20]. There are number of results in which the
monomial curves are set-theoretic complete intersections [2,4,5,7,8,12,13,18,19,21], but
almost all of them find N − 2 binomials and one polynomial which define the monomial
curves set-theoretically. So, in this article, we ask under what conditions there are N − 2
binomials and one polynomial which define a monomial curve set-theoretically.
In Section 1, we give notations for lattice ideals and some definitions. A basic theorem
and a proposition are given in Section 2 (Theorem 2.1, Proposition 2.3). Moreover, Theo-
rem 2.1(1) gives a condition in which a Cohen–Macaulay binomial ideal is equal to a lattice
ideal. Further, if the characteristic of k is zero, and if the lattice ideal I is set-theoretic com-
plete intersection on binomials on a fixed lattice ideal J (i.e., I/J is set-theoretic complete
intersection on binomials), then I is a complete intersection on J (i.e., I/J is a complete
intersection). This is a generalization of results in [2,9,16]. In Proposition 2.3, we prove
that, if a lattice ideal of height r is generated by r − 1 binomials and one polynomial G up
to radical, then G is congruent to a power of a binomial modulo the lattice ideal generated
by the given binomials. Note that the rank r needs not to be N − 1 in this proposition. As
a corollary, we give a condition for lattice ideals to be generated by one binomial on an-
other lattice ideal (Corollary 2.5). In Section 3, we provide an equivalent condition for the
defining ideal of a monomial curve to be set-theoretic complete intersection on another lat-
tice ideal (Theorem 3.1). Applying it, we recover previously known results of set-theoretic
complete intersection monomial curves. In Section 4, we develop a method of how to re-
duce an ideal of a monomial curve which is set-theoretic complete intersection on N − 2
binomials and one polynomial to another one of less embedding dimension. Using it, we
give two examples; in the first example, we succeed to find the desired polynomials, but,
in the second we prove that such polynomials never exist.
1. Preliminaries
Let Z be the ring of integers and A = k[X1, . . . ,XN ] a polynomial ring over a field
k where N > 0. For a positive integer s, we write [1, s] = {i ∈ Z: 1  i  s}. For v =∑
σi(v)ei ∈⊕Ni=1 Zei , we denote suppv = {i: σi(v) = 0} and define the binomial
F(v) = Xv− −Xv+ =
∏
σi(v)<0
X
−σi(v)
i −
∏
σi(v)>0
X
σi(v)
i ∈ A.
If |suppv| = 2, we say that v is 2-supported. For a submodule V in ZN of rank r , we also
denote suppV =⋃v∈V suppv and put I (V ) the ideal in A generated by F(v) for all v ∈ V ,
called a lattice ideal of V . Then its height is r and any Xi is non-zero divisor on A/I (V ).
Conversely, if a binomial ideal J , i.e., J is generated by binomials, and if any Xi is a non-
zero divisor on A/J , then it is a lattice ideal. We usually assume that V is contained in the
kernel of a map ZN → Z defined by positive integers n1, . . . , nN . In this case, we say that
V is positive. If V is positive, I (V ) is a homogeneous ideal when we put degXi = ni for
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is contained in some positive module, the above condition is always satisfied.
Definition 1.1. (cf. [12, Definition 3.4]) Let V be a positive submodule of rank r and W
a proper submodule of V of rank r ′. If I (V )/I (W) is generated by r − r ′ elements in
A/I (W) up to radical, then we say that I (V ) is set-theoretic complete intersection (in
short, s.t.c.i.) on I (W). If I (V ) is s.t.c.i. on I (W) and I (W) is s.t.c.i., we say that the pair
(V ,W) is a stci pair. By the definition, for a positive submodule V , if there is a submodule
of W of V such that (V ,W) is a stci pair, then I (V ) is s.t.c.i. And I (V ) is s.t.c.i., if and
only if (V ,0) is a stci pair.
Definition 1.2. Let V be a positive submodule in ZN of rank r . For a non-empty subset S
of [1,N ], suppose that the following two conditions are satisfied:
(1) for each v ∈ V , either F(v) ∈ (Xi)i∈S or suppv ∩ S = ∅ holds,
(2) rankVS = r + 1 − |S| where VS = {v ∈ V : suppv ∩ S = ∅}.
Then we say that the ideal pS = (Xi)i∈S + I (VS) is a lattice divisor of I (V ).
By definition, we have pS ⊃ I (V ) and htpS = r + 1 = ht I (V ) + 1. We also note that
the number of lattice divisors of I (V ) is finite. If rankV = N − 1, the maximal ideal
(Xi)i=1,...,N is the only lattice divisor of I (V ).
Lemma 1.3. Assume N > 2. If V is a positive submodule in ZN of rank N − 2, then there
are exactly two lattice divisors of I (V ).
Proof. Since V is positive of rank N − 2, it is simplicial, i.e., it is contained in the kernel
of a map defined by a simplicial semigroup. Hence we may assume V is contained in
Ker
(
a1 0 a3 . . . aN
0 b2 b3 . . . bN
)
,
where a1 > 0, b2 > 0 and a3, . . . , aN , b3, . . . , bN are non-negative integers with ai +bi > 0
for each i. Let S1 = {i: ai > 0} and S2 = {i: bi > 0}. Since the image of V by the projec-
tion ZN →⊕i∈S1 Zei is a positive submodule contained in Ker(ai)i∈S1 of rank |S1| − 1,
S1 defines a lattice divisor p1. Similarly, S2 defines a lattice divisor p2. Assume that a subset
S of [1,N ] defines a lattice divisor. We choose i ∈ S, then ai > 0 or bi > 0 holds. If i > 2,
we have aib2
(
a1
0
)+ a1bi( 0b2)= a1b2(aibi) and there is a binomial of the form Xdi − Xd11 Xd22
in I (V ) where d > 0, d1  0 and d2  0. Thus S contains 1 or 2. Further, if 1 ∈ S (respec-
tively 2 ∈ S), and if i ∈ S1 (respectively i ∈ S2), i.e., ai > 0 (respectively bi > 0), then there
is a binomial of the form Xdi −Xd11 Xd22 in I (V ) where d > 0, d1 > 0 (respectively d2 > 0).
This implies i ∈ S and S1 ⊂ S (respectively S2 ⊂ S). If S  S1 (respectively S  S2), the
lattice divisor defined by S strictly contains p1 (respectively p2), thus its height is N . Hence
S = S1 or S = S2 and this completes the proof. 
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(note Sl ⊂ [1,N ], pSl = (Xi)i∈Sl + I (VSl ) and VSl is defined as above, for each l). For
each l, consider the projection ρl :ZN =⊕Ni=1 Zei →⊕i∈Sl Zei . Then ρl(V ) is positive of
rank |Sl |− 1, since ρ˜l(pSl ) is a maximal ideal in k[Xi]i∈Sl , where ρ˜l is the induced algebra
map by ρl , and since ht ρ˜l(pSl ) − ht ρ˜l(I (V )) = 1. Then there are unique natural numbers
{nli}i∈Sl whose g.c.d. is 1 such that ρl(V ) is contained in the kernel of the map Z|Sl | → Z
defined by them. We put nli = 0 if i /∈ Sl . Then, considering all {nli}1ls,1iN , we
obtain the Z-homomorphism τ :ZN → Zs , called the defining map of V . Indeed, Ker τ
contains V and have the same rank as V . In the case that ZN/V is torsion free, they are
equal.
Further, τ induces an algebra map τ˜ :A → k[t1, . . . , ts]. By definition, τ˜ (pSl ) ⊂ (tl) for
each l.
Example 1.5. Let V be a positive submodule in ZN . Assume that there is a 2-supported
vector v in V of the form a1e1 − a2e2 where a1, a2 > 0 and they are coprime. Let ρ be the
defining map of Zv and ρ˜ :A → k[t1, . . . , tN−1] the induced algebra map by ρ. Then ρ is
defined by the (N − 1)×N -matrix
⎛
⎜⎜⎜⎜⎜⎜⎝
a2 a1 0 0 . . . 0
0 0 1 0 . . . 0
0 0 0 1 . . . 0
...
...
...
. . .
0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
If p= (Xi)i∈S + I (VS) is a lattice divisor of I (V ), then p′ = (ti−1)i∈S + I (ρ(VS)) is also
a lattice divisor of I (ρ(V )). Conversely, if p′ is a lattice divisor of I (ρ(V )), then ρ˜−1(p′)
is a lattice divisor of I (V ).
Lemma 1.6. Let V be a positive submodule and p = (Xi)i∈S + I (VS) a lattice divisor
of I (V ). If I (V ) is a complete intersection, so is I (VS).
Proof. Let rankV = r and I (V ) = (F (v1), . . . ,F (vr)). Put W =∑suppvj∩S=∅ Zvj and
J = (F (vj ))suppvj∩S=∅. Then J is a complete intersection, J ⊂ I (W) ⊂ I (VS) and
J + (Xi)i∈S = I (W)+ (Xi)i∈S = I (VS)+ (Xi)i∈S
(= I (V )+ (Xi)i∈S).
Since htJ = rankW = rankVS = ht I (VS), we have I (VS) = J by applying [11, Proposi-
tion 2.3] to VS . Hence I (VS) is a complete intersection. 
We recall the following proposition from [11, Proposition 2.3], that was used in the
proof of Lemma 1.6.
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v1, . . . , vr ∈ V and g1, . . . , gs ∈ A such that
I (V )+ (g1, . . . , gs) =
(
F(v1), . . . ,F (vr), g1, . . . , gs
)
and that their height is r + s, then I (V ) is a complete intersection.
2. Lattice conditions
Let I (V ) be a lattice ideal of height r . In this section, we prove the fundamental prop-
erties for binomials F(v1), . . . ,F (vs) and polynomials G1, . . . ,Gr−s satisfying√
I (V ) =√(F (v1), . . . ,F (vs),G1, . . . ,Gr−s),
where 0 < s < r . Then, by applying Theorem 2.1, we see that binomials F(v1), . . . ,F (vs)
define a lattice ideal I (W) and that V/W is torsion free, if the characteristic of k is zero.
Further, Theorem 2.1(3) is a generalization of [2, Theorem 2], [9, Theorem 2.1] and [16,
Corollary 3.10], in which it was proved that a lattice ideal is a complete intersection, if it
is set-theoretic complete intersection on binomials, and if the characteristic of k is zero. It
says that the same result holds on a fixed lattice ideal. In Proposition 2.3, we provide a nec-
essary and sufficient condition for a lattice ideal to be set-theoretic complete intersection
on another lattice ideal.
Theorem 2.1. Let V ⊂ ZN be a positive submodule of rank r .
(1) (cf. [11, Proposition 2.3]) If there are a Cohen–Macaulay binomial ideal J of height s
and polynomials G1, . . . ,Gr−s ∈ A with√
I (V ) =√J + (G1, . . . ,Gr−s),
then the ideal J is a lattice ideal I (W) where W = {v ∈ ZN : ∃M a monomial s.t.
MF(v) ∈ J }.
(2) Assume that the characteristic of k is zero and 0 < s < r . If there are a submodule W
of rank s and polynomials G1, . . . ,Gr−s ∈ A with√
I (V ) =√I (W)+ (G1, . . . ,Gr−s),
then V/W is torsion free of rank r − s. In particular, if (V ,W) is a stci pair, then
V/W is torsion free.
(3) If there are a submodule W of rank s and binomials G1, . . . ,Gr−s ∈ A with√
I (V ) =√I (W)+ (G1, . . . ,Gr−s)
where 0 < s < r , then there is vj ∈ V with Gj = F(vj ) for each j . Further, if the char-
acteristic of k is zero, or if V = W +∑r−s Zvj , then I (V ) = I (W)+ (G1, . . . ,Gr−s).j=1
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Since J is Cohen–Macaulay, Xi is non-zero divisor on A/J . Thus J is a lattice ideal I (W).
(2) Since rankW = s, we may write ZN/W = ZN−s ⊕T ′ and V/W = Zr−s ⊕T where
T ,T ′ are torsion modules. Let ϕ :ZN → ZN/W be a canonical surjection,
0 −−−−→ W −−−−→ V −−−−→ Zr−s ⊕ T −−−−→ 0
‖
⏐⏐ ⏐⏐
0 −−−−→ W −−−−→ ZN ϕ−−−−→ ZN−s ⊕ T ′ −−−−→ 0.
Since W is positive, we may assume that a composition map of ϕ and the projection to
ZN−s is defined by positive integers. Suppose T = 0. Then T ′ = 0 and we write T ′ =⊕m
l=1 Z/dlZ. From the above commutative diagram, we obtain the following commutative
diagram,
0 −−−−→ I (W) −−−−→ I (V ) −−−−→ ϕ˜(I (V ))
‖
⏐⏐ ⏐⏐
0 −−−−→ I (W) −−−−→ A ϕ˜−−−−→ B
where B = k[t1, . . . , tN−s , t ′1, . . . , t ′m]/(t1′d1 − 1, . . . , tm′dm − 1) and ϕ˜ is the induced al-
gebra map by ϕ. For any Xi , the degree of ϕ˜(Xi) with respect to t1, . . . , tN−s is positive.
Note ϕ˜(Gi) = 0 for each i and ϕ˜(I (V )) is generated by ϕ˜(G1), . . . , ϕ˜(Gr−s) up to radi-
cal, by the assumption. Since Gi ∈ I (V ), the constant term of ϕ˜(Gi) is 0 with respect to
t1, . . . , tN−s for each i. Since T = 0, there are v ∈ V and e > 1 with v /∈ W and ev ∈ W .
Then the degree of ϕ˜(F (v)) is 0 with respect to t1, . . . , tN−s . Since the characteristic
of k is zero, we have
√
I (W) = I (W) by [6, Corollary 2.2] or [9, Lemma 2.2] and
F(v)d /∈ I (W) for any d > 0, in particular, ϕ˜(F (v))d = 0 in B . And there is d > 0 with
ϕ˜(F (v))d ∈ (ϕ˜(G1), . . . , ϕ˜(Gr−s)). But this is impossible because the constant term of
ϕ˜(Gi) is 0 for each i and ϕ˜(F (v))d = 0. Hence we conclude that T = 0.
(3) Note that each Gj can be expressed as F(vj ), otherwise I (V ) is contained in a
prime ideal of height r containing a monomial. Put J = I (W) + (G1, . . . ,Gr−s). For
each i, Xi is a non-zero divisor on A/I (V ), so on A/J by the assumption. Since J is a
binomial ideal, it is the lattice ideal I (W +∑r−sj=1 Zvj ). By the assumption, we have
√
I (V ) = √J =
√√√√I(W + r−s∑
j=1
Zvj
)
.
Since the characteristic of k is zero, we have V = W +∑r−sj=1 Zvj , by [9, Lemma 2.3], this
completes the proof. 
We recall the following lemma from [9, Lemma 2.3], that was used in the proof of
Theorem 2.1.
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v1, . . . , vs ∈ V . If √I (V ) = √(F (v1), . . . ,F (vs)), then V =∑sj=1 Zvj .
Proposition 2.3. (cf. [12, Theorem 3.1]) Let V be a positive submodule in ZN of rank r and
W ⊂ V a submodule of rank r − 1. Assume that there is w ∈ V with V = W + Zw (equiv-
alently V/W is torsion free). Let τ be the defining map of W and τ˜ :A → k[t1, . . . , ts] the
induced algebra map by τ . Then the following are equivalent:
(1) I (V ) is s.t.c.i. on I (W),
(2) there is d > 0 satisfying F(τ(w))d ∈ τ˜ (I (V )).
Proof. We may assume that k is algebraically closed. If I (V ) is s.t.c.i. on I (W), then there
is G ∈ A with √I (V ) = √I (W)+ (G). Put g = τ˜ (G). Since F(w)d ∈ I (W) + (G) for
some d > 0, there is a monomial M in k[t1, . . . , ts] with MF(τ(w))d ∈ (g). Since τ˜−1(ti)
is a lattice divisor of I (W), it does not contain I (V ), thus the ideal (ti) does not contain
(g) for each i. Thus F(τ(w))d ∈ √(g), otherwise there is a prime divisor of g which does
not divide F(τ(w))d , then it divides the monomial M and it must be some ti . There are
e > 0 and a, b ∈ ZN with F(τ(w)) = tea − teb =∏e−1l=0 (ta −ωltb), where ω is a primitive
eth root of unity and ta − ωltb is irreducible for each l. Since √(g) = √(F (τ(w))), there
are p0, . . . , pe−1 > 0 with g = c∏e−1l=0 (ta −ωltb)pl , where c ∈ k. Since g ∈ Im τ˜ , every
monomial appearing in g is contained in Im τ˜ . Thus gm =∏e−1l=0 (ta − ωl+mtb)pl ∈ Im τ˜
for m = 0, . . . , e − 1, because it has the same monomials as g (note suppa ∩ suppb = ∅
and if we write g = G(ta, tb) where G ∈ k[Y1, Y2] then gm = G(ta,ωmtb) for each m). If
we put d =∑e−1l=0 pl , then F(τ(w))d =∏e−1m=0 gm ∈ τ˜ (I (V )).
Conversely, if there is d > 0 with F(τ(w))d ∈ τ˜ (I (V )), put G ∈ I (V ) satisfying
τ˜ (G) = F(τ(w))d . Then√
I
(
τ(V )
)=√(F (τ(w)))=√(τ˜ (G))⊂√τ˜(I (V ))⊂√I(τ(V ))
thus
√
(τ˜ (G)) =√τ˜ (I (V )). Hence we have
√
(G)+ Ker τ˜ = τ˜−1
(√(
τ˜ (G)
))=√I (V )+ Ker τ˜ .
Since I (V )∩ Ker τ˜ = I (W), we conclude√
I (W)+ (G) =
√
(G)+ Ker τ˜ ∩√I (V ) =√I (V ). 
Example 2.4. In [19], it is shown that the projective monomial curve (sd , sd−1t, . . . , td)
in Pd is set-theoretic complete intersection. We give another proof by applying Proposi-
tion 2.3.
We may assume N = d + 1 3 and prove it by induction on N . If N = 3, the defining
ideal is a complete intersection. Assume N > 3. Consider
V = Ker
(
d d − 1 . . . 1 0)
.
0 1 . . . d − 1 d
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W = Ker
⎛
⎝d − 1 d − 2 . . . 1 0 00 1 . . . d − 2 d − 1 0
0 0 . . . 0 0 1
⎞
⎠ .
Then W ⊂ V . By the induction hypothesis, I (W) is a set-theoretic complete intersection.
And the defining map τ of W is just the matrix which defines W above. Let w = −eN−2 +
2eN−1 − eN . Then V = W + Zw. Further, F(τ(w)) = t1t3 − td2 and
F
(
τ(w)
)d−1 = d−1∑
l=0
(−1)l
(
d − 1
l
)
(t1t3)
d−1−l t ld2
=
d−1∑
l=0
(−1)l
(
d − 1
l
)
τ˜
(
Xl+1XlN−1X
d−1−l
N
) ∈ τ˜(I (V )).
By Proposition 2.3, I (V ) is s.t.c.i. on I (W) and a set-theoretic complete intersection.
Corollary 2.5. Let V,W,w, τ and τ˜ be as in Proposition 2.3. If I (V ) is s.t.c.i. on I (W)
and if τ˜ (F (w)) = F(τ(w)), then I (V ) = I (W)+ (F (w)).
Proof. Choose G ∈ A with √I (V ) = √I (W)+ (G). By Proposition 2.3, we may as-
sume that τ˜ (G) = F(τ(w))d for some d > 0. Further, by the assumption, we may assume
G = F(w)d . Then
√
I (V ) =
√
I (W)+ (F(w)d)=√I (W)+ (F(w)).
By Theorem 2.1, we have I (V ) = I (W)+ (F (w)). 
Note 2.6. In Proposition 2.3, and Corollary 2.5, the map τ needs not be the defining map
of W . Namely, if τ is a Z-homomorphism satisfying the following conditions, then we can
choose this τ in place of the defining map of W :
(1) τ(V ) is positive of rank 1,
(2) W = V ∩ Ker τ ,
(3) τ˜−1(ti) does not contain I (V ) for each i, where τ˜ :A → k[t1, . . . , ts] is the induced
algebra map by τ .
3. Monomial curve case
We will give a condition in which the defining ideal of a monomial curve is s.t.c.i. on
a lattice ideal of height N − 2. In the next two sections, we assume that the characteristic
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monomial curve is a set-theoretic complete intersection. For example, see [15,20].
Theorem 3.1. Let V = Ker(n1, . . . , nN) and W a submodule of rank N − 2. Then the
following are equivalent:
(1) I (V ) is s.t.c.i. on I (W),
(2) there are w1,w2 ∈ V satisfying w1 +w2 ∈ W and I (V ) = √I (W)+ (F (w1),F (w2)).
Proof. Let τ be the defining map of W and τ˜ the induced algebra map from A to k[t1, t2]
by τ . Note that there are exactly two lattice divisors p1,p2 of I (W) by Lemma 1.3, since
rankW = N − 2.
(1) ⇒ (2). By Theorem 2.1, V/W is torsion free of rank 1. Let w ∈ V with V = W +
Zw. Note τ(V ) = Zτ(w). By Proposition 2.3, there is d > 0 with F(τ(w))d ∈ τ˜ (I (V )).
Since we can write τ(w) = ±(ta11 − ta22 ), monomials tda11 and t (d−1)a11 ta22 are contained in
the image of τ˜ . Say, τ˜ (M1) = tda11 and τ˜ (M2) = t (d−1)a11 ta22 , where M1,M2 are monomials
in A. We also write M1 − M2 = MF(w1) where M is a monomial and w1 ∈ ZN . Then
τ(w1) = τ(w), w1 ∈ V and τ˜ (F (w1)) /∈ (t2). Similarly, there is w2 ∈ V satisfying τ(w2) =
−τ(w) and τ˜ (F (w2)) /∈ (t1). Put J = I (W)+ (F (w1),F (w2)). Then τ˜ (J ) is contained in
neither (t1) nor (t2). Thus J is contained in neither p1 nor p2. From [10, Lemma 1.7],
√
J
is the intersection of ideals of the form pS = (Xi)i∈S + I (VS) satisfying pS ⊃ J where
S ⊂ [1,N ] and VS = {v ∈ V : suppV ∩ S = ∅}. If S = ∅, then htpS  N − 1 and pS is a
lattice divisor of I (W) if htpS = N − 1, or the maximal ideal if htpS = N . Otherwise, it
must be I (V ). Thus
√
J = I (V ).
(2) ⇒ (1). Since the characteristic of k is zero and I (V ) = √I (W)+ (F (w1),F (w2)),
we have V = W + Zw1 + Zw2 = W + Zw1, by [9, Lemma 2.3]. Thus V/W is torsion
free. If F(w1) ∈ p1 ∩ p2 (respectively F(w2) ∈ p1 ∩ p2), then F(w2) /∈ p1 and F(w2) /∈ p2
(respectively F(w1) /∈ p1 and F(w1) /∈ p2) and I (V ) = I (W) + (F (w2)) (respectively
I (V ) = I (W) + (F (w1))), by Corollary 2.5, thus I (V ) is s.t.c.i. on I (W). Hence, we
may assume F(w1) /∈ p1 and F(w2) /∈ p2. Then τ˜ (F (w1)) /∈ (t1) and τ˜ (F (w2)) /∈ (t2).
Hence there is d1  0 (respectively d2  0) with τ˜ (F (w1)) = td12 F(τ(w1)) (respectively
τ˜ (F (w2)) = td21 F(τ(w2))). From Corollary 2.5, we may assume d1 > 0 and d2 > 0. Con-
sider the semigroup H in Z2 defined by
(
a
b
) ∈ H if and only if ta1 tb2 ∈ Im τ˜ . By the above
equations, H contains
(
0
σ2 + d1
)
,
(
σ1
d1
)
,
(
d2
σ2
)
and
(
σ1 + d2
0
)
,
where F(τ(w1)) = −F(τ(w2)) = tσ22 − tσ11 . Put d = (σ2 + d1)(σ1 + d2). Then d  4 and
d
(
0
)
, d
(
0
)
+
(
σ1
)
, d
(
σ1
)
+
(−σ1)
, d
(
σ1
)
∈ H
σ2 σ2 −σ2 0 σ2 0
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τ˜
(
N1F(w1)
)= tdσ22 − tσ11 t (d−1)σ22 and τ˜(N2F(w2))= tdσ11 − t (d−1)σ11 tσ22 .
Put D = d(d − 2). Then there is a monomial Ml in A with τ˜ (MlF (w1)) = t lσ11 t (D−l)σ22 ×
(t
σ2
2 − tσ11 ) for 0  l  D − d and τ˜ (MlF (−w2)) = t lσ11 t (D−l)σ22 (tσ22 − tσ11 ) for D − d <
l D. Put
G =
D−d∑
l=0
(−1)l
(
D
l
)
MlF(w1)+
D∑
l=D−d+1
(−1)l
(
D
l
)
MlF(−w2) ∈ I (V ).
Then τ˜ (G) = F(τ(w1))D+1. By Proposition 2.3, I (V ) is s.t.c.i. on I (W). (In fact, to prove
(2) ⇒ (1), we need not assume ZN/V is torsion free.) 
Note 3.2. The above theorem implies ara(I (V )) ara(I (W)) + 1 if there are w1,w2 ∈ V
satisfying the conditions (2), where ara denotes the arithmetical rank, which is defined for
an ideal I as the number
min
{
s > 0: ∃f1, . . . , fs ∈ I ;
√
I =√(f1, . . . , fs)}.
If I (W) is a set-theoretic complete intersection, and if there are w1,w2 ∈ V satisfying the
conditions (2), then I (V ) is also a set-theoretic complete intersection.
We give examples in which some monomial curves are set-theoretic complete inter-
sections, by applying Theorem 3.1. They are already proved in [5,8,14]. We assume
V = Ker(n1, . . . , nN) where n1, . . . , nN are natural numbers whose g.c.d. is 1.
Example 3.3. [5,8,14] If N = 3, and if I (V ) is not a complete intersection, then it is an al-
most complete intersection and there are v1, v2, v3 ∈ V with suppv+j = {j}, v1 +v2 +v3 =
0 and I (V ) = (F (v1),F (v2),F (v3)) (see [14, Chapter V, §3]). Applying Theorem 3.1 to
W = Zv3, w1 = v1 and w2 = v2, we conclude that I (V ) is a set-theoretic complete inter-
section.
Assume N = 4. If I (V ) is Gorenstein, and if it is not a complete intersection, then there
are v1, v2, v3, v4 ∈ V with suppv+j = {j}, |suppvj | = 3 for each j , v1 + v2 + v3 + v4 =
0 and I (V ) = √(F (v1),F (v2),F (v3),F (v4)) (see [3]). Since there is j /∈ suppv1, the
ideal J = (F (v1),F (vj )) does not contained in any monomial ideal of height two, thus
every monomial is a non-zero divisor on A/J and J is a complete intersection lattice ideal
I (W) where W = Zv1 +Zvj . Applying Theorem 3.1, I (V ) is also a set-theoretic complete
intersection in this case.
If N = 4 and if I (V ) is an almost complete intersection, we can apply Theorem 3.1 and
show that it is a set-theoretic complete intersection [8].
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Put
W = Ker
(
n1 n2 . . . nN
1 1 . . . 1
)
.
Then W ⊂ V and I (W) defines the projective monomial curve treated in Example 2.4.
Hence it is a set-theoretic complete intersection. Put w1 = n2e1 − n1e2 and w2 =
nN−1eN − nNeN−1. Since n1 + nN = n2 + nN−1, we have w1 + w2 ∈ W . We also have
V = W + Zw1. Since W contains 2ei+1 − ei − ei+2 for i = 1, . . . ,N − 2, we have√
I (W)+ (F (w1),F (w2)) = √I (V ), From [10, Lemma 1.7]. By Theorem 3.1, I (V ) is
s.t.c.i. on I (W) and a set-theoretic complete intersection.
We will give another example of set-theoretic complete intersection monomial curve
initially proved in [18]. Assume N > 3 and that n1, . . . , nN−1 form an arithmetic sequence.
Put
W ′ = Ker
⎛
⎝n1 . . . nN−1 01 . . . 1 0
0 . . . 0 1
⎞
⎠⊂ V.
Then I (W ′) is a set-theoretic complete intersection by Example 2.4. By using [17,
Lemma 3.1], we see that there are w1,w2,w3 ∈ V satisfying suppw+1 = {1}, suppw+2 =
{N − 1}, suppw+3 = {N} and w1 +w2 +w3 ∈ W ′. Put
J = I (W ′)+ (F(w1),F (w2),F (w3))⊂ I (V ).
Then it is a binomial ideal and its radical is equal to I (V ), by using [10, Lemma 1.7]. Fur-
ther, put W = W ′ + Zw3. Then I (W) = I (W ′) + (F (w3)) since suppw+3 ∩ suppW ′ = ∅.
Thus it is a set-theoretic complete intersection and we also have
I (V ) =
√
I (W)+ (F(w1),F (w2)).
By Theorem 3.1, I (V ) is a set-theoretic complete intersection.
4. Set-theoretic complete intersection monomial curves
Throughout this section, we assume that the characteristic of k is zero. For a positive
submodule V in ZN of rank N − 1 with ZN/V ∼= Z, we will study a condition in which
there are v1, . . . , vN−2 ∈ V and G ∈ A with
I (V ) =
√(
F(v1), . . . ,F (vN−2),G
)
. (∗)
First we assume that there exist such v1, . . . , vN−2 and G. Put W =∑N−2j=1 Zvj . By
Theorem 2.1, we have V/W ∼= Z and I (W) is a complete intersection. By Theorem 3.1,
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the characteristic of k is zero, this implies V = W + Zw1 + Zw2 = W + Zw1 by [9,
Lemma 2.3].
Further we assume that I (V ) is not a complete intersection. Since rankW = N − 2,
there are exactly two lattice divisors p1,p2 of I (W), by Lemma 1.3. If F(w1) is con-
tained in neither p1 nor p2, then I (V ) = √I (W)+ (F (w1)) again by [10, Lemma 1.7],
and I (V ) = I (W) + (F (w1)) by Theorem 2.1. Since I (W) is a complete intersection,
so it would be I (V ), a contradiction. Hence F(w1) is contained in p1 or p2. If F(w1) is
contained in both of them, then F(w2) is contained in neither p1 nor p2, since I (V ) =√
I (W)+ (F (w1),F (w2)) and since each pj does not contain I (V ) for j = 1,2. Thus,
also in this case, I (V ) is a complete intersection, which is a contradiction. Hence F(w1) is
contained in exactly one of pj and we may assume F(w1) ∈ p1 − p2 and F(w2) ∈ p2 − p1.
In summary, W,w1,w2 satisfy the following conditions:
(L1) V/W ∼= Z, I (W) is a complete intersection,
(L2) V = Zw1 + Zw2 +W ,
(L3) w1 +w2 ∈ W ,
(L4) F(w1) ∈ p1 − p2 and F(w2) ∈ p2 − p1 where p1,p2 are the lattice divisors of I (W).
If W,w1,w2 satisfy all the above conditions, we say that they satisfy the condition (L).
Conversely, if there exist W,w1,w2 satisfying (L), then there are v1, . . . , vN−2 ∈ V and
G ∈ A satisfying (∗), by Theorem 3.1. For a positive submodule V in ZN of rank N − 1,
we also say that (V ;W,w1,w2), or V in short, satisfies the condition (L), if W,w1,w2
satisfy (L) for V .
The next theorem provides us with a reduction of (V ;W,w1,w2) satisfying (L) to
(V ′;W ′,w′1,w′2) satisfying (L) and V ′ ⊂ ZN−1. In fact, there are two cases. By apply-
ing it, we get (V0;Zz, z1, z2) satisfying (L) and V0 ⊂ Z3 as a reduction of (V ;W,w1,w2)
satisfying (L), and certain numerical condition (see Note 4.2).
Theorem 4.1. Assume N > 3. For a positive submodule V in ZN of rank N − 1, V satis-
fies (L), if and only if one of the following conditions is satisfied:
(1) There is a 2-supported vector v in V such that ρ(V ) satisfies (L), where ρ is the defin-
ing map of Zv. And there are W ′,w′1,w′2 in ρ(V ), w1 ∈ ρ−1(w′1) and w2 ∈ ρ−1(w′2)
satisfying σi(w1)σi′(w1) 0 and σi(w2)σi′(w2) 0 where suppv = {i, i′}, such that
both (ρ(V );W ′,w′1,w′2) and (V ;ρ−1(W ′),w1,w2) satisfy (L).
(2) There is an l ∈ [1,N] such that V ′ = {v ∈ V : σl(v) = 0} satisfies (L). And there are
W ′,w′1,w′2 in V ′, a Z-homomorphism τ :ZN →
⊕
i =l Zei defined by non-negative
integers, w1 ∈ τ−1(w′1) and w2 ∈ τ−1(w′2) such that both (V ′;W ′,w′1,w′2) and
(V ; τ−1(W ′),w1,w2) satisfy (L).
Proof. Suppose that (V ;W,w1,w2) satisfy (L). We write p1 = (Xi)i∈S1 + I (W1) and
p2 = (Xi)i∈S2 + I (W2). Since htp1 = N − 1, we have
rankW1 = ht I (W1) = htp1 − |S1| = N − |S1| − 1.
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suppv ∩ S2 = ∅), then v ∈ W1 (respectively v ∈ W2), thus v ∈ W .
Since p1 is a lattice divisor, F(w1) ∈ (Xi)i∈S1 or w1 ∈ W1. Since w1 /∈ W , we have
F(w1) ∈ (Xi)i∈S1 . Further, since F(w1) /∈ p2, we have F(w1) /∈ (Xi)i∈S2 . And suppw1 ∩
S2 = ∅, otherwise w1 ∈ W by above. Hence we may assume suppw+1 ⊂ S1 − S2 and
suppw−1 ∩S1 ∩S2 = ∅ (note S1 ∪S2 = [1,N]). Then, similarly, we have suppw+2 ⊂ S2 −S1
and suppw−2 ∩ S1 ∩ S2 = ∅ by noting w1 +w2 ∈ W .
Step 1. If |S1| < N − 1, then W1 = 0. By Lemma 1.6, I (W1) is a complete intersection.
Since rankW1 = N − |S1| − 1 and W1 ⊂ ZN−|S1|, there is a 2-supported vector v in W1 so
that F(v) is a part of a minimal generating system of I (W1).
Step 2. If (V ;W,w1,w2) satisfies (L), and if there is a 2-supported vector v ∈ W such that
F(v) is a part of a minimal generating system of I (W), then (ρ(V );ρ(W),ρ(w1), ρ(w2))
clearly satisfies the conditions (L1), (L2) and (L3) in (L), where ρ is the defining map
of Zv. Without loss of generality, we may assume suppv = {1,2}. Let p′1 (respectively p′2)
be a lattice divisor of I (ρ(V )) corresponding to p1 (respectively p2) defined in the same
manner as in Example 1.5. Then, since p1 and p2 are lattice divisors, there are three cases;
suppv ⊂ S1 ∩ S2, suppv ⊂ S1 − S2 or suppv ⊂ S2 − S1. From suppw+1 ⊂ S1 − S2 and
suppw−1 ∩ S1 ∩ S2 = ∅, we have F(ρ(w1)) ∈ p′1 − p′2. Similarly, F(ρ(w2)) ∈ p′2 − p′1.
Thus also (L4) holds for (ρ(V );ρ(W),ρ(w1), ρ(w2)), hence it satisfies (L).
Step 3. Let v be a 2-supported vector and ρ the defining map of Zv. Assume that
(ρ(V );W ′,w′1,w′2) satisfies (L). Further assume that ρ−1(W ′) is a complete intersec-
tion and that there are w1 ∈ ρ−1(w′1) and w2 ∈ ρ−1(w′2) with σi(w1)σi′(w1)  0 and
σi(w2)σi′(w2)  0 where suppv = {i, i′}. Then (L1), (L2) and (L3) in (L) holds for
(V ;ρ−1(W ′), w1,w2). Further, if p′1 and p′2 are lattice divisors of I (W ′), then ρ−1(p1)
and ρ−1(p2) are lattice divisors of I (ρ−1(W ′)). And F(w1) ∈ ρ−1(p1) − ρ−1(p2) and
F(w2) ∈ ρ−1(p2) − ρ−1(p1), thus also (L4) holds. Hence (V ;ρ−1(W ′), w1,w2) satis-
fies (L).
Step 4. Suppose that (V ;W,w1,w2) satisfies (L) and that there is no 2-supported vector in
W which defines a part of a minimal generating system of I (W). By Step 1, |S1| = |S2| =
N − 1 and p1 and p2 are monomial ideals of height N − 1. Without loss of generality, we
may assume S1 = [2,N] and S2 = {1} ∪ [3,N]. Since I (W) is a complete intersection,
there are v1, . . . , vN−2 ∈ W satisfying I (W) = (F (v1), . . . ,F (vN−2)). By the assumption
each vj is not 2-supported. Since W is simpicial, we may assume | suppv+j | = 1 for each j .
Further, I (W) ⊂ (Xi)i=3,...,N , since I (W) is a lattice ideal of height N − 2. Thus there is
j with suppv−j ⊂ {1,2}. We may assume j = 1 and suppv+1 = {3}. By considering the
simplicial submodule
∑
j>3 Zvj of rank N − 3 and repeating the same argument, we may
assume suppv−2 ⊂ {1,2,3} and suppv+2 = {4}. Repeating this, we can assume suppv−j ⊂
[1, j + 1] and suppv+j = {j + 2} for each j .
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If σN(w1) = 0, then there is d  0 with σN(w2) = dσN(vN−2), from w1 +w2 ∈ W . Since
w1,w2 − dvN−2, v1, . . . , vN−2 also satisfy the conditions in Step 4, by replacing w2 with
w2 − dvN−2, we may assume σN(w2) = 0. Then clearly (Zw1 + Zw2 + W ′,W ′,w1,w2)
satisfies (L). Note Zw1 + Zw2 +W ′ = {v ∈ V : σN(v) = 0}.
Now assume σN(w1)σN(w2) = 0. And let τ :ZN → ZN−1 be the map defined by the
matrix ⎛
⎜⎜⎜⎜⎝
σN(vN−2) 0 · · · 0 −σ1(vN−2)
0 σN(vN−2) · · · 0 −σ2(vN−2)
...
...
. . .
...
...
0 0 · · · σN(vN−2) −σN−1(vN−2)
⎞
⎟⎟⎟⎟⎠ .
Then τ(vN−2) = 0. By (L2), V = Zw1 + Zw2 + W and τ(V ) = Zτ(w1) + Zτ(w2) +
σN(vN−2)W ′, where we naturally regard W ′ as a submodule in ZN−1. And there is
w′1 ∈ V (respectively w′2 ∈ V ) with τ(w1) = gw′1 (respectively τ(w2) = gw′2) where g =
gcd(n1, . . . , nN−1), since g divides both σN(vN−2) and σN(w1) (respectively σN(w2)).
Put V ′ = {v ∈ V : σN(v) = 0}. Then τ(V ′) ⊂ τ(V ) and τ(V ′) = σN(vN−2)V ′ when
we regard V ′ as a submodule of ZN−1. Since |V/V ′ + ZvN−2| = σN(vN−2)/g, we
have |τ(V )/τ(V ′)| = σN(vN−2)/g, thus |V ′/τ(V )| = σN(vN−2)N−2/(σN(vN−2)/g) =
gσN(vN−2)N−3 and V ′ = Zw′1 + Zw′2 + W ′. Since gw′1 + gw′2 ∈ σN(vN−2)W ′, we have
w′1 + w′2 ∈ W ′. Since (Xi)i=2,...,N−1 and (X1) + (Xi)i=3,...,N−1 are lattice divisors of a
complete intersection lattice ideal I (W ′), it follows that (V ′;W ′,w′1,w′2) satisfies (L).
This completes the proof. 
Note 4.2. We provide a method of how to reduce a lattice ideal which is set-theoretic
complete intersection on N − 2 binomials and one polynomial to another one of em-
bedding dimension three. By the above theorem, if V satisfies (L), then there are
s  3, a Z-homomorphism τ :ZN → Zs defined by non-negative integers, W ′ ⊂ τ(V ),
w′1,w′2 ∈ τ(V ), w1 ∈ τ−1(w′1) and w2 ∈ τ−1(w′2) such that both (τ (V );W ′,w′1,w′2) and
(V ; τ−1(W ′),w1,w2) satisfy (L). Indeed, if W contains a 2-supported vector v which de-
fines a part of a minimal generating system of I (W), then we can choose the defining map
of Zv. And we consider the composition map of such maps until the image of W does not
contain such a 2-supported vector.
Next, since there is no more 2-supported vector in W ′ satisfying the condition (1) in
Theorem 4.1, τ(V ) ⊂ Zs satisfies (2) in the theorem. Then there is an l satisfying the
conditions of (2). Without loss of generality, we may assume l = s. By (2) of Theorem 4.1,
there are W ′,w′1,w′2 in τ(V ) such that (V ′;W ′,w′1,w′2) satisfies (L), where V ′ = {v ∈
τ(V ): σs(v) = 0}. Further, by the proof of the theorem, w′1 +w′2 ∈ (σs(vs−2)/g)W ′ where
g = gcd(n1, . . . , ns−1)/gcd(n1, . . . , ns). We apply the Theorem 4.1 to the submodule of
τ(V ) s − 3 times, and we finally get a torsion free positive module V0 in Z3 of rank 2,
which is of the form Ker(n1, n2, n3), a torsion free submodule W0 in V0 of rank 1, and
z1, z2 ∈ V0 with both V0 = Zz1 + W0 and z1 + z2 ∈ W0. Thus there are z ∈ W0 and d > 0
with W0 = Zz and z1 + z2 = dz. Further d is divided by
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j=1
σj+3(vj+1)gcd(n1, . . . , nj+3)/gcd(n1, . . . , nj+2)
= (gcd(n1, n2, n3)/gcd(n1, . . . , ns))−1 s−3∏
j=1
σj+3(vj+1).
Definition 4.3. Let V be a positive submodule. For each i, we define
αi = αi(V ) = min
{
σi(v) > 0: v ∈ V, suppv+ = {i}
}
,
if it exists. Note that αi exists for each i if rankV = N − 1.
Lemma 4.4. Let V be a positive submodule of rank 2 in Z3. Consider vectors w,w1,w2
in V with suppw− = {3} and suppw+l = {l} for l = 1,2 such that (V ;Zw,w1,w2) satis-fies (L). Then there are finitely many w satisfying the above conditions. Hence there are
finitely many w such that (V ;Zw,w1,w2) satisfies (L) where w1,w2 ∈ V .
Further if I (V ) is an almost complete intersection, then such w is unique and such
w1,w2 are finite.
Proof. By the assumption, there is a positive integer d with w1 +w2 = dw. Assume V ⊂
Ker(n1, n2, n3). First assume α1n1 = α2n2. Then there is v1 ∈ V (respectively v2 ∈ V )
with suppv+1 = {1} (respectively suppv+2 = {2}), suppv−1 ⊂ {2,3} (respectively suppv−2 ⊂{1,3}) and
I (V ) = (F(v1),F (v2),F (v1 + v2)).
Note that these v1, v2 are uniquely determined, if σi(v1+v2) > 0 for i = 1,2. So we choose
such v1 and v2. If w = v1 (respectively w = v2), then σ2(v1) = 0 (respectively σ1(v2) = 0),
thus I (V ) is a complete intersection. Assume w = v1 and w = v2. Let⎧⎨
⎩
w = a1v1 + a2v2,
w1 = a11v1 + a12v2,
w2 = a21v1 + a22v2.
Then a1 > 0, a2 > 0, a11 > 0 and a22 > 0. Since a1a12 − a2a11 = ±1 (respectively
a1a22 − a2a21 = ±1), we have a12  0 (respectively a21  0). From σ2(w1)  0 (re-
spectively σ1(w2)  0), we also have a11 > a12 (respectively a21 < a22) and a1  a2
(respectively a1  a2). Thus a1 = a2 = 1 and w = v1 + v2. Since w1 = v1 + a12w and
w2 = v2 + a21w, there are finitely many such w1,w2 satisfying the signatures condition in
this lemma.
If α1n1 = α2n2, then I (V ) is a complete intersection. Put v1 = α1e1 − α2e2 and choose
v2 ∈ V with suppv−2 = {3}, σ2(v1 + v2) < 0 and I (V ) = (F (v1),F (v2)). If w1 = v1, we
have w = a1v1 + v2 where a1 ∈ Z and there are finitely many w = a1v1 + v2 satisfying the
conditions of the lemma. Suppose w1 = v1. We write w,w1 and w2 in the same manner
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a2a21 = 1 and σ2(v1 + v2) < 0, we have w = v2. This completes the proof. 
Note 4.5. Even if w,w1,w2 satisfy the condition of the lemma, it does not imply I (V ) =
(F (w),F (w1),F (w2)). For example, let
V = Ker(12,23,5), w =
( 1
1
−7
)
, w1 =
( 5
0
−12
)
and w2 =
( 0
5
−23
)
.
Since w1 +w2 = 5w, they satisfy the condition of the lemma, but I (V ) = (F (w),F (w1),
F (w2)).
Example 4.6. Let V = Ker(12,15,20,23) and
v =
⎛
⎜⎝
0
−4
3
0
⎞
⎟⎠ ∈ V.
Now, assume that there are W,w1,w2 such that (V ;W,w1,w2) satisfies (L) and that F(v)
is part of a minimal generating system of I (W). Let ρ be the defining map of Zv. Then
we have ρ(V ) = Ker(5,12,23), ρ(W) = Zw, ρ(w1) = w′1 + d1w and ρ(w2) = w′2 + d2w,
where 0 d1  1, 0 d2  3,
w =
(−7
1
1
)
, w′1 =
(−5
4
−1
)
and w′2 =
(−2
−3
2
)
.
Indeed,
ρ
⎛
⎜⎝
1
−1
−1
1
⎞
⎟⎠= w, ρ
⎛
⎜⎝
5
0
−3
0
⎞
⎟⎠= w′1 +w, ρ
⎛
⎜⎝
−2
−3
0
3
⎞
⎟⎠= w′2 +w.
Hence, V satisfies (L). Therefore the defining ideal of the monomial curve (12,15,20,23)
is a set-theoretic complete intersection on two binomials and a polynomial.
Lemma 4.7. Let V = Ker(n1, . . . , nN). If gcd(n1, n2) = 1, and if Xn21 − Xn12 is a part
of a minimal generating system of I (V ), then nl is contained in the subsemigroup in Z
generated by n1 and n2 for each l.
Proof. Consider a ring homomorphism ϕ : k[X1,X2]/(Xn21 −Xn12 ) → A/I (V ). Since
X
n2
1 −Xn12 is a part of a minimal generating system of I (V ), the images of 1,X1, . . . ,Xn2−11
in A/I (V ) + (X2) are not 0. This implies that the induced map k[X1,X2]/(Xn2 −1
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n1
2 ,X2) → A/I (V ) + (X2) by ϕ is isomorphic, so is ϕ. Hence the subsemigroup gen-
erated by n1 and n2 is equal to the subsemigroup generated by n1, . . . , nN . The assertion
follows from this. 
Example 4.8. We prove that V = Ker(17,19,25,27) does not satisfy (L). Suppose that
there are W,w1,w2 such that (V ;W,w1,w2) satisfy (L). By Lemma 4.7, there does not
exist a 2-supported vector in W satisfying the conditions of (1) in Theorem 4.1. Thus
there is a number l satisfying the conditions of (2) in Theorem 4.1. We choose v1, v2 ∈ W
with I (W) = (F (v1),F (v2)) and assume σl(v1) = 0 as in the proof of Theorem 4.1.
By Lemma 4.4, F(v1) is part of a minimal generating system of I (V ′), where V ′ =
{v ∈ V : σl(v) = 0} (note that I (V ′) is an almost complete intersection by Lemma 4.7).
Hence, for each l, there are only three choices for v1. For example, if l = 4, v1 is one of
⎛
⎜⎝
7
−1
−4
0
⎞
⎟⎠ ,
⎛
⎜⎝
−3
4
−1
0
⎞
⎟⎠ ,
⎛
⎜⎝
−4
−3
5
0
⎞
⎟⎠ .
Let τ be the map defined in Step 5 in the proof of Theorem 4.1. Then, again by
Lemma 4.4, there are finitely many choice for τ(w1) and τ(w2) for each l and each v1. For
example, if l = 4 and v1 the above middle vector, then
τ(w1) =
( 7
−1
−4
)
− d1
(−3
4
−1
)
, τ (w2) =
(−4
−3
5
)
− d2
(−3
4
−1
)
,
where 0  d1  4 and 0  d2  1. By Note 4.2, σl(v2) divides the number d satisfying
τ(w1) + τ(w2) = dw. In the above example, since α4(V ) = 4, we have d  σ4(v2)  4.
By d = d1 + d2 + 1, the pair (d1, d2) is one of (2,1), (3,0), (3,1), (4,0), (4,1). Since
σ4(v2) = d , we can find v2 for each d :
v2 =
⎛
⎜⎝
−3
−3
0
4
⎞
⎟⎠ if d = 4, v2 =
⎛
⎜⎝
−2
−4
−1
5
⎞
⎟⎠ or
⎛
⎜⎝
−5
0
−2
5
⎞
⎟⎠ if d = 5,
v2 =
⎛
⎜⎝
−1
−5
−2
6
⎞
⎟⎠ or
⎛
⎜⎝
−4
−1
−3
6
⎞
⎟⎠ if d = 6.
Then, for each v2, we can explicitly write τ and show that there does not exist w1 and w2
such that we want. We can also check all cases for each l and v1 and conclude that there
does not exist W,w1,w2 satisfying (L). Therefore the defining ideal of the monomial
curve (17,19,25,27) is not set-theoretic complete intersection on any two binomials and
a polynomial.
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