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In this dissertation, the applications of many-body physics in neutral
bosons and electronic systems in transition metal oxides are discussed. In the
first part of the thesis, I will introduce the concepts of Bose condensation,
emphasize the significance of the order parameter in superfluids (macroscopic
wave function), and its consequence such as the emergence of exotic vortex
states under rotation. Dated back to the importance of the vortex dynamics
in the properties of high Tc superconductors, people have introduced a dual
vortex description to describe the dynamics of charged bosons in a magnetic
field. Similarly, the dual description is adapted to the problems of neutral
bosons under rotation. Based on that picture, vortices behave like charges
in an effective magnetic field which has been known to demonstrate different
quantum phases such as Wigner crystal phase, and fractional quantum Hall
liquid phases depending on the relative fraction of the number of bosons and
vortices. In this work, we would like to address the validity of the picture by
viii
low energy effective theory. We can identify the origin of the vortex masse and
the parameter regimes in which the vortex dual description is appropriate.
In the second part of the dissertation, density functional theory is used
to describe the strongly correlated matters with local density approximation
and local Hubbard U interaction(LDA+U). We are particularly interested in
the interface states in the heterojunction systems of two different perovskite
oxides. What we found is that the interface states can be engineered to appear
in certain transitional metal oxide layers by controlling the number of positive
and negative charged layers, leading to the formation of quantum wells in two
dimension. This type of systems ignite the hope to search for broken symmetry
states in the interface which can be tunable with chemical doping or electric
field doping. Even room temperature superconducting state may or may not
exist in the interface is still an intriguing issue.
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Chapter 1
Overview of many-body physics
With the development of quantum mechanics in last century, we should
be able to understand what are the consequences due to the interaction be-
tween constituent particles such as electrons in solids and cold atoms in atomic
traps by solving Schro¨dinger’s equation. However, tremendous degree of free-
doms in the many-body system has hindered this possibility. Therefore, dif-
ferent perspective are required to understand the many-body physics. One of
the leading Giant, Lev Landau, in condensed matter physics introduce two
crucial concepts, fermi liquid theory and the concept of symmetry breaking,
which have become the paradigms of condensed matter physics.
1.1 Landau’s Fermi liquid picture
Landau’s Fermi liquid theory applies to Fermi system whose spectrum
of elementary excitations is similar to that of a free Fermi gas. It is assumed
that there is a one-to-one correspondence between the states of free Fermi
gas and those of the interacting systems; that is, if one takes a state in the
non-interacting system and turn on the interaction adiabatically , we will
end up with a state of the interacting system. The assumption of one-to-
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one correspondence fails if it comes across electronic phase transition (such as
Wigner Crystallization, metal-supercoductor transition, metal-insulator tran-
sition) when the strength of the interaction is increased. An elementary ex-
citation of the non-interacting system represents an ”approximate excitation”
of the interacting system (i.e. its ”lifetime” is long). Excitations are quasi-
particles(and quasi-holes) above a sharply defined Fermi surface. Based on
the adiabatic assumption, a broad spectrum of observables can be analyzed
without ”microscopic” calculation. Both its remarkable success and failure
has made Landau Fermi liquid theory a powerful tool in the development of
condensed matter physics.
1.2 Landau’s symmetry breaking theory
Landau’s symmetry breaking theory states that the reason why differ-
ent phases are different is due to the fact that they have different symmetries
which can be described by order parameters. A phase transition is simply a
transition that changes the symmetry. Landau’s symmetry breaking theory
describes almost all of the known phases, such as solid phases, ferromagnetic
and antiferromagnetic phases, superfluid phases and all of the phase transition
between them. A phase can have a gapless excitations if the ground state of
the system which breaks the continuous symmetry of the Hamiltonian of the
system. For example, gapless phonons exist in solids because the solid breaks
the continuous translational symmetries. The understanding of the excitations
is deeply rooted in the symmetry property of the phases.
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1.3 Many-body physics as an emergent phenomena
Due to the complexity of many-particle systems, it has become clear
that the collective behavior of the system at low energies can be qualitatively
very different from the properties of individual particles and sensitive to the
quantitative details of the system because of the closeness of different energy
scales in the system. Transition metal oxide system[2, 3] is one of the best
examples in condensed matter. High-temperature superconducting materials
have multiple active competing orders(antiferromagnetic order, superconduct-
ing order, and stripe phases) and the transition to different phases are sensitive
to the chemical doping. Also, colossal magnetoresistance in manganites is
due to the fact that the preformed nanosized ferromagnetic clusters to ren-
der the system globally ferromagnetic when the temperature is between the
Curie temperature Tc and Neel temperature TN in the presence of disorders.
These facts has led us to view strongly correlated physics as a good example
of the emergent phenomena from complexity. Such complex systems exists on
the edge of chaos-they can change dramatically and stochastically as a result
of small changes in conditions. With the tremendous advance of computation
power, there has been enormous efforts trying to understand correlated physics
as accurate as possible to have predictive power for what should happen for
the interested systems. Density functional theory (DFT), which has been used
successfully to explore the ground states of metals, semiconductors, and band
insulators, has been combined with static mean field theories such as LDA+U
approach and dynamic mean field theory(DMFT). Those developments have
3
combine Landau’s theories into the theories of correlated materials. It is no-
ticed that exotic phases such as topological orders[1, 4, 5] in correlated systems
which cannot be described by Landau’s paradigms are becoming the frontier
in condensed matter research. This is beyond the scope of the dissertation.
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Chapter 2
Bose Einstein Condensation
Dated to the early days of twenty century, the indistinguishability of
particles has led to the prediction of Bose Einstein condensation(BEC) at low
temperature. BEC was first described for an ideal gas of free bosons with
mass m and particle number N . The chemical potential µ is obtained from
the conditions
nk =
1
eβ(²k−µ) − 1 ,
∑
k
nk = N, (2.1)
where ²k =
~2k2
2m
are the eigen-energies for free bosons and β = 1
kBT
is related to
the inverse of the temperature. The chemical potential µ can only take values
less than zero µ ≤ 0 because the occupation number nk must be positive.
When µ = 0 at certain temperature Tc, we know the total number of particles
in k 6= 0 states will be maxima. Therefore, the number of particles in excited
states Nex will behave dramatically different for physics in different dimension
d :
Nex =
∫
d²D(²)
1
eβc² − 1 , (2.2)
where D(²) ∼ ²d/2−1 is the density of states. When d ≤ 3, Nex is macroscopic
when temperature is below Tc, this indicates the boson particles do not con-
densed into k = 0 states. However, for d = 3, the macroscopic occupation of
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zero momentum state is possible. Notice that this is the conclusion for the
case without trapping potentials. With harmonic trapping potential, BEC can
take places in lower dimensions d > 1 which render the excitements of cold
atom physics feasible nowadays[6, 15]. We will generalize the concept of BEC
to the interacting boson case and discuss inhomogeneous spatial states such
as vortex states in this dissertation.
2.1 Definition of BEC and macroscopic wave function
Let us define the BEC in a more general sense from Leggett’s perspec-
tive[15]. Consider a system of N identical spinless bosons characterized by
the spatial coordinates ri (i = 1, 2, ....N), with arbitrary interactions and sub-
ject to some external potential which can be time dependent. The system is
neither necessarily in thermal equilibrium or in steady state. The many-body
wave functions Ψ(r1, r2, ..rN, t) must be symmetric with respect to the inter-
change of any two particle coordinates. For any given time t, we can define
the one-particle reduced density matrix ρ(r, r′, t) in which the description of
the system is given by a statistical mixture of mutually orthogonal many-body
states ΨsN with probability ps :
ρ(r, r′, t) ≡ N
∑
s
ps
∫
dr2...drNΨ
∗(s)
N (r, r2...rN, t)Ψ
∗(s)
N (r
′, r2...rN, t) (2.3)
≡ 〈φˆ†(r, t)φˆ(r′, t)〉
where φˆ(r′, t) is the standard boson field operator. It is clear that the density
matrix is hermitian with respect to the indices r and r′. Therefore, it can be
6
diagonalized with real eigenvalues with orthogonal eigenfunctions χi(r, t) such
that we can expand
ρ(r, r′, t) =
∑
i
ni(t)χ
∗
i (r, t)χi(r
′, t). (2.4)
It is important to note that not only the eigenfunctions χi but also the eigen-
value ni may be functions of time and χi need not to be eigenfunctions of
any other operators; in particular, eigenfunctions of the single-particle terms
in system Hamiltonian. Based on the density matrix, we can say that at any
time t, the system shows BEC if one or more of the eigenvalues ni(t) is macro-
scopic to the order of the number of particles N . It shows simple BEC when
one and only one eigenvalue is of order N , and all the rest being of order 1.
Systems showing non-simple BEC(having more than one eigenvalue of order
N are said to be fragmented. In the case of simple BEC, the eigenfunction
χi(r, t) corresponds to macroscopic occupation ni is called the macroscopic
wave function.
2.2 Why simple BEC ?
However, in the presence of interactions, simple BEC is not guarantied.
Why don’t condensed particles share states that are degenerate or at least
close in energy? The answer is the exchange energy that makes condensate
fragmentation costly. We can use a simple argument to claim that simple
BEC is protected by repulsive interaction when system is in equilibrium. The
interaction energy in a system of spinless boson particles can be written as
7
second quantized form as
Eint =
1
2
∫
dr1dr2V (|r1 − r2|)〈φ†(r1)φ†(r2)φ(r2)φ(r1)〉. (2.5)
If we expand the field operators φ†(r1), φ†(r2) into single particle basis |χi〉of
the density matrices, the interaction energy can be written as
Eint =
1
2
∑
ijkl
Vi,j,k,l〈a†ia†jakal〉. (2.6)
where the matrix element Vi,j,k,l in the single particle basis is given by
Vi,j,k,l =
∫
dr1dr2χ
∗
i (r1)χ
∗
j(r2)V (|r1 − r2|)χk(r2)χl(r1). (2.7)
For simplicity, we consider the interaction between particles is short ranged
with the form V (|r1− r2|) = gδ(r1− r2). Therefore, we can rewrite the Ein as
Eint =
g
2
∑
i,j,k,l
〈a†ia†jakal〉
∫
drχ∗i (r)χ
∗
j(r)χk(r)χl(r) (2.8)
When i 6= j, the average 〈a†ia†jakal〉 is given by
〈a†ia†jakal〉 = 〈a†iak〉〈a†jal〉+ 〈a†ial〉〈a†jak〉 = ninj(δikδjl + δilδjk), i 6= j. (2.9)
When i = j, the average 〈a†ia†jakal〉 take the value
〈a†ia†jakal〉 = 〈a†iak〉〈a†ial〉 = δikδil〈a†iai〉2 = (n2i − ni)δikδil, i = j. (2.10)
Therefore, the interaction energy can be rewritten as
Eint =
g
2
∑
ij
[ninj(2− δij)− niδij]
∫
dr|χi(r)|2|χj(r)|2. (2.11)
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Let consider a special case that there are two degenerate states in which the
boson can condense into with occupation numbers n1 and n2. Suppose the
total number of the system N = n1 + n2 is large. The interaction energy in
this case can be simplified as
Eint =
g
2
∑
ij
[ninj(2− δij)− niδij]
∫
dr|χi(r)|2|χj(r)|2. (2.12)
From the expression, when we have repulsive interaction g > 0, the system
will favor occupation into a single one-particle state, which can be checked
by looking at two-state systems. Equal populations in two states will make
the product term in the expression cost more energy due to the effect of the
product term ninj.
2.3 BEC implies phase coherence
Based on simple BEC argument, the density matrix ρ(r, r′, t) in the
condensed phase χi must be able to factorized as the product of the macro-
scopic wave function and its complex conjugate:
〈φˆ†(r, t)φˆ(r′, t)〉 ∼ χ∗i (r′, t)χi(r, t) (2.13)
P.W. Anderson further assume that the macroscopic wave function χi(r, t) is
the average of the field operator 〈φ(r, t)〉, i.e. 〈φ(r, t)〉 = χi(r, t). This can
only be so when the condensate state is phase coherent (particle number is not
conserved). Based on the phase coherent states, one can construct the path
integral formulation to describe boson physics quite successfully. However, it
9
is worthwhile to keep in minds that this assumption is still controversial[7–9]
but does not run into serious problems in predicting observable effects.
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Chapter 3
Microscopic theory for bosons
In this chapter, we would like to develop the low temperature theory for
boson particles including the ground state properties and collective excitations
(Bogoliubov excitations). There are various theoretical descriptions which
leads to the same conclusions and has mostly been shown in standard textbook
in BEC. Here I will motivate the idea with canonical Hamiltonian formulation
to derive the mean field ground state of bosons and low energy excited states
quantum mechanically. Alternative approaches are those such as variational
wave function approach(Appendix A) or path integral formulation (Appendix
B) which I will use to study vortex dynamics in condensate.
3.1 Gross Pitaevskii equation
An essential feature of a dilute Bose gas at zero temperature is the
existence of a macroscopic wave function(’order parameter’)Ψ that character-
izes the Bose condensate. For a uniform system with N particles in a box of
volume V , the order parameter Ψ =
√
N0/V reflects the presence of a macro-
scopic number N0 of particles in the zero momentum state k = 0, with the
remaining particles N ′ = N −N0 distributed in remaining states (k 6= 0). For
11
nonuniform case due to the existence of vortex states or the inhomogeneous
trapping potential Vtr, the same idea can also be generalized.
The existence of nonuniform states of a dilute Bose gas can be under-
stood by considering a second-quantized Hamiltonian
Hˆ =
∫
dV [ψˆ†(T + Vtr)ψˆ +
1
2
gψˆ†ψˆ†ψψ], (3.1)
expressed in terms of Bose field operators ψˆ(r) and ψˆ†(r) that obey boson
commutation relations
[ψ(r), ψˆ†(r)] = δ(r, r′), [ψ(r), ψ(r)] = [ψˆ†(r), ψˆ†(r′)] = 0. (3.2)
Here T = −~
2
2m
∇2 is the kinetic energy operator for the particles with mass m,
and the inter-particle potential has been approximated by a short-ranged inter-
action gδ(r−r′), where g is a coupling constant with the dimensions of energy×
volume. For a dilute cold gas, only binary collisions at low energy are relevant,
and these collisions are characterized by a single parameter, the s-wave scatter-
ing length a, independent of the details of the two-particle potentials. The time
dependence of the Heisenberg field operator ψˆ(r, t) = exp(−iHˆt)ψˆ(r)exp(iHˆt)
obeys the equation of motion i~∂ψˆ(r,t)
∂t
= [ψˆ(r, t), Hˆ], which yields a nonlinear
operator equation
i~
∂ψˆ(r, t)
∂t
= (T + Vtr)ψˆ(r, t) + gψˆ(r, t)ψ(r, t)ψ(r, t). (3.3)
The macroscopic occupation of condensate make it natural to write
down the field operator as a sum ψˆ(r, t) = Ψ(r, t) + δψˆ(r, t) of the order pa-
rameter Ψ(r, t) =< ψˆ(r, t) > which describes the condensate and the quantum
12
field δψˆ(r, t) referring to remaining noncondensed particles. To leading order,
the time-dependent Gross-Pitaevskii(GP)equation can be derived by neglect-
ing quantum fluctuations entirely :
i~
∂Ψ(r, t)
∂t
= [T + Vtr + g|Ψ(r, t)|2]Ψ(r, t) (3.4)
for the condensate wave function Ψ(r, t). If there is no explicit time dependence
for the system Hamiltonian Hˆ, the field operator ψˆ(r, t) reduce the number
of particles by one, its matrix element < ψˆ(r, t) >≈< N − 1|ψˆ(r, t)|N >=
Ψ(r)e−iµt oscillates at a frequency corresponding to the chemical potential
µ ≈ E0(N)−E0(N−1) associated with removing one particle from the ground
state with particle number N . Thus the Ψ(r) satisfies the stationary GP
equation
(T + Vtr + g|Ψ|2)Ψ = µΨ (3.5)
In general, this equation is nonlinear and needs to be solved numerically.
From the time dependent GP equation, we can also identify how the
condensate velocity v relates to the phase field φ(r, t) of condensate wave
function Ψ(r, t). We can write the condensate wave function Ψ(r, t) = |Ψ|eiφ
in terms of the amplitude |Ψ(r, t)| and the phase field φ(r, t). The condensate
density n is defined by |Ψ(r, t)|2.
The number of particles need to conserved in the condensate when
neglecting fluctuations; therefore, the continuity equation must be satisfied
∂n
∂t
+∇ · (nv) = 0. (3.6)
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By manipulating the complex conjugate of Eq. (3.4) and the n = Ψ(r, t)Ψ∗(r, t),
one can identify the form of the condensate velocity is proportional to the gra-
dient of phase field φ(r, t)
v(r, t) =
~
m
∇φ(r, t). (3.7)
3.2 Bogoliubov excitations
Now we are going to discuss the elementary excitations due to quan-
tum fluctuations. The eigenstates of the excitations are collective due to
the coupling to the condensate which acts as a particle reservoir. In Bo-
goliubov’s approximation, scattering between excitations are completely ig-
nored. This theory is particular good when the system is at low temperature
in which the thermal population of excited states are scarce. By substituting
ψˆ(r, t) = Ψ(r, t) + δψˆ(r, t) into Eq. (3.3) and keeping the field operators δψˆ†
and δψˆ to leading order in small deviations, one finds the Bogoliubov equations
of motion for the fluctuations δψˆ, δψˆ†
i~
∂δψˆ(r, t)
∂t
= [T + Vtr + 2g|Ψ|2]δψˆ(r, t) + gΨ2δψˆ†(r, t) (3.8)
and
−i~∂δψˆ
†
(r, t)
∂t
= [T + Vtr + 2g|Ψ|2]δψˆ†(r, t) + gΨ∗2δψˆ(r, t) (3.9)
Assume the existence of a linear transformation to quasiparticle oper-
ators αˆj(t) and αˆ
†
j(t) for a set of normal modes labeled by j
δψˆ(r, t) = e−iµt
′∑
j
[uj(r)αˆj(t)− vj(r)∗αˆ†j(t)],
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δψˆ†(r, t) = e+iµt
′∑
j
[u∗j(r)αˆ
†
j(t)− vj(r)αˆj(t)], (3.10)
where the prime sum indicates to omit the condensate mode. Here, the quasi-
particle operators αˆj and αˆ
†
j obeys Boson commutation relations [αj, α
†
k] =
δj,k, [αj, αk] = [α
†
j, α
†
k] = 0 and have simple time dependence αj(t) = αje
−iEjt/~
and α†j(t) = α
†
je
iEjt/~ and the time dependence e−iµt, e+iµt is required due to
the appearance of those terms Ψ2δψ† and Ψ∗2δψ to satisfy Bogoliubov equa-
tions of motion at any time t. By direct substitution, we find the following
time-independent Bogoliubov equations in matrix form(
L −gΨ2
−gΨ∗2 L
)(
uj
vj
)
=
(
Ej 0
0 −Ej
)(
uj
vj
)
(3.11)
where the Hermitian operator L is defined as L = T+Vtr−µ+2g|Ψ|2. Multiply
the vector (uj, vj) to the above equation and do integration over the whole
space
∫
dV , it can be shown that Ej
∫
dV (|uj|2 − |vj|2) is real. If the integral∫
dV (|uj|2−|vj|2) is nonzero, then Ej itself is real. For each solution uj, vj with
eigenvalue Ej and positive normalization, the Bogoliubov equations always
have a second solution v∗j , u
∗
j with eigenvalue −Ej and negative normalization.
Physically, the solutions with negative normalization is not physically allowed
since it violates the Boson commutation relation for αj and α
†
j we are looking
for. The only exception to the requirement of real Ej arises for zero-norm
solutions with
∫
dV (|uj|2−|vj|2) = 0 and it deserve further analysis when this
happens. It can be shown the part of Hamiltonian Hˆ due to fluctuations HˆBG
are diagonal in the Bogoliubov basis HˆBG =
∑′
j Ejα
†
jαj[10].
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3.3 uniform Bose gas
In this section, we will apply the Bogoliubov’s equations to see what
we can learn from the microscopic theory. We consider a uniform gas of N
interacting bosons contained in a box of volume V . In the homogeneous
system , momentum k is a good quantum number and the trapping potential
Vtr(r) = 0. Therefore, we can search for the solution for the momentum k in
Eq. (3.11)
uk(r) = uk
eik·r
V 1/2
and vk(r) = vk
eik·r
V 1/2
, (3.12)
where the normalization factor 1/V 1/2 is introduced explicitly. The chemi-
cal potential µ for the condensate wave state Ψ(r) =
√
n can be solved by
Eq. ((3.5)) by knowing the kinetic energy TΨ and potential energy Vtr = 0
make no contribution. As a result, the chemical potential for the uniform sys-
tem is due to the interaction energy between particles µ = gn where n is the
condensate number density. Therefore, the Bogoliubov equations are( ~2
2m
+ gn− ²k −gn
−gn ~2
2m
+ gn+ ²k
)(
uq
vq
)
= 0. (3.13)
To have nonzero solutions for uk, vk, the determinant of the above matrix must
vanishes and leads to the condition
²2k = ²
0
k(²
0
k + 2gn), (3.14)
where ²0k =
~2k2
2m
is the energy for a free particle with momentum k. As
discussed in last section, we only look for solutions with positive Bogoliubov
excitation energy ²k and positive normalization condition |uk|2−|vk|2 = 1 since
16
this ensures the Boson commutation relation for Bogoliubov quasiparticles.
Without loss of generality we may take uk and vk to be real. With this choice,
one finds that
u2k =
1
2
(
ξk
²k
+ 1) and v2k =
1
2
(
ξk
²k
− 1), (3.15)
in which ξk ≡ ²0k + gn. From the excitation energies ²k = +
√
²0k(²
0
k + 2gn),
the energy dispersion ²k = ~kcsis phonon-like and gapless at low momentum
( ~
2
2m
<< 2gn), where cs =
√
gn/m is the speed of sound in dilute gas. This
indicates the excitations are collective. At high momentum ( ~
2
2m
>> 2gn), the
excitation energy ²k → ~22m is particle-like showing the Bogoliubov excitations
at high energy is free particles.
Let’s look at the problem from the free particle basis so that we can
interpret the physics more clearly. From the field operators in Eq. 3.10 at
t = 0, it can be written in free particle basis as
δψ(r) =
∑
k
eik·r
V 1/2
aˆk , δψˆ
†(r) =
∑
k
e−ik·r
V 1/2
aˆ†k. (3.16)
In Bogoliubov basis, the field operators can be rewritten as
δψ(r) =
∑
k
uk(r)αˆk − v∗k(r)αˆ†k =
∑
k
uk(r)αˆk − v∗−k(r)αˆ†−k
=
∑
k
ukαˆk − vkαˆ†−k, (3.17)
in which vk = v−k is used. By comparison, aˆk = ukαˆk − vkαˆ†−k. One can also
derive the following relation by using the symmetry uk = u−k and vk = v−k
aˆ−k = ukαˆ−k − vkαˆ†k, aˆ†k = ukαˆ†k − vkαˆ−k. (3.18)
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Figure 3.1: The coefficient uk and vk as a function of the wave number scaled
by mcs as the dimensionless variable ~k/mcs.
By manipulating the above equation and use the normalization u2k − v2k = 1,
we have the relation
αˆ†k = ukaˆ
†
k + vka−k. (3.19)
The behaviors of uk and vk are shown as a function of k in Fig. 3.1. Therefore,
Bogoliubov excitations at large k(uk → 1, vk → 0) is equivalent to free particle
creations at momentum ~k. At small k in which uk, vk are equal in magnitude,
Bogoliubov excitations at momentum ~k are excitations of the pairing between
particle and hole excitations at momentum ~k.
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3.3.1 Depletion of condensate at zero temperature
In this subsection, we would like to understand one of the observable
effects on dilute Bose condensate. Even in the absence of thermal fluctuations,
at zero temperature, there is still condensate population depletion due to the
interaction effects between particles. We can write the number operator Nˆ in
Bogoliubov basis as
Nˆ = N0+
∑
k6=0
aˆ†kaˆk = N0+
′∑
k
v2k+
′∑
k
(u2k+v
2
k)αˆ
†
kαk−
′∑
k
ukvk (ˆα
†
kαˆ
†
−k+αˆ−kαˆk),
(3.20)
where the prime sum indicates the exclusion of condensate state k = 0 and
Bose commutation relations for [αˆ−k, αˆ
†
−k] = 1 is used. The physical inter-
pretation of this expression is that the first term is the number of particles in
condensed phase. The second term represents the depletion of the condensate
by interactions (vk is dominant at low momentum k) at zero temperature.
The third term are the depletion due to thermal fluctuations. The last term
represents the effect due to physical excitations which change the total particle
number of the system by external means. For an isolated system, the total
number of particle is conserved. The last term can be dropped out. Let us
evaluate the second term explicitly and one finds that the number density in
excited states is given by
nex =
1
V
′∑
v2k =
∫
dp
(2pi~)3
v2k =
1
3pi2
(mcs~)3. (3.21)
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If we take cold atom system as the example in which the contact interaction
is given by g = 4pi~2a/m, and one finds
nex
n
=
8
3
√
pi
(na3)1/2, (3.22)
where a is the scattering length which can be generally tuned by Feshbach
resonance between atoms. For dilute cold atoms na3 ¿ 1, there is not much
condensate depletion which shows the validity of the Bogoliubov theoy in the
boson dilute gas system.
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Chapter 4
Vortices in condensate
4.0.2 Vortex as a topological defect in superfluids
Due to the fact that the superfluid order parameter is described by
condensate wave function Ψ(r) =
√
nfeiφ where f is the amplitude and φ is
the phase field and n is bulk particle density. Quite generally, from the single-
valueness of the condensate wave function it follows that around a closed
contour the change phase angle must be a multiple of 2pi as
4φ =
∮
5φ · dr = 2pik, (4.1)
where k is the integer number(winding number in topology). According to
the continuity equation for the condensate, the velocity of the condensate is
proportional to the gradient of phase angle v = ~
m
5φ. It follows immediately
the circulation Γ of the condensate is also quantized.
Γ =
∮
v · dr = k h
m
. (4.2)
In addition, the velocity field of the condensate must be irrotational, that is,
∇×v = 0 unless there are singularities in the velocity field. Those singularities
correspond to the vortex lines in the condensate and are solutions of Gross-
Pitaevskii equation.
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Let us illustrate the case of a single straight vortex line in an otherwise
uniform dilute Bose-Einstein condensate with bulk particle density n. This is
equivalent to a reduced two dimensional problem since the physics along the
direction of the vortex line is frozen. Eq. (4.2) gives the circulating velocity
of the vortex line as
v(r) =
~
mr
θˆ; (4.3)
this hydrodynamic flow has circular streamlines and a magnitude that diverges
as r → 0. The circulation Γ can be transformed with Stokes theorem as∫
da∇× v = 2pi~/m , implying a singular localized vorticity at the center of
the vortex core
∇× v = 2pi~
m
δ2(r)zˆ. (4.4)
The kinetic energy per unit length of the vortex is
~2
2m
∫
| 5Ψ|2 = ~
2n
2m
∫
dr
[
(
df
dr
)2 +
f 2
r2
]
, (4.5)
where the first term arises from the density variation near the vortex core
and the second term is the kinetic energy of the circulating flow. With this
kinetic energy functional, the Euler-Lagrange equation yields the nonlinear
GP equation for the radial amplitude f(r). The resulting centrifugal barrier
forces the amplitude f(r) to vanish linearly to avoid divergence of the kinetic
energy for r ≤ ξ, which characterizes the vortex core, and f(r) ≈ 1 for r À ξ.
In addition, the particle-current density|j(r)| = n|f(r)|2~/mr vanishes both
far away from the vortex and at the center of the vortex with a maximum
near r ≈ ξ. Defects such as vortices just described are important because
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they cannot be made to disappear by any continuous deformation of the order
parameter. Any noncontinuous deformation will cost a macroscopic energy
to change between states with different topology. The topology stability also
implies physical stability from energy considerations.
4.0.3 Vortex phases under rotation
One of the most spectacular manifestations of the existence of a macro-
scopic wave function describing a Bose-Einstein condensate is the nucleation
of quantized vortices when the system is set in rotation. Based on experimen-
tal observation that Helium superfluid in rotating bucket experiments with
angular velocity v = Ω× r(∇× v = 2Ω) shows similar solid-body rotation as
classical fluids. However, it is required that superfluid has to be irrotational
with the exception that there are phase singularities which are vortices in the
superfluids. Based on this argument, Feynman expected the number of vor-
tices lines should contribute to the same circulation as that from a solid-body
rotation; that is, Γ =
∫
dA · (∇×v) = Nvh/m where h/m is the quanta of the
circulation due to a vortex and Stoke’s theorem for the integral has been used.
Therefore, the number of vortex per area nv can be estimated as 2Ω/(h/m).
The nucleation of such quantized vortices is an experimental proof of
the existence of macroscopic wave function characterizing a Bose-Einstein con-
densate. Their direct observation is difficult for the Helium superfluid due to
the smallness of the size of the vortex core which is on the order of a few
angstroms. However, with the advance of low temperature physics and laser
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Figure 4.1: Observation of Abrikosov lattices with increasing rotational fre-
quencies of laser stirring field in sodium dilute gases. The examples shown
contain approximately (A) 16,(B)32,(C) 80, and (D)130 vortices. The picture
is taken from J. R. Abo-Shaeer et al. (W. Ketterle’s group).
trapping techniques, another superfluid system with dilute cold atoms become
feasible at low temperature in which the vortex core size can be on the order of
several microns. This ignite the excitement of vortices physics in superfluids.
Large Abrikosov lattices in a rotating BEC in traps has proven the existence
of vortices through real space images(Fig. 4.1). .
One of the most exciting many-body physics in boson superfluids is the
quantum Hall physics. There are various proposals on realizing lowest Landau
level(LLL) physics in mean field regime N/Nv >> 1 or correlated regime
N/Nv << 1 determined by the filling factor of particles and vortices ν = N/Nv
under rotation. In a frame of reference rotating with angular velocity Ωzˆ, the
Hamiltonian for a particle of mass m in an (isotropic) harmonic trap of natural
frequency Ω0 is
HΩ =
p2
2m
+
1
2
mΩ20r
2 − (Ωzˆ) · r× p
=
(p−mΩzˆ × r)2
2m
+
1
2
m[(Ω20 − Ω2)(x2 + y2) + Ω20z2] (4.6)
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The second form indicates the equivalence of a charge particle qeff > 0 expe-
riencing an effective magnetic field Beff = ∇ × Aeff = (2mΩ/qeff )zˆ where
the effective vector potential is given by Aeff =
mΩzˆ×r
qeff
= 1
2
Beff × r.
When the rotational frequency Ω is close to trapping frequency Ω0.
The physics along the z direction is frozen and the system will live in a two
dimensional world. Therefore, the filling factor for the bosons in the effective
magnetic fields is given by
ν =
N
A
h
qeff |Beff | = N/Nv (4.7)
where Nv = (2mΩA)/h is the average number of vortices. One may then
claim the existence of quantum Hall physics in two dimensional electron gas.
Notice that the integer quantum Hall effects are not possible in this system
because of the bosonic nature of the particles. Therefore, fractional quantum
Hall effects are the main concern in this field. For weak interaction, gn << ~Ω
the bosons are restricted to single-particle states in the lowest Landau levels.
By exact diagonalization study[16] in this limit gn << ~Ω, the ground states
of weakly interacting bosons in a rotating trap exhibit both vortex lattices
and incompressible vortex liquids. A clear distinction between these phases
appears for a large number of bosons N and vortices Nv , and is controlled
by the filling fraction ν . Vortex liquid phases appear for ν < νc including
Laughlin states and vortex lattices appear for ν > νc, in which νc ≈ 6. The
mean field regime of LLL physics has been predicted with the mean field
theory[17] for the LLLs with traps and realized experimentally[42] when the
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rotational frequencies range from 0.99Ω0 < Ω < 0.999Ω0. It is not clear now if
particle fractional quantum Hall regimes can be realized in the future because
it would require larger rotational speed Ω > 0.999Ω0 and smaller particle
number N challenging most current experiments [19].
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Chapter 5
Effective vortex dynamics in superfluids
Instead of treating boson particles as elementary objects, one can equally
well consider vortices to be elementary point objects forming a highly corre-
lated fluid of vortices. Based on this flow of thoughts, the vortex motion
is govern by a Hamiltonian with a charge equal to the quantum circulation
κ = +2pi interacting with the effective magnetic field Beff = −n~zˆ where n is
the particle number density. For a large collection of Nv vortices in a rotating
frame with angular velocity Ω, the vortex Hamiltonian reads
Hv =
Nv∑
i=1
(Pi − κAi)2
2mv
− Ω(Xi ×Pi)z − ρκ
2
2pi
Nv∑
i<j
ln|Xi −Xj
ac
|, (5.1)
where ac is of the order of the vortex core size.
Since this is the dual description of the system of the bosons under rota-
tion we discussed in last chapter, this vortex description should be able to de-
scribe the vortex phases correctly under rotation. Based on the vortex Hamil-
tonian which has the same form as Eq. (4.6) except the long range interaction
between vortices, the homogeneous vortex density can be estimated to be
nv = 2Ωm/h based on plasma analogy. The vortex filling factor νv = 2Ωm/hn
in the dual vortex description is the inverse of the particle filling factor ν. It
has been studied that the Laughlin wave functions are still excellent ground
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states for the long range interaction. Therefore, we would expect that the
vortex Laughlin quantum Hall states will exist when 1
νv
= 2, 4, 6, .... The
work[20] discussed the feasibility of quantum Hall states of vortices in trapped
low-density two-dimensional Bose gases with large particle interactions. Moti-
vated by the vortex dual description, we want to answer the questions on what
is origin of vortex mass and under what circumstances this vortex Hamiltonian
is the correct description.
5.1 Introduction
It has been known that a superfluid can accommodate angular momen-
tum only through vortices[11, 12]. With the rapid progress on Bose-Einstein
condensation in ultracold atoms in magnetic traps[13–15, 21] and optical lat-
tices[22, 23], it offers us an alternative to study the vortex physics with supe-
rior tunability of system parameters[24–27]. Quantum mechanical aspects of
vortices have led to many interesting proposals on vortex lattice melting due
to quantum fluctuations and emergence of correlated vortex liquid states[16],
phase separation between different vortex states in trapped cold atomic gases
because of the inhomogeneity of the condensate density in traps[20], and
Vortex-Peierls states in optical lattices, manifestations of the quantum nature
of vortices due to geometry frustration[28].
However, the understanding of quantum dynamics for a vortex in neu-
tral superfluids is still controversial[29]. The main concerns are sources of
forces on a quantum vortex and effective vortex mass in various circumstances
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[30–33]. The consensus is on the existence of Magnus force at zero tempera-
ture either from Berry phase argument[34] or hydrodynamic theory[?] [?].
By Berry phase argument, a vortex behaves like a charged particle in an
effective magnetic field due to the background bosons with a given vortex
mass[36]. However, the origin of the vortex mass was not well understood and
was treated as a phenomenological parameter without much microscopic basis
in early works[37]. Although the work[38] proposed that vortex mass may be
generated by superfluid compressibility, the microscopic origin based on ele-
mentary excitations is not clearly demonstrated and the Magnus force is not
considered to be part of their theories. Based on those works, a systematic
and microscopic theory for the cyclotron motion of a quantum vortex is still
needed. In the preparation of the paper, we are aware of another work[39]
making progress toward this direction. The approach they take is based on
perturbation theory with rotating pinning potential. They confirm the vortex
mass is due to compressibility of the superfluids and the expression of the
effective mass may depend on the details of the vortex core.
In this paper, we plan to make a step toward this direction by a differ-
ent formulation. Our work gives a different perspective and attacks the regime
beyond adiabatic limits toward the vortex problem. In general, quantum fluc-
tuations may make the cyclotron mode overly damped and renormalize the
effective mass of the vortex. We believe that an unified treatment of the quan-
tum vortex dynamics which takes into account quantum fluctuations is still
needed. We take a standard procedure of low-energy effective field theory by
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integrating out irrelevant quantum fluctuations but keep relevant vortex trans-
lational zero energy modes. Collective vortex cyclotron mode emerges due
to the dressing of quantum fluctuations on bare vortex zero modes through
nontrivial Berry phase coupling of pure quantum origin. In adiabatic limits
where the dynamics of quantum fluctuation is negligible, we reproduce the
vortex mass predicted by Duan[38]. It is confirmed the appearance of the
vortex mass is due to the density fluctuations (compressibility) and we find
that vortex particle picture are more favorable when system size R is much
larger than coherence length ξ in superfluids. In addition, we consider the
possibility of having the vortex cyclotron mode in optical lattices with bosonic
cold atoms by draw analogy between discrete Gross-Pitaevskii equation and a
single-band Hubbard model. It is found that when the tunneling energy J is
much smaller than on-site interaction energy U , collective dynamics of vortex
cyclotron mode can be well approximated by predictions in adiabatic limits.
5.2 Theoretical formulation
5.2.1 Effective action
We consider a dilute interacting bosonic gas in a reduced two-dimensional
geometry. The starting point is the partition function for the two-dimensional
dilute gas with contact interaction g, written as a coherent-state path inte-
gral(See Appendix A) over the fields φ∗(x, τ) and φ(x, τ).
It is given by
Z =
∫
d[φ∗]d[φ]e−S[φ
∗,φ]/~ , (5.2)
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with the action
S[φ∗, φ] =
∫ ~β
0
dτ
∫
d2xφ∗(x, τ)
[
~
∂
∂τ
− ~
2∇2
2m
− µ+ g|φ(x, τ)|
2
2
]
φ(x, τ) .(5.3)
Here, the integration is over all fields periodic on the imaginary-time axis from
zero to ~β, with ~ Planck’s constant and β = 1/kBT the inverse thermal energy.
In the context of cold atoms, the model can be realized with the harmonic
trapping potential with frequency ωz in the z-direction being sufficiently strong
for this approximation to be practically valid. The effective contact interaction
strength g is related to the s-wave scattering length a of the atoms by means
of g = 4pia~2/(mdz), with m the mass of an atom. The extent of the system in
the z-direction is denoted by dz and is related to the strong harmonic trapping
potential in that direction given by dz ∼
√
~/mωz. We ignore the effects of
trapping potentials at this moment for the clarity of essential physics.
We consider field configurations that consist of a vortex with counter-
clockwise phase winding +2pi surrounded by quantum fluctuations and write
φ(x, τ) = φv(x− rv(τ)) + δφ(x, τ), (5.4)
where φv(x) is a stationary solution of the Euler-Lagrange equation corre-
sponding to the action in Eq. (5.3), i.e., δS[φ∗v, φv]/δφ
∗ = 0, containing one
vortex at the origin, and rv(τ) is the central position of the vortex in the two
dimensional plane. Vortex translation in time is described by rv(τ). However,
the fluctuating part of the field δφ(x, τ) also contains zero modes that describe
the translation of the vortex. For example, a fluctuation δφ ∝ ∂xφv describes
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translation of the vortex in the x-direction. Generally, we denote the zero
modes responsible for translation of the vortex in the x and y-direction by φ0i,
with i ∈ {x, y}. To avoid double-counting in the functional integral we have
to enforce that the fluctuations (δφ∗, δφ) are orthogonal to the zero modes.
Hence, the fluctuations are required to obey
〈φ0i|δφ〉 ≡
∫
d2x [φ∗0i(x)δφ(x, τ) + φ0i(x)δφ
∗(x, τ)] = 0 . (5.5)
To enforce the above constraint and, at the same time, introduce the
vortex position as a dynamical variable in the function integral we use the
Fadeev-Popov procedure [40, 41]. We can rewrite the partition function as:
Z =
∫
d[rv]d[φ
∗]d[φ]δ (〈φ0x|δφ〉) δ (〈φ0y|δφ〉) e−S[rv ,δφ∗,δφ]/~ . (5.6)
We expand the action up to quadratic order in the fluctuations. The action
consists of three parts
S[rv, δφ
∗, δφ] = S0[rv] + SB[δφ∗, δφ] + SC [rv, δφ∗, δφ] . (5.7)
The first term describes that components of the vortex coordinate rv(τ) =
(xν(τ), yν(τ)) are canonical conjugate variables and are responsible for Magnus
force [36] which leads to vortex cyclotron motion:
S0[rv] = 〈φν |~∂τφν〉 = 1
2
[〈φν |~∂τφν〉 − 〈~∂τφν |φν〉],
=
~
2
∫
d2x2iIm[
∂φ∗ν(x)
∂x
∂φν(x)
∂y
]
∫
dτ [xν y˙ν − yν x˙ν ].
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When a vortex is considered to be at the center of the space, the order pa-
rameter with a vortex is given by φv(x) =
√
ncf(r)e
iθ where nc is the con-
densate density far away from the vortex core. Therefore, the spatial integral∫
d2x2iIm[∂φ
∗
ν(x)
∂x
∂φν(x)
∂y
] can be evaluated in polar coordinates given by∫
d2x2iIm[
∂φ∗ν(x)
∂x
∂φν(x)
∂y
] = 2inc
∫ 2pi
0
dθ
∫ R
0
rdr
f
r
df
dr
= 4piinc
∫ R
0
drf
df
dr
= 4piinc[
f 2
2
|R0 ] = 2piinc,
where f(r = 0) = 0 at the vortex core and f(r = R) = 1 far away from vortex
core has been used. As a result, we can reproduce the action responsible for
the Magnus force :
S0[rv] =
∫ ~β
0
dτ
2piinc~ ∑
i,j∈{x,y}
1
2
²ijriv(τ)
∂rjv(τ)
∂τ
 , (5.8)
where ²ij is the two-dimensional Levi-Civitas tensor.
The quadratic action from quantum fluctuations SB[δφ
∗, δφ] is given
by
SB =
1
2
∫ ~β
0
dτ
∫
d2x [δφ∗(x, τ), δφ(x, τ)] ·
[(
~ ∂
∂τ
0
0 −~ ∂
∂τ
)
+H
]
·
[
δφ(x, τ)
δφ∗(x, τ)
]
,
(5.9)
with the Hamiltonian H
H =
( −~2∇2
2m
− µ+ 2g|φv(x)|2 g (φv(x))2
g (φ∗v(x))
2 −~2∇2
2m
− µ+ 2g|φv(x)|2
)
. (5.10)
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The action that describes the coupling between vortex zero modes and
fluctuations through Berry phases is given by
SC [rv, δφ
∗, δφ] =
1
2
∫ ~β
0
dτ
∫
d2x
∑
i∈{x,y}
[δφ∗(x, τ)∂iφv(x)− ∂iφ∗v(x)δφ(x, τ)] ~
∂riv(τ)
∂τ
.
(5.11)
Next, we proceed to integrate out the fluctuations δφ∗ and δφ. It is cru-
cial to expand the fluctuation fields in the basis χα ≡
(
χ1α
χ2α
)
of the Hamil-
tonian H with constraints enforced by the delta functions in the functional
integral in Eq. (5.6). We expect three zero energy modes for the Hamiltonian
H. The first χ0p = (φv,−φ∗v) is the global phase mode that results from the
U(1) invariance of the action in Eq. (5.3). This mode makes no contribution
to the dynamics of the vortex and will be shown to be so latter. The other
two zero modes describe vortex translation in the two dimensional plane in
the absence of pinning potentials. Hereafter, we will refer to the translational
modes as zero modes in the discussion. A suitable linear combination makes
them equivalent to translation along any direction in the x − y plane. Here-
after, we have χ0i∈{x,y} ∝ (∂iφv, ∂iφ∗v). One can show those zero energy modes
are eigenstates of H by direction substitution. The other modes (environ-
mental modes) with eigen-energies ²α will be the density modes and phase
modes in the presence of the vortex in a superfluid. For the purpose of the
latter discussions, we define the quantity Γα′α between any two states α
′, α
as Γα′α =< χ
†
α′|σz|χα > where σz =
(
1 0
0 −1
)
with the hermitian property
Γα′α = Γ
∗
αα′ .
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5.2.2 Adiabatic vortex dynamics and effective mass
Now we show the vortex dynamics in adiabatic approximation. This
amounts to neglecting the explicit time dependence of environmental modes
in the action of fluctuations SB[δφ
∗, δφ]. We expand the microscopic action
S in the basis of the fluctuation Hamiltonian H; that is,
(
δφ(x, τ)
δφ∗(x, τ)
)
=∑
α cα(τ)χα(x). Therefore, we have
SB[c
∗, c] =
∫ ~β
0
dτ
∑
α
²αc
∗
α(τ)cα(τ) . (5.12)
The coupling part of the total action becomes
SC [rv, c
∗, c] =
1
2
∫ ~β
0
dτ
∑
i∈{x,y}
[∑
α
c∗α(τ)Γiα − Γ∗iαcα(τ)
]
~
∂riv(τ)
∂τ
, (5.13)
with
Γiα =
∫
d2x
[(
χ1α(x)
)∗
∂iφv(x)−
(
χ2α(x)
)
∂iφ
∗
v(x)
]
. (5.14)
Integration over fluctuation amplitude c∗α(τ) and cα(τ) can be performed by
Gaussian integral. The effective action of the vortex is then given by
Seff [rv] =
∫ ~β
0
dτ
2piinc~ ∑
i,j∈{x,y}
1
2
²ijriv(τ)
∂rjv(τ)
∂τ
+
1
2
mv
(
∂rv
∂τ
)2 , (5.15)
with the effective mass of the vortex
mv = ~2
′∑
α
|Γxα|2
2²α
= ~2
′∑
α
|Γyα|2
2²α
. (5.16)
Note that the coupling Γiα has the dimension of the inverse of length,mv indeed
has the dimension of mass. The prime on the summation denotes omission
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of the zero modes, as required by the constraint. In addition, the effective
magnetic field can be identified by writing down the semiclassical equation of
motion for the effective action in imaginary time and make the Wick rotation
τ −→ it to real time. The equation of motion is like a positive charge e =
+1 in an effective magnetic field −Beff zˆ where the strength of the magnetic
field Beff is given by Beff = 2pi~nc. Therefore, the cyclotron frequency of a
vortex in adiabatic limit is given by ωc = eBeff/meff . The adiabatic picture
confirm the vortex-charge duality[36]and the presence of Magnus force FM =
−2pi~nc[drvdt × zˆ] for a vortex in a superfluid.
To make analytical progress, we approximate the excited states of the
Hamiltonian H by plane waves. This is a good approximation as long as
we are interested in low energy fluctuations in which the vortex is creating
slow-varying non-uniformity. The environmental modes in the presence of the
vortex are phase and density fluctuations given respectively by
χθk =
1√
ncV
i
(
φv
−φ∗v
)
eik·x (5.17)
with the energy ²θk = ~2k2/2m and
χρk =
1√
ncV
(
φv
φ∗v
)
eik·x , (5.18)
with the energy ²ρk = ²k + 2gnc where V represents the area of the system.
When k = 0, the modes include global phase mode and density mode respec-
tively. We proceed to evaluate the couplings Γxk. The spatial derivative of the
condensate wave function containing a vortex at the center is approximated
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by
∂xφv(x) = i
√
ncf
(∣∣∣∣xξ
∣∣∣∣) eiθv(x)∂xθv(x) +√nceiθv(x)∂xf (∣∣∣∣xξ
∣∣∣∣) , (5.19)
where θv is the phase of the vortex. The function f(|x/ξ|) is zero in the origin
and equal to one for x À ξ, where ξ is the coherence length that sets the
size of the vortex core. Consider the vortex coupling with phase fluctuations,
which is given by
Γθkx =
−i√
ncV
∫
d2x[φ∗v∂xφν + φv∂xφ
∗
ν ]e
−ik·x. (5.20)
At k = 0, the coupling Γθkx has no effects on the vortex mode because
the long wavelength fluctuations cannot resolve the presence of the vortex at
all. This implies the global phase fluctuations has no contribution to the vortex
effective mass. Therefore, we can safely disregard the global phase mode in
the expression of the effective mass.
Therefore, we go to next order in k to see what will be the effects by
the truncated expansion e−ik·x ≈ 1 − ikr cos θ − ikr sin θ. Vortex zero modes
couple with phase fluctuations through the compressibility of the bosons inside
the vortex core:
Γθkx ≈ −2
i√
ncV
nc
∫ ξ
0
rdrdθf
∂f
∂r
(−ikr) cos2 θ = − 1
2
√
ncV
ncpiξ
2k, (5.21)
where f = r/ξ is taken inside the vortex core and the contribution out of the
vortex core is negligible because the density is uniform along radial direction
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∂rf = 0 at r > ξ. Cautions should be taken while doing the above expansion.
In general, it is problematic in evaluating the coupling at a distance larger
than the coherence length ξ, in which r
R
< |k · r| < r
ξ
is not guaranteed to
be a small parameter for r > ξ even when the wave-number of the phase
fluctuations is small (0 < k << 1/ξ). The expansion can be used here because
there is no contribution of phase fluctuations outside the vortex core, which is
shown by the vanishing of the factor ∂f
∂r
. This justifies the small expansion of
e−ik·x in k inside the vortex core for the fact that kξ is much smaller than one.
From our estimation, we see a nice linear dependance in kx when kξ << 1
and the coupling with vortex mode increases with the vortex core size. If the
vortex core physics is totally neglected, we will not have any coupling due to
the phase fluctuations. Higher order correction terms with odd powers in kx
will change the linear dependance Γθkx at kξ ' 1. It is straightforward to see
the corrections are always opposite in sign to the linear term so that we should
expect a decrease of |Γθkx| with respect to kx when kξ ' 1.
As far as the Berry phase coupling with density fluctuations is con-
cerned, we need to evaluate the coupling careful by treating the regions k · r <
1 and k · r > 1 separately.
Γρkx =
1√
ncV
∫
d2x[φ∗v∂xφν − φv∂xφ∗ν ]e−ik·x. (5.22)
In polar co-ordinate, Γρkx has the form :
Γρkx = 2i
1√
ncV
nc
∫ R
0
rdrdθf 2
∂θ
∂x
e−ikr cos θ−ikr sin θ. (5.23)
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We made the observation at the long wavelength regime kξ << 1 that spatial
coupling out of the vortex core cannot be evaluated by the expansion as we have
done in phase fluctuations because the coupling is not zero due to the gradient
of phase outside the vortex core. Therefore, it is necessary to treat the coupling
Γρkx rigorously. In general, the factor e
−ikr cos θ−ikr sin θ contains even and odd
angular harmonics. Since the gradient of phase ∂θ
∂x
= −sinθ/r = −1/r[ eiθ−e−iθ
2i
]
is made of the angular harmonics with l = +1 and −1, we only need to keep
l = +1 and l = −1 in the factor e−ikr cos θ−ikr sin θ when evaluating Γρkx which
involves the integration over angle θ.
Let us carry out the details of the vortex coupling with density fluctu-
ations here. In general, we can expand the angular exponential functions in
terms of the spherical Bessel functions of first kind as
eiz cos θ = J0(z) +
n=+∞∑
n=−∞
inJn(z)e
inθ, eiz sin θ = J0(z) +
n=+∞∑
m=−∞
Jm(z)e
imθ (5.24)
, where n,m are integers other than zero and Jn,m are Bessel functions of
first kind with order n,m. With the identity J−n(z) = (−1)nJn(z) and the
orthogonality
∫ 2pi
0
dθei(m−n)θ = 2piδm,n, we only need to keep the terms depen-
dent on eiθ and e−iθ in integral; that is,
∫
dθe−ikr cos θ−ikr sin θ =
∫
dθ2i[cos θ +
sin θ]J0(−kr)J1(−kr). By direct substitution, the coupling with density fluc-
tuations are evaluated as :
Γρkx =
4pinc√
ncV
[
∫ R
0
drf 2J0(−kr)J1(−kr)], (5.25)
The function Γρkx will be zero when k = 0 in agreement with the conclusion
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of the original expression and get smaller when k →∞ due to random phase
cancelation of two oscillatory functions.
Reliable evaluation of the function analytically becomes very hard when
kr ' 1. To make further progress, we can divide the integrals into two regimes
for r > rc = 1/k and r ≤ rc for a given k based on asymptotic forms of Bessel
functions in two different regions respectively. Notice that the separation into
two regions is only reasonable when 1/R < k << 1/ξ such that ξ << 1/k < R.
Facilitated by the asymptotic forms of Bessel functions for small arguments
kr ¿ 1
J0(−kr) ∼ 1, J1(−kr) ∼ (−kr/2), (5.26)
and large arguments kr À 1
J0(−kr) ∼
√
2
pikr
cos(kr − pi/4), J1(−kr) ∼ −
√
2
pikr
cos (kr − pi/2− pi/4).
(5.27)
Therefore, we can evaluate coupling with density fluctuations with the integral∫ R
0
drJ0J1 = [
∫ R
1/k
+
∫ 1/k
0
][drJ0J1]. Use the asymptotic forms of the Bessel
functions, a term depends on k−1 emerge and other terms with higher power
in k are generated when 1/R < k << 1/ξ as
∫ R
ξ
drf 2J0(−kr)J1(−kr) '
∫ 1/k
ξ
dr(−kr/2) + 1
pik
∫ R
1/k
dr[
cos(2kr)
r
], (5.28)
=
1
4
kξ2 − 1
4k
+
1
pik
∫ R
1/k
dr[
cos(2kr)
r
]. (5.29)
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Inside the vortex core,∫ ξ
0
drf 2J0(−kr)J1(−kr) '
∫ ξ
0
dr[−kr/2]r
2
ξ2
= −kξ
2
8
. (5.30)
As a result, Γρkx is given by
Γρkx '
4pinc√
ncV
{1
8
kξ2 − 1
4k
+
1
pik
∫ R
1/k
dr[
cos(2kr)
r
]}. (5.31)
Notice that we should not take the analytical results literally. The optimized
value of the cut-off rc can be off from 1/k by some factor γ. The above
expression is to show the k dependance in continuum limit. Here we see the
divergence of Γρkx when k → 0 and the contribution of vortex core is negligible.
This indicates that the vortex mode only couple strongly with long wavelength
density fluctuations outside the vortex core. Now we can estimate the effective
mass due to phase fluctuations and density fluctuations respectively.
With phase fluctuations at 1/R < k << 1/ξ, ordinary small k expan-
sion is enough to get reliable estimation by direct substitution of Eq. (5.21)
into Eq. (5.16):
mθν =
1
2
~2
∑
k
|Γθkx|2/²θ =
1
2
~2
V
4pi2
∫
d2k
|Γθkx|2
(~2/2m)k2
=
1
32
mn0piξ
2(1− ξ
2
R2
).
(5.32)
With density fluctuations at 1/R < k << 1/ξ, we substitute Eq. (5.31)
into Eq. (5.16):
mρν =
1
2
~2
∑
k
|Γρkx|2/²ρ '
1
2
~2
V
4pi2
∫
d2k
|Γρkx|2
2gn
=
1
4
mn0piξ
2ln
R
ξ
+
1
16
mn0piξ
2.
(5.33)
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For a point vortex in which the vortex core size is zero ξ = 0, we see the vortex
mass due to vortex core has no contribution mθν = 0 and mν =
1
4
mn0piξ
2ln R
ξ
.
The effective mass of the vortex coordinate arises from the Berry phase cou-
pling with the quantum fluctuations of density and phase of the superfluid.
The effect of the phase fluctuations will be considered to be less important
than density fluctuations because the motion of the vortex generates phase
disturbance of the superfluid order parameter, which couples with density
fluctuations due to the quantum nature that the phase and density are con-
jugate variables, in the large area outside the vortex core having much more
overlap with vortex mode. However, the coupling with phase fluctuations will
only be limited to the area inside the vortex core, where the motion of the vor-
tex creates density disturbance, which couples with the phase fluctuations of
environmental modes. The vortex mass due to compressibility of a superfluid
is supported by our theory. For a system with finite vortex core ξ, the mass
due to phase fluctuations are always negligible when m
θ
v
mρv
¿ 1; that is, when
8pi ln R
ξ
À 1. This condition can usually be satisfied as long as the interaction
between atoms are strong enough. Therefore, the vortex mass is mainly due
to the compressibility (density fluctuations) of the superfluid. In our deriva-
tion, the details of vortex core structure is only linear in radius. This will not
change our conclusion as long as the system size is large compared to vortex
core size.
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5.2.3 Dissipative action beyond adiabatic limit
We have shown that we can reproduce the commonly accepted expres-
sion of the effective mass in boson superfluids and vortex-particle duality in
adiabatic approximation. The next step is to evaluate the adequacy of the
adiabatic approximation. In general, beyond adiabatic approximations, we
need to include the dynamics of quantum fluctuations by reserving all the
off-diagonal Berry phase terms in the action Eq. (5.9). We can expand fluctu-
ation fields cα(τ) =
∑
n cα[−iωn]e−iωnτ , c∗α(τ) =
∑
n cα[iωn]e
iωnτ in Matsubara
frequencies ωn =
2pin
β~ , where n are integers. Quantum dissipative action of a
vortex can be derived by integration of multi-dimensional Gaussian integral
over cα[−iωn] and c∗α[iωn] :
Seff [rv] = β~
∑
n
pii~nc(−iωn)²jkrjv[+iωn]rkv [−iωn] + ~2ω2nMrjv[+iωn]rkv [−iωn],
(5.34)
where Einstein’s convention for Levi-Civitas ²jk is used, the kernel M ≡
1
2
∑
α′,αKα′,αΓriv,α′Γ
∗
riv,α
is defined and the matrix Kα′,α is given by the inverse
of the matrix [2²αδα′,α − i~ωnΓα′,α] which contains the effects of the renor-
malization of vortex effective mass and the quantum dissipation of the vortex
zero mode. The quantity Γα′ ,α =
∫
d2x[χ1∗
α
′ (x)χ1α(x)−χ2∗α′ (x)χ2α(x)] represents
the Berry phase coupling between fluctuations which are ignored in adiabatic
theory. By Eqs. (5.17) and (5.18), states of phase fluctuations and density
fluctuations can be well approximated as plane waves eik·x smoothly modified
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by vortex fields. Then we can replace state labels [α′, α] by momentum labels
[k′,k]. We can divide Berry phase coupling between fluctuations Γk′,k into dif-
ferent categories. It can be shown by using Eqs. (5.17) and (5.18) that Berry
phase couplings between one mode in phase fluctuations and the other mode
in density fluctuations with momentums k′ and k are given by
Γρθk′,k = 2iδk′,k,Γ
θρ
k′,k = −2iδk′,k
while the couplings among phase fluctuations and density fluctuations them-
selves vanish:
Γρρk′,k = 0,Γ
θθ
k′,k = 0.
Therefore, the matrix Kα′,α is given by Kα′,α = Kk′δk′,k where the matrix Kk′
is given by
Kk′ =
(
2²θ(|k′|) −2~ωn
2~ωn 2²ρ(|k′|)
)−1
=
1
4(²θ²ρ + ~2ω2n)
(
2²ρ(|k′|) −2~ωn
2~ωn 2²θ(|k′|)
)
(5.35)
To study the damping effect, we need to do Wick rotation iωn → ω+ iδ where
δ → 0 with respect to the effective action. It is noticed that the poles of the
matrix elements Kk′ [−iωn → −ω − iδ] are the Bogoliubov modes with the
excitation energy Eb =
√
~2k2
2m
(~
2k2
2m
+ 2gnc). At low energy k ¿ 2gnc, the
excitations are collective phonon modes with the energy spectra Ep(k) = ~kc.
Next we derive the quantum action of a vortex in superfluids analyti-
cally. The analytical expression of the kernelM at low k and ω < c
ξ
(phonons)
can be derived as the following. In Matsubara’s frequencies,
1
2
∑
k
ΓxkKk[−iωn]Γ∗xk =
1
2
∑
k
(
Γθxk
∗
Γρxk
∗ )Kk[−iωn]( ΓθxkΓρxk
)
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=
1
4
∑
k
1
E2b (k)− (i~ωn)2
[2gnc|Γθxk|2 +
~2k2
2m
|Γρxk|2
+~ωn(Γρxk
∗Γθxk − ΓρxkΓθxk
∗
)],
where the Bogoliubov excitation energy at low k is given by the phonon disper-
sion Eb = ~k(gnc/m)1/2 = ~kc and c is the speed of sound in the superfluid. At
low ~k, the last term vanishes by direct substitution. In real time formulation,
we replace iωn by ω + iδ where δ → 0.
Therefore, density fluctuations and phase fluctuations contribute both
to the kernel M =Mθ +Mρ in real frequencies .
The first term Mθ describes the contribution from the phase fluctua-
tions Γθxk and can be written in frequencies:
Mθ = lim
δ→0
1
8
∑
k
[
1
Eb(k)− E − iδ +
1
Eb(k) + E + iδ
]
2gnc|Γθxk|2
Eb(k)
=
pign2cξ
4
64c4~2
∫ c/ξ
c/R
dω′
[
ω′2
ω′ + ω
+ P [
ω′2
ω′ − ω ] + ipiω
2δ(ω′ − ω)
]
. (5.36)
The second term Mρ describes the contribution from the density fluctuations
Γθxk:
Mρ = lim
δ→0
1
8
∑
~k
1
Eb(k)
[
1
Eb(k)− E − iδ +
1
Eb(k) + E + iδ
]
~2k2
2m
|Γρxk|2
=
piξ2ncm
16~2
∫ c/ξ
c/R
dω′
[
1
ω′ + ω
+ P [
1
ω′ − ω ] + ipiδ(ω
′ − ω)
]
. (5.37)
From those expressions, we recognize the appearance of imaginary part
which does not exist in adiabatic theory. This indicates the damping is due to
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collective phonon excitations because of the Berry phase coupling between den-
sity and phase fluctuations. In addition, the real part ofMθ(ω) andMρ(ω) de-
viates from the adiabatic expression Mθ(ω = 0) and Mρ(ω = 0) =
piξ2ncm
8~2 ln
R
ξ
.
Therefore, the effects of mass renormalization and quantum dissipation are
completely captured in the kernel M(ω) :
M(ω) = ncmpiξ
2
16~2 {0.25{1− ξ
2
R2
+ ξ
2ω2
c2
[2 + ln | 1/ξ
2− ξ2ω2
c2
1/R2−ω2
c2
|]
+ipi ξ
2ω2
c2
}+ ln | 1/ξ
2−ω2
c2
1/R2−ω2
c2
| +ipi}.
(5.38)
Notice that Mθ due to vortex core can be safely neglected in most cir-
cumstances when c
R
< ω ¿ c
ξ
. In addition, phonon excitations make the vortex
dynamics away from adiabatic limit with the kernel M(ω) being replaced by
Mρ(ω):
Mρ(ω) =
ncmpiξ
2
16~2
{ln | 1/ξ
2 − ω2
c2
1/R2 − ω2
c2
| +ipi}, (5.39)
where ln | 1/ξ
2−ω2
c2
1/R2−ω2
c2
|≈ 2 ln R
ξ
− ln | 1 − ω2
c2R2
|. As can be seen from the
above expression, adiabatic theory is a good approximation when its predicted
cyclotron mode lies shallowly in low energy phonon seas with the condition
R
ξ
À 1 where the imaginary part of Mρ can be neglected. When the cyclotron
mode lies deeply inside phonon seas with high energy, the real part of Mρ
get reduced making the damping effects become not negligible. In summary,
we found that the damping and mass renormalization of the vortex mode is
due to the immersion of vortex mode inside phonon seas. The adiabatic vortex
cyclotron mode can be well defined only when the condition that the adiabatic
vortex cyclotron mode lies shallowly in phonon sea.
46
Now we evaluate the validity of treating a point vortex in superfluids
like a charge particle in an effective magnetic fields induced by background
bosons based on adiabatic theory. The adiabatic cyclotron frequency is given
by ωc = 2pi~nc/mv. The vortex mass is given by mv = mρv = 14mncpiξ
2 ln R
ξ
.
Therefore, the frequency ωc is given by ωc = 8
~
mξ2 ln R
ξ
. To estimate the valid-
ity of the adiabatic theory in continuum limit, we require that the adiabatic
cyclotron frequency ωc much smaller than
c
ξ
; that is,
ωc = 8
~
mξ2 ln R
ξ
¿ c
ξ
=
√
2
2
~
mξ2
. (5.40)
Equivalently, R
ξ
À 11.3137. Therefore, we can conclude that the vortex-
particle duality is valid in large systems with strong interaction, where the
ratio R
ξ
is macroscopic. With the advent of Feshbach resonance [21] in cold
atoms, the contact interaction g and therefore vortex core size ξ has a wide
range of tunability that is not available in other superfluid systems. It will be
interesting to observe how vortex dynamics goes from adiabatic to dissipative
regime when the ratio R
ξ
becomes mesoscopic. The trap to vortex core size
ratio R
ξ
in standard experimental setup[42] is around 10, which seems to be
near the border of both regimes.
5.3 Numerical model
5.3.1 Mapping between discrete GP equation and mean field Hub-
bard Hamiltonian
With the rapid growth of cold atom physics in optical lattices, it of-
fers us the opportunity to realize vortex-charge duality by tunable system
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parameters, such as interaction between atoms, optical potential depth and
period. In optical lattices[22, 23], low energy physics can be captured by one-
band Hubbard model when the optical lattices are deep enough so that the
nearest-neighbored hopping of atoms from site to site is valid and the on-site
interaction is small enough. The standard Bose-Hubbard model with negligible
trapping potential is given by:
HBH = −J
∑
<i,j>
b†ibj +
U
2
∑
j
b†jb
†
jbjbj − µb†jbj. (5.41)
Here < i, j > represents the nearest neighbors, J is the hopping energy and
U is the interaction energy when two atoms are at the same sites and µ is the
chemical potential to enforce number conservation of atoms in optical lattices.
In mean field approximation , boson creation and annihilation operators can be
replaced by the superfluid order parameter φ; that is, b†i = φ
∗
i , bj = φj, b
†
j = φ
∗
j
and b†jb
†
jbjbj = |φj|2|φj|2. Therefore, the energy functional ESF is given by
ESF = −J
∑
<i,j> φ
∗
iφj + U
∑
j φ
∗
jφ
∗
jφjφj − µφ∗jφj. The mean field state φj
is determined by the minimization of the energy functional given by δESF
δφj
=
0. Therefore, the effective Hamiltonian HSF for the mean field φj is given
by HSF = −J
∑
<i 6=j> φi + U |φj|2φj. The expression has exactly the same
mathematical structure as the effective Hamiltonian HGP in discrete Gross-
Pitaevskii (GP) equation given by :
HGPψi,j = [− ~
2
2m
∇2 + g|ψi,j|2]ψi,j = µψi,j, (5.42)
in cartesian coordinates where ∇2ψi,j is given by ψi+1,j+ψi−1,j+ψi,j+1+ψi,j−1−4ψi,jD2
in which D is the lattice constant and g is the contact interaction of atoms.
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By comparison, we can see the correspondence between HGP and Hamiltonian
HSF via the relation J ↔ ~22mD2 and U ↔ g. Therefore, the numerical study
of the discrete GP equation will not only help us to understand the vortex
physics in continuum limit but also shed some lights on the vortex dynamics
in optical lattices. Here we estimate the parameters to observe adiabatic vortex
dynamics in optical lattices. Two physical constraints are required. On one
hand, one needs to make sure that the system is safely in superfluid phase and
not in Mott-insulating phase. The criteria for a system with one atom per site
(n¯ = 1) on average (Na = Nsite = N) is given by [23]
U
J
< 5.8z,
where z is the number of nearest neighbors at each site. In terms of lattice
parameters, it is given by
gn¯
~2
2mD2
≈ D
2
ξ2
< 5.8z,
in which n¯ = 1 . As a result, the first criteria is given by
D
ξ
< 2.4083
√
z. (5.43)
where n is the number density of the condensate away from the vortex.
On the other hand, even in the superfluid phase, the vortex has to be
in adiabatic regime so that quantum fluctuations have less effects on vortex
dynamics. By the conclusion we have reached in this report, the adiabatic
vortex dynamics is valid when the condition R
ξ
À 11.3137 is satisfied. In
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lattices, the condition can be written as
L√
2ξ
=
(
√
N − 1)D
ξ
À 11.3137.
Then the second criteria in optical lattices is given by
D
ξ
À 16√
N
. (5.44)
As a result, the adiabatic vortex dynamics can survive in optical lattices when
the system length scale D
ξ
16√
N
¿ D
ξ
< 2.4083
√
z. (5.45)
Based on this criteria, it is beneficial to have large lattices to have a wide range
of tunability for the parameter D/ξ while keeping the system in superfluid
regime D/ξ < 2.4083
√
(z). In terms of system energy scales µ
ED
where ED =
~2/2mD2, the criteria can also be written as
256
N
¿ µ
ED
< 2.4083
√
zN. (5.46)
In the context of cold atoms, the chemical potential µ is determined largely by
the background harmonic magnetic traps. Therefore, by tuning the geometry
or size of the background trap and the optical lattice constant D, it would be
interesting to study the vortex dynamics.
5.3.2 Numerical procedure
We calculate elementary excitations with the vacuum state being the
mean field solution with a vortex of phase winding 2pi in a square lattice by
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matrix diagonalization. Theoretical formulation we introduced previously can
be set up analogously in discrete manners. The following numerical procedures
are taken. We employ imaginary time scheme to find the mean field state
ψν(x) with a vortex at the center of space while conserving the total number
of particles in iterations. Discrete GP equation in imaginary time is diffusive
and can be represented by
ψn+1i,j − ψni,j
²
= HGPψ
n
i,j, (5.47)
where i, j are labels for the two-dimensional lattice points, the label n repre-
sents the counts of the imaginary time evolution step ². An iterated equation
for the updated wave function ψn+1i,j is set up by writing ψ
n+1 on the left-handed
side and ψn on the right-handed side of the GP equation. By choosing appro-
priate value of ² and conserving the normalization
∫
d2x|ψn+1i,j |2 = Na, where
Na is the total number of atoms. An ansatz ψ = fe
iθ, where θ = arctan(y/x),
can be used. To conserve the phase winding 2pi in the plaquette of the com-
putational domain and discrete rotational symmetry, we use the boundary
condition which satisfies discrete rotational symmetry:
ψ(x,
L
2
) = eipi(1−
x
L
)ψ(x,−L
2
), ψ(
L
2
, y) = e−ipi(1−
x
L
)ψ(−L
2
, y), (5.48)
where the origin is chosen at the center of the computational domain as well as
the center of the vortex core. Notice that the boundary conditions can be ab-
sorbed into the system Hamiltonian HGP through ∇2ψn by direct substitution
of the boundary condition into discrete GP equation. Finally, the iteration
will converge to the mean field state with a vortex in such a lattice.
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Quantum fluctuations above the vortex ground state can be described
by the hermitian Hamiltonian:
H =
( −~2∇2
2m
− µ+ 2g|φ(x, τ)|2 g (φv(x))2
g (φ∗(x))2 −~2∇2
2m
− µ+ 2g|φ(x, τ)|2
)
. (5.49)
Rewrite H in a matrix form by finite difference methods, elementary excita-
tions in space domain can be solved by direct matrix diagonalization. Bo-
goliubov excitations can be solved numerically with similar procedure except
that it is the non-hermitian Bogoliubov Hamiltonian HB = σzH, where σz is
the z-Pauli spin matrix, to be diagonalized with the eigenvectors [u(x), v(x)]T
satisfying the normalization condition
∫
d2x|u(x)|2 − |v(x)|2 > 0.
In the numerical calculations, we always have global phase mode with
zero energy and the other two degenerate states (vortex zero modes) taking the
second lowest energy states of H. Because the simulation domain is finite in
space, the vortex zero modes cannot have zero energy as expected for infinite
system. Also, we only have quantized energy levels. To make connection with
calculations in continuum limit, we can replace summation over states
∑
α
by the integration over spectral density of states
∫
dED(E), where D(E) =∑
α δ(E − E ′α). In continuum, the Dirac’s delta function is given exactly by
δ(E − E ′α) = −1pi Im[ 1E−E′α+iδ ], where δ → 0. In the finite lattice model, the
same expression can be used by replacing δ with the energy of the order of
energy quanta EL =
~2
2mL2
to mimic the numerical data in continuum.
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5.3.3 Numerical results
In this section, we intend to show in which situation adiabatic vortex
cyclotron motion can survive in the presence of quantum fluctuations and
suggest the possibility to realize the vortex charge duality picture in dilute cold
atoms in optical lattices. We use the numerical cases withN = 462 sites, lattice
spacing D = 1, and system length L = 45D in our numerical demonstration.
Taking advantage of the analogy between discrete GP equation and single-
band Hubbard model in optical lattices, we denote system parameters in a
reduced form. The energy ED =
~2
2mD2
is the energy quanta associated with
lattice spacing D in discrete GP equation. The reduced energy ER = E/µ is
scaled by the chemical potential µ. The reduced interaction gR = gNa/ED and
the corresponding UR = UNa/J in optical lattices are given simultaneously so
that readers can interpret the results for both situations.
In Fig. 5.1, we show the spectral density of states of quantum fluc-
tuations. We expect to see the features of phase and density modes which
are the basis of the Hamiltonian H for quantum fluctuations. The energy
difference between the phase fluctuations ²θk =
~2k2
2m
and density fluctuations
²ρk =
~2k2
2m
+ 2gnc with the same k is given by 2gnc = 2µ. In continuous sys-
tem, the energy density of states D(E) are independent of energy. However,
in finite model, we would expect this is only valid at low energy part of those
fluctuations because the Van Hove singularities due to lattice spacing which is
expected to change the high energy spectrum.
As can be seen in the numerical data, two peaks in the spectrum rep-
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Figure 5.1: Spectral density of states D(ER) of quantum fluctuations versus
the energy ER with different interaction strength gR
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resent the Van Hove singularities. The energy difference is set by the energy
gap 2µ). The energy difference between the phase and density fluctuations are
more clearly seen with large interaction strength gR = UR = 10000 because the
energy scales of phase and density fluctuations are completely well separated;
that is, all the phase fluctuations have lower energies than all the density fluc-
tuations. For intermediate interaction gR = UR = 8000, high energy part of
phase fluctuations have similar energy as that of density fluctuations, which
can be seen from a small peak at the energy ER ≈ 2. For the case with weak
interaction gR = UR = 2116, the states of the phase fluctuations strongly over-
lap with that of the density fluctuations with the accumulation of the density
of states at some energies, which is shown at the energies ranging from ER = 2
to ER = 8.
In Fig. 5.2, we show the spectral density of the vortex effective mass in
adiabatic limits. The vortex mass is given by mν =
∑
α
|Γαx|2
²α
=
∫
dER
dmν(ER)
dER
. In theory, we would expect that the effective mass of the vortex is mainly
due to the coupling of the vortex zero modes with density fluctuations. We
observe in the figure that the spectral contents of the effective mass all have a
strong peak in the low energy part of density fluctuations at the energy ER = 2
for different interactions. In addition, we expect that the contribution of the
vortex mass from phase fluctuations will be less important at large interaction
gR (small vortex core), as shown in subplots (c) and (d). In subplots (a)
and (b), we observe the development of mass at low energy part of phase
fluctuations ER ≈ 0. Even so, the phase fluctuation contribution is always
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Figure 5.2: Vortex mass energy density dmv(ER)
dER
versus the reduced energy ER
with different interaction
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negligible. This confirms the vortex mass is mainly due to compressibility of
the superfluid. In addition, we also check that the Berry phase coupling |Γxα|2
and |Γyα|2 between the vortex mode with other modes are dominant by low
energy density fluctuations.
In Fig. 5.3, we show the density of states DB(E) of Bogoliubov exci-
tations which are poles of the vortex effective action beyond adiabatic theory
due to Berry phase coupling between phase and density fluctuations. Bo-
goliubov excitations are phonons at low energies. We expect the density of
state is linear at low energies because of the linear phonon dispersion in two
dimensional space. In addition, there is a singularity, heritage of the Van
Hove singularities of density and phase fluctuations, at the estimated energy
EBD = [ED(ED + 2gnc)]
1/2. As a result, the estimated peak position of Van
Hove singularity at the reduced energy EBD/ED increases with the interaction
g and EBD/µ decreases with the interaction considering the energy
~2k2D
2m
and
nc are fixed in our numerical simulations. From the numerical subplots, we
see the density of states are approaching linear phonon density of states at
low energies and the Van Hov singularity peaks are shifting toward low ER,
showing the trend we have explained.
In Fig. 5.4, we show the emergence of collective cyclotron mode. Be-
cause the full action of our system in Matsubara frequencies is quadratic, the
action can be written compactly as this form S[−iωn] =
∑
α,α′ a
∗
α′ [−iωn]Kα′,αaα[iωn],
where Berry phase coupling between different modes make the matrix Kα′,α
off-diagonal in the basis of the Hamiltonian H and aα, aα′ are mode ampli-
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tudes. Retarded correlation functions GRα [ω] = K
−1
α,α[iωn → ω + i0+] including
vortex zero modes 0i can be solved by matrix inversion of the matrix Kα′,α.
We can demonstrate the existence of the cyclotron mode by the imaginary
part of the vortex position-position correlation function A0i[ω] = − 1piImGR0i
where GR0i =< xν(ω)xν(−ω) >=< yν(ω)yν(−ω) > . In subplot (a), we show
the adiabatic resonant conditions of the vortex cyclotron modes at which
detK(iωn → ω) = 0. It is observed that cyclotron resonances are located
at the energy ER ≈ 0.09 for the case gR = 8000, and ER ≈ 0.08 for the
case gR = 10000. We would expect to see the emergence of the adiabatic
cyclotron mode at those resonant positions in the response function A0i[ω].
Similarly, we can turn off the adiabatic approximation in our calculations. In
subplots (b) and (c), we see strong peaks right at those positions. As far as
the peak position and width of the cyclotron peak are concerned, the agree-
ment between adiabatic cyclotron peak and realistic cyclotron peak with the
same gR is better at stronger interaction gR. This supports our theoretical
speculation that adiabatic theory is favorable when the interaction gR or UR is
large enough to make system macroscopic L
ξ
À 1. It is also observed that the
non-adiabatic cyclotron peaks are damped more for the case with gR = 8000
than the case gR = 10000 when the respective adiabatic resonance peaks are
compared. Examine the corresponding adiabatic cyclotron peaks with the Bo-
goliubov spectrum in Fig. 3(c) and Fig. 3(d). The cyclotron peak in the case
with the interaction gR = 10000 lies lower in the low energy part of the Bo-
goliubov spectrum and therefore the damping effect is less substantial. This
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agrees with the picture we have in our theoretical predictions.
5.4 Discussions and Conclusions
We establish a theoretical formalism to study quantum vortex dy-
namics going beyond the adiabatic approximation in which the dynamics of
quantum fluctuations are completely ignored. The low energy effective action
for vortex motion is derived by integrating out phase and density fluctuations
of quantum nature. Magnus force, vortex effective mass, and quantum dissi-
pation of a vortex in superfluids can all be captured in the same framework
systematically. In adiabatic limit, analytical calculations on adiabatic vortex
effective mass including vortex core are treated carefully. It is confirmed that
the vortex mass is mainly due to the compressibility of the superfluids[38] when
vortex core size is much smaller than system size. Beyond adiabatic limits,
we discuss the effects of vortex mass renormalization and quantum dissipation
of the vortex cyclotron mode. Based on analytical results, we draw the fol-
lowing conclusions. The vortex-charge duality picture only emerges when the
adiabatic approximation is valid. The vortex mass is mainly due to the den-
sity fluctuations and the damping of the vortex cyclotron mode is weak when
the system is macroscopic R
ξ
À 1. Based on the analogy between discrete GP
equation and single band Hubbard model, we can also claim that the adiabatic
vortex dynamics is valid when the ratio UNa/J is large in cold atoms with
optical lattices.
However, cautions need to be taken when generalizing the vortex-charge
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duality picture in mesoscopic systems such as trapped cold atom system. When
the superfluid is mesoscopic, the vortex mass due to phase fluctuations are not
negligible. The details of the vortex core structure may play an important role
in the estimation of the vortex mass. With the capability of tuning boson inter-
action and thus vortex core size in cold atom systems via Feshbach resonance,
superfluid systems may go from mesoscopic to macroscopic regimes by tuning
the vortex core size with fixed system size. Therefore, we suggest to observe
the crossover of vortex dynamics from the adiabatic regime to non-adiabatic
regime for cold atoms in optical lattices . To observe the phenomena in our
numerical demonstration experimentally, extra efforts are needed to guarantee
the system is in superfluid phase and well described by single band Hubbard
model through the tunability of the depth and period of the optical lattices.
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Chapter 6
Interaction electrons
In solids, many-body Schro¨dinger equation i~∂Ψ
∂t
= HΨ in principle can
exhaust the physics of electrons by assuming the ions are stationary with the
Hamiltonian:
H = −
∑
i
~2
2m
∇2i −
∑
i,I
ZIe
2
|ri −RI | +
1
2
∑
i 6=j
e2
|ri − ri| (6.1)
where R = {RI , I = 1, ..., P} is a set of P nuclear coordinates, r = {ri, i =
1, ...., N} is a set of electron coordinates, and ZI are number of nuclear charges.
Since the electrons are fermions, the total wave function has to be antisym-
metric when any two of the electron coordinates are exchanged. However, the
enormous electron degree of freedoms render the problem intractable when the
number of electron is still small especially when the spin and orbital degree of
freedoms are all considered in real materials. For example, if the number of
electron is N and each electron has two spin flavors, the Hilbert space of the
whole electron system will have the dimension of 2N . Today’s most powerful
computers can handle up to the order of N = 10 electrons. The only feasi-
ble way is to solve the problem under certain approximations such as various
kind of mean field approximations with certain kind of single-particle pictures
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in minds. In this chapter, we will introduce the art of solving many-electron
problems from the perspective of density functional theory (DFT).
6.1 Density functional theory
In 1964, Hohenberg and Kohn formulated and proved a theorem[43]
that put DFT on solid mathematical basis. The foundation of the DFT is based
on the Hohenberg-Kohn thereom which states that the electron charge density
of a system’s ground state uniquely determines the external potential and all
observable properties of the system. However, Kohn-Sham equation makes
the DFT calculation to be practical by employing non-interacting system as
a reference system to approximate kinetic density functional for the electrons
accurately.
6.1.1 The Hohenberg-Kohn theorem
Theorem : The external potential is uniquely determined by the elec-
tronic density and vice versa, besides a trivial additive constant. Let’s discuss
the case in which the ground state is nondegenerate.
By Eq. (6.1), it is obvious the charge density n(r) is the functional
of external potential Vex(r) (attractive potential from ions or external static
fields ) through ground-state wavefunction Ψ. We can also give a simple proof
that external potential Vex(r) is a unique functional of density n(r) as follows.
Assume that there exists another potential V ′ex(r) with ground state wave
function Ψ′ which leads to the same density n(r). Now clearly Ψ′ cannot
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be equal to Ψ since they satisfy different Schro¨dinger equation due to the
difference of external potentials. Hence, if we denote the Hamiltonian and
ground-state energies associated with Ψ and Ψ′ by H, H ′ and E, E ′. We have
by the minimal property of the ground state,
E ′ = 〈Ψ′|H ′|Ψ′〉 < 〈Ψ|H ′|Ψ〉 = 〈Ψ|H + V ′ex − Vex|Ψ〉, (6.2)
so that
E ′ < E +
∫
dr[V ′ex − Vex]n(r). (6.3)
Interchanging primed and unprimed quantities, we find similar equation that
E < E ′ +
∫
dr[Vex − V ′ex]n(r). (6.4)
Addition of Eqs. (6.3) and (6.4) leads to the inconsistency
E ′ + E < E + E ′. (6.5)
Thus Vex(r) has to be an unique functional of n(r); since Vex(r) fixes H we
see that the full many-particle ground state is a unique functional of n(r).
Note that the same conclusion can be drawn from ground state with degen-
eracies[44].
The variational Principle : The problem of determining the ground-
state energy and density in a given external potential would be given by the
minimization of energy density functional restricted by the conservation of
electrons
∫
drn(r).
65
Because of the ground-state properties, any other density profile n˜r
other than ground-state density profile n(r) will yield a higher energy. There-
fore, the ground state energy can be determined by the variational principle
:
δ{Ev[n]− µ
∫
drn(r)} = 0, (6.6)
which leads to the generalized Thomas-Fermi equation:
µ =
δEv[n]
δn
= Vex(r) +
δF [n]
δn
. (6.7)
The knowledge of F [n] implies the knowledge of the solution of the full many-
body Schro¨dinger equation. It has to be remarked that F [n] is a univer-
sal functional which does not depend explicitly on the external potential.
It depends only on electronic density. In the Hohenberg-Kohn formulation,
F [n] = 〈Ψ|Tˆ+Uee|Ψ〉, where Ψ is the ground-state wave function and F [n] con-
sists of kinetic energy functional 〈Ψ|Tˆ+Uee|Ψ〉 and potential energy functional
due to electron correlation Uee. These two theorems form the mathematical
basis of DFT.
6.1.2 Reference system and Kohn-Sham equation
While the Hohenberg-Kohn theorem rigorously establishes the density
as a variable to find the ground-state energy, it does not provide us with any
useful computational scheme, which is able to calculate the kinetic energy
functional accurately other than making rough local density approximation
from free electron gas known as Thomas-Fermi approximation. Kohn and
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Sham’s idea is to use a noninteracting reference system and look for an external
potential VR such that the noninteracting system has the same ground-state
density as the real, interacting system. Once the density is obtained, we can
use it in the interacting energy functional or in some approximation of it.
By Hohenberg-Kohn theorem, there exists a unique functional for the
non-interacting reference system given by
FR[n] = TR[n] +
∫
VR(r)n(r)dr. (6.8)
The ground-state density of this system is easily obtained. It is simply
nR(r) =
N∑
i=1
|φi(r)|2, (6.9)
where we occupied theN single-particle orbitals, which satisfy the Schro¨dinger-
like equation
[
−~2
2m
∇2 + VR(r)]φi(r) = ²iφi(r), ²1 ≤ ²2 ≤ ...., (6.10)
and have the N lowest eigenvalues ²i. We next ask if we can determine the
form that VR must take in order for the noninteracting system to have the same
ground-state density as the interacting system in the external potential Vex(r).
The strategy we use is to solve for the density using the reference system and
then insert this density into the energy functional for the interacting system.
The interacting functional FKS[n] can be classified into different pieces
as:
FKS[n(r)] = TR[n(r)] +
1
2
∫
drdr′
n(r)n(r′)
|r− r′| + Exc[n], (6.11)
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where TR[n(r)] is the kinetic energy part of the functional constructed from
non-interacting electrons, the second term is the Hartree potential, and Exc
is the exchange-correlation energy which absorbs the error due to approxi-
mating exact T [n(r)] by that of the non-interacting reference system. The
term Exc contains all the knowledge about electron interactions beyond the
Hartree term. The density functional form for Exc can be approximated by lo-
cal density approximation(LDA) or more accurate schemes which have become
a highly specialized area in physics and chemistry.
Therefore, we can find the ground state density from Eq. (6.7) from
variational principle by replacing F[n] by FKS[n] for the interacting system
and F [n] by FR[n]. As a result, the ground state density satisfy the equations
:
µKS =
δTR[n]
δn(r)
+
∫
n(r′)
|r− r′|dr
′ + Vex(r) + vxc[n(r)], (6.12)
and
µR =
δTR[n]
δn(r)
+ VR(r), (6.13)
where the exchange-correlation potential is defined as vxc[n(r)] ≡ δExc[n]δn(r) .
Therefore, the effective potential for the reference system VR must satisfy
VR = (µR − µHK) + Vex(r) +
∫
n(r′)
|r− r′|dr
′ + vxc(r). (6.14)
The chemical potential difference µR − µHK can be taken as zero since it is
trivial for the determination of ground-state charge density. To implement the
self-consistent Kohn-Sham scheme. First, we choose an initial form of charge
density n(r) and substitute into Eq. (6.14) to find a trial form of VR. Then
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we solve the Kohn-Sham equation (Eq. (6.10)) for the single-particle wave
functions φi(r) and use Eq. (6.9) to find the updated density for n(r) until the
convergence of the density has been reached.
The extension of density functional theory to the spin-polarized elec-
trons is straightforward. In spin density functional theory, the total energy is
written as
FKS[n↑, n↓] = TR[n↑, n↓] +
∫
n(r)vext(r)dr+
1
2
∫ ∫
n(r)n(r′)
|r− r′| + Exc[n↑, n↓],
(6.15)
with
TR[n↑, n↓] = − ~
2
2m
2∑
s=1
Ns∑
i=1
〈φi,s|∇2|φi,s〉, (6.16)
in which occupation number for different spin components Ns need to be de-
termined by filling the lowest eigenstates for the Kohn-Sham orbitals ²i,s.
6.2 LSDA approximation
In order to have a workable Kohn-Sham scheme, the local density ap-
proximation can be used to approximate the exchange-correlation energy Exc.
The local density approximation has been for a long time the most widely
used approximation to Exc. The main idea is to consider a general inho-
mogeneous electronic system as locally homogeneous, and then to use the
exchange-correlation hole(Appendix C) corresponding to the homogeneous
electron gas, which is known to an excellent accuracy. The extension of the
LDA to spin-polarized systems is the local spin density approximation (LSDA),
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which basically consists of replacing the exchange-correlation energy with a
spin-polarized expression:
ELSDAxc [n↑(r), n↓(r)] =
∫
[n↑(r) + n↓(r)]²hxc[n↑(r),n↓(r)]dr
=
∫
n(r)²hxc[n(r), ζ(r)]dr, (6.17)
where ζ(r) is the magnetization density. The common practice in LSDA is to
interpolate between the fully-polarized (²Fxc)and unpolarized (²
U
xc) exchange-
correlation energy densities using some interpolation function:
²hxc[n, ζ] = f(ζ)²
F
xc[n] + [1− f(ζ)]²Uxc[n].
One of the widely used versions for the form of f(ζ) is given by Perdew and
Wang ([45]) which includes the effects going beyond random phase approxi-
mation by fitting Monte-Carlo’s data from Ceperley and Aldler ([46]).
6.3 LSDA+U approximation
Strongly correlated materials are examples where the DFT under LDA
approximation will not produce even the right physics qualitatively. Such sys-
tems contains transition metal ions or rare-earth metal ions with partially filled
d or f shells. By the band picture implemented by LSDA, the systems will
have metallic type of electronic structure and tend to be ferromagnetic. How-
ever, in reality, those systems tend to be Mott insulators and antiferromagnetic
with a correlation gap at the Fermi surface.
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The idea of LDA+U follows closely to the spirit of Anderson model,
the electrons can be separated into two subsystems: localized d or f electrons
for which screened Coulomb d− d interaction should be taken into account by
a term 1
2
U
∑
i6=j ninj (ni are d-orbital occupancies) as in a mean-field approx-
imation, and delocalized s, p electrons which could be described by LDA. Let
us consider a d ion as an open system with a fluctuating number of d electrons
due to hybridization with itinerant electrons in solids. However, LDA has
treated the d electrons as itinerant. We need to subtract this energy off. If
we assume that the coulomb energy of d− d interactions as a function of total
number of d electrons N given by LDA is a good approximation(discussed in
[47]), then the correct expression for the energy is Edc = UN(N − 1)/2. As a
result, we need to substrate the energy Edc to avoid double counting and we
have the LDA+U functional:
E = ELDA − UN(N − 1)/2 + 1
2
U
∑
i6=j
ninj. (6.18)
The orbital energy ²i are derivatives of eq. (6.19) with respect to orbital occu-
pation ni :
²i =
∂E
∂ni
= ²LDA + U(
1
2
− ni). (6.19)
This states that correlation shifts the LDA orbital energy by−U/2 for occupied
orbitals (ni = 1) and by U/2 for unoccupied orbitals (ni = 0). Similarly, we
have the orbital dependent potential:
Vi(r) = VLDA + U(
1
2
− ni). (6.20)
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To further construct a quantitatively sound calculation scheme, one needs in a
more general way an orbital basis set and to take into account the direct and
exchange Coulomb interactions inside a partially filled d atomic shells.
Various versions of LSDA+U exist[48–50], the anchor thoughts are sim-
ilar. The idea is to subtract d − d Coulomb energy Edc from LSDA energy
functional and replace it with Hubbard-like interaction which includes the di-
rect and exchange interaction for different spin components as
ELSDA+U = ELSDA − Edc + EHubbard. (6.21)
The version of LSDA+U due to S. L. Dudarev et al.[50] bridges the orbital-
dependent formulation by Anisimov et al.[48] with the rotationally invariant
functional proposed by Liechtenstein et al.[49] while retaining the simplicity
of the first and the covariance under rotation. We will focus on Dudarev’s
version, which has known to reproduce the electronic properties of Nickel ox-
ides successfully, in this dissertation because this is the scheme we used in our
calculation on transition metal oxide interface physics.
The Hubbard model Hamiltonian which include direct and exchange
interactions can be written as this form
HˆHubbard =
U¯
2
∑
m,m′,σ
nˆm,σnˆm′,−σ +
U¯ − J¯
2
∑
m6=m′,σ
nˆm,σnˆm′,σ, (6.22)
where the summation is performed over projections of the angular momentum
(m,m′ = −2,−1, ...., 2 in the case of d electrons) and U¯ and J¯ are the spheri-
cally averaged matrix elements of the screened Coulomb electron-electron in-
teraction. The first term describe the interaction between different spins in
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the d orbitals and second term states that the effective interaction between
liked-spins in different d orbitals enforcing Hund’s rule is reduced. The form
of the Edc should be only expressed as total number of d electrons and can be
conjectured as that of the expectation value of Hˆ for an integer number of d
electrons as
Edc =
U¯
2
∑
σ
NσN−σ +
U¯ − J¯
2
∑
σ
Nσ(Nσ − 1), (6.23)
where Nσ =
∑
m nm,σ is the total number of d electrons with a given projection
of spin σ.
The expression of EHubbard is given by the expectation value of the Hub-
bard Hamiltonian with mean field approximation with noninteger occupation
number as
EHubbard =
U¯
2
∑
m,m′,σ
nm,σnm′,−σ +
U¯ − J¯
2
∑
m6=m′,σ
nm,σnm′,σ, (6.24)
where nm,σ is the occupation number of the mth d state. Therefore, we arrive
at the LSDA+U functional:
ELSDA+U = ELSDA +
U¯ − J¯
2
∑
σ,m
(nm,σ − n2m,σ). (6.25)
From the expression, we observe that correlation shifts the LSDA orbital en-
ergy ²mσ =
∂ELSDA+U
∂nmσ
by −(U¯ − J¯)/2 for occupied orbitals (nm,σ = 1) and by
(U¯ − J¯)/2 for unoccupied orbitals (nmσ = 0). In rotational invariant form,
by noticing that the required matrix construction should be diagonal in the
spherical harmonics representation, we arrive at
ELSDA+U = ELSDA +
U¯ − J¯
2
∑
σ
[Trnσ − Tr(nσnσ)],
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= ELSDA +
U¯ − J¯
2
∑
σ
[
(
∑
j
ρσjj)− (
∑
j,l
ρσjlρ
σ
lj)
]
. (6.26)
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Chapter 7
Transition metal oxides and interfaces
In this chapter, we will introduce the background knowledge for tran-
sition metal oxides. Transition metal oxides (TMO) make up one of the most
fascinating classes of inorganic materials. They show an extremely wide range
of phenomena and do not fit easily into a simple theoretical framework. For
these reasons, they have been one of the primary playgrounds for the condensed
matter community to decipher the underlying principles in solids. The wide
array of properties seen in TMOs is due to the close proximity of their various
energy scales. Small changes in experimentally accessible parameters – such as
temperature, pressure, and doping – are often enough to subtly rearrange the
order of the energy scales, thereby radically changing the properties of these
materials. With the advance of oxide molecular beam epitaxy(Oxide MBE), it
becomes feasible to grow high quality heterostructures with well-defined lay-
ers in laboratory particularly for perovskites compounds ABO3 and to probe
the electronic states of the materials by different techniques. One of the most
exciting effects will be the states exist in the interface of the heterostructures
can be very different from the composing bulk materials.
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7.1 The importance of transition metal oxides
An electron exhibits wavelike and particle-like characteristics. Which
aspect predominates in a solid depends on how an electron interacts with its
neighbors. According to the Bloch theorem , for instance, an electron placed
in a periodic lattice behaves like an extended plane wave. However, when
the number of free electrons in a solid becomes comparable to the number of
the constituent atoms and the mutual electron- electron interaction becomes
strong, electrons may lose their mobility. The dual nature is most apparent in
correlated-electron systems, such as the transition-metal oxides in which elec-
tron interactions strongly determine electronic properties. In the transition-
metal ions, for example, d electrons experience competing forces: Coulomb
repulsion tends to localize individual electrons at atomic lattice sites, while
hybridization with the oxygen p electron states tends to delocalize the elec-
trons. The subtle balance makes many of the transition-metal oxides excellent
resources for studying and taking advantage of the metal-insulator transition
that can accompany dramatic changes in a systems electronic properties.
An electron in a solid has three attributes that determine its behavior:
charge, spin, and orbital symmetry. One can imagine an orbital, which repre-
sents the electrons probability-density distribution, as the shape of an electron
cloud in a solid. The charge, spin, and orbital degrees of freedom-and their
coupled dynamics can produce complex phases such as liquid-like, crystal like,
and liquid-crystal-like states of electrons, and phenomena such as electronic
phase separation and pattern formation.
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The correlation of electrons in a solid produces a rich variety of states,
typically through the interplay between magnetism and electrical conductance.
That interplay has itself been a long-standing research topic among condensed
matter physicists. But since the discovery of copper-oxide high-temperature
superconductors, a more general interest in the metal-insulator transition in a
correlated-electron system-has emerged because of the belief that the strong
antiferromagnetic correlation which originates in the Mott-insulating CuO2
sheets and persists into the metallic state , is most responsible for the mecha-
nism of high-Tc superconductivity .
Widespread interest in copper oxides and other correlated- electron
systems also led to a rediscovery of the so-called colossal magnetoresistance
(CMR) phenomenon, which is a gigantic decrease of resistance induced by
application of a magnetic field. This article features some examples of the
dramatic phase changes in CMR manganites and other transition-metal oxides
that arise from a close interplay among electron properties and their affect on
the lattice. Researchers can now control the electronic and magnetic phases
of correlated- electron materials in unconventional ways, in some cases with
ultrafast response times. Such newly won control offers hope that correlated-
electron systems may provide a basis for novel electronics such as spintronics
and orbitronics.
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7.2 Perovskite Structure
The transitional metal oxides we will discuss are Perovskites. The per-
ovskite structure class is one of the most commonly occurring and important
in all of materials science. Physical properties of interest among perovskites
include superconductivity, colossal magnetoresistance, ionic conductivity, and
a multitude of dielectric properties, which are of great importance in micro-
electronics and telecommunication. Because of the great flexibility inherent
in the perovskite structure there are many different types of distortions which
can occur from the ideal structure. These include tilting of the octahedra, dis-
placements of the cations out of the centers of their coordination polyhedra,
and distortions of the octahedra driven by electronic factors (i.e. Jahn-Teller
distortions). Many of the physical properties of perovskites depend crucially
on the details of these distortions, particularly the electronic, magnetic and
dielectric properties which are so important for many of the applications of
perovskite materials.
The highly versatile ABX3 perovskite crystal structure is formed by
the B cations filling 0.25 of the octahedral holes in the cubic close-packed
AX3 array[51]. In the ideal cubic structure, each A cation is coordinated to
twelve X anions and each B cation is coordinated to six X anions. An ex-
ample of the ideal cubic structure is shown in Fig. 7.1. The substitution of
different atoms into the A and B positions is possible if they are of similar
size to A and B respectively, and total equivalent oxidation state[52]. Most
perovskite structures are distorted and do not have cubic symmetry. Common
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distortions such as cation displacements within the octahedra and tilting of
the octahedra are related to the properties of the A and B substituted atoms.
Factors that contribute to distortion in the structure include radius size ef-
fects and the Jahn-Teller effect[51]. Octahedral tilting distortions present in
many perovskites was first examined by Goldschmidt in 1926[52]. According to
Goldschmidt, the degree of distortion in ABO3 perovskites can be determined
using the following equation:
t = [RA +RO]/
√
2[RB +RO] (7.1)
where RA is the ionic radius of A, RB is the ionic radius of B, and RO is the
ionic radius of oxygen. If the value of t is close to 1, the structure is expected
to adopt the ideal cubic symmetry. When the value of t is 0.81 or less and the
value of the A site ion is smaller than ideal, and the BO6 octahedra will tilt
in order to fill space. Stable perovskite structures have values approximately
0.78 < t < 1.05. The tolerance factor however, is based on the ionic radius
and should only be used as an estimate because perovskites are not exclusively
ionic.
Perovkites containing cations such as Cu2+ and Mn3+ in their octahe-
dral cation site tend to exhibit distortions caused by the Jahn-Teller effect.
The Jahn-Teller distortion theorem states that a nonlinear molecule cannot
be stable in a degenerate electronic state and must undergo distortion in order
to break down the degeneracy and become stable[53]. Distortion caused by
the Jahn-Teller effect in perovskites usually involves four of the octahedral
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Figure 7.1: Crystal structure of perovskites ABX3. Transition metal B atoms
sit at the center of the diamond cage. A atom is located at the body center of
adjacent B atoms. X are anions which are replaced by oxygen atoms in oxides.
bonds contracting and two of the octahedral bond lengthening which gives an
elongated octahedral shape. The distortions exhibited by perovskites as a con-
sequence of cation substitution can be used to fine tune and adjust properties
of interest. A few of the physical properties of interest in various perovskite
systems include conductivity, dielectrics, and colossal magnetoresistance.
7.3 d orbital physics
The atomic orbitals of transition-metal elements are constructed as
eigenstates under the spherical potential generated by the transition-metal ion.
When the solid is formed, the atomic orbital forms bands due to the periodic
potential of atoms. The bandwidth is basically determined from the overlap
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of two d orbitals on two adjacent transition metals each. The overlap comes
from the tunneling of two adjacent so-called virtual bound states of d orbitals.
Because the wave function as compared to the lattice constant in crystals
are more localized due to the centripetal repulsive potential l(l+1)~
2
2mr2
(l = 2
is the azimuthal quantum number for d orbitals) which makes the effective
trapping potential well deeper than s and p orbitals, d-electron systems have
in general smaller overlap and hence smaller bandwidths than alkaline metals.
In transition-metal compounds, the overlap is often determined by indirect
transfer between d orbitals through ligand p orbitals. This means that the
bandwidth is determined by the overlap (in other words, hybridization) of the
d wave function at a transition metal atom and the p wave function at the
adjacent ligand atom if the ligand atoms make bridges between two transition-
metal atoms. Because of this indirect transfer through ligand atomic orbitals,
the d bandwidth becomes in general even narrower. Another origin of the
relatively narrow bandwidth in transition-metal compounds is that 4s and 4p
bands are pushed well above the d band, where screening effects by 4s and 4p
electrons do not work well. This makes the interaction relatively larger than
the bandwidth. In any case, because of the narrow bandwidth, tight-binding
models constructed from atomic Wannier orbitals provide a good starting point
for the transition metal physics. The bands are under the strong influence
of anisotropic crystal fields in solids. Because the 3d orbital has the total
angular momentum L=2, it has fivefold degeneracy (Lz=2,1,0,-1,-2) for each
spin and hence a total of tenfold degeneracy including spins. This degeneracy
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Figure 7.2: Crystal-field splitting of 3d orbitals under cubic, tetragonal, and
orthorhombic symmetries. For tetragonal symmetry, only the cubic symmetry
along z direction is broken and the symmetry along x and y are preserved .
For orthorhombic symmetry, the cubic symmetry is completely broken along
x, y, z leading to the splitting of t2g orbitals. The numbers cited near the levels
are the degeneracy including spins.
82
is lifted by the anisotropic crystal field. In transition-metal compounds, a
transition-metal atom is surrounded by ligand atoms to help in the formation
of a solid through the increase in cohesive energy by covalent bonds of the two
species. Because the ligand atoms have a strong tendency towards negative
valence, the crystal field of electrons in the direction of the ligand atom is
higher than in other directions. Fig. 7.2 shows an example of the crystal
field splitting , where the cubic lattice symmetry leads to a higher energy
level of fourfold degenerate eg orbital and sixfold degenerate lower orbitals,
t2g. When a transition-metal atom is surrounded by ligand atoms with an
octahedron configuration, the eg orbital has anisotropy with larger amplitude
in the direction of the principle axes, namely, toward neighboring ligand atoms.
The basis of these orbitals may be expanded by dx2−y2 and d3z2−r2 orbitals.
On the other hand, the t2g orbital has anisotropy with larger amplitude of the
wave function toward other directions and may be represented by dxy , dyz ,
and dzx orbitals. For other lattice structures with other crystal symmetries,
such as tetragonal or orthorhombic as in the case of 2D perovskite structure,
similar crystal field splitting appears. In the case of tetrahedral surroundings
of ligand ions, eg orbitals lie lower than t2g , in contrast to cubic symmetry or
octahedron surroundings.
In general, the relevant electronic orbitals for low energy excitations
transition-metal compounds with light transition-metal elements are different
from those with heavy ones. In the compounds with light transition-metal
elements such as Ti, V, Cr, . . . , only a few bands formed from 3d orbitals
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Figure 7.3: Examples of configurations for transition-metal 3d orbitals which
are bridged by ligand p orbitals
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are occupied by electrons per atom. Therefore the t2g orbital (more precisely,
the t2g band under the periodic potential) is the relevant band for low-energy
excitations in the case of the above mentioned octahedron structure because
the Fermi level crosses bands mainly formed by t2g orbitals. By contrast, in
transition-metal compounds with heavy transition-metal elements such as Cu
and Ni, the t2g band is fully occupied far below the Fermi level, and low-energy
excitations are expressed within the eg band, which is formed mainly from eg
atomic orbitals. If degenerate t2g or eg orbitals are filled partially, it generally
leads again to degeneracy of the ground state, which frequently induces the
Jahn-Teller effect to lift the degeneracy.
Another important difference between light and heavy transition-metal
compounds is the level of ligand p orbitals. For example, in the transition-
metal oxides, the levels of the relevant 3d orbitals and oxygen 2pσ orbitals,
illustrated in Fig. 7.3, become closer when the transition-metal element is
changed from Sc to Cu. This is mainly because the positive nuclear charge
increases with this change, which makes the chemical potential of d electrons
lower and closer to the p orbital. In fact, in the high-Tc cuprates, the 2pσ
orbital has a level close to the 3dx2+y2 orbital of Cu. This tendency, as well
as the larger overlap of the eg wave function with the ligand pσ orbital for
geometric reasons, causes a strong hybridization of the eg and ligand p bands
in the late transition metals. Therefore, to understand low-energy excitations
on a quantitative level, we have to consider these strong hybridization effects.
In contrast, for light transition metal oxides, the oxygen p level becomes far
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from the 3d orbital and additionally the overlap of t2g and p orbitals is weak.
Then the oxygen p band is not strongly hybridized with 3d band at the Fermi
level, and the formal valence of oxygen is kept close to O−2. (More correctly
speaking, the oxygen p band is nearly full. However, the real valence of oxygen
itself may be larger than -2 because the oxygen p band is hybridized with 3d,
4s, and 4p orbitals.) Consequently the contribution from the oxygen p band
to the wave function at the Fermi level may be ignored in the first stage.
7.4 Electronic interface reconstruction
A central goal of modern materials physics and nanoscience is the con-
trol of materials and their interfaces to atomic dimensions. For interfaces be-
tween polar and nonpolar layers, this goal is thwarted by a polar catastrophe
that forces an interfacial reconstruction. In traditional semiconductors, this
reconstruction is achieved by an atomic disordering and stoichiometry change
at the interface, but a new option is available in multivalent oxides and the
electrons can move so that the electron states are reconstructed.
Let us illustrate with examples to motivate the ideas. The (001) planes
in the ABO3 perovskite structure can be divided into alternating layers of
AO and BO2 planes. Taking oxygen to have a formal valence of O
2−, the A
and B cations can take on values of A4+B2+, A3+B3+, A2+B4+ or A1+B5+,
such that the ABO3 bulk structure remains neutral. Fractional charge values
also arise from solid solutions and/or mixed valence states. Just as compound
semiconductors made from group IV elements such as Si or Ge have formally
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neutral (001) planes, the A2+B4+O3 or IIIV structure (such as SrTiO3) also
contains neutral AO and BO2 (001) planes. An analogue of the IIIV or IIVI
semiconductors such as GaN or CdTe that have polar planes is the A3+B3+O3
or IIIIII structure (such as LaTiO3 or LaAlO3), which is composed of +1 AO
and -1 BO2 planes. If we consider joining perovskites from two different charge
families with atomic abruptness in an (001) orientation, a polar discontinuity
results at the interface. Taking the example of joining LaAlO3 with SrTiO3,
two configurations arise, which can be defined by the composition of the layer
between AlO2 and TiO2 at the interface: AlO2/LaO/TiO2 or AlO2/SrO/TiO2.
Such a junction between polar and nonpolar planes is very common in ox-
ide heterostructures, and the following discussion applies generally to many
perovskite interfaces. Figure 7.4(a),(b)shows how an atomically abrupt in-
terface between polar and neutral layers leads to a polar catastrophe (where
the electrostatic potential diverges with thickness) if there is no redistribution
of charges at the interface. Unlike conventional semiconductors where each
ion has a fixed valence, in complex oxides compositional roughening is not the
only option for charge rearrangement: mixed valence charge compensation can
occur if electrons can be redistributed at lower energy cost than redistributing
ions. Conceptually, one can first construct the interface from neutral atoms
and then allow ionization, resulting in the net transfer of half an electron per
two-dimensional unit cell (e-/u.c.) from LaAlO3 to SrTiO3 across the inter-
face (Fig. 7.4(c)). This process leaves the overall structure neutral, with the
Ti ion at the interface becoming Ti3.5+, and the potential no longer diverges.
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Figure 7.4: The polar catastrophe illustrated for atomically abrupt (001) in-
terfaces between LaAlO3 and SrTiO3. (a) The unreconstructed interface has
neutral (001) planes in SrTiO3, but the (001) planes in LaAlO3 have alternat-
ing net charges (ρ). If the interface plane is AlO2/LaO/TiO2, this produces
a non-negative electric field (E ), leading in turn to an electric potential (V
) that diverges with thickness. (b) If the interface is instead placed at the
AlO2/SrO/TiO2 plane, the potential diverges negatively. (c) The divergence
catastrophe at the AlO2/LaO/TiO2 interface can be avoided if half an elec-
tron is added to the last Ti layer. This produces an interface dipole that
causes the electric field to oscillate about 0 and the potential remains finite.
The upper free surface is not shown, but in this simple model the uppermost
AlO2 layer would be missing half an electron, which would bring the electric
field and potential back to zero at the upper surface. (d) The divergence for
the AlO2/SrO/TiO2 interface can also be avoided by removing half an electron
from the SrO plane in the form of oxygen vacancies. The picture is reproduced
from the reference [73].
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The extra half an electron at the AlO2/LaO/TiO2 (n-type) interface should
be physically detectable by transport and direct spectroscopic measurements.
Indeed, metallic conductivity and Hall measurements suggest free electrons at
the n-type interface. Figure 7.4(d) shows the analogous construction for the
AlO2/SrO/TiO2 interface where the SrO layer must now acquire an extra half
a hole per two-dimensional unit cell (e+/u.c.) to maintain charge neutrality,
that is, formally it should be p-type. Electrically, however, this interface is in-
sulating. As this positive charge is still electrostatically necessary to avoid the
divergence, and there are no available mixed-valence states to compensate for
the half a hole (such as Ti4.5+, which is energetically inaccessible), an atomic
reconstruction is required.
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Chapter 8
Quantum Wells in Polar-Nonpolar Oxide
Heterojunction Systems
We address the electronic structure of quantum wells in polar-nonpolar
oxide heterojunction systems focusing on the case of non-polar BaVO3 wells
surrounded by polar LaTiO3 barriers. Our discussion is based on a density
functional description using the local spin density approximation with local
correlation corrections (LSDA+U). We conclude that a variety of quite differ-
ent two-dimensional electron systems can occur at interfaces between insulat-
ing materials depending on band line-ups and on the geometrical arrangement
of polarity discontinuities.1
8.1 Introduction
Complex oxide materials exhibit a wide variety of exotic phenomena
from high temperature superconductivity[54], to colossal magnetoresistance[55],
to electronic and orbital order[2]. Recently, inspired by advances in epitax-
ial growth techniques, there has been increasing interest[56–62] in making
1The discussion in this chapter is based on the article: C.-C Joseph Wang, Bhagawan
Sahu, Hongki Min, Wei-Cheng Lee, Allan H. MacDonald, arXiv: cond-mat/0810.0798v1,
(2008).
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progress toward the goal of controlling oxide properties by designing layered
structures at the atomic level. The class of artificial materials which has been
studied most extensively is ABO3 perovskites. Already there is evidence for
the emergence of superconductivity from non-superconducting materials[57]
and magnetism from nonmagnetic materials[58]. One element which distin-
quishes oxide heterojunction systems from weakly correlated semiconductor
heterojunctions is the possibility of exploiting gradients in polarity[63] to help
control electronic properties. In this article we study the electronic properties
of oxide quantum wells in which the barrier and well materials have very dif-
ferent polarities, using the case of non-polar BaVO3 wells surrounded by polar
LaTiO3 barriers as an example.
Our paper is organized as follows. In Section II, we present a qualita-
tive discussion of four possible polar-nonpolar quantum well geometries. We
have tested conjectures made in Section II by performing local spin-density-
approximation with local-correlation corrections (LSDA+U) calculations for
BVO quantum wells in LTO and LTO quantum wells in BVO. Throughout this
paper, we use LTO as the shorthand for the perovskites associated with LaO
and TiO2 layers and BVO as the shorthand for the perovskites associated with
BaO and VO2 layers. In Section III, we briefly detail the LSDA+U electronic
structure calculation methods we have employed to model LTO/BVO/LTO
or BVO/LTO/BVO quantum well systems. The combination (LTO/BVO)
was chosen because LTO is polar and BVO is not and because this material
combination should not lead to large strains at the interface. Partly for con-
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venience and partly because multi-quantum-well systems are likely to be of
equal experimental interest, we assume periodically repeated quantum wells
so that we have a superlattice in the growth direction. In bulk both LTO and
BVO are d1 Mott insulators. We focus on heterojunction systems composed of
materials which have the same d-band occupancies in the bulk because more
possibilities exist for interface electronic structure compared to the case of het-
erojunctions between d1 and d0 materials such as LaTiO3/SrTiO3, for which
interface metallicity appears to be inevitable. In Section IV we present the
results of our ab initio electronic structure calculations for the two represen-
tative quantum well systems and compare with the conjectures we made in
section II. Finally in Section V we briefly summarize our results.
8.2 Polar-Nonpolar quantum well structures
In this section, we discuss four different possible geometries for a polar-
nonpolar quantum well system. The main points we wish to make are illus-
trated in Fig. 8.1 which illustrates approximate charge transfers and electric
potentials. Throughout this discussion we use LTO to represent a prototyp-
ical d1 polar perovskite and BVO to represent a prototypical d1 nonpolar
perovskite. We identify two possible geometries for both LTO/BVO/LTO
(case (a) and case (c))and BVO/LTO/BVO (case (b) and case (d))quantum
well systems. At an interface between two strongly correlated bulk materials
we should expect a complex interplay between the ionic potential energy, ki-
netic energy, and correlation energies of the two materials. By using density
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functional theory with local correlations (LSDA+U) we can take into account
those energies approximately with a single electron picture. The electronic
structure is characterized most crudely by an ionic electron counting picture
which neglects hybridization between oxygen and transition metal orbitals and
ignores the finite thickness of the various atomic layers. Using this picture, the
La+3O−2 planes in LTO are positively charged and the Ti+3O−42 are negatively
charged. In bulk BVO on the other hand, the Ba+2O−2 and V+4O−42 planes
are neutral in the bulk. The transition-metal ions in both materials then have
one electron in the d orbitals to maintain charge neutrality. When we combine
polar perovskites with nonpolar ones, the transition-metal layer will distribute
the d-charges in a different way to compensate for the nonuniform distribution
of ionized layers in this system, as illustrated in Fig. 8.1. We discuss only cases
in which the center of the quantum well is a center of inversion symmetry. In
each case the number of layers which would have a positive charge in a bulk
polar crystal differs from the number of layers which would have a negative
charge.
In case (a), we have two BaO layers and one VO2 layer inserted in the
unit cell of a superlattice with six LaO+ layers but seven TiO2 layers. The
charges in the supercell cannot be neutral if we assume that each TiO2 is
negatively charged as in the bulk LTO states. Instead, we expect that the
extra electrons s will be distributed evenly among the TiO2 layers near the
central VO2 layer. The easiest way to accomplish this is to have the TiO2
layers next to BaO layers to be Ti+3.5O−42 rather than Ti
+3O−42 , i.e. that
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Figure 8.1: Approximate charge density, electric field, and electric potential
distributions in different polar-nonpolar quantum well systems with inversion
symmetry in the quantum well center. The arrows (black on line) indicate
the expected charge densities ρ centered on different atomic layers, the piece-
wise constant thick lines lines (blue on line) indicate the expected electric
fields E between the atomic layers, and the cusped lines (red on line) indicate
the expected electric potential −V (z) distribution. The distributions labeled
ideal conjecture in this figure assign the charge deficiency or excess to the two
transition metal layers adjacent to the quantum well whereas the distributions
labeled realistic conjecture assume additional charge redistribution δρ due to
the difference between V and Ti d-orbital energies. The signs + and − stand
for the direction of electric field E, the value for ρ, and the potential −V (z).
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they contain 0.5 d-electrons per Ti rather than 1.0 d-electrons per titanium.
This idealized conjecture ignores d− p hybridization as well as the difference
between the d-orbital energies on Ti and V sites. In particular a V+4 ion
should have a lower intrinsic atomic levels than the Ti+3 ion. We should expect
that charges might react locally to this difference by transferring additional
electrons δρ to the VO2 well from nearby TiO2 layers. This additional charge
transfer partially screens the original atomic energy level difference. These
considerations are illustrated schematically in Fig. 8.1. The d-electron system
electronic structure reconstructs in this way near the interface in reaction to
the electrostatic potentials produced by the bulk crystal layer polarizations.
Qualitatively similar considerations would apply to wider BVO quantum wells.
In case (b), we have two LaO+ layers and one TiO2 barrier layer in
the middle of the supercell. By the same arguments as case (a), the simplest
conjecture is that the VO2 layers nearest the TiO2 layers will be negatively
charged (V+3.5O−42 ) to keep the system neutral. The charge configuration
Ti+3O−42 is maintained by the protection of two surrounding LaO
+ layers.
Therefore, there will be 1.5 d-electrons on V sites in the V+3.5O−42 layers and 9
d-electrons in the supercell. However, the local physics is different in this case.
The electron can respond locally by transferring electrons from the barrier
TiO2 to the VO2 well layers. The reconstructed potential should therefore be
lower in the well region in this case.
In case (c), we switch the ordering of layers from case (a) (BaO ↔
VO2 and LaO ↔ TiO2). There are 7 positive charged LaO+ layers and 6
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Ti+3O−42 layers. To compensate for the charge difference, VO2 layers have
to be negatively charged as V+3.5O−42 in the idealized conjecture illustrated.
Additional charges can transfer from adjacent Ti+3O−42 to the V
+3.5O−42 layers.
The reconstructed potential should therefore be higher in the well region.
Similarly in case (d), the structure has been changed from case (b) by
switching the ordering BaO↔ VO2 and LaO↔ TiO2. There is only one LaO+
layer in this case. The abutting TiO2 layers should have the configuration
Ti+3.5O−42 to keep charge neutrality, resulting in a lower reconstructed local
potential in the center of the cell. Notice that the magnitude of the additional
charge transfer and its spatial distribution expected in the realistic pictures
needs to be determined by self-consistent microscopic calculations. In the
next section, we will focus on cases (a) and (b) to check the degree to which
the qualitative pictures explained here agrees with the results of microscopic
DFT calculations and to obtain further insight into the nature of the two-
dimensional electron systems which these electronic reconstructions enforce.
8.3 Electronic Structure Calculations
In our ab initio electronic structure calculations we have considered
symmetric quantum well geometries only, use the experimental atom posi-
tions[64, 65] for LTO, and neglect atomic relaxation in the BVO layers. (The
room temperature crystal structure of BVO is not known experimentally.) The
electronic structure calculations were performed using DFT with LSDA+U as
implemented in the software package VASP [66–68]. Projector-augmented
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wave pseudopotentials[69] are used to describe the electron-ion interaction.
We sample the full superlattice Brillouin zone (BZ) with a 5 × 5 × 3 mesh
and used an energy cutoff of 410 eV which we found to be sufficient to repro-
duce bulk LTO properties. We used PAW pseudopotentials supplied by the
VASP code for La, O, Ba, Ti and V but for Ba, Ti and V, we used the one with
semicore states treated as valance states. The screened local correlation U in
the partially filled d bands of the transition metal elements were treated using
the rotationally invariant LSDA+U method due to Dudarev et al.[70]. Since
the La f bands lie much higher in energy in experiments[60, 72] we impose a
much larger ULa = 11 eV on La f states to prevent their mixing with d bands
at low energy. We chose UTi = 3.2 eV and JT i = 0.9 eV since these values
reproduces the Mott-insulating nature of bulk LTO[71] and we take UV and
JV to be the same as UTi and JTi. We have varied UV to check the robust-
ness of our calculations and find that our conclusions are independent of this
LSDA+U parameter.
8.4 LSDA+U quantum-well electronic structure
Case A : (LaTiO3)3/(BaO)2VO2/(LaTiO3)3TiO2
The unit cell of the superlattice consists of a single VO2 layer at the
center of the well surrounded by two BaO layers as illustrated in Fig. 8.2.
Because of the smaller p-d energy separation in bulk BVO compared to LTO,
this material combination should form a quantum well centered on the VO2
layer, assuming that the p-bands of the two materials are nearly aligned at the
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Figure 8.2: (color online) Half of the inversion symmetric unit cell. The quan-
tum well consists of two layers of BaO and a monolayer of VO2 and is embedded
in bulk LaTiO3. The light-orange shadowed region indicating the narrow ac-
tive region in which the electronic interface reconstruction (EIR) driven by the
polar discontinuity takes place. Oxygen atoms are located at the intersections
of the checkered lines and form octahedra around the Ti and V atoms. The
numbers specify labels for different layers. The downward arrow indicates the
location of the VO2 inversion plane.
interface. In our superlattice the BVO quantum well layers are separated by 7
TiO2 transition metal layers, each in turn separated by a LaO layer. Half of the
inversion symmetric unit cell is shown in Fig. 8.2 in which the VO2 inversion
plane is marked by an arrow. Ti and V in bulk LTO and BVO respectively
both have nominal valence charge d1. In the quantum well structure we study
here the number of LaO layers, which are positively charged in the polar LTO
crystal, is one smaller than the number of TiO2 layers. It follows that the
total d charge per transition metal summed over all layers is expected to be
reduced by 1. Unless the inversion symmetry is broken we should expect the
missing d-charge to be symmetrically distributed around the quantum well
center. The simplified assumptions of the previous section would divide this
valence change between the two TiO2 layers adjacent to the quantum well.
Fig. 8.3 shows the d-projected DOS at a Ti site and a V site in each
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TiO2 and VO2 plane. The states below −1.5 eV are the d− p-bonding states
between Ti, V atoms and their neighboring oxygens which have dominant
p-character, whereas the states near the Fermi level (E = EF ) are the anti-
bonding states which have dominant d-character. As we move through the
superlattice from TO2 barrier layers to the VO2 we see the DOS evolve from the
typical bulk LTO form (layers 1 to 3) to a new form near the heterojunction.
In particular, there is a large depletion away from atomic-like d1-charges in
layer 4. The electronic reconstruction which accommodates the band offsets
and the polarity discontinuity is evident very strongly in the layers 5 and
6 surrounding the quantum-well layer 4 (layer 6 is not shown in Fig. 8.3 to
avoid redundancies because of the inversion symmetry of the system). We also
observe that the p-d separation is maintained at the VO2 layer as expected after
the electronic reconstruction. The total electron transfer from layer 4 is larger
than in the ideal conjecture, as expected, and more remote layers participate
in the transfer because of oxygen mediated coherence between transition metal
orbitals centered on different layers.
Most Mott insulators are orbitally and magnetically ordered. In order
to gain some insight into the way in which the magnetic order is disturbed by
the quantum well structure, we plot in Fig. 8.4 the spin-resolved d-projected
DOS in all layers. In our calculations we find G-type antiferromagnetic (G-
AFM) order in which neighboring transition metals ions have opposite spins
both within and between layers for the bulk like TiO2 layers. (layers 1, 2,
3 in Fig. 8.4). Layer 4 on the other hand has an overall magnetic moment
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Figure 8.3: Layer-resolved d-projected density of states at Ti and V sites versus
energy. The layer labeling is defined in Fig. 8.2.
of around 0.1 µB per Ti ion indicating a ferromagnetic layer. Because of
the electronic interface reconstruction (EIR), the magnetic order in the VO2
plane changes from AFM to ferromagnetic. The projected moments on each
Ti ions in the AFM bulk-like TiO2 layers is calculated to be 0.74 µB inside
the Ti ionic radius which is fixed in our calculation by the pseudopotential
construction. We believe that by enlarging the Ti ionic radius, we can get
d-orbital integrated moments close to the 1 µB value expected for d
1 Mott
insulators. Note that ferromagnetism is induced in the VO2 layer by the two
adjacent strongly depopulated and ferromagnetic TiO2 layers.
Fig. 8.5 shows the superlattice band structure along high symmetry
directions in the Brillouin zone. The bands (five majority (red) spin bands
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and five minority (blue) spin bands), which lie far below the EF (in the energy
range between between −1 eV and −0.6 eV), can be identified as bulk LTO
d-charge character bands by comparing with Fig. 8.4 and calculating band-
decomposed local charge density contributions. In the supercell, we have 5
bulk TiO2 layers (layer 1, 2, 3, 7, 8) in our superlattice corresponding in the
antiferromagnetic state to 10 full bands (5 spin-up and 5 spin-down). There-
fore, there should be ten full bulk like LTO d-bands, identified by the solid
circle, in Fig. 8.5. Two full majority spin bands and one full minority spin
band (near -1 eV) highlighted by two dashed circles are associated with the d-
charges in the VO2 layers. The two majority bands close to the interface states
in energy and are hybridized along the layer-growth direction and delocalized
(This interpretation has been verified by separating the charge density con-
tribution of those bands) . Because of this hybridization, the total d-charges
(2.4053 e−) at the V sites is smaller than the 3 e− value which would be implied
by a local interpretation of the band structure. It can in general be misleading
to estimate the number of charges at transition metal ions by counting the
number of reconstructed bands with a particular dominant orbital character.
The three partially full bands (one minority band and two majority bands)
near the fermi surface EF are the bands responsible for the charge depletion at
the TiO2 layers adjacent to the quantum well (layer 4 and 6). The momentum
kz dependence of the electronic states is shown in the right panel of Fig. 8.5
(from momentum (0 , 0, 0) at Γ to (0, 0, kz) at Z). It shows that, the states at
the Fermi energy form a two-dimensional electron gas centered on three layers,
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Figure 8.4: Spin and layer resolved densities-of-states versus energy. The labels
on top are layer labels as in Fig. 8.2. Since we allow G-type AFM order in the
barrier material, there are two distinct transition metal atoms in each layer.
The DOS for majority spins and minority spins are represented by red and
blue lines respectively and the Fermi level is marked with a horizontal dark
line at E = EF .
the active region. Notice that there also appears a flat band between M and X,
which corresponds to the direction away from the bonding direction between
Ti and O atoms in charge depleting the TiO2 layers, due to the fact there
is negligible tunneling of electrons along this direction. The two dimensional
system is metallic in this case and has three partially filled bands.
Since we have discussed the local potential for the electron in case (a)
in Fig. 8.1 based on qualitative model in which we assume the charges at each
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Figure 8.5: Spin-resolved band structure at the Brillouin zone. The horizontal
axis represents superlattice crystal momentum. The red solid lines represents
the majority-spin bands and the blue ones are the minority-spin bands. The
momentum dependence along the layer direction kz is indicated in the region
between the Γ and Z points. The full circle marks the d1 bands for Ti atoms
in LTO bulk states. The dashed circles represents the d bands for V atoms
in VO2. The bands associated with EIR are flat along kz demonstrating their
quasi-two-dimensional character. The shadowed blue square represents the
projection of the superlattice Brillouin zone in the plane of the quantum well.
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layer are concentrated in a single layer along the layer direction, we would
like to examine how the the crude model prediction compares with actual
DFT predictions. In Fig. 8.6, the DFT plane-averaged Hartree potential for
the electrons is shown. First TiO2 layer starts at z = 0 and layers repeat
with a spatial period of 3.96 A˚ and with the central layer (z = 15.84 A˚)
of the supercell substituted by the VO2 layer. First LaO layer is located at
z = 1.98 A˚ and these layers repeat with a period of 3.96 A˚ except that the two
layers surrounding the central VO2 layer correspond instead to BaO layers. By
inspecting the variation of the local minima in the potential, we can see that
the qualitative behavior anticipated in case (a) in Fig. (8.1) is valid, as shown
by the black-dashed line. The electric field in the qualitative model should
be considered as a macroscopically averaged electric field between potential
minima in the microscopic calculations. Notice that the potential of the VO2
layer is somewhat lower than anticipated.
In Fig. 8.7, we show the linear electron number density λ(z) ≡ 0.5 ∫ ρ(x, y, z)dxdy
along the layer-growth direction. The charge number spatial distribution
ρ(x, y, z) is normalized per transverse unit cell which is doubled because of
the system’s antiferromagnetic order, and includes the total number of elec-
trons contributed by the d-bands between with energies up to 1.5 eV below
the Fermi level. (See Fig. 8.5.) The factor 0.5 is used to convert the normal-
ization to d-electrons per transition metal ion, to facilitate comparison with
the qualitative picture. The dashed lines represent the boundaries for the
transition-metal oxide layers used in this electron number construction. The
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area under the curve λ(z) represent the total number of electrons from all
d-bands. We see an apparent charge depletion at the TiO2 layers centered
at z = 11.88 A˚ and z = 19.8 A˚ along with large charge accumulation at the
VO2 layer. There is only minor charge depletion at second-nearest TiO2 lay-
ers (z = 7.92 A˚ and z = 23.76 A˚) away from VO2 layer. The total charges
from the d-bands, 7 e−, is obtained by adding the number of electrons at each
layers and agrees with the qualitative predictions for case (a). The number of
electrons in the depleted TiO2 layers is 0.3793. The other layers have small
deviation from one electron. The calculation shows a clear deviation from
ideal conjecture we made for this case and is closer to the realistic conjecture.
In general, the charges in the well are mainly transferred from the adjacent
TiO2 layers but there is also a minor contribution from other TiO2 layers as
shown from the number of electrons in each layers.
Case B : (BaVO3)3/(LaO)2TiO2/(BaVO3)3VO2
In this section, we consider the quantum well structure shown in case
(b). In this case, the number of LaO layers, which are positively charged in
the polar LTO crystal, is greater than the number of TiO2 layer by one. It
follows that the total d-electrons per transition-metal summed over all layers
is expected to be increased by 1. Unless the inversion symmetry is broken we
should expect the extra d-charge to be symmetrically distributed around the
quantum well center.
Fig. 8.8 shows the d-projected DOS at a Ti site and a V site in each
105
0 3.96 7.92 11.88 15.84 19.8 23.76 27.72 31.67
−12
−10
−8
−6
−4
−2
0
2
4
6
8
z (˚A)
−
 
V(
z) 
(eV
)
Figure 8.6: Plane averaged Hartree potential along the layer-growth direction
z. The blue curve represents the Hartree potential experienced by electrons
−eV (z). The dashed line indicates the net potential variation between charge-
concentrations centers in each layers.
106
0 3.96 7.92 11.88 15.84 19.8 23.76 27.72 31.67
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
z(˚A)
λ(z
)
VO2
1.0127 0.9527 0.3973
1.2652
1.01270.95270.39730.5 0.5
Figure 8.7: Linear electron number density λ(z) along layer-growth direction
z. The dashed lines represent the boundaries used for the partitioning of
density into contributions from different layers. The total number of electrons
in each layer contributed by the d-character bands in Fig. 8.5 is indicated by
the numerical values between dashed lines. In this case, the total number of
electrons in the supercell is seven.
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Figure 8.8: Layer-resolved d-projected density of states at Ti and V sites versus
energy.
TO2 and VO2 plane. The states below −1 eV are the p−d-bonding states be-
tween the transition-metal atoms (Ti, V) and the p orbitals of the neighboring
oxygens and have dominant p character. The states near the Fermi level (E
= EF ), on the other hand, have dominant d-character. As we move through
the superlattice from the VO2 layers to the TiO2 barrier layer we see the DOS
evolve from the typical bulk BVO layer form (layers 1 to 3) to a new form near
the heterojunction. In particular, we see a strong peak in DOS in layer 4 near
the Fermi energy EF with 1.6 e
− per V ion in agreement with our conjectures.
As far as magnetic order is concerned (Fig. 8.9), we find G-type AFM order
in which neighboring transition metals ions have opposite spins both within
and between layers for the bulk like VO2 layers (layers 1 and 2). The magnetic
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orders in layer 3 and 5 are reconstructed to be ferromagnetic with the magnetic
moment 0.9755 µB per V ion and the moment 0.4750 µB per Ti respectively.
The magnetic order in layer 4 is ferrimagnetic with a net magnetic moment
0.2170 µB. In the corresponding band structure illustrated in Fig. 8.10, we
identify three partially filled two-dimensional bands that cross the Fermi level,
and sixteen full d-bands. These bands accommodate 9 d-electrons obtained by
taking the average d-charges per transition metal ion and summing the charges
of all the layers, as illustrated in Fig. 8.12 discussed below. The two majority
spin partially-filled bands, and the single minority-spin partially-filled band,
are responsible for the extra charge at V sites in layer 4 and 6 as shown in
Fig. 8.9. The three full minority-spin bands, which are lower in energy than
the partially-filled minority-spin band but closer to the Fermi level than other
full minority-spin bands mainly contribute to minority-spin charge concen-
trated in layers 4, 5, and 6. The wave functions for those bands are strongly
hybridized within those layers. The lowest majority-spin band in Fig. 8.10 is
mainly of V character in layer 4 but lower in energy due to the more attrac-
tive local potential at this site. The peak of the DOS for the minority spin
at the V site seems to shift higher toward the Fermi energy than expected.
This is due to the fact those states are strongly hybridized with the states at
the Ti sites which are shifted toward higher energy, an effect not included in
the qualitative analysis. (See the potential profile of the realistic conjecture
of case (b) in Fig. 8.1). Other full bands are responsible for BVO bulk states
away from the region in which the electronic interface reconstruction occurs.
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Figure 8.10: Spin-resolved band structure. The horizontal axis represents
superlattice crystal momentum. The red solid lines represent the majority-
spin bands while the blue lines represent minority-spin bands. The momentum
dependence along the layer direction kz is captured in the region between the
Γ and Z points. The three partially occupied bands associated with EIR are
flat along kz, demonstrating their quasi-two-dimensional character.
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In Fig. 8.11, we plot plane-averaged Hartree potentials. The first layer
starts with VO2 at z = 0. Transition metal layers repeat with a spatial period
of 3.96 A˚ with the center (z = 15.84 A˚) layer occupied by TiO2 layer. At
z = 1.98 A˚, the first BaO layer starts and repeats also at a period of 3.96
A˚; the local minima closest to TiO2 correspond instead to LaO layers. By
inspecting the local minima in the Hartree potential, we can see that the DFT
calculations largely verify the scenario of case (b) in Fig. (8.1) except that
the dashed line wiggles in the region of bulk BVO. The wiggling may due to
the slight difference of the strength of ionic bonding between Ba-O and V-O
along the layer direction, which causes the small dipole modification of charge
distribution in BVO ionized layers.
In Fig. 8.12, we show the corresponding electron linear number density
λ(z) ≡ 0.5 ∫ ρ(x, y, z)dxdy along the layer-growth direction. This charge num-
ber spatial distribution ρ(x, y, z) include the total charges contributed from the
bands between 0 and - 0.9 eV with respect to Fermi level in Fig. 8.10. We
see an apparent charge accumulation (1.5144 e−) at the TiO2 layers centered
at z = 11.88 A˚ and z = 19.8 A˚ along with much less charge (0.6295 e−) at
the TiO2 layer. Remote transition metal layers have small deviations from a
d1 valence. The total amount of charges from the d-bands is 9 e− by adding
the charges at each layer in agreement with our prediction in case (b). The
calculation shows small deviations from the ideal conjecture we made for this
case and almost the realistic conjecture. In general, the charges in the well are
transferred from the TiO2 layer to adjacent VO2 layers as discussed in section
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Figure 8.11: Plane averaged Hartree potential along the layer-growth direction
z. The solid dashed line indicates the net potential variation between charge-
concentrated centers at each layer.
II.
8.5 Summary and Discussion
In this paper we have explored some possibilities for the realization of
artificial two-dimensional electron systems by growing quantum wells consist-
ing of a few atomic layers of one layered oxide surrounded by another material.
In particular we consider systems which involve heterojunctions between polar
insulating perovskites like LTO and nonpolar insulating perovskites like BVO.
Perovskites can be viewed as consisting of alternating AO and BO2 layers
where B is a transition metal. The main idea of this paper is that inversion
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Figure 8.12: Linear electron number density λ(z) along layer-growth direction
z. The dashed lines represent the boundaries between different layers used in
constructing the layer decomposition of this charge density. The numerical
numbers between dashed lines in each layers are the total number of electrons
from d-derivative bands in Fig. 8.10. In this case, the total number of electrons
is nine.
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symmetric quantum wells will necessarily have a different number of AO and
BO2 layers, and that this will necessarily lead to an electronic reconstruction
which induces two-dimensional electron systems near the quantum well when
one material is polar and one is nonpolar. Four different cases can be identi-
fied, in which the quantum well material is either polar or non-polar and in
which it either has an excess AO layer or an excess BO2 layer. The excess
layers induce either a unit increase or a unit decrease in the total d-orbital
occupancy per transition metal site when summed over all layers. This charge
must be localized close to the quantum well to avoid large band shifts due
to polarization driven electrostatic potentials. As long as inversion symme-
try around the quantum well center is not-broken spontaneously, half of this
charge must appear on each half of the quantum well center. Because of the
strong-correlation character of the oxide electronic structure, these charges will
tend to be localized in half-filled LSDA+U bands which are weakly hybridized
so that both cross the Fermi energy.
We have tested and elaborated on this qualitative picture of the elec-
tronic structure of polar-nonpolar heterojunction quantum wells in perovskites
by performing self-consistent LSDA+U electronic structure calculations for a
representative system composed of BVO and LTO without any atomic re-
laxation at the interface. The LSDA+U calculations capture the interplay
between long range polar electrostatic energy and local physics driven by ener-
getic offsets between different transition metal ions and by p−d hybridization.
We find that in the two cases we have examined one additional two-dimensional
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bands is induced by the energetic offsets. In all cases the quantum well struc-
ture creates a two-dimensional metal inside a three dimensional Mott insulator,
and alters the character of the magnetic order. The reconstructed magnetic
order is ferromagnetic in the active well region and antiferromagnetic in bulk
region. The appearance of two-dimensional ferromagnetism in intimate ex-
change contact with antiferromagnetism is intriguing from the point of view
of spintronics.
Because of the complexity of oxide materials, our calculation should
be viewed as an exploration of possibilities rather than as predictive in any
detailed sense. Among the many sources of uncertainty, the Hubbard U in-
teraction used in our LSDA+U is a phenomenological parameter for which we
have chosen a standard bulk values. This value should likely be renormal-
ized near the quantum well. More challenging to account for is the role of
inevitable lattice distortions, oxygen stoichiometry variations, and other de-
fects near the interfaces. The interfaces between the thin film oxide and the
substrate on which it is grown can also play a complicating role if either the
barrier material or the substrate is polar. For a few cases we have explored
the influence of lattice distortion effects by allowing the atoms to relax along
the layer growth direction in the active region, maintaining UV=UTi= 3.2 eV
as before. What do we find is that the amount of charge transfer to or from
particular layers and the details of the magnetic orders are highly sensitive
to ionic relaxation. These complications make the accurate prediction of the
electronic reconstruction and the associated magnetic order highly nontrivial.
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Further progress in understanding detailed properties of the two-dimensional
electron systems we envision which almost certainly require inputs from exper-
iments. The microscopic calculations reported on here can be used as guidance
in constructing phenomenological models which can be fit to any data which
might emerge from future work. The present paper has addressed d1 transi-
tion metal systems. Considerations similar to those explained here also apply
to transition-metal oxides with heavy transition metal elements (Cu, Ni) in
which the t2g bands are fully occupied far below the Fermi level, and low-energy
excitations are expressed within the eg bands.
117
Chapter 9
Summary
In this thesis, we have introduced the applications of many-body physics
in fermions and bosons. For bosons, we apply the mean field theory with
Gaussian fluctuations (Mean field + RPA) based on Boson coherent state
formulation to study vortex dynamics. This approach can be also used to
any symmetry breaking phases such as magnetism and superconductivity. For
interacting Fermions, density functional theory is one of the powerful and
easy way to address the physics of interacting fermions. The DFT picture
is exact for ground state properties but it is limited by the approximation
employed in the application of the theory. Therefore, searching for the correct
form of the functional by other methods(such as quantum Monte Carlo, exact
diagonization) has been the active research topics in physics, chemistry , and
material sciences.
In the first part of the thesis, we introduce the concepts of Bose Ein-
stein condensation characterized by macroscopic wave function and show the
existence of the vortex phases are the direct consequences of the BEC. Then
we ask if treating vortices as quantum objects is a reasonable proposal which
is discussed in chapter 5 extensively. We derive an effective action for the
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vortex translational zero modes of a superfluid by integrating out environ-
mental modes which include phase and density fluctuations of the condensate.
When the quantum dynamics of the fluctuations are treated as frozen with
negligible Berry phases in adiabatic limit, we confirm the occurrence of vortex
Magnus force and adiabatic vortex mass due to compressibility of superflu-
ids in agreement with earlier studies. In addition, we also show the results
beyond adiabatic limit in which the quantum dissipative action can be de-
rived and solved analytically. We show that the adiabatic approximation is
only valid in a neutral superfluid system with radius R and coherence length
ξ when the condition R À ξ is satisfied. Furthermore, we also build a nu-
merical discrete model based on discrete mean field Gross-Pitaevskii equation
and quantum fluctuations to show the collective vortex cyclotron resonance
peaks in the imaginary part of the vortex position-position correlation func-
tion. It is demonstrated that well-defined cyclotron peaks can be sustained
in the limit R À ξ in agreement with our theoretical predictions. With the
mapping between discrete Gross-Pitaevskii equation and bosonic single-band
Hubbard model, we propose that the adiabatic vortex dynamics can be real-
ized by tuning the ratio between tunneling energy J and on-site interaction
energy U such that UNa À J in cold atom systems with optical lattices, in
which Na is the total number of bosonic atoms.
In the second part of the thesis, we switch to the strongly correlated
electrons in transitional metal oxides. We first introduce why those materi-
als are important and what is the qualitatively correct functional to describe
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the physics in which normal band picture of electrons fails. Then we discuss
how the density functional theory under LDA approximation can be modified
to treat the system with Hubbard U interaction to describe Mott-insulating
physics favoring orbital polarizations. In chapter 8, we apply the DFT to
study how to create a low dimensional system in the superlattices made of
transition metal oxides. We address the electronic structure of quantum wells
in polar-nonpolar oxide heterojunction systems focusing on the case of non-
polar BaVO3 wells surrounded by polar LaTiO3 barriers. We conclude that
a variety of quite different two-dimensional electron systems can occur at in-
terfaces between insulating materials depending on band line-ups and on the
geometrical arrangement of polarity discontinuities.
In conclusion, the many-body physics in complex condensed matters
are rich such as broken symmetry phases and excitations, or strongly cor-
related phases which cannot be described by local order parameters and the
interplay between different degree of freedoms. The understanding of emergent
phenomena in complex materials are ahead of us to explore.
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Appendix A
GP equation from wave function formulation
Here we show how the Gross-Pitaevskii equation can be equivalently de-
rived from Hatree approximation from the variational wave function Ψ(r1, r2, ...rN).
AssumeN bosons will all condense into a single particle state φ(r1), φ(r2), ....φ(rN).
Therefore, the normalized variational wave function φ(r1), φ(r2), ...φ(rN) is
given as the symmetrized product states :
Ψ(r1, r2, ...rN) = Π
N
i=1φ(ri). (A.1)
The Hamiltonian for the dilute gases in spatial representation can be written
as
H = H1 +H2 =
∑
i
[
~2∇2i
2m
+ V (ri)] + g
∑
i<j
δ(ri − rj), (A.2)
where H1 is the one-body term and H2 is the two-body term for the Hamilto-
nian.
Now we would like to evaluate the energy of the system 〈Ψ|H|Ψ〉. The
one body term for the Hamiltonian 〈Ψ|H1|Ψ〉 can be written as
〈Ψ|H1|Ψ〉 =
N∑
i=1
∫
dr1dr2...drNΠjφ
∗(ri)[H1i]Πkφ(rk), (A.3)
=
N∑
i=1
∫
driφ
∗(ri)H1iφ(ri)
∫
Πj 6=idrjφ∗(rj)φ(rj),
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=
N∑
i=1
∫
driφ
∗(ri)H1iφ(ri),
= N
∫
driφ
∗(ri)H1iφ(ri),
in which H1i = − ~22m∇2i + V (ri) can only act on φ(ri), the normalization∫
drj|φ(rj)|2 = 1 for any j is used.
The one body term for the Hamiltonian 〈Ψ|H2|Ψ〉 similarly can be
written as
〈Ψ|H2|Ψ〉 = g
2
∑
i6=j
∫
dr1dr2...drNΠk,lφ
∗(rk)φ(rl)δ(ri − rj), (A.4)
=
g
2
∑
ij(i6=j)
∫
dridrjδ(ri − rj)|φ(ri)|2|φ(rj)|2
∫
Πk(6=i,j)|φ(rk)|2,
=
g
2
∑
ij(i 6=j)
∫
dri|φ(ri)|4,
=
g
2
N(N − 1)
∫
dri|φ(ri)|4,
in which
∑
i,j(i6=j) = N(N − 1) is used. Therefore, the energy of the state
Ψ(r1, r2, ...rN) is given by
E = N [
∫
drφ∗(r)[− ~
2
2m
∇2 + V (r)]φ(r) + g
2
(N − 1)|φ(r)|4] (A.5)
where the dummy index ri is replaced by r.
The density n(r) at point r due to the state Ψ(r1, r2, ...rN) is equal to
n(r) =
∫
dr1...drn|Ψ|2
∑
i
δ(r− ri), (A.6)
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=
∑
i
|φ(r)|2
∫
Πj(j 6=i)drj|φ(rj)|2 = N |φ(r)|2
where
∫
Πj(j 6=i)drj|φ(rj)|2 = 1 due to normalization of the wave function φ.
We can therefore identify the condensate wave function Ψ(r) as
Ψ(r) =
√
Nφ(r). (A.7)
As a result, the energy in terms of condensate wave function Ψ(r) when N >>
1 is given by
E[Ψ(r),Ψ∗(r)] =
∫
drΨ∗(r)[− ~
2
2m
∇2 + V (r)]Ψ(r) + g
2
|Ψ(r)|4. (A.8)
Now we want to find the condensate wave function by the minimization of the
energy functional E[Ψ(r),Ψ∗(r)] by varying the fields Ψ(r),Ψ∗(r) under the
constraint that the condensed particle are conserved
∫
dr|Ψ(r)|2 = N . This
procedure is equivalent to δ(E − µN) = 0 where the chemical potential µ
is the Lagrange multiplier that ensures the constancy of condensate particle
number. By variation with respect to Ψ∗(r), we arrive at the time independent
Gross-Pitaevskii equation:
− ~
2
2m
∇2Ψ(r) + V (r)Ψ(r) + g|Ψ(r)|2Ψ(r) = µΨ(r). (A.9)
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Appendix B
Boson coherent state and path integral
B.1 Coherent state
The construction of path integral is to segment the time evolution of a
quantum (many-body)Hamiltonian into infinitesimal time slices and to absorb
the quantum dynamical phases accumulated during the short-time propaga-
tion. Given that many-particle Hamiltonian are conveniently expressed in
terms of creation/annihilation operators, it would be natural to search for
eigenstates for these operators. This state exists and is called coherent state.
After second thought, it turns out it is impossible to have an eigenstate for
the creation operator in Fock space with different particle number because the
minimum particle number will increase by one which cannot be proportional
to original state to operate on. However, annihilation operators do possess
eigenstates, known as the bosonic coherent state, which is defined as
|φ >≡ exp
[∑
α
φαa
†
α
]
|0〉, (B.1)
where |0〉 is the vacuum state for the particles and φα are complex numbers
which means the probability amplitudes for particles to occupy state α. The
bosonic coherent state satisfy the following important properties. First, co-
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herent state is the eigenstate of the annihilation operator aα
aα|φ〉 = φα|φ〉, (B.2)
which can be easily checked by expanding exponential operator and take ad-
vantage of the properties for the operators
a†|...., nα, .....〉 = (nα+1)1/2|...., nα+1, ....〉, a|...., nα, .....〉 = n1/2α |...., nα−1, ....〉.
(B.3)
Second, the overlap between two coherent states 〈φ|φ′〉 is
〈φ|φ′〉 = e
∑
α φ
∗
αφ
′
α ≡ e(φα|φ′α), (B.4)
which can also be proved by using the definition eq. (B.2).
The third property is the closure relation in Fock space∫ ∏
α
dφ∗αdφα
2ipi
e−(φα|φα)|φ〉〈φ| = 1, (B.5)
as can be checked by sandwiching by the vacuum state 〈0|....|0〉 in which
d[φ∗]d[φ] =
∏
α
dφ∗αdφα
2ipi
.
B.2 Action in imaginary time
From statistical physics, we know all the equilibrium properties can be
obtained from grand-canonical partition function
Z = Tr[e−β(Hˆ−µNˆ)], (B.6)
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where β = 1/kBT and µ is the chemical potential. The partition function Z
in coherent state representation can be expressed as
Z =
∫
d[φ∗]d[φ]e−(φ|φ)〈φ|e−β(Hˆ−µNˆ)|φ〉. (B.7)
We observe that the operator e−β(Hˆ−µNˆ) is identical to the quantum mechani-
cal evolution operator U(t, 0) = e−i(Hˆ−µNˆ)t/~ evaluated at the imaginary time
t = −i~β. Put it in another way, we thus want to evaluate the imaginary
time evolution operator U(−iτ, 0) for τ = ~β. To do so, we split the time
interval [0, ~β] into M steps, with τm = m~β/M and m = 0, 1, ...,M. and the
∆τ = ~β/M . This is Feynman’s path-integral formulation of the partition
function. At each time step τm, we can insert the closure relation of the coher-
ent state
∫
d[φ∗][dφ]e−(φ|φ)|φ〉〈φ| = 1. Therefore, the propagator in imaginary
time 〈φM |e−β(Hˆ−µNˆ)|φ0〉 is rewritten as
〈φM |e−β(Hˆ−µNˆ)|φ0〉 =
∫ M−1∏
m=1
d[φ∗m]d[φm]e
−(φm|φm)
M∏
m=1
〈φm|e−∆τ(Hˆ−µNˆ)/~|φm−1〉.
(B.8)
We will look at the continuum limit M → ∞,∆τ → 0, we only need to keep
the lowest order term in ∆τ for the propagator 〈φm|e−∆τ(Hˆ−µNˆ)|φm−1〉. Hence,
〈φm|e−∆τ(Hˆ−µNˆ)|φm−1〉 ' 〈φm|φm−1〉(1−∆τH[φ∗m, φm−1]/~), (B.9)
where 〈φm|φm−1〉 = e(φm|φm−1). Eq. (B.8) then can be manipulated into the
suggestive form
〈φM |e−β(Hˆ−µNˆ)|φ0〉 (B.10)
= e(φM |φM )
∫ M−1∏
m=1
d[φ∗m]d[φm] exp {−
1
~
M∑
m=1
∆τ(~
(φm|φm)− (φm|φm−1)
∆τ
+H[φ∗m, φm−1])}.
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In the continuum limit M → ∞, the partition function Z can be written as
the functional
Z =
∫ φ(~β)=φ0
φ(0)=φ0
d[φ∗]d[φ]e−S[φ
∗,φ]/~, (B.11)
where the so-called Euclidean action is
S[φ∗, φ] =
∫ ~β
0
dτ{(φ∗(τ)|~ ∂
∂τ
|φ(τ)) +H[φ∗(τ), φ(τ)]}. (B.12)
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Appendix C
Exchange-correlation hole
The energy of a many-body electronic system can be written in the
following way:
E = T + Vext +
1
2
∫
n(r)n(r′)
|r− r′| drdr
′ + EXC , (C.1)
where EXC is defined as the exchange and correlation energy
EXC =
1
2
∫
n(r)n(r′)
|r− r′| [g(r, r
′)− 1]drdr′ (C.2)
where g(r, r′) is the pair correlation function which can be less than one in
the presence of exchange and correlation. The exchange- correlation energy
can be interpreted as the fact that the electron at position r with density n(r)
sense the exchange correlation hole at r′with density n(r′)[|g(r, r′)− 1|] where
g(r, r′) − 1 < 0. The behavior of the pair correlation function g(r, r′) can be
shown in the following figure.
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Figure C.1: The pair correlation function g(r) as a function of distance r. The
solid line represents the correlation for noninteracting electrons. The middle
dashed line presents the correlation drops to 0.5 at the distance r −→ 0 due
to the fact that only electrons with opposite spins are allowed. The bottom
dashed line demonstrate the additional drops of pair correlation function be-
cause of correlation between electrons by Quantum Monte Carlo simulation.
The figure is reproduced from the reference [74].
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