Abstract-This paper considers the design of signature waveforms for successive-decoding-type multiuser receivers [including the optimum successive decoder (OSD)] in a correlated-waveform multiple-access channel. The problem is to obtain signature waveforms that require as little bandwidth as possible while allowing the receiver to meet a given set of quality-of-service (QoS) objectives. The QoS objectives are specified for each user in terms of capacity, or equivalently, the signal-to-interference ratio. A (generally unachievable) lower bound is obtained on the minimum bandwidth required to achieve these QoS constraints. Moreover, a simple algorithm is proposed for obtaining signal sets that meet the QoS constraints when used with the OSD, and which, while not optimal, require a bandwidth that can be very close to the minimum required bandwidth. It is also shown that such signal sets allow for a significantly more efficient use of bandwidth than do orthogonal signals used in time-or frequency-division multiple access (TDMA/FDMA). Based on our signal design approach, we propose a new multiple-access strategy that we refer to as bandwidth-efficient multiple access (BEMA). While BEMA is more bandwidth efficient than TDMA or FDMA, it retains their desirable feature of needing only single-user coding (and decoding) for each user.
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I. INTRODUCTION
A CORRELATED-WAVEFORM multiple-access (CWMA) channel is defined in this work as a multiple-access channel wherein transmitters independently send digital information by means of pulse-amplitude modulation (PAM) with transmitter pulses that are allowed to be correlated and even linearly dependent. In the special case where the transmitters employ orthogonal waveforms that are nonoverlapping in time or frequency, the CWMA system models time-and frequency-division multiple access (TDMA/FDMA), respectively.
In practice, such multiple-access schemes are implemented in a dynamic fashion, where time or frequency slots are assigned to a transmitter when that transmitter has a message to transmit. If the transmitter pulses are spread-spectrum signals of the direct-sequence or frequency-hop type, then the resulting CWMA strategy is called a spread-spectrum or code-division multiple-access (SSMA or CDMA) system. A dynamic version of a CDMA system is one where a predesigned spread-spectrum "code" is dynamically assigned to a transmitter whenever it has a message to transmit. A CWMA technique that assigns identical waveforms to all users will be referred to as the identical-waveform multiple-access (IWMA) system.
In this paper, we propose a new CWMA strategy, which we call bandwidth-efficient multiple access, or simply BEMA. In BEMA, transmitter pulses are continually designed at the base station as a function of the multiuser receiver employed therein and traffic conditions such as received power levels, number of active transmitters, etc. They are then allocated from the base station to, and for use by, the individual transmitters as often as significant changes in those conditions occur. BEMA is hence applicable to systems in which these changes take place on a time scale that is sufficiently slower than the symbol rate so as to allow effective adaptation.
In particular, BEMA employs transmitter waveforms that are obtained specifically for nonlinear multiuser receivers at the base station that employ decision-feedback equalization and successive decoding (and hence just single-user codes 1 ). Those waveforms are designed to be as bandwidth efficient as possible while ensuring that the base station receiver satisfies a quality-of-service (QoS) objective for each user. Such a signal-design strategy is shown to yield significant savings in bandwidth over standard orthogonal and quasi-orthogonal multiple-access strategies such as TDMA, FDMA, or CDMA, while retaining the convenience of a fixed signaling rate and single-user coding associated with the latter strategies. The key to BEMA's superior performance is its ability to convert extra received powers (relative to those needed for the users to meet their QoS objectives in an FDMA/TDMA system) into a savings in bandwidth. An efficient use of bandwidth naturally translates into the accommodation of more users for a given bandwidth.
In many instances, the bandwidth required by our signal design method is also found to be close to that needed by the most bandwidth efficient solution, namely, an IWMA system that uses the following: 1) the same minimum bandwidth pulse for all users; 2) a joint maximum-likelihood (ML) decoder (and multiuser coding) or rate-splitting [1] ; and 3) a signaling rate that must depend on traffic conditions in order to meet the QoS objectives. This IWMA strategy is clearly very difficult, and perhaps even impossible, to implement in practice.
The idea of signal design for multiuser receivers based on QoS criteria was first introduced by the authors in conference versions of this paper [2] - [4] (see also [5] ). In [2] , [3] , and [5] , we obtained transmit pulses that are strictly time limited to a symbol duration and are bandwidth efficient in the root-mean square (RMS) bandwidth sense. In [4] and the present paper, we obtain transmit pulses that are bandwidth efficient according to the strict bandwidth criterion. In a later related work, a QoSbased approach to signature sequence design (with power control) for the linear MMSE and matched filter detectors under a constraint on spreading gain was considered in [6] . Recently, we showed in [25] that the BEMA design for the OSD of this paper yields very substantial savings in bandwidth relative to signal design for the linear MMSE receiver in [6] .
The remainder of this paper is organized as follows. Section II describes the CWMA system model, the strict bandwidth measure, and the particular cases of TDMA, FDMA, and IWMA. Section III characterizes the performance of the optimum successive decoder (OSD) for the CWMA system in a form that is well suited for the signal-design work in this paper. Section IV defines the QoS constraints in terms of capacity, or equivalently, signal-to-interference ratio (SIR) for each user. Upper and lower bounds on bandwidth needed to achieve a given set of QoS constraints are then derived. Section V presents our signal-design method for the OSD and provides several examples that compare BEMA with orthogonal signaling as well as with the unachievable IWMA lower bound. Section VI concludes this paper. Appendix A contains our results on signal design for a suboptimal, but simpler, successive-decoding-type multiuser receiver. Appendix B contains a proof of a key algebraic result.
II. CWMA SYSTEM
A CWMA system is modeled as one where users transmit PAM waveforms simultaneously and the received signal is the superposition of those waveforms and additive white Gaussian noise (AWGN) so that (1) where is the sequence of transmitted symbols (coded or uncoded) sent by the th user, is the signature waveform of that user, and is an AWGN process with a two-sided power spectral density of . The signature waveforms are normalized to have unit energy so that the received power of the th user in units of energy/symbol is given by . Let denote the received power in units of energy/second. Let the diagonal matrices and denote the users' powers. It is assumed that the signature waveforms satisfy the multiuser Nyquist condition (MNC), which we define as (2) where is the Kronecker delta (equal to 0 when and 1 when ). Define the signal correlation matrix for the unshifted signature waveforms to be (the diagonal elements are equal to unity). Note that distinct time-translates of signals of any pair of (not necessarily distinct) users are assumed to be orthogonal. We also define the weighted correlation matrix . An equivalent discrete-time model can be obtained by passing the received signal through a bank of matched filters matched to the each of the signature waveforms and by sampling the outputs at integer multiples of . The sufficient statistics thus obtained can be expressed as (3) where is the vector of coded (or uncoded) information symbols of the users at time and is a sequence of independent, identically-distributed, zero-mean, Gaussian random vectors, each with covariance . The memorylessness of the model in (3) is due to the MNC constraint. When it is understood that operations are on a per-symbol basis, we drop the time index and work with the model . We remark here that by equipping the mobiles with GPS receivers that provide precise time and position information, it is possible in practice to ensure that the signals from different transmitters in a cell arrive in near-perfect symbol synchronism at the base, as described in [7, Section II] .
A. Strict Bandwidth
The questions we address in this section are the following. For a given correlation matrix , what is the smallest bandwidth needed for the existence of signals that satisfy the MNC? What are these minimum-bandwidth signals? If these questions are answered, the central problem of signal design reduces to one of finding a good signal correlation matrix .
It can be shown that the minimum bandwidth is where is the rank of . The minimum-bandwidth signals can be constructed as linear combinations of any minimumbandwidth basis functions (of infinite duration) that satisfy the multiuser orthogonal Nyquist criterion (MONC) defined as . The coefficients in the linear combination for the th waveform are the elements of the th column of the matrix obtained by expressing as a symmetric product . The columns of the matrix can be thought of as the -length signature sequences associated with the users, and , as the spreading gain. A proof of the fact that is the minimum bandwidth required to construct signals that satisfy the MNC can be obtained by using the argument given in [8] , which establishes that is the minimum bandwidth needed to satisfy the so-called generalized Nyquist criterion (which is equivalent to our MONC).
The following two sets of minimum-bandwidth basis functions that satisfy the MONC are of particular interest: 1) double-sideband modulations of the sinc function of bandwidth modulated by frequencies that are positive and odd integer multiples of (we will call these the "modulated sinc basis" [8, Sec. 6.8.3] and 2) a sinc function of bandwidth and its time translates translated by for (we will refer to these as the "time-translated sinc basis").
Note that the two sets of minimum-bandwidth basis functions decay as and approximations of signature waveforms based on such pulses can be highly susceptible to timing jitter and/or to imperfect symbol synchronism between users. A small amount of additional bandwidth can however be traded to obtain pulses with faster decay. Instead of the sinc pulse in the time-translated sinc basis, one could use a raised-cosine pulse and its time-translates, and instead of the modulated sinc basis one can use the so-called Chang pulses that were originally obtained in the context of achieving jitter-resistant zero intersymbol interference (ISI) for multipulse modulation in a single-user channel [9] .
B. Orthogonal-Waveform Multiple Access (OWMA) and IWMA
OWMA is the particular case of CWMA where , the identity matrix. The matrix of signature sequences is thus an orthogonal matrix. In the further special case when , the signature waveforms are the basis functions themselves. Two cases within this category yield the most common multiple-access techniques, namely 1) FDMA with the modulated sinc basis, since these functions are nonoverlapping in frequency and 2) TDMA with the time-translated sinc basis. In either case, the minimum bandwidth required is , the highest among all CWMA models for a fixed signaling rate.
The other important extreme case is IWMA, where the signature waveform employed by every user is identical to the sinc pulse of bandwidth . In this case, , where is the -length column matrix with each entry equal to unity. The discrete-time model in (3) collapses to the well-known scalar Gaussian multiple-access model (4) While the study of OWMA channels falls entirely within the purview of single-user channels, the IWMA channel is a nondegenerate multiaccess model, the information theoretic aspects of which have been thoroughly examined. In particular, its capacity region is known (cf. [10] ), and the well-known technique of successive decoding (or "onion peeling") was shown to achieve the vertices of the capacity region without resorting to multiuser coding [11] , [12] . The technique of rate-splitting was proposed in [1] , where it was shown that any rate-tuple on the dominant face could be achieved by the use of single-user codes without time-sharing. 
C. CWMA
For the more general case of the CWMA system (but with pulses limited to a symbol duration), the capacity region was obtained in [13] by applying the result on the capacity region of a general discrete memoryless multiple-access channel in [14] and [15] . The result in [13] is of course also applicable to our infinite-duration pulse model in (1) because the MNC yields a discrete-time equivalent model that is memoryless as in the time-limited pulse case. Moreover, the authors of this paper obtained the OSD that achieves the corner points of the capacity region (and hence the sum capacity) of the CWMA system without resorting to multiuser coding and decoding [16] , [17] . The OSD thus generalizes the successive decoder of the IWMA model to CWMA. In addition to successive decoding, the OSD requires optimum feedforward and feedback equalization.
III. DECISION-FEEDBACK RECEIVERS (DFRs)
The OSD has the general structure of a decision-feedback multiuser receiver, which we describe here. The goal is to obtain the SIRs achieved by the OSD for each user in a form that is ideally suited for imposing the QoS constraints for the signaldesign problem of the next section.
A DFR [18] , [3] decodes the users successively as illustrated in Fig. 1 . It is parameterized by the feedforward and feedback matrix pair , where is constrained to be strictly lower triangular. The first user is decoded based on , which is obtained by taking the inner product between the first row of , which we denote by , and the matched-filter output vector . The decoded output is re-encoded to produce . The second user is similarly decoded based on , but now is obtained by first performing an inner product between (i.e., the second row of ) and the output and then subtracting from it a scalar multiple times the decoded and re-encoded symbol of the first user. In general, the th user is decoded based on , where denotes the th element of . The function of the feedforward equalization via the th row of is to minimize the effects of multiple-access interference from the as yet undecoded ("future") users to . The function of feedback equalization through the nonzero elements of the th row of is to mitigate the interference contributed by the "past" users, i.e., users 1 to
. Note that the delays involved in decoding these users are not explicitly depicted in Fig. 1 . The decision statistic can be expressed as , which, from the perspective of the th user, is a single-user channel with additive noise and additive interuser interference.
For coded systems, we will assume that all re-encoded symbols are error-free. The perfect feedback assumption is in principle valid since by using sufficiently long (random) codes, it is possible to make the error probability as small as we please (cf. [1] and [19] ). Moreover, we assume that the users' symbol distributions are Gaussian since such will be the case in a capacityachieving system [13] . For uncoded systems, the decoder-encoder blocks in Fig. 1 are replaced by simple PAM quantizers suited to the modulation scheme used. The assumption of perfect feedback can also be seen to be valid here if the users are detected in the decreasing order of their QoS [20] . In either case, can be thought of as a scalar, memoryless, Gaussian, soft-output sequence.
The capacity in nats/second of the th user is hence , where is the SIR of the th user; it is given by the effective power of the th user, , divided by the power of the interference plus noise, . For a given , the matrix that maximizes , or equivalently (since the two are monotonically related), for each is given simply as the strictly lower-triangular part of , which we denote by . This result dictates that all interference from past users must be completely canceled. With this optimal , it is possible to choose the rows of so that the users' SIRs are simultaneously maximized [18] ; we call this the OSD. Matrix representations for and can be obtained by piecing these rows back together [17] . The optimal matrices are and , where is the Cholesky factorization with being lower triangular. It should be noted that this receiver structure also arises in the context of single-user ISI channels [21] . A simpler but suboptimal DFR is discussed in Appendix A.
We will incorporate the following notation with regard to . Let denote the principal submatrix of formed by indices through , and let denote the vector , which is the row vector formed by the off-diagonal elements of the first row of . The following proposition gives an explicit formula for the optimal SIR values yielded by the OSD.
Proposition 1: The SIR of the OSD for the th user is given as (5) Proof: Factor using any decomposition where is a full-rank matrix, with denoting the rank of . We will represent the th row of the matrix by . Let be the matrix whose entries are all zero save the th diagonal element which is unity, and let denote the matrix whose entries are all zero except for diagonal elements through which are unity. After some algebra, we see that the SIR for a DFR can be written as (6) where . We use a Cholesky decomposition to factor as . Since is full rank, it is clear that is invertible. Letting , the SIR of the th user becomes (7) The maximum for over is therefore equal to the maximum eigenvalue of the positive semi-definite matrix , whose rank is unity by virtue of the factor . Hence, the maximum eigenvalue equals the trace of the matrix. Using the fact that the traces of the matrix products and are equal, we can write . Applying next the general form of Woodbury's identity 2 and distilling the result, we have (5) .
It was shown in [16] and [17] that the OSD achieves the sum capacity of the CWMA system at any vertex (determined by the order of decoding) of the capacity region in spite of simplifying the multiuser coding and decoding problem into independent single-user problems. The particular case of the OSD for the IWMA channel where reduces to the Wyner-Cover successive decoder [11] , [12] . A naive extension of the successive decoder of the IWMA channel to CWMA is described in Appendix A.
IV. QoS AND BOUNDS ON MINIMUM BANDWIDTH
Having specified the SIR performance of the OSD, we describe in this section the QoS constraints for the OSD, and derive upper and lower bounds on the bandwidth required to meet those constraints.
A. QoS Constraints
The problem that is central to BEMA [3] is as follows. For a given signaling rate , and received powers , find the signature waveforms with minimum bandwidth that can guarantee that each user is provided an effective single-user channel with a prespecified QoS in terms of capacity in nats/second. In particular, we provide user a channel with capacity no less than , where is chosen to be some fraction of the signal-to-noise ratio (SNR) had user been the only user in the channel. Equivalently, since capacity is monotonic with SIR for the OSD under the assumption of perfect feedback (which can be ensured by a suitable ordering of users and/or by using sufficiently long single-user codes for each user), we can express the QoS requirement in terms of its SIR as follows: (8) where was obtained in Proposition 1. We remark here that the specification of QoS constraints in terms of SIR is also applicable for uncoded systems.
B. Bounds on Minimum Bandwidth
OWMA trivially satisfies each user's QoS constraint so that an upper bound on the minimum bandwidth is simply . The nonorthogonality of the waveforms (say, due to a rank reduction of ) in the general case of CWMA causes interuser interference and hence a reduction in the size of the capacity region. The idea is hence to design with as small a rank as possible so that the QoS constraints are still met by the OSD. An extreme case is the IWMA channel with the smallest bandwidth but the successive decoder (and even the joint ML decoder) for this channel need not in general satisfy the QoS constraints.
For the rest of this section, we obtain an absolute nontrivial lower bound on the minimum bandwidth needed to satisfy the QoS constraints. Recall that in a coded system, the users' SIRs are monotonically related to their capacities. With this in mind, we assume a coded system and obtain a lower bound via information-theoretic argumentation. As a result, the derived lower bound is the minimum required bandwidth for any receiver, and is therefore not achievable, in general, with an OSD.
Proposition 2: For a fixed bandwidth , the capacity region of the IWMA model contains the capacity region of the CWMA system (in nats/second). If instead the time-bandwidth product is fixed, containment still holds for units of nats/second/Hertz (nats/sec-Hz).
Proof: We show only the first case since their proofs differ only slightly. The capacity region of CWMA in nats/second is [13] (9) where , and is the principal submatrix of formed by the indices in , and denotes the determinant of
. It is easy to show that (and hence the capacity region) is monotonically decreasing in . Since is fixed, the minimum time-bandwidth product for CWMA is , where is the rank of . Hence, the smallest possible value for is . With this , the capacity region becomes (10) Suppose now that the rank of is , and that its nonzero eigenvalues are . Then
where (12) can be shown using Jensen's inequality, and the second inequality follows since the function is increasing on . For equality to hold in both inequalities, it is sufficient that . For IWMA, it is always true that so that equality holds for all . As an aside, we remark here that the above proposition is not true in general for other measures of bandwidth such as RMS bandwidth [22] .
Let the QoS objectives be specified in terms of the rate-tuple in nats/second. For fixed and , consider any CWMA system whose capacity region contains . The following proposition bounds the minimum bandwidth of any such CWMA system from below.
Proposition 3: Given , let be the capacity region in nats/second of an IWMA system. Suppose that is the minimum bandwidth required such that a given rate-tuple lies within . Then is a lower bound on the minimum bandwidth required by CWMA with fixed and the same , whose capacity region contains .
Proof: Consider first IWMA with bandwidth so that the corresponding signaling interval for IWMA is . Using Proposition 2, we know that . Thus, . Moreover, if lies in the interior of the IWMA capacity region, then can be reduced until lies on the boundary. Using a joint ML decoder or rate-splitting [1] , the QoS rate-tuple can be achieved. This reduced value of bandwidth is hence the lowest bandwidth needed to achieve the QoS constraints with any receiver.
Unfortunately, there are practical difficulties in achieving the lowest bandwidth. First, the signaling interval, , must be adjustable. As traffic conditions (number of users, user powers, etc.) change, so must . This may be impossible to achieve from an implementation standpoint. Moreover, the lowest bandwidth is in general achievable only in a coded system with joint ML decoding or with rate-splitting [1] . ML decoding can be used to achieve any point in the capacity region, but it is unrealistic due to practical reasons; as discussed in [1] , good multiuser codes are unknown at this time, and even if they are found, the joint ML decoder will likely be too complex to implement. Furthermore, while rate-splitting avoids the joint-decoding problem by splitting users into virtual users in a manner that allows every point in the capacity region to be achieved with single-user coding, it has the practical disadvantage of requiring a "continuum" of codes to support the required rates of the virtual users (i.e., each virtual user shares a fraction of the rate assigned to the original user). So even if the QoS is allowed to take on only one of a finite number of rates, the transmitters would need to have the ability to transmit at split rates determined by the changing traffic conditions and at variable signaling rates. Thus, while IWMA with variable signaling rate and rate-splitting provides a useful lower bound on the required bandwidth, it is very difficult, and perhaps even impossible, to realize in practice.
V. BEMA SIGNAL DESIGN Our goal will hence be to design signature waveforms for the OSD with performance specified in (5) in order to deliver the QoS objectives in (8) with a bandwidth as close to the unachievable IWMA lower bound as possible. The problem of finding minimum bandwidth appears to be intractable because of the complicated relationship between the rank of and the SIR values yielded by the OSD. We therefore provide a constructive upper bound. Our signal-design method can also be applied to other DFRs with the optimal feedback matrix . One such example is the successive canceler, the results for which are summarized in Appendix A.
A. Signal Design for the OSD
The key to constructing the signal correlation matrix is that the performance of the OSD for the th user is independent of the correlations between its waveform and the waveforms of any of the past users (as explained before, the effects of error propagation can be made negligible). This fact suggests a systematic construction of where the correlations are specified between signals in the reverse order in which the users are decoded. The idea is to start with the last two users' signals and determine their correlation matrix so that the OSD just achieves the specified QoS for the second-to-last user. With the correlation matrix of the last two users' signals fixed, we then determine how the third-to-last user's signal is to be correlated with them so that the SIR of this user just meets the QoS constraint. This process continues so that for the th user we add a top row (and a left column) to to obtain . At each step, there are infinitely many such augmentations that will meet the target SIR constraint for the th user without altering the SIRs for "future" users . Out of these, we propose to choose the matrix that makes the bandwidth of the superposition of signals from users as small as possible at each step. In constructing the correlation matrix in this way, we have to ensure that an additional constraint is met.
B. Positive Semi-Definiteness
A valid weighted correlation matrix must be positive semidefinite. Thus, given a positive semi-definite , not every choice for is valid. ; 2) ; and 3) the range space of is a subset of the range space of . Now consider the spectral decomposition , where is an invertible diagonal matrix (we suppress the dependence of the spectral decomposition on for notational simplicity). If the rank of is (which is less than or equal to ), then is and is . We denote the th column of by so that . The diagonal elements of , are the nonzero eigenvalues of , and they are ordered so that . According to Proposition 4, must be in the range of , which one can show is equivalent to the range of . Therefore, we restate the positive semi-definiteness (PSD) constraint of Proposition 4 by making the substitution , where is the vector . This yields the PSD constraint , which in normalized form can be expressed as ( 
16)

C. SIR Constraint
The SIR expression in (5) given in terms of can be reparameterized in terms of , and the SIR constraint in (8) can be expressed as (17) The PSD constraint set defined by (16) and the SIR constraint set defined by (17) are hyper-ellipsoids whose common orthogonal axes are given by the columns of .
D. Intersection of the PSD and SIR Constraint Regions
In order to learn something about the intersection of the two constraint sets, consider the differences of the individual terms in (16) and (17) .
Proposition 5: For , let . Then implies that , and implies that ; also, implies that , and implies that . Proof: We consider only the case where the inequalities are not strict, the other case following in a similar fashion. It is easy to see that if and only if . The fact that implies that . Hence, the first result. It should be noted that in general does not imply that . The proof of the second result can be shown similarly.
Note that if is negative, then the SIR constraint is more restrictive than the PSD constraint along the th axis (i.e., the eigenvector corresponding to the eigenvalue ). The proposition tells us that there always exists a such that for all and for all . So the SIR constraint is at least as restrictive as the PSD constraint along the axes 1 through , while the PSD constraint is at least as restrictive as the SIR constraint along the axes through .
E. BEMA Signal Design
Since the strict bandwidth is a function of only the rank of , we want to choose so that the rank of equals the rank of . If , then from Proposition 5 we know that for all , in which case the SIR constraint subsumes the PSD constraint. So only when does there exist an such that the rank of equals the rank of . Thus, we choose a point on axis (i.e., is a scaled version of so that only the th element of is nonzero) that is as far from the origin of the ellipsoids as possible (18) Whenever this yields , the required bandwidth for is equal to the required bandwidth for since in this case both have the same rank (else, if , then the rank of is one greater than that of ). Hence, rank is preserved only when . As a simple ordering rule, we decode the users in descending order of , the idea being that a user whose power significantly exceeds that needed to achieve its SIR constraint in a single-user channel (i.e., no multiple-access interference) is decoded before a user who has little or no extra power. 3 Under a symmetric SIR constraint (i.e., for all ), this ordering rule is equivalent to decoding the users in descending order of .
It is of interest to consider the following proposition, the proof of which is left to the reader.
Proposition 6: The signal design described by (18) (19) For the special case of a symmetric SIR constraint, OWMA occurs only when all users have the same power, and the condition in (19) requires that the powers be at least exponentially disparate. Specifically, the least disparity needed for BEMA to reduce to IWMA, with , is given as (20) Exactly balanced or exponentially disparate power distributions are rarely, if ever, encountered in practice without power control. Even with power control, the strategy of balancing powers requires that all powers be reduced to match the weakest user, which can be extremely detrimental to the overall capacity of the network. On the other hand, power control to achieve exponentially disparate powers at the receiver would place unrealistically high transmit power demands on almost all users. BEMA lets users transmit at nominal power and takes advantage of the naturally occurring power imbalances without requiring power control.
F. Examples 1) Example:
Consider a simple three-user example to illustrate the BEMA signal design. The powers of the users are and , the signaling interval is , and so that the SNR of the third user is dB. Under the symmetric SIR constraint , BEMA yields a rank-two correlation matrix with and . Fig. 2 shows the cross section of the three-user spectral-efficiency regions in nats/sec-Hz that corresponds to equal rates for the second and third users. Note that BEMA has shaped the capacity region so that the desired rate tuple lies on a vertex of the capacity region. Consequently, it performs better than both FDMA and IWMA with successive decoding. Proposition 2 states that the IWMA capacity region always contains the CWMA capacity region in nats/sec-Hz. As seen in the figure, this yields a larger symmetric spectral efficiency (as denoted by the point "RSMA" for rate-splitting multiple access [1] ), but as discussed in Section IV-B, it requires variable signaling rate and either joint decoding or rate-splitting. By symmetric spectral efficiency, we mean a point that corresponds to equal spectral efficiencies for all users that lies on the boundary of the spectral-efficiency region.
2) Example: In this example, all users are assigned the same SIR constraint. Fig. 3 plots the required processing gain versus SNR for 15 users for several power distributions (linear, quadratic, and the case of one weak user whose power is half that of the other users, see [5] for a justification of these choices of power distributions). The SNR is defined to be that of the weakest user, whose power is set at unity, so that . The signaling interval is fixed at , and the symmetric SIR constraint is given by . Additionally, the figure also plots the IWMA lower bound derived in Section IV-B, as well as the required processing gain for IWMA with successive decoding when the users are decoded in decreasing order of their powers and the signaling interval is reduced so that the users just meet the QoS rate tuple. Note that the IWMA lower bound is generally of the form where is a positive real number. This bound can easily be made tighter by noting that with fixed , the minimum required bandwidth has to be of the form where is an integer. Hence, we plot the tighter lower bound . It is clear from the figure that the bandwidth for BEMA lies within the upper (FDMA or TDMA) and lower bounds derived in Section IV-B, and that there are situations where BEMA nearly meets the lower bound (IWMA with joint decoding). Finally, IWMA with successive decoding performs satisfactorily only at very low SNR values, but even in that region its signaling rate varies with SNR.
It can be easily shown that signal design for the OSD is forced to require the same processing gain as OWMA for large enough values of SNR. However, we find experimentally that the processing gain of BEMA does not reach its maximum value of 15 in Fig. 3(a) until the SNR is 120.3 dB. Moreover, at this SNR, the lower bound on the processing gain is 14, which is just one less than that needed for OWMA anyway.
3) Example: In this example, the SIR constraints are taken to be asymmetric. There are five users whose powers are fixed, and the signaling interval is once again set at . To establish a set of asymmetric SIR constraints, we randomly choose the SIR constraint of the th user, , from the interval according to a uniform distribution. Given these constraints, the required processing gain of BEMA and the unachievable IWMA lower bound are compared. In Fig. 4 , we plot histograms of the processing gain of BEMA versus the processing gain that corresponds to the IWMA lower bound over 1000 samples of the SIR constraints for users whose powers exhibit linear and quadratic disparities; three different values of SNR are considered for each case. We observe that BEMA coincides with the IWMA lower bound in more than 65% of the cases, with this number increasing with SNR. In the rest of the cases, the difference between the processing gains of the IWMA lower bound and BEMA is never more than 1. Moreover, for the high SNR case of 10 dB, the percentage of trials for which BEMA reduces to OWMA (and the IWMA lower bound does not) is about 8%-21%, and these numbers reduce with decreasing SNR.
VI. CONCLUSION
The new BEMA strategy is introduced for uplink communication. It is based on a combined approach to multiuser equalization and signal design under QoS constraints. The key to BEMA's superior performance is its ability to convert extra received power into a savings in bandwidth. It was found that BEMA offers significant bandwidth savings relative to standard multiple-access techniques such as FDMA or TDMA and IWMA with successive decoding. In many cases, its required bandwidth is very close to the absolute lower bound achievable only with IWMA with variable signaling rate and multiuser coding/rate-splitting.
APPENDIX A SUCCESSIVE CANCELLATION
A naive extension of the successive decoder from the IWMA channel to the general CWMA channel is known as successive cancellation. The idea is to decode (or detect in an uncoded system) the th user with a single-user receiver for the user-expurgated channel consisting of users that results from subtracting interference contributed by the already decoded users from the vector output . The feedforward and feedback matrices are taken to be and . In terms of sum capacity, successive cancellation is optimal for IWMA and the degenerate case of OWMA. However, it is strictly suboptimal for the general CWMA system. Work on multiuser detection based on this philosophy for uncoded CDMA systems can be found in [24] and related references therein. For successive cancellation, it can be shown that (5), (17) , Proposition 5, and (18) , which are valid for the OSD must be replaced by the following, respectively, in the case of the successive canceler: All the numerical results in Fig. 3 include the performance of the BEMA signal design for the successive canceler.
APPENDIX B PROOF OF LEMMA 1
Proof: Start by defining the function (25) First suppose that is positive semi-definite, then is nonnegative for all and . The specific case implies Condition 1, and the case implies Condition 2. Note that Condition 3 is equivalent to saying that the null space of is a subset of the null space of . To show that this is true, we pick to be any element of the null space of , i.e., , so that . We now assume that is not in the null space of and then show that this assumption yields a contradiction. Letting be an arbitrary real-valued scalar, we consider . There are two possible cases. The first occurs whenever , in which case we let to arrive at , with equality occurring if and only if . Or, instead, whenever we let to obtain , where equality occurs if and only if , the same result as for the first case. Clearly the value cannot be negative since is a positive semi-definite function. But even the case where it equals zero is contradictory. To see this, recall that we have assumed that
. Since is arbitrary, we see that cannot be true for all . Hence, our assumption that does not lie in the null space of was false. To prove sufficiency, first note that Condition 1 yields for all . Now Condition 3 implies that there exist some such that . This with Condition 2 implies that is positive semi-definite. Substituting for , we see that . For any given , one can show that is minimized, since is positive semi-definite, for any satisfying the equation . Choosing such a , we find that , which is nonnegative since is positive semi-definite. But since and are arbitrary, we see that for all and , implying that is positive semi-definite.
