Abstract-A new approach to detecting the number of coherent signals incident upon a uniformly-spaced linear array is presented. The approach combines a modified spatial smoothing scheme and a modified MDL criterion. The modified spatial smoothing scheme, referred to as "weighted subspace smoothing," is actually a generalization of the "post-smoothing" approach proposed by Krim and Proakis in 1994. It is shown that the noise eigenvalues obtained with weighted subspace smoothing are more accurate than those obtained with the original spatial smoothing. We thus attempt to improve detection performance using these more accurate eigenvalues. A novel modification of the minimum description length (MDL) criterion is proposed to accomplish this. Computer simulations are presented to study the performance improvement of this new approach.
I. INTRODUCTION RRAY signal processing deals with extracting informa-
A tion from measurements collected by an array of sensors.
An important issue in this field is detecting how many signals impinge on the array. Once the number of signals is detected, many high-resolution direction-of-arrival (DOA) estimation methods can be used [1]- [4] .
One way to solve the detection problem is based on hypothesis testing using eigenvalues of observed-vector covariance matrix [5] , [6]. A disadvantage of this method is the subjective judgment required in choosing the threshold. To avoid this, Wax and Kailath [9] proposed an approach based on Akaike information criterion (AIC) [7] and SchwartzRissanen' s minimum description length (MDL) criterion [ 81.
Assuming spatially-white Gaussian noise is additive, they obtained two different criteria. The number of signals is determined as the value for which the AIC or the MDL criterion is minimized. Further investigation [lo] -[ 151 showed that the MDL criterion is consistent, while the AIC criterion exhibit better performance at a relatively lower SNR or with a smaller number of snapshots, at the cost of being inconsistent. Since consistency is important in detection, the MDL criterion seems to be more popular. There is an annoying problem with both criteria, however; the detection performance suffers serious degradation when some signals are coherent or highly correlated. To overcome this, Wax and Ziskind [19] , Wax [20] , Wu and Fuhrmann [21] , Cho and DjuriC [22] , and Viberg et al. [29] presented methods that determined the number of signals based on signal DOA estimates. Since Manuscript received November 14, 1994 : revised May 17, 1995 This work was supported by the National Science Council, R 0 C. under Grant NSC 85-2212-E-009-028 The authors are with the Department of Control Engineering, National
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Publisher Item Idenhfier S 001 8-926X(96) coherent signal DOA estimates are normally obtained by multidimensional minimization, these methods generate high computational loading. For a uniformly-spaced linear array (ULA), multidimensional minimization can be avoided by using the iterative quadratic maximum likelihood approach (IQML) [26] or the method of direction estimation (MODE) [27] . However, IQML and MODE both require that the number of signals be known in advance. Another solution is the spatial smoothing approach, which "decorrelates" coherent signals. In [18] , Shan et al. applied the MDL criterion to a spatiallysmoothed covariance matrix to alleviate the computational loading.
In this paper, we present a new approach that exhibits better detection performance than directly applying the MDL criterion to the spatially-smoothed covariance matrix and does not require DOA estimation. The approach combines a modified spatial smoothing scheme and a modified MDL criterion. The modified spatial smoothing scheme applies the original spatial smoothing algorithm to an estimate of the noise-free covariance matrix. Since we estimate the noisefree covariance matrix by using the weighted signal subspace, we call the resulting modified spatial smoothing scheme "weighted subspace smoothing" (WSS). WSS is actually a generalization of the "post-smoothing" approach proposed by Krim and Proakis [30] . By "post-smoothing,'' they mean the smoothing transformation is applied to a well-defined reduced-rank approximation of the array covariance matrix. The reduced-rank approximation can be obtained using WSS with a particular weighting matrix. In this paper, we estimate the noise-free array covariance matrix using WSS with another weighting matrix. After the noise-free estimate is obtained, WSS performs the original spatial smoothing algorithm on it and obtains an estimate of the noise-free spatially-smoothed covariance matrix, which is denoted by R,. Here, " " denotes estimated and " " denotes application of spatial smoothing algorithm to the noise-free covariance matrix. The noise eigenvalues of R, have been shown to be more accurate than those obtained with the original spatial smoothing scheme. We thus attempt to improve detection performance by using these more accurate eigenvalues. A novel modification of the MDL criterion is used to accomplish such purpose. Though the modification is simple, simulation results demonstrate that detection performance is improved considerably.
Note that in [29], Viberg et al. proposed a method named weighted subspace fitting (WSF) detection scheme for signal detection. It is based on the asymptotic distribution of a 0018-926X/96$05.00 0 1996 IEEE well-defined WSF cost function, which is constructed using the weighted signal subspaces. Because the scheme uses the weighted signal subpaces to improve the coherent signal detection for the first time, we briefly review the scheme. First, the scheme makes an assumption on the number of signals. Then, it uses ESPRIT [3] or the alternating projection method [4] to oblain initial estimates of DOA's and uses a Gauss-Newton type algorithm to minimize the WSF cost function. Finally, il. decides whether to accept this assumption or not by comparing the minimized WSF cost function with a judiciously selected threshold. Actually, the WSF detection scheme combines the problems of signal-detection and DOAestimation as a whole. Although the WSF detection scheme is much more complicated than the proposed method described in previous paragraph, computer simulations show that its performance is inferior, especially when more signals are coherent.
The paper is organized as follows. First, the problem is formulated and the method combining spatial smoothing and MDL (or AIC) criterion is reviewed in Section II. In this section, we also present the concept of WSS. In Section 111, the accuracy of the eigenvalues of R, is discussed and modified MDL criterion is then introduced to take advantage of this accuracy. In Section IV, detection performance is examined by simulations. In the last section, we present our conclusions.
PROBLEM FORMULATION
In this section, we first present the signal model and summarize the MDL criterion. We then point out the difficulty of applying the MDL criterion when some signals are coherent and outline how spatial smoothing can overcome the difficulty. Finally, we focus on weighted subspace smoothing, which we believe to be more efficient for both DOA-estimation and signal-detection problems. It is assumed that s(t) and n(t) are stationary and ergodic, complex-valued normal random processes having zero means, n(t) is uncorrelated with s ( t ) , and the covariance matrix of n(t) is a21. Here, a2 is noise power at each sensor, and I is an identity matrix. Based on these assumptions, the covariance matrix of x ( t ) has the form In practical applications, the exact ensemble covariance matrix R, is not known. Nonetheless, we are given a series of
A. Signal Model and MDL
Our goal, here, is to estimate p using these samples. A solution to this problem lies in using an estimate of the covariance matrix instead of the exact one. The maximum-likelihood estimate of R,, the sample covariance matrix R,, is computed as follows:
Now, 11 > > . . . > i , with probability 1 for finite N . The detection of p' becomes an interesting problem. In [9], Wax and Kailath treated it as a model selection problem and applied the information theoretic criteria developed by Akaike (AIC) and by Rissanen (MDL) to it. After substituting maximum-likelihood estimates of the eigenvalues to a loglikelihood function, they concluded that the AIC and the MDL criteria could be simplified as
and
respectively, where
The estimate of p', denoted by @' , is determined by the value of k E ( 0 , 1, . . . , m -1) which minimizes the AIC or the MDL criterion. In this paper, we concentrate on the MDL criterion, because it is consistent.
Q $ B. A Combination of Spatial Smoothing and MDL Criterion
It is well known that p' < p , when some signals are fully correlated or coherent. As a result, the methods presented above fail to detect fully correlated or coherent signals. Spatial smoothing enables the MDL criterion to deal with the problem, provided that the m a y is uniformly-spaced and linear. The array is grouped into several subarrays, which have the same geometry. If we employ the forwardhackward spatial smoothing scheme, the estimated spatially-smoothed covariance matrix is given as follows
. . 
the subscript indicates the dimension of a matrix, 0 is a zero matrix, and
In 
C. The Weighted Subspace Smoothing
Weighted subspace smoothing (WSS) "decorrelates" signal coherency by applying the smoothing transformation to the weighted signal subspace. Before introducing the scheme, we take a look at the eigen-decomposition of the covariance matrix R,, and define some notation. Following (3, we obtain 
Here, p' must be estimated using the MDL criterion, or other method, to construct E,, E,, A,, and A,. where ZI, and Q k are given in (14), (15), and (16).
Here, we assume that the source coherent structure [18]
is known. Thus, we know how to choose a proper K .
DETECTION OF COHERE" SIGNALS
Since coherent signals are decorrelated by WSS, the number of signals can be determined due to the special structure of the eigenvalues of R,, the noise-free spatially-smoothed covariance matrix. In fact, the number of signals is equal to the rank of R,. In practical applications, the R, estimate is used, and is designated as R,. If the number of snapshots is finite, the rank of R, is not equal to the number of signals. Our goal here, is to estimate the numbernof signals (or equivalently the rank of the matrix R,) using R,. We first show that the noise eigenvalues of g , are more accurate than the noise eigenvalues of R,. Then, a novel modification of the MDL criterion is proposed to take advantage of this greater accuracy.
A. The Accuracy of Obtained Eigenvalues
As shown in (1 S), we compute eigen-decomposition of R, and obtain Proofi Recall that R, is obtained through applying the smoothing transformation to R, (R, = EsAsEF + EnAnEf). fix is obtained through applying the smoothing transformation to it, (R, = Es(As -G'I)~;).
Equation (30) is necessary because perturbations of signal eigenvalues, xs and x,, result mainly from perturbation of EsAsEF; and such perturbation exists in both R, and R,.
Equation (31) is necessary because perturbations of noise eigenvalues, x , and in, result mainly from perturbation of EnA,Ez; and such perturbation exists only in R,. Also, note that the noise eigenvalues are also slightly affected by perturbation of EsAsEf. Thus, Var{X,} # 0, but Var{X,} M 0.
0
We tested the lemma as follows. The uniformly spaced linear array under consideration consisted 10 equally spaced omnidirectional sensors ( m = 10). The distance between two neighboring sensors was one half the signal wavelength. Four equal strength signals ( p = 4), emanating from the far field, impinged on the array at distinct directions O", lo", 20", and 30" w.r.t. the broadside of the array. The signals at 0" and 10" were coherent as were signals at 20" and 30". Thus, p' = 2. The signal-to-noise ratio, defined as the power of each signal to the noise power at each sensor, 0 2 , was -4 dB. The forward/backward spatial smoothing scheme was used with each subarray containing nine sensors (m' = 9, K = 2). The sample covariance matrix, R,, was formed after 100 snapshots, and x, and x k , k = 1 , 2 , . . . , 9 were computed.
Based on 100 independent experiments, we computed the variances of these eigenvalues. The results are shown in Tables I  I and 11 . The values iv Tables I and I1 reveal that the X I , was more accurate than Xk, for k = 5 , may attempt to improve detection performance using &. 
It can be shown that the structure of &+a2 is equivalent to the structure of . i k . This indicates that we may put x k +6' instead of i k into the MDL criterion. However, the detection performance seems unimproved by this kind of substitution. Below, we propose a novel method which improves performance a great deal. In accordance with Lemma 1, we propose a new detection method that put
instead of i k into the MDL criterion, where M is a scalar greater than unity. M is chosen to satisfy
Naturally
On the other hand, the signal eigenvalues exhibit the following properties
From (36) and (37), we conclude that signal eigenvalues are enlarged while noise eigenvalues remain the same in the mean. As a result, the new method can improve detection performance. The question of how to choose M remains. As M increases, A, is enlarged; the perturbation of x , , however, is also increased. Thus, an optimum value for M exists. In simulations, we found it advisable to set M to be the number of subarrays used in the spatial smoothing scheme. For the forwardhackward smoothing described in Section 11-B, we set M to be 2K. We now summarize (as follows) the detection method which follows from the weighted subspace smoothing scheme presented in Section 11-C: f) Perform eigen-decomposition on fi, to obtain x k .
g) The number of signals is then determined as that value, k, which minimizes the criterion
Here, IC E ( 0 , l , . . . , m ' -l}.
IV. SIMULATIONS
Computer simulations were carried out to compare detection performances among the MDL, criterion, the MDL criterion, and the WSF detection scheme. Examples 1.1, 1.2, and 1.3 (below) show that detection performance of the MDL, criterion is much higher than the MDL criterion and the WSF detection scheme, especially when more signals are coherent. Example 2 shows that a best value of M for the MDL, criterion exists. If M is set to be a too small value, detection performance is hardly improved. If M is too large, the MDL, criterion tends to overestimate the number of signals. In Examples 3.1 and 3.2, we explore how unknown spatially-correlated noise affects these methods. Although the performances of all these methods deteriorate due to the spatially-correlated noise, the MDL, criterion turns to be the most robust one.
Remark: For the WSF detection scheme, we use the MODE-2 method proposed in [27] instead of using the modified Gauss-Newton algorithm, which was called the modified variable projection (MVP) algorithm in [29] , to minimize the WSF cost function. One advantage of using MODE-2 is that we do not need to use ESPRIT or the alternating projection method to initiate DOA estimates for the MVP algorithm. Another advantage is that MODE-2 doesn't require a subjective steplength. Moreover, in all our simulations using the MODE-2 method to minimize the WSF cost function performs much better than using the MVP algorithm to do the same minimization. Note also, that the threshold for the hypothesis test within the WSF detection scheme is selected as the value at level 0.995 from an appropriate chi-square distribution (see [29] for more details).
Example 1.1: In this example, a 10-sensor uniformlyspaced linear array with one half-wavelength inter-sensor spacing was employed. Five narrow-band signals with equal power impinged on the array, from the far field, at distinct directions -20", -lo", O", lo", and 20" w.r.t. the broadside of the array. Signals at O", lo", and 20" were coherent. Signals at -20" and -10" were uncorrelated with all other signals. Spatial-white Gaussian was an additive. The signalto-noise ratio (SNR) was defined as the ratio of each signal power to the noise power at each sensor. We then used 100 snapshots to construct the sample covariance matrix R,. Since the rank of the exact signal covariance R, was 3(< 5 ) , the MDL criterion failed to detect five signals. We employed the original spatial smoothing scheme or the proposed -WSS to decorrelate the signal coherency, and then both MDL and MDL, criteria did detect five signals, provided that SNR was sufficiently high. In this example, the forwardhackward smoothing transformation was used with smoothing degree K = 3. Thus, each subarray consisted of eight sensors, and M = 6 for MDL, criterion. We also used the WSF detection scheme to detect these five signals. To examine which criterion possessed better performance, we varied SNR and calculated detection probabilities for each method. One hundred independent Monte Carlo trials were used to calculate the detection probability for each SNR. The results are presented in Fig. 1 . We plot the detection probabilities as a function of SNR and observe that the MDL, criterion outDerformed the MDL criterion bv about 6.5 dB. When __ SNR > -3 dB, the MDL, criterion outperformed the WSF detection scheme. When SNR < -3 dB, although the WSF detection scheme was better than the MDL, criterion, it only exhibited detection probability below 90%. Obviously, when SNR < -3 dB, we prefer the WSF detection scheme. Thus, how to combine these two methods to maximize the detection probability for all SNR's is an interesting issue, but is beyond the scope of this paper. We are also interested in the effect of subarray size. In Table 111 , the number of correct detections (out of 100) is listed in a column corresponding to different subarray sizes for various SNR's. We find that for either m, or MDL criterion, the best choice of subarray size was eight. Moreover, MDL, always outperformed MDL criterion, regardless of subarray size. detection scheme turned out to be an unsatisfactory method, which exhibited poor detection probability. In this case, we even prefer the MDL criterion to the WSF detection scheme.
Judging from Examples 1.1, 1.2, and 1.3, we conclude that the MDL, criterion is the best criterion for detecting coherent signals impinging on a uniformly-spaced linear array.
Example 2: In this example, we examined the effect of the scalar Ad, which enlarged the distance between signal and noise eigenvalues. The same simulation conditions as those in Example 1.1 were used, except the signal coherency: signals at -10' and 0" were coherent, signals at 10' and 20' were coherent. Each subarray consisted nine sensors. In Table IV , the number of correct detections (out of 100) is listed in a column corresponding to the MDL criterion and the MDL, criterion with different value of M for various SNR's. We observe that when M was set to be 1, MDL, criterion did not perform better than MDL criterion. When SNR = -2, the performance of the MDL, criterion was even inferior to the MDL criterion. Suitable value of M was between 3-5. Note that in the example, the number of subarrays used in smoothing transformation was four. This validates that an advisable choice of M is the number of subarrays used in smoothing transformation. When M 2 6, the performance of the MDL, criterion deteriorated. In fact, when M = 7,8,9,10, or 11, the MDL, criterion tended to overestimate the number of signals.
Example .3.1: We used this and the next example to see the effect of spatially-correlated noise on all the ad hoc detection methods. All simulation conditions of this example were the same as Example 1.1, except that the additive noise was spatially correlated and the SNR was fixed at 8 dB. The spatially-correlated noise had exponentially decaying correlation among sensors. The noise covariance matrix had ikth element
where CT' was adjusted to give the desired SNR and a became an indicator which indicated how severe the spatial correlation was. When a = 0, there was no correlation among sensors. As a grew up, the correlation increased. Note that this noise correlation model was the same as used in [31]-[33] . No spatial prewhiten of the data was performed, since the noise covariance was unknown. Fig. 4 shows the performance degradation due to increasing a. When a = 0, all these methods exhibited 100% detection probability. When a = 0.25, the detection probability of the MDL, criterion was about 90%, the WSF detection scheme about 80%, and the MDL criterion about 65%. Although the detection capabilities of all these methods degraded due to spatial correlation among sensors, the MDL, criterion turned out to be the most robust method. Example 3.2: We checked, further, the robustness using this example. All simulation conditions of this example were the same as Example 1.2, except that the additive noise was spatially correlated and the SNR was fixed at 16 dB. The noise correlation model used in Example 3.1 was used in this example, too. Fig. 5 shows the performance degradation due to increasing a. Again, the MDL, criterion was the most robust method, then the WSF detection scheme, finally the MDL criterion. Actually, we observe that the performance degradation of the MDL, criterion and the WSF detection scheme was similar and more mild than the MDL criterion. This occured probably because both these two methods took the advantage of the weighted signal subspaces while the MDL criterion did not.
-
V. CONCLUSION
We have proposed a new approach to determining the number of coherent signals impinging on uniformly spaced linear arrays. It combines a new version of spatial smoothing and a new version of the MDL criterion, and greatly improves detection performance when it compares with the method that directly combines the MDL criterion and the spatial smoothing. When there are many coherent signals, the proposed approach also performs much better than the WSF detection scheme, which is much more complicated than the proposed approach. We call the new spatial smoothing approach weighted subspace smoothing. Analysis and simulations show the noise eigenvalues obtained with the weighted subspace smoothing are more accurate than those obtained with the original spatial smoothing scheme. As a result, detection performance can be improved by using these more accurate eigenvalues. One of the contributions of this paper is the establishment of a new version of the MDL criterion which accounts for the greater accuracy and leads to great performance improvement. An important parameter M of the proposed MDL, criterion enlarges the distance between signal and noise eigenvalues. This is the reason why detection performance could be improved. However, the question of how to choose the optimum value of M remains. We hope to report a systemic solution for this in future work. Weighted subspace smoothing can also be used to improve DOA (direction-ofarrival) estimation. In [30] , the weighting matrix W was set to be A,, and more correct DOA estimates were obtained. Taking view of the results reported in this paper and in [30] , we find that it is advisable to use weighted subspace smoothing for both signal-detection and DOA-estimation of coherent signals impinging on uniformly-spaced linear arrays.
