We consider bosonic atoms with a repulsive contact interaction in a trap potential for a BoseEinstein condensation (BEC) and additionally include a random potential. The ensemble averages for two models of static (I) and dynamic (II) disorder are performed and investigated in parallel. The bosonic many body systems of the two disorder models are represented by coherent state path integrals ZI [J ], ZII [J ] on the Keldysh time contour which allow exact ensemble averages for zero and finite temperatures. These ensemble averages of coherent state path integrals therefore present alternatives to replica field theories or super-symmetric averaging techniques. Hubbard-Stratonovich transformations (HST) lead to two corresponding self-energies for the hermitian repulsive interaction and for the nonhermitian disorder-interaction . The self-energy of the repulsive interaction is absorbed by a shift into the disorder-self-energy which comprises as an element of a larger symplectic Lie algebra sp(4M ) the self-energy of the repulsive interaction as a subalgebra (which is equivalent to the direct product of M times sp(2); 'M ' is the number of discrete time intervals of the disorder-self-energy in the generating function ZI [J ]). After removal of the remaining Gaussian integral for the self-energy of the repulsive interaction, the first order variations of the coherent state path integrals ZI [J ], ZII [J ] result in the exact mean field or saddle point equations, solely depending on the disorder-self-energy matrix. These equations can be solved by continued fractions and are reminiscent to the 'Nambu-Gorkov' Green function formalism in superconductivity because anomalous terms or pair condensates of the bosonic atoms are also included into the selfenergies. The derived mean field equations of the models with static (I) and dynamic (II) disorder are particularly applicable for BEC in d = 3 spatial dimensions because of the singularity of the density of states at vanishing wavevector. However, one usually starts out from restricted applicability of the mean field approach for d = 2; therefore, it is also pointed out that one should consider different HST's in d = 2 spatial dimensions with the block diagonal densities as 'hinge' functions and that one has to introduce a coset decomposition Sp(4M )\U (2M ) into densities and anomalous terms of the total disorder-self-energy sp(4M ) for deriving a nonlinear sigma model.
Introduction
The original Bose-Einstein condensation of atoms in traps has been extended and performed in various manners [1] - [6] . In this article we investigate a BE-system of bosonic atoms with repulsive interactions in a trap potential and include a random potential which represents a model of ensemble averaged disorder. We concentrate on the averaging procedure, derive the exact saddle point equation and describe continued fractions as solutions of the mean field equations which also comprise anomalous terms or pair condensates in the coset parts of the selfenergies. The exact saddle point equation is obtained from first order variation of the self-energy of the disorder in a coherent state path integral on the Keldysh time contour [7] - [10] . This equation finally results after Hubbard-Stratonovich transformation (HST) of the repulsive interaction and integration over the remaining bilinear condensate fields ψ * ( x, t) . . . ψ( x, t) [11, 32] . We introduce a 'Nambu'-doubling of the fields for the HST's so that the anomalous terms are strictly incorporated into the selfenergies and the saddle point equations [12, 13] . The self-energy of the pure interaction (as the direct product of M times sp (2) and as subalgebra of the disorder-self-energy sp(4M )) can be absorbed by a shift into the 'larger' self-energy sp(4M ) of the ensemble averaged random potential ('M ' denotes the number of discrete time intervals). This disorder-self-energy sp(4M ) is represented by a larger group and also follows from a HST, but of a non-hermitian 'interaction' term resulting from the average over the random disorder [11, 32] . After a Gaussian integral of the self-energy of the repulsive interaction, the self-energy of the ensemble averaged disorder only remains as a matrix valued field depending on the two branches of the time contour. The exact saddle point equation, obtained by a first order variation, therefore only consists of the self-energy of the disorder. Apart from the purely bosonic constituents of the disorder models the presented approach is reminiscent of the Bogoliubov-de Gennes equations and the Nambu-Gorkov Green function formalism in the theory of superconductivity [14] - [16] . Solutions of the saddle point equation can be achieved by continued fraction of the disorder-self-energy starting from the free Green function [17, 18] . The iteration process for the continued fractions can be simplified in the presence of spatial symmetries or time independence. It is the imaginary increment −ı ε p (ε ± = ±ε, ε > 0) in the Green function of the disorder-self-energy which determines the solutions of the self-energy of the saddle point equation. In fact the original coherent state path integral, consisting only of the bosonic fields for the atoms, is only defined by introducing this imaginary increment −ı ε p on the time contour t p . This imaginary increment can be considered as a kind of regularization and is necessary even without zero eigenvalues in the exponents of the time development operators. This follows because Gaussian like integrations (1.1) as part of a time development operator only lead to the absolute values of eigenvalues with respect to the sign of the considered time intervals. Therefore, the important sign or the information about bounded and unbounded states would be lost under time reversal without the infinitesimal imaginary part −ı ε p
transformations and integrations over field variables. One can improve the expansion of the actions in the final path integral to quadratic and higher order in the single self-energy matrix of the disorder for the inclusion of fluctuation properties around the saddle point solution.
In section 2 we describe the average of a coherent state path integral on a time contour [19] and consider the two cases of static and dynamic disorder. In section 3 the Hubbard Stratonovich transformations are given and the exact saddle point equations are derived for static and dynamic disorder. We outline the various steps for solving the saddle point equation via continued fractions and indicate the reminiscence to many-body theory with anomalous terms [14] - [16] , [20] - [23] . Section 4 lists the relevant observables obtained by differentiation of the generating function with respect to a source term. Section 5 contains a summary and points out the extension of the mean field approach in sections 2-4 for d = 3 spatial dimensions to the two dimensional case. Since the mean field approach is less applicable in the case of d = 2, a nonlinear sigma model can be preferred, following from spontaneous symmetry breaking and a gradient expansion of a determinant [24] with additional 'Nambu'-doubled pair condensate terms in the self-energy. However, in the d = 2 case different kinds of HST's have to be performed for a corresponding nonlinear sigma model as for the d = 3 mean field approach (see section 5). The saddle point equations in d = 3 can lead to nonanalytic behaviour because of the singularity of the density of states at vanishing wavevector. In the spatial d = 2 case one has to apply the Weyl unitary trick for the parametrization of the disorder-self-energy into densities and anomalous terms with a decomposition into a subgroup U (2M ) and coset part Sp(4M )\U (2M ) so that a nonlinear sigma model can be achieved after a suitable HST and gradient expansion [25] - [27] , [28] . In the strictly one dimensional case d = 1 one has to take into account large fluctuations so that the transfer matrix approach of disorder-ensemble-averaged generating functions can be chosen as the prevailing computational method for density and correlation functions [29] - [31] , [19] .
Coherent state path integral 2.1 Averaging methods for zero and finite temperatures
The Hamilton operators for the disordered bosonic systems with the Bose field operators ( ψ x ,ψ + x ′ = δ x, x ′ ; ψ x ,ψ + x ) contain the trap potential u( x), the quartic, repulsive contact interaction with parameter V 0 > 0 and the kinetic energy term with mass m. Two kinds of random potentials V I ( x) (static disorder) and V II ( x, t) (dynamic disorder) are introduced separately and result in the two different Hamilton operatorŝ H I (ψ + x ,ψ x , V I ) (2.1) andĤ II (ψ + x ,ψ x , V II ) (2.2) so that we consider two models I and II in parallel. We examine these two models of disorder at zero temperature with coherent state path integrals and incorporate a chemical potential or reference energy µ 0 . Furthermore, a U (1) symmetry breaking, hermitian source term with j ψ; x (t) is included for the creation of a coherent BE-condensate wavefunction. Since we also consider pair condensates of bosonic atoms on the coset part Sp(4M )\U (2M ) of the disorder-self-energy, we have to define a hermitian source term j ψψ; x (t) for the creation of anomalous terms as ψ x (t ′ q )ψ x (t p ) and ψ + x (t p )ψ ψψ; x (t)ψ xψ x +ψ + xψ + x j ψψ; x (t)
Especially, in the case of disordered systems, the second moments of the Gaussian probability distributions of the random potentials V I ( x) (2.4) and V II ( x, t) (2.5) have to be normalized in such a manner that the broadenings of the eigenvalue spectra of the hermitian, ordered parts inĤ I (ψ + x ,ψ x , V I ),Ĥ II (ψ + x ,ψ x , V II ) (2.1,2.2) remain finite under the corresponding ensemble averages in model I and II. Therefore, the spatial integrals x in (2.1,2.2) are given in a volume normalized kind as in (2.3) for a system size of L d , and the energy values or frequencies of parameters and fields are related by the scale of the inverse time interval Ω = 1/∆t. We have to scale the actions in the generating functions at appropriate steps for the derivation of the saddle point equations in model I and II during a considered time development between times −T 0 /2 < t < +T 0 /2 (2.3). In the cases of model I and II with static and dynamic disorder, the suitable normalizations of second moments for V I ( x), V II ( x, t) of Gaussian white-noise distributions are obtained by the relations (2.4) and (2.5) with the parameters R I and R II , respectively (dim
The energy scale Ω follows from the discrete time steps, and the parameter N x is the total number of discrete points in the d-dimensional coordinate space of volume L d with discrete spatial intervals ∆x 
2) on the Keldysh time contour (2.10) [32] - [36] . We have to take account of the negative sign in the backward propagation of the Keldysh time contour (2.10) and therefore introduce the metric (η p = p, p = ±) (2.11) of the contour time t p = t ± . This metric (η p = p, p = ±) (2.11) will frequently occur in the remainder because the ensemble averages of the disordered systems I, II couple the two '±' branches of the contour time in contrast to ordered systems where the self-energy fields depend only on time arguments with a single branch of the contour, respectively [37] (2.12,2.13) is guaranteed by the unitary time developmentÛ I ,Û II (2.8,2.9) in forward 't + ' and backward 't − ' direction on the time contour (2.10,2.11). The presence of the source fields j ψ; x (t p ) and j ψψ; x (t p ) creates Bose particles from the vacuum states |0 , 0| with the corresponding coherent state fields ψ x (t p ), ψ * x (t p ) and nonvanishing anomalous terms ψ x (t p ) ψ x (t p ) , ψ * x (t p ) ψ * x (t p ) . However, we have also to require in final relations for observables that the source terms j ψ; x (t p ), j ψψ; x (t p ) have the same values on the two branches of the time contour. This is defined by relation (2.14) with the vertical line and has to be added to the generating functions. Therefore, the required normalization property of ensemble averaged disordered systems is fulfilled and possible problems with limits in replica field theories or super-symmetric extensions are circumvented [38, 39] . According to the property of normalization at zero temperature (2.12,2.13), the Gaussian ensemble averages in model I and II (2.15,2.16) are well defined and can be transferred to other physical problems with disordered parts for generalized coherent states (as e.g. SU (2)-coherent states [35] )
. . .
14)
The normalized unitary time development at zero temperature (2.6-2.16) has to be modified in the case of a finite temperature. We briefly describe the suitably normalized generating function for finite temperature in the case of model I (static disorder, compare with the Hamilton and unitary time development operators (2.1,2.8) for model I). The inclusion of the grand canonical statistical operator exp{−β(ĥ I − µN )} witĥ 
The ensemble averaged generating function
19) for finite temperatures is given by the sum of averaged generating functions Z I,n [J , β] (2.23) with increasing number of fields in Z β [V I ] n so that the large (n → ∞, n ∈ N 0 ≥ 0) limit of field theories has to be considered. The unitary time development operatorÛ I is determined by the relation (2.8) with the operatorĤ I (ψ + x ,ψ x , V I ) (2.17,2.1) which includes the symmetry breaking source terms and additionally the 'exterior' source variable J for the observables
However, we restrict in this paper to zero temperature for the models I, II. A coset decomposition into densities and pair condensate terms is preferable in d = 2 spatial dimensions with a gradient expansion of a determinant leading to the Goldstone modes of a spontaneous symmetry breaking within a nonlinear sigma model [37, 28] . 
Ensemble averages in model I and II
The one-particle parts are given byĥ p (t p ) + V I ( x),ĥ p (t p ) + V II ( x, t) which consist of the common Hamilton operatorĥ p (t p ) (2.26,2.27) with the kinetic energy, the trap potential u( x), the chemical potential µ 0 , the energy operator −ı ∂/∂t p of the corresponding branch of the contour time and the random potentials
. Note the inclusion of the small imaginary energy increment −ı ε p (2.26) on both branches of the time contour which allows the selection between advanced and retarded Green functions. This imaginary increment −ı ε p determines a direction for the time development so that the coherent state path integrals (2.24,2.25) are well defined for all kinds of effective energies whether vanishing, bounded or unboundedĥ
The symmetry breaking source terms j ψ; x (t ± ), j ψψ; x (t ± ) (2.28,2.14) for the creation of a coherent BEcondensate wavefunction and pair condensates have to be set to the same values on the two branches of the contour time in the final relations for observables with vanishing 'exterior' source J ba x ′ , x (t ′ q , t p ). We perform a 'Nambu'-doubling of the coherent state fields ψ x (t p ) on the time contour with its complex conjugated fields ψ * x (t p ) in order to obtain also anomalous terms as ψ x (t p ) ψ x (t p ) by a single differentiation with J ba x ′ , x (t ′ q , t p ). We denote this 'Nambu'-doubled field by Ψ a(=1/2) x (t p(=±) ) (2.29,2.30) (with capital 'Ψ' instead of the lower-case letter 'ψ') and introduce the additional indices (a, b = 1, 2) for referring to ψ x (t p ) (a = 1) or to the complex conjugated part ψ * x (t p ) (a = 2). There are two possible orders of the four component 'Nambu'-doubled field Ψ a(=1/2) x (t p(=±) ). In the listing (2.29) one gives priority with respect to the two branches of the contour time so that the first two components of Ψ a x (t p ) are on the plus branch of t p=+ whereas the listing (2.30) prefers ordering with respect to the anomalous pair condensates contour time ordering : (2.29)
ordering for anomalous terms :
In the remainder we partially use a different notation for the coherent state field variables ψ x (tp(=±)), ψ * x ′ (t ′ q(=±) ) in the generating functions of models I, II in order to emphasize the complete independence of the fields ψ x (t + ) := ψ x,+ (t), ψ x (t − ) := ψ x,− (t) and also ψ * 
Therefore, one can also rewrite the 'Nambu'-doubled bilinear term (2.33) with a matrixM
and its integrations over contour times t ′ q , t p as follows (by using the metric η p , η q (2.10,2.11))
However, the fields Ψ 
The 'Nambu'-doubling J 
'ordering for anomalous terms' : (2.37)
The 'Nambu'-doubling of the source term j ψψ; x (t p ) for the pair condensate terms yields a matrixĴ ab ψψ; x (t p ) with local contour time dependence which can also be ordered in the two analogous kinds as the U (1) source term J 
'ordering for anomalous terms' : (2.39)
The source terms J a ψ; x (t ± ) andĴ ab ψψ; x (t ± ) have to be set to equivalent values concerning the two branches of the contour time t ± in the final relations for the observables or the saddle point equation (2.14). In the remainder the equivalent notations (2.40-2.43) for J a ψ; x (t p ) andĴ ab ψψ; x (t p ) will also temporarily occur as the equivalent notations for the coherent state fields and 'Nambu'-doubled matrices (2.33) 'contour time ordering' : (2.40)
'ordering for anomalous terms' :
'ordering for anomalous terms' : (2.43)
One has to apply the matrix formĴ
(2.44) in the case of two time contour integrations (2.45) with the bilinear fields Ψ +,b
In this section we have achieved the ensemble averages of the disorder models I, II with the coherent state path integrals
34,2.35). We have described the various forms and equivalent notations concerning the coherent state fields and matrices (2.29-2.33) on the Keldysh time contour t p=± . The 'Nambu'-doubling of source fields and matrices has also been incorporated for the creation of a coherent BE-wavefunction and pair condensate terms (2.36-2.45).
3 Hubbard-Stratonovich transformations for the repulsive and ensemble-averaged interactions in model I and II
Hubbard-Stratonovich transformation for repulsive interactions in model I and II
The repulsive interaction with parameter V 0 > 0 is a common part of the two disorder models I and II. Its Hubbard-Stratonovich transformation (HST) to a density matrixr ab x (t p ) (3.1,3.2) is accomplished by a dyadic product of the fields in the repulsive interaction term where we already insert the 'Nambu'-doubled form of the dyadic products withr
We introduce the self-energy matrixσ ab x (t p ) (3.3) for the repulsive interaction term with V 0 > 0 in the models I, II with static and dynamic disorder according to the symmetries of the resulting density matrix r ab x (t p ) (3.2) in the trace 'tr a,b ' over 'Nambu'-indices (3.1)
This self-energy matrixσ
3) has a local dependence in the spatial coordinates and also regarding the contour time. Therefore, the HST of the repulsive interaction or of its density matrix form with the trace 'tr a,b ' over the 'Nambu'-indices a, b = 1, 2 yields the relation (3.4) with hermitian action in a Gaussian factor of the self-energy and the hermitian coupling between density matrixr
3) describes the density term of the self-energy for the repulsive interaction whereas the complex field c x (t p ) = σ 12 x (t p ) and its complex conjugate c *
3) determine the anomalous terms of the interaction with V 0 > 0.
Hubbard-Stratonovich transformation for the disorder term in model I
and derivation of the mean field equations with the disorder-self-energy
The HST of the quartic, non-hermitian 'interaction term' for the disorder in model I is obtained by the dyadic product of fields in a similar manner as in section 3.1. The 'Nambu'-doubling with Ψ
with inclusion of the anomalous terms
We explicitly list the spatially local density matrixR ab x (t p , t ′ q ) in (3.6,3.5) with 'Nambu'-indices (a, b = 1, 2) and nonlocal time contour dependence with t p , t ′ q (p, q = ±) according to the contour ordering of fields as for Ψ a x (t p ) = Ψ a x,p (t) (3.8,2.29,2.31). Note that two different notations for the disorder-density matrix (3.6,3.7) can be used as in the cases of Ψ 
x,q (t ′ ) of fields (3.8) also applied with respect to the contour time order
The corresponding 'Nambu'-doubled disorder-self-energyΣ
I; x;pq (t, t ′ ) (3.9,3.10) has to fulfill the equivalent symmetry relations between its matrix elements as the disorder-density matrixR
. We also consider in (3.9,3.10) the two equivalent notations as for the disorder-density matrix (3.6,3.7). The disorder-self-energy (3.9,3.10) has a nonlocal dependence with respect to the contour times t p , t ′ q and contains density related terms labeled with the capital letter 'B' and pair condensate terms labeled with the capital letter 'Ĉ'. The basic matrices of the disorder self-energyΣ
for density related terms. The basic matrices for the anomalous parts are given byĈ x (t + , t 
for the pair condensates in the disorder-self-energy as in relation (3.9,3.10). Furthermore, one has to require the symmetry restrictions (3.11) for these basic matrices of Σ ab I; x (t p , t ′ q ),Σ ab I; x;pq (t, t ′ ). The two equivalent notations concerning the nonlocal contour time dependence are also tabulated in relation (3.11) for the symmetries of the 'B' and 'Ĉ' matrices. These two notations clarify the symmetry relations with complex conjugation, transposition and hermitian conjugation (see following examples for complex conjugation B x (t p , t
We use relations (3.5) to (3.11) for the HST of the ensemble averaged disorder term I with nonlocal time dependence and with the symmetries following from the 'Nambu'-doubling. A 'non-hermitian' Gaussian factor of the disorder-self-energyΣ ab I; x (t p , t ′ q ) and its coupling to the disorder-density matrixR ab x (t p , t ′ q ) result in place of the quartic, non-hermitian interaction of fields derived from the ensemble average with
Substituting the terms of the HST's (3.4,3.12) and the 'Nambu'-doubled symmetry breaking source terms into Z I [J ] (2.34), we acquire the ensemble averaged coherent state path integral of model I with the selfenergyσ ab x (t p ) of the repulsive interaction and the disorder-self-energyΣ ab I; x (t p , t ′ q ). Moreover, we perform the 'Nambu'-doubling (3.14-3.17) on the one-particle terms in Z I [J ] so that relation (3.13) for Z I [J ] only consists of 'Nambu'-doubled parts withΣ
The 'Nambu'-doubled one-particle HamiltonianĤ ba x ′ , x (t ′ q , t p ) has to take the form as in (3.14) for a chosen contour time ordering with the partĥ p (t p ) (3.15) and its transposeĥ 
The contour energy operatorÊ p = ı ∂/∂t p (3.17) is antisymmetric with respect to transposition whereas the other terms ofĥ p (t p ) are symmetric under transposition. It has been mentioned in the introduction that the self-energyσ ab x (t p ) of the repulsive interaction can be considered as a subalgebra (with being the direct product of M times sp (2)), concerning the 'larger' disorder-self-energyΣ ab I; x (t p , t ′ q ). This disorderself-energy can itself be regarded as an element of the symplectic Lie-Algebra sp(4M ), with respect to the number of independent parameters which is given by 4M · (4M + 1)/2 [27, 26] , [28, 37] ; (The parameter M ∈ N > 0 denotes the number of discrete time intervals or steps during time development between −T 0 /2 < t p,j < +T 0 /2 for times of a single branch of the contour (p = fixed ± value, 0 < j < M − 1, t p,j = ∆t · j). This important observation allows to shift the disorder-self-energyΣ 
After these shifts ofΣ 
In order to derive the saddle point equation, we have to perform the first order variation of the actions in Z I [J ] (3.23) with respect to the disorder-self-energyΣ 
[time] (3.26)
Moreover, we have to consider a kind of typical 'level spacing' 'e' (3.30,3.31) which follows from the fundamental discreteness of spatial and time-like variables and fields in Z I [J ] (3.23). A dimensionless parameter V 0 (3.30) replaces the repulsive interaction strength V 0 after scaling with a kind of 'mean level spacing' 'e' (3.31) known from random matrix theories. Additionally, we introduce the dimensionless quantity ξ I (3.32) as the quotient of the second moment related disorder parameter R 2 I to the parameter V 0 of the repulsive interaction so that the complex parameter µ 
The sum t p,k ,t ′ q,l over discrete time contour variables in (3.38) is defined without the metric η p , η q which has therefore to be included separately with the sum p,q=± over the contour time branches. However, the metric η p , η q has to appear in the appropriate terms of Z I [ J ] (3.38) where a contour integration is really performed with the negative sign for the propagation in the backward direction of a time development.
The variation of Z I [ J ] (3.38) with respect to δ Σ ab I; xi (t p,k , t ′ q,l ) has to be accomplished with great care, implementing the particular discreteness of the contour time with its two branches and the sign (η p = p, η ± = ±) for forward and backward propagation 
The nondiagonal parts Σ ab I; xi (m + 1; t p=±,k , t ′ q=∓,l ) reappear at every iteration step due to the source field J c ψ; y i ′ (τ p ′ ,k ′ ) for the creation of a coherent BE-wavefunction. The anomalous parts ψ x (t p ) ψ x (t p ) follow from the source matrix J ab ψψ; xi (t p,k ) = 0 (for a = b; a, b = 1, 2) which has a diagonal contour time dependence, but nondiagonal terms (a = b) for the creation of pair condensates.
In the case of a time independent trap potential, the solution Σ ab I; xi (t p,k , t ′ q,l ) simplifies to Σ ab I; xi;pq (t k − t ′ l ) whose Fourier transform therefore takes the form Σ ab I; ξ;pq (ω) with a dimensionless frequency ω and dimensionless spatial vector ξ. In this case the disorder-self-energy and one-particle Hamiltonian reduce to Σ 
The Green function M 
Note that the disorder-self-energy Σ ab I; ξ;pq (ω) in (3.50) also depends on the frequency ω and therefore has to coincide with the resulting eigenvalue ω N on the right hand-side of (3.50). Since the generalized eigenvalue problem (3.50) becomes non-hermitian due to the iterations for the continued fraction, we have to introduce left and right eigenvectors Ψ (ω N ) and eigenvalues ω N of (3.50)
The generalized eigenvalue problem (3.50) has to be considered at every iteration step m → m + 1 of the continued fraction, but reduces to the solution of the radial part of (3.50) for a rotational symmetry. The non-diagonal parts of the disorder-self-energy Σ ab I; ξ;pq (ω) are reminiscent of the Bogoliubov-de Gennes equations for superconductivity where the nondiagonal, anomalous parts are an important ingredient of BCS theory. The nondiagonal 'Nambu' parts (a = b, a, b = 1, 2) in (3.50) correspond to such pair condensates as ψ ξ,p (ω) ψ ξ,p (ω) (in the bosonic case), and the nondiagonal contour time parts '+−' and '−+' are related to quasiparticles created by defects and disorder (for a classification of various types of disorder see [17] ). Since both anomalous parts (pair condensates and anomalous disorder effects) are taken into account in (3.50), we have described the exact mean field theory with the 4 × 4 disorder-self-energy Σ ab I; ξ;pq (ω).
Hubbard-Stratonovich transformation for the disorder term in model II
and derivation of the mean field equations with the disorder-self-energy of a local time dependence
The various steps of the derivation for the saddle point equation (3.41,3 .42) in section 3.2 can be conveyed to model II with dynamic disorder. Apart from the common repulsive interaction with strength V 0 in both models, the 'non-hermitian' ensemble averaged quartic interaction depends only on a single time variable, but includes the averaging effect of V II ( x, t) in the two time contour indices (p, q = ±) (2.35). The resulting 'Nambu'-doubled density matrixR ab x;pq (t) (3.55,3.56), following from the dyadic products of 'Nambu'-doubled Bose fields, therefore has only a single time variable, but two contour indices (p, q = ±) for forward and backward propagation apart from the 'Nambu' indices (a, b = 1, 2) 
Consequently, the HST for the disorder term in model II can be performed as in relation (3.57) where the doubled disorder-self-energyΣ ab II; x;pq (t) ∈ sp(4) (3.58) has to fulfill the equivalent symmetry relations (3.59,3.60) as the density matrixR ab x;pq (t) (3.56) .35), we obtain the ensemble averaged coherent state path integral Z II [J ] (3.61) for dynamic disorder and also extend the 'Nambu'-doubling to the source terms and one-particle partĤ ba x ′ , x (t ′ q , t p ) (3.14-3.17)
In analogy to (3.13-3.25) in model I, the disorder-self-energyΣ ab II; x;pq (t) with local time dependence can be shifted by the self-energyσ ab x (t p ) of the repulsive interaction and by the source termĴ 
The remaining Gaussian factors with the quadratic self-energyσ ab x (t p ) of the repulsive interaction and its coupling toΣ ab II; x;pq (t),Ĵ ab ψψ; x (t p ) can be integrated out completely as in section 3.2
Substituting (3.66) into (3.64), we finally achieve the ensemble averaged generating function Z II [J ] (3.67) for zero temperature with the disorder-self-energyΣ ab II; x;pq (t) (3.58) as the only field variable and the matrix M ba II; x ′ , x (t ′ q , t p ) (3.65)
The scaling of the disorder-self-energy and the other energy parameters to dimensionless quantities is listed in relations (3.69-3.78)Ĥ ba
The coherent state path integral Z II [J ] (3.67) is transformed to relation (3.79) with discrete spatial and time-like variables of the dimensionless parameters and fields defined in (3.69-3.78)
A functional Taylor expansion can be performed on the actions in (3.79,3.80) with respect to δ Σ ab II; xi;pq (t k ) as in section 3.2. We restrict to the vanishing of the first order variation in (3.79) and so derive a mean field equation (3.81,3.82) for dynamic disorder with a dependence on the disorder-self-energy as the only remaining field variable
We also have to consider the originally introduced imaginary increment −ı ε p (2.25) for time reversal symmetry breaking so that these convergence properties are consequently transferred to the disorder-selfenergy in the continued fractions. The iteration m → m + 1 of Σ ab II; xi;pq (m; t k ) in the continued fractions follows in analogy to section 3.2 and equations (3.43) to (3.45) starting from the free Green function with Σ ab II; xi;pq (m = 0; t k ) ≡ 0 1
The nondiagonal parts Σ ab II; xi;p=±,q=∓ (m + 1; t k ) of the contour time also occur at every iteration step due to the source field J 
We also assume the completeness of the orthonormalized eigenfunctions (3.93,3.92) as in section 3.2 for model I. The eigenvalue problem (3.90-3.94 ) is reminiscent of the Bogoliubov-de Gennes equations and the Nambu-Gorkov Green functions in the theory for superconductivity [14] - [16] , [20] - [23] . It has to be solved at every iteration step of the continued fractions, but is easier to solve as in the case of the static disorder because the disorder-self-energy is time independent for a trap potential having only a spatial dependence. The iteration procedure can be further simplified in the case of spatial symmetries.
4 Determination of the observables from the derivative with the source term
The U (1) invariant density 'lim δt+→0+ Ψ (t + , t + + δt + ) and the appropriate normalization. Since a field operatorψ x (t p ) and its hermitian conjugateψ + x (t p ) must not act at the same space time point due to the infinite delta function of the corresponding commutator at coincidence of time, a limit process (lim δtp→0p . . ., p = ±) has to be performed for the density terms at the same branch of the contour time. The corresponding relations for static and dynamic disorder are tabulated in Eqs. (4.1) to (4.5) with the matricesÔ 
We can disentangle the general relations (4.1-4.7) by Fourier transformation to energy momentum space for a time independent trap potential. The non-equilibrium Green functionsÔ
(ω) (4.8-4.15) and are analogous to the 'Nambu-Gorkov' Green function formalism for superconductivity [14] - [16] , [20] - [23] . In the case of d = 3 spatial dimensions, we have to consider the zero momentum state in the summation over wave-vectors k . . . explicitly (4.8) [2, 3] . The mean field equations (3.41-3.45), (3.81-3.85 ) are mainly applied in three spatial dimensions whereas the two dimensional case should be treated preferably by spontaneous symmetry breaking for the derivation of a nonlinear sigma model and requires different HST transformations than the ones described in this paper (see section 5 and [37, 28] 
The coherent BE-wavefunction ψ BEC ( x, t + ) is obtained by differentiating Z 
We can transform the above relation (4.19) to energy momentum space which simplifies for a homogenous translation invariant system with u = u(∆ k = 0) and J c ψ; k
In the thermodynamic limit j → 0, a finite coherent BE-wavefunction ψ BEC for a homogenous system remains if an 'effective zero eigenvalue' appears in the denominators of (4.21,4.22). The order of magnitude of the BE-wavefunctions ψ BEC (4.21,4.22) can then be estimated as follows
Using the properties of non-equilibrium Green functions [33] , the U (1) invariant density of non-condensed atoms 'lim δt+→0+ Ψ +,b=1 x (t + ) Ψ a=1 x (t + + δt + ) ' contains the density |ψ BEC | 2 of the coherent BEC wavefunctions (4.20-4.22) which is subtracted from the total density given by the first terms in (4.17,4.18)
The corresponding relations for the bosonic anomalous or pair condensate terms ψ x (t + ) ψ x (t + + δt + ) = Ψ +,b=2 x (t + ) Ψ a=1 x (t + + δt + ) can be taken from Eqs. (4.1) to (4.18) by setting the index 'b = 1' in these equations to the value 'b = 2'. This follows from the 'Nambu' doubling of fields where Ψ +,b=2 x (t + ) is equivalent to ψ x (t + ). The limit process lim δt+→0+ need not be considered for the anomalous parts ψ x (t + ) ψ x (t + + δt + ) whereas the limit process is of central importance for the density term (4.4,4.9) lim δt+→0+ ψ * x (t + ) ψ x (t + + δt + ) because one must not compute with the operatorψ x (t) and its hermitian conjugateψ + x (t) at the same space time point in coherent state path integrals of many body theory.
Summary and conclusion for d = 2 spatial dimensions
It has already been mentioned that the derived mean field equations (3.41-3.45), (3.81-3.85) for static and dynamic disorder in sections 3.2, 3.3 are particularly applicable for d = 3 spatial dimensions because of the singularity of the density of states at k ≡ 0. Since the mean field approach is less applicable in d = 2 dimensions, we briefly describe and point out an alternative method [37, 28, 24] which extracts the Goldstone modes from a spontaneous symmetry breaking in a nonlinear sigma model for the anomalous pair condensates. According to this procedure of spontaneous symmetry breaking, the HST transformation has to be considered in a different way with so-called 'hinge'-functions δΣ aa x;pq (t) (5.1,5.6), δσ aa x (t p ) (5.13-5.17) as subgroups of the 'larger' symmetry groups of the total disorder-self-energy and the self-energy of the repulsive interaction. Using these modified HST's, a nonlinear sigma model can be derived from spontaneous symmetry breaking and a gradient expansion for the Goldstone modes. After introducing the block diagonal densities as 'hinge'-functions, they can be eventually removed from the determinant and the part for the coherent-BE wavefunction with the bilinear source field J a ψ; x (t p ). They remain in Gaussian integrals and parts of the factorized invariant measure and can be eliminated by integration with a coupling to the source matrix for the anomalous terms. In order to acquire the HST for the disorder-self-energy of model II, we introduce the diagonal self-energy σ RII ( x, t) ∈ R 'hinge' functions : δΣ x;pq (t) (5.1) δc x;pq (t) ∈ C; δB x;++ (t), δB x;−− (t) ∈ R ; δB x;+− (t) ∈ C (5.2) δΣ 11
x;pq (t) = δB x;++ (t) δB x;+− (t) δB * x;+− (t) δB x;−− (t)
x;pq (t) = δB x;++ (t) δB * x;+− (t) δB x;+− (t) δB x;−− (t) δΣ RII ( x, t) η p δ p,q + δΣ RII ( x, t) η p δ p,q + δΣ In a similar manner the repulsive interaction term can be transformed with a diagonal self-energy σ After several transformations we finally achieve a coherent state path integral (5.21) which only depends on the anomalous terms, determined by the matricesT ab pq ( x, t) (5.25-5.27) of the coset part Sp(4)\U (2), and on the self-energy σ V0 ( x, t p ) of the repulsive interaction. We list as starting point for a gradient expansion the relation (5.21) where the block diagonal 'hinge' functions δΣ aa x;pq (t) are still present in Gaussian factors which are to be removed by integration after a change to the corresponding invariant measure for Sp(4)\U (2) ⊗ U (2). The diagonal self-energy σ RII ( x, t) has already been absorbed by a shift into σ [40, 41] , the coefficients reduce to one point functions in the spatial isotropic case which allow computations by saddle point approximations for the coefficients containing the self-energy σ V0 ( x, t p ).
The one dimensional case with white noise disorder can be preferably treated by transfer matrices of ensemble averaged generating functions because large fluctuations about mean field solutions may occur [29] - [31] . One can also try to extend the transfer matrix approach to d = 2 spatial dimensions by approximating and restricting to the lowest momentum modes perpendicular to the transfer direction [31] .
