The process assumed to generate the data is a simple regression model, namely, (1) y, = f3x + u, for t = 1, 2,. . ., T,
where Yt is the tth observation of the dependent variable, x, is the tth value of a control variable, ,B is an unknown scalar parameter, and u, is the tth unobserved random error term. The u,'s are normally and independently distributed, each with mean zero and common known variance, which without loss of generality will be taken to be one. Further, we assume our prior knowledge at the time x, is selected can be represented by a normal distribution with mean ml and precision (the reciprocal of the variance) h,. It is readily verified that the distribution on the unknown parameter at the time of the tth decision will be normal with precision satisfying the difference equation If one had a locally uniform initial prior on ,B and previous observations were available, mt would be the least squares estimator and l/ht its variance. Subsequently N(m, h) will denote a normal distribution function with mean m and precision h.
Given initial prior N(ml, h,) on ,B, the control problem is to select the xt sequentially so as to minimize the sum of the expected losses ( 
4) E L I qt(yt)]
where the qt are the non-negative losses, E is the expectation operator, and x,2 < t. Besides assuming E[qt(yt)] exists when ,B is normally distributed, we require its derivative with respect to m to exist and be continuous with respect to xt for x2 < Kh. REMARK 1: This constraint set is invariant to the units in which xt is measured, a result needed to prove Theorem 1, and is compact, which is needed to insure existence of optimal decisions. Alternatively we could have removed this constraint and imposed conditions on the loss functions to insure all optimal decisions were finite. T. This is the infimum for the sum of the expected losses for periods t through T inclusive given prior N(mt, ht) on ,B at time t. As the initial prior has been assumed normal, the prior at the time of the tth decision will necessarily be normal. By backward induction (6) ft(mt, ht) = min E[qt(yt) + ft+ 1(mt+ 1, ht+ 1)xt, mt, ht], x2 <, Kht, for t = 1,..., T with fT+ 1 = 0. Because x is constrained to a compact set, the infimum is obtained and the minimum operator may be used in (6). The first term in the expectation measures the effect of decision xt upon the loss in the current period while the second the effect upon future losses giv.-n optimal future behavior.
Let
From (2), the larger x 2, the more precise will be the future knowledge of / as the precision (variance) of the posteriori will be larger (smaller). Current decisions affect future as well as current losses so there will be a trade off between stabilization and experimentation. We were surprised at the difficulty encountered in proving this obvious result that more precise is better than less precise information.
Suppose before selecting decision t, the results of the experiment x (the distribution of y being N(f,x, 1)) may be observed. The location parameter of the distribution on /B at time t will be s' rather than s as a result of this additional observation. This result implies the optimal decision will be larger in absolute value than the one which minimizes expected loss in the current period, so the optimal policy is to sacrifice some stability in order to gain information. The optimal decision for ht = 1 is of the form
where x? minimizes the right side of (9). In general the optimal decision will be (1 9) xo = hIx?(st); the optimal decision in each period is equal to the scale parameter of the prior at time t times a function of the location parameter.
NUMERICAL ANALYSIS FOR QUADRATIC LOSS
In this section the loss functions will be restricted to be quadratic: To apply the theorem of the previous section, the x2 must be constrained by Kht for some K. We let T K= EZd7. In the subsequent section the performance of these alternative decision rules will be compared with the optimal procedure.
Some Results
The optimal, certainty equivalence, and myopic decision rules and their corresponding expected losses were computed for a number of sets of targets {dt}. Table I presents the minimal expected loss as a function of the location parameter s1 for a number of examples with the same target in every period. The expected losses are decreasing functions of Isli, demonstrating more precise knowledge of the unknown parameter is preferable. Table II gives the value of the decision rules at selected s1 for the optimal and the alternative procedures. The table assumes the prior on /B has precision 1, but it may be used to find the appropriate decisions in the more general situation by multiplying its entries by the scale parameter h-. The table may also be used to obtain decision values for negative s, as the functions are asymmetric. With the optimal procedure different decision rules are used in each period. The optimal rule for period t is, of course, the optimal first period rule for the T -t + 1 problem. In other words, the optimal decision t depends only upon the prior at the time of the tth decision and the targets in the periods remaining in the process. As can be seen from Table II , the optimal xo are larger in absolute value than the myopic x1y, the difference reflecting the degree of experimentation. The longer the planning horizon and the greater the degree of uncertainty, the more experimentation is optimal. For values of the location parameter larger than 2.0, the first period optimum decision is almost the same for T = 2, T = 4, and T = 6 and about the same as that for the myopic rule but not the certainty equivalence rule.
A comparison of the performance of the alternative with the optimal rules is found in Table ILL The myopic rule is superior to the certainty equivalence rule with near optimal performance over a wider range that probably includes most cases encountered in economics. Its performance is worse the greater the degree of uncertainty and longer the planning horizon, namely when one would expect experimentation to be important. A number of three period problems having targets varying among periods were evaluated and are summarized in Table IV . The larger future targets and the smaller the current target, the more important is experimentation. This is easily explained as increasing future targets increases the payoff for experimentation while reducing the current target reduces experimentation costs.
The Moving Horizon Rule
Three considerations lead us to examine the performance of a first order moving horizon scheme. With this rule, the decision maker looks one period ahead, selecting the decision which would be optimal if the next period were the last. First, Theil [6, pp. 154-6] suggested a moving horizon approach as an approximate solution to an infinite period planning problem. Second, in the previous section we found the amount of experimentation for the two and the six period problems differed by only a small amount, suggesting that little is gained by looking further into the future. Finally, it is easily computed and one is not constrained by computation considerations to a formulation involving but a single state variable.
With this rule for t < T, the xt selected minimizes For t = T, the myopic rule is used. For our problem this procedure is an excellent approximation, particularly when the targets are large. From Table V, its expected loss is less than a half a per cent greater than the minimal obtainable value when the targets are 16 in every period and within 2 per cent when they are 4. When Isti < 2, which generally is not the case in economic applications, this rule performs better than the myopic procedure.
Misspecification of Error Variance
As part of the problem statement, the variance of the error term a2 was assumed known. In most applications, however, this will not be the case, and a, must first be estimated. This is not a serious drawback to our analysis as the optimal decision rule is surprisingly insensitive to errors in specifying o2, at least, in the range of uncertainty where experimentation is important. If lsti is not small and experimentation unimportant, the myopic rule can be used. Since the myopic rule is easily computed (see [7] ) even if U2 is treated as a second unknown parameter, there is no need to estimate a2 when using this rule.
Suppose observations are available beginning with period t = N < 0, a locally uniform prior describes the decision maker's initial knowledge of /B, and We found this error of incorrectly specifying the precision of the prior has little effect upon the performance of the optimal decision rule when IstJ < 1. On the other hand, when Isj is reasonably large, the myopic procedure is nearly optimal. This suggests the following decision rule: xe~~~ex |x (,,/ s e t), istj < 1 and t < T, x7y(st) otherwise.
Note, when Isjl < 1 and t < T, X4 is the decision value obtained by substituting the incorrect precision h' for h, in the optimal decision rule (19). For all the examples considered, the increase in expected losses resulting from the use of X4 is surprisingly small. When the error in a2 is 25 per cent, Table VI reveals a maximum increase of 3 per cent. Even with a 50 per cent error, the increase is at most 8 per cent and is generally much less. The percentage increases were almost the same for all planning horizons between 2 and 6, the only cases considered in this study. Similar results held when there were unequal targets. Given these results, it would be surprising if a scheme treating U2 as a second unknown parameter would perform significantly better than one where it is estimated.
Summary
A multi-period control problem was analyzed using numerical methods. The principle conclusions are these:
(i) The certainty equivalent approach is a reasonable procedure only when uncertainty in the unknown parameter is small, say when the ratio of the prior's mean to its standard deviation is at least 4 in absolute value.
(ii) The myopic procedure performance is nearly optimal over a wider range. But, when iSti < 2, experimentation becomes a relevant consideration; e.g., it pays to select a decision larger in absolute value than the one which minimizes current expected loss in order to obtain improved information about the unknown parameter.
(iii) The more periods remaining in the planning horizon, the more important is experimentation.
(iv) The first order moving horizon scheme is an excellent approximation to the optimal solution and is easily computed even for more complex problems. 
