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Abstract
This work deals with automatic text document classification. Text classification is
a process of labelling documents with thematic categories from a predefined set of
categories. Results of this work are supposed to be used by the Czech News Agency
(CˇTK). Three known classification techniques were chosen for experiments in this
work: naive Bayes, support vector machines and maximum entropy. A lemmatizer
and a POS–tagger were used for the text pre–processing. Four sets of documents
were created based on the different feature selection criteria. All experiments were
performed on the Czech corpus using the MinorThird toolkit. Experiments show
that all classifiers perform well with slightly different recognition accuracy. The
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1 U´vod
Automaticka´ klasifikace textovy´ch dokument˚u je proble´m zalozˇeny´ na strojove´m
ucˇen´ı, u ktere´ho dosˇlo zejme´na v posledn´ıch letech k velke´mu rozvoji. Du˚vodem je
prˇedevsˇ´ım neusta´le se zveˇtsˇuj´ıc´ı mnozˇstv´ı dokument˚u v elektronicke´ podobeˇ, ktere´
je potrˇeba neˇjaky´m zp˚usobem strukturovat a organizovat. Jednou z mozˇnost´ı je
rozdeˇlovat dokumenty do skupin na za´kladeˇ kategorie, do n´ızˇ na´lezˇ´ı. Prˇiˇradit ka-
tegorii manua´lneˇ, jak tomu bylo v drˇ´ıveˇjˇs´ıch doba´ch, dnes uzˇ vsˇak mnohdy nen´ı
proveditelne´, a je tedy potrˇeba tuto cˇinnost neˇjaky´m zp˚usobem zautomatizovat.
A pra´veˇ automaticke´ prˇiˇrazova´n´ı kategorie textovy´m dokument˚um je oblast, ktere´
se budu v te´to pra´ci veˇnovat.
Tato pra´ce si klade za c´ıl prostudovat metody pouzˇ´ıvane´ v oblasti automaticke´
klasifikace textovy´ch dokument˚u a vybrat z nich techniky, ktere´ budou otestova´ny
na dodany´ch datech. K tomu je potrˇeba vyhledat vhodny´ na´stroj pro klasifikaci
textovy´ch dokument˚u, cozˇ je dalˇs´ı z c´ıl˚u te´to pra´ce. Prostrˇednictv´ım zvolene´ho
na´stroje budou provedeny experimenty a porovna´ny jejich vy´sledky.
Na´sleduj´ıc´ı dveˇ kapitoly te´to pra´ce jsou teoreticke´. Kapitola 2 je obecny´m
u´vodem do problematiky klasifikace textovy´ch dokument˚u. Kapitola 3 je veˇnova´na
popisu vybrany´ch algoritmu˚, jimizˇ jsou naivn´ı Bayes˚uv klasifika´tor, support vector
machines a maxima´ln´ı entropie. V kapitole 4 lze nale´zt vy´cˇet vyhledany´ch na´stroj˚u
pro klasifikaci vcˇetneˇ kra´tke´ho popisu kazˇde´ho z nich. Soucˇa´st´ı te´to sekce je take´
srovna´n´ı teˇchto klasifika´tor˚u a popis vybrane´ho. Obsahem kapitoly 5 je popis u´pravy
zdrojovy´ch dat prˇed jejich pouzˇit´ım pro klasifikaci, na´vrh a vy´sledky experiment˚u.
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Tato kapitola je uveden´ım do problematiky automaticke´ klasifikace textovy´ch doku-
ment˚u. Za definic´ı proble´mu, ktera´ je obsahem prvn´ı cˇa´sti, na´sleduje shrnut´ı technik,
jezˇ se velmi cˇasto pouzˇ´ıvaj´ı pro u´pravy zdrojovy´ch dat. Trˇet´ı cˇa´st pak prˇedstavuje
shrnut´ı d˚ulezˇite´ho kroku prˇedcha´zej´ıc´ımu samotne´ klasifikaci, ktery´m je vy´beˇr prˇ´ı-
znak˚u. V za´veˇrecˇne´ sekci je popsa´no, jak takova´ klasifikace prob´ıha´ a z jaky´ch fa´z´ı
se skla´da´.
2.1 Definice klasifikacˇn´ı u´lohy
Publikace [22] definuje kategorizaci text˚u jako u´kol prˇiˇradit booleovskou hodnotu
kazˇde´mu pa´ru < dj, ci >∈ D×C, kde D zastupuje soubor dokument˚u
a C = {c1, c2, ..., cN} je mnozˇina prˇeddefinovany´ch kategori´ı. N zastupuje pocˇet
teˇchto kategori´ı. Hodnota T (true cˇi 1) znamena´ rozhodnut´ı prˇiˇradit dokumentu dj
kategorii ci, zat´ımco hodnota F (false cˇi 0) indikuje opak. Forma´lneˇji lze pak prob-
le´m klasifikace dokument˚u charakterizovat jako u´kol nahradit nezna´mou c´ılovou
funkci Φ˘ : D × C → {T, F}, popisuj´ıc´ı jak by dokumenty meˇly by´t klasifikova´ny,
funkc´ı Φ : D×C → {T, F}, ktera´ je jej´ı aproximac´ı. Funkci Φ nazy´va´me klasifika´tor
nebo take´ pravidlo, hypote´za cˇi model.
Kategorie, respektive trˇ´ıdy, jsou pouha´ symbolicka´ oznacˇen´ı a jsou definova´ny
cˇloveˇkem na za´kladeˇ toho, k jake´mu u´cˇelu bude klasifikace slouzˇit. V za´vislosti na
vyuzˇit´ı pak lze take´ rozdeˇlit kategorizaci do dvou za´kladn´ıch skupin. Prvn´ı z nich
zahrnuje prˇ´ıpady, kdy je c´ılem prˇiˇradit kazˇde´mu dokumentu pra´veˇ jednu kategorii
(tzv. prˇ´ıpad single–label). Do druhe´ skupiny patrˇ´ı klasifikacˇn´ı u´lohy s mozˇnost´ı
prˇiˇradit kazˇde´mu dokumentu v´ıce kategori´ı (tzv. prˇ´ıpad multi–label). Specia´ln´ım
prˇ´ıpadem prvn´ı skupiny je tzv. bina´rn´ı klasifikace, kde je potrˇeba vybrat pra´veˇ jednu
ze dvou trˇ´ıd. Zdroj [22] poznamena´va´, zˇe bina´rn´ı klasifikace a s n´ı i cela´ skupina
single–label je obecneˇjˇs´ı nezˇ druha´ mozˇnost s prˇekry´vaj´ıc´ımi se kategoriemi. Hlavn´ım
d˚uvodem je fakt, zˇe proble´m multi–label charakteru lze rozdeˇlit na N neza´visly´ch
proble´mu˚ bina´rn´ı klasifikace, obra´ceneˇ to vsˇak nefunguje. Algoritmy pro multi–
klasifikaci nelze pouzˇ´ıt, kdyzˇ je c´ılem vybrat pouze jednu trˇ´ıdu, protozˇe nezˇa´douc´ım




Algoritmy strojove´ho ucˇen´ı lze rozdeˇlit do dvou za´kladn´ıch skupin. Jednou z nich
jsou metody ucˇen´ı s ucˇitelem, druhou pak ucˇen´ı bez ucˇitele. Liˇs´ı se na za´kladeˇ
toho, zda k natre´nova´n´ı pouzˇ´ıvaj´ı oznacˇena´ vstupn´ı data cˇi nikoliv. Klasifikace
textovy´ch dokument˚u je typicky´m za´stupcem metod ucˇen´ı s ucˇitelem, ktera´ tato
data vyzˇaduj´ı. Nasˇ´ım prvn´ım krokem prˇi vytva´rˇen´ı jake´hokoli klasifika´toru by tedy
meˇlo by´t opatrˇen´ı si korpusu, neboli souboru pocˇ´ıtacˇoveˇ ulozˇeny´ch dat, prima´rneˇ
slouzˇ´ıc´ımu k jazykove´mu vy´zkumu [12]. Pro u´cˇely klasifikace se jedna´ o soubor doku-
ment˚u, ktere´ jizˇ byly manua´lneˇ cˇloveˇkem spra´vneˇ zarˇazeny do jedne´ z rozpozna´-
vany´ch kategori´ı. Prˇed pouzˇit´ım teˇchto dokument˚u pro vytva´rˇen´ı klasifika´toru je
veˇtsˇinou nutne´ upravit je do podoby, kterou bude umeˇt klasifika´tor zpracovat. Tento
proces je neˇkdy nazy´va´n parametrizace a jeho prvn´ım krokem nejcˇasteˇji by´va´ toke-
nizace textu.
2.2.1 Tokenizace
Tokenizace oznacˇuje proces rozdeˇlen´ı textu na cˇa´sti nazy´vane´ tokeny. Teˇmi by´-
vaj´ı nejcˇasteˇji slova, ale neˇkdy take´ cˇ´ısla, fra´ze, symboly cˇi interpunkcˇn´ı zname´nka.
Je–li nasˇ´ım u´kolem rozdeˇlit text na jednotliva´ slova, jisteˇ na´s napadne ucˇinit tak na
za´kladeˇ b´ıly´ch znak˚u, tedy mezer, tabula´tor˚u apod. Ovsˇem rozdeˇl´ıme-li text podle
mezer, z˚ustanou na´m veˇtsˇinou soucˇa´st´ı slov interpunkcˇn´ı znaky, ktere´ by meˇly by´t
samostatneˇ. Pokud tyto znaky prˇida´me k b´ıly´m znak˚um, spolu se ktery´mi budou
slouzˇit jako oddeˇlovacˇe, vznikne na´m novy´ proble´m. Interpunkcˇn´ı znaky by´vaj´ı totizˇ
cˇasto soucˇa´st´ı slov a mı´sto jednoho tokenu tak vytvorˇ´ıme v´ıce samostatny´ch jed-
notek. Prˇ´ıkladem mohou by´t cˇ´ısla, kde jsou tis´ıce oddeˇleny mezerou (naprˇ. 100 000 ),
slova obsahuj´ıc´ı apostrof (rock´n´roll), oznacˇen´ı skla´daj´ıc´ı se z v´ıce slov (New York)
a mnohe´ dalˇs´ı prˇ´ıpady. U´loha tokenizace textu je tedy mnohem komplikovaneˇjˇs´ı, nezˇ
by se mohlo na prvn´ı pohled zda´t, a vyzˇaduje hlubsˇ´ı analy´zu konkre´tn´ıho jazyka.
2.2.2 Lemmatizace a stemming
V textech se obvykle vyskytuje v´ıce tvar˚u stejne´ho slova. V mnohy´ch prˇ´ıpadech,
vcˇetneˇ u´lohy klasifikace textovy´ch dokument˚u, mu˚zˇe by´t uzˇitecˇne´ prˇeve´st vsˇechny
tyto tvary na jediny´ za´kladn´ı, cozˇ na´m umozˇn´ı naprˇ´ıklad spocˇ´ıtat, kolikra´t se
dane´ slovo v textu vyskytuje, nebo prove´st neˇkterou dalˇs´ı analy´zu slov jako urcˇen´ı
slovn´ıho druhu. K prˇevodu slova do jeho za´kladn´ı podoby slouzˇ´ı proces lemmatizace
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cˇi stemming. Zdroj [20, s. 69] stemming popisuje jako
”
obvykle hruby´ heuristicky´
proces, jenzˇ odsekne konce slov ve snaze o dosazˇen´ı c´ıle“, ktery´m je zredukovat
sklonˇovane´ tvary (am, are, is → be) a prˇ´ıpadneˇ odstraneˇn´ı derivacˇneˇ souvisej´ıc´ıch
forem slova (car, cars, car´s, cars´ → car). Lemmatizace pak dle te´hozˇ zdroje
”
deˇla´
veˇci spra´vneˇ s vyuzˇit´ım slovn´ıku a morfologicke´ analy´zy slova s c´ılem odstraneˇn´ı
pouze sklonˇovany´ch konc˚u a vra´cen´ı slova do za´kladn´ıho cˇi slovn´ıkove´ho tvaru,
zna´me´ho jako lemma“. T´ımto za´kladn´ım tvarem by´va´ naprˇ. pro podstatna´ jme´na
1. pa´d jednotne´ho cˇ´ısla, pro prˇ´ıdavna´ jme´na 1. pa´d jednotne´ho cˇ´ısla muzˇske´ho rodu
v kladne´m tvaru, u sloves infinitiv apod. Lemmatiza´tor je tedy na´stroj, jenzˇ prˇi
hleda´n´ı lemmatu slova prova´d´ı morfologickou analy´zu a k jeho cˇinnosti je potrˇeba
kompletn´ı slovn´ık. Stemmer oproti tomu vyzˇaduje me´neˇ znalost´ı. Rˇı´d´ı se pravidly
pro stemming, ktera´ jsou pro kazˇdy´ jazyk specificka´.
2.2.3 POS–tagging
Dalˇs´ı d˚ulezˇitou technikou, jezˇ ma´ v oblasti zpracova´n´ı prˇirozene´ho jazyka velmi
sˇiroke´ vyuzˇit´ı, je POS (part of speech) tagging, jenzˇ ma´ za c´ıl pro kazˇde´ slovo ve veˇteˇ
urcˇit odpov´ıdaj´ıc´ı jazykovou kategorii. Touto kategori´ı obvykle by´va´ slovn´ı druh,
jenzˇ je cˇasto spojeny´ s dalˇs´ımi uprˇesnˇuj´ıc´ımi informacemi, ktery´mi jsou naprˇ´ıklad
typ nebo mluvnicke´ kategorie. Znalost teˇchto informac´ı pak lze uplatnit i pro potrˇeby
klasifikace textovy´ch dokument˚u, nebot’ umozˇnˇuje zredukovat objem zdrojovy´ch dat
na za´kladeˇ dany´ch krite´ri´ı.
V souvislosti s taggova´n´ım dokument˚u v cˇeske´m jazyce, ktere´ budou zdro-
jem pro experimenty te´to pra´ce, je jisteˇ na mı´steˇ zmı´nit Prazˇsky´ za´vislostn´ı kor-
pus 2.0 (PDT 2.0) [13]. Jedna´ se o prob´ıhaj´ıc´ı projekt pro rucˇn´ı anotaci velke´ho
mnozˇstv´ı cˇesky´ch text˚u bohatou lingvistickou informac´ı, ktera´ zahrnuje oblast mor-
fologie, syntax i se´mantiku. Kromeˇ toho, zˇe obsahuje velke´ mnozˇstv´ı cˇesky´ch text˚u,
disponuje softwarovy´mi na´stroji pro prohleda´va´n´ı korpusu, anotaci dat a jazykovou
analy´zu.
2.3 Vy´beˇr prˇ´ıznak˚u
Texty slouzˇ´ıc´ı jako zdrojova´ data pro klasifika´tory jsou obvykle reprezentova´ny
jako vektory prˇ´ıznak˚u, neˇkdy nazy´vany´ch termy. Konkre´tn´ı dokument dj lze tedy
vyja´drˇit jako
−→
d j =< w1j , ..., wTj >, kde w jsou va´hy termu˚ a T je soubor termu˚,
ktere´ se vyskytuj´ı minima´lneˇ jednou v alesponˇ jednom dokumentu. Prˇ´ıznaky zde
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obvykle zastupuj´ı slova cˇi lemmata, ale nemus´ı tomu tak by´t vzˇdy. Ne vsˇechna slova,
ktera´ se v textu vyskytuj´ı, ovsˇem pouzˇ´ıva´me jako prˇ´ıznaky. Neˇktera´ slova, zejme´na
ta, jezˇ se v textu objevuj´ı velmi cˇasto, je obvykle mozˇne´ vynechat. Takovy´m slov˚um
rˇ´ıka´me stop slova.
K rozhodova´n´ı, ktera´ slova pouzˇ´ıt jako prˇ´ıznaky a ktera´ je mozˇne´ odfiltrovat
jako stop slova, existuje cela´ rˇada strategi´ı. Jednou z mozˇnost´ı je aplikace vy´sˇe
zmı´neˇne´ho POS–taggingu, jenzˇ na´m umozˇnˇuje ponechat slova pouze urcˇity´ch slov-
n´ıch druh˚u a zbytek odstranit. Jako uzˇitecˇne´ se na prvn´ı pohled jev´ı naprˇ´ıklad
podstatna´ a prˇ´ıdavna´ jme´na, slovesa cˇi prˇ´ıslovce. Naopak se zda´, zˇe cˇasto se v textu
vyskytuj´ıc´ı slovn´ı druhy jako prˇedlozˇky nebo spojky by pravdeˇpodobneˇ neprˇispeˇly
ke zvy´sˇen´ı u´speˇsˇnosti klasifika´toru.
Jako dalˇs´ı cˇasto vyuzˇ´ıvanou strategii, ktera´ jizˇ nevyzˇaduje pouzˇit´ı POS–taggeru,
lze uve´st pocˇ´ıta´n´ı cˇetnosti jednotlivy´ch slov a odstraneˇn´ı teˇch, ktera´ se ve trˇ´ıdeˇ
vyskytuj´ı nejcˇasteˇji. Tato cˇetnost mu˚zˇe by´t definova´na dveˇma za´kladn´ımi zp˚usoby.
Prvn´ı z nich je zjiˇst’ova´n´ı pocˇtu dokument˚u ve trˇ´ıdeˇ, ktere´ obsahuj´ı dany´ term
(document frequency). Druha´ varianta pak spocˇ´ıva´ ve vy´pocˇtu, kolikra´t se slovo
nacha´z´ı v dokumentech patrˇ´ıc´ıch do urcˇite´ trˇ´ıdy (collection frequency).
Zjiˇst’ova´n´ı cˇetnost´ı slov pochopitelneˇ nen´ı jediny´m mozˇny´m meˇrˇen´ım, ktere´ lze
za u´cˇelem vy´beˇru prˇ´ıznak˚u prova´deˇt. Dalˇs´ım prˇ´ıkladem mu˚zˇe by´t meˇrˇen´ı vza´jemne´
informace (mutual information), jej´ızˇ hodnota uda´va´ nakolik prˇ´ıtomnost cˇi absence
termu prˇispeˇje ke spra´vne´mu rozhodnut´ı klasifika´toru. Jinak rˇecˇeno, vza´jemna´ in-
formace meˇrˇ´ı, kolik informace o trˇ´ıdeˇ term obsahuje. Mezi dalˇs´ı meˇrˇen´ı urcˇene´ pro
vy´beˇr prˇ´ıznak˚u pak patrˇ´ı naprˇ. X2 (chi-square), DIA asociacˇn´ı faktor (DIA associ-
ation factor), informacˇn´ı zisk (informational gain), pomeˇr zvla´sˇtnost´ı (odds ratio)
a jine´ [22].
2.4 Pr˚ubeˇh klasifikace
Po zpracova´n´ı zdrojove´ho korpusu a zredukova´n´ı velikosti vektor˚u prˇ´ıznak˚u repre-
zentuj´ıch dokumenty lze prˇistoupit k samotne´mu vytva´rˇen´ı klasifika´toru textovy´ch
dat. Postup se vzˇdy skla´da´ ze dvou za´kladn´ıch fa´z´ı, ktery´mi jsou tre´nova´n´ı a testo-
va´n´ı. Vy´sledkem fa´ze tre´nova´n´ı (ucˇen´ı) je vytvorˇen´ı klasifika´toru, pro ktery´ je pak
vhodne´ zna´t jeho u´speˇsˇnost. K tomuto u´cˇelu slouzˇ´ı fa´ze testovac´ı. Za trˇet´ı fa´zi pak
lze oznacˇit pouzˇit´ı natre´novane´ho modelu v praxi pro klasifikaci dokument˚u.
Aby bylo mozˇne´ prove´st obeˇ fa´ze vytva´rˇen´ı klasifika´toru, je nutne´ rozdeˇlit zdro-
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jova´ data na dveˇ neprˇekry´vaj´ıc´ı se mnozˇiny. Na prvn´ı z nich, na tzv. tre´novac´ım
souboru dat, prob´ıha´ ucˇen´ı klasifika´toru a druha´, testovac´ı sada, je pak urcˇena k jeho
ohodnocen´ı. Pro vytvorˇen´ı co nejlepsˇ´ıho klasifika´toru je vhodne´, aby objem tre´no-
vac´ıch dat byl co nejveˇtsˇ´ı. Testovac´ı mnozˇina pak obvykle by´va´ mnohem mensˇ´ı.
Pomeˇr rozdeˇlen´ı zdrojovy´ch dat lze zvolit libovolneˇ. Je na zva´zˇen´ı tv˚urce klasifika´-
toru, jaky´ objem dat pouzˇije pro tre´nova´n´ı a jaky´ si ponecha´ stranou pro testovac´ı
fa´zi.
Alternativn´ım prˇ´ıstupem, jenzˇ nevyzˇaduje rozcˇleneˇn´ı zdrojovy´ch dat na tre´no-
vac´ı a testovac´ı sadu, je tzv. krˇ´ızˇova´ validace (k-fold cross-validation). V tomto
prˇ´ıpadeˇ jsou zdrojova´ data rozdeˇlena do k disjunktn´ıch cˇa´st´ı. Pro kazˇdou je pak
vytvorˇen klasifika´tor, jenzˇ je ohodnocen na principu tre´novac´ıch a testovac´ıch dat,
kde vybrana´ k -ta´ cˇa´st zastupuje testovac´ı mnozˇinu a zbytek dat, tedy vsˇechny
skupiny bez te´to k -te´ cˇa´sti, slouzˇ´ı jako data tre´novac´ı. Celkova´ u´cˇinnost je spocˇtena
jako pr˚umeˇr u´cˇinnost´ı jednotlivy´ch klasifika´tor˚u.
6
3 Klasifikacˇn´ı algoritmy
Prˇ´ıstup˚u ke klasifikaci dokument˚u existuje cela´ rˇada. Mezi nejzna´meˇjˇs´ı skupiny
klasifika´tor˚u patrˇ´ı pravdeˇpodobnostn´ı metody, rozhodovac´ı stromy, neuronove´ s´ıteˇ,
klasifika´tory zalozˇene´ na rozhodovac´ıch pravidlech, tzv. l´ıne´ klasifika´tory, r˚uzne´
on–line metody a dalˇs´ı. Tato pra´ce je zameˇrˇena pouze na trˇi vybrane´ prˇ´ıstupy, ktere´
dle prostudovane´ literatury pracuj´ı s velkou prˇesnost´ı: naivn´ı Bayes˚uv klasifika´tor,
support vector machines a maxima´ln´ı entropie. Popis teˇchto metod je obsahem te´to
kapitoly.
3.1 Naivn´ı Bayes˚uv klasifika´tor
Naivn´ı Bayes˚uv klasifika´tor (NB) ma´ dveˇ za´kladn´ı verze. Za´kladn´ı a zna´meˇjˇs´ı va-
riantou je tzv. multinomia´ln´ı (multinomial) model, ktere´mu je veˇnova´na sekce 3.1.1.
Jeho modifikac´ı je pak Bernoulliho model, jenzˇ je podrobneˇji popsa´n v sekci 3.1.2.
3.1.1 Multinomia´ln´ı model
Naivn´ı Bayes˚uv klasifika´tor je pravdeˇpodobnostn´ı metoda zalozˇena´ na Bayesoveˇ
teore´mu. Bayesova veˇta je jednou ze za´kladn´ıch veˇt teorie pravdeˇpodobnosti a statis-
tiky. Zaby´va´ se podmı´neˇny´mi pravdeˇpodobnostmi jev˚u, kdy da´va´ do vztahu pod-
mı´neˇnou pravdeˇpodobnost s opacˇnou podmı´neˇnou pravdeˇpodobnost´ı. Bayesovu veˇ-
tu lze formulovat takto:
Ma´me-li dva na´hodne´ jevy A (v nasˇem prˇ´ıpadeˇ textovy´ dokument, ke ktere´mu
chceme prˇiˇradit neˇjakou kategorii) a B (hypote´za, zˇe A patrˇ´ı k urcˇite´ trˇ´ıdeˇ) s pravdeˇ-





P(A|B) je podmı´neˇna´ pravdeˇpodobnost, te´zˇ oznacˇova´na jako aposteriorn´ı, jevu A
za prˇedpokladu, zˇe nastal jev B, tedy pravdeˇpodobnost platnosti B pro vzorek A.
P(B|A) je naopak pravdeˇpodobnost jevu B podmı´neˇna´ jevem A. P(A) je v tomto
prˇ´ıpadeˇ tzv. apriorn´ı pravdeˇpodobnost a odpov´ıda´ znalostem o zastoupen´ı jed-
notlivy´ch hypote´z (trˇ´ıd) [11].
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Kategori´ı, mezi ktery´mi se rozhoduje, by´va´ obvykle cela´ rˇada. C´ılem je vzˇdy
vybrat tu nejvhodneˇjˇs´ı, cozˇ v prˇ´ıpadeˇ naivn´ıho Bayesova klasifika´toru bude ta,
jej´ızˇ pravdeˇpodobnost nabude nejvysˇsˇ´ı hodnoty. Konkre´tn´ı hodnota te´to pravdeˇpo-
dobnosti na´s vsˇak nezaj´ıma´, a proto lze vzorec zjednodusˇit vynecha´n´ım jmenovatele.
Pravdeˇpodobnost, zˇe dokument d bude ve trˇ´ıdeˇ c, lze tedy spocˇ´ıtat jako
P (c|d) = P (c)×Π1≤k≤ndP (tk|c).
P´ısmeno t zde zastupuje token, respektive prˇ´ıznak. < t1, t2, ..., tnd > jsou tedy prˇ´ı-
znaky dokumentu d, nd pak pocˇet teˇchto prˇ´ıznak˚u. P (tk|c) je podmı´neˇna´ pravdeˇpo-
dobnost, zˇe se tk vyskytuje v kategorii c. P(c) uda´va´ pravdeˇpodobnost, zˇe se jedna´
o kategorii c, tzn. apriorn´ı pravdeˇpodobnost, dle [20].
Du˚lezˇity´m rysem naivn´ıho Bayesova klasifika´toru je prˇedpoklad neza´vislosti jed-
notlivy´ch prˇ´ıznak˚u. Realita je ovsˇem jina´. Slova ve veˇteˇ na sobeˇ nepochybneˇ za´vis´ı.
Stejneˇ tak lze vyvra´tit druhy´ prˇedpoklad klasifika´toru, ktery´m je neza´vislost slov na
pozici ve veˇteˇ. Prˇes tyto ocˇividneˇ naivn´ı prˇedpoklady, podle nichzˇ je odvozen na´zev
klasifika´toru, vsˇak Bayes˚uv klasifika´tor pracuje uspokojiveˇ. Jak je toto mozˇne´?
Zdroj [20, s. 306] uva´d´ı tento prˇ´ıklad: Ma´me dokument d s pravdeˇpodobnostmi
P(c1|d) = 0, 6 a P(c2|d) = 0, 4. Da´le prˇedpokla´da´me, zˇe d obsahuje mnoho prˇ´ıznak˚u,
ktere´ jsou pozitivn´ımi indika´tory pro trˇ´ıdu c1, a hodneˇ prˇ´ıznak˚u, jezˇ jsou negativn´ımi
indika´tory pro c2. Potom bude platit, zˇe hodnota P(tk|c1) se bude bl´ızˇit hodnoteˇ 1.0,
zat´ımco hodnota P(tk|c2) bude te´meˇrˇ nulova´. Rozd´ıl je velky´ a stejneˇ tak tomu by´va´
ve veˇtsˇineˇ prˇ´ıpad˚u. Spra´vna´ trˇ´ıda mı´va´ zpravidla mnohem veˇtsˇ´ı pravdeˇpodobnost
nezˇ ostatn´ı kategorie. Vzhledem k jeho efektiviteˇ a jednoduchosti je naivn´ı Bayes˚uv
klasifika´tor jedn´ım z nejobl´ıbeneˇjˇs´ıch (ve smyslu nejpouzˇ´ıvaneˇjˇs´ıch) klasifika´tor˚u
textovy´ch dokument˚u.
3.1.2 Bernoulliho model
Bernoulliho model funguje na velmi podobne´m principu jako obecny´ naivn´ı Bayes˚uv
klasifika´tor popsany´ v prˇedchoz´ı sekci. Pro tento tzv. multinomia´ln´ı model je prˇ´ıznak
ze slovn´ıku generova´n pro kazˇdou jeho pozici. Alternativou k neˇmu je v´ıcerozmeˇrny´
(multivariate) Bernoulliho model, jenzˇ pro kazˇdy´ prˇ´ıznak ze slovn´ıku vygeneruje
bina´rn´ı hodnotu, ktera´ uda´va´, jestli se dany´ prˇ´ıznak v dokumentu nacha´z´ı cˇi nikoliv.
Hodnota 1 znamena´, zˇe se prˇ´ıznak v dokumentu vyskytuje, hodnota 0 indikuje opak.
Jiny´mi slovy, zat´ımco multinomia´ln´ı model udrzˇuje informaci o cˇetnosti vy´skytu
kazˇde´ho prˇ´ıznaku, Bernoulliho model tuto informaci ignoruje a zaj´ıma´ ho jen, jestli
se prˇ´ıznak v dokumentu objevuje nebo ne. Podle zdroje [20, s. 264] je toto, obzvla´sˇteˇ
u dlouhy´ch dokument˚u, cˇasto prˇ´ıcˇinou chybne´ klasifikace a jako prˇ´ıklad uva´d´ı, zˇe
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dokument mu˚zˇe by´t zarˇazen do trˇ´ıdy Cˇı´na pouze na za´kladeˇ jedine´ho vy´skytu slova
Cˇı´na v textu.
Oba modely se takte´zˇ liˇs´ı v tom, jak neprˇ´ıtomnost urcˇite´ho prˇ´ıznaku ovlivn´ı
klasifikaci. Zat´ımco u multinomia´ln´ıho modelu nema´ absence prˇ´ıznaku prˇi rozhodo-
va´n´ı zˇa´dny´ vliv, Bernoulliho model je t´ımto faktorem ovlivneˇn, nebot’ kazˇdy´ prˇ´ıznak
je soucˇa´st´ı vy´pocˇtu pravdeˇpodobnosti P(c|d). Tyto a dalˇs´ı rozd´ıly v obou modelech
jsou shrnuty v tab. 3.1.
multinomia´ln´ı model Bernoulliho model
cˇinnost modelu generova´n´ı token˚u generova´n´ı dokumentu
na´hodna´ promeˇnna´ X = t if t na dane´ pozici Ut = 1 if t v dokumentu
reprezentace
dokumentu
d =< t1, ..., tk, ..., tnd >,
tk ∈ V
d =< e1, ..., ei, ..., eM >,
ei ∈ {0, 1}
odhad parametru Pˆ(X = t|c) Pˆ(Ui = e|c)
rozhodovac´ı
pravidlo
Pˆ(c) Π1≤k≤ndPˆ(X = tk|c) Pˆ(c) Πti∈V Pˆ(Ui = ei|c)
v´ıcena´sobny´ vy´skyt bra´n v u´vahu ignorova´n
de´lka dokumentu zpracuje delˇs´ı dokumenty pracuje le´pe s mensˇ´ımi
dokumenty




Pˆ(X = the|c) ≈ 0, 05 Pˆ(Uthe = 1|c) ≈ 1, 0
Tabulka 3.1: Srovna´n´ı multinomia´ln´ıho a Bernoulliho modelu, zdroj: [20].
3.2 Support vector machines
Za´stupcem relativneˇ novy´ch metod strojove´ho ucˇen´ı je metoda support vector ma-
chines (SVM) patrˇ´ıc´ı do kategorie tzv. ja´drovy´ch algoritmu˚. Jedna´ se o bina´rn´ı
metodu, jezˇ rozhodne, do ktere´ ze dvou trˇ´ıd bude objekt, v nasˇem prˇ´ıpadeˇ doku-
ment, zarˇazen. SVM je zalozˇena´ na vektorove´m prostoru a jej´ım c´ılem je naj´ıt
ve vstupn´ım prostoru prˇ´ıznak˚u linea´rn´ı hranici oddeˇluj´ıc´ı pozitivn´ı tre´novac´ı prˇ´ı-
klady od negativn´ıch. T´ımto linea´rn´ım oddeˇlovacˇem je nadrovina, a to konkre´tneˇ
takova´, ktera´ bude poskytovat co nejˇsirsˇ´ı rozpeˇt´ı mezi n´ı a pozitivn´ımi prˇ´ıklady
na jedne´ straneˇ a negativn´ımi na straneˇ druhe´. Tato rovina je oznacˇova´na jako
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optima´ln´ı. Body, ktere´ jsou nejbl´ızˇe optima´ln´ı nadrovineˇ, se nazy´vaj´ı podp˚urne´ vek-
tory (support vectors), odkud plyne na´zev metody. Jejich funkc´ı je totizˇ
”
podpora“
oddeˇlovac´ı nadroviny. Ostatn´ı body pozici oddeˇlovacˇe nijak neovlivnˇuj´ı a nen´ı jich
proto zapotrˇeb´ı. Podp˚urne´ vektory spolu s prˇ´ıslusˇnou optima´ln´ı nadrovinou jsou
zna´zorneˇny na obr. 3.1.
Obra´zek 3.1: Pohled na optima´ln´ı nadrovinu s podp˚urny´mi vektory, zdroj: [8].
SVM hleda´ optima´ln´ı nadrovinu pomoc´ı metody kvadraticke´ho programova´n´ı.
Prˇedpokla´da´me prˇ´ıklady xi s klasifikac´ı yi = +1 pro pozitivn´ı prˇ´ıklady cˇi yi = −1
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Ne vzˇdy jsou vsˇak pozitivn´ı a negativn´ı prˇ´ıklady v p˚uvodn´ım vstupn´ım prostoru
x od sebe linea´rneˇ separovatelne´. Tuto situaci lze rˇesˇit vyuzˇit´ım techniky ja´drove´
transformace. Jedn´ım z jej´ıch za´kladn´ıch princip˚u je prˇevod origina´ln´ıho vstupn´ıho
prostoru do v´ıcedimenziona´ln´ıho, kde uzˇ p˚ujde od sebe trˇ´ıdy linea´rneˇ oddeˇlit. T´ımto
zp˚usobem, tedy mapova´n´ım do prostoru s dostatecˇny´m pocˇtem dimenz´ı, je mozˇne´
nakonec vzˇdy naj´ıt optima´ln´ı nadrovinu.
Ve v´ıcerozmeˇrne´m prostoru F(x) lze linea´rn´ı oddeˇlovacˇ naj´ıt nahrazen´ım cˇlenu
xi · xj cˇlenem F (xi) · F (xj). Naprˇ´ıklad pro trˇ´ı–dimenziona´ln´ı prostor plat´ı
F (xi) · F (xj) = (xi · xj)
2,
prˇicˇemzˇ vy´raz (xi · xj)
2 je nazy´va´n ja´drovou funkc´ı K (xi, xj). Nalezene´ oddeˇlovacˇe
je pak mozˇne´ zpeˇtneˇ mapovat do origina´ln´ıho prostoru, dle [8].
Acˇkoliv je metoda support vector machines prima´rneˇ bina´rn´ım klasifika´torem,
lze ji pouzˇ´ıt i v situaci, kdy je trˇeba rozhodnout mezi v´ıce trˇ´ıdami mı´sto pouhy´ch
dvou. Principem je prˇeve´st tento proble´m opeˇt do bina´rn´ı podoby. Existuj´ı dveˇ
za´kladn´ı varianty, jak toho doc´ılit. Jednou z mozˇnost´ı je rˇesˇit tento proble´m jako
jedna trˇ´ıda versus zbytek (jedna versus vsˇechny). Druhou variantou je nakombinovat
trˇ´ıdy do vsˇech mozˇny´ch dvojic (jedna versus jedna) a pro kazˇdou vytvorˇit specia´ln´ı
klasifika´tor.
3.3 Maxima´ln´ı entropie
Maxima´ln´ı entropie (ME), zna´ma´ take´ pod na´zvem multinomia´ln´ı logisticka´ re-
grese, je dalˇs´ı metodou strojove´ho ucˇen´ı. Stejneˇ jako v prˇ´ıpadeˇ naivn´ıho Bayesova
klasifika´toru jde o pravdeˇpodobnostn´ı metodu, a je tak jednou z jeho alternativ. Jej´ı
hlavn´ı vy´hodou oproti Bayesoveˇ metodeˇ je fakt, zˇe netrva´ na neza´vislosti prˇ´ıznak˚u.
Podle [18, s. 227] maxima´ln´ı entropie funguje tak, zˇe ze vstupn´ıch dat extrahuje
soubor prˇ´ıznak˚u a linea´rneˇ je zkombinuje, respektive kazˇdy´ prˇ´ıznak je vyna´soben
jeho va´hou (cˇetnost vy´skytu) a na´sledneˇ prˇicˇten. Tato suma je pak pouzˇita jako
exponent. Je-li nasˇ´ım c´ılem zvolit trˇ´ıdu naprˇ. pro dokument, maxima´ln´ı entropie
vybere tu, ktera´ je nejpravdeˇpodobneˇjˇs´ı, prˇicˇemzˇ pravdeˇpodobnost pro konkre´tn´ı
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kde fi je prˇ´ıznak, wi jeho va´ha a Z normalizacˇn´ı faktor. Tento vztah prˇedstavuje
takovy´ model rozdeˇlen´ı pravdeˇpodobnosti, ktery´ maximalizuje hodnotu entropie.
Na za´kladeˇ zdroje [15] lze rovnici 3.1 odvodit takto:
Tre´novac´ı data jsou tvorˇena N pa´ry (d1, c1), . . . , (dN , cN), kde ci ∈ C jsou trˇ´ıdy






× pocˇet vy´skyt˚u (d,c).
U´kolem je vytvorˇit statisticky´ model procesu, jenzˇ generuje tre´novac´ı data p˜(d, c).





p˜(d, c) · f(d, c).




p˜(d)p(c|d) · f(d, c),
kde p˜(d) prˇedstavuje empiricke´ rozlozˇen´ı d v tre´novac´ıch datech. Hodnoty p(f)
a p˜(f) pokla´da´me za shodne´ a rovnici p(f) = p˜(f) nazy´va´me omezen´ı. Zkombi-
nova´n´ım prˇedchoz´ıch vztah˚u dostaneme∑
d,c
p˜(d)p(c|d) · f(d, c) =
∑
d,c
p˜(d, c) · f(d, c).
Mu˚zˇe existovat nekonecˇneˇ mnoho model˚u, pro ktere´ plat´ı soubor omezen´ı. My vy-






Jak jizˇ bylo rˇecˇeno, vyb´ıra´me takovy´ model p∗ ∈ C, ktery´ maximalizuje H(p).
Vyja´drˇ´ıme-li p∗ v exponencia´ln´ı formeˇ, dostaneme vztah 3.1.
Zdroj [21, s. 596–597] uva´d´ı, zˇe maxima´ln´ı entropie poskytuje pravdeˇpodob-
nostn´ı ra´mec pro integrova´n´ı informac´ı z heterogenn´ıch zdroj˚u. Za u´cˇelem podporˇen´ı
spra´vne´ho rozhodnut´ı klasifika´toru lze totizˇ definovat libovolny´ soubor prˇ´ıznak˚u,
ktery´ bude prˇida´n jako dalˇs´ı omezen´ı modelu. Jinou prˇednost´ı maxima´ln´ı entropie je
pak dle stejne´ho zdroje skutecˇnost, zˇe va´ha prˇ´ıznak˚u neovlivn´ı vy´sledky klasifikace,
cozˇ neplat´ı u veˇtsˇiny jiny´ch metod.
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4 Vy´beˇr klasifika´toru
Pro klasifikaci dokument˚u bylo nutne´ nejprve naj´ıt vhodny´ na´stroj a to takovy´,
ktery´ bude splnˇovat dveˇ hlavn´ı krite´ria. Prvn´ım z nich byla implementace v jazyce
Java, poprˇ´ıpadeˇ C++, druhy´m pak, aby byl na´stroj zdarma. To vy´beˇr znacˇneˇ
zu´zˇilo. Podarˇilo se naj´ıt celkem 10 na´stroj˚u pro klasifikaci textovy´ch dokument˚u.
Kazˇde´mu z nich je v kap. 4.1 veˇnova´n odstavec obsahuj´ıc´ı jeho za´kladn´ı charakte-
ristiku vcˇetneˇ nejd˚ulezˇiteˇjˇs´ıch vlastnost´ı. V cˇa´sti 4.2 pak lze nale´zt jejich srovna´n´ı
spolu se za´veˇrem, ktery´ z nich byl vybra´n spolu s d˚uvody procˇ. Vesˇkere´ informace
o jednotlivy´ch na´stroj´ıch jsou cˇerpa´ny ze zdroje uvedene´ho v u´vodu kazˇde´ cˇa´sti.
Sekce 4.3 obsahuje blizˇsˇ´ı popis vybrane´ho klasifika´toru.
4.1 Popis klasifika´tor˚u
4.1.1 Dragon Toolkit
Dragon Toolkit [3] je na´stroj urcˇeny´ k akademicke´mu pouzˇit´ı. Jedna´ se o bal´ık trˇ´ıd
napsany´ch v jazyce Java zameˇrˇeny´ na vyhleda´va´n´ı informac´ı v textu a dolova´n´ı
dat zahrnuj´ıc´ı kategorizaci, shlukova´n´ı a sumarizaci text˚u a modelova´n´ı te´matu. Je
v neˇm integrova´na rˇada na´stroj˚u pro zpracova´n´ı prˇirozene´ho jazyka, cozˇ umozˇnˇuje
indexovat mnozˇiny text˚u o rozd´ılny´ch reprezentac´ıch. Jeho d˚ulezˇity´m rysem je
sˇka´lovatelnost a fakt, zˇe narozd´ıl od jiny´ch podobny´ch na´stroj˚u umozˇnˇuje sˇiroke´
vyuzˇit´ı. Text je reprezentova´n pomoc´ı rˇ´ıdke´ matice a nen´ı nutne´ nacˇ´ıst do pameˇti
vesˇkera´ data, cozˇ mu˚zˇe by´t vy´hodou zejme´na v prˇ´ıpadech, kdy ma´me omezenou
pameˇt’ a za´rovenˇ velke´ mnozˇstv´ı dokument˚u. Mezi za´kladn´ı tre´novac´ı algoritmy,
ktere´ Dragon Toolkit implementuje, patrˇ´ı SVM, naivn´ı Bayes˚uv klasifika´tor a Ni-
gamovo aktivn´ı ucˇen´ı.
4.1.2 Lingpipe
Lingpipe [6] je aplikac´ı napsanou v jazyce Java s velmi sˇiroky´m spektrem vyuzˇit´ı.
Vedle klasifikace dokument˚u do trˇ´ıd patrˇ´ı mezi jeho funkce rozpozna´va´n´ı pojme-
novany´ch entit, shlukova´n´ı (technika pro seskupova´n´ı objekt˚u na za´kladeˇ podob-
nosti), znacˇkova´n´ı cˇa´st´ı promluv (prˇiˇrazen´ı syntakticke´ho oznacˇen´ı), oprava pravo-
pisu, porovna´va´n´ı rˇeteˇzc˚u, vyhleda´va´n´ı syntakticky vy´znamny´ch cˇa´st´ı textu, iden-
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tifikace jazyka a dalˇs´ı. Pro u´cˇely klasifikace textovy´ch dokument˚u je v neˇm imple-
mentova´na rˇada algoritmu˚. Mezi neˇ patrˇ´ı naivn´ı Bayes˚uv, Bernoulliho, k–Nearest
Neighbor (KNN) a Language Model (LM) klasifika´tor, v´ıcevrstvy´ perceptron, logi-
sticka´ regrese a linea´rn´ı klasifika´tor pracuj´ıc´ı s vektory (tzv. BigVector klasifika´tor),
urcˇeny´ zejme´na pro prˇ´ıpady velke´ho mnozˇstv´ı kategori´ı. Lingpipe je distribuova´n
pod 4 r˚uzny´mi licencemi, prˇicˇemzˇ 1 verze produktu je volneˇ ke stazˇen´ı. Zby´vaj´ıc´ı 3
jsou placene´ a urcˇene´ ke komercˇn´ımu vyuzˇit´ı.
4.1.3 Mahout
Mahout [1] je projektem, ktery´ si klade za hlavn´ı c´ıl by´t sˇka´lovatelnou knihovnou
strojove´ho ucˇen´ı. Ma´ zvla´dnout velky´ soubor dat a by´t k uzˇitku komukoli, kdo o neˇj
projev´ı za´jem. Kdokoli se mu˚zˇe k projektu prˇipojit a sta´t se cˇlenem komunity, ktera´
se pod´ıl´ı na vy´voji. Projekt ma´ ambice obsa´hnout celou rˇadu r˚uzny´ch algoritmu˚
z mnoha oblast´ı strojove´ho ucˇen´ı vcˇetneˇ klasifikace, shlukova´n´ı cˇi dolova´n´ı dat.
Konkre´tneˇ z problematiky klasifikace dokument˚u obsahuje naivn´ı Bayes˚uv klasi-
fika´tor, logistickou regresi, Random Forests a Online Passive Aggressive. Cela´ rˇada
algoritmu˚ je vsˇak pra´veˇ ve vy´voji, cˇi je v pla´nu je v budoucnu zacˇlenit. Z teˇchto lze
jmenovat naprˇ´ıklad podp˚urne´ vektory, Hidden Markov Models (HMM), neuronove´
s´ıteˇ a perceptrony.
4.1.4 Mallet
Mallet [7] je bal´ıkem javovsky´ch trˇ´ıd urcˇeny´ch k aplikaci metod strojove´ho ucˇen´ı
na textova´ data. Mimo jine´ obsahuje sofistikovany´ na´stroj pro klasifikaci doku-
ment˚u, mezi jehozˇ soucˇa´sti patrˇ´ı metody pro prˇevod vstupn´ıch dat do pozˇadovane´ho
forma´tu, neˇkolik r˚uzny´ch algoritmu˚ pro tre´nova´n´ı dat a na´stroj pro vyhodnocen´ı
dosazˇeny´ch vy´sledk˚u. Zacˇleneˇny´mi algoritmy pro klasifikaci dokument˚u jsou naivn´ı
Bayes˚uv klasifika´tor, maxima´ln´ı entropie a rozhodovac´ı stromy. Na webovy´ch stra´n-
ka´ch produktu lze nale´zt prˇehledne´ a srozumitelne´ na´vody pro jeho pouzˇit´ı.
4.1.5 MinorThird
MinorThird [16] je kolekc´ı javovsky´ch trˇ´ıd pro strojove´ ucˇen´ı. Jedna´ se o aplikaci,
kterou lze pouzˇ´ıt prˇedevsˇ´ım pro ukla´da´n´ı a anotaci textu, extrahova´n´ı pojmenova-
ny´ch entit z textu cˇi kategorizaci textovy´ch dokument˚u. Pro tento u´cˇel je v neˇm
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implementova´no neˇkolik r˚uzny´ch algoritmu˚, mezi ktere´ patrˇ´ı maxima´ln´ı entropie,
naivn´ı Bayes˚uv klasifika´tor, SVM, KNN, perceptrony, rozhodovac´ı stromy a neˇktere´
dalˇs´ı. V´ıce o tomto na´stroji lze nale´zt v kapitole 4.3.
4.1.6 OpenNLP
OpenNLP [2] je dalˇs´ım z na´stroj˚u zalozˇeny´ch na strojove´m ucˇen´ı pro zpracova´n´ı
prˇirozene´ho jazyka. Mezi jeho funkce patrˇ´ı tokenizace, segmentace veˇt, znacˇkova´n´ı
cˇa´st´ı rˇecˇi, extrahova´n´ı pojmenovany´ch entit, rozdeˇlova´n´ı textu do skupin slov na
za´kladeˇ jejich syntakticke´ho vztahu (tzv. chunking), parsova´n´ı, rˇesˇen´ı koreferenc´ı1
a samozrˇejmeˇ take´ klasifikace textovy´ch dokument˚u do prˇeddefinovany´ch kategori´ı.
Ta je zde realizova´na na principu algoritmu maxima´ln´ı entropie.
4.1.7 Stanford Classifier
Stanford Classifier [19], cˇili stanforsky´ klasifika´tor, byl vytvorˇen na Stanfordoveˇ
univerziteˇ skupinou veˇdc˚u zaby´vaj´ıc´ıch se zpracova´n´ım prˇirozene´ho jazyka. Napsa´n
je v Javeˇ. Je zameˇrˇen vy´hradneˇ na klasifikaci dat do trˇ´ıd, k cˇemuzˇ zde slouzˇ´ı metoda
maxima´ln´ı entropie. Nejlepsˇ´ı vy´sledky poda´va´ pro textova´ data, ale je schopen zpra-
covat i numericke´ vstupy. Klasifika´tor by meˇl by´t kompatibiln´ı s dalˇs´ım softwarem
pro zpracova´n´ı prˇirozene´ho jazyka, ktery´ byl vyvinut na te´to univerziteˇ (Stanford
Named Entity Recognizer, Stanford POS Tagger, Stanford Parser a dalˇs´ı).
4.1.8 SVMTorch II
SVMTorch II [9] je, jak uzˇ na´zev napov´ıda´, zameˇrˇen vy´hradneˇ na metodu pod-
p˚urny´ch vektor˚u. Jako jediny´ zde uvedeny´ program je implementova´n v jazyce
C++. Lze ho pouzˇ´ıt pro u´cˇely klasifikace, ale i regrese. Soustrˇed’uje se zejme´na na
proble´my velke´ho rozsahu, do ktery´ch, dle domovsky´ch stra´nek projektu, spadaj´ı
prˇ´ıpady s v´ıce jak 20000 prˇ´ıklady, a dokonce vstupy o v´ıce jak 100 dimenz´ıch. Vy´voj
samotne´ho SVMTorch byl pozastaven, nebot’ se stal soucˇa´st´ı veˇtsˇ´ıho celku nazy´-
vane´m Torch [4].
1Koreference je vza´jemny´ vztah dvou nebo v´ıce vy´raz˚u vyskytuj´ıc´ıch se v textu a poukazuj´ıc´ıch
k te´muzˇ prˇedmeˇtu rˇecˇi (osobeˇ, prˇedmeˇtu, skutecˇnosti) [5].
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4.1.9 TCatNG
TCatNG [10] je dalˇs´ım na´strojem, jenzˇ je tvorˇen souborem javovsky´ch trˇ´ıd. Jeho
zvla´sˇtnost´ı je reprezentace dat pomoc´ı N-gramu˚, kra´tky´ch sekvenc´ı byt˚u cˇi p´ısmen.
N-gramy jsou jednou z mozˇnost´ı, jak prˇistupovat ke kategorizaci text˚u. Jednotlive´
rˇeteˇzce jsou rozlozˇeny na male´ cˇa´sti, d´ıky cˇemuzˇ prˇ´ıpadna´ chyba ovlivn´ı pouze
malou cˇa´st a zbytek z˚ustane nedotcˇen. S aplikac´ı N-gramu˚ nav´ıc odpada´ potrˇeba
tokenizace a pouzˇit´ı stemmeru cˇi lemmatiza´toru. Soucˇa´st´ı TCatNG jsou take´ dalˇs´ı
algoritmy pro klasifikaci text˚u: SVM, bayesovska´ logisticka´ regrese, bayesovske´ s´ıteˇ
a algoritmus zalozˇeny´ na kompresi textu.
4.1.10 Weka
Weka [14] je velmi obsa´hly´m na´strojem pro strojove´ ucˇen´ı a dolova´n´ı dat vyvinuty´
v Javeˇ. Jeho hlavn´ı s´ıla lezˇ´ı v oblasti klasifikace. Meˇly by by´t implementova´ny
vsˇechny soucˇasne´ metody strojove´ho ucˇen´ı vcˇetneˇ neˇktery´ch starsˇ´ıch. Kromeˇ toho
obsahuje algoritmy pro regresi, asociacˇn´ı pravidla a shlukova´n´ı. Ze zacˇleneˇny´ch
klasifika´tor˚u lze jmenovat zejme´na rozhodovac´ı stromy, naivn´ı Bayes˚uv klasifika´-
tor, linea´rn´ı a logistickou regresi cˇi SVM. Weka d´ıky sve´ obsa´hlosti nen´ı na´strojem,
jenzˇ by bylo snadne´ zvla´dnout, k cˇemuzˇ neprˇisp´ıva´, dle me´ho na´zoru, velmi strucˇna´
dokumentace.
4.2 Srovna´n´ı klasifika´tor˚u
Nejd˚ulezˇiteˇjˇs´ı u´daje k jednotlivy´m klasifika´tor˚um jsou zobrazeny v tab. 4.1. Ta
obsahuje celkem 5 sloupc˚u. V prvn´ım je uveden na´zev na´stroje pro klasifikaci
a v druhe´m jazyk, ve ktere´m je implementova´n. Na´sleduje cˇasovy´ u´daj o tom, kdy
byly provedeny posledn´ı u´pravy na´stroje. Tato informace mu˚zˇe by´t velmi uzˇitecˇnou,
nebot’ si z n´ı lze udeˇlat prˇedstavu, zdali byl vy´voj klasifika´toru jizˇ ukoncˇen, cˇi je
sta´le upravova´n nebo rozsˇiˇrova´n. Da´le je v tabulce vypsa´n typ licence, pod kterou
je distribuova´n, pokud byla na webovy´ch stra´nka´ch cˇi v dokumentaci nalezena.
V posledn´ım sloupci tabulky jsou vypsa´ny typy algoritmu˚, ktere´ jsou v kazˇde´m
na´stroji implementova´ny.
Implementovane´ algoritmy byly t´ım nejd˚ulezˇiteˇjˇs´ım, co rozhodovalo o tom, jaky´
na´stroj bude pouzˇit pro klasifikaci dat. Hleda´n byl takovy´, ktery´ ma´ implemen-
tova´ny minima´lneˇ 3 r˚uzne´ metody pro klasifikaci dokument˚u, nejle´pe naivn´ı Bayes˚uv
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klasifika´tor, maxima´ln´ı entropii a podp˚urne´ vektory (SVM). Jediny´ z nalezeny´ch
na´stroj˚u, jenzˇ toto splnˇuje, je MinorThird. V jeho prospeˇch mluvila take´ skutecˇnost,
zˇe se nejedna´ o prˇ´ıliˇs rozsa´hlou aplikaci, kterou by bylo slozˇite´ zvla´dnout, a fakt, zˇe
jako jeden z ma´la vy´sˇe uvedeny´ch na´stroj˚u disponuje vcelku prˇehledny´mi na´vody,
jezˇ usnadnˇuj´ı jeho pouzˇit´ı. Na za´kladeˇ teˇchto d˚uvod˚u byl MinorThird vybra´n pro
dalˇs´ı experimenty s klasifikac´ı textovy´ch dokument˚u.
4.3 Popis na´stroje MinorThird
4.3.1 Struktura





Cˇa´st classify obsahuje algoritmy strojove´ho ucˇen´ı pro extrahova´n´ı a klasifikaci,
struktury pro ukla´da´n´ı netextovy´ch dat, klasifika´tory a trˇ´ıdy pro vyhodnocen´ı ex-
periment˚u. Tento bal´ık lze sta´hnout a na´sledneˇ pouzˇ´ıt samostatneˇ. Hod´ı se vsˇak
sp´ıˇse jen pro bina´rn´ı klasifikaci a mensˇ´ı objemy dat. V cˇa´sti text jsou zahrnuty
trˇ´ıdy urcˇene´ pro zpracova´n´ı textovy´ch dat. Take´ je zde zacˇleneˇn tzv. Mixup (My
Information eXtraction and Understanding Program). Jedna´ se o specia´ln´ı jazyk
na´stroje MinorThird pro manipulaci s textem. Bal´ık ui prˇedstavuje uzˇivatelske´
rozhran´ı pro spousˇteˇn´ı experiment˚u s textovy´mi daty a v cˇa´sti util se nacha´z´ı
utility pro prˇ´ıkazovou rˇa´dku a graficke´ uzˇivatelske´ rozhran´ı. Pro potrˇeby klasi-
fikace jsou d˚ulezˇite´ zejme´na 2 soucˇa´sti na´stroje MinorThird a to TextBaseLabeler
a TrainTestClassifier, jezˇ jsou soucˇa´st´ı bal´ıku ui.
4.3.2 TextBaseLabeler
TextBaseLabeler je na´stroj, jenzˇ prˇeva´d´ı data do forma´tu, ktery´ je MinorThird
schopen zpracovat. Jeho u´kolem je prˇiˇradit textovy´m dokument˚um trˇ´ıdu, do n´ızˇ
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Tabulka 4.1: Srovna´n´ı nalezeny´ch na´stroj˚u pro klasifikaci textovy´ch dokument˚u.
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na´lezˇ´ı, a ulozˇit ji a dalˇs´ı informace o dokumentu do specia´ln´ıho souboru, pomoc´ı
ktere´ho bude mozˇne´ nacˇ´ıst do MinorThirdu tyto dokumenty jako zdrojova´ data.
Struktura vy´sledne´ho souboru (tzv. labels file) je na´sleduj´ıc´ı:
addToType zprava1.txt 1 34 meteo
addToType zprava2.txt 1 13 vlady
addToType zprava3.txt 1 10 kultura
V druhe´m sloupci je uvedeno jme´no souboru, ve trˇet´ım je porˇad´ı prˇ´ıznaku, na
ktere´m zpra´va zacˇ´ına´. Na cˇtvrte´ pozici v rˇa´dku se nacha´z´ı pocˇet prˇ´ıznak˚u zpra´vy
a na posledn´ım mı´steˇ pak trˇ´ıda, do n´ızˇ zpra´va na´lezˇ´ı.
Nejsnazsˇ´ı zp˚usob, jak potrˇebny´ soubor vytvorˇit, je mı´t kazˇdou zpra´vu ohranicˇe-
nou XML elementem, jehozˇ na´zev odpov´ıda´ prˇ´ıslusˇne´ kategorii dokumentu, tedy
<kategorie> vybrane´_prˇı´znaky_zpra´vy </kategorie>.
Nemaj´ı–li dokumenty tuto strukturu, je nutne´ pro kazˇdy´ kategorii
”
rucˇneˇ“ nastavit,
cozˇ lze realizovat pouze pro velmi maly´ objem zdrojovy´ch dat.
Jednotlive´ parametry lze dokument˚um prˇiˇradit pomoc´ı prˇehledne´ho graficke´ho
uzˇivatelske´ho rozhran´ı (GUI), pomoc´ı ktere´ho lze TextBaseLabeler ovla´dat. Strucˇny´
na´vod je soucˇa´st´ı prˇ´ılohy A.2.
4.3.3 TrainTestClassifier
TrainTestClassifier slouzˇ´ı k samotne´ klasifikaci textovy´ch dokument˚u. Nejprve pro-
beˇhne proces ucˇen´ı na za´kladeˇ zvoleny´ch tre´novac´ıch dat a na´sledneˇ pak otestova´n´ı
vytvorˇene´ho modelu. Mnozˇinu testovac´ıch dat si mu˚zˇe prˇ´ımo vybrat uzˇivatel, cˇi lze
pouzˇ´ıt neˇkterou z funkc´ı na´stroje, ktera´ urcˇ´ı testovac´ı data za na´s, prˇicˇemzˇ jednou
z mozˇnost´ı je na´hodne´ rozdeˇlen´ı dat na tre´novac´ı a testovac´ı mnozˇinu a druhou
variantou je krˇ´ızˇova´ validace. Zacˇleneˇny jsou i trˇ´ıdy pro vyhodnocen´ı u´speˇsˇnosti
klasifikace vcˇetneˇ prˇehledne´ho graficke´ho uzˇivatelske´ho rozhran´ı pro zobrazen´ı vy´s-
ledk˚u. Jak pouzˇ´ıt TrainTestClassifier pro natre´nova´n´ı vlastn´ıch dat je obsahem
prˇ´ılohy A.3.
Tre´nova´n´ı modelu a testova´n´ı dat lze na´strojem MinorThird prove´st i oddeˇle-
neˇ. K samotne´mu tre´nova´n´ı slouzˇ´ı na´stroj TrainClassifier. Strucˇny´ na´vod k jeho
pouzˇit´ı lze nale´zt v prˇ´ıloze A.4. Otestovat natre´novany´ model je pak mozˇne´ na´stro-
jem TestClassifier, viz prˇ´ıloha A.5.
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5 Rˇesˇen´ı
Tato kapitola se skla´da´ ze trˇ´ı za´kladn´ıch cˇa´st´ı. V prvn´ı z nich, v sekci 5.1, jsou
popsa´ny u´pravy, ktere´ bylo nutne´ prove´st na zdrojove´m korpusu. Na´sleduj´ıc´ı cˇa´st
5.2 je veˇnova´na na´vrhu experiment˚u a soucˇa´st´ı sekce 5.3 jsou pak vy´sledky teˇchto
experiment˚u a jejich zhodnocen´ı.
5.1 Prˇedzpracova´n´ı dat
Obsahem te´to cˇa´sti pra´ce je popis zdrojovy´ch dat, jejich u´prav a zp˚usobu, jaky´m
byly vybra´ny dokumenty pro experimenty.
5.1.1 Zdrojova´ data
Zdrojova´ data potrˇebna´ pro tre´nova´n´ı jednotlivy´ch algoritmu˚ a na´sledne´ testova´n´ı
model˚u poskytla Cˇeska´ tiskova´ kancela´rˇ (CˇTK). Jednalo se o zpravodajstv´ı CˇTK za
leden 2011 ve forma´tu jednoho XML souboru. V neˇm bylo obsazˇeno celkem 20472
zpra´v. Kazˇda´ zpra´va byla ohranicˇena´ elementem <radek>, v neˇmzˇ byly vnorˇene´
elementy <titulek>, <datum>, <cas>, <lokalita>, <kw>, <hlavni_kategorie>,
<kategorie>, <priorita>, <servis> a <zprava>. Uka´zka jedne´ zpra´vy je uvedena
v prˇ´ıloze B.
5.1.2 U´pravy zdrojove´ho souboru
Prˇed pouzˇit´ım dat obsazˇeny´ch ve zdrojove´m souboru bylo potrˇeba prove´st neˇktere´
jeho u´pravy. Pro tento u´cˇel bylo napsa´no neˇkolik trˇ´ıd v jazyce Java, cˇi byly v editoru
Notepad++ pomoc´ı regula´rn´ıch vy´raz˚u upraveny neˇktere´ nedostatky rucˇneˇ.
V prve´ rˇadeˇ bylo trˇeba v elementech <zprava>, ktere´ jsou nejpodstatneˇjˇs´ımi
cˇa´stmi souboru, odstranit neˇktere´ nevhodne´ sekvence. Na zacˇa´tku kazˇde´ zpra´vy se
vyskytovala kra´tka´ neu´plna´ veˇta zakoncˇena´ trˇemi tecˇkami kop´ıruj´ıc´ı titulek a za´-
rovenˇ prvn´ı veˇta samotne´ho textu zpra´vy. Dvojna´sobny´ vy´skyt te´to cˇa´sti by mohl
prˇi klasifikaci zkreslit vy´sledky, a proto byla tato neu´plna´ veˇta odstraneˇna. Da´le se
v textu nacha´zely XML entity jako naprˇ´ıklad &lt;, &gt; cˇi &amp;. Ty velmi cˇasto
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zastupovaly HTML znacˇky, ktere´ pro dalˇs´ı pouzˇit´ı nejsou vy´znamne´. Vymaza´ny
byly take´ r˚uzne´ popisky, zkratky nebo oddeˇluj´ıc´ı cˇa´ry, jezˇ nebyly soucˇa´st´ı samotne´ho
textu.
Ve zdrojove´m souboru bylo mozˇne´ naj´ıt i zpra´vy v anglicke´m jazyce. Vzhle-
dem k tomu, zˇe bylo c´ılem pracovat vy´hradneˇ s cˇesˇtinou, bylo nutne´ je vynechat.
Veˇtsˇina teˇchto zpra´v spadala pod kategorie Dayly News se zkratkou eng a Business
News se zkratkou bns, proto nebylo obt´ızˇne´ je vyhledat a na´sledneˇ odstranit. Jejich
vymaza´n´ım se celkovy´ pocˇet zpra´v souboru zredukoval na 18529.
5.1.3 Vy´beˇr tre´novac´ıch dat
Pro u´cˇely klasifikace byly d˚ulezˇite´ pouze samotne´ texty zpra´v, tedy obsahy element˚u
<zprava>, spolu s kategori´ı, do ktere´ zpra´va na´lezˇ´ı. Kategorie byla urcˇena dveˇma
elementy. Jedn´ım z nich byl element <hlavni_kategorie>, v neˇmzˇ byla uvedena
vzˇdy pra´veˇ jedna hlavn´ı kategorie, druhy´m elementem potom <kategorie>, jenzˇ
obsahoval od jedne´ do peˇti vedlejˇs´ıch kategori´ı. Vzhledem k jejich velke´mu pocˇtu
a skutecˇnosti, zˇe MinorThird je stejneˇ jako mnohe´ podobne´ na´stroje zameˇrˇen prˇede-
vsˇ´ım na typ klasifikace, kdy dokument rˇad´ıme do jedne´ z n trˇ´ıd, rozhodla jsem se po
domluveˇ s vedouc´ım bakala´rˇske´ pra´ce s vedlejˇs´ımi kategoriemi nepracovat a vyuzˇ´ıvat
pouze obsah elementu <hlavni_kategorie>.
Texty zpra´v byly da´le rozdeˇleny do jednotlivy´ch soubor˚u na za´kladeˇ kategori´ı
tak, aby kazˇda´ zpra´va byla ulozˇena´ v samostatne´m souboru umı´steˇne´m ve slozˇce,
jej´ızˇ na´zev odpov´ıda´ zkratce pro danou trˇ´ıdu. Hlavn´ıch kategori´ı se v upravene´m
zdrojove´m souboru vyskytovalo celkem 37, cozˇ tedy odpov´ıda´ pocˇtu vytvorˇeny´ch
adresa´rˇ˚u. Jednotlive´ trˇ´ıdy jsou spolu s pocˇtem zpra´v, ktere´ do nich na´lezˇ´ı, zobrazeny
v tab. 5.1.3. V tabulce nen´ı zahrnuta kategorie oznacˇena zkratkou xhs, ktera´ obsa-
hovala zpra´vy skla´daj´ıc´ı se veˇtsˇinou z jedne´ cˇi dvou veˇt, velmi cˇasto kop´ıruj´ıc´ımi
nadpis. Te´matika teˇchto zpra´v byla nav´ıc velmi sˇiroka´, proto byla cela´ kategorie
vyrˇazena, nebot’ pro u´cˇely klasifikace ji nelze pouzˇ´ıt.
Vzhledem k tomu, zˇe v neˇktery´ch kategori´ıch byl nedostatecˇny´ pocˇet zpra´v pro
u´speˇsˇne´ natre´novan´ı klasifika´toru, omezila jsem se na trˇ´ıdy s veˇtsˇ´ım pocˇtem nezˇ 200
dokument˚u. Po domluveˇ s vedouc´ım bakala´rˇske´ pra´ce jsem da´le klasifikovala do 10
trˇ´ıd. 10 vybrany´ch kategori´ı je spolu s jejich popisem vypsa´no v tab. 5.2.
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Rˇesˇen´ı Prˇedzpracova´n´ı dat
Na´zev kategorie Zkratka Pocˇet zpra´v
Burzy bur 698
Cestovn´ı ruch tur 75
Doprava dpr 474
Energie ene 189
Financˇn´ı sluzˇby fin 223
Chemicky´ a farmaceuticky´ pr˚umysl che 43
Kriminalita a pra´vo zak 1493
Kultura kul 620
Lehky´ pr˚umysl prm 55
Magaz´ınovy´ vy´beˇr mag 412
Makroekonomika mak 641
Me´dia a reklama med 89
Monitor mnt 55
Na´bozˇenstv´ı nab 56
Nesˇteˇst´ı a katastrofy kat 26
Obchod obo 121
Parlamenty a vla´dy for 699




Pra´ce a odbory odb 26
Sluzˇby slz 174
Socia´ln´ı problematika sop 179
Souhrn ekonomicke´ho zpravodajstv´ı sue 119
Sportovn´ı zpravodajstv´ı spo 4287
Stavebnictv´ı a reality sta 149
Stroj´ırenstv´ı str 246
Sˇkolstv´ı sko 100
Telekomunikace a IT pit 198
Veˇda a technika vat 86
Zdravotnictv´ı zdr 359
Zemeˇdeˇlstv´ı zem 183
Zpravodajske´ den´ıky den 926
Zˇivotn´ı prostrˇed´ı ekl 127
Zˇivotn´ı styl spl 184









Informace o dopraveˇ automobilove´, zˇeleznicˇn´ı,




Informace o pra´vn´ıch norma´ch a jejich do-
drzˇova´n´ı. Zejme´na jde o zpra´vy o kriminali-
teˇ, jej´ım vysˇetrˇova´n´ı, souzen´ı a tresta´n´ı, da´le
o dopravn´ıch nehoda´ch a r˚uzny´ch nesˇteˇst´ıch.
Kultura
(kultura)
Informace o filmu, divadlu, hudbeˇ, literaturˇe,
vy´tvarne´m umeˇn´ı, architekturˇe, historicky´ch
pama´tka´ch, muze´ıch a kulturˇe obecneˇ.
Magaz´ınovy´ vy´beˇr
(magaz´ın)
Zpravodajstv´ı ze sveˇta za´bavn´ıho pr˚umyslu
a mo´dy, informace o celebrita´ch, trendech a za-




Informace o sta´tn´ıch rozpocˇtech, dluz´ıch,
meˇna´ch, HDP, u´rokovy´ch mı´ra´ch a sazba´ch
a o mezina´rodn´ıch ekonomicky´ch instituc´ıch.
Pocˇas´ı
(pocˇas´ı)
Informace o pocˇas´ı, o sj´ızdnosti silnic,




Informace o sportovn´ıch souteˇzˇ´ıch doma




Informace o stroj´ırenstv´ı, automobilove´m,
letecke´m, lodn´ım, zbrojn´ım a elektrotech-
nicke´m pr˚umyslu a o zˇeleza´rna´ch a hut´ıch.
Parlamenty a vla´dy
(vla´dy)




Informace o zdrav´ı, le´cˇen´ı chorob, le´ka´rna´ch,
le´c´ıch a o zdravotnicky´ch syste´mech vcˇetneˇ
zdravotn´ıch pojiˇst’oven a zdravotnicky´ch pro-
fesn´ıch a odborovy´ch organizac´ı.




Aby bylo mozˇne´ jednotliva´ slova tvorˇ´ıc´ı zpra´vy pozdeˇji lemmatizovat a urcˇit slovn´ı
druh, bylo nutne´ zpra´vy prˇeve´st do forma´tu CoNLL–2009. Ten vyzˇaduje, aby kazˇde´
slovo bylo umı´steˇno na samostatne´m rˇa´dku, ktery´ zacˇ´ına´ cˇ´ıslem oznacˇuj´ıc´ım porˇad´ı
slova ve veˇteˇ. V kazˇde´ veˇteˇ se tedy zacˇ´ına´ cˇ´ıslovat znovu od jednicˇky. Na´sleduje
samotne´ slovo a za n´ım pak 13 podtrzˇ´ıtek. Vsˇe je oddeˇleno tabula´torem. Mezi
jednotlivy´mi veˇtami mus´ı by´t pra´zdny´ rˇa´dek. Naprˇ´ıklad zpra´va
”
Z´ıtra se vy´razneˇ
ochlad´ı. Na veˇtˇsineˇ u´zemı´ bude sneˇzˇit.“ by vypadala takto:
1 Zı´tra _ _ _ _ _ _ _ _ _ _ _ _ _
2 se _ _ _ _ _ _ _ _ _ _ _ _ _
3 vy´razneˇ _ _ _ _ _ _ _ _ _ _ _ _ _
4 ochladı´ _ _ _ _ _ _ _ _ _ _ _ _ _
5 . _ _ _ _ _ _ _ _ _ _ _ _ _
1 Na _ _ _ _ _ _ _ _ _ _ _ _ _
2 veˇtsˇineˇ _ _ _ _ _ _ _ _ _ _ _ _ _
3 u´zemı´ _ _ _ _ _ _ _ _ _ _ _ _ _
4 bude _ _ _ _ _ _ _ _ _ _ _ _ _
5 sneˇzˇit _ _ _ _ _ _ _ _ _ _ _ _ _
6 . _ _ _ _ _ _ _ _ _ _ _ _ _
5.1.5 Lemmatiza´tor a POS–tagger
Jako vstupn´ı data pro klasifika´tor jsem se na za´kladeˇ dobry´ch vy´sledk˚u v literatu-
rˇe [24] rozhodla pouzˇ´ıt lemmata mı´sto slov, proto bylo potrˇeba prove´st lemmatizaci.
Da´le jsem prˇedpokla´dala, zˇe pro klasifikaci dokument˚u nebude nutne´ pracovat se
vsˇemi slovy obsazˇeny´mi v textu, ale pouze s vybrany´mi slovn´ımi druhy [23]. Pro u´cˇel
prˇiˇrazen´ı slovn´ıho druhu lemmat˚um slouzˇ´ı POS–tagger. Oba na´stroje, lemmatiza´tor
i POS–tagger s jizˇ natre´novany´m modelem pro cˇesˇtinu, poskytl vedouc´ı bakala´rˇske´
pra´ce vcˇetneˇ spousˇteˇc´ıch skript˚u.
Vstupem lemmatiza´toru jsou soubory ve forma´tu CoNLL, ktery´ byl prˇedstaven
v sekci 5.1.4. Lemmatiza´tor do tohoto forma´tu dopln´ı lemmata slov a jeho vy´sledek
pak slouzˇ´ı jako vstup pro POS–tagger, ktery´ doda´ zkratku slovn´ıho druhu. Prˇehled
zkratek pro jednotlive´ slovn´ı druhy je zobrazen v tab. 5.1.5. Po lemmatizaci a otag-
gova´n´ı vypada´ vy´sˇe zmı´neˇna´ vzorova´ zpra´va
”
Z´ıtra se vy´razneˇ ochlad´ı. Na veˇtˇsineˇ
u´zemı´ bude sneˇzˇit.“ takto:
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Rˇesˇen´ı Prˇedzpracova´n´ı dat
1 Zı´tra zı´tra _ _ D _ _ -1 _ _ _ _ _
2 se se_^(zvr._za´jmeno/cˇa´stice) _ _ P _ _ -1 _ _ _ _ _
3 vy´razneˇ vy´razneˇ _^(*1y´) _ _ N _ _ -1 _ _ _ _ _
4 ochladı´ ochladit_:w _ _ V _ _ -1 _ _ _ _ _
5 . . _ _ Z _ _ -1 _ _ _ _ _
1 Na na-1 _ _ R _ _ -1 _ _ _ _ _
2 veˇtsˇineˇ veˇtsˇina _ _ N _ _ -1 _ _ _ _ _
3 u´zemı´ u´zemı´ _ _ N _ _ -1 _ _ _ _ _
4 bude by´t _ _ V _ _ -1 _ _ _ _ _
5 sneˇzˇit sneˇzˇit_:w _ _ V _ _ -1 _ _ _ _ _
6 . . _ _ Z _ _ -1 _ _ _ _ _
Prvn´ı sloupec oznacˇuje porˇad´ı ve veˇteˇ. Druhy´ sloupec obsahuje slovo v p˚uvodn´ım
tvaru nebo interpunkcˇn´ı znak. Ve trˇet´ım sloupci najdeme lemma. Zkratka slovn´ıho













Tabulka 5.3: Zkratky vyskytuj´ıc´ı se v otaggovane´m
CoNLL souboru.
5.1.6 Fina´ln´ı u´pravy
Na za´kladeˇ zvoleny´ch krite´ri´ı pro vy´beˇr prˇ´ıznak˚u, ktera´ jsou da´le popsa´na v sekci
5.2, byla z otaggovany´ch soubor˚u extrahova´na dana´ lemmata cˇi p˚uvodn´ı slova
a umı´steˇna do novy´ch soubor˚u, ktere´ byly ukla´da´ny do slozˇek podle kategori´ı.
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Rˇesˇen´ı Na´vrh experiment˚u
V za´peˇt´ı se uka´zalo, zˇe pro pouzˇit´ı na´stroje TextBaseLabeler, jenzˇ jednotlivy´m
zpra´va´m prˇiˇrad´ı spra´vnou kategorii, je vhodne´, aby byl text kazˇde´ zpra´vy ohra-
nicˇen elementem, jehozˇ na´zev odpov´ıda´ na´zvu trˇ´ıdy, do ktere´ zpra´va na´lezˇ´ı. Na
zacˇa´tek kazˇde´ho souboru tak byl prˇida´n prˇ´ıslusˇny´ otev´ırac´ı tag a na jeho za´veˇr tag
ukoncˇovac´ı. Nakonec bylo z kazˇde´ kategorie na´hodneˇ vybra´no 200 soubor˚u urcˇeny´ch
pro tre´nova´n´ı a umı´steˇno do jednoho adresa´rˇe, cˇ´ımzˇ byla prˇ´ıprava tre´novac´ıch dat
pro na´stroj MinorThird hotova a bylo mozˇne´ prˇistoupit k experiment˚um.
5.2 Na´vrh experiment˚u
Pro experimenty bylo vedle vy´beˇru klasifikacˇn´ıch algoritmu˚ patrneˇ nejd˚ulezˇiteˇjˇs´ım
krokem zvolit krite´ria pro vy´beˇr prˇ´ıznak˚u a na jejich za´kladeˇ pak vytvorˇit neˇkolik
r˚uzny´ch skupin zdrojovy´ch dokument˚u, ktere´ budou pouzˇity jako tre´novac´ı data pro
klasifika´tor.
Lemmatiza´tor a POS–tagger byly pouzˇity, aby bylo mozˇno jako tre´novac´ı data
vybrat pouze urcˇite´ slovn´ı druhy. Z teˇch jsem zvolila podstatna´ a prˇ´ıdavna´ jme´na,
slovesa a prˇ´ıslovce. Tyto slovn´ı druhy patrˇ´ı mezi za´kladn´ı, nebot’ je lze odvodit prˇ´ımo
z pojmu˚ nasˇeho mysˇlen´ı [17]. Naopak jsem prˇedpokla´dala, zˇe bude mozˇne´ vynecha´n´ı
za´jmen, prˇedlozˇek, spojek, cˇa´stic, citoslovc´ı a take´ interpunkcˇn´ıch zname´nek. Ke
zva´zˇen´ı, zdali je zacˇlenit cˇi nikoliv, zby´valy pouze cˇ´ıslovky. Zahrnut´ı konkre´tn´ıch
cˇ´ıslovek by nejsp´ıˇse bylo zbytecˇne´, nebot’ nen´ı pravdeˇpodobne´, zˇe by ojedineˇly´
vy´skyt neˇktere´ho cˇ´ısla prˇispeˇl k lepsˇ´ımu natre´nova´n´ı klasifika´toru. Na druhou stranu
pocˇet cˇ´ıslovek ve zpra´veˇ by u´lohu hra´t mohl. Z toho d˚uvodu jsem dospeˇla k za´veˇru,
zˇe vyzkousˇ´ım obeˇ varianty. Vytvorˇila jsem tedy dveˇ skupiny tre´novac´ıch dat, prˇicˇemzˇ
v jedne´ jsem cˇ´ıslovky vynechala zcela a do druhe´ jsem je zacˇlenila. Konkre´tn´ı
cˇ´ıslovky jsem vsˇak nahradila slovem cˇ´ıslovka. Z v´ıcena´sobne´ho vy´skytu tohoto slova
ve zpra´veˇ tak bude jasne´, kolik cˇ´ısel text obsahoval. Jako prˇ´ıznaky pro tyto dveˇ
skupiny jsem se rozhodla pouzˇ´ıt lemmata slov, nebot’ jsem prˇedpokla´dala, zˇe takto
bude klasifika´tor poda´vat lepsˇ´ı vy´sledky nezˇ s pouzˇit´ım slov v jejich p˚uvodn´ım tvaru.
Aby bylo mozˇne´ oveˇrˇit, zdali pouzˇit´ı pouze urcˇity´ch slovn´ıch druh˚u zlepsˇuje
u´speˇsˇnost klasifika´toru, bylo vhodne´, aby dalˇs´ı vytvorˇena´ skupina dokument˚u na-
opak obsahovala vsˇechny slovn´ı druhy. Trˇet´ı soubor dat je tedy slozˇen z dokument˚u,
ktere´ jsou reprezentova´ny vsˇemi slovy nacha´zej´ıc´ımi se v origina´ln´ım textu, pouze
jsou na mı´sto p˚uvodn´ıch tvar˚u slov pouzˇita jejich lemmata. Pro cˇtvrtou, posledn´ı,
skupinu dokument˚u pak byla pouzˇita slova v p˚uvodn´ıch tvarech, cozˇ by meˇlo poskyt-




Vznikly tedy celkem 4 skupiny dokument˚u liˇs´ıc´ı se vybrany´mi prˇ´ıznaky a urcˇene´
pro klasifikaci na´strojem MinorThird. C´ılem pra´ce bylo pouzˇ´ıt k tomu trˇi r˚uzne´
algoritmy, prˇicˇemzˇ vybra´ny byly naivn´ı Bayes˚uv klasifika´tor, support vector ma-
chines a maxima´ln´ı entropie. U´speˇsˇnost vytvorˇene´ho klasifika´toru pro tyto metody
a pro vsˇechny soubory dokument˚u jsou obsazˇeny v kap. 5.3.
5.3 Dosazˇene´ vy´sledky
Pro testova´n´ı natre´novany´ch model˚u byla pouzˇita krˇ´ızˇova´ validace, ktera´ je soucˇa´st´ı
implementace na´stroje MinorThird. Du˚lezˇity´m parametrem pro tuto metodu je
pocˇet cˇa´st´ı, do ktery´ch se maj´ı zdrojova´ data rozdeˇlit. Zvolena byla hodnota 10.
Vy´sledky pro jednotlive´ skupiny vstupn´ıch dokument˚u jsou zobrazeny v tabulka´ch
podle pouzˇite´ho algoritmu pro tre´nova´n´ı. Tab. 5.4 obsahuje vy´sledky pro naivn´ı
Bayes˚uv klasifika´tor, tab. 5.5 pro metodu SVM a tab. 5.6 pro algoritmus zalozˇeny´
na maxima´ln´ı entropii. V teˇchto tabulka´ch jsou zacˇleneˇny vy´sledky pro jednotlive´
kategorie i celkove´. Cˇ´ıselne´ hodnoty uda´vaj´ı, pro kolik procent dokument˚u urcˇil
klasifika´tor trˇ´ıdu spra´vneˇ. Rˇa´dky tabulek odpov´ıdaj´ı rozpozna´vany´m kategori´ım
a sloupce jednotlivy´m sada´m dokument˚u liˇs´ıc´ıch se vy´beˇrem prˇ´ıznak˚u. Prvn´ı sloupec
s hodnotami obsahuje vy´sledky pro skupinu dokument˚u, kde byla pouzˇita vsˇechna
slova. V druhe´m sloupci se nacha´z´ı vy´sledky pro skupinu dokument˚u, ktere´ jsou
reprezentova´ny vsˇemi lemmaty. Pro sadu dokument˚u, jej´ızˇ vy´sledky jsou ve trˇet´ım
sloupci tabulky, byly vybra´ny pouze urcˇite´ slovn´ı druhy. Vy´sledky posledn´ı skupiny
dokument˚u, ve ktere´ byly k vybrany´m slovn´ım druh˚um prˇida´ny cˇ´ıslovky, se nacha´z´ı
ve cˇtvrte´m sloupci.
Z tab. 5.4 vyply´va´, zˇe nejlepsˇ´ıch vy´sledk˚u dosahoval naivn´ı Bayes˚uv klasifika´tor,
a to s vy´razneˇjˇs´ım pr˚umeˇrny´m odstupem 3,9 %. Na druhe´m mı´steˇ je pak algorit-
mus support vector machines a nejhorsˇ´ıch vy´sledk˚u dosahoval algoritmus maxima´ln´ı
entropie. Rozd´ıl vy´sledny´ch pr˚umeˇrny´ch u´speˇsˇnost´ı je zde vsˇak uzˇ jen 2 %. Porˇad´ı al-
goritmu˚ z˚ustane stejne´ i v prˇ´ıpadeˇ, zˇe porovna´me jejich vy´sledky pro kazˇdou skupinu
dokument˚u zvla´sˇt’. Jedinou vy´jimkou je skupina, ve ktere´ jsou jako prˇ´ıznaky pouzˇita
vsˇechna slova. Zde dopadla maxima´ln´ı entropie le´pe nezˇ SVM. Hlavn´ım d˚uvodem
vysoke´ u´speˇsˇnosti naivn´ıho Bayesova klasifika´toru oproti metodeˇ support vector
machines a algoritmu maxima´ln´ı entropie je pravdeˇpodobneˇ nedostatecˇna´ velikost
tre´novac´ıch dat. Zat´ımco pro Bayesovu metodu byla velikost tre´novac´ıch dat nej-
sp´ıˇse dostacˇuj´ıc´ı, pro dalˇs´ı dva algoritmy byla pravdeˇpodobneˇ prˇ´ıliˇs mala´.
Zaj´ımava´ zjiˇsteˇn´ı vyply´vaj´ı ze srovna´n´ı jednotlivy´ch skupin dokument˚u. Prˇed-















doprava 79,5 78,0 78,5 79,0
krimi 83,0 82,0 82,0 82,0
kultura 89,5 91,5 92,0 91,0
magazin 66,0 69,5 67,5 70,0
makro 87,0 86,0 85,5 86,5
meteo 97,0 95,5 96,5 97,0
sport 96,0 92,0 93,5 93,0
stroj´ırenstv´ı 94,5 95,5 94,5 96,5
vla´dy 85,5 84,0 87,0 84,0
zdravotnictv´ı 91,0 91,5 92,5 93,5
celkem 86,9 86,6 87,0 87,2













doprava 81,5 78,5 79,5 82,0
krimi 83,5 75,5 80,5 80,0
kultura 80,0 79,0 81,0 79,5
magazin 76,0 75,0 76,0 75,0
makro 81,5 78,0 81,0 86,0
meteo 93,5 94,5 95,0 95,5
sport 89,5 89,5 89,0 89,5
stroj´ırenstv´ı 89,0 91,5 89,5 90,5
vla´dy 77,5 76,5 79,0 74,0
zdravotnictv´ı 81,5 77,5 83,0 82,5
celkem 83,4 81,6 83,4 83,5















doprava 81,5 68,0 78,0 73,0
krimi 81,5 71,0 80,5 81,0
kultura 80,5 67,5 80,0 81,0
magazin 74,5 59,5 72,5 70,5
makro 83,0 78,0 82,5 83,0
meteo 96,5 90,5 92,0 91,0
sport 93,5 87,5 92,5 87,5
stroj´ırenstv´ı 92,5 84,0 92,0 92,5
vla´dy 80,0 68,0 75,0 76,0
zdravotnictv´ı 81,5 75,0 83,5 82,0
celkem 84,5 74,9 82,9 81,8
Tabulka 5.6: Vy´sledky pro ME (u´speˇsˇnost klasifika´toru v %).
v p˚uvodn´ım tvaru, si povede nejh˚urˇe a zˇe v prˇ´ıpadeˇ pouzˇit´ı lemmat slov, bude mı´t
klasifika´tor u´speˇsˇnost veˇtsˇ´ı. Nejlepsˇ´ı vy´sledky meˇl poda´vat klasifika´tor natre´novany´
jen na lemmatech vybrany´ch slovn´ıch druh˚u. Tyto prˇedpoklady se vsˇak nepotvrdily.
Nejhorsˇ´ıch vy´sledku˚ ve vsˇech trˇech prˇ´ıpadech dosa´hla skupina dokument˚u, ktera´
ma´ jako prˇ´ıznaky vsˇechna lemmata. To lze videˇt zejme´na v prˇ´ıpadeˇ maxima´ln´ı
entropie, kde byla u´speˇsˇnost klasifika´toru azˇ prˇekvapiveˇ mala´ oproti ostatn´ım. Nej-
lepsˇ´ıch vy´sledk˚u zde naopak dosa´hla skupina pouzˇ´ıvaj´ıc´ı vsˇechna slova. U dalˇs´ıch
dvou algoritmu˚, NB a SVM, pak skutecˇneˇ sady soubor˚u s pouze urcˇity´mi slovn´ımi
druhy meˇly nejvysˇsˇ´ı u´speˇsˇnost, prˇicˇemzˇ soubor obsahuj´ıc´ı nav´ıc cˇ´ıslovky dosa´hl jesˇteˇ
nepatrneˇ lepsˇ´ıch vy´sledk˚u. Rozd´ıly v hodnota´ch celkove´ u´speˇsˇnosti jsou vsˇak prˇ´ıliˇs
male´. Vy´sledky tedy nepotvrdily prˇedpoklady, zˇe pouzˇit´ı POS–taggeru a vy´beˇr jen
neˇktery´ch slovn´ıch druh˚u prˇispeˇj´ı k vytvorˇen´ı lepsˇ´ıho klasifika´toru. Hlavn´ı prˇ´ıcˇi-
nou je pravdeˇpodobneˇ skutecˇnost, zˇe byla pouzˇita nejjednodusˇsˇ´ı parametrizacˇn´ı
technika (document frequency). Pouzˇit´ı sofistikovaneˇjˇs´ı metody by pravdeˇpodobneˇ
vedlo k tomu, zˇe by se vy´sledky experiment˚u v´ıce prˇibl´ızˇily ocˇeka´vany´m vy´sledk˚um.
Pod´ıva´me–li se na vy´sledky jednotlivy´ch kategori´ı, nejlepsˇ´ıch dosa´hly klasifika´-
tory pro kategorii meteo, cozˇ je pravdeˇpodobneˇ da´no t´ım, zˇe disponuje specifickou
slovn´ı za´sobou, jezˇ se pouze minima´lneˇ prˇekry´va´ se zbyly´mi trˇ´ıdami. Velmi dobre´
vy´sledky poda´valy klasifika´tory take´ pro kategorie sport a stroj´ırenstv´ı. Naopak
nejh˚urˇe rozpoznatelna´ byla trˇ´ıda magaz´ın, pro kterou je azˇ na jedinou vy´jimku
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u´speˇsˇnost klasifika´toru vzˇdy nejnizˇsˇ´ı ze vsˇech kategori´ı. Prˇi blizˇsˇ´ım prozkouma´n´ı
bylo zjiˇsteˇno, zˇe tato kategorie byla velmi podobna´ zejme´na kategorii kultura, ktera´
z toho d˚uvodu byla cˇasto zvolena namı´sto spra´vne´ trˇ´ıdy magaz´ın.
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C´ılem te´to pra´ce bylo nastudovat pouzˇ´ıvane´ techniky pro automatickou klasifikaci
textovy´ch dokument˚u a zvolit alesponˇ dveˇ metody, ktere´ budou otestova´ny na
cˇeske´m korpusu, jenzˇ dodala CˇTK. K tomu bylo potrˇeba vyhledat vhodny´ klasi-
fikacˇn´ı na´stroj, cozˇ tvorˇilo dalˇs´ı c´ıl te´to pra´ce.
Na za´kladeˇ prˇedchoz´ı analy´zy existuj´ıc´ıch prˇ´ıstup˚u byly pro vlastn´ı experimenty
jako metody zvoleny naivn´ı Bayes˚uv klasifika´tor, support vector machines a algo-
ritmus maxima´ln´ı entropie. K te´to volbeˇ pak bylo nutne´ prˇihle´dnout prˇi vy´beˇru
na´stroje, ktery´ bude pouzˇit pro vlastn´ı klasifikaci dokument˚u. Na internetu jich
bylo nalezeno celkem deset, jezˇ vyhovovaly zadany´m krite´ri´ım. Mezi krite´ria patrˇilo
prˇedevsˇ´ım, aby se jednalo o volneˇ dostupny´ software, ktery´ je implementova´n v ja-
zyce Java, prˇ´ıpadneˇ C++. Z nalezeny´ch na´stroj˚u byl nakonec zvolen MinorThird
prˇedevsˇ´ım proto, zˇe jsou v neˇm zahrnuty vsˇechny trˇi vybrane´ algoritmy a zˇe dispo-
nuje kvalitn´ı dokumentac´ı.
Zdrojove´ texty byly upraveny do potrˇebne´ podoby pro na´stroj MinorThird a byly
vytvorˇeny cˇtyrˇi skupiny dokument˚u, ktere´ se liˇsily typem zvoleny´ch prˇ´ıznak˚u. Prvn´ı
sada obsahovala dokumenty, ktere´ meˇly jako prˇ´ıznaky vsˇechna slova p˚uvodn´ıho
textu v jejich origina´ln´ım tvaru. Pro druhy´ soubor byla pouzˇita take´ vsˇechna slova,
ovsˇem jejich p˚uvodn´ı tvar byl nahrazen jejich lemmatem. Lemmata byla soucˇa´st´ı
i dalˇs´ıch dvou soubor˚u, jezˇ obsahovaly vybrane´ slovn´ı druhy, ktery´mi byly podstatna´
a prˇ´ıdavna´ jme´na, slovesa a prˇ´ıslovce. V jedne´ sadeˇ se ve specia´ln´ım tvaru nacha´zely
i cˇ´ıslovky.
Pro vsˇechny cˇtyrˇi soubory dokument˚u a vsˇechny trˇi zvolene´ algoritmy byly jed-
notliveˇ provedeny experimenty a v za´veˇru tak vzniklo celkem dvana´ct sad vy´sledk˚u.
Z vy´sledk˚u vyplynulo, zˇe jako nejlepsˇ´ı metoda se jev´ı naivn´ı Bayes˚uv klasifika´-
tor, ktery´ prˇiˇradil spra´vnou kategorii pro nejvysˇsˇ´ı procento dokument˚u. S mı´rny´m
odstupem skoncˇil na druhe´m mı´steˇ algoritmus SVM a nejnizˇsˇ´ı u´speˇsˇnost zazname-
nala metoda maxima´ln´ı entropie.
Vy´sledky pro jednotlive´ sady dokument˚u nebyly ve shodeˇ s prvotn´ımi prˇed-
poklady. Ocˇeka´valo se, zˇe soubor obsahuj´ıc´ı jako prˇ´ıznaky vsˇechna slova dosa´hne
nejhorsˇ´ıch vy´sledku˚. Nejnizˇsˇ´ı u´speˇsˇnost meˇly natre´novane´ klasifika´tory ovsˇem pro
skupinu, ktera´ obsahovala jako prˇ´ıznaky vsˇechna lemmata. Dalˇs´ım prˇedpokladem
bylo, zˇe skupiny, kde byly zacˇleneˇny jen neˇktere´ slovn´ı druhy dosa´hnou nejlepsˇ´ıch
vy´sledk˚u. Tak tomu bylo pouze v prˇ´ıpadeˇ naivn´ıho Bayesova klasifika´toru a SVM.
Rozd´ıl oproti ostatn´ım skupina´m byl vsˇak minima´ln´ı. Pro algoritmus maxima´ln´ı
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entropie meˇla nejvysˇsˇ´ı u´speˇsˇnost skupina obsahuj´ıc´ı vsˇechna slova p˚uvodn´ıho textu.
Vy´sledky experiment˚u potvrdily, jak d˚ulezˇity´m krokem je vy´beˇr prˇ´ıznak˚u. Vy-
zkousˇen´ı dalˇs´ıch metod pro volbu prˇ´ıznak˚u s c´ılem naj´ıt tu nejvy´hodneˇjˇs´ı je jedna
z variant budouc´ıho vy´voje. Dalˇs´ımi mozˇnostmi jsou oveˇrˇen´ı vy´sledk˚u s rozsa´hly´mi
daty a automatizace procesu parametrizace. Kromeˇ zdokonalen´ı syste´mu by pak
bylo mozˇne´ jeho rozsˇ´ıˇren´ı t´ım zp˚usobem, zˇe by jednomu dokumentu mohlo by´t




BSD Berkeley Software Distribution (licence)
CoNLL Computer Natural Language Learning
CPL Common Public License
CˇTK Cˇeska´ tiskova´ kancela´rˇ
GNU General Public License
GUI Graficke´ uzˇivatelske´ rozhran´ı
HMM Hidden Markov Models
KNN k-Nearest Neighbor (algoritmus)
LM Language Model (algoritmus)
ME Maxima´ln´ı entropie
NB Naivn´ı Bayes˚uv klasifika´tor
PDT Prazˇsky´ za´vislostn´ı korpus
POS Part of Speech
SVM Support Vector Machines
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A.1 MinorThird - kompilace
Pro pouzˇ´ıva´n´ı na´stroje MinorThird je nutne´ mı´t nainstalovanou javu verze 1.5.0
a vysˇsˇ´ı. Pro kompilaci ko´du je nav´ıc potrˇeba Ant verze 1.6.5 nebo pozdeˇjˇs´ı.
Postup instalace:
1. Sta´hnout MinorThird z adresy uvedene´ u zdroje [16].
2. Pomoc´ı prˇ´ıkazu cd se prˇesunout do adresa´rˇe, do ktere´ho byly rozbaleny stazˇene´
soubory.
3. Spustit instalacˇn´ı skript pro dany´ operacˇn´ı syste´m pro nastaven´ı
CLASSPATH.
 pro Linux: source script/setup.linux
 pro Windows: script\setup
4. Aby bylo mozˇne´ pouzˇ´ıvat vesˇkere´ soucˇa´sti na´stroje MinorThird, je nutne´
prove´st drobnou u´pravu zdrojove´ho ko´du. Jedna´ se o doplneˇn´ı cˇesky´ch znak˚u,
jezˇ by jinak MinorThird povazˇoval za b´ıle´ znaky a v d˚usledku toho by docha´-
zelo mimo jine´ ke sˇpatne´mu deˇlen´ı jednotlivy´ch slov.
V adresa´rˇi src/edu/cmu/minorthird/text/ vyhleda´me trˇ´ıdu
RegexTokenizer.java
a zobraz´ıme ji v libovolne´m textove´m editoru. Zde najdeme globa´lneˇ deklaro-
vany´ rˇeteˇzec
TOKEN_REGEX_DEFAULT_VALUE,
jenzˇ je inicializova´n na hodnotu
"\\s*([0-9]+|[a-zA-Z]+|\\W)\\s*".
Do toho je nutne´ zacˇlenit vesˇkera´ p´ısmena obsahuj´ıc´ı ha´cˇky a cˇa´rky vysky-




Uzˇivatelska´ dokumentace MinorThird - kompilace
5. Po ulozˇen´ı a prˇesunut´ı se zpeˇt do hlavn´ıho adresa´rˇe lze ko´d zkompilovat
prˇ´ıkazem:
ant build-clean
6. Dokumentaci lze vygenerovat prˇ´ıkazem:
ant javadoc
7. Otestovat, zdali kompilace byla u´speˇsˇna´, lze prˇ´ıkazem:
ant test
V prˇ´ıpadeˇ proble´mu˚ s kompilac´ı je mozˇne´ z uvedene´ho zdroje sta´hnout take´ spusti-
telnou, tedy jizˇ zkompilovanou, verzi. Je vsˇak nutne´ pamatovat na fakt, zˇe bez





Postup vytvorˇen´ı souboru DATA.labels potrˇebne´ho pro nacˇten´ı zdrojovy´ch doku-
ment˚u do na´stroje MinorThird je na´sleduj´ıc´ı:
1. Na prˇ´ıkazove´ rˇa´dce se prˇesuneme do slozˇky, kam jsme nainstalovali Minor-
Third. TextBaseLabeler spust´ıme prˇ´ıkazem
java -Xmx500M edu.cmu.minorthird.text.gui.TextBaseLabeler DATA
DATA.labels
kde DATA je na´zev adresa´rˇe obsahuj´ıc´ıho zdrojove´ dokumenty. Je vhodne´ po-
jmenovat vy´stupn´ı soubor shodneˇ jako adresa´rˇ s daty, protozˇe tak bude Mi-
norThird nacˇ´ıtat zdrojove´ dokumenty automaticky.
2. Otevrˇe se nove´ okno, viz obr. A.1, kde klikneme na tlacˇ´ıtko Save v prave´m
doln´ım rohu, cˇ´ımzˇ je soubor DATA.labels hotov.
3. Pokud nema´me zpra´vy ohranicˇene´ pocˇa´tecˇn´ımi a ukoncˇovac´ımi XML znacˇka-
mi, viz kap. 4.3.2, mus´ıme kategorii zvolit pro kazˇdy´ dokument zvla´sˇt’:
 vybereme dokument (klikneme na neˇj v horn´ı cˇa´sti okna)
 zvol´ıme kategorii v menu pick label (doln´ı liˇsta)
 nen´ı-li kategorie v nab´ıdce, nap´ıˇseme ji do pole New class a klikneme
na tlacˇ´ıtko Accept class








Postup pro natre´nova´n´ı modelu a jeho na´sledne´ otestova´n´ı pomoc´ı GUI je na´sledu-
j´ıc´ı:
1. Na prˇ´ıkazove´ rˇa´dce se prˇesuneme do slozˇky, kam jsme nainstalovali Minor-
Third. TrainTestClassifier spust´ım prˇ´ıkazem:
java -Xmx500M edu.cmu.minorthird.ui.TrainTestClassifier -gui
2. Otevrˇe se nove´ okno, viz obr. A.2, kde klikneme na tlacˇ´ıtko Edit umı´steˇne´
v horn´ı cˇa´sti.
Obra´zek A.2: GUI na´stroje TrainTestClassifier.
3. V dalˇs´ım okneˇ, ktere´ vid´ıme na obr. A.3 nastav´ıme vesˇkere´ parametry pro
tre´nova´n´ı a testova´n´ı dat:
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Obra´zek A.3: Okno pro nastaven´ı parametr˚u.
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 labelsFilename: Kliknut´ım na tlacˇ´ıtko Browse vybereme soubor s kon-
covkou .labels, ktery´ jsme vytvorˇili pomoc´ı na´stroje TextBaseLabeler
a ktery´ specifikuje dokumenty pro tre´nova´n´ı (a prˇ´ıpadneˇ i testova´n´ı).
Tyto dokumenty mus´ı by´t umı´steˇny v jedne´ slozˇce, ktera´ se nacha´z´ı ve
stejne´m adresa´rˇi jako tento soubor.
 signalParameters: Klikneme na tlacˇ´ıtko Edit a jako spanProp nasta-
v´ıme vy´beˇrem v menu mozˇnost userLabel. Tato volba uprˇesnˇuje kate-
gorie, pro ktere´ ma´ by´t klasifika´tor natre´nova´n.
 splitter: Zde specifikujeme, jak budou rozdeˇlena nasˇe data na tre´novac´ı
a testovac´ı mnozˇinu. Jinou variantou je v poli testFilename vybrat
testovac´ı mnozˇinu prˇ´ımo. V tomto prˇ´ıpadeˇ bude splitter ignorova´n.
 learner: Pro prˇ´ıpad multiklasifikace je nutne´ zvolit mozˇnost
OneVsAllLearner a kliknut´ım na tlacˇ´ıtko Edit v poli innerLearner
zvolit pozˇadovany´ algoritmus.
4. Stisknut´ım kla´vesy Enter se okno Property Editor uzavrˇe a my se dostaneme
zpeˇt do p˚uvodn´ı nab´ıdky. Zde kliknut´ım na tlacˇ´ıtko Start Task zaha´j´ıme
klasifikaci a tre´nova´n´ı.
5. Po natre´nova´n´ı a otestova´n´ı modelu si mu˚zˇeme prohle´dnout vy´sledky kliknu-
t´ım na tlacˇ´ıtko View results.
Nechceme-li cˇi nemu˚zˇeme-li pouzˇ´ıt GUI, je mozˇne´ spustit TrainTestClassifier
s vyuzˇit´ım prˇ´ıkazove´ rˇa´dky. V tomto prˇ´ıpadeˇ zada´me vesˇkere´ nasˇe volby jako para-
metry. Na´poveˇdu, ktera´ obsahuje prˇehled mozˇnost´ı, lze vypsat prˇ´ıkazem:
java -Xmx500M edu.cmu.minorthird.ui.TrainTestClassifier -help
Naprˇ´ıklad spustit TrainTestClassifier pomoc´ı prˇ´ıkazove´ rˇa´dky s volbami
 labelsFilename: data.labels (vcˇetneˇ cesty)
 spanProp: userLabel
 splitter: CrossValSplitter (zdrojova´ data rozdeˇl´ıme na 10 skupin)
 learner: OneVsAllLearner




java -Xmx500M edu.cmu.minorthird.ui.TrainTestClassifier -labels data
-spanProp userLabel -splitter "new CrossValSplitter()" -SplitterOp
numberOfFolds=10 -learner "new Recommended.OneVsAllLearner()"
Vy´sledkem bude strucˇny´ vy´pis vy´sledk˚u zahrnuj´ıc´ı spocˇtenou chybovost celkoveˇ
a pro kazˇdou trˇ´ıdu zvla´sˇt’. Pro podrobneˇjˇs´ı vy´pis ve specia´ln´ım okneˇ je nutne´ prˇi




Pro natre´nova´n´ı klasifika´toru je nutne´ zadat tyto parametry:
 learner: Pro klasifikaci do v´ıce nezˇ dvou trˇ´ıd vybereme OneVsAllLearner
a algoritmus uprˇesn´ıme volbou innerLearner.
 labels: Na´zev souboru s koncovkou .labels specifikuj´ıc´ı dokumenty pro tre´no-
va´n´ı.
 spanProp: Zvol´ıme mozˇnost userLabel pro tre´nova´n´ı na´mi urcˇeny´ch kate-
gori´ı.
 saveAs: Na´zev, pod ktery´m se ma´ ulozˇit natre´novany´ model.
TrainClassifier mu˚zˇeme spustit pomoc´ı prˇ´ıkazove´ rˇa´dky nebo pomoc´ı GUI.
Pomoc´ı prˇ´ıkazove´ rˇa´dky mu˚zˇeme tre´nova´n´ı spustit naprˇ. t´ımto prˇ´ıkazem:
java -Xmx500M edu.cmu.minorthird.ui.TrainClassifier -labels data
-spanProp userLabel -learner "new Recommended.OneVsAllLearner()"
-LearnerOp innerLearner=ui.Recommended.NaiveBayes -saveAs model.ann
Pro spusˇteˇn´ı pomoc´ı GUI zada´me:
java -Xmx500M edu.cmu.minorthird.ui.TrainClassifier -gui
Dalˇs´ı postup je pak shodny´ jako pro na´stroj TrainTestClassifier, viz. prˇ´ıloha A.3.




Pro testova´n´ı klasifika´toru je potrˇeba uprˇesnit tyto parametry:
 labels: Na´zev adresa´rˇe obsahuj´ıc´ı dokumenty pro testova´n´ı.
 spanProp: Zvol´ıme mozˇnost userLabel pro klasifikaci do na´mi urcˇeny´ch ka-
tegori´ı.
 loadFrom: Parametr pro uprˇesneˇn´ı natre´novane´ho modelu, ktery´ se ma´ na-
cˇ´ıst.
 saveAs: Jme´no souboru pro ulozˇen´ı vy´sledku testova´n´ı, nepovinny´ parametr.
TestClassifier mu˚zˇeme spustit pomoc´ı prˇ´ıkazove´ rˇa´dky nebo pomoc´ı GUI.
Pomoc´ı prˇ´ıkazove´ rˇa´dky mu˚zˇeme testova´n´ı spustit naprˇ. t´ımto prˇ´ıkazem:
java -Xmx500M edu.cmu.minorthird.ui.TestClassifier -labels data
-spanProp userLabel -loadFrom model.ann -saveAs data.labels
Pro spusˇteˇn´ı pomoc´ı GUI zada´me:
java -Xmx500M edu.cmu.minorthird.ui.TestClassifier -gui
Dalˇs´ı postup je pak shodny´ jako pro na´stroj TrainTestClassifier, viz. prˇ´ıloha A.3.
Liˇs´ı se pouze mnozˇstv´ı zada´vany´ch parametr˚u.
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souboru
<radek id=”T201101010012301”>




<kw>USA pocˇas´ı torna´do </kw>




<zprava> Torna´do v USA zabilo sˇest lid´ı &lt;p&gt;Washington 1. ledna (CˇTK)
- Sˇest lid´ı zahynulo v pa´tek v USA, kdyzˇ se prˇes sta´ty Arkansas, Missouri a Illi-
nois prˇehnalo torna´do. Des´ıtky osob utrpeˇly zraneˇn´ı. V´ıtr take´ znicˇil neˇkolik bu-
dov.&lt;/p&gt; &lt;p&gt;Torna´do se prˇehnalo prˇes arkansasky´ okres Washington
County, kde smetlo jeden zdeˇny´ d˚um, stodolu a jeden montovany´ domek. V troska´ch
zahynuli trˇi lide´ a neˇkolik dalˇs´ıch bylo zraneˇno. V´ıtr take´ zprˇetrhal elektricke´ ve-
den´ı.&lt;/p&gt; &lt;p&gt;Dalˇs´ı trˇi obeˇti jsou z oblasti Rolla ve sta´teˇ Missouri. Dveˇ
zˇeny zahynuly na jedne´ farmeˇ slozˇene´ z mobiln´ıch domu˚.&lt;/p&gt; &lt;p&gt;Torna´-
do vzniklo na okraji fronta´ln´ıho syste´mu, ktery´ ve cˇtvrtek prˇinesl sneˇhovou bourˇi do
za´padn´ıch americky´ch sta´t˚u a pohybuje se k severovy´chodu. Varova´n´ı prˇed dalˇs´ımi
veˇtrny´mi smrsˇteˇmi dnes vyhla´sily sta´ty Arkansas, Missouri a Oklahoma.&lt;/p&gt;
&lt;p&gt;rv str&lt;/p&gt; </zprava>
</radek>
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