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a b s t r a c t
In Keimel et al. (2009) [5] we have systematically derived a predicate transformer seman-
tics from a direct semantics in total correctness style for a nondeterministic/probabilistic
basic imperative programming language Lp. In the current paper we perform the analo-
gous task starting from a direct semantics for Lp in partial correctness style. As in [5] we
establish a ‘‘Minkowski duality’’ providing an isomorphism between direct semantics and
a continuation semantics from which a predicate transformer semantics wpa can be read
off immediately.
Butwpa has only an auxiliary status and we use it to define a predicate transformerwlp
aswlp(P)(γ ) = 1−wpa(P)(1− γ ) capturing the idea of ‘‘weakest liberal preexpectation’’
(in analogy with weakest liberal precondition). We further explain whywlp of while-loops
is computed as a greatest fixpoint and argue why this allows one to reason about while-
loops in terms of invariants as opposed to the wp of while-loops as considered in [5] for
which this is impossible.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In [5], based on [11,4], a predicate transformer semantics has been derived from a direct total correctness semantics for a
nondeterministic/probabilistic basic imperative programming languageLp whose syntax is given (in BNF-form) by
P ::= a | P; P | cond(b, P, P) | while(b, P) | Pp⊕ P | P8P
where b ranges over a set BExp of boolean expressions, a ranges over a set Act of basic actions and p is a real number with
0 < p < 1.1 The aim of the current paper is to perform this task for the partial correctness case where the direct semantics
of a program P is given by a function from the set S of states to PLV(S), the convex lower powerdomain of valuations on S.
Here V(S) is the set of all subprobability distributions on S which we identify with functions µ : S → [0, 1] such
that
∑
s∈S µ(s) ≤ 1. Thus V(S) is a subdomain of IS where I is the unit interval [0, 1] considered as a domain with the
usual order≤. The domain PLV(S) consists of all nonempty convex closed lower subsets of V(S) ordered by⊆. With every
f : S → PLV(S) one may associate the functionWpa(f ) : IS → IS defined as
Wpa(f )(γ )(s) = sup
µ∈f (s)
⟨µ, γ ⟩
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1 We write cond(b, P,Q ) for the conditional usually denoted as if b then P else Q fi. and while(b, P) for the while loop usually denoted as
while b do P od. The program P8Q nondeterministically executes either P or Q . The program Pp⊕Q executes P with probability p and Q with probability
1−p.
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where ⟨µ, γ ⟩ =∑s∈S γ (s)·µ(s). One may characterize the image of
Wpa : [S → PLV(S)] → [IS → IS]
as the collection of those Scott-continuous maps T : IS → IS whose transposeT : S → [IS → I] factors through the
sub-dcpo G(S) of those Scott-continuous maps G : IS → Iwhich are sublinear in the sense that for all r ∈ I and γ , β ∈ IS
(1) G(r·γ ) = r·G(γ )
(2) G(γ + β) ≤ G(γ )+ G(β)whenever γ + β ≤ 1
where 1 stands for the constant function with value 1 which is the top element of IS . We will show that G(S) is isomorphic
to PLV(S) via a kind ofMinkowski duality as given by the isomorphism
Φ : PLV(S)→ G(S) : A → (γ → sup
µ∈A
⟨µ, γ ⟩)
whose inverse is
Ψ : G(S)→ PLV(S) : G → {µ ∈ V(S) | G(γ ) ≥ ⟨µ, γ ⟩ for all γ ∈ IS}
The proof of this isomorphism is postponed in an Appendix, as it uses mathematical techniques quite different from other
tools used in semantics.
The developments in this paper are to a large extent dual to those in [5]. There is onemajor difference: in order to describe
partial correctness adequately we have to modify this dual approach. Our systematic derivation of predicate transformer
semantics will explain why in the partial correctness case the clause for while-programs is given by greatest whereas in
the total correctness case one has to use least fixpoints. The benefit of greatest fixpoints is that they support a reasoning
technique by invariants for while-loops which is not admissible for the total correctness variant studied in [5].
Discussion of related work.
Our predicate transformer semantics for the partial correctness case was introduced in [6] and later used in the monograph
[7]. The main difference between the account of [6] and our approach is that we start from a direct partial correctness
semantics based on the lower powerdomain whereas in [6] both partial and total correctness predicate transformer
semantics are derived from a direct semantics associating with every program P a function [[P]] : S → PV(S) where P
stands for the Plotkin powerdomain. In [6] from this direct semantics they define ewp(P)(γ )(s) = infµ∈[[P]](s)⟨µ, γ ⟩ which
coincides with the formula for wp in our [5] for γ ≥ 0. Based on ewp in [6] they define wlp(P)(γ ) = 1 + ewp(P)(γ − 1)
and notice in footnote 10 of [6] thatwlp(P)(γ ) = infµ∈[[P]](s) 1− ⟨µ, 1− γ ⟩which thus coincides with our definition ofwlp.
As opposed to [6]we derivewlp from a direct partial correctness semanticswhich is based onMinkowski duality allowing
us amore conceptual treatment of composition.Moreover, in our Theorem4.2wegive a detailed verification of the equations
allowing one to define wlp by recursion on the structure of programs.
The authors acknowledge the comments of one of the referees which helped to improve the presentation.
2. Preliminaries
We denote by R, R+, and I the reals, the nonnegative reals, and the unit interval [0, 1], respectively, endowed with their
usual Hausdorff topology and linear order.
For an arbitrary set S, the spaces RS , RS+ and IS of all functions γ from S into R, R+ and I, respectively, are endowed with
the pointwise defined order
γ ≤ β ⇐⇒ γ (s) ≤ β(s) for all s ∈ S
and the topology of pointwise convergence, i.e., the product topology. Note that IS is a compact space by Tychonoff’s theorem.
With respect to the order, we have pointwise defined join and meet operations in all of our three function spaces
(γ ∨ β)(s) = max(γ (s), β(s))
(γ ∧ β)(s) = min(γ (s), β(s))
Also, RS is a real vector space for pointwise defined addition and scalar multiplication. A subset A is convex, if pβ + (1−
p)γ ∈ A for all β, γ ∈ A and all p ∈ I. For any A ⊆ RS , wewrite conv(A) for its convex hull, the smallest convex set containing
A. Note that IS is a convex subset of RS .
We need two basic concepts from domain theory. (For an extensive treatment of domain theory one may consult [3].)
A bounded directed complete partially ordered set (a bdcpo, for short) is a partially ordered set L in which every directed
family (di)i, which has an upper bound, has a least upper bound supi di. If every directed family in L has a least upper bound,
then L is called directed complete (or a dcpo, for short). We also suppose that our dcpos always have a least element denoted
by⊥ or by 0. A lower subset of a poset is a subset A with the property that x ≤ a ∈ A implies x ∈ A. For an arbitrary subset
A, we denote by
↓A = {x | x ≤ a for some a ∈ A}
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the lower set generated by A. Note that IS is a lower set in RS+ and that every nonempty lower subset of RS+ contains 0, the
smallest element of RS+.
A map f from a (b)dcpo L to another (b)dcpo M is said to be strict, if it preserves the least element (i.e., f (0) = 0); it is
said to be Scott-continuous if it preserves the order (i.e., a ≤ b =⇒ f (a) ≤ f (b)) and suprema of (bounded) directed sets
(i.e., f (supi di) = supi f (di) for every (bounded) directed family (di)i in L). The set [L → M] of all Scott-continuous maps
from L toM with the pointwise defined order is again a (b)dcpo with directed suprema being defined pointwise.
R+ and the function space RS+ are examples of bdcpos, and every lower subset of a bdcpo is a bdcpo. I and IS are dcpos
and likewise every closed lower subset thereof. Addition (γ , β) → γ + β and the join operation (γ , β) → γ ∨ β as well
as the scalar multiplication are Scott-continuous on R+ and RS+. It follows that (γ , β) → pγ + (1− p)β is continuous and
Scott-continuous for every p ∈ I.
Notice, moreover, that dcpos form a cartesian closed category (with exponential objects [L → M] as described above)
and thus provides a model for typed λ-calculus (see e.g. [9,10]). This has the consequence that every λ-definable function is
automatically Scott-continuous. This fact will be used later on in a crucial way for simplifying arguments. Occasionally we
will informally use the notation of λ-calculus, where λx.E(x) stands for x → E(x).
The following facts will be useful: The support of a σ ∈ RS+ is the set supp(σ ) = {s ∈ S | σ(s) > 0}. The σ ∈ RS+ with
finite support form a lower set. We define a relation≪ by σ ≪ γ iff supp(σ ) is finite and σ(s) < γ (s) for all s ∈ supp(σ ).
The following properties are immediate from the definition and express thatRS+ is a continuous poset forwhich the elements
with finite support form a basis in the sense of domain theory:
1. For every γ ∈ RS+ the set γ =def {σ ∈ RS+ | σ ≪ γ } is directed and γ = sup γ .
2. If γ ≤ supi γi for some directed family γi in RS+ and σ ≪ γ , then σ ≤ γi for some i.
3. If σ ≪ γ and if (γi) is a net in RS+ converging (pointwise) to γ , then σ ≤ γi for some i.
We use these properties for the following observation:
Lemma 2.1. The closure A of a lower set A ⊆ RS+ is a lower set in RS+. More precisely, γ belongs to the closure of A iff γ ⊆ A.
Proof. Let B be the set of all γ such that γ ⊆ A. As γ is the supremum of the directed set γ , it is the limit of this directed
set considered as a net. Thus, if γ ⊆ A, then γ ∈ A, and we have proved that B ⊆ A. Conversely, if γ ∈ A, then γ is the limit
of some net (γi) in A. By the third property above, every σ ≪ γ is dominated by some γi. As γi ∈ A and as A is a lower set,
σ ∈ A. Thus γ ∈ A, whence γ ∈ B.
For proving that B is a lower set, chose any γ ∈ B and consider a β ≤ γ . For any τ ≪ β we then have τ ≪ γ = sup γ .
By the second property above of the relation≪ it follows that τ ≤ σ for some σ ∈ γ . As σ ∈ A and as A is a lower set, we
conclude that τ ⊆ A. As this holds for all τ ∈ β , we infer that β ∈ B. 
As the closure of a convex set is always convex we conclude:
Corollary 2.1. The closure of a convex lower set in RS+ is a convex lower set.
Let us stress that topological notions, like closed set, closure A of a subset A, continuous function always refer to the
Hausdorff topologies considered at the beginning of these preliminaries, whilst the term Scott-continuous refers to the order
theoretical notion of preservation of directed suprema. In this paper we have tried to keep the domain theoretical notions
to a minimum, using on the reals the usual topology and the topology of pointwise convergence on our function spaces. We
do not use the Scott topology explicitly. The expert should notice that the previous lemma shows that in our function spaces
the Scott-closed sets are just the closed lower sets.
3. Direct semantics forLp
Let S be some unspecified (countable) set of states. Basic actions are interpreted as (and identifiedwith) certain functions
a : S → S.
The set V(S) of subprobability distributions on S consists of all µ : S → I with ∑s∈S µ(s) ≤ 1. We may put
µ(⊥) = 1 − ∑s∈S µ(s) giving rise to a probability measure µ on S⊥ = S ∪ {⊥} with µ(A) = ∑s∈A µ(s) for arbitrary
A ⊆ S⊥. Note that V(S) is a closed convex lower subset of IS , hence also compact.
There is a canonical inclusion
η : S → V(S)
sending s ∈ S to the Dirac measure η(s) defined by η(s)(t) = 1 if s = t and η(s)(t) = 0 otherwise.
The lower powerdomain PLV(S) consists of all nonempty, closed, convex, lower sets A ⊆ V(S) and is ordered by
inclusion A1 ⊆ A2. As V(S) is compact and Hausdorff, closed subsets are the same as compact ones. The singleton set {0}
consisting of the zero distribution is the least element of PLV(S). The intersection

i∈I Ai of any family (Ai)i∈I in PLV(S)
belongs again toPLV(S). Thus,

PLV(S),⊆

is a complete lattice, whence a dcpo. For a directed family (Ai)i∈I , the join is the
closure of its union

i Ai =

i∈I Ai by Corollary 2.1. There is a canonical inclusion
i : V(S)→ PLV(S) : µ → ↓µ
2704 K. Keimel et al. / Theoretical Computer Science 412 (2011) 2701–2713
which is easily seen to be Scott-continuous. Composing the two canonical maps we obtain a canonical map
ε = i ◦ η : S → PLV(S) : s → ↓η(s).
The semantics we will define for Lp will associate with every program P a function [[P]] : S → PLV(S). For interpreting
probabilistic choice p⊕ we need the following lemma.
Lemma 3.1. For A1, A2 ∈ PLV(S) and 0 < p < 1, the convex combination
A1p⊕ A2 = pA1 + (1− p)A2 = {pµ1 + (1− p)µ2 | µ1 ∈ A1, µ2 ∈ A2}
is again a member of PLV(S).
Proof. Being the image of the compact convex set A1×A2 under the continuous affinemap (µ1, µ2) → pµ1+(1−p)µ2, the
set pA1+ (1−p)A2 is also convex and compact, hence closed. In order to prove that it is a lower set, letµ ≤ pµ1+ (1−p)µ2
for some µ1 ∈ A1, µ2 ∈ A2. Let µ′1 = pµ1 ∧ µ and µ′2 = µ− µ′1 Then µ = µ′1 + µ′2 and µ′1 ≤ pµ1, µ′2 ≤ (1− p)µ2. Now
let µ′′1 = 1pµ′1 and µ′′2 = 11−pµ′2. Then µ′′1 ≤ µ1 and µ′′2 ≤ µ2, whence µ′′1 ∈ A1 and µ′′2 ∈ A2 and µ = pµ′′1 + (1 − p)µ′′2 ∈
pA1 + (1− p)A2. 
For interpreting 8we use binary suprema in PLV(S). Explicitly, these binary suprema can be described as follows:
Lemma 3.2. For A1, A2 ∈ PLV(S), the convex hull
A1 ⊔ A2 = conv(A1 ∪ A2)
is again a closed convex lower set and, hence, the smallest member of PLV(S) containing A1 and A2.
Proof. The convex hull of A1∪A2 is equal top∈I pA1+(1−p)A2. Being the union of sets that are lower sets by the previous
lemma, conv(A1 ∪ A2) is a lower set, too. It also is compact and convex, as it is the image of the compact set [0, 1] × A1× A2
under the continuous affine map (p, µ1, µ2) → pµ1 + (1− p)µ2. 
In order to define the semantics of composition we have to lift every function f : S → PLV(S) to a Scott-continuous
function f Ď : PLV(S) → PLV(S) because then we may define [[P1; P2]] as [[P2]]Ď ◦ [[P1]]. Moreover, in order to define the
semantics of recursive programs it is necessary that the lifting operation
(−)Ď : [S → PLV(S)] → [PLV(S)→ PLV(S)]
itself is Scott-continuous.
For this purpose it is helpful to exploit the fact (see the Appendix for details) thatPLV(S) is isomorphic to the set G(S) of
all Scott-continuous sublinear functions G : IS → I as defined in the introduction. By definition, G(S) is a subset containing
the least element: the identically zero function of the set II
S
of all functions G : IS → I. From our preliminaries, replacing
there S by IS , we know that II
S
is a complete lattice and a compact convex subset of RI
S
, where the order relation, arbitrary
suprema and convex combinations are defined pointwise. It is straightforward to verify that G(S) is closed under all of these
operations:
Lemma 3.3. (a) For every family (Gi)i in G(S), the (pointwise) supremum G(γ ) = supi Gi(γ ) is again a member of G(S).
(b) For G1 and G2 in G(S), the (pointwise defined) convex combination pG1 + (1− p)G2 is again a member of G(S), where p ∈ I.
Thus G(S) is a convex subset of II
S
closed under arbitrary suprema, hence a dcpo, and it contains the constant zero
function. The map (G1,G2) → pG1 + (1− p)G2 is Scott-continuous for every p ∈ I.
By Proposition A.1 in the Appendix there is an order isomorphism Φ : PLV(S) → G(S). Using the notation ⟨µ, γ ⟩ =∑
s µ(s)γ (s) introduced in the Introduction,Φ is given by
Φ(A)(γ ) = sup
µ∈A
⟨µ, γ ⟩ for all γ ∈ IS
the inverse being the map Ψ : G(S)→ PLV(S) given by
Ψ (G) = {µ ∈ V(S) | ⟨µ, γ ⟩ ≤ G(γ ) for all γ ∈ IS}
For convenience, we sometimes writeΦA forΦ(A) and ΨG for Ψ (G).
Next we show thatΦ and Ψ preserve all relevant structure.
Lemma 3.4. (a) Φ and Ψ preserve arbitrary joins; in particular, they are strict and Scott-continuous.
(b) Φ and Ψ preserve convex combinations, i.e. Φ(A1 p⊕ A2) = pΦ(A1) + (1 − p)Φ(A2) and Ψ (pG1 + (1 − p)G2) =
Ψ (G1)p⊕Ψ (G2).
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Proof. Claim (a) is a consequence of the fact that Φ and Ψ are order isomorphisms, and (b) is shown by the following
calculation
pΦA1(γ )+ (1− p)ΦA2(γ ) = p sup
µ1∈A1
⟨µ1, γ ⟩ + (1− p) sup
µ2∈A2
⟨µ2, γ ⟩
= sup
µ1∈A1
⟨pµ1, γ ⟩ + sup
µ2∈A2
⟨(1− p)µ2, γ ⟩
= sup
µ1∈pA1
⟨µ1, γ ⟩ + sup
µ2∈(1−p)A2
⟨µ2, γ ⟩
= sup
µ1∈pA1,µ2∈(1−p)A2
(⟨µ1, γ ⟩ + ⟨µ2, γ ⟩)
= sup
µ1∈pA1,µ2∈(1−p)A2
⟨µ1 + µ2, γ ⟩
= sup
µ∈pA1+(1−p)A2
⟨µ, γ ⟩
= ΦpA1+(1−p)A2(γ ). 
As convex combinations are Scott-continuous in G(S), the preceding lemma allows us to conclude:
Corollary 3.1. The operation p⊕ is Scott-continuous on PLV(S).
Note that ⊔ is Scott-continuous on PLV(S), as in any complete lattice the binary join operation is Scott-continuous.
Recall that in continuation semantics (see e.g. [1]) a function f : S → [IS → I] is lifted to a function
f # : [IS → I] → [IS → I] : G → λγ .G(λs.f (s)(γ )
which is Scott-continuous since it is λ-definable. The so defined lifting operation (−)# validates the laws
f # ◦ η = f g# ◦ f # = (g# ◦ f )#
where η = λs.λγ .γ (s) : S → [IS → I]. These laws guarantee that [S → [IS → I]] is a monoid w.r.t. (Kleisli) composition
f ; g = g# ◦ f with unit η. The next lemma tells us that this lifting restricts to G(S).
Lemma 3.5. For f : S → G(S) its lifting f # restricts to a Scott-continuous endomap onG(S)which preserves convex combinations
and binary joins. Moreover, the restricted lifting map
f → f # : [S → G(S)] → [G(S)→ G(S))]
is itself Scott-continuous.
Proof. For f : S → G(S) ⊆ [IS → I] its lifting f # is λ-definable and thus Scott-continuous. Moreover, the map
(−)# : [S → [IS → I]] → [[IS → I] → [IS → I]] itself is also λ-definable and thus Scott-continuous.
Since f #(G)(γ ) = G(λs.f (s)(γ )), it validates all inequalities holding for G. Thus f # sends elements of G(S) to elements of
G(S) and preserves the operations ∨ and p⊕ since they are defined pointwise. 
Using the isomorphismΦ : PLV(S)→ G(S) and its inverse Ψ we can define the lifting of maps S → PLV(S) as follows
Definition 3.1. For f : S → PLV(S) let
f Ď = Ψ ◦ (Φ ◦ f )# ◦ Φ : PLV(S)→ PLV(S)
as illustrated by
S
η✲ G(S) ✛
Φ
PLV(S)
PLV(S)
f
❄
Φ
✲ G(S)
(Φ ◦ f )#
❄
Ψ
✲ PLV(S)
f Ď
❄
where η(s) = λγ .γ (s).
The so defined f Ď is Scott-continuous and preserves p⊕ and ⊔. Moreover, this lifting operation (−)Ď is again Scott-
continuous and satisfies the laws
f Ď ◦ η = f gĎ ◦ f Ď = (gĎ ◦ f )Ď
for all f , g : S → PLV(S).
Now we are ready to give the clauses for the direct semantics forLp.
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Definition 3.2. Let Act be some set of endofunctions on S and BExp be some set of functions from S to {0, 1}. The direct
semantics associating to everyLp program P a function
[[P]] : S → PLV(S)
is defined inductively by the following semantic clauses
[[a]] = ε ◦ a
[[P1; P2]] = [[P2]]Ď ◦ [[P1]]
[[cond(b, P1, P2)]](s) = b(s) · [[P1]](s)+¬b(s) · [[P2]](s)
[[P1p⊕ P2]](s) = p · [[P1]](s)+ (1−p) · [[P2]](s)
[[P18P2]](s) = [[P1]](s) ⊔ [[P2]](s)
[[while(b, P)]] = Minfixf .λs. (b(s) · f Ď([[P]](s))+¬b(s) · ε(s))
where s ranges over S and¬b(s) = 1−b(s). Further, ε : S → PLV(S) is the canonical embedding andMinfixX .E(X) denotes
the least fixed point of the map X → E(X) which is well defined, if f ranges over a dcpo with a smallest element and the
map X → E(X) is Scott-continuous, which is the case in our setting above.
Next we give an explicit construction of f Ď : PLV(S)→ PLV(S) from f : S → PLV(S)which has an immediate intuitive
operational reading.
Lemma 3.6. For f : S → PLV(S) its lifting f Ď : PLV(S)→ PLV(S)) is given by
f Ď(A) = ↓
−
s
µ(s)h(s) | h ∈
∏
s∈S
f (s) and µ ∈ A

for A ∈ PLV(S). In particular, for µ ∈ V(S) we have
f Ď(↓µ) = ↓
−
s
µ(s)h(s) | h ∈
∏
s∈S
f (s)

Proof. Let A ∈ PLV(S). First we show that the set
MA =
−
s
µ(s)h(s) | h ∈
∏
s
f (s) and µ ∈ A

is convex. Suppose µ1, µ2 ∈ A, h1, h2 ∈ ∏s f (s) and 0 < p < 1; let q = 1 − p. We show that p ·∑s µ1(s)h1(s) + q ·∑
s µ2(s)h2(s) is also inMA. For this purpose it suffices to construct an h ∈
∏
s f (s) such that
p ·
−
s
µ1(s)h1(s)+ q ·
−
s
µ2(s)h2(s) =
−
s
µ(s)h(s)
where µ = p · µ1 + q · µ2 ∈ A. An appropriate such h ∈∏s f (s) can be constructed as follows
h(s) =

0 if µ1(s) = 0 = µ2(s),
p·µ1(s)·h1(s)+q·µ2(s)·h2(s)
p·µ1(s)+q·µ2(s) otherwise.
The lower set of a convex set is convex and the closure of the lower convex set ↓MA is a lower convex set by Corollary 2.1;
thus, ↓MA is an element of PLV(S). For showing the desired equality, by Definition 3.1 it suffices to show that
(Φ ◦ f )#(Φ(A)) = Φ(↓MA)
For this purpose for γ ∈ IS we calculate as follows
(Φ ◦ f )#(Φ(A))(γ ) = Φ(A)(λs. (Φ ◦ f )(s)(γ )) = Φ(A)(λs.Φ(f (s))(γ ))
= sup
µ∈A
−
s
µ(s) · Φ(f (s))(γ )
= sup
µ∈A
−
s
µ(s) · sup
ν∈f (s)
⟨ν, γ ⟩
(∗)= sup
µ∈A
sup
h∈∏s f (s)
−
s
µ(s) · ⟨h(s), γ ⟩
= sup
µ∈A
sup
h∈∏s f (s)
−
s
µ(s)h(s), γ

= sup
ν∈MA
⟨ν, γ ⟩
(∗∗)= sup
ν∈↓MA
⟨ν, γ ⟩
= Φ(↓ MA)(γ )
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where (∗) follows from the fact that for every s ∈ S we may choose an h(s) ∈ f (s) with ⟨h(s), γ ⟩ arbitrarily close to
supν∈f (s)⟨ν, γ ⟩ and (∗∗) follows from the fact that the scalar product is Scott-continuous by Corollary A.1. The particular
case follows from the fact that
∑
s ν(s)h(s) ≤
∑
s µ(s)h(s)whenever ν ≤ µ. 
This lemma is interesting because it admits the following intuitive interpretation: whenever a program P with f = [[P]]
is executed in a probabilistic state given by some µ ∈ V(S) then the nondeterministically resulting probabilistic state µ′
can be obtained as a directed supremum of probabilistic states below states of the form
∑
s µ(s)h(s) where h(s) ∈ f (s) for
all s ∈ S. Notice that, in particular, for valuations with finite support µ =∑ni=1 riη(si)with ri ∈ I and∑ni=1 ri ≤ 1, we have
f Ď(↓µ) =

n−
i=1
rigi(t) | gi ∈ f (si) for i = 1, . . . , n

=
n−
i=1
rif (si)
from which we conclude that f Ď ◦ ↓ : V(S) → PLV(S) is the unique extension of f along η : S → V(S) which is strict,
Scott-continuous and preserves convex combinations.
4. From direct to predicate transformer semantics
The intention of this section is to study a partial correctness predicate transformer semantics forLp by deriving it from its
direct partial correctness semantics. We first proceed by developing a ‘‘dual’’ version of the predicate transformer semantics
developed in [5] but now based on the current Minkowski duality which is ‘‘dual’’ to the one considered in [5]. Based on this
we develop and study a weakest liberal precondition (wlp) variant supporting the usual technique of reasoning about while-
loops by loop invariants (as introduced by Hoare for ordinary deterministic imperative programs) which is not available for
the total correctness wp semantics of [5].
Recall from the previous section that the interpretation of an Lp program is a function S → PLV(S) which by
Proposition A.1 may be identified with a function f : S → G(S) ⊆ [IS → I] which uniquely corresponds to a Scott-
continuous functionWpa(f ) : IS → IS as described in the following theorem.
Theorem 4.1. The functionWpa : [S → G(S)] → [IS → IS] defined as
Wpa(f )(γ )(s) = f (s)(γ )
is Scott-continuous and one-to-one. The image of Wpa consists of those Scott-continuous functions T : IS → IS which are
sublinear, i.e., which satisfy the conditions
(1) T (r·γ ) = r·T (γ )
(2) T (γ + β) ≤ T (γ )+ T (β)
for all r ∈ I and γ , β ∈ IS with γ + β ≤ 1. We write PT for the image ofWpa.
Proof. The function Wpa(f ) is Scott-continuous since it is λ-definable and for the same reason the function Wpa itself is
Scott-continuous, too.
A function T : IS → IS is in the image ofWpa iff λγ .T (γ )(s) ∈ G(S) for all s ∈ S which is equivalent to the conditions (1)
and (2) expressing precisely this requirement. 
For f : S → PLV(S) the associated predicate transformer Wpa(Φ ◦ f ) is also denoted as Wpa(f ) and can be described
explicitly as follows.
Corollary 4.1. For f : S → PLV(S) we have
Wpa(f )(γ )(s) = Wpa(Φ ◦ f )(γ )(s) = Φ(f (s))(γ ) = sup
µ∈f (s)
⟨µ, γ ⟩
for all γ ∈ IS and s ∈ S.
Notice the difference to the total correctness predicate transformer semantics of [5] where the formula forWp employs
inf instead of sup. In this sense ourWpa is dual to the one of [5]. Following the advice of one referee we use the lower index
a to distinguish ourWpa from theWp of [5] (the ‘‘a’’ stands for ‘‘angelic’’).
The corresponding predicate transformer semantics dual to the one of [5] is given in the next definition and characterised
in the subsequent theorem.
Definition 4.1. For anLp program P let wpa(P) = Wpa([[P]]) be the predicate transformer associated with P .
Lemma 4.1. The following equations hold for wpa and characterise it uniquely
wpa(a)(γ ) = γ ◦ a
wpa(P1; P2) = wpa(P1) ◦ wpa(P2)
wpa(cond(b, P1, P2))(γ ) = (b ∧ wpa(P1)(γ )) ∨ (¬b ∧ wpa(P2)(γ ))
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wpa(P1p⊕ P2)(γ ) = p · wpa(P1)(γ )+ (1−p) · wpa(P2)(γ )
wpa(P18P2)(γ ) = wpa(P1)(γ ) ∨ wpa(P2)(γ )
wpa(while(b, P))(γ ) = Minfix β. (b ∧ wpa(P)(β)) ∨ (¬b ∧ γ )
where∧ and∨ stand for the pointwise infimum and supremum on IS , respectively, (¬b)(s) = 1− b(s) andMinfixX .E[X] stands
for the least fixpoint of the Scott-continuous function X → E[X].
Proof. The crucial cases are composition and the while-loop whereas all other cases are straightforward and left to the
reader. For the sake of simplicity wework rather on the side of G(S) than on the side of themore complicatedPLV(S)which
does not cause any damage since they are isomorphic by our crucial Proposition A.1.
ForLp-programs P1 and P2 we have
wpa(P1; P2)(γ )(s) = Wpa([[P1; P2]])(γ )(s)
= Wpa([[P2]]# ◦ [[P1]])(γ )(s)
= ([[P2]]# ◦ [[P1]])(s)(γ )
= [[P2]]#([[P1]](s))(γ )
= [[P1]](s)(λs.[[P2]](s)(γ )) (by def. of (−)#)
= Wpa([[P1]])(Wpa([[P2]])(γ ))(s)
= Wpa([[P1]]) ◦Wpa([[P2]])(γ )(s)
Next we consider the case of while-loops. For γ ∈ IS we define the auxiliary functions
hγ (f ) := Wpa(f )(γ )
k(f ) := λs:S. b(s) · f #([[P]](s))+¬b(s) · η(s)
g(β) = (b ∧ wpa(P)(β)) ∨ (¬b ∧ γ )
One easily checks that hγ is strict (i.e. preserves the least element) and the diagram
G(S)S
hγ✲ IS
G(S)S
k ❄
hγ
✲ IS
g❄
commutes from which it follows by Plotkin’s Lemma on least fixpoint operators (see [9] or [3] II-2.4) that
wpa(while(b, P))(γ ) = hγ (Minfix(k)) = Minfix(g) = Minfix β. (b ∧ wpa(P)(β)) ∨ (¬b ∧ γ )
as desired. 
This wpa-semantics for Lp does not quite capture the idea of partial correctness since if f is the least element of
[S → PLV(S)], i.e. f = λs.{λs.0}, then Wpa(f )(γ )(s) = 0 although from the point of view of partial correctness one
would (and should!) expect the precondition to be λs.1 for all γ .
This defect will be remedied by introducing a so-called weakest liberal precondition (wlp) semantics which we are now
going to motivate. First consider the classical case of deterministic non-probabilistic computation where a program gets
interpreted as a function f : S → S⊥. For a given postcondition B ⊆ S the weakest liberal precondition is defined as
Wlp(f )(B) = f −1[B ∪ {⊥}]. Then for A ⊆ S we have A ⊆ Wlp(f )(B) iff ∀s ∈ A (f (s) ≠ ⊥ ⇒ f (s) ∈ B), i.e. f is partially
correct w.r.t. precondition A and postcondition B – usually written as {A}P{B} – when f = [[P]].
Now let us extend this idea to deterministic probabilistic computation where programs are modeled as functions
f : S → V(S). Given a (generalised) postcondition γ ∈ IS we defineWlp(f )(γ )(s) as f (s)(⊥)+ ⟨f (s), γ ⟩, i.e. the probability
that the programs executed in state s diverges or ‘‘gives a result in γ ’’. Obviously, we have
Wlp(f )(γ )(s) = 1−∑t f (s)(t)+∑t f (s)(t)·γ (t)= 1−∑t f (s)(t) · (1− γ (t))= 1−Wpa(f )(1− γ )(s)
and thusWlp(f )(γ ) = 1−Wpa(f )(1− γ ).
Now we apply this formula to functions f : S → PLV(S) and obtain
Wlp(f )(γ )(s) = 1−Wpa(f )(1− γ )(s)
= 1− sup
µ∈f (s)
−
s
µ(s) · (1− γ (s))
= inf
µ∈f (s)
1−
−
s
µ(s) · (1− γ (s))
= inf
µ∈f (s)
1−
−
s
µ(s)+
−
s
µ(s) · γ (s)
= inf
µ∈f (s)
µ(⊥)+ ⟨µ, γ ⟩
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This formula is also intuitively correct since for a given state s and postcondition γ for µ ∈ f (s) the number µ(⊥)+ ⟨µ, γ ⟩
is the probability of the proposition ‘‘diverges or satisfies γ ’’. To err on the side of caution one takes the infimum over all
µ ∈ f (s). Since 1−∑s µ(s) · (1−γ (s)) is antitonic inµ this amounts to considering only maximal elementsµ ∈ f (s)when
taking the infimum.
Definition 4.2. For f : S → PLV(S) letWlp(f ) : IS → IS be defined as
Wlp(f )(γ ) = 1−Wpa(f )(1− γ )
for γ ∈ IS . ForLp programs P let
wlp(P) = Wlp([[P]])
i.e.
wlp(P)(γ ) = 1− wpa(P)(1− γ )
for γ ∈ IS .
Since allWlp(f ) are Scott-continuous and γ → 1−γ is an order anti-isomorphism of IS it follows that
Lemma 4.2. For all f : S → PLV(S) the functionWlp(f ) : IS → IS preserves infima of down-directed families.
This allows us to prove
Theorem 4.2. The following equations hold for wlp and characterize it uniquely
wlp(a)(γ ) = γ ◦ a
wlp(P;Q ) = wlp(P) ◦ wlp(Q )
wlp(cond(b, P,Q ))(γ ) = (b ∧ wlp(P)(γ )) ∨ (¬b ∧ wlp(Q )(γ ))
wlp(Pp ⊕ Q )(γ ) = p · wlp(P)(γ )+ (1−p) · wlp(Q )(γ )
wlp(P8Q )(γ ) = wlp(P)(γ ) ∧ wlp(Q )(γ )
wlp(while(b, P))(γ ) = Maxfix β. (b ∧ wlp(P)(β)) ∨ (¬b ∧ γ )
where∧ and∨ stand for the pointwise infimum and supremum on IS , respectively, (¬b)(s) = 1− b(s) andMaxfixX .E[X] stands
for the greatest fixpoint of the function X → E[X].
Proof. We just check the first two and the last two equations. The remaining two cases are routine.
For basic programs awe have
wlp(a)(γ )(s) = (1− wpa(a)(1− γ ))(s) = 1− wpa(a)(1− γ )(s)
= 1− (1− γ )(a(s)) = 1− (1− γ (a(s)))
= (γ ◦ a)(s)
For sequential compositions P;Q we have using Lemma 4.1 that
wlp(P;Q )(γ ) = 1− wpa(P;Q )(1− γ )
= 1− wpa(P)(wpa(Q )(1− γ ))
= 1− wpa(P)(1− (1− wpa(Q )(1− γ )))
= wlp(P)(1− wpa(Q )(1− γ ))
= wlp(P)(wlp(Q )(γ ))
= (wlp(P) ◦ wlp(Q ))(γ )
For nondeterministic choice P8Q we have using Lemma 4.1 that
wlp(P8Q )(γ ) = 1− wpa(P8Q )(1− γ )
= 1− (wpa(P)(1− γ ) ∨ wpa(Q )(1− γ ))
= (1− wpa(P)(1− γ )) ∧ (1− wpa(Q )(1− γ ))
= wlp(P)(γ ) ∧ wlp(Q )(γ ).
Finally we consider while-loopswhile(b, P). For γ ∈ IS let Fγ : IS → IS be defined as
Fγ (β) = (b ∧ wpa(P)(β)) ∨ (¬b ∧ (1− γ ))
for β ∈ IS . Since Fγ is Scott-continuous, the function Gγ : IS → IS defined as
Gγ (β) = 1− Fγ (1− β)
preserves infima of down-directed families. Moreover, one easily checks that
Gnγ (β) = 1− F nγ (1− β)
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for all n ∈ ω and β ∈ IS . Using Lemma 4.1 we calculate as follows
wlp(while(b, P))(γ ) = 1− wpa(while(b, P))(1− γ )
= 1−Minfix β. (b ∧ wpa(P)(β)) ∨ (¬b ∧ (1− γ ))
= 1− sup
n∈ω
F nγ (0)
= inf
n∈ω 1− F
n
γ (0)
= inf
n∈ω 1− F
n
γ (1− 1)
= inf
n∈ω G
n
γ (1)
(∗)= Maxfix β. Gγ (β)
(∗∗)= Maxfix β. (b ∧ wlp(P)(β)) ∨ (¬b ∧ γ )
where (∗) follows from the fact that Gγ preserves infima of down-directed families and (∗∗) follows from the following
calculation
Gγ (β) = 1− Fγ (1− β)
= 1− (b ∧ wpa(P)(1− β)) ∨ (¬b ∧ (1− γ )))
(Ď)= (b ∧ (1− wpa(P)(1− β))) ∨ (¬b ∧ (1− (1− γ )))
= (b ∧ wlp(P(β)) ∨ (¬b ∧ γ )
where (Ď) follows by case analysis on b(s). 
We conclude this section by observing that the clause for wlp(while(b, P)) suggests a principle of reasoning about while
loops via invariants. First recall (from the Knaster–Tarski fixpoint theorem) that for a monotonic T : IS → IS its greatest
fixpoint Maxfix β. T (β) is the supremum of all postfixpoints β ≤ T (β). Instantiating T by T (β) = (b ∧ wlp(P)(β)) ∨
(¬b ∧ γ ) (for some γ ∈ IS) and noting that wlp(while(b, P))(γ ) = Maxfix β. T (β), it is a sufficient condition for
β ≤ wlp(while(b, P))(γ ) that β ≤ T (β) = (b ∧ wlp(P)(β)) ∨ (¬b ∧ γ ), i.e. that
(1) β(s) ≤ wlp(P)(β)(s)whenever b(s) and
(2) β(s) ≤ γ (s)whenever ¬b(s).
Notice that for wp(while(b, P)) as in [5] such a reasoning principle by invariants is not available. Recall that
wp(while(b, P))(γ ) = Minfix β. T (β) where T (β) = (b ∧ wp(P)(β)) ∨ (¬b ∧ γ ) where MinFix stands for least
fixpoint. Since by Tarski’s fixpoint theorem Minfix β. T (β) is the infimum of all prefix points T (β) ≤ β of T we have
wp(while(b, P))(γ ) ≤ β iff T (β) ≤ β , i.e. iff
(1) wp(P)(β)(s) ≤ β(s)whenever b(s) and
(2) γ (s) ≤ β(s)whenever ¬b(s).
But, alas, this does not allow us to prove β ≤ wp(while(b, P))(γ ) aswewould like towhen trying to show that precondition
β ensures that postcondition γ holds after executingwhile(b, P).
Thus, unlike the wp semantics of [5] the wlp semantics of the current paper does support a reasoning principle by
invariants for while-loops.
5. Conclusion and possible future work
In [5] we have developed a direct total correctness semantics for Lp and in this paper we have performed the same
task for partial correctness. In both cases it was crucial to characterise the powerdomain of V(S) in terms of certain
‘‘good’’ Scott-continuous functionals from IS to I, a kind of correspondence we have baptized ‘‘Minkowski duality’’ since
this characterisation is inspired by [8]. ThoughMinkowski duality for the partial correctness case is slightly simpler than for
the total correctness case it was crucial in both cases to appeal to (an appropriate form of) the Hahn–Banach Theorem for
topological vector spaces. In Lemma 9 of [5] and Lemma 3.6 of the current paper we have established the equivalence of our
formulation of the direct semantics with the one considered in [7] where a more intuitive, but technically less convenient
construction of lifting is used.
The wpa-semantics for the partial correctness case (see Lemma 4.1) is ‘‘angelic’’ in the sense that for nondeterministic
choice we have
wpa(P18P2)(γ ) = wpa(P1)(γ ) ∨ wpa(P2)(γ )
whereas thewp-semantics for the total correctness case is ‘‘demonic’’in the sense that for nondeterministic choice we have
wp(P18P2)(γ ) = wp(P1)(γ ) ∧ wp(P2)(γ )
The wlp-semantics for the partial correctness case is ‘‘demonic’’ in the sense that for nondeterministic choice we have
wlp(P18P2)(γ ) = wlp(P1)(γ ) ∧ wlp(P2)(γ )
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What’s missing is thewlp-semantics for the total correctness case. But also in the total correctness case we can again define
wlp(P)(γ ) = 1 − wp(P)(1 − γ ) and with arguments like in the proof of Theorem 4.2 of the current paper we can prove a
characterisation of wlp for the total correctness case which differs from the one for the partial correctness case only in the
clause for nondeterministic choice, namely
wlp(P18P2)(γ ) = wlp(P1)(γ ) ∨ wlp(P2)(γ )
which now takes an ‘‘angelic’’ form.
But notice that both for total and partial correctness weakest preconditions for while-loops are computed as least
fixpoints whereas weakest liberal preconditions for while-loops are computed as greatest fixpoints and only the latter
support a principle of reasoning by loop invariants.
In future work we want to investigate to what extent it holds that
wp(P)(γ ) = wlp(P)(γ ) ∧ wp(P)(1)
i.e. that ‘‘wp = wlp+ termination’’.
Moreover, it seems to be worthwhile to study an operational semantics for Lp and to relate it to the denotational
semantics studied in [5] and the current paper by proving that they stand in the relation of computational adequacy (as
explained e.g. in [10]).
Appendix. Minkowski duality
In this appendix we establish the order isomorphisms Φ : PLV(S) ↔ G(S) : Ψ which is the main technical tool of this
paper. Although for semantics the case of a countable set of states is the most relevant one, the following developments
hold for any set S considered as a discrete set without any topology or order.
We consider the linear subspace ℓ∞ of the vector space RS consisting of all bounded functions γ : S → R. We equip this
linear subspace with the topology of pointwise convergence, that is, the topology induced by the product topology on RS as
in the preliminary Section 2, and with the pointwise defined order β ≤ γ iff β(s) ≤ γ (s) for all s ∈ S. The positive cone, i.e.
the set of all nonnegative functions γ ∈ ℓ∞, is denoted by ℓ∞+ .
As before, we denote by 1 the constant function with value 1. Then IS = {γ ∈ ℓ∞+ | γ ≤ 1} is a compact convex lower
subset of ℓ∞+ .
In ℓ∞ we consider the linear subspace ℓ1 of all functions µ : S → R such that∑s∈S |µ(s)| < +∞. The positive cone, i.e.
the set of all nonnegative functions γ ∈ ℓ1, is denoted by ℓ1+. It contains the set V(S) of subprobability distributions on S as
a compact convex lower subset.
The following lemma is the order dual of [5, Lemma A.1]:
Lemma A.1. If A ⊆ IS is convex (resp. compact) then its lower saturation ↓A = {γ ∈ ℓ∞ | γ ≤ α for some α ∈ A} is also
convex (resp. compact).
Recall that a function f from a topological space X into R (or into a subset of R) is lower semicontinuous if the set of
all x ∈ X such that f (x) > r is open in X for every r ∈ R. Next we note (see [5, Lemma A.2]) that, in our setting, lower
semicontinuity is equivalent to Scott continuity, a fact that will be used subsequently without further mention.
Lemma A.2. A function f from ℓ∞+

ℓ1+, IS , V(S), respectively

to R+ is Scott-continuous if and only if it is order preserving and
lower semicontinuous.
Let V+ be any of the positive cones ℓ∞+ , ℓ1+. A function f : V+ → R+ is called
homogeneous if f (rγ ) = rf (γ ) for all r ∈ R+
subadditive if it satisfies f (γ + β) ≤ f (γ )+ f (β)
sublinear if it is homogeneous and subadditive
linear if it is homogeneous and additive: f (γ + β) = f (γ )+ f (β) .
In V+ = ℓ∞+ or ℓ1+, consider the closed convex lower subset K = IS,V(S), respectively. We want to apply the above
terminology to functions g : K → I. As addition and scalar multiplication lead out of K , we have to modify the definition in
the following way: A function g : K → I is called
homogeneous if g(rγ ) = rg(γ ) for all r ∈ I
subadditive if g(γ + β) ≤ g(γ )+ g(β)whenever γ + β ∈ K
additive if g(γ + β) = g(γ )+ g(β)whenever γ + β ∈ K .
(sub-)linear if it is homogeneous and (sub-)additive.
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Each homogeneous functional g : K → I has a unique extension to a homogeneous functionalg : V+ → R+: for β ∈ V+
there is a γ ∈ K such that β = rγ for some r ∈ R+, and if we setg(β) = rg(γ ) this value is independent of the choice of γ
in K because of homogeneity.
The extension g : V+ → R+ of a homogeneous functional g : K → I is sublinear, linear, and Scott-continuous,
respectively, if g is.
Although being defined as a subspace of ℓ∞+ , the cone ℓ1+ should rather be considered as the dual of ℓ∞+ and vice versa as
described in the subsequent Lemma A.3 which is proved in [5]. For µ ∈ ℓ1+ and γ ∈ ℓ∞+ we use the notation
⟨µ, γ ⟩ =
−
s
µ(s)γ (s)
Note that the infinite sum converges since 0 ≤ µ(s)γ (s) ≤ µ(s) · M , where M is an upper bound of γ , and since∑s µ(s)
converges by definition.
Lemma A.3. (a) The mapping (µ, γ ) → ⟨µ, γ ⟩ : ℓ1+ × ℓ∞+ → R+ is bilinear and Scott-continuous.
(b) For every Scott-continuous linear functional f : ℓ∞+ → R+ there is a (unique)µ ∈ ℓ1 such that f (γ ) = ⟨µ, γ ⟩, and for every
Scott-continuous linear functional g : ℓ1+ → R+ there is a (unique) γ ∈ ℓ∞+ such that g(µ) = ⟨µ, γ ⟩.
From Lemma A.3 we deduce a duality between IS and V(S) as follows.
Corollary A.1. (a) The function (µ, γ ) → ⟨µ, γ ⟩ : V(S)× IS → I is bilinear and Scott-continuous.
(b) For every Scott-continuous linear functional f : IS → I, there is a (unique) µ ∈ V(S) such that f (γ ) = ⟨µ, γ ⟩ for all γ ∈ IS
and for every Scott-continuous linear functional g : V(S) → I there is a (unique) γ ∈ IS such that g(µ) = ⟨µ, γ ⟩ for all
µ ∈ V(S).
Note. Every Scott-continuous linear functional f : IS → I is not only lower semicontinuous by Lemma A.2, but also
upper semicontinuous and hence continuous. In contrast most Scott-continuous linear functionals on V(S) are not upper
semicontinuous (see [5]).
We now consider the powerdomainPLV(S) of all nonempty, closed, convex, lower subsets ofV(S). Wewant to establish
a Minkowski type correspondence between the sets A ∈ PLV(S) and certain functionals G : IS → I similar to the dual
argument in [5].
To every A ∈ PLV(S)we associate the functionalΦA : IS → I defined by
ΦA(γ ) = sup
µ∈A
⟨µ, γ ⟩
Being the (pointwise) supremum of continuous linear functionals, ΦA is sublinear and lower semicontinuous. As linear
functionals are order preserving,ΦA is order preserving, too. ThusΦA is Scott-continuous.
Conversely, for a Scott-continuous sublinear functional G : IS → I let
ΨG = {µ ∈ V(S) | ⟨µ, γ ⟩ ≤ G(γ ) for all γ ∈ IS}.
Lemma A.4. ΨG is a closed, convex, lower subset of V(S).
Proof. Clearly, ΨG is a lower set. As G is sublinear, ΨG is convex. In order to show that ΨG is closed, by Lemma 2.1 it suffices
to show the following: If µ has the property that σ ∈ ΨG for every σ ≪ µ, then µ ∈ ΨG. So suppose that σ ∈ ΨG for every
σ ≪ µ. For every γ ∈ IS we then have ⟨σ , γ ⟩ ≤ G(γ ). Asµ is the directed supremum of the σ ≪ µ, Lemma A.3(1) implies
that ⟨µ, γ ⟩ = ⟨supσ≪µ σ , γ ⟩ = supσ≪µ⟨σ , γ ⟩ ≤ G(γ ). 
We are now ready for our main result of this appendix. In its proof we will use the following standard Hahn–Banach
separation theorems (a convenient reference is e.g. [2, Theorem V.2.8 ff.]): If A is a closed convex subset of a locally convex
topological vector space V then for every b ∈ V \ A there is a continuous linear functional f : V → R and a real number s
such that f (a) ≤ s < f (b) for all a ∈ A.
Proposition A.1. A → ΦA andG → ΨG aremutually inverse order isomorphisms between the collectionPLV(S) of all nonempty
closed convex lower subsets of V(S) and the set G(S) of all Scott-continuous sublinear functionals G : IS → I.
Proof. We first prove that A = Ψ (ΦA) for every A ∈ PLV(S). Clearly, A ⊆ Ψ (ΦA). For the converse inclusion suppose
that ν /∈ A. The lower set ↓A generated by A in ℓ1 is closed and convex by Lemma A.1, as every closed subset of V(S) is
compact. By the above mentioned Hahn–Banach separation theorem, there is a continuous linear functional f on ℓ1 such
that f (ν) > f (µ) for all µ ∈ ↓A.
We now show that f maps ℓ1+ to R+ or, equivalently, that f maps −ℓ1+ to −R+. We choose a fixed µ ∈ −ℓ1+. Then
rµ ∈ −ℓ1+, whence rµ ∈ ↓A for every r > 0. Thus rf (µ) = f (rµ) < f (ν) for every r > 0, whence f (µ) ≤ 0.
As every continuous linear functional on ℓ1+ is order preserving and lower semicontinuous, hence Scott-continuous,
Lemma A.3 tells us that there is a γ ∈ ℓ∞+ such that f (µ) = ⟨µ, γ ⟩ for all µ ∈ ℓ1+. Replacing γ by 1mγ (for a sufficiently big
m ∈ N) we may suppose that γ ∈ IS and we have ⟨ν, γ ⟩ > ⟨µ, γ ⟩ for all µ ∈ A and thus ν ∉ Ψ (ΦA) as desired.
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Now suppose G : IS → I is a Scott-continuous sublinear functional. We will show that G = Φ(ΨG), i.e. G(γ ) =
supµ∈ΨG⟨µ, γ ⟩ = sup{⟨µ, γ ⟩ | µ ∈ V(S), ⟨µ, γ ⟩ ≤ G(γ ) for all γ ∈ IS} for all γ ∈ IS . As by Corollary A.1 the elements
µ ∈ V(S) are in a one-to-one correspondence with the Scott-continuous linear functionals f : IS → I, we have to show
that, for all γ ∈ IS
G(γ ) = sup{f (γ ) | f : IS → I linear, Scott-continuous, and G ≥ f on IS}
For the proof we fix a γ ∈ IS . We will show that for every r < G(γ ), there is a Scott-continuous linear functional
f : IS → I such that G ≥ f on IS and f (γ ) ≥ r . If G(γ ) = 0, we may choose for f the zero functional. Thus, we may suppose
G(γ ) > r > 0.
We consider the unique homogeneous extensionG : ℓ∞+ → R+ of G. The extended functionalG is Scott-continuous and
sublinear. We search for a continuous linear functional f : ℓ∞+ → R+ such thatG ≥ f and f (γ ) ≥ r .
We form the set A = {β ∈ ℓ∞+ | G(β) ≤ r}. AsG is Scott-continuous and sublinear, A is a closed convex lower set
in ℓ∞+ with γ ∉ A. By Lemma A.1, the lower saturation ↓A of A in ℓ∞ is also closed and convex. In ℓ∞ we may apply the
Hahn–Banach separation theorem cited above and obtain a continuous linear functional f on ℓ∞ such that sup f (A) < f (γ ).
As in the first part of this proof one shows that f (β) ≥ 0 for every β ≥ 0. After multiplying f with an appropriate scalar, we
may suppose that sup f (A) = r . Then G(β) ≤ r implies f (β) ≤ r . By the homogeneity of G and f we conclude that f ≤ G on
IS and f (γ ) > r as desired. 
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