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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
Desde la introduccio´n del primer microprocesador en el an˜o 1971 (Intel
4004), hasta nuestros d´ıas la potencia de ca´lculo se ha incrementado con-
siderablemente, duplicando el nu´mero de transistores cada dos an˜os, como
se puede observar con la ley de Moore. La potencia de ca´lculo se ha ido
duplicando cada pocos an˜os a base de aumentar la frecuencia de reloj del
microprocesador. El problema que ha ido surgiendo con el tiempo es que al
aumentar la densidad de transistores la potencia necesaria para alimentar
el microprocesador iba aumentando y por tanto tambie´n el calor generado.
La tendencia actual es incluir en un u´nico microprocesador diversos nu´cleos
para aumentar la potencia de ca´lculo, en lugar de aumentar la frecuencia de
reloj.
Los microprocesadores multinu´cleo se pueden clasificar de dos maneras:
Procesador multinu´cleo homoge´neo: Todos los nu´cleos que lo forman
son iguales.
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Procesador multinu´cleo heteroge´neo: Esta´ formado por nu´cleos de difer-
entes tipos.
Actualmente es fa´cil encontrar en el mercado procesadores con 4 nu´cleos
como la gama Core I7 de Intel o hasta los 16 nu´cleos que tiene el SPARC T3,
lanzado el 20 de septiembre de 2010. Hay en desarrollo chips con 80 nu´cleos,
como el Teraflops Research Chip de Intel.
El procesador Cell/B.E. es un procesador multinu´cleo heteroge´neo, for-
mado por 1 procesador de propo´sito general, el Power Processor Element
(PPE) y 8 procesadores sine´rgicos, el Synergistic Processing Element (SPE).
Cell/B.E. esta´ pensado para realizar la computacio´n de ca´lculos en las SPEs
y dejar la PPE para la gestio´n del programa. La PPE es un procesador Pow-
erPC de 64 bits y las SPEs son unos procesadores sencillos, pensados para
realizar grandes ca´lculos de datos. Cada SPE dispone de su propia memoria
local, llamada Local Storage (LS), que es donde se cargara´n los programas
que debera´ ejecutar la SPE. Esta memoria local es pequen˜a (256KB). Cada
vez que el programa de la SPE necesite algu´n dato se debera´n traer esos
datos de memoria principal a la LS.
El procesador Cell/B.E. utiliza un modelo de programacio´n basado en
multi-threads, en el que se requiere crear un pthread en la PPE por cada
programa que se ejecute en una SPE. MARS es una API para crear fa´cilmente
programas de usuario que correra´n en procesadores Cell/B.E. Es un modelo
de programacio´n basado en multitareas. MARS nos permite crear y ejecutar
tareas sin tener que preocuparnos de las SPEs, por tanto podremos crear ma´s
tareas que SPEs f´ısicas tenga el procesador. Sera´ el kernel, que cargara´ MARS
en cada SPE, el encargado de seleccionar una tarea para cargarla en su SPE
y ejecutarla.
Originalmente MARS so´lo permite la ejecucio´n simulta´nea de una u´nica
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tarea por SPE. CellMT es una librer´ıa que permite correr en una misma
SPE una pequen˜a cantidad de micro-threads. Esta librer´ıa esta´ pensada para
mejorar el rendimiento del procesador Cell/B.E. de forma que cuando un
thread se bloquee por una operacio´n de DMA se permita la ejecucio´n de otro
thread.
1.2. Objetivos del proyecto
Cell/B.E. es un procesador creado para proporcionar una gran potencia
de ca´lculo y un bajo consumo de energ´ıa. Para conseguir esta potencia de
ca´lculo se disen˜o´ un procesador con una frecuencia de reloj relativamente
alta (3.2 GHz). Para conseguir reducir los problemas de latencia causados
por los accesos a memoria se introdujo en cada SPE una pequen˜a memoria
(la LS), que es ma´s ra´pida que la memoria principal. Para reducir el con-
sumo de energ´ıa se opta por especializar las unidades de proceso. La PPE
sera´ adecuada para correr el sistema operativo, pero tendra´ una capacidad
de ca´lculo baja. Las SPEs sera´n unos procesadores sencillos (no tienen por
ejemplo predictor de saltos) pero tendra´n una gran potencia de ca´lculo. To-
do esto hace que el Cell/B.E. sea un procesador muy potente, pero tambie´n
incrementa la dificultad de programacio´n.
MARS es una librer´ıa pensada para facilitar la programacio´n de aplica-
ciones para el procesador Cell/B.E. El programador u´nicamente se tiene que
ocupar de crear las tareas y mandarlas a ejecutar sin preocuparse del nu´mero
de SPEs que hay disponible. Es MARS quien se encargara´ de gestionar la
ejecucio´n de las tareas.
CellMT es una librer´ıa que mejora el rendimiento de los programas eje-
cutados en las SPEs. Permite crear varios threads de una tarea y ejecutarlos.
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Cuando un thread se bloquee en una operacio´n de DMA, y por tanto se pier-
dan unos cuantos ciclos de SPU, CellMT realizara´ un cambio de contexto
para que pueda entrar otro thread a ejecucio´n.
El objetivo del proyecto es realizar una aplicacio´n que combine las libr-
er´ıas MARS y CellMT, de forma que se pueda crear una aplicacio´n sencilla
de programar y obtener una posible mejora de rendimiento de las SPEs.
MARS cargara´ en las SPEs del procesador Cell/B.E. un kernel que sera´ el
encargado de cargar en la LS el programa que se debera´ ejecutar en la SPE.
Como el kernel es no preemptivo cuando el programa tenga que cargar en
la LS algu´n dato de la memoria principal, se quedara´ esperando los datos y
se desperdiciara´n unos cuantos ciclos de CPU por cada operacio´n de carga
de datos que realice. Incorporando CellMT en MARS se realizara´ un cambio
de contexto para solapar la transferencia de datos de un micro-thread con la
computacio´n de otro micro-thread.
Para cumplir este objetivo se debera´n hacer los siguientes puntos:
Aprender la arquitectura del procesador Cell/B.E.
Estudiar la librer´ıa MARS.
Estudiar la librer´ıa CellMT.
Incorporar los micro-threads de CellMT en MARS. Se implementara´ una
multiplicacio´n de matrices usando las librer´ıas de MARS y CellMT.
Realizar varios juegos de pruebas para evaluar el speed up conseguido
con los micro-threads.
Cap´ıtulo 2
El procesador CELL/B.E.
2.1. Introduccio´n
Cell/B.E. es un microprocesador disen˜ado conjuntamente por una alianza
entre Sony, Toshiba e IBM, conocida como STI. Comenzo´ a desarrollarse
en el an˜o 2001 y duro´ 4 an˜os, con un coste de 400 millones de dolares.
Cell/B.E. es la abreviatura de Cell Broadband Engine Architecture, tambie´n
se lo conoce como Cell o CBEA. El procesador Cell/B.E. esta´ formado por
un nu´cleo basado en un procesador de propo´sito general PowerPC (PPE) de
64 bits y 8 procesadores RISC (Reduced Instruction Set Computer) que son
los que proporcionan todo el poder de ca´lculo interconectados por un bus
de interconexio´n de elementos (EIB) de gran velocidad y controladores de
memoria (MIC) y de entrada/salida (IO).
Con una frecuencia de 3.2 GHz cada SPU da un rendimiento teo´rico
de 25.6 GFLOPS en ca´lculos de datos de precisio´n simple, con lo que el
rendimiento teo´rico ma´ximo del procesador es mayor de 200 GFLOPS en
datos de precisio´n simple. Para datos de precisio´n doble el rendimiento cae
hasta los 20 GFLOPS. El controlador de memoria integrado (MIC) propor-
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Figura 2.1: Procesador Cell/B.E.
ciona una pico de ancho de banda de hasta 25.6 GB/s a una memoria XDR
externa, el controlador de entrada/salida integrado proporciona picos de an-
cho de banda de 25 GB/s para lecturas y 35 GB/s para escrituras. El EIB
proporciona picos de hasta 204.8 GB/s para la transferencia de datos den-
tro del chip entre la PPE, las SPEs y los controladores de memoria y de
entrada/salida. IBM ha conseguido alcanzar los 201 GFLOPS con una mul-
tiplicacio´n de matrices. En otro experimento IBM tambie´n consiguio´ alcanzar
los 197 GB/s de datos transferidos por el EIB.
Hoy en d´ıa este chip se encuentra en consolas (Playstation 3), televisiones,
porta´tiles (Qosmio de Toshiba) y superordenadores.
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2.2. Historia
Cuando Cell/B.E. empezo´ a desarrollarse su propo´sito principal era desti-
nado a la industria de los videojuegos, concretamente para la consola Playsta-
tion 3 (PS3). En marzo de 2007 se hizo disponible un programa para Playsta-
tion 3 para hacer plegamiento de prote´ınas (Folding@Home) y se creo´ el
mayor superordenador distribuido del mundo con una potencia de ca´lculo
de cerca de un petaFLOP formado por PCs, GPUs y Playstation 3. Las
Playstation 3 contribuyeron ma´s del doble de lo que lo hicieron los PCs, a
pesar de haber menos unidades que PCs. A partir de este momento se pudo
comprobar que e´ste no era un chip creado u´nicamente para jugar
En marzo de 2007 IBM anuncia que la versio´n de 65nm del Cell/B.E. entra
en produccio´n. En febrero de 2008 IBM anuncia que empezara´ a fabricar
procesadores Cell/B.E. con tecnolog´ıa de 45nm.
En mayo de 2008 IBM introduce una variante del Cell/B.E., llamada
PowerXCell 8i, que mejora el rendimiento en las operaciones de coma flotante
de doble precisio´n en las SPE en la versio´n de 65nm. Con la nueva mejora
ahora se pueden alcanzar picos de 12,8 GFLOPS por SPE que suponen un
total de 102,4 GFLOPS con las 8 SPEs, es decir unas 5 veces ma´s ra´pido que
la versio´n anterior en operaciones de coma flotante de doble precisio´n.
En mayo de 2008 un superordenador creado por IBM, el Roadrunner, es
el primer superordenador en alcanzar la cifra de 1 petaFLOPS, para conver-
tirse en el ordenador ma´s ra´pido del mundo. Actualmente ocupa el puesto
7 en la lista top500.org. Roadrunner esta´ formado por una combinacio´n de
procesadores Cell con procesadores Opteron de AMD para formar un clu´ster
con 12000 PowerXCell 8i.
A finales de 2008 Toshiba incorpora Cell/B.E. en su gama alta de porta´tiles
(Qosmio G50). Introdujo una variacio´n del Cell/B.E. con 4 SPEs y sin PPE,
8 CAPI´TULO 2. EL PROCESADOR CELL/B.E.
al que llamo´ SpursEngine utilizado como coprocesador para el procesado de
v´ıdeo. A finales de 2009 Toshiba incorpora Cell/B.E. en las televisiones de
alta definicio´n.
El ejercito de los Estados Unidos inaugura en diciembre de 2010 un clu´ster
con 1760 PS3 y 168 GPGPUs para crear un superordenador con una potencia
de ca´lculo de unos 500 TFlops, con un coste de 2 millones de dolares.
2.3. Arquitectura del CELL/B.E.
El procesador Cell/B.E. esta´ formado por 9 nu´cleos, uno el Power Proces-
sor Element (PPE) y 8 Synergistic Processor Elements (SPEs). El PPE es
un PowerPC de 64 bits. Las SPEs son procesadores sencillos preparados para
procesar grandes cantidades de datos. Todos los nu´cleos esta´n interconecta-
dos mediante un bus en forma de anillo. La arquitectura de este procesador es
como la de un superordenador en pequen˜o, con 9 unidades de procesamiento
interconectadas mediante un bus.
En la PPE es donde corre el sistema operativo y normalmente es tambie´n
quien se encarga de ejecutar el thread principal que cargara´ en memoria el
co´digo que tendra´n que ejecutar las SPEs y tambie´n se puede encargar de
distribuir el trabajo a realizar entre las SPEs. Son las SPEs las que proporcio-
nan todo el potencial de ca´lculo del procesador. Las SPEs esta´n optimizadas
para correr ca´lculos intensivos de aplicaciones que usan instrucciones SIMD
(Single-Instruction, Multiple-Data), aunque tampoco es obligatorio que el
programa utilice estas instrucciones, es usando e´stas la forma de sacar el
ma´ximo rendimiento de este procesador.
La principal diferencia entre la PPE y las SPEs radica en la forma en que
acceden a memoria. Cuando la PPE necesita acceder a memoria copia un
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valor mediante loads/stores de memoria principal a un registro del procesador
como se har´ıa con un procesador convencional, pudiendo guardar tambie´n los
datos en la memoria cache´. La forma que tienen las SPEs de acceder a algu´n
dato de memoria principal es mediante transferencias as´ıncronas de DMA
entre memoria principal y la memoria de la SPE:
Hacer la peticio´n del dato o de un bloque de datos al controlador de
memoria (MIC). Generalmente cuanto mayor sea el bloque de datos
mayor sera´ la eficiencia del programa.
Se accede al dato en memoria principal y se env´ıa por el EIB a la SPE
que haya realizado la peticio´n.
Se guarda el bloque de datos en la Local Storage (LS) de la SPE.
Copia el dato que necesite a uno de los registros de los que dispone la
SPU.
Cada SPE dispone de un controlador de DMA al que se le pueden hacer
hasta 16 transferencias de memoria simulta´neamente. Anticipa´ndose sufi-
cientemente se podr´ıa hacer que el tiempo de espera para tener los datos
disponibles en la SPE se minimizase considerablemente o hasta se eliminase.
Esto es una ventaja frente a un procesador convencional, que frente a una
peticio´n de datos no disponible en las memorias cache tiene que paralizar la
ejecucio´n del programa durante centenares de ciclos de reloj.
El procesador Cell/B.E. supera tres de las principales limitaciones que
tienen los procesadores hoy en d´ıa: el problema de consumo energe´tico, la
penalizacio´n por los accesos a memoria y la frecuencia del procesador.
Uno de los problemas que se presentan cada vez ma´s hoy en d´ıa al disen˜ar
los microprocesadores tiene que ver con el aumento de consumo que se re-
quiere para alimentarlo. A mayor consumo de energ´ıa mayor calor generado
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y ma´s fa´cil que surjan problemas de sobrecalentamiento. Uno de los proble-
mas que se encontraron con el Pentium 4 fue que al aumentar la frecuencia
de reloj hasta los 3.8 GHz el procesador generaba hasta 115W de calor o
TDP (Thermal Design Power). Por tanto no se puede aumentar la frecuen-
cia indefinidamente para aumentar el rendimiento del procesador debido al
aumento de energ´ıa consumido con la consiguiente generacio´n de calor pro-
ducida.
Cell/B.E. consigue superar este problema debido a la diferenciacio´n que
hace entre los dos tipos de procesadores que incluye. Por un lado aporta un
procesador (PPE) especializado en correr el sistema operativo y control de
co´digo, pero no esta´ pensado para el ca´lculo intensivo de datos. Por otra
parte aporta 8 procesadores (SPE) especializados en correr aplicaciones que
hacen un uso intensivo en el co´mputo de datos, con lo que su hardware
es ma´s sencillo y se ahorran muchos componentes para hacer prediccio´n de
saltos, ejecucio´n fuera de orden, renombrado de registros, etc. consiguiendo
un ahorro energe´tico en las partes del procesador que no se usan para la
computacio´n de datos.
El consumo del chip Cell/B.E. fabricado con tecnolog´ıa de 90nm ronda
los 40W, frente a los 120W del Intel Core i7. El consumo del Cell/B.E. con
tecnolog´ıa de 65 nm se reduce un 19 % (sobre 32W) y el que utiliza tecnolog´ıa
de 45nm tiene un consumo de unos 20W. Por lo que este es un chip bastante
eficiente en cuanto a la relacio´n MFLOPS/W.
Otro de los principales problemas de los microprocesadores actuales es
que las frecuencias de reloj han aumentado desde los 740 KHz de un Intel
4004 hasta los 3.8 GHz de un Pentium 4, tenemos que un ciclo dura: 0.26
ns, mientras que una memoria DDR2 a una velocidad de 400 MHz tiene
un ciclo de 2.5 ns y una latencia de entre 10 y 20 ns. con lo que tenemos
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que se pueden llegar a perder hasta cientos de ciclos de reloj. Por lo que el
rendimiento del programa estara´ influenciado por los accesos a memoria ma´s
que por la potencia de ca´lculo del procesador.
Para solucionar este problema las SPEs disponen de:
Un sistema de memoria en 3 niveles: 128 registros por SPU, una Local
Storage (LS) tambie´n por SPU y la memoria principal compartida entre
las SPEs y la PPE.
Accesos a memoria as´ıncronos por DMA entre la memoria principal y
la LS.
Con estas caracter´ısticas se pueden solapar las transferencias de datos
con la computacio´n de e´stos. Los accesos a la LS tienen una baja latencia (6
ciclos). Cada SPE puede realizar hasta 16 transferencias simulta´neas entre
la LS y la memoria principal, con lo que se pueden llegar a tener hasta 128
transferencias entre la LS y la memoria principal.
Para aumentar el rendimiento de los procesadores lo que se suele hacer
es tener un pipeline muy profundo, para poder aumentar la frecuencia de
reloj. El aumento de rendimiento en el Cell/B.E. se consigue al especializar
sus procesadores, de forma que la PPE sera´ la encargada del control del pro-
grama/sistema operativo y la SPE sera´ la encargada de realizar los ca´lculos.
Con esto se consigue aumentar la frecuencia de los procesadores sin llegar a
complicar la arquitectura de cada tipo de procesador de la misma manera
que se complica con un procesador de propo´sito general.
En la PPE se pueden ejecutar dos threads en paralelo. En las SPEs la
eficiencia se consigue con un banco de registros muy grande que evita tener
que hacer renombrado de registros y ejecucio´n fuera de orden. Al poder re-
alizar las SPEs los accesos por DMA as´ıncronos se evita la especulacio´n en
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el procesador.
Los principales componentes del Cell/B.E. son (ver figura 2.1):
1 PPE: El procesador encargado de correr el sistema operativo y de
realizar el control de co´digo.
8 SPEs: Los procesadores encargados de realizar todos los ca´lculos.
1 Bus de Interconexio´n de Elementos (EIB): un bus en forma de anillo
que comunica las SPEs con la PPE y los controladores de memoria y
de entrada/salida. Esta´ compuesto por 4 canales unidireccionales que
pueden transmitir 16 Bytes cada uno, para dar picos de hasta 96 Bytes
de datos transmitidos por ciclo.
1 Controlador de memoria (MIC): soporta memoria Rambus XDR de
doble canal y tambie´n DDR2 en el caso de los PowerXCell 8i. Los dos
canales de 32 bits permiten transmitir un ma´ximo de 25.6 GB/s.
Cell Broadband Interface Unit (BEI): esta unidad soporta la interfaz
de entrada/salida. Incorpora un controlador de interrupciones para el
bus (BIC), un controlador de entrada/salida (IOC) y un controlador de
interrupciones interno (IIC). Gestiona las transferencias de datos entre
el EIB y los dispositivos de entrada/salida y proporciona traduccio´n de
direcciones para la entrada/salida y procesado de comandos.
2.3.1. La PPE
La PPE como ya se ha dicho anteriormente es la encargada de ejecutar
el sistema operativo, junto con todos los procesos, gestionar los recursos
del sistema y gestionar las SPEs. La PPE esta´ formada por dos bloques
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principales: un PowerPC Processor Unit (PPU) y un PowerPC Processor
Storage Subsystem (PPSS), (ver figura2.2).
Figura 2.2: Diagrama de bloques de la PPE
La PPU es un procesador basado en la arquitectura del PowerPC de 64
bits con dos threads de ejecucio´n, dispone de una unidad para enteros, una
unidad de coma flotante, una unidad de extensiones multimedia en vector
(VMX) y una unidad de gestio´n de memoria (MMU). Es un procesador
de ejecucio´n en orden, tiene 32 registros de 64 bits de propo´sito general,
32 registros de 64 bits para coma flotante y 32 registros de 128 bits para
operaciones SIMD. Funciona a una frecuencia de 3.2 GHz.
La PPE dispone de una memoria cache asociativa de 2 v´ıas de 32KB de
nivel 1 para instrucciones y otra de 32KB asociativa de 4 v´ıas para datos.
Estas dos caches tienen un taman˜o de l´ınea de 128 bytes cada una.
Tiene una memoria cache asociativa de 8 v´ıas con escritura atrasada
(write-back) de nivel 2 unificada de 512 KB para instrucciones y datos. Esta
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cache incluye la cache de nivel 1 de datos. Proporciona soporte de coheren-
cia para multiprocesadores sime´tricos (SMP). La cache tiene un puerto de
lectura/escritura hacia la memoria principal que soporta 8 operaciones de
precarga de datos gestionadas por software. Tiene un taman˜o de l´ınea de 128
bytes.
El PPSS es el que incorpora la cache de nivel 2 y gestiona las peticiones de
memoria tanto de la PPU como las peticiones hechas por las SPEs o por los
dispositivos de entrada/salida. Realiza la precarga de datos para la PPU y
sirve como de arbitro para el bus en el EIB. El PPSS dispone de un puerto de
lectura de 32 bytes, compartido entre las dos caches y la MMU, y un puerto
de escritura de 16 bytes, compartido entre la MMU y la cache de datos, para
la PPU. Con el EIB se pueden hacer lecturas de 16 bytes y escrituras de 16
bytes. Opera a la mitad de la frecuencia de la PPU.
La PPE soporta dos juegos de instrucciones: el juego de instrucciones
del PowerPC y un juego de instrucciones de extensio´n multimedia SIMD. El
juego de instrucciones del PowerPC son de 4 bytes y alineadas a 4 bytes. El
juego de instrucciones SIMD son de 4 bytes y alineadas a 4 bytes, pero con
todos los operandos de 16 bytes.
A continuacio´n se muestra con un programa de ejemplo como ser´ıa la
parte del co´digo asociada a la PPE:
1 extern spe_program_handle_t hello_world_spu;
2
3 void *ppu_pthread_function(void *arg)
4 {
5 spe_context_ptr_t ctx;
6 unsigned int entry = SPE_DEFAULT_ENTRY;
7
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8 ctx = (spe_context_ptr_t *)args.ctx;
9 int ret = 0;
10 if ((ret = spe_context_run(ctx , &entry , 0,0 , (
void*)NUM_ITERS , NULL) < 0)) {
11 perror (" Failed running context ");
12 exit (1);
13 }
14 if(ret != 0 )
15 printf (" spe_context_run. ret: %d\n", ret);
16 pthread_exit(NULL);
17 }
18 int main()
19 {
20
21 int i, spu_threads;
22 spe_context_ptr_t ctxs[MAX_SPU_THREADS ];
23 pthread_t threads[MAX_SPU_THREADS ];
24
25 spu_threads =2;
26 for(i=0; i<spu_threads; i++) {
27
28 if ((ctxs[i] = spe_context_create (0, NULL))
== NULL) {
29 perror (" Failed creating context ");
30 exit (1);
31 }
32
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33 if (spe_program_load (ctxs[i], &
hello_world_spu)) {
34 perror (" Failed loading program ");
35 exit (1);
36 }
37
38 if (pthread_create (& threads[i], NULL , &
ppu_pthread_function , &ctxs[i])) {
39 perror (" Failed creating thread ");
40 exit (1);
41 }
42 }
43
44 for (i=0; i<spu_threads; i++) {
45 if (pthread_join (threads[i], NULL)) {
46 perror (" Failed pthread_join ");
47 exit (1);
48 }
49
50 if (spe_context_destroy (ctxs[i]) != 0) {
51 perror (" Failed destroying context ");
52 exit (1);
53 }
54 }
55
56 printf ("\ nThe program has successfully executed
.\n");
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57
58 return (0);
59 }
Lo primero que tiene que hacer la PPE es crear un contexto para cada
thread que se ejecutara´ en una SPE:
1 spe_context_ptr_t spe_context_create(unsigned
int flags ,
2 spe_gang_context_ptr_t gang)
Este contexto contiene la informacio´n persistente sobre una SPE lo´gica. Esta
informacio´n no deber´ıa ser accedida por la aplicacio´n. Los para´metros que
necesita son:
flags: para habilitar la manejo de eventos, para especificar si la SPE se
va a ejecutar en modo aislado, etc.
gang: para indicar si este contexto pertenece a un grupo de contextos,
de manera que se puedan decidir si se ejecutan los threads asociados a
esos contextos de forma simulta´nea o no, para mejorar el rendimiento
del programa.
A continuacio´n lo que hay que hacer es cargar el programa que debe
ejecutarse en la SPE:
1 int spe_program_load(spe_context_ptr spe ,
spe_program_handle_t *program)
spe: el contexto que se ha creado previamente
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program: un puntero al co´digo que debe ejecutar la SPE en formato
ELF (Executable and Linking Format), que ya ha sido cargado a memo-
ria principal. Normalmente este co´digo se incrusta en el programa que
se ejecuta en la PPE durante la fase de linkage. Aunque tambie´n se
podr´ıa cargar dina´micamente.
Para que se empiece a ejecutar el programa en la SPE ya solo queda hacer
spe context run:
1 int spe_context_run(spe_context_ptr_t spe ,
unsigned int *entry ,
2 unsigned int runflags , void *argp , void *envp ,
spe_stop_info_t *stopinfo)
spe: el contexto a ejecutarse.
entry: para indicar cua´l sera´ la entrada al programa que se ejecutara´ en
la SPE. si entry vale SPE DEFAULT ENTRY el programa empieza a
ejecutarse a partir de su main. Una vez haya acabado de ejecutarse
spe context run entry tendra´ la siguiente instruccio´n a ser ejecutada.
runflags: flags para que no se ejecuten automa´ticamente los callbacks o
para pasar en los registros r3, r4 y r5 de la SPE el valor apuntado por
argp.
argp: un puntero opcional a los datos del programa. Se pasa como el
segundo para´metro del programa de la SPU.
envp: un puntero opcional a los datos del entorno. Se pasa como el
tercer para´metro del programa de la SPU.
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stopinfo: un puntero opcional a una estructura para proporcionar in-
formacio´n del motivo por el que la SPE paro´ su ejecucio´n.
Como a la hora de invocar el spe context run se pasa el control de la
ejecucio´n de la PPE a la SPE y la PPE queda bloqueada hasta que acaba la
ejecucio´n del programa en la SPE. Hay que crear un thread (con la librer´ıa
pthread) en la PPE por cada run que se haga, para que el programa pueda
seguir ejecuta´ndose en la PPE.
Finalmente solo queda esperar a que acaben de ejecutarse todos los threads
con un pthread join, y destruir el contexto creado con spe context destroy.
E´ste es un ejemplo sencillo en que el trabajo de la PPE u´nicamente es
lanzar los threads en las SPEs y esperar. Normalmente la PPE tendra´ una
parte ma´s participativa porque puede ser la encargada de distribuir el trabajo
entre las SPEs.
2.3.2. La SPE
Las SPEs son las encargadas de realizar toda la parte de procesado de
los datos del programa. Son unos procesadores que esta´n a medio camino
entre un procesador de propo´sito general y un procesador de gra´ficos. Del
primero adquiere la flexibilidad de programacio´n que aportan pero hacien-
do simplificaciones, como por ejemplo no dispone de predictor de saltos, no
hace renombramiento de registros.Pero al igual que los procesadores gra´fi-
cos, e´ste es un procesador pensado para realizar ca´lculos de mu´ltiples datos
simulta´neamente (operaciones SIMD). Esta combinacio´n hace que las SPEs
sean ma´s eficientes energe´ticamente que un procesador de propo´sito general.
Las SPEs son procesadores RISC de 128 bits especializados en com-
putacio´n de instrucciones SIMD. Esta´n formadas por dos mo´dulos, (ver figu-
ra2.3):
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un procesador, la Synergistic Processor Unit (SPU) con una memoria
SRAM de 256 KB, llamada Local Storage (LS).
un controlador de memoria, el Memory Flow Controller (MFC), encar-
gado de realizar las operaciones de DMA.
Figura 2.3: Diagrama de bloques de la SPE
La SPU
Todas las SPUs son unidades de procesamiento independientes, con sus
propios registros y su propia LS. Los principales componentes de una SPU
son:
Banco de registros.
Memoria local (LS).
6 unidades de ejecucio´n: 2 unidades de punto fijo, 1 unidades de load-
/store, 1 unidad de control, 1 unidad para hacer DMA y comunicacio´n
2.3. ARQUITECTURA DEL CELL/B.E. 21
y 1 unidad de punto flotante.
Banco de registros de la SPU: La SPU dispone de un amplio banco de
registros con un total de 128 registros de 128 bits, lo que permite hacer opti-
mizaciones de co´digo como el loop unrolling o hace innecesario mecanismos
como el renombrado de registros.
Los tipos de datos que son de menos de 128 bits se ubican dentro del reg-
istro en una ubicacio´n concreta llamada slot preferido. La figura 2.4 muestra
como se ubican los datos en los registros.
Figura 2.4: Ubicacio´n de datos en los registros
En estos registros se guardan todos los tipos de datos que utiliza el proce-
sador: enteros, vectores, punto flotante de precisio´n simple y de precisio´n
doble, etc. Tambie´n se guardan las direcciones de retorno, el stack pointer,
resultados de comparaciones, etc. Los registros de uso por parte del programa
del usuario pueden ser de dos tipos:
Registros de propo´sito general (GPR), de los que hay 128
Registro para el estado y control de punto flotante (FPSCR), un reg-
istro que se actualiza despue´s de cada operacio´n de punto flotante con
informacio´n sobre el resultado o excepciones.
Los GPR esta´n dedicados a:
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R0: Se usa como direccio´n de retorno/Link register (LR). Contiene la
direccio´n de retorno a la que debe volver una funcio´n llamada. Es vola´til
a lo largo de sucesivas llamadas a funciones por tanto se debe guardar
cuando se llame a una funcio´n dentro de la funcio´n actual.
R1: Stack Pointer (SP), la palabra 0 de este registro contiene el SP
actual. El SP esta´ siempre alineado a 16 bytes y debe apuntar al stack
frame va´lido asignado ma´s bajo y crecer hacia direcciones ma´s bajas.
El contenido de la palabra de esa direccio´n apuntara´ al stack frame
asignado previo. La palabra 1 de este registro contiene la cantidad de
espacio libre que hay en la pila en bytes.
R2: puntero de entorno. Este registro se usa como el puntero de entorno
para los lenguajes que requieran uno.
R3 al R74: las primeras palabras cua´druples de los argumentos que se
le pasan a la funcio´n y el valor de retorno.
R75 al R79: Scratch Registers.
R80 al R127: registros que se usan para las variables locales. Se deben
preservar a lo largo de las llamadas a funciones.
Los registros del R0 al R79 menos el R1 son vola´tiles y no se conservan al
llamar a una funcio´n. Incluso los registros R0 y R75 al R79 pueden cambiar
a lo largo de la ejecucio´n de una funcio´n.
Los registros R1 y del R80 al R127 son no vola´tiles. Por tanto cuando se
llama a una funcio´n los debe guardar, para que cuando termine esa funcio´n
los pueda restaurar.
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La LS: La LS es la memoria que dispone la SPU tanto para acceder al
co´digo que debe ejecutar como a los datos que debe usar, por lo tanto la carga
de instrucciones o los load/store se realizara´n sobre la LS. Tanto el co´digo
como los datos necesarios para la ejecucio´n del programa se cargara´n en la
LS de la memoria principal mediante operaciones de DMA que realizara´ el
MFC.
La SPU no necesita hacer traduccio´n de direcciones para acceder a la
LS. La LS soporta un acceso de memoria por ciclo de la SPU o de una
transferencia DMA. Los load/store so´lo pueden ser de palabras cua´druples
(16 bytes) y adema´s la direccio´n debe estar alineada a 16 bytes, por lo que
los cuatro bits ma´s bajos de la direccio´n son ignorados. Cuando la SPU va
a leer de la LS las instrucciones de co´digo lee 128 bytes por ciclo, lo que
supone una carga de hasta 32 instrucciones por acceso. Para los accesos de
DMA tambie´n son 128 bytes por ciclo. La LS so´lo dispone de un puerto de
lectura/escritura por lo tanto es importante que las cargas de instrucciones
y los accesos de DMA transfieran el ma´ximo de datos posibles (128 bytes).
Cuando puedan colisionar diversas peticiones (DMA, carga de instruc-
ciones o loads/stores), la prioridad que se utiliza es (de mayor a menor pri-
oridad):
Accesos de DMA.
loads/stores de la SPU.
carga de instrucciones para la SPU.
Se da preferencia las operaciones de DMA que son las que tardara´n ma´s en
realizarse, a continuacio´n los load/store y por u´ltimo la carga de instruc-
ciones, ya que cuando la SPU necesita cargar instrucciones lee un bloque de
128 bytes de instrucciones de golpe. Adema´s para los accesos por DMA se
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utiliza un buffer y so´lo se permite como ma´ximo un acceso a la LS cada 8
ciclos. La SPU puede direccionar memorias de hasta 232 bytes, aunque la LS
es una SRAM de 256 KB. El taman˜o efectivo de la LS se especifica en el Local
Storage Limit Register (LSLR). Cuando la SPU va a acceder a alguna posi-
cio´n de memoria se hace una AND de la posicio´n de memoria con el registro
LSLR. La LS tarda 4 ciclos en completar un store y 6 ciclos en completar un
load. La LS funciona a la misma frecuencia que la SPU.
La LS adema´s de ser accedida por su SPU tambie´n puede ser accedida
por la PPE y por las otras SPUs. A las LS se les puede asignar una direccio´n
efectiva en la memoria principal, de forma que la PPE puede acceder a la LS
mediante operaciones de load/store. La LS tambie´n puede ser accedida por
las otras SPUs mediante operaciones de DMA.
La PPE puede pasar un puntero a la SPE de una estructura que esta´ en
memoria principal para que la SPU pueda acceder a esta estructura, copia´ndola
a su LS, mediante operaciones de DMA. Las transferencias de DMA entre la
LS y la memoria principal son coherentes en el sistema. Mailboxes mapeados
en memoria y comandos ato´micos de sincronizacio´n del MFC se pueden usar
para hacer sincronizacio´n y exclusio´n mutua.
Instrucciones y pipelines de la SPU: Todas las instrucciones se ejecu-
tan en el mismo orden que en el programa. Las instrucciones van en pares
en lo que se denomina un fetch group. Un fetch group puede contener 1 o 2
instrucciones. La SPU tiene dos pipelines, la instruccio´n que ocupa la posi-
cio´n par del fetch group se ejecutara´ en el pipeline par y en el pipeline impar
se ejecutara´ la que ocupa la posicio´n impar. Una instruccio´n del fetch group
entrara´ al pipeline cuando se pueda ejecutar, no hay dependencias de reg-
istros, la LS esta´ disponible (en caso que la instruccio´n accediera a la LS) y
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no hay conflicto de recursos. Si la SPU puede ejecutar las dos instrucciones
las ejecutara´ simulta´neamente, si no ejecutara´ la primera instruccio´n en el
pipeline par y la otra instruccio´n la ejecutara´ cuando pueda entrar en el
pipeline impar. Cuando el fetch group este´ vac´ıo la SPU cargara´ el siguiente.
Los pipelines contienen las siguientes unidades de ejecucio´n:
Pipeline par: una unidad de punto flotante y una unidad de punto fijo
Pipeline impar: una unidad de control, una unidad de load/store, una
unidad de punto fijo y una unidad de DMA
El MFC
Cada SPE tiene su MFC. El MFC es el encargado de conectar la SPU
con el EIB hacia la memoria principal y las dema´s SPEs y dispositivos. El
MFC mediante una controlador de DMA realiza las operaciones de lectura/e-
scritura entre la LS de su SPE y la memoria principal a trave´s del EIB. El
MFC tambie´n soporta proteccio´n de datos en las operaciones de DMA ha-
cia la memoria principal, sincronizacio´n entre la memoria principal y la LS
y operaciones de comunicacio´n (mailbox y mensajes notificados por signal)
entre la PPE y las otras SPEs.
El MFC dispone de un canal privado que utiliza la SPU para comunicarse
con el MFC para poder hacer lecturas/escrituras de/en la memoria principal.
Como la LS tambie´n puede estar mapeada en memoria principal una SPE
puede realizar una operacio´n de lectura/escritura en la LS de otra SPE sin
necesidad de pasar por memoria principal (LS SPE1 → EIB → LS SPE2).
El MFC tambie´n lo pueden manipular remotamente la PPE, las otras SPEs
y dispositivos de entrada/salida mediante los registros Memory-Mapped I/O
Registers (MMIO) que son visibles en memoria principal y esta´n asociados
con los canales del MFC.
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El MFC mantiene y procesa una cola de comandos (MFC SPU command
queue) para su SPU y otra cola (MFC Proxy command queue) para los dema´s
dispositivos que puedan acceder al MFC mediante la interfaz MMIO. Cada
MFC puede procesar mu´ltiples comandos de DMA. El MFC tambie´n puede
gestionar una secuencia de transferencias de DMA que le ha pasado su SPU
mediante una lista de operaciones de DMA. La MFC SPU command queue
dispone de 16 entradas, con lo que el MFC puede gestionar hasta 16 opera-
ciones de DMA simulta´neas, mientras que la MFC Proxy command queue
dispone de 8 entradas.
Cada canal del MFC se puede configurar para que sea o no bloqueante. Si
la SPE lee/escribe en un canal que es no bloqueante la operacio´n se ejecuta
inmediatamente. Pero si la SPU lee/escribe sobre un canal bloqueante en el
que su contador asociado vale 0 la SPE se bloqueara´ hasta que el contador
de ese canal pase a ser 1. Para evitar el bloqueo la SPE puede leer previa-
mente el contador del canal para decidir si se va a realizar o no la operacio´n
de lectura/escritura. El acceso a la cola asociada al MMIO siempre es no
bloqueante, por lo tanto si la PPE u otra SPE quiere leer/escribir algu´n co-
mando se debe asegurar que lo puede hacer previamente, porque si no podr´ıa
o bien leer un valor incorrecto o bien sobreescribir un valor de la cola. Se
puede consultar el registro de estado de la cola para ver si se puede enviar el
comando, aunque hay que tener cuidado porque accesos repetidos para ver el
estado afectan al rendimiento del procesador porque estas consultas se hacen
por el EIB.
Cada comando de DMA lleva asociado una etiqueta que sirve para que el
programa que se ejecuta en la SPU pueda saber si ha acabado la transferencia
de datos por DMA asociada con esa etiqueta. Diversas operaciones de DMA
pueden llevar asociadas la misma etiqueta, entonces la etiqueta se utiliza para
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saber cuando han finalizado todas las transferencias asociadas a ella. El MFC
tambie´n soporta una serie de comandos ato´micos y de sincronizacio´n para
controlar el orden en el que se realizan las operaciones de DMA. Por ejemplo
permite poner barreras para asegurarse que los comandos del MFC previos
se han realizado, permite hacer sincronizacio´n de operaciones de DMA entre
diversas SPEs, permite el env´ıo de signal o realizacio´n de operaciones de
DMA ato´micas de un taman˜o fijo de 128 bytes.
El MFC puede realizar transferencias de DMA de 1,2,4 o 8 bytes siempre
que este´n los datos correctamente alineados, o bien transferencias alineadas
a 16 bytes de mu´ltiplos de 16 bytes, hasta un taman˜o ma´ximo de 16 KB. En
la LS se puede guardar una lista de transferencias de DMA con hasta 2048
elementos. La SPE puede iniciar la transferencia de los elementos de la lista
con un comando pasado al MFC. El ma´ximo rendimiento se alcanza cuando
las direcciones tanto de la LS como de la memoria principal esta´n alineadas
a 128 bytes y el taman˜o de la transferencia es un mu´ltiplo par de 128 bytes.
Cada MFC dispone de una unidad de gestio´n de memoria sine´rgica (SMM)
que realiza la traduccio´n de direccio´n de memoria a direccio´n de memoria
efectiva y usa informacio´n sobre los permisos de acceso a memoria. La SMM
dispone de un segment lookaside buffer (SLB) de 8 entradas y de un transla-
tion lookaside buffer (TLB) con 256 entradas que soporta taman˜os de pa´gina
de 4 KB, 64 KB, 1 MB y 16 MB.
El MFC proporciona adema´s mecanismos de comunicacio´n entre la PPE
y las SPEs o entre las SPEs. Estos mecanismos son:
Mailboxes.
notificacio´n de signal.
eventos de la SPE.
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Un mailbox permite env´ıos de mensajes de 32 bits entre la SPE y la PPE
o otras SPEs. La SPU accede a los mailboxes a trave´s del canal con el MFC
y la PPE y dema´s SPEs acceden mediante la interfaz MMIO del MFC. Los
accesos de la SPU a su mailbox tienen una baja latencia, ya que el acceso se
produce dentro del chip de la SPE. Los accesos de la PPE o la SPE al mailbox
de otra SPE tienen una mayor latencia ya que hay que usar el EIB. El MFC
dispone de dos mailboxes de salida con 1 entrada cada uno, para comunicarse
con otras SPEs o la PPE y un mailbox de entrada con 4 entradas, que usan
las dema´s SPEs y la PPE para comunicarse con la SPE local.
Un signal es un mecanismo que permite a la PPU u otra SPU enviar
un signal a la SPE usando registros de 32 bits. Cada SPE contiene dos
registros para la notificacio´n de signal. La notificacio´n de signal solo tiene
una direccio´n (a diferencia de los mailbox ) de la SPE hacia su SPU. Por lo
tanto una SPU lee la notificacio´n de signal mediante su canal con la MFC
(esto resetea el registro) o bien la PPE u otra SPE env´ıa el signal utilizando
la interfaz MMIO o mediante una operacio´n de DMA respectivamente. Estos
registros pueden operar de dos modos diferentes: mediante sobreescritura o
realizando operaciones OR.
Un evento sirve para notificar al programa que corre en la SPU de que se
ha recibido un mailbox enviado por la PPE u otra SPE, eventos relaciona-
dos con la sincronizacio´n o con comandos de DMA. Los eventos se gener-
an as´ıncronamente pero el programador puede decir si los trata de forma
s´ıncrona o as´ıncrona.
2.3.3. El EIB
El Element Interconect Bus (EIB) permite la comunicacio´n de la SPE
entre la PPE, las dema´s SPEs, la memoria principal y los dispositivos de
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entrada/salida (en total 12 participantes). Usa el paradigma de DMA para
realizar la comunicacio´n entre cualquiera de los pares anteriormente men-
cionados. Esta disen˜ado para ser eficiente y proveer una baja latencia. El
EIB consiste en un bus de direcciones y 4 buses de 16 bytes de datos en
forma de anillo, dos funcionan en el sentido de las agujas del reloj y los otros
dos en sentido contrario. Cada anillo permite hasta tres transferencias con-
currentes siempre y cuando no se solapen sus caminos. El EIB opera a la
mitad de la velocidad del procesador (1.6 GHz).
Cada participante posee un puerto de lectura de 16 Bytes y otro de escrit-
ura de 16 Bytes. Cada participante empieza con nu´mero pequen˜o de cre´ditos
para enviar peticiones al bus. El nu´mero de cre´ditos se corresponde con el
taman˜o del buffer en EIB para ese participante. Con cada peticio´n en el bus
se usa un cre´dito. Cuando una peticio´n empieza a progresar en el pipeline del
EIB, e´ste le devuelve el cre´dito al participante. Cuando un participante re-
quiere usar un anillo para enviar datos un a´rbitro procesa todas las peticiones
de todos los participantes y decide a que´ participante le concede que´ anillo
y en que´ momento. Al controlador de memoria se le concede la prioridad
ma´s alta para prevenir la inanicio´n de algu´n participante, mientras que a los
dema´s participantes se les trata igual utilizando el me´todo round robin para
modificar su prioridad. La distancia ma´xima entre cualquier par de partic-
ipantes es de 6 pasos. El a´rbitro no asegura la concesio´n de un anillo si la
distancia al destino es mayor de 6 pasos o pudiese interferir con cualquier
transferencia en progreso.
2.3.4. El MIC
El Memory Interface Controller (MIC) proporciona la interfaz entre el
EIB y la memoria principal. El procesador Cell/B.E. original soporta 1 o 2
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interfaces de memoria Rambus extreme data rate (XDR) los cuales soportan
entre 64 MB y 64 GB de memoria XDR RAM. El PowerXCell 8i soporta 1
o 2 canales de memoria DDR2 de 128 bits.
Los accesos a memoria en cada interfaz son de 1-8, 16, 32, 64 o 128 bytes
con ordenacio´n de memoria coherente. Se pueden encolar hasta 64 lecturas
y 64 escrituras.
2.3.5. El BEI
La unidad Cell Broadband Engine Interface (BEI) soporta la interfaz de
entrada/salida. Esta compuesta por un controlador para la interfaz del bus
(BIC), un controlador de entrada/salida (IOC) y un controlador de inter-
rupciones interno (IIC). Gestiona las transferencias de datos entre el EIB y
los dispositivos de entrada/salida y proporciona traduccio´n de direcciones de
entrada/salida y procesado de comandos.
El BEI soporta dos interfaces FlexIO de Rambus. Una de las dos interfaces
(IOIF1) solo soporta un protocolo de interfaz de entrada/salida no coherente,
adecuado para dispositivos de entrada/salida. En la otra interfaz se puede
seleccionar por software entre un protocolo IOIF no coherente y el protocolo
de memoria coherente Cell Broadband Engine interface (BIF). El protocolo
BIF es el protocolo interno del EIB, de forma que la interfaz IOIF0 se puede
usar para extender coherentemente el EIB a otro dispositivo de memoria
coherente, como puede ser otro procesador Cell/B.E.
Cap´ıtulo 3
MARS
3.1. Introduccio´n
MARS (Multicore Application Runtime System) es un conjunto de li-
brer´ıas que proporcionan una API para facilitar la tarea de desarrollo de
programas que se ejecutara´n en el procesador Cell/B.E. MARS esta´ pensado
para utilizarse en una arquitectura multinu´cleo en la que habra´ un nu´cleo
(host) que sera´ el encargado de gestionar y controlar la ejecucio´n de procesos
en 1 o ma´s unidades de microproceso (MPU) que sera´n las encargadas de
realizar todo el trabajo. En este caso tendremos que el host sera´ la PPE y
las MPUs sera´n las SPEs. Por tanto las dos unidades principales de MARS
sera´n:
El host : sera´ el procesador encargado de ejecutar lo que se denomina
el programa del host.
Las MPUs: ejecutara´n el programa de la MPU una vez que el programa
del host las haya inicializado. El programa de la MPU debe estar en
formato ELF. El host debera´ conocer la ubicacio´n en su memoria donde
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se encuentra cargado el programa de la MPU en formato ELF para
poder inicializar la MPU. El procedimiento para cargar el programa de
la MPU en formato ELF en memoria es independiente de MARS. La
carga del programa en formato ELF se realiza mediante la API libspe2.
MARS es un modelo de programacio´n centrado en la MPU. Es decir son
las MPUs y no el host las encargadas de cargar los programas que tendra´n que
ejecutar y las encargadas de recibir/enviar los datos que necesiten. Tambie´n
sera´n las MPUs las encargadas de cambiar de programa, todo esto sin la
intervencio´n del host. Este modelo de programacio´n es ma´s eficiente que uno
centrado en el host ya que de esta forma las MPUs son autosuficientes y no
dependen de que el host este´ disponible para procesar sus peticiones, lo que
hace que se incremente la utilizacio´n de las MPUs y aumente su rendimiento.
Por otra parte al host se le quitara´ bastante carga correspondiente a la gestio´n
de las MPUs.
3.2. Introducie´ndonos en MARS
La librer´ıa MARS es un sistema que funciona en tiempo de ejecucio´n
y da soporte a la ejecucio´n de programas para las MPUs de forma paralela
en mu´ltiples MPUs. Una aplicacio´n puede ejecutar mu´ltiples programas para
correr en las MPUs sin preocuparse del nu´mero de MPUs que hay f´ısicamente.
MARS sera´ la que se encargue de distribuir los programas entre las MPUs
de que disponga. Incluso podr´ıa haber ma´s cantidad de programas a ejecutar
que de MPUs f´ısicas dispongamos.
MARS el programa de la MPU lo denomina un workload o tambie´n tarea.
Un mo´dulo de workload esta´ basado en un modelo de programacio´n que
denominan modelo de workload
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3.2.1. El modelo Workload
Un modelo de workload es un modelo de programacio´n que define como
los programas de las MPUs se ejecutara´n y sincronizara´n. Un workload puede
ser un programa que se ejecuta en la MPU o bien el workload puede estar
compuesto por varios programas. El objetivo de MARS es el de proporcionar
varios modelos de workload por lo que existira´ un workload abstracto para
incluirlos. Un modelo de workload puede ser un u´nico proceso a ejecutar en
una sola MPU, o bien pueden ser varios procesos a ejecutar en varias MPUs.
Actualmente MARS so´lo soporta el modelo de tareas.
3.2.2. El mo´dulo de Workload
El mo´dulo de workload es el encargado de cargar y procesar el programa
que debera´ ejecutar la MPU. Cada modelo de workload necesita su imple-
mentacio´n por parte del mo´dulo para que maneje los workload de acuerdo
con el modelo escogido. Este mo´dulo es el que se comunica con el kernel que
esta´ alojado en la MPU. Es a trave´s de este mo´dulo como se acceden a las
llamadas a sistema que proporciona el kernel.
3.2.3. La cola de Workloads
La cola de workloads se crea e inicializa cuando el host crea el contexto,
por lo tanto residira´ en memoria principal. Cuando el host carga un programa
para ser ejecutado por la MPU crea un workload en el que introducira´ el
co´digo del programa y encola el workload en la cola de workloads. El kernel es
el encargado de ir a buscar en la cola de workloads un workload que este´ listo
para ejecutar, se lo copia a su memoria y le pasa el control al mo´dulo de
workload. Cuando un kernel ejecuta un workload cambia su estado en la cola
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a reservado para que no se pueda ejecutar por otro kernel. A esta cola pueden
acceder tanto el host como las MPUs por lo tanto los accesos se realizan con
operaciones ato´micas.
3.2.4. El kernel
En cada MPU se carga un kernel al principio que sera´ el responsable de
la carga, ejecucio´n y cambio de tareas en la MPU. El kernel es un co´digo
pequen˜o que reside en la memoria de la MPU mientras dure la ejecucio´n
del programa global y es el encargado de llevar a la MPU los workload de
uno en uno que encuentre disponible en la cola de workloads. Una vez haya
seleccionado y cargado un workload el kernel cargara´ el co´digo asociado a
ese workload, que sera´ el programa que debera´ ejecutar la MPU.
El kernel esta´ compuesto por tres estados (ver figura 3.1):
Schedule: busca un workload que este´ listo para ejecutar de la cola de
workloads.
Execute: le pasa el control al mo´dulo de workload para que ejecute el
programa en la MPU.
Context switch: cuando una tarea se bloquee el kernel guardara´ su
contexto en la memoria principal y cargara´ otro workload. El kernel no
es preemptivo por lo que una tarea no parara´ de ejecutarse hasta que
entre en estado wait o hasta que finalice.
3.2.5. El contexto
El contexto de MARS es lo que contiene toda la informacio´n y datos
necesarios para cada instancia inicializada por el sistema. Se debe crear el
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Figura 3.1: Diagrama general de estado del kernel de MARS
contexto antes de poder usar cualquier funcionalidad de MARS. Cuando se
acabe la ejecucio´n del programa se finalizara´ el contexto. Al crear el con-
texto se puede especificar el nu´mero de MPUs que se usara´n (de una al
nu´mero ma´ximo de SPUs que hay). En cada MPU se cargara´ el kernel, que
permanecera´ en la MPU hasta que el host finalice el contexto. Al crear el
contexto se crea tambie´n la cola de workloads. Al finalizar el contexto se
terminan de ejecutar los kernels que se esta´n ejecutando en las MPUs y se
liberan recursos.
En el sistema se pueden crear mu´ltiples contextos con sus respectivos ker-
nels y workloads. Esto no es recomendable porque el rendimiento disminuye
considerablemente al hacer los cambios de contexto entre procesos, ya que
adema´s se deber´ıan hacer cambios de contexto en las MPU. Idealmente so´lo
deber´ıa haber un u´nico contexto inicializado en todo el sistema. En la figura
3.2 se puede ver un esquema de MARS con el host, contexto y MPUs.
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Figura 3.2: Contexto de MARS
3.2.6. Usando MARS
MARS proporciona una librer´ıa tanto para la parte del host como para
la parte de la MPU.
Para el host tendremos las librer´ıas:
libmarsbase: esta´ implementada toda la parte relacionada con el con-
texto.
libmarstask: se implementa la parte relacionada con la creacio´n y schedul-
ing de tareas.
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Para las MPUs vuelve a haber dos librer´ıas ma´s:
libmarsbase: donde se encuentra el kernel implementado.
libmarstask: donde se implementa el mo´dulo de workload, que sera´ la
interfaz entre el programa del usuario y el kernel.
A la hora de compilar el programa de la MPU hay que especificar en el
momento de compilacio´n la seccio´n .init de la direccio´n base del workload.
Esta direccio´n sera´ igual a MARS TASK BASE ADDR (0X4000), ejemplo:
1 SPU_CC = spu -gcc
2 SPU_TASK_LDFLAGS = -Wl,--section -start ,.init=0
x4000
3 $(SPU_CC) $(SPU_TASK_LDFLAGS) mpu_prog.c -
lmars_task -lmars_base
La secuencia de uso de MARS ser´ıa (ver figura 3.3):
Crear el contexto de MARS.
Crear los workloads de MARS (las tareas que se ejecutara´n en las
MPUs).
Realizar las sincronizaciones necesarias entre el host y la MPU.
Procesar de forma paralela y as´ıncrona tanto en el programa del host
como en las MPUs.
Esperar la finalizacio´n de los workloads y una vez finalizados destruirlos.
Destruir el contexto cuando ya se han procesado todos los workloads.
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Figura 3.3: Diagrama de secuencia de MARS
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Gestio´n del contexto
Para poder utilizar todas las funcionalidades que MARS nos proporciona
lo primero que se debe hacer es crear el contexto por parte del programa
host.
Creando el contexto: Crearemos el contexto con la funcio´n:
1 int mars\_context\_create( struct mars\_context **
mars , uint32\_t num\_mpus , uint8\_t shared);
mars: puntero con la direccio´n de memoria donde se ha creado el con-
texto.
num mpus: la cantidad de MPUs que se usara´n. Debe ser un nu´mero
entre 0 y el nu´mero ma´ximo de MPUs que hay, si vale 0 se usara´n todas
las MPUs.
shared: para indicar si el contexto estara´ compartido. Si se crea un
contexto compartido, la funcio´n devuelve un contexto global que puede
ser usado por cualquier librer´ıa que use el programa y que requiera
tambie´n un contexto.
Destruyendo el contexto: El u´ltimo paso que queda antes de acabar la
ejecucio´n del programa es destruir el contexto para liberar los recursos usados
por MARS.
1 int mars\_context\_destroy( struct mars\_context
**mars);
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Gestio´n del modelo de workload
MARS permite soportar diferentes modelos de workload. La librer´ıa base
de MARS, es la encargada de proporcionar el kernel y la que da soporte para
implementar el modelo de workload. El kernel lo u´nico que hara´ sera´ en-
cargarse del scheduling de un workload abstracto que extraera´ de la cola
de workloads. Este workload lo enviara´ al mo´dulo de workload que sera´ el
encargado de gestionarlo y ejecutarlo.
Un modelo de workload consistira´ en:
La librer´ıa en el host del modelo de workload : Sera´ la encargada de
crear y encolar los contextos de los workloads para que se puedan ejecutar en
las MPUs. Debera´ introducir en el workload tanto el co´digo del programa a
ejecutar como toda la informacio´n que requiera el modelo de workload usado.
La librer´ıa en la MPU del modelo de workload : Interfaz que pro-
porciona al programa del usuario las funcionalidades que ofrezca el modelo
de workload. Esta librer´ıa necesitara´ llamar al mo´dulo de workload para pro-
porcionar algunas de sus funcionalidades.
El mo´dulo del modelo de workload : El mo´dulo del workload es el pro-
grama al que el kernel le pasara´ la ejecucio´n ya que es e´ste el que conoce
co´mo se implementa el modelo del workload y por tanto sera´ el encargado
de la ejecucio´n del programa. El contexto del workload debera´ conocer cua´l
es el mo´dulo que sera´ encargado de gestionar y ejecutar el workload. Este
mo´dulo permanecera´ cargado en la memoria de la MPU mientras el work-
load este´ ejecuta´ndose y cuando el programa del usuario finalice tambie´n lo
hara´ este mo´dulo. Su funcio´n principal es la de cargar y ejecutar el co´digo
(el programa del usuario) que se debera´ ejecutar en la MPU. Tambie´n sera´ el
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encargado de guardar el estado del programa cuando entra en wait y de re-
anudar su estado cuando el programa vuelva a run. Cuando el mo´dulo entra
en ejecucio´n empieza desde su punto de entrada (mars module entry). Este
mo´dulo funciona como una capa intermedia entre el kernel y el programa del
usuario. Ejemplo del mo´dulo del modelo de workload en la memoria de la
MPU (ver figura ): (ver figura 3.4):
Figura 3.4: Ejemplo de la memoria de la MPU y memoria principal
MARS WORKLOAD MODULE BASE ADDR es la direccio´n en la que
el kernel cargara´ en la memoria de la MPU el mo´dulo del workload.
La cola de workloads: La librer´ıa de la cola de workloads es una interfaz
entre el contexto y la librer´ıa en el host del modelo de workload. La librer´ıa
del host debe usar esta librer´ıa para gestionar los workloads como encolar,
planificacio´n o desencolar el contexto del workload en la cola. Tambie´n pro-
porciona funciones para el env´ıo de signals o de espera de workloads.
Gestio´n de tareas
Las tareas de MARS son un tipo de modelo de workload, que se compone
del programa del usuario que debe ejecutar la MPU. Al ser no preemptivo
el kernel de las MPUs se ofrece la posibilidad de realizar un yield para que
la tarea pueda dejar la MPU para que entre otra en su lugar. Tambie´n se
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proporcionan me´todos para que cuando la tarea este´ esperando algu´n evento
de sincronizacio´n entre en el estado de wait. Al entrar una tarea en el estado
de wait o realice un yield se guardara´ el estado actual del proceso en la
memoria principal para que el kernel pueda cargar otro workload (en el caso
que lo hubiese) para que empiece a ejecutarse.
Creacio´n de tareas: Las tareas se crean en la parte del host. Crear una
tarea implica crear un contexto de un workload, asignarle el co´digo de la
tarea en formato ELF que se encuentra en memoria y encolar en la cola
de workloads el workload creado. La creacio´n de una tarea devuelve un id
que se usara´ posteriormente para poder gestionar esta tarea. Mientras no se
destruya la tarea e´sta se podra´ enviar a ejecucio´n todas las veces que se desee
con la funcio´n mars task schedule (siempre que no se este´ ejecutando en ese
momento).
La creacio´n de tareas se hace con:
1 int mars_task_create(struct mars_context *mars ,
struct mars_task_id *id, const char *name ,
const void *elf_image , uint32_t
context_save_size);
mars: puntero al contexto de MARS.
id: puntero que contendra´ el identificador de la tarea creado cuando
acabe la funcio´n.
name: nombre para la tarea.
elf image: direccio´n de memoria donde se encuentra cargado el co´digo
en formato ELF de la tarea a ejecutar por la MPU.
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context save size: el taman˜o del a´rea para guardar el contexto en la
memoria principal de la tarea cuando se realice una conmutacio´n de
tareas.
La ejecucio´n de una tarea: Para empezar a ejecutar una tarea debemos
llamar a la funcio´n mars task schedule para cambiar el estado del workload
a ready para que pueda empezar a ejecutarse la tarea en la MPU. Es en
el momento de hacer el schedule cuando se le puede pasar argumentos a la
tarea. Los kernels de las MPUs buscara´n en la cola de workloads automa´tica-
mente algu´n workload preparado para ejecutarse y cargara´n su co´digo y lo
ejecutara´n.
Mientras los workloads se ejecutan en las MPUs el host queda libre para
realizar otras tareas, lo u´nico que debera´ hacer es esperar en algu´n momento
a que la tarea haya acabado de ejecutarse. Tanto el host como otras tareas
pueden esperar a que finalice otra tarea con su id. Cuando hay varias tareas
esperando la finalizacio´n de otra, no se debe volver a hacer scheduling sobre
e´sta hasta que hayan acabado de esperarla porque si no se podr´ıa obtener un
resultado inesperado. El scheduling de la tarea lo pueden hacer tanto el host
como otras tareas con la siguiente funcio´n:
1 int mars_task_schedule(struct mars_task_id *id ,
struct mars_task_args *args , uint8_t priority);
id: el identificador de la tarea de la que se quiere hacer el scheduling.
args: los argumentos que se le pasara´n a la tarea en su ejecucio´n en el
mars task main.
priority: la prioridad de la tarea, de 0 a 255, siendo 255 la prioridad
ma´s alta. El kernel cargara´ el workload con la prioridad ma´s alta en
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caso de haber varios disponible para ejecutarse.
Conmutacio´n de tareas: Cuando una tarea hace un yield o bien entra
en un estado de wait el kernel guardara´ su estado en memoria principal
para que se pueda ejecutar otra tarea. El contexto lo guarda en una zona
de memoria preasignada en el momento de la creacio´n de la tarea en memo-
ria principal. En este a´rea guardara´ la zona de la MPU correspondiente a
co´digo+datos+heap y a la pila de la tarea. El taman˜o de este a´rea puede
ser o bien MARS TASK CONTEXT SAVE SIZE MAX o bien un taman˜o
definido por el usuario menor que el taman˜o ma´ximo pero suficiente para
poder guardar todo el contexto de la tarea. Cuando el kernel reemprenda la
ejecucio´n de una tarea que haya dejado de estar en el estado de wait car-
gara´ su estado del a´rea donde la guardo´ para continuar con la ejecucio´n.
Si a la hora de crear la tarea no se especifica un taman˜o para el a´rea para
guardar el contexto entonces la tarea no podra´ dejar la MPU si hace un yield
no podra´ ni entrar en el estado de wait. Todas las llamadas a funciones de
la librer´ıa de la tarea, a las que pueda llamar el programa del usuario, que
puedan provocar que se haga una conmutacio´n de tareas, se deben realizar
cuando nos aseguremos que si hay alguna operacio´n de memoria pendiente
e´sta haya acabado.
Destruccio´n de tareas: Una vez que ya no sea necesario ejecutar la tarea
ma´s veces se debe destruir (para liberar los recursos usados por esta tarea y
sacarla de la cola) con la funcio´n mars task destroy:
1 int mars_task_destroy(struct mars_task_id * id)
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Ejemplo de hello world a ejecutar por el host : Es en el host donde
se debera´ crear el contexto, creacio´n, scheduling y destruccio´n de la tarea y
finalmente destruccio´n del contexto.
1 #include <stdlib.h>
2 #include <libspe2.h>
3 #include <mars/task.h>
4
5
6 extern struct spe_program_handle mpu_task_prog;
7
8 static struct mars_context *mars_ctx;
9 static struct mars_task_id task_id;
10
11 int main(void)
12 {
13 int ret;
14
15 ret = mars_context_create (&mars_ctx , 0, 0);
16 if (ret) {
17 printf ("MARS context create failed! ( %d)\n",
ret);
18 return 1;
19 }
20
21 ret = mars_task_create(mars_ctx , &task_id , "
Task", mpu_task_prog.elf_image , 0);
22 if (ret) {
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23 printf ("MARS task create failed! ( %d)\n", ret)
;
24 return 1;
25 }
26
27 ret = mars_task_schedule (&task_id , NULL , 0);
28 if (ret) {
29 printf ("MARS task schedule failed! ( %d)\n",
ret);
30 return 1;
31 }
32 ret = mars_task_wait (&task_id , NULL);
33 if (ret) {
34 printf ("MARS task wait failed! ( %d)\n", ret);
35 return 1;
36 }
37
38 ret = mars_task_destroy (& task_id);
39 if (ret) {
40 printf ("MARS task destroy failed! ( %d)\n", ret
);
41 return 1;
42 }
43
44 ret = mars_context_destroy(mars_ctx);
45 if (ret) {
46 printf ("MARS context destroy failed! ( %d)\n",
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ret);
47 return 1;
48 }
49
50 return 0;
51 }
Las tareas: Las tareas son programas para la MPU creados por el usuario
y es el co´digo que ejecutara´ la MPU una vez el kernel haya cargado y man-
dado a ejecutar un workload. Son programas que se deben compilar con el
compilador espec´ıfico para la MPU. La funcio´n de entrada main del programa
se llamara´: mars task main, que sera´ la funcio´n a la que llamara´ la librer´ıa en
la MPU del modelo de workload una vez este´ la tarea lista para ejecutarse.
A las tareas se les pueden pasar argumentos del tipo mars task args en la
funcio´n mars task main. Estos argumentos se le pasan al host mediante la
funcio´n mars task schedule, e´ste guardara´ estos argumentos en el contexto
del workload y es al llamar a la funcio´n mars task main cuando se le pasara´n
estos argumentos. Si a la hora de llamar a la funcio´n mars task schedule no
se especifica ningu´n argumento, esta variable tendra´ un valor indefinido en
el mars task main.
La tarea finaliza cuando llama al mars task exit o bien cuando acaba la
funcio´n mars task main.
Ejemplo de hello world a ejecutar por la MPU: Ejemplo de un pro-
grama sencillo para la MPU.
1 #include <stdio.h>
2 #include <mars/task.h>
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3
4 int mars_task_main(const struct mars_task_args *
task_args)
5 {
6 (void)task_args;
7
8 printf ("MPU( %d): %s - Hello World\n",
mars_task_get_kernel_id (), mars_task_get_name
());
9
10 return 0;
11 }
Mutex y sincronizacio´n de tareas
Mutex: Una instancia de mutex permite proteger bloques de co´digo para
que no se pueda hacer ma´s de un acceso simulta´neo a e´ste. Los accesos se
pueden realizar tanto por la parte del host como por los programas de las
MPUs. El mutex es independiente del contexto, por tanto el host puede usar
el mutex sin haber creado el contexto. El mutex se puede usar en el programa
de la MPU independientemente del modelo de workload. Cuando se accede
al mutex desde la MPU no se llama al scheduler del kernel, por lo tanto si
no se puede acceder a la zona del mutex la tarea se quedara´ bloqueada hasta
que pueda acceder a esa zona y no habra´ conmutacio´n de tareas.
Para usar el mutex las funciones principales son:
1 int mars_mutex_create(uint64_t * mutex_ea)
2 int mars_mutex_destroy(uint64_t * mutex_ea)
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3 int mars_mutex_lock(uint64_t * mutex_ea)
4 int mars_mutex_unlock(uint64_t * mutex_ea)
Sincronizacio´n de tareas: MARS proporciona me´todos de sincronizacio´n
entre el host y las tareas y tambie´n entre las propias tareas que corren en
las MPUs. Las instancias de sincronizacio´n se crean en la memoria principal,
por tanto tendra´n acceso tanto el host como las tareas. Algunos de los me´to-
dos de sincronizacio´n son bloqueantes por lo que si al invocar al me´todo la
tarea entra en estado wait se puede producir una conmutacio´n de tareas. Los
me´todos de sincronizacio´n que proporciona MARS son:
Task Barrier : usado para que una tarea se espere al alcanzar un deter-
minado punto del programa hasta que lo hayan alcanzado las dema´s
tareas. Al inicializar la barrera se indicara´ el nu´mero de tareas nece-
sarias para hacer la sincronizacio´n. Cuando una tarea llegue a la barrera
la notificara´ y entrara´ en estado de wait. Cuando hayan llegado todas
las tareas a la barrera, se levantara´ la barrera y se notificara´ a todas
las tareas para que pasen a estar en estado ready y puedan volver a
ejecutarse.
Task Event Flag : usado para enviar notificaciones de evento de 32 bits
entre las tareas o las tareas y el host. Mientras una tarea espera una
notificacio´n entra en estado de wait hasta que recibe la notificacio´n.
Task Queue: proporciona una cola para el env´ıo de datos entre tareas
o entre las tareas y el host. Tanto el host como las tareas pueden in-
troducir/extraer datos en/de la cola. Si una tarea va a introducir un
dato en una cola llena o bien va a extraer un dato de una cola vac´ıa,
50 CAPI´TULO 3. MARS
pasara´ a estado de wait hasta que pueda introducir o extraer el dato
respectivamente.
Task Semaphore: para limitar el nu´mero de accesos concurrentes de tar-
eas a recursos compartidos. Cuando una tarea quiere acceder a un re-
curso compartido protegido por un sema´foro debe adquirir el sema´foro.
Cuando la tarea haya finalizado con el recurso compartido debe liber-
ar el sema´foro. Si una tarea intenta adquirir un sema´foro en el que el
nu´mero ma´ximo de tareas permitido ya lo han adquirido, la tarea pasa
a estado wait hasta que otra tarea libere el sema´foro.
Task Signal : para avisar a una tarea que esta´ en el estado de wait
para que cambie su estado y pueda volver a ejecutarse en la MPU. Los
signals los pueden enviar tanto el host como las tareas.
3.3. Especificacio´n e implementacio´n de MARS
3.3.1. Introduccio´n
En esta seccio´n se presentara´n los diagramas de clases de MARS, los
diagramas de secuencia y co´mo esta´n implementadas las principales funciones
de MARS.
3.3.2. Diagrama de clases
Como Cell/B.E. es un procesador con dos tipos diferentes de procesadores
MARS tendra´ por un lado clases para el host y por otro lado para las MPUs.
Por otra parte cada uno tendra´ tambie´n clases para la base de MARS y para
el modelo de workload de las tareas.
Las clases pertenecientes al host son (ver figura 3.5):
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Figura 3.5: Diagrama de clases del host
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La clase principal es context, que es la que contendra´ el contexto con
todas las estructuras de datos de MARS. El contexto estara´ formado por:
kernel params: contendra´ los para´metros que se le pasara´n al kernel
que se ejecutara´ en las MPUs. Los para´metros sera´n el kernel id, la
direccio´n de memoria al contexto de MARS, la direccio´n de memoria a
la cola de workloads y a la cola de callbacks
workload queue: es la cola de workloads, con una capacidad para 750
workloads como ma´ximo.
callback queue: es la cola de callbacks, con una capacidad de 54 peti-
ciones como ma´ximo.
mpu contexts: guardara´ el spe context (estructura de datos de la libspe
que contiene toda la informacio´n persistente sobre la SPE lo´gica usada
por la aplicacio´n) y dos variables mpu context thread y mpu handler thread
que se utilizara´n para identificar los pthreads creados: uno que sera´ el
que corra el contexto de la SPE y el otro thread se usara´ para servir
signals enviados por el kernel.
La mars workload queue es la cola donde estara´n los workloads que se
debera´n ejecutar en las SPEs. Esta´ formada por:
mars workload queue block: vector para guardar el estado de cada work-
load. Ejemplo de algunos estados: NONE, READY, RUNNING, WAIT-
ING, SCHEDULING... Cada bloque contendra´ el estado de MARS WORK-
LOAD PER BLOCK workloads.
mars workload queue header: variables para bloquear la cola cuando
esta´ siendo accedida por un kernel o para avisar que la cola se va a
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destruir y contiene informacio´n del estado de los bloques. La priori-
dad del workload que tiene la ma´xima prioridad, si en el bloque hay
algu´n workload en estado READY o WAITING y un contador usado
para saber la antigu¨edad de los workloads del bloque que no han sido
seleccionados para ejecutarse todav´ıa.
mars workload queue context: el contexto de la tarea que debe ejecutar
MARS. Estara´ formado por el contexto del mo´dulo de workload y por
el contexto de la tarea que debe ejecutar la SPU.
El mars workload module y el mars task context esta´n formados por los
punteros al co´digo del programa, los punteros a los datos, el taman˜o del
co´digo, etc. El mars task context adema´s tiene un id para identificar la tarea
y los argumentos que se le pasara´n a la funcio´n de entrada (mars task main).
Las clases pertenecientes al kernel son (ver figura 3.6): La mayor´ıa son
las mismas que para el host. El kernel buscara´ en la cola de workloads un
workload listo para ejecutarse y lo cargara´ en la memoria de la SPU.
La clase task module cargara´ el co´digo y los datos del programa del
usuario y le pasara´ el control a la clase task. Sera´ el mo´dulo quien medi-
ante llamadas a sistema al kernel sirva todas la funcionalidades que ofrece
MARS a las tareas y las gestione.
La clase task es la encargada de llamar al programa del usuario. Tambie´n
es la interfaz que proporciona al programa del usuario los diferentes servicios
que proporciona MARS.
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Figura 3.6: Diagrama de clases del kernel
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3.3.3. Diagrama de secuencia
Creacio´n del contexto
El diagrama de secuencia para la creacio´n del contexto va de las figuras
3.7 a 3.10.
Se debe reservar espacio para el contexto de MARS y el contexto de las
MPUs en la memoria principal. A continuacio´n debe crear e inicializar la
cola de workloads (figura 3.8). init header pondra´ la prioridad del bloque al
mı´nimo y los bits de READY y WAITING a OFF indicando que no hay
ningu´n workload en el bloque. En la inicializacio´n pondra´ en cada workload
el estado NONE.
Tambie´n tiene que crear la cola de callback (figura 3.9) e inicializa el
mutex. Crea un pthread que sera´ el encargado de ejecutar el callback handler,
que sera´ el encargado de servir los callback. El callback handler esperara´ a que
llegue una peticio´n a la cola, extraera´ el identificador de peticio´n de la cola
de callback y ejecutara´ el puntero a la funcio´n que se le ha pasado al callback.
Una vez que se haya ejecutado la funcio´n pasada al callback se notificara´ en
la cola de workloads al workload asociado al callback.
mpu contexts create (figura 3.10) inicializara´ los para´metros del kernel
con punteros hacia el contexto y las colas de workload y callback. Se creara´ el
contexto de las SPEs que se vayan a utilizar y creara´ un pthread que car-
gara´ el co´digo del kernel en la SPE y a continuacio´n ejecutara´ el kernel que
esta´ cargado en la SPE. Por u´ltimo cuando haya finalizado el kernel destru-
ira´ el contexto. Finalmente se hace sincronizacio´n con el kernel para pasarle
los para´metros.
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host context alloc workload queue callback cell host mutex linux
mars context create()
mars host mutex lock()
mars malloc()(context)
mars malloc()(mpu contexts)
mars workload queue create()
mars callback queue create()
mpu contexts create()
mars host mutex unlock()
Figura 3.7: Mars context create.
Creacio´n de tareas
Para crear la tarea (ver figura 3.11) primero tendra´ que buscar un bloque
en el que pueda alojar el workload y cambiara´ los bits de estado de ese
workload a ADDING. Inicializa el mars workload module con punteros ha-
cia el co´digo del task module que estara´ cargado en la memoria principal.
Inicializa el punto de entrada de ejecucio´n del task module. Inicializa el
mars task context con punteros hacia el co´digo del programa que se eje-
cutara´ en la SPU y que esta´ cargado en memoria principal. Inicializa tam-
bie´n el punto de entrada de ejecucio´n del programa del usuario. Copia el
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context workload queue ea cell
mars workload queue create()
mars ea memalign()(workload instance)
init header()
init blocks()
mars ea sync()
Figura 3.8: Mars workload queue create.
mars workload context en memoria principal y hace sincronizacio´n para ase-
gurarse que los datos se han escrito coherentemente en memoria. Por u´ltimo
cambia el estado del workload en la cola a FINISHED (para indicar que
todav´ıa no se puede ejecutar en la SPE).
Ejecucio´n de tareas
Lo primero que hace para ejecutar la tarea (ver figura 3.12) es asegurarse
que su estado es FINISHED y le asigna una prioridad (change bits). Carga
de memoria principal el workload, inicializa la variable stack y exit code a
0 y vuelve a llevar el workload a memoria principal. Hace sincronizacio´n
para asegurarse que los datos se han escrito coherentemente en memoria.
Finalmente cambia el estado del workload a READY.
58 CAPI´TULO 3. MARS
context ea cell callback cell mutex cell phread cond cell workload queue
mars callback queue create()
mars ea memalign()(queue instance)
mars mutex reset()
mars ea sync()
pthread create(...,callback handler thread,...)
mars ea cond wait()
callback queue pop()
mars mutex lock get()
mars mutex lock put()
callback process()
mars workload queue signal send()
while !mars callback queue flag exit
Figura 3.9: Mars callback queue create.
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context ea cell mpu cell phread libspe2
mpu contexts create()
kernel params init()
mars ea put()
mars ea sync()
mars mpu run()
spe context create()
pthread create(...,mpu context thread,...)
spe program load()
spe context run()
spe context destroy()
kernel tics sync()
Figura 3.10: MPU contexts create.
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host task workload queue ea cell mutex cell
mars task create()
mars workload queue add begin()
alloc block()
mars mutex lock()
mars ea get()(get block)
mars mutex unlock()
add workload module()
task map elf()
mars ea put()
mars ea sync()
mars workload queue add end()
change state()
Figura 3.11: Mars task create.
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host task workload queue ea cell mutex cell
mars task schedule()
mars workload queue schedule begin()
change bits()
mars mutex lock()
check state bits()
set schedule bits()
mars mutex unlock()
mars ea get()
mars ea put()
mars ea sync()
mars workload queue schedule end()
change state()
Figura 3.12: Mars task schedule.
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El kernel de MARS
Lo primero que hara´ el kernel (ver figura 3.13) es recibir del host sus
para´metros (direcciones de la cola de callback y workloads y tambie´n la di-
reccio´n del contexto, el id del kernel y kernel ticks, que usara´ el kernel para
saber cuando debe finalizar).
El kernel cargara´ la cabecera de la cola de workloads. Mientras el flag
de esa cabecera no sea EXIT el kernel buscara´ entre los bloques de la cola
segu´n si la cabecera indica que hay algu´n workload en estado READY.
Si no hay ningu´n workload en estado READY se esperara´ hasta que
se realice alguna modificacio´n en la cabecera de la cola para volver a
intentarlo.
Si hubiese algu´n workload en estado READY seleccionara´ el workload
que lleve ma´s tiempo en READY y tenga la prioridad ma´s alta, actu-
alizara´ la cabecera de la cola y cargara´ el contexto del workload en la
LS (ver figura 3.14).
Copiara´ el co´digo del mo´dulo del workload de la memoria principal
a la LS so´lo si no lo ten´ıa cargado previamente en la LS. Copiara´ el
segmento de datos del mo´dulo del workload de la memoria principal
a la LS. Pondra´ a 0 el segmento bss y esperara´ a que terminen las
operaciones de transferencia de datos entre la memoria principal y la
LS (ver figura 3.15).
Una vez se haya cargado el mo´dulo de workload, el kernel lo ejecu-
tara´ (ver figura 3.16). Lo primero que hara´ el mo´dulo de workload
sera´ cargar el contexto de la tarea. Cuando lo cargue mirara´ si el co´digo
de ese workload ya esta´ en la LS, si no esta´ tiene que cargarlo. Mirara´ si
la pila ha estado inicializada:
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kernel module
get params()
workload reserve()
status
workload module load()
mars module entry()
if status==BUSY
idle wait()
if status==IDLE
while status!=EXIT
Figura 3.13: Mars kernel.
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kernel dma mutex
workload reserve()
dma get()(workload queue header)
search block()
mutex lock get()(queue block)
update header bits()
mutex lock get()(queue header)
mutex lock put()
mutex lock put()
dma get()
Figura 3.14: Workload reserve.
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kernel dma
workload module load()
dma get()(load text)
if workload is not cached
dma get()(load data)
dma wait()
Figura 3.15: Workload module load.
• Si no ha estado inicializada, lee el segmento de datos. Pondra´ a
0 el segmento bss y esperara´ a que terminen las operaciones de
transferencia de datos entre la memoria principal y la LS. Hace
sincronizacio´n de la memoria de la SPU y llama al main de la
clase task. E´sta cargara´ el contexto del workload para guardar en
e´l el exit code y le pasara´ la ejecucio´n a la tarea del programa del
usuario.
• Si la pila esta´ inicializada tendra´ que restaurarla. Guardara´ los
para´metros de la funcio´n task restore, restaurara´ los registros,
restaurara´ los para´metros de la funcio´n. Si la tarea no esta´ carga-
da en la LS restaurara´ el segmento de datos y la pila de memoria
principal. Apuntara´ el registro SP a la pila de la tarea. Finalmente
hara´ sincronizacio´n y empezara´ a ejecutarse la tarea.
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Figura 3.16: workload run.
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Cap´ıtulo 4
CELLMT
4.1. Introduccio´n
Cell/B.E. es un procesador formado por unidades de computacio´n (SPU)
con un disen˜o sencillo con memorias locales gestionadas por software con
las que se consiguen un gran rendimiento y eficiencia con un bajo consumo
de energ´ıa. Al estar los datos en memoria principal las SPUs deben copiar
los datos de memoria principal a su memoria local para poder operar sobre
e´stos. El tiempo dedicado a portar los datos entre la memoria principal y la
memoria local es considerable y, puede bajar el rendimiento de los programas,
ya que si el procesador no dispone de los datos no puede continuar con
la ejecucio´n del programa. Existen te´cnicas para solapar la transmisio´n de
datos con la computacio´n, como el doble/mu´ltiple buffer. El uso de estas
te´cnicas funciona bien u´nicamente en casos de patrones de acceso a memoria
predecibles. Adema´s el uso de estas te´cnicas complican la programacio´n del
programa.
MARS permite la conmutacio´n de tareas, a priori se podr´ıa pensar en
hacer una conmutacio´n de tareas para poder solapar el tiempo de acceso a
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memoria principal con la computacio´n de otra tarea. Pero esto no es factible
porque no podemos conmutar de tarea si hay una operacio´n de memoria
pendiente, ya que el resultado es indefinido. Aunque la conmutacio´n fuese
posible tampoco se notar´ıa mejor´ıa ya que para cambiar de tarea tendr´ıa que
acceder a memoria principal para guardar el contexto de la tarea actual y
cargar una nueva tarea.
La librer´ıa CellMT sirve para solapar el tiempo de acceso a memoria con
el de computacio´n de manera transparente al programador. CellMT propor-
ciona un modelo de multi-threading cooperativo. Habra´ en cada SPU una
cierta cantidad de micro-threads cargados en la memoria local, de forma que
cuando un thread espere a que una operacio´n del MFC (de DMA o de un
mensaje en mailbox ) acabe pueda entrar en ejecucio´n otro thread. El mod-
elo de programacio´n de la librer´ıa CellMT para repartir el trabajo entre los
threads es similar al que se usa para repartir el trabajo entre las SPUs.
Adema´s CellMT se puede usar en cualquier operacio´n de DMA a diferencia
del doble buffer y tambie´n al operar con mailboxes.
4.2. Secuencia de una llamada a funcio´n en
la SPU
Cuando se llama a una funcio´n se crea un marco de pila en la pila de ejecu-
cio´n. La pila crece hacia direcciones ma´s bajas. Este marco estara´ compuesto
por (ver figura4.1):
Parte opcional: se explicara´ ma´s adelante.
Link Register Save Area: palabra cua´druple guardada en la pila que
guarda el Link Register en la que los 32 bits ma´s significativos contienen
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la direccio´n de retorno de la funcio´n. El resto de bits esta´n reservados
para ser usados por el tool chain. La funcio´n que inicia la llamada es la
que debe guardar el Link Register.
Back Chain: palabra cua´druple guardada en la pila a la que el Stack
Pointer (SP) apuntara´ a su primera palabra y contiene en los 32 bits
ma´s significativos un puntero al marco de pila creado previamente (al
Back Chain de la funcio´n que ha llamado a e´sta), a excepcio´n del
primer marco que su Back Chain valdra´ 0. Los 96 bits restantes esta´n
reservados para ser usados por el tool chain. El SP que apunta al Back
Chain (y por lo tanto el Back Chain) deben estar alineados a 16 bytes.
La parte opcional se requerira´ en ciertas circunstancias y puede estar
formada por (todos los puntos siguientes son opcionales, en la pila deben
seguir el orden en el que aqu´ı aparecen) (ver figura4.1):
Register Argument Save Area: a´rea destinada a guardar los para´metros
que se pasan por registro para poder poner en los registros los para´met-
ros de la funcio´n que se va a llamar.
General Register Save Area: tendra´ un taman˜o ma´ximo de 48 (nu´mero
de registros que se usara´n para las variables locales)*16 bytes. Si la
funcio´n va a cambiar el valor de algu´n registro no vola´til debe primero
guardar el valor de los 128 bits de ese registro en este a´rea. Este a´rea
no debe contener padding.
Local Variable Space: espacio dedicado a las variables locales. No tiene
ninguna restriccio´n y puede tener cualquier taman˜o (siempre y cuando
quepa dentro de la pila). Es en este espacio el u´nico lugar al que se le
puede an˜adir padding si hiciese falta.
72 CAPI´TULO 4. CELLMT
Parameter List Area: la funcio´n padre debera´ reservar este espacio si le
tiene que pasar a la funcio´n hija ma´s argumentos de los que caben en
los registros destinados a este propo´sito (los registros del R3 al R74).
El contenido de este a´rea no se conserva a lo largo de las llamadas a
funciones.
El marco de pila finalmente queda de la siguiente manera (ver figura4.1):
Figura 4.1: Marco de pila esta´ndar
Algunas consideraciones a tener en cuenta:
Cuando se va a asignar un marco de pila, para saber si queda sufi-
ciente espacio libre en la pila, se puede consultar la primera palabra
del registro R1 y ver si es mayor que el espacio que se va a demandar.
Las escrituras en memoria que utilizan la fo´rmula: SP ma´s un offset
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nunca se debe hacer con un offset menor de -2000. E´sto permite al
controlador de interrupciones usar la pila de la aplicacio´n an˜adiendo
-2000 al valor del SP.
Paso de para´metros: Se intentara´ siempre pasar los para´metros en los 72
registros que esta´n destinados para tal uso. Pasar los para´metros en registros
tiene la ventaja que: todas las operaciones se realizan en los registros, por
tanto ya esta´n disponibles los para´metros para ser usados, y se elimina tra´fico
de la LS a los registros. En el caso que se necesitasen menos registros, los reg-
istros no usados no se cargan y pueden tener cualquier valor. Los para´metros
que no quepan en los registros se pasara´n en la pila, en la Parameter List
Area.
La forma en como pasa los para´metros es:
Para para´metros simples (enteros, vectores, punteros, etc) si queda es-
pacio en los registros copia el para´metro en el registro.
Para structs o unions si cabe la estructura entera en los registros copia
la estructura (con la misma alineacio´n de e´sta) de 16 bytes en 16 bytes
en los registros. Si no cabe copia la estructura entera en la pila.
El paso de para´metros que no son simples o para para´metros simples
que no caben en los registros se hacen en la pila, con una alineacio´n a 16
bytes. En el paso de para´metros simples por la pila copia el para´metro
en su slot preferido.
Cuando la funcio´n puede tener para´metros variables e´stos se pasara´n
de la misma manera que cuando los para´metros son fijos.
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Valor de retorno: El valor de retorno (escalares, vectores, estructuras,
arrays, uniones) de la funcio´n se guardara´ a partir del registro R3. Las es-
tructuras y uniones que sean mayores de 1152 bytes (72 registros * 16 bytes)
se deben copiar a un buffer reservado en memoria. El puntero al buffer se
pasa como si fuese un para´metro de la funcio´n en el registro R3, por lo tanto
el primer para´metro de la funcio´n empezara´ en el registro R4.
4.3. La librer´ıa libcellmt
La librer´ıa libcellmt contiene las funciones necesarias para la creacio´n/de-
struccio´n de threads y para hacer el cambio de contexto entre threads, junto
con otras funciones auxiliares. Las tres funciones ba´sicas que proporciona la
librer´ıa libcellmt para hacer funcionar el entorno multi-threading son:
1 void run_thread(unsigned long long id,
2 unsigned long long argp ,
3 unsigned long long envp ,
4 int (*f)(unsigned long long ,
5 unsigned long long ,
6 unsigned long long),
7 void * thread_stack_pointer ,
8 unsigned int stack_size ,
9 int *th_id)
10 int wait_for(int thread_id , int *ret)
11 noinline void yield(void)
run thread(): crea un nuevo thread y empieza a ejecutar este nuevo
thread. Le tenemos que pasar los argumentos que se le pasara´n a la
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funcio´n que debera´ ejecutar el thread nuevo, un puntero a la funcio´n a
ejecutar, un puntero a memoria que sera´ la pila que usara´ el thread y el
taman˜o de pila de que dispondra´. Devolvera´ el identificador del thread
nuevo.
• Lo primero que hara´ el nuevo thread sera´ guardar los registros
del thread que lo ha creado (los 48 registros no vola´tiles, el link
register y el stack pointer).
• El stack pointer pasara´ a apuntar a la pila del nuevo thread
(thread stack pointer). Inicializara´ el back chain inicial a 0, el link
register no lo necesita y el back chain que apuntara´ al back chain
inicial y contendra´ el espacio libre de la pila.
• Ejecuta la funcio´n del thread (f). Al acabar la ejecucio´n de la
funcio´n lo que debe hacer es marcar a este thread como acabado,
seleccionar otro thread, restaurar el contexto del nuevo thread y
saltar al program counter (PC) del thread seleccionado.
wait for(): esperara´ a que el thread thread id haya finalizado, devolvera´ en
ret el valor que haya devuelto la funcio´n f y reseteara´ el estado final-
izado del thread a 0, de forma que quedara´ espacio para poder ejecutar
otro thread.
yield(): selecciona otro thread, guarda el contexto del thread que hace
el yield, restaura el contexto del otro thread y salta a su PC. Para se-
leccionar el siguiente thread a ejecutar se utiliza el algoritmo de round-
robin.
Existen otras funciones auxiliares como get thread id() que devuelve el id
del thread actual o get free stack space() que devuelve el espacio disponible
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de la pila del thread actual. Adema´s de otras funciones no bloqueantes para
esperar eventos de DMA o de actividad en el canal de la SPU. Esta librer´ıa
queda incrustada en el programa del usuario en tiempo de compilacio´n, por
lo que no hay que inicializar ninguna variable ni estructura dina´mica.
Cap´ıtulo 5
Implementacio´n
5.1. Introduccio´n
Se quiere integrar la librer´ıa CellMT en MARS para poder evaluar que´ ben-
eficios se obtienen con el uso de micro-threads en las aplicaciones que usan
MARS para el procesador Cell/B.E.
Para familiarizarnos con MARS se ha implementado una aplicacio´n para
multiplicar matrices, que se explicara´ en el punto 5.2.
Para evaluar la incorporacio´n de CellMT en MARS se usara´ el programa
para multiplicar matrices, que permitira´ determinar que´ mejora se consigue
con la incorporacio´n de micro-threads, que en el punto 5.3 se explica.
5.2. Multiplicacio´n de matrices
Este programa implementara´ una multiplicacio´n de matrices distribuyen-
do el trabajo en paralelo en diversas SPEs del procesador Cell/B.E. Al ser el
propo´sito de este programa la evaluacio´n de la modificacio´n de MARS y no
la de la multiplicacio´n de matrices se han puesto ciertas restricciones sobre
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los datos a procesar para facilitar su programacio´n. Por ejemplo el taman˜o
de las matrices u´nicamente puede ser potencia de 2. Ma´s adelante cuando
describamos el programa ya se dara´n ma´s detalles.
Ejemplo de una multiplicacio´n de dos matrices de 4x4 (figura 5.1):
3 3 3 3
2 2 2 2
1 1 1 1
0 0 0 0
 
 @
@
0 1 2 3
0 1 2 3
0 1 2 3
0 1 2 3
0 12 24 36
0 8 16 24
0 4 8 12
0 0 0 0
Figura 5.1: Ejemplo de multiplicacio´n de matrices
5.2.1. Multiplicacio´n de matrices
Descripcio´n
Programa para hacer multiplicacio´n de matrices de tipo float. Queremos
hacer la multiplicacio´n de la matriz A por la matriz B y guardar el resul-
tado en la matriz C. El programa tendra´ ciertos para´metros que se podra´n
modificar:
Nu´mero de Tareas: Nu´mero de Tareas (una tarea por SPU) que se
pueden utilizar en paralelo para hacer los ca´lculos. Pueden ir desde 1
tarea hasta 8. Para ejecutar ma´s de 8 tareas simulta´neas hay que us-
ar los dos nodos del procesador Cell/B.E. Por simplicidad a la hora
de tomar mediciones se restringira´ la ejecucio´n de la multiplicacio´n de
matrices a un solo nodo. Al ejecutarse todas las tareas en el mismo
nodo y estar tambie´n la memoria ubicada en ese nodo saldra´n unos
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tiempos que resultara´n ma´s claros de interpretar, ya que no se necesi-
tara´ transferencia de datos entre los dos nodos del Cell/B.E. Una de las
restricciones que tiene MARS es que solo se puede ejecutar una tarea
por SPU, desperdiciando los momentos en que una tarea no esta´ us-
ando el procesador. Por tanto un valor mayor que 8 no mejorara´ el
rendimiento, porque tendra´ un efecto similar que utilizar 8 SPUs. Pero
cuando se an˜adan los threads s´ı que se podr´ıa notar una mejora en el
rendimiento del programa. Por hacer ma´s sencilla la programacio´n el
nu´mero de SPUs so´lo podra´ ser potencia de 2. Por defecto se usara´n 8
tareas.
Taman˜o de bloque: El taman˜o de bloque es la cantidad de elementos
que leera´n/escribira´n las SPUs entre la memoria principal y la LS cada
vez que tengan que acceder a un dato que no tengan disponible en su
LS. Este para´metro sera´ potencia de 2, con un valor mı´nimo de 4 y un
valor ma´ximo de hasta 32.
Cuando a lo largo del proyecto se haga referencia al taman˜o de bloque,
a no ser que se diga lo contrario, nos referiremos a un bloque por una
u´nica dimensio´n, as´ı un bloque de taman˜o 32, es realmente un bloque
de 32 · 32 = 1024 floats lo que hace una transferencia de 4096 bytes.
Taman˜o de matriz: Taman˜o de las matrices. Al igual que los bloques
el taman˜o de las matrices podra´ ser u´nicamente potencia de 2, con un
valor ma´ximo de hasta 4096. Al igual que en el caso de los bloques nos
referiremos al taman˜o de la matriz dando u´nicamente una dimensio´n,
por ejemplo una matriz de 4096 tendra´ 4096 ·4096 = 16777216 floats, lo
que hace un taman˜o ma´ximo de 64 MB por matriz. Adema´s el taman˜o
de la matriz sera´ mu´ltiplo del producto de num tareas*taman˜o bloque.
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El problema se ha dividido en diversas fases y desde el programa que se
ejecuta en la PPU se utilizara´n las SPUs para resolver cada fase. Estas fases
son:
Inicializacio´n: Inicializacio´n aleatoria de las matrices A y B.
Transpuesta: Hacer la Transpuesta de la matriz B.
Blocking: Guardar las dos matrices de entrada en bloques en memoria
para facilitar el transporte de datos de memoria principal a la LS de
las SPE.
Multiplicacio´n: Multiplicacio´n de AxB y escritura en C.
Unblocking: Convertir la matriz C que esta´ en formato bloque en for-
mato fila.
La fase de inicializacio´n u´nicamente se usara´ para inicializar las matrices
A y B y no sera´ objeto de estudio. De las otras fases se pueden distinguir
tres comportamientos diferentes con respecto al uso del procesador:
El blocking y el unblocking: la fase de blocking leera´ un bloque fila a fila
de memoria principal a la LS y escribira´ un bloque de la LS en memoria
principal. La fase de unblocking leera´ un bloque de memoria principal
a la LS y escribira´ un bloque fila a fila de la LS a la memoria principal.
En ambos casos el procesado que se realice sobre los elementos de los
bloques sera´ nulo.
La transpuesta: leera´ un bloque fila a fila de la memoria principal a la
LS, realizara´ un pequen˜o procesado sobre ese bloque y volvera´ a escribir
el bloque fila a fila de la LS a la memoria principal.
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La multiplicacio´n: leera´ dos bloques de memoria principal a la LS, re-
alizara´ muchas operaciones sobre los elementos de los dos bloques y
escribira´ el bloque resultante de la LS a la memoria principal.
A continuacio´n se explica con ma´s detalles las diferentes fases:
Inicializacio´n
Programa que inicializa una matriz con floats generados aleatoriamente
utilizando las SPUs. Cada tarea necesitara´ los siguientes para´metros:
ea matrix: direccio´n de memoria principal de la matriz que se quiere
inicializar.
num tasks: nu´mero de tareas que se utilizara´n para inicializacio´n.
id: identificador de la tarea actual.
matrix size: taman˜o de la matriz.
block size: taman˜o del bloque que se utilizara´ para hacer escrituras a
memoria principal.
Cada SPU inicializara´ la cantidad de bloques contiguos de la matriz que
le correspondan. Nos referimos a bloque u´nicamente como una unidad de
transferencia (los denominaremos Bt (Bloque de transferencia)), es decir la
matriz f´ısicamente estara´ guardada en memoria por filas. Para distribuir la
inicializacio´n entre las SPUs se utiliza el siguiente ca´lculo:
La matriz es de taman˜o M x M.
Los bloques son de taman˜o B x B.
Hay T tareas.
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La matriz tiene M/B ·M/B Bt de taman˜o 1 x B ·B.
Cada SPU tendra´ que inicializar M/B
T
·M/B Bt.
Figura 5.2: Reparto de la matriz entre las tareas para accesos por bloque.
En este caso los bloques son de 2x2=4 elementos, por cuestiones de espacio,
pero el bloque mı´nimo permitido es de 4x4=16 elementos
Cada tarea lo que tiene que hacer es ir llenando un bloque con nu´meros
aleatorios y cuando este´ el bloque completo mandarlo a su posicio´n correspon-
diente en la matriz en memoria principal. Repetir para todos los bloques que
le corresponda completar (figura 5.2). La matriz estara´ guardada en memoria
por filas.
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Transpuesta
Proceso encargado de hacer la transpuesta de una matriz, en este caso la
matriz B. Este paso no ser´ıa necesario, pero luego, optimizando la multipli-
cacio´n se podr´ıan utilizar operaciones vectoriales que har´ıan que se ejecutase
ma´s ra´pido. Los para´metros que se necesitara´n son:
ea matrix: direccio´n de memoria principal de la matriz que se quiere
transponer.
ea matrixT: direccio´n de memoria principal de la matriz ya transpuesta.
num tasks: nu´mero de tareas que se utilizara´n para la transposicio´n.
id: identificador de la tarea actual.
matrix size: taman˜o de la matriz.
block size: taman˜o del bloque que se utilizara´ para hacer lecturas/e-
scrituras de/a la memoria principal a/de la LS.
Lee por bloques una matriz almacenada por filas, hace la transpuesta
del bloque y escribe a continuacio´n ese bloque por filas en memoria en su
posicio´n correspondiente. Cada tarea procesara´ M/B
T
filas de bloques y cada
fila estara´ compuesta por M
B
bloques. La tarea leera´ y escribira´ bloques como
en el esquema de la figura 5.3, leyendo tantas filas como sea necesario para
obtener un bloque. Donde:
La matriz es de taman˜o M ·M.
Los bloques que lee son de taman˜o B ·B.
Hay T tareas.
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Figura 5.3: Reparto de la matriz entre las tareas para accesos por fila, con
bloques de 4x4=16 elementos.
La matriz virtualmente tiene M
B
· M
B
Bloques.
Ejemplo de transposicio´n con dos tareas de una matriz pequen˜a de taman˜o
4x4 y con bloques de 2x2 (ver figura 5.4).
Blocking
Proceso encargado de escribir por bloques en memoria una matriz que
esta´ guardada en memoria en filas. Al estar la matriz guardada en bloques
mejora los accesos a memoria, ya que al ser la LS tan pequen˜a y tener que
viajar los datos por el EIB es la mejor forma de acceder a la memoria prin-
cipal. De otra forma habr´ıa que leer varias filas, que segu´n el taman˜o de la
matriz no cabr´ıan en la LS, o habr´ıa que leer porciones de fila (si la fila fuese
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SPU 1



SPU 2


 13.0 14.0 15.0 16.0
9.0 10.0 11.0 12.0
5.0 6.0 7.0 8.0
1.0 2.0 3.0 4.0
-
4.0 8.0 12.0 16.0
3.0 7.0 11.0 15.0
2.0 6.0 10.0 14.0
1.0 5.0 9.0 13.0
Figura 5.4: Ejemplo de transposicio´n de una matriz con dos tareas
muy grande) lo que incrementar´ıa el nu´mero de operaciones de memoria y el
rendimiento se ver´ıa afectado. Por tanto se trabaja con bloques de memoria
de taman˜o fijo, que cabra´n perfectamente en la LS. Los para´metros que se
necesitara´n son:
ea matrix: direccio´n de memoria principal de la matriz que se quiere
pasar a bloques.
ea matrixB: direccio´n de memoria principal de la matriz escrita en blo-
ques.
num tasks: numero de tareas que se utilizara´n para pasar a bloques.
id: identificador de la tarea actual.
matrix size: taman˜o de la matriz.
block size: taman˜o del bloque que se utilizara´ para hacer lecturas/e-
scrituras de/a la memoria principal a/de la LS.
Cada tarea leera´ de memoria las filas necesarias para formar un bloque de
una matriz almacenada por filas (ver figura 5.3). Cuando tenga el bloque en
la LS lo escribira´ en memoria principal en la posicio´n que corresponda (ver
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SPU 1



SPU 2


 13.0 14.0 15.0 16.0
9.0 10.0 11.0 12.0
5.0 6.0 7.0 8.0
1.0 2.0 3.0 4.0
-
11.0 12.0 15.0 16.0
9.0 10.0 13.0 14.0
3.0 4.0 7.0 8.0
1.0 2.0 5.0 6.0
Figura 5.5: Ejemplo de blocking de una matriz con dos tareas
figura 5.2), con lo que la matriz pasara´ a estar guardada en memoria principal
en bloques. Cada tarea leera´ M
T
filas de M elementos y escribira´ M/B
T
·M/B
bloques, donde:
La matriz es de taman˜o M ·M.
Los bloques que lee son de taman˜o B ·B.
Hay T tareas.
La matriz virtualmente tiene M
B
· M
B
Bloques.
Ejemplo de blocking con dos tareas de una matriz pequen˜a de taman˜o
4x4 y con bloques de 2x2 (ver figura 5.5).
Multiplicacio´n
Las tareas se encargara´n de multiplicar dos matrices almacenadas por blo-
ques en memoria principal con una de ellas transpuesta y guardar el producto
por bloques en memoria principal.
Los para´metros que se necesitara´n son:
ea matrixA: direccio´n de memoria principal de la matriz A escrita en
bloques.
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ea matrixBt: direccio´n de memoria principal de la matriz B escrita en
bloques y transpuesta.
ea matrixC: direccio´n de memoria principal de la matriz producto C
escrita en bloques.
num tasks: nu´mero de tareas que se utilizara´n para hacer la multipli-
cacio´n.
id: identificador de la tarea actual.
matrix size: taman˜o de la matriz.
block size: taman˜o del bloque que se utilizara´ para hacer lecturas/e-
scrituras de/a memoria principal a/de la LS.
Las tareas se reparten el trabajo de forma que cada una procesa M/B
T
filas
de bloques de la matriz C. Por cada bloque de la matriz C que tienen que
procesar leen las filas correspondientes de las matrices A y B para hacer el
producto que corresponda a ese bloque. Una vez que el bloque de la matriz
C ya tiene el producto de AxB se escribe en memoria principal en su matriz
correspondiente en formato de bloque. Los accesos a memoria principal tanto
de escritura como de lectura se realizara´n siguiendo el esquema de la figura
5.2.
Cada tarea procesara´ M/B
T
·M/B bloques de la matriz producto.
Por cada bloque de la matriz C, debe leer M/B · 2 bloques, para realizar
el producto de A x B y guardarlo en el bloque de C.
Como una fila de bloque de la matriz C tendra´ M/B bloques, debe leer
M/B ·M/B · 2 bloques para hacer el producto de una fila de C.
Como cada tarea debe hacer el producto de M/B
T
filas de bloques, ten-
dremos que cada tarea debera´ procesar M/B
T
·M/B ·M/B · 2.
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Por tanto cada tarea leera´ (M/B)
3
T
· 2 bloques de memoria principal y
escribira´ (M/B)
2
T
bloques en memoria principal, donde:
La matriz es de taman˜o M ·M.
Los bloques que lee son de taman˜o B ·B.
Hay T tareas.
La matriz tiene M
B
· M
B
Bloques
Ejemplo de multiplicacio´n con bloques de 2x2 y n tareas en la figura
5.6 (en la matriz B esta´ coloreada la fila y no la columna porque la matriz
esta´ transpuesta):
Unblocking
El unblocking realiza el proceso inverso que el blocking. Es decir recibe
una matriz guardada en memoria en bloques y la convierte en una matriz
guardada en filas. Cada tarea leera´ de memoria un bloque a la LS (ver figura
5.2). Escribira´ el bloque por filas en la memoria principal en la posicio´n
correspondiente para cada fila (ver figura 5.3). El unblocking se realizara´ una
vez este´ calculada la matriz C, para convertirla de bloques a filas en memoria
principal.
Los para´metros sera´n los mismos que en el caso del blocking. Ejemplo
de unblocking con dos tareas de una matriz pequen˜a de taman˜o 4x4 y con
bloques de 2x2 (ver figura 5.7).
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Figura 5.6: Ejemplo de multiplicacio´n de matrices guardadas por bloques con
n tareas
90 CAPI´TULO 5. IMPLEMENTACIO´N
SPU 1



SPU 2


 11.0 12.0 15.0 16.0
9.0 10.0 13.0 14.0
3.0 4.0 7.0 8.0
1.0 2.0 5.0 6.0
-
13.0 14.0 15.0 16.0
9.0 10.0 11.0 12.0
5.0 6.0 7.0 8.0
1.0 2.0 3.0 4.0
Figura 5.7: Ejemplo de unblocking de una matriz con dos tareas
5.3. Multiplicacio´n de matrices usando CellMT
Para evaluar si se puede obtener beneficio a la hora de incorporar la libr-
er´ıa CellMT en MARS se ha incorporado a la multiplicacio´n de matrices para
comprobar que speed up se obtiene utilizando los micro-threads de CellMT
respecto a una ejecucio´n del programa con un solo thread.
5.3.1. Ventajas de este me´todo de programacio´n
No hay que hacer ninguna modificacio´n al co´digo de MARS original, ya
que todos los cambios se hacen en la multiplicacio´n de matrices. Por lo tanto
cualquier programador podr´ıa hacer uso de los micro-threads de CellMT sin
tener que estudiarse el co´digo de MARS para incorporarle los micro-threads.
E´sta es la opcio´n ma´s ra´pida si no se van a desarrollar muchos programas
que usen las librer´ıas de MARS y de CellMT.
5.3.2. Desventajas de este me´todo de programacio´n
Hay que adaptar el co´digo de usuario con la incorporacio´n de los micro-
threads de CellMT. Si se van a desarrollar muchos programas que usen las
librer´ıas de MARS y CellMT es ma´s pra´ctico incorporar los micro-threads en
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MARS ya que se facilita considerablemente la programacio´n del co´digo de
usuario.
5.3.3. Incorporacio´n de los micro-threads
Para incorporar los micro-threads se tendra´ que modificar el programa de
la multiplicacio´n de matrices de la siguiente manera:
En el host.c:
U´nicamente hay que an˜adir un nuevo campo a la estructura de datos que
se le pasa a cada tarea indicando el nu´mero de threads que se van a ejecutar
por tarea.
Es en el co´digo que ejecutara´n las SPUs donde habra´ que hacer la mayor´ıa
de cambios. Los cambios a realizar son los mismos para los diferentes tipos de
tareas (transpose, multiply,blocking/unblocking). A continuacio´n se pasara´ a
explicar los cambios efectuados en el transpose, para las dema´s operaciones
realizadas sobre las matrices los cambios sera´n ana´logos.
Usaremos la librer´ıa de CellMT para poder ejecutar varios threads en
cada SPU. De esta librer´ıa utilizaremos los me´todos run thread, wait for y
mfc mt wait all, a continuacio´n se pasa a explicar cada me´todo:
run thread: permite an˜adir un nuevo thread a ejecucio´n en la tarea que
se encuentra cargada en la SPU, le tendremos que pasar:
• Los para´metros que se le pasara´n al thread a ejecutar. Por el mo-
mento el u´nico para´metro que habremos de pasar a cada thread
sera´ su identificador, para que cada thread pueda realizar el tra-
bajo que se le ha sido asignado.
• Indicar la funcio´n que ejecutara´ el thread. Esta funcio´n es la que
ser´ıa el main del programa de no tener threads.
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• Hay que pasarle una direccio´n de memoria que se utilizara´ co-
mo pila durante la ejecucio´n del thread. Debido a que todos los
threads compartira´n la memoria de que dispone cada SPU se
declarara´ una variable global que sera´ una matriz de taman˜o:
(NUM MAX THREADS-1)xSTACK SIZE. Se permitira´n como ma´xi-
mo 8 threads (tocar´ıa a 32Kb de memoria por thread), como se
utilizan buffers de hasta 1024 floats (4kb) 8 ser´ıa el nu´mero ma´xi-
mo de threads permitidos. Pero en otros problemas en los que el
uso de memoria no sea tan necesario se podr´ıan incrementar hasta
los 16 threads. Las pilas son de NUM MAX THREADS-1, porque
al u´ltimo thread no se necesita especificar ninguna pila, ya que se
utiliza la propia pila del programa.
• El taman˜o de la pila. Para decidir el taman˜o de la pila lo ideal
ser´ıa hacerlo a partir del registro SP, por ejemplo:
1 register vector unsigned int reg_sp __asm__
("$sp");
2 const unsigned long long max_stack_size =
(( spu_extract(reg_sp , 1) -1024) & ~0x3ff)
;
pero este sistema no funciona ya que al consultar el registro SP
en MARS nos da un valor incorrecto. Por lo tanto se utiliza como
taman˜o de la pila un mu´ltiplo del taman˜o ma´ximo de un bloque,
en este caso: B*B*4*6 (unos 24 KB), con lo que podremos tener
hasta 6 bloques de float de taman˜o B*B , que con esto ya deber´ıa
ser suficiente espacio para la ejecucio´n del programa.
• Una variable para conocer la id de cada thread, de forma que
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sabremos si se ha podido crear el thread correctamente.
Todos estos para´metros son de entrada a excepcio´n del u´ltimo que
servira´ para conocer la id del thread que es de salida. Una vez invo-
quemos a run thread pasara´ el control del programa al nuevo thread
que se ha creado, guardando el contexto del thread que actualmente
esta´ ejecuta´ndose.
wait for: una vez se ha acabado la ejecucio´n del thread principal (el que
ha creado los dema´s threads), con el wait for se esperara´ a que cada
thread acabe de forma correcta.
mfc mt wait all: cada vez que se tenga que esperar a que se complete
una operacio´n de memoria (get/put) se intentara´ hacer un cambio de
contexto (yield) para intentar solapar la espera de la operacio´n de
memoria con la computacio´n de otro thread.
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Cap´ıtulo 6
Evaluacio´n de rendimiento
6.1. Introduccio´n
Tal como se expone en el cap´ıtulo de introduccio´n de esta memoria, uno
de los objetivos principales de este proyecto es evaluar el speed up obtenido
al incorporar CellMT en una aplicacio´n que utiliza MARS.
Para evaluar el rendimiento obtenido al usar CellMT se realizara´n diversas
ejecuciones de la multiplicacio´n de matrices variando el nu´mero de threads
usados y utilizando tambie´n una versio´n con doble buffer y usando diferentes
taman˜os de bloque para hacer las lecturas/escrituras de la memoria principal
a la LS.
Las medidas de tiempo se evaluara´n para cada parte de la multiplicacio´n
de matrices por separado y el tiempo total que se emplea en hacer la multi-
plicacio´n.
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6.2. Entorno de pruebas
Para realizar las pruebas se ha usado una ma´quina QS20n3 con 1 Cel-
l/B.E. del BSC con las siguientes especificaciones de hardware:
1 PowerXCell 8i a 3,2 GHz.
1 GB de memoria RAM.
Un disco duro de 40 GB.
El software usado en la ma´quina es:
Sistema operativo linux Fedora Core 9.
MARS versio´n 1.1.5.
El compilador es el gcc versio´n 4.1.1
6.3. Juegos de prueba
Para comprobar co´mo se comporta la aplicacio´n con la incorporacio´n de
CellMT se han hecho varias ejecuciones de la multiplicacio´n de matrices. Para
referirnos al taman˜o de la matriz lo haremos con el para´metro M, de forma
que la matriz sera´ de MxM elementos. Las ejecuciones se han realizado con
matrices de un taman˜o fijo de 4096 ·4096float. Con cada ejecucio´n se quieren
tomar muestras del tiempo de ejecucio´n de las diferentes fases de la multipli-
cacio´n de matrices: transpuesta, blocking, multiplicacio´n y unblocking. Los
para´metros que han sido variables entre diferentes ejecuciones son:
Para la multiplicacio´n de matrices se creara´n y ejecutara´n un nu´mero fijo
de tareas (T) de 8 tareas, por tanto se usara´n 8 SPUs del procesador. Se ha
ejecutado la multiplicacio´n de matrices variando el nu´mero de threads (H)
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por SPU a 1, 2, 4 y 8. Tambie´n se ha hecho una ejecucio´n con 1 thread y
doble buffer.
Para cada valor de thread se ha variado tambie´n el taman˜o de bloque (B).
Un bloque sera´ de taman˜o BxB y podra´ tener los siguientes valores:
4 · 4 = 16float · 4 bytes
float
= 64bytes.
8 · 8 = 64float · 4 bytes
float
= 256bytes.
16 · 16 = 256float · 4 bytes
float
= 1024bytes.
32 · 32 = 1024float · 4 bytes
float
= 4096bytes.
Debido a que el tiempo de ejecucio´n de algunas partes de la multiplicacio´n
de matrices es muy pequen˜o, se ha tenido que repetir esa parte varias veces,
para hacer que el tiempo de computacio´n sea mucho mayor que el tiempo de
carga del programa en la SPU, para no tomar mediciones erro´neas influen-
ciadas por la carga de tareas. Concretamente se han tenido que repetir 100
veces las partes de blocking, transpuesta y unblocking y 2 veces la parte de
multiplicacio´n.
Los tiempos de blocking sera´n los tiempos de hacer el blocking de las dos
matrices.
6.4. Pruebas de rendimiento
Se ha ejecutado cada multiplicacio´n de matrices 5 veces con los mismos
para´metros y se ha hecho la media para obtener los tiempos de ejecucio´n
de cada fase. Normalmente los tiempos de ejecucio´n no suelen variar mucho,
aunque se produce alguna variacio´n. La multiplicacio´n es la parte que los
tiempos son ma´s homoge´neos, debido a que domina el tiempo de computacio´n
sobre el tiempo de acceso a datos de la memoria principal.
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6.4.1. Comparacio´n de ejecucio´n variando el nu´mero
de micro-threads por tarea
Se pretende ver el speed up obtenido cambiando la cantidad de micro-
threads usados por tarea para cada fase de la multiplicacio´n de matrices.
Tambie´n se usara´n diferentes taman˜os de bloque para cada valor de thread.
Transpuesta
Para hacer la transposicio´n las operaciones que debera´ hacer cada thread
sera´n:
Leer un bloque de memoria principal a la LS. El bloque lo leera´ por
filas, de forma que cada thread tendra´ que realizar B lecturas de taman˜o
B floats.
Procesar el bloque (hacer la transpuesta), por lo que debera´ transponer
BxB floats.
Escribir un bloque de la LS a la memoria principal. La escritura se
hara´ fila a fila, por lo que debera´ hacer B escrituras de taman˜o B
floats.
Las lecturas se hacen en un bloque de entrada de taman˜o BxB. Las es-
crituras se hacen de un bloque de salida de taman˜o BxB.
Por tanto cada tarea debera´ realizar M
B
· M/B
H·T veces:
H ·B lecturas de memoria principal de B floats.
H ·B ·B copias de floats del bloque de entrada al bloque de salida.
H ·B escrituras a memoria principal de B floats.
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Cada thread operara´ de la siguiente manera:
1 offset =0; index =0;
2 for(i=0;i<B;i++){
3 mfc_get(blockIn[index],addressIn+offset ,B,tag
,0,0);
4 offset +=M;
5 index+=B;
6 }
7 mfc_mt_wait_all(tag); ⇐ cambio contexto (yield)
8 transpose_block(blockIn ,blockOut);
9 offset =0; index =0;
10 for(i=0;i<B;i++){
11 mfc_put(blockOut[index],addressOut+offset ,B,
tag ,0,0);
12 offset +=M;
13 index+=B;
14 }
15 mfc_mt_wait_all(tag); ⇐ cambio contexto (yield)
Despue´s de hacer la ejecucio´n de la multiplicacio´n de matrices para los
diferentes valores de threads y de taman˜o de bloque, obtendremos unos speed
up para la fase de transposicio´n de (ver figura 6.1).
En esta gra´fica se aprecia que:
Cuanto ma´s grandes son los bloques menos speed up se consigue al au-
mentar el nu´mero de threads. Esto es debido a que por ejemplo para un
bloque de taman˜o 32 cada thread debera´ hacer 32 gets, realizar un cambio de
contexto, un pequen˜o procesado, hacer 32 puts y otro cambio de contexto. El
MFC puede gestionar hasta 16 operaciones de DMA simulta´neas de su SPU.
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Figura 6.1: Speed up de la transpuesta variando el nu´mero de threads y el
taman˜o de bloque
Cuanto ma´s grandes sean los bloques ma´s peticiones recibira´ y se llenara´ su
cola, con lo que la SPU permanecera´ ma´s tiempo parada esperando que el
MFC acabe alguna operacio´n de DMA para aceptar otra nueva.
Cuantos ma´s threads se este´n ejecutando por tarea mejor, siempre y cuan-
do no se superen las 16 operaciones de DMA simulta´neas. Cuando el bloque
es pequen˜o al aumentar los threads aumentara´n los cambios de contexto, con
lo que se da tiempo al MFC para ir sirviendo las peticiones. Por ejemplo
para taman˜o de bloque 4 se obtiene el mayor speed up cuando hay 4 y 8
threads, aunque con 4 va ligeramente mejor. Por lo que habra´ un punto en el
que an˜adir ma´s threads lo que hara´ sera´ empeorar el rendimiento, ya que se
colapsara´ antes el MFC.
En el caso del doble buffer los speed up esta´n ma´s igualados. El mejor
speed up se da cuando el bloque es de 4 (1.4). Para el resto de bloques los
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speed up son parecidos ( 1.3) ya que a partir del bloque de taman˜o 8 el
MFC funciona a su ma´ximo rendimiento (8+8 peticiones de DMA) y no se
obtendra´ un mejor speed up al aumentar el taman˜o de bloque (aunque cuando
los bloques son ma´s grandes el tiempo de transposicio´n sera´ inferior).
Blocking
Para hacer el blocking las operaciones que debera´ hacer cada thread sera´n:
Leer un bloque de memoria principal a la LS. El bloque lo leera´ por
filas, de forma que cada thread tendra´ que realizar B lecturas de taman˜o
B floats.
Escribir el bloque le´ıdo de la LS a la memoria principal. El bloque se
escribira´ en un una sola operacio´n.
Por tanto cada tarea debera´ realizar M
B
· M/B
H·T veces:
H ·B lecturas de memoria principal de B floats.
H · 1 escrituras a memoria principal de BxB floats.
Cada thread operara´ de la siguiente manera:
1 offset =0; index =0;
2 for(i=0;i<B;i++){
3 mfc_get(blockInOut[index],addressIn+offset ,B,
tag ,0,0);
4 offset +=M;
5 index+=B;
6 }
7 mfc_mt_wait_all(tag); ⇐ cambio contexto (yield)
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8 mfc_put(blockInOut [0], addressOut ,B*B,tag ,0,0);
9 mfc_mt_wait_all(tag); ⇐ cambio contexto (yield)
Despue´s de hacer la ejecucio´n de la multiplicacio´n de matrices para los
diferentes valores de threads y de taman˜o de bloque, obtendremos unos speed
up para la fase de blocking de (ver figura 6.2).
Figura 6.2: Speed up del blocking variando el nu´mero de threads y el taman˜o
de bloque
En esta gra´fica se aprecia que:
El blocking tiene un comportamiento parecido a la transpuesta, pero se
obtiene un speed up mayor en el caso que se utilizan bloques grandes y muchos
threads. En el caso del blocking se hacen muchas menos operaciones de DMA
que en la transpuesta, se hacen B gets y 1 put, por B gets y B puts que se
hacen en la transpuesta. Esto podr´ıa explicar que al aumentar los threads no
se cree tanta congestio´n en el MFC.
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Multiplicacio´n
Para hacer la multiplicacio´n las operaciones que debera´ hacer cada thread
sera´n:
Leer dos bloques de memoria principal a la LS. Los bloques los leera´ en
dos operaciones de DMA, en cada operacio´n leera´ BxB elementos.
Procesar los dos bloques (hacer la multiplicacio´n), debera´ en un tercer
bloque poner el producto de los dos bloques le´ıdos.
Escribir el bloque producto de la LS a la memoria principal. El bloque
se escribira´ en un una sola operacio´n.
Por tanto cada tarea debera´ realizar M
B
· M/B
H·T veces:
2 ·H · 1 lecturas de memoria principal de BxB floats.
H · 2 ·B3 operaciones aritme´ticas (sumas y productos).
H · 1 escrituras a memoria principal de BxB floats.
Cada thread operara´ de la siguiente manera:
1 mfc_get(blockA [0],addressA ,B*B,tag ,0,0);
2 mfc_get(blockB [0],addressB ,B*B,tag ,0,0);
3 mfc_mt_wait_all(tag); ⇐ cambio contexto (yield)
4 multiply_block(blockA ,blockB ,blockC);
5 mfc_put(blockC [0],addressOut ,B*B,tag ,0,0);
6 mfc_mt_wait_all(tag); ⇐ cambio contexto (yield)
Despue´s de hacer la ejecucio´n de la multiplicacio´n de matrices para los
diferentes valores de threads y de taman˜o de bloque, obtendremos unos speed
up para la fase de multiplicacio´n de (ver figura 6.3).
104 CAPI´TULO 6. EVALUACIO´N DE RENDIMIENTO
Figura 6.3: Speed up de la multiplicacio´n variando el nu´mero de threads y el
taman˜o de bloque
En el caso de la multiplicacio´n u´nicamente se obtiene una mejora con
el uso de threads si el taman˜o de bloque es pequen˜o. Cuando el taman˜o de
bloque es pequen˜o se incrementan la cantidad de operaciones de DMA, con lo
que e´stas supondra´n una parte considerable del tiempo total. Como el tiempo
de computacio´n es mucho mayor que el tiempo de transferencia, al solapar
la transferencia de datos con la computacio´n se consigue que el tiempo final
sea el tiempo de computacio´n y que al aumentar los threads no se obtenga
ninguna mejora.
Unblocking
Para hacer el unblocking las operaciones que debera´ hacer cada thread
sera´n:
Leer un bloque de memoria principal a la LS. El bloque lo leera´ en una
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operacio´n de DMA de lectura de taman˜o BxB floats.
Escribir el bloque le´ıdo de la LS a la memoria principal. El bloque
se escribira´ por filas haciendo B operaciones de DMA de escritura de
taman˜o B floats.
Por tanto cada tarea debera´ realizar M
B
· M/B
H·T veces:
H lecturas de memoria principal de BxB floats.
H ·B escrituras a memoria principal de B floats.
Cada thread operara´ de la siguiente manera:
1 mfc_get(blockInOut [0],addressIn ,B*B,tag ,0,0);
2 mfc_mt_wait_all(tag); ⇐ cambio contexto (yield)
3 offset =0; index =0;
4 for(i=0;i<B;i++){
5 mfc_put(blockInOut[index],addressOut+offset ,B,
tag ,0,0);
6 offset +=M;
7 index+=B;
8 }
9 mfc_mt_wait_all(tag); ⇐ cambio contexto (yield)
Despue´s de hacer la ejecucio´n de la multiplicacio´n de matrices para los
diferentes valores de threads y de taman˜o de bloque, obtendremos unos speed
up para la fase de unblocking de (ver figura 6.4).
El algoritmo de unblocking es muy parecido al algoritmo de blocking,
u´nicamente hacen gets y puts, sin embargo cuando hay muchos threads y
los bloques son grandes varia mucho el speed up del blocking respecto al del
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Figura 6.4: Speed up del unblocking variando el nu´mero de threads y el
taman˜o de bloque
unblocking. En el unblocking se hace 1 solo get, mientras que en el blocking
se hacen B gets, tambie´n en el unblocking se hacen B puts mientras que en
el blocking se hace 1 u´nico put.
Los get tardan ma´s en completarse que los put, ya que en el caso del get
el MFC debe realizar la peticio´n a la memoria y e´sta enviar los datos al MFC
y el MFC debe copiarlos a la LS. En el caso del put una vez que los datos
salen al EIB se considera la operacio´n acabada y entonces sera´ cosa de la
memoria y no del MFC de encargarse de guardar los datos en memoria.
En el caso del unblocking cuando el taman˜o de bloque es grande y hay
muchos threads, como las operaciones de put son ma´s ra´pidas que los get,
enviara´n muchas peticiones al MFC y se tendra´ que parar la SPU, ya que el
MFC no podra´ atender tantas peticiones. Es por este motivo que cuando el
taman˜o de bloque es grande y hay muchos threads en lugar de mostrarse una
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mejora se obtiene una bajada de rendimiento (speed up de 0.55) respecto a
la versio´n con un solo thread.
6.4.2. Comparacio´n del ancho de banda usado
Se pretende ver el ancho de banda consumido en la transferencia de datos
por cada fase de la multiplicacio´n de matrices, variando el taman˜o del bloque
de transferencia entre la memoria principal y la LS y variando la cantidad
de micro-threads usados por cada tarea. A pesar de ser el ancho de banda
del EIB de 204.8 GB/s nunca se alcanzara´ un valor similar porque las tareas
siempre necesitara´n acceder a la memoria principal y e´sta tiene un ancho de
banda de 25.6 GB/s. Para poder alcanzar cifras similares al ancho de banda
del EIB las tareas tendr´ıan que cooperar unas con otras. En lugar de pedir
los datos de memoria se los deber´ıan ir pasando de unas a otras, adema´s las
SPUs deber´ıan colaborar con su SPU vecina, etc.
Los juegos de pruebas son los mismos que los utilizados en la seccio´n
6.4.1, por tanto all´ı se explica todo el procedimiento para cada fase de la
multiplicacio´n.
Transpuesta
En la figura 6.5 se muestra el ancho de banda usado durante la transposi-
cio´n de la matriz para los diferentes taman˜os de bloque y nu´mero de threads.
La transpuesta consigue el mayor ancho de banda cuando mayor es el
bloque. Para bloques pequen˜os, el efecto de aumentar la cantidad de threads
es mayor que cuando los bloques son grandes. Esta fase no es muy eficiente
en cuanto a aprovechar el ancho de banda que proporciona el procesador, ya
que realiza muchas operaciones de get y put.
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Figura 6.5: Ancho de banda usado por la transpuesta variando el nu´mero de
threads y el taman˜o de bloque
Blocking
En la figura 6.6 se muestra el ancho de banda usado durante el blocking
de las matrices para los diferentes taman˜os de bloque y nu´mero de threads.
Como en el blocking se hace un u´nico put a diferencia de en la transpuesta,
que se hacen B put, el ancho de banda usado es mayor, ya que se env´ıan la
misma cantidad de datos que en la transpuesta, pero con menos operaciones.
Tanto al aumentar el nu´mero de threads como al aumentar el taman˜o de
bloque se incrementa el ancho de banda usado. Cuando el taman˜o de bloque
es pequen˜o, el MFC no estara´ tan congestionado y al aumentar la cantidad de
threads el incremento del ancho de banda usado sera´ mayor que para bloques
grandes.
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Figura 6.6: Ancho de banda usado por el blocking variando el nu´mero de
threads y el taman˜o de bloque
Multiplicacio´n
En la figura 6.7 se muestra el ancho de banda usado durante la multi-
plicacio´n de matrices para los diferentes taman˜os de bloque y nu´mero de
threads.
La multiplicacio´n al ocupar la mayor parte del tiempo al procesado de
datos, a diferencia que las otras fases, tiene un ancho de banda pequen˜o.
Cuanto ma´s pequen˜o es el bloque tendra´ que repetir lecturas que con un
bloque ma´s grande no deber´ıa repetir. Concretamente cada vez que el bloque
se duplica tendra´ que leer la mitad de datos. Lo que explica que para bloques
pequen˜os el ancho de banda sea mayor.
Como en la multiplicacio´n el tiempo dedicado al procesado de datos es
mayor que el tiempo de transferencia de datos, introducir ma´s threads no
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Figura 6.7: Ancho de banda usado por la multiplicacio´n variando el nu´mero
de threads y el taman˜o de bloque
supondra´ una mejora. Por eso el ancho de banda es pra´cticamente constante
para cada taman˜o de bloque. U´nicamente en el caso de bloques pequen˜os
es cuando se nota alguna pequen˜a diferencia a la hora de introducir algu´n
thread ma´s, ya que en este caso el tiempo de DMA es una parte considerable
del tiempo total de ejecucio´n.
Unblocking
En la figura 6.8 se muestra el ancho de banda usado durante el unblocking
de la matriz para los diferentes taman˜os de bloque y nu´mero de threads.
El unblocking es el que usa un ancho de banda mayor de todas las fases. El
motivo se debe a que en el unblocking predominan las operaciones de put, que
son ma´s ra´pidas que los get. Al igual que en el speed up para bloques grandes
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Figura 6.8: Ancho de banda usado por el unblocking variando el nu´mero de
threads y el taman˜o de bloque
ejecutando muchos threads el ancho de banda usado baja considerablemente.
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Cap´ıtulo 7
Planificacio´n y coste
7.1. Planificacio´n y coste inicial
En el inicio del proyecto, una vez definidas todas las tareas a realizar, se
hizo una planificacio´n inicial especificando un tiempo para cada tarea, ver
tabla 7.1. Cada d´ıa se corresponde con 4 horas de trabajo.
A partir de la planificacio´n inicial se ha realizado una estimacio´n del coste
de personal necesario para la realizacio´n del proyecto (tabla 7.2). Para la
realizacio´n de las tareas de planificacio´n se han optado por estos dos perfiles
de trabajo:
Analista: Se encargara´ de las tareas de especificacio´n y disen˜o de la
solucio´n creada.
Programador: Se encargara´ de llevar a cabo las labores de implementacio´n.
En cuanto a recursos hardware lo u´nico que se ha necesitado es un
ordenador porta´til con un coste de 700 ey la ma´quina con el Cell/B.E.
cedida gratuitamente por el BSC.
El software utilizado es software libre y gratuito, por lo que no supone
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Tarea Planificacio´n inicial Fecha inicio Fecha fin
Estudio del procesador Cell/B.E. 60 horas 11/01/10 29/01/10
Estudio de la librer´ıa MARS 100 horas 01/02/10 05/03/10
Estudio de la librer´ıa CellMT 20 horas 08/03/10 12/03/10
Disen˜o 80 horas 15/03/10 16/04/10
Implementacio´n 180 horas 19/04/10 18/06/10
Pruebas 70 horas 21/06/10 16/07/10
Documentacio´n 120 horas 19/07/10 24/09/10
Total 630 horas 11/01/10 24/09/10
Cuadro 7.1: Planificacio´n inicial
Perfil Sueldo Dedicacio´n (horas) Total
Analista 25e/h 450 11250 e
Programador 20e/h 180 3600 e
Total 630 14850 e
Cuadro 7.2: Recursos humanos
ningu´n coste.
El coste total del proyecto asciende a: 15550 e.
7.2. Planificacio´n y coste final
Una vez acabado el proyecto se puede ver en la tabla 7.3 la planificacio´n
final para su realizacio´n.
Los puntos de desviacio´n del proyecto han sido los siguientes:
El primero es debido a la gestio´n para conseguir una cuenta en la
ma´quina con el procesador Cell/B.E. Para la realizacio´n del proyec-
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Tarea Planificacio´n final Fecha inicio Fecha fin
Estudio del procesador Cell/B.E. 60 horas 15/02/10 05/03/10
Estudio de la librer´ıa MARS 160 horas 08/03/10 28/05/10
Estudio de la librer´ıa CellMT 20 horas 31/05/10 04/06/10
Disen˜o 80 horas 7/06/10 09/07/10
Implementacio´n 220 horas 12/07/10 29/10/10
Pruebas 80 horas 02/11/10/ 29/11/10
Documentacio´n 120 horas 30/11/10 26/01/11
Total 740 horas 15/02/10 26/01/11
Cuadro 7.3: Planificacio´n final
to se contaba con tener cuenta para despue´s de navidad, pero no fue
hasta la segunda semana de febrero cuando se terminaron las gestiones
para dar de alta la cuenta, lo que retraso´ el inicio del proyecto unas 5
semanas.
A mediados de marzo un accidente de bici me tuvo apartado tambie´n
del proyecto durante unas 5 semanas.
El estudio de la librer´ıa MARS ha supuesto ma´s tiempo del esperado
debido a la falta de documentacio´n y complejidad de la librer´ıa.
La implementacio´n tambie´n se ha alargado por la complejidad de la
librer´ıa MARS y algu´n problema que ha surgido al integrar CellMT.
La falta de experiencia a la hora de hacer planificaciones.
La desviacio´n total respecto a la planificacio´n inicial es de cuatro meses.
Finalmente en la tabla 7.4 se muestra el coste de personal necesario para
la realizacio´n del proyecto.
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Perfil Sueldo Dedicacio´n (horas) Total
Analista 25e/h 520 13000 e
Programador 20e/h 220 4400 e
Total 740 17400 e
Cuadro 7.4: Recursos humanos
El coste total del proyecto asciende a: 18100 e.
Cap´ıtulo 8
Conclusiones
8.1. Conclusiones te´cnicas
El objetivo principal del proyecto era incorporar CellMT en MARS para
poder evaluar la mejora que se obtiene usando micro-threads en las SPUs del
procesador Cell/B.E. Se puede decir que este objetivo se ha cumplido.
Se ha estudiado y evaluado el procesador Cell/B.E. con las librer´ıas de
MARS y CellMT con una aplicacio´n que usa diferentes patrones de acceso a
memoria. Se puede concluir que:
El procesador Cell/B.E. es muy potente, pero tambie´n es un proce-
sador complejo, lo que dificulta interpretar los resultados obtenidos de
las pruebas realizadas. Para obtener el ma´ximo rendimiento de este
procesador, se dificulta la programacio´n de aplicaciones. Por ejemplo
el ancho de banda ma´ximo del bus es de ma´s de 200 GB/s, pero en
este proyecto apenas se ha pasado de los 10 GB/s, sobre todo porque
todas las transferencias de datos se hac´ıan entre las SPEs y la memoria
principal y no entre SPEs, que es lo que permitir´ıa sacar el ma´ximo
rendimiento del procesador.
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MARS facilita la programacio´n de aplicaciones para el procesador Cel-
l/B.E. Proporciona un kernel que sera´ el encargado de cargar la tarea
en la SPU. Pero mientras que MARS facilita la programacio´n de apli-
caciones para el Cell/B.E. se puede decir que no es sencillo de modificar
su co´digo, debido a su gran modularidad.
Con el uso de los micro-threads que proporciona la librer´ıa CellMT
se consigue normalmente mejorar el rendimiento de la aplicacio´n sin
dificultar la programacio´n de e´sta. En casos en los que el tiempo de
computacio´n es mucho mayor que el tiempo de transferencia de datos
el uso de micro-threads aporta una mejora de rendimiento mı´nima. Hay
un caso, en el que usar micro-threads puede incluso hasta perjudicar el
rendimiento del programa. Cuando el programa hace un uso intensivo
de operaciones de memoria, se incrementa la cantidad de micro-threads
y cada uno de estos realiza muchas operaciones de memoria disminuye
el rendimiento del programa.
8.2. Trabajo futuro
Se ha intentado incorporar CellMT en la librer´ıa de MARS, basa´ndonos
en la incorporacio´n de CellMT en la multiplicacio´n de matrices, pero debido
a ciertos problemas que han surgido no ha sido posible.
El principal problema que ha surgido es que a la hora de ejecutar el primer
thread con la funcio´n run thread, e´ste acaba de ejecutarse, pero la ejecucio´n
del programa no vuelve a la instruccio´n posterior a run thread. Justo cuando
el thread se haya acabado de ejecutar, o bien si el thread hace un yield o un
wait de una operacio´n de DMA, deber´ıa:
O bien volver al thread principal si quedan ma´s threads por crear.
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O bien ejecutar otro thread.
Una ejecucio´n correcta deber´ıa guardar el contexto del thread actual,
restaurar el contexto del thread que entrara´ a ejecucio´n y ejecutar un goto al
PC del thread que entrara´ a ejecutarse. En algu´n punto entre la finalizacio´n
del thread o yield y este goto existe alguna incompatibilidad entre la librer´ıa
MARS y la librer´ıa CellMT, que provoca que el programa no acabe nunca ni
se aprecie continuidad en e´ste.
Se ha intentado introducir printf en el tramo que falla, pero debido a que
la librer´ıa CellMT trabaja directamente con los registros y la pila, el printf
puede tambie´n ocasionar fallos ya que utiliza la pila y por tanto no se ha
podido utilizar. Por ejemplo en una ocasio´n la introduccio´n de un printf en
el co´digo provoco´ que se guardase un Link Register inva´lido en la pila lo que
provoco´ que al hacer el goto para salir de la funcio´n run thread volviese a
entrar otra vez en e´sta provocando as´ı un bucle infinito.
Se ha probado a debuguear el co´digo pero tampoco ha dado resultado,
ya que el debugger no puede debuguear la parte de co´digo relativa a la SPU.
Cuando empieza a ejecutarse el co´digo de la SPU el debugger no es capaz de
debuguear el co´digo que se ejecuta en las SPUs, a pesar de estar compilado
todo el co´digo con el flag -g. So´lo permite debuguear el co´digo ejecutado en
la PPU.
8.3. Valoracio´n personal
Durante el desarrollo de este proyecto he adquirido nuevos conocimientos,
adema´s de poner en pra´ctica conocimientos que he ido aprendiendo durante
la carrera. Lo que ma´s ha costado ha sido comprender todo el conjunto Cel-
l/B.E.+MARS+CellMT. Sobre todo de MARS existe poca documentacio´n y
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es un co´digo bastante dif´ıcil de comprender.
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