A general setting is developed which describes controlled invariance for nonlinear control systems and which incorporates the previous approaches dealing wit.h cont.rolled invariant (co -) distributions. A special class of cont.rolled invariant subspaces, called controllabilit.y cospaces, is introduced. These geometric not.ions are shown to be useful for deriving a (geometric) solution to the dynamic disturbance decoupling problem and for characterizing the so-called fixed dynamics for the general input-output nonint.eracting cont.rol problem via. dynamic compensation. These fixed dynamics are a major issue for st.udying nonint,eracting cont.rol wit.h st.ability. The class of quasi-static sta.t.e feedbacks is used.
Introduction
During the last two decades, nonlinear control theory was developed thanks to the increasing number of researchers involved in t.his area. A main st.ream of t.he research in the 80's was the generalization, at least partially, of t.he so-called geometric approach which proved to be particularly efficient for linear time-invariant systems (see [32] for an overview). In this linear theory, controlled invariance is a fundamental notion. The study of controlled invariance for nonlinear syst.ems of t.he form x= f(x) +g(x)u (1) where x E lR Tl , tl E lR ffl , was initiated in [6] . In this paper invariants were sought under feedback transformations of the form u=O'(x)+v (2) Later on, controlled invariance was tackled by various authors ( [20] , [15] , [23] , [24] ). The group of feedback transformations acting on (1) was enlarged 1.,0 transformations of the form 11 = O'(x) + (3(:1:)v
where (3(x) is square and locally invertible. These works yielded the definit.ion of a controlled invariant distribution. The key was found for the solution of synthesis problems, such as the disturbance decoupling problem and the non interacting cont.rol problem, via regular (or invertible) static state feedback (see the textbooks [18] , [25] for an overview). The study of controlledm invariance under the class of feedbacks (:3) remains active -see [8:1,[11] for recent contributions. Some limits of this by now well est.ablished theory appeared at, the end of t.he 80's in the characterization of left-or right-invertibility for nonlinear syst.f'ms or for synt.hesis problems involving dynamic feedback. A nice understand ing of these problems is provided by a differential algebraic theory ( [13] ). In linear theory, it has been shown that controllabilit.y subspaces play an important. role in applications. These controllability subspaces are a special class of controlled invariant su bspaces. An analogous notion of controllability dist.ribution was defined for nonlinear systems ([26] ). Recently, dynamic controllability distributions were considered ( [30] ). It. has been shown t.hat. these distributions may be used to characterize the invertibility of a system. In this paper, a dual notion called "controllability cospace", is defined. These controllabilit.y cospaces incorporat.e the annihilators of the dynamic controllability distributions introduced in ([:30]).
The goal of this paper is to introduce a generalized notion of cont.l'OlIed invariance by allowing an enlarged class of feedback transform ations acting on (l). The moti va tion is to clarify the geometric structure of nonlinear systems and to develop an (algebl'O -) geol11etl'ic framework to tackle synthesis problems via dynamic feedback. Relations exist wit.h both the differential geometric and the differential algebraic approach, but these will not, be outlined in this paper. vVe can summarize the existing results related to the st.udy of controlled invariance for nonlinear systems in the following To complete the table, we investigate in this paper the contl'0lled invariance for nonlinear systems under feedback transformations called quasi-static state feedback.
In the sequel we consider a nonlinear control system (1) , where the entries of f(J.:) and g(x) are meromorphic functions of x. It is assumed that rank g( ;1:) = 111 and that n 2: 1.
The organization of this paper is as follows. In Section 2 we define the generalized notion of invariance with respect to the dynamics (1) . Section 3 is devoted to controlled invariance and related properties. Controllability cospaces and their applications are treated in Section 4.
Invariant subspaces
We follow the notations and setting of [12] . Let K denote the field of meromorphic functions of x, u, it,···, u(n-1). £ is the formal vector space spanned by {dx, du, dil,···, du(n-1)} over K. 
When a given subspace is not invariant, it is interesting to know whether or not there exists a feedback transformation that renders it invariant. This is the topic of the next section.
Controlled invariant subspaces
In this section we define and characterize the controlled invaria.nce of subspaces 0 C X under quasi-static state feedback. In Subsection 3.1 we first define quasi-static state feedback, based on ( [9] , [10] , [11] ). In Subsection 3.2 we give a definition of controlled invariance under quasi-static state feedback. ' ' ' ' e make some remarks ahout the smallest controlled invariant suhspace containing some given subspace in Subsection 3.3. As shown in [28] , this subspace allows to characterize the solvability conditions of the dynamic disturbance decoupling problem. In Subsection 3.4 some properties of controlled invariance under regular static state feedback (3) 
where v E lR 17l denotes the new controls. Let. K" denote the field of nwromorphic functions of 
Definition 3.4 ([9], [10] , [11] ) u given by (8) is said to be a quasi-static state feedback for (1) if the filtrations l,fA, and Vk have bounded difference.
Remark 3.5 It is easily verified that a regular static state feedback (3) is a quasi-static state feedback.
The following result is also easily proved. 3.2 Controlled invariance (12) • Consider the control system (1) together with a quasi-static state feedback (8) and define V := span Kv {dv(k) I k 2: O}. Let liS denote e(k) as the time derivative of order k of e along the trajectories of the system (1), and elk] as the time derivative of order k of e along the trajectories of the closed loop system (1 ) fed hack with (8) . We will wrile simply <3 for e(1). 
The definition of controlled invariance given in Definition 3.7 is in accordance with the well known definition of a controlled invariant codist.ribution. Recall from e.g. [18] , [25] that a codistribution n is controlled invariant if there exists a regular static state feedback (3) such that (14) Let wEn. Then for (1,3) we have
when we interpret n as a subspace of span,,:={ dx}.
The following theorem gives a necessary condition for controlled invariance. For (1), let 9 denote the distribution spanned by the input vector fields. Define the subspace g. 
• Remark 3.9 In fact, using (15) , it may be shown that (17) is equivalent to the well known conditions .cj(n ng1.) c n, .cg,(Q n~;1.) c Q(i = 1,"',111) for controlled invariance ofinvolutive codistributions (cr. [18] , [25] ).
The smallest controlled-invariant subspace containing a given subspace
Given a subspace II eX, it is unclear whether (or under ,yhat conditions) there exists a smallest controlled invariant subspace containing IT. This is due to t,he fact that. for two controlled invariant subspaces n l , r2 2 eX, we do not necessarily have that Q l n r2 z is controlled invariant, so that we cannot use the "standard" arguments (as in e.g. [:32], [18] , [25] ). In this subsection we will give some comments on this question.
VI/e will use the following notation. Given a subspace II C .1', we define II. := X n (II + II(l) + ... + II(n-l))
In what follows, we will need the following lemma. 
{O}. Then we have for all (19) Proof Let d := dim(fl), and let WI, ... , Wd be a basis of fl, with
Let A(X,11,· .. ,U(r») be the (d,n)-mat.rix with entries Wij (i = l,· .. ,d;j = l,· .. ,n). Since WI, ... , Wd forms a basis of fl, the matrix A has full row rank over K". \Ve may now characterize fl by
for certain matrices XkO,··· ,XU-I. Now assume '.hat. (Ag) is not. right-invertible over J(". This implies that there exists a non-zero row-vedor I]T := (']1 .
. "]d) such that
7]T (Ag) =0
However, this would imply that W := "Lji=l']jWj sat.isfies
which contradicts the fact that (fl n GJ..) ={O}. Hence we haw that (Ag) is right-invertible over
The fact that W E ,1:' implies that necessarily 
We now prove by induction that we have (0 n g1.)Ck) c 0 + n(l) + ... + n Ck -1 ) (k = 1,2,"')
By (26), we have that (27) holds for k~= 1. Next assume that (27) holds for k = 1, .. " i -1. Then
which establishes (27) . Using (27) 
Since by definition of nwe have that (0 n~/1.) = {O}. WI' obtain from (28) and Lemma 3.10 that (29) Furthermore, we have by definition of fL that Hence we have that n. = 0, which establishes our claim. • The subspace II. defined in (18) is, by Corollary 3.12, a candidate for lwing the smallest controlled invariant subspace containing II. If II is exact, it can be shown that indeed it is. This may be shown in the following way. Let 7' = dim IT and choose meromorphic functions hi (x), "', hr(x) such that II =spanJC {dh 1 , .. " dh,. }. Nf'xt consider the system
Then for this system, II. = .1.' n Y; where Y = span,4J dy, .. " d.l/ n -I l}. (The subspace .l' n y was introduced in [7] for the study of the minimal order input-output dccoupling problem.) If the system (31) is right-invertible, one can constmct a quasi-static state feedback which renders II.
invariant by using the construction in [28] . If (31) is the smallest controlled invariant subspace containing fl. •
A nice application of the subspace fl. = X n y (the smallest controlled invariant su bspace containing the differential of the output) was shown in ( [28] ). This subspace allows to characterize the solvability conditions of disturbance decoupling problem by means of quasi-static state feedback, and then by dynamic state feedback. This condition is in accordance with the one used in case of the static disturbance decoupling problem where the concept of supremal controlled invariant subspace or supremal controlled invariant distribution contained in kernel of the output is applied (see [18] , [32] 
Furthermore, by the Inverse Function Theorem there locally exists a function 1/J(x, u) such that
Taking partial derivatives with respect to it i , we obtain fJA fJ?
Obviously, fJ2 ?
Hence there exist matrices Ri(X, '11 .) (i :::
Using arguments from the theory of linear time-varying ordinary differential equations this yields 
and which admits a basis satisfying (32) . (i) If 0 is exa~t, then clearly also (0 + 0.)/0 is exact,. lIence the set of subspace 0 C .1:' such that (0 + 0)/0 is exact, incorporates the "classical" involutive codistributions.
(ii) The condition (0 + 0.)/0 is exact is not necessary for controlled invariance. This can be seen from the following counter example. Take t.he syst.em Xl = U1, X.2 = U2, xa = 0 and o = span,ddX1 + X2dxa}. It. is straight.forwardly to check that (0 n 91.) C 0 and that (0 + 0)/0 is not exact. However, with t.he regular static state feedback 111 = VI -XaV2, U2 = V2 we obtain and hence 0 is controlled invariant..
Some characterizations of controlled invariance
Conditions are derived for controlled iuvariance of a subspace under a quasi-st.at.ic st.ate feedback. "°-1 then n is controlled invariant for (1) . An effective way to compute <1>. satisfying (52) is given by the following proposition. [30] ). In Subsection 4.1 we first define controllability cospaces. An algorithm which characterizes these cospaces is then given in Subsection 4.2 and some properties are discussed. III Subsection 4.3 we derive an algorithm computing the smallest controllability cospace containing a given exact subspace, while its applications are treated in Subsection 4.4 and Subsection 4.5.
Definition of controllability cospaces
Controllability cospaces consist of vectors which are autonomous after applying certain quasistatic state feedback u = 'l/J(x, v,' . " vir)) and zeroing certain input channels Vi, where j E :J C {l,···,m}. Such nonregular transformations are not defined for every element in K v • One possibility to circumvent this problem is to consider the module spanA {dx} over the ring of analytic functions rather than the linear space over the field of meromorphic functions. Another way is chosen here; it consists in taking a particular basis of a given subspace of span,ddx} so that its time derivative is well defined when applying nonregular feedback. Such a basis always exists.
More precisely, let e C .1:' be a subspace which admits a basis 0 1 , ... , Od with 2: 
Controllability cospace algorithm
First of all, we give an algorithm characterizing the controllability cospaces, called the controllability cospace algorithm.. Some properties of a general controllability cospace are then derived. Let C be a given subspace and define a sequence Sit according to
The SJ.l sequence is decreasing. Thus, there exists a J-l* E IN such that SJ.l* =SJ.l ' +1 =... =S·.
The algorithm (57) yields a necessary condition for a subspace C of .1:' to be a controllability cospace, which is shown in the following lemma. Let w E C. We have wE Cand hence w E S*. This implies that C C S·. Now, S' C S* + C. By the feedback which renders C [1] C C, one has S*[l] C S·. Since C is the largest subspace in X such that C [1] c C, one has S· C C.
•
In the next section, we give an algorithm computing the smallest controllability cospace containing a given subspace, based on algorithm (57).
The smallest controllability cospace containing a given subspace
In general, the intersection of two controllability cospaces is not a controllability cospace. Thus it is unclear ifthere exists a smallest controllability cospace containing some given subspace. However, if an exact subspace II C .1:' is given, then there exists a smallest one containing II. Consider a nonlinear system given by (1) . By Theorem :3.13 II* is the smallest controlled invariant subspace containing II. The next theorem will relate II. to the smallest controllability cospace containing II. Let r = dimII. Now, II is exact implies that there exist llH'J'Omorphic functions 'PI (x), ... , SOr( x) such that II = span/d dy1 , ... , dy ,.}. Consider the system (1) with a fictitious output SO = (SOl"",SOr)T. We decompose the output y as y = (ep,ep)T so that the system (1) with the output ep is right-invertible. Define p := dim(ep).
Construct a quasi-static state feedback II = ¢(x, v, ... , v(r), by taking Vi = c,O~n:) where {n~} is the set of orders of zeros at infinity, for i = 1"", p and Vi =wi for i = p+ 1, ... , m. This feedback always renders II. invariant. Thus, D. is rendered invariant too, i. e. VPI C V. + V. Let now {wd be a basis for V. in the module spanA {dx} over the ring A. If we set Vi = a for i = 1, ... , pone obtains
and V. is then a controllability cospace. In order to prove that D. is the smallest controllability cospace containing II, we consider anot.her controllability cospace V such that V ::> II. By definition D is controlled invariant and according to Lemma 4.24, V satisfies
Since II. is the smallest controlled invariant. subspace cont.aining II, this implies that V ::> II•.
From (60) and (61), one has V. CD,
• Now we consider a nonlinear system given by (31) . Clearly n. =.r n Y is the smallest controlled invariant subspace containing the different.ial of t.he output. Therefore the smallest controllability cospace cont.aining the differential of t.he output is giwn by the next corollary. 
The block input-output decoupling problem
Now, we apply the smallest controllabilit.y cospaces C. previously defined t.o solve a quasi-static state feedback input-output. decoupling problem. For this, we consider the system (1) together with the part.itioned output blocks !Ii for i = 1, ... , k. given by:
The problem can be stated as follows: find a quasi-static st.ate feedback and a partit.ion of the new
.. ,vff such that. the new input v[ only affect.sy t.he output Yi.
Define Ci. and n i • to be the smallest controllability cospace and the smallest controlled invariant subspace respectively, both containing spanK{dhi(;I:)}.
First, let us give the following propert.y which is derived from Theorem 5.1 in ([29]).
Property 4. 28 Consider system (31) , and aSSlImf that dim(Gl.) = 11-111. Let p be its differential output mnk. Then dimWl. + n.) = dim(Gl. + C.) = (11-111+(1) .
Moreover, if the system (31) is right-inl1crtible, the11
dimWl. + n.) =dimWl. + C) =(1I-11I+p). • Furthermore, the controllability cospaces also allow to characterize the fixed dynamics with respect to any quasi-static feedback. This will be the topic of the next section.
Dimension of fixed modes by quasi-static state feedback
The problem of noninteraction and st.abilit.y of nonlinear systems by means of static feedback has been considered by Isidori and Grizzle [21] . They have shown that there exists a fixed internal dynamics, called p. dynamics whost' stability is a necessary condition to solve the non interacting control problem with stability. In the case where t.he P' dynll/nics is unstable, Wagner in [31J has shown that there exists a well-defined dynamics. called~mi.,. dynamics, which cannot be eliminated by any regular dynamic feedback that renders the considered system noninteractive. The~mi.r. dynamics must then be asymptotically stable if noninteracting control and stability is to be achieved by means of dynamic state feedback. A sufficient, condition to solve the problem of noninteracting control with stability by means of dynamic state feedback was given in ( [4] , [5] ). In these references, the problem of dynamic feedback non interacting control with stability is solved if some regularity assumptions are satisfied, t.he~mi." dynamics is asymptotically stable and each decoupled subsystem is asymptotically stabilizable. All the results above are valid under the assumption that t.he decoupling matrix A(x) is nonsingular. In the case where A(x) is singular and the system is square and invertible, Zhan et al. [33] introduced the so-called Canonical Dynamic Decoupling Algorithm to construct a canonical dynamic extension. They have shown that the dynamically decoupled system is stable only if thẽ mix dynamics of the canonical dynamic extension is stable, which is an intrinsic property of the given system. In this section, we investigate the case where the decoupling matrix is not necessarily invertible and study the noninteracting control problem with stabilit.y by means of quasi-static state feedback. The goal is to show that the controllability cospaces introduced before are able to describe intrinsic geometric conditions generalizing the above ones. Let us consider a square invertible nonlinear alline system (~) of the form 
and (69) is established.
• Using this Lemma, the following ("Orollary is obtained We have {n;} ={2, I}. Permute then !Ii, and thus C to = {dX2} and C 2 * = {d,vd. The quasi-static feedback which decouples the system is til =V1 and U'2 =liZ -(X3 + X4)V1 -X3i11, where (V1, V2) is a new input vector.
It is clear that Co =O. We choose d6 ={dX2,d(X4 + X3U1)} as a basis of {Cto + Cto}, and thus 1 = ( {ll ) = (~12 )
V2
Choose now {d6} = {dxd as a basis of C 2 *, and one has (~2 1) (' ,1,' ,4 5 ) . Similarly to Wagner's and Battilotti's results, in the CRse where 110 quasi-stat.ic state feedback can render the system simultaneously nonintcractive and stable, a suitable dynamic feedback may still solve the problem. This reduces to the results in Zhan rt af. [33] .
Finally, we can then summarize the existing results related to the dimension of the fixed dynamics of a nonlinear square decoupled system in the following table: n-dim (.1' n d= L: '>0 C:(i»))
;=1 ]-Dynamic dim (~mi.r) dim (~mi.r'(~I')) ("Wagner, Battilotti) (Zhall cI af.)
Conclusions
A generalized not.ion of cont.rolled invariance under quasi-st.at.ic st.at.e feedback for nonlinear syst.ems was int.roduced. It. was shown t.hat. t.his notion coincides wit.h t.he "classical" notion of a controlled invariant. distribution under regular stat.ic st.at.e feedback. Using t.he generalized notion of cont.rolled invariance, a condition for t.he controlled invariance of not. necessarily involutive distribut.ions was derived. For a subspace n c X, we gave sufficient. condit.ions for controlled invariance under quasi-static st.ate feedback. Furt.hermore, a necessary and sufficient. condition was also given, but it was only made for a special class of n.
For a cont.rollability cospace C eX, some properties were derived by means of t.he controllability cospace algorit.hm. Moreover the smallest cont.rollability cospace containing the differential of t.he output allowed to solve the block input. Finally, let us remark that. throughout t.he paper we have rest.ricted ourselves t.o "Kalmanian" systems and to subspaces n c .1:'. IIowe vel' , the definit.ion of cont.rolled invariance and the characterizations of controlled invariance iu t.his paper can, lIIutatis IIlutandis, be t.ranslated to non-Kalmanian syst.ems and subspaces n c .r xU.
