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Abstract
Given a finite alphabet A and a primitive substitution θ : A Ñ Aλ
(of constant length λ), let pXθ, Sq denote the corresponding dynamical
system, where Xθ is the closure of the orbit via the left shift S of a fixed
point of the natural extension of θ to a self-map of AZ. The main result of
the paper is that all continuous observables in Xθ are orthogonal to any
bounded, aperiodic, multiplicative function u : NÑ C, i.e.
lim
NÑ8
1
N
ÿ
nďN
fpSnxqupnq “ 0
for all f P CpXθq and x P Xθ . In particular, each primitive automatic
sequence, that is, a sequence read by a primitive finite automaton, is
orthogonal to any bounded, aperiodic, multiplicative function.
Introduction
Throughout the paper, by an automatic sequence panqně0 Ă C, we mean a
continuous observable in a substitutional system pXθ, Sq, i.e. an “ fpS
nxq,
n ě 0, for some f P CpXθq and x P Xθ.
1 Here, we assume that θ : A Ñ Aλ is
a substitution of constant length λ (over the alphabet A), and we let pXθ, Sq
denote the corresponding subshift of the full shift pAZ, Sq (see Section 2 for
details).
By µ : NÑ t´1, 0, 1uwe denote the classical Möbius function: µpp1 . . . pkq “
p´1qk for different primes p1, . . . , pk, µp1q “ 1 and µpnq “ 0 for all non square-
free numbers n P N. In connection with the celebrated Sarnak’s conjecture [37]
on Möbius orthogonality of zero entropy systems, i.e.
(1) lim
NÑ8
1
N
ÿ
nďN
fpSnxqµpnq “ 0
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obtained by a finite code of a fixed point of a substitution, see e.g. [3], [14], [36] to see also a
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for each zero entropy dynamical system pX,Sq, all f P CpXq and x P X
(for more information on the subject, see the survey article [12]), it has been
proved in [35] that all automatic sequences panq are orthogonal to the classical
Möbius function µ, i.e. limNÑ8
1
N
ř
nďN anµpnq “ 0. This triggers the question
whether (1) remains true if we replace µ by another arithmetic function. The
Möbius function is an example of an arithmetic function which is multiplica-
tive (µpmnq “ µpmqµpnq whenever m,n are coprime), hence, it is natural to
ask whether automatic sequences are orthogonal to each zero mean,2 bounded,
multiplicative function u. Said that, one realizes immediately that the answer
to such a question is negative as periodic functions are automatic sequences and
we have many periodic, multiplicative functions.3 But even if we consider the
non-periodic case, still, there are non-periodic automatic sequences which are
(completely) multiplicative, zero mean functions [2], [38], [41]. On the other
hand, it has been proved in [13] that many automatic sequences given by so
called bijective substitutions are orthogonal to all zero mean, bounded, multi-
plicative functions (in [9], it is proved that they are orthogonal to the Möbius
function).
A stronger requirement than zero mean of u which one can consider is that
of aperiodicity, that is
lim
NÑ8
1
N
ÿ
nďN
upan` bq “ 0
for each a, b P N, i.e. u has a mean, equal to zero, along each arithmetic pro-
gression. Many classical multiplicative functions are aperiodic, e.g. µ or the
Liouville function λ.
The aim of the present paper is to prove the following (hpθq and cpθq stand,
respectively, for the height and the column number of the substitution θ, see
Section 2):
Theorem 0.1. Let θ be a primitive substitution of constant length λ. Then,
each automatic sequence an “ fpS
nxq, n ě 0, in pXθ, Sq is orthogonal to any
bounded, aperiodic, multiplicative function u : NÑ C, i.e.
(2) lim
NÑ8
1
N
ÿ
nďN
anupnq “ 0.
More precisely:
(i) If cpθq “ hpθq then each automatic sequence pfpSnxqqně0 is orthogonal
to any bounded, aperiodic, arithmetic function u.4
(ii) If cpθq ą hpθq then: the automatic sequences pfpSnxqqně0 for which the
spectral measure of f is continuous are orthogonal to all bounded, multiplica-
tive functions. If the spectral measure is discrete then (i) applies. All other
automatic sequences in pXθ, Sq are orthogonal to all bounded, aperiodic, multi-
plicative functions.
2Recall that a sequence u : N Ñ C has zero mean if Mpuq :“ limNÑ8
1
N
ř
nďN upnq
exists and equals zero.
3Indeed, examples of periodic multiplicative functions are given by: Dirichlet characters,
or n ÞÑ p´1qn`1.
4We emphasize that no multiplicativity on u is required.
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We have already mentioned that examples of automatic sequences which are
multiplicative functions are known, but they are quite special. For example,
in [38], it is proved that completely multiplicative, never vanishing functions
“produced” by finite automata are limits in the upper density of periodic se-
quences, that is, they are Besicovitch rationally almost periodic. In fact, we
can strengthen this result by showing that they are even Weyl rationally almost
periodic,5 which is a consequence of Theorem 0.1:
Corollary 0.2. All multiplicative and automatic sequences produced by prim-
itive automata6 are Weyl rationally almost periodic. Furthermore, the automa-
ton/substitution that produces such an automatic sequence can be chosen to
have equal column number and height.
The main problem in this paper belongs to number theory and combinatorics,
and the proof of Möbius orthogonality for automatic sequences in [35] relied on
combinatorial properties of sequences produced by automata and an application
of the (number theoretic) method of Mauduit and Rivat [31], [32]. However,
the problem of orthogonality of sequences is deeply related to classical ergodic
theory, namely, to Furstenberg’s disjointness of dynamical systems, see [12] for
an exhaustive presentation of this approach. A use of ergodic theory tools is
the main approach in the present paper: we make use of some old results on
the centralizer of substitutional systems [22] and, more surprisingly, we find
an ergodic interpretation of the combinatorial approach from [35] in terms of
joinings of substitutional systems. Finally, we relativize some of the arguments
from [13] to reach the goal. For example, the reason behind the orthogonality
of automatic sequences to all bounded, multiplicative functions (whenever the
spectral measure of an automatic sequence is continuous) in (ii) of Theorem 0.1 is
that the essential centralizer of substitutional systems is finite [22]. This “small
size” of the essential centralizer puts serious restrictions on possible joinings
between (sufficiently large) different prime powers Sp, Sq of S and allows one to
use the numerical KBSZ criterion on the orthogonality of numerical sequences
with bounded, multiplicative functions (see Section 1.5).
The ergodic theory approach (together with number-theoretic tools) turn out
to be very effective in some attempts to prove Sarnak’s conjecture. The recent
results of Frantzikinakis and Host [16] show: if instead of orthogonality (1), we
ask for its weaker, namely, logarithmic version:
(3) lim
NÑ8
1
logN
ÿ
nďN
1
n
fpSnxqµpnq “ 0
then this orthogonality indeed holds for all zero entropy pX,Sq systems whose
set of ergodic (invariant) measures is countable, in particular, it applies to sub-
stitutional systems. Moreover, in (3), we can replace µ by many other so called
non-pretentious multiplicative functions [17]. However, so far, the approach
5A sequence pbnq taking values in a finite set B is called Weyl rationally almost periodic if
it can be approximated by periodic sequences (with values in B) in the pseudo-metric
dW px, yq “ lim sup
NÑ8
sup
ℓě1
1
N
|tℓ ď n ă ℓ`N : xpnq ‰ ypnqu|.
6Sequences produced by finite automata take only finitely many values and are, therefore,
bounded.
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through logarithmic averaging does not seem to answer the main conjecture (1)
(see also [20] and [39]).
The ergodic theory approach allows one for a further extension of the notion
of being automatic sequence which triggers one more natural question. Namely,
a uniquely ergodic topological dynamical system pY, T q (with a unique invariant
measure ν) is called MT-substitutional if there is a primitive substitution θ : AÑ
Aλ such that the measure-theoretic dynamical systems pY, ν, T q and pXθ, µθ, Sq
are measure-theoretically isomorphic. Then, any sequence an “ gpT
nyq, n ě 0
(with g P CpY q and y P Y ), can be called MT-automatic.7 To cope with the
MT-automatic case we need to control a behaviour of u on so called short
intervals:
(4) lim
KÑ8
1
bK
ÿ
kăK
ˇˇˇˇ
ˇˇ ÿ
bkďnăbk`1
upnq
ˇˇˇˇ
ˇˇ “ 0
(for each pbkq satisfying bk`1 ´ bk Ñ 8) which is much stronger than the re-
quirement that Mpuq “ 0. It turns out however that (4) is satisfied for many
so called non-pretentious multiplicative functions, see [29], [30]; in particular, it
is satisfied for the Möbius function µ.
Corollary 0.3. Any MT-automatic sequence panq satisfies (2) for any mul-
tiplicative, bounded, aperiodic u : N Ñ C satisfying (4). For each MT-
substitutional system pY, T q and any g P CpY q, we have
1
N
ÿ
nďN
gpT nyqupnq Ñ 0 when N Ñ8
uniformly in y P Y . In particular, the uniform convergence takes place in
pXθ, Sq for any primitive substitution θ.
In the course of the proof of Theorem 0.1, given a substitutional system
pXθ, Sq, we will build successive continuous extensions of it, which are also
given by substitutions, where for the largest extension, Theorem 0.1 will be
easier to handle. As a byproduct of this procedure, we will clear up Remark 9.1
from [36], p. 229, about the form of a cocycle in a skew product representation
of pXθ, µθ, Sq over the Kronecker factor.
Added in June 2018: In the recent paper [24], it is proved that all q-
multiplicative sequences are either almost periodic which roughly would corre-
spond to (i) of Theorem 0.1 or are orthogonal to all bounded, multiplicative func-
tions. This makes some overlap (some automatic sequences are q-multiplicative)
with our main result but the classes considered in [24] and in the present paper
are essentially different.
1 Ergodic theory necessities
1.1 Joinings and disjointness
By a (measure-theoretic) dynamical system we mean pX,B, µ, Sq, where pX,B, µq
is a probability standard Borel space and S : X Ñ X is an a.e. bijection which
7For example, sequences given by pieces of automatic sequences in pXθ , Sq: gpS
nxkq for
bk ď n ă bk`1, k ě 1, where b1 “ 1 and bk`1 ´ bk Ñ 8, for g P CpXθq and pxkq Ă Xθ, are
MT-automatic, see Section 8.
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is bimeasurable and measure-preserving. If no confusion arises, we will speak
about S itself and call it an automorphism.8
Remark 1.1. Each homeomorphism S of a compact metric spaceX determines
many (measure-theoretic) dynamical systems pX,BpXq, µ, Sqwith µ PMpX,Sq,
where MpX,Sq stands for the set of probability Borel measures on X (BpXq
stands for the σ-algebra of Borel sets). Recall that by the Krylov-Bogolyubov
theorem, MpX,Sq ‰ H, and moreover, MpX,Sq endowed with the weak-˚
topology becomes a compact metrizable space. The set MpX,Sq has a natural
structure of a convex set (in fact, it is a Choquet simplex) and its extremal
points are precisely the ergodic measures. We say that the topological system
pX,Sq is uniquely ergodic if it has only one invariant measure (which must be
ergodic). The system pX,Sq is called minimal if it does not contain a proper
subsystem (equivalently, the orbit of each point is dense).
Remark 1.2. Basic systems considered in the paper are subshifts whose def-
inition we now recall. Let A be a finite, nonempty set (alphabet). By a block
(or word) over A, we mean B P An (for some n ě 0) and n “: |B| is the length
of B. Hence B “ pai0 , ai1 , . . . , ain´1q with aik P A for k “ 0, . . . , n ´ 1. We
will also use the following notation: B “ B0B1 . . . Bn´1, where Bj “ aij for
j “ 0, . . . , n ´ 1. If 0 ď i ď j ă n then we write Bri, js for BiBi`1 . . . Bj , in
particular, notationally, Bris “ Bi. We say that the (sub)block Bri, js appears
in B. The notation we have just presented has its natural extension to infinite
sequences.
Given η P AN, we can define
Xη :“ tx P A
Z : each block appearing in x appears in ηu.
It is not hard to see that Xη is closed and S-invariant, where S : A
Z Ñ AZ is
the left shift, i.e.
SppxnqnPZq “ pynqnPZ, where yn “ xn`1, n P Z.
Then the dynamical system pXη, Sq is called a subshift (given by η). If η has
the property that each block appearing in it reappears infinitely often (and such
are substitutional systems which are considered in the paper) then there exists
η P AZ satisfying: ηk “ ηk for each k ě 0 and Xη “ tS
mη : m P Zu.
Given another system pY, C, ν, T q, we may consider the set JpS, T q of join-
ings of automorphisms S and T . Namely, κ P JpS, T q if κ is an S ˆ T -invariant
probability measure on BbC with the projections µ and ν on X and Y , respec-
tively.9 Note that the projections maps pX : X ˆ Y Ñ X , pY : X ˆ Y Ñ Y
settle factor maps between the dynamical systems
pX ˆ Y,B b C, κ, S ˆ T q and pX,B, µ, Sq, pY, C, ν, T q, respectively.
The automorphisms S and T are called disjoint if the only joining of S and T is
product measure µb ν, i.e. JpS, T q “ tµb νu. We will then write S K T . Note
8In what follows we will also use notation S P AutpX,B, µq, where AutpX,B, µq stands
for the Polish group of all automorphisms of pX,B, µq. The topology is given by the strong
operator topology of the corresponding unitary operators US , USf :“ f ˝ S on L
2pX,B, µq.
9We can also speak about (topological) joinings in the context of topological dynamics.
Indeed, if pX, Sq, pY, T q are two topological systems then each closed subset M Ă X ˆ Y
invariant under S ˆ T and with full projections is called a (topological) joining.
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that if S K T then at least one of these automorphisms must be ergodic. If both
are ergodic, the subset JepS, T q of ergodic joinings (i.e. of those ρ P JpS, T q for
which the system pXˆY, ρ, SˆT q is ergodic) is non-empty; in fact, the ergodic
decomposition of a joining consists (a.e.) of ergodic joinings.
If pX,B, µ, Sq and pY, C, ν, T q are isomorphic, i.e. for some (invertible10)
W : pX,B, µq Ñ pY, C, νq, we have equivariance W ˝ S “ T ˝ W , then W
yields the corresponding graph joining µW P JpS, T q determined by
µW pB ˆ Cq “ µpB XW
´1Cq.
Then, pX ˆ Y,B b C, µW , S ˆ T q is isomorphic to S (hence µW is ergodic if S
was). When S “ T , we speak about self-joinings of S.
We recall that an automorphism R P AutpZ,D, κq has discrete spectrum
if L2pZ,D, κq is spanned by the eigenfunctions of the unitary operator UR:
f ÞÑ f ˝R on L2pZ,D, κq. Assuming ergodicity, we have:
(5) If R has discrete spectrum then each its ergodic self-joining is graphic.
Each automorphism S P AutpX,B, µq has the largest factor which has dis-
crete spectrum. It is called the Kronecker factor of S.
Joinings are also considered in topological dynamics. If Si is a homeomor-
phisms of a compact metric spaceXi, i “ 1, 2 then each S1ˆS2-invariant, closed
subset M Ă X1 ˆ X2 with the full natural projections, is called a topological
joining of S1 and S2.
1.2 Discrete suspensions
Given S P AutpX,B, µq and h P N, consider the probability space p rX, rµq, whererX “ X ˆ t0, 1, . . . , h´ 1u and rµ “ µb ρh, where ρh is the normalized uniform
measure on Z{hZ – t0, 1, . . . , h´ 1u. We define now rS on p rX, rρq by setting
(6) rSpx, jq “ px, j ` 1q whenever x P X, j “ 0, 1, . . . , h´ 2
and
(7) rSpx, h´ 1q “ pSx, 0q for x P X.
It is not hard to see that rS P Autp rX, rµq and it is called the h-discrete suspension
of S (it is ergodic if and only if so is S).
Note that the map px, jq ÞÑ j for px, jq P rX yields a factor map between rS
and the rotation τh : x ÞÑ x ` 1 on Z{hZ. Note also that rShpx, 0q “ pSx, 0q, so
in fact we can view rS as the h-discrete suspension of rSh|Xˆt0u. As a matter of
fact, an automorphism R P AutpZ,D, κq is an h-discrete suspension if and only
if
(8) R has the rotation τh as a factor.
Indeed, if π settles a factor map between R and τh, then set A0 :“ π
´1pt0uq, note
that RhpA0q “ A0 and show that R is isomorphic to the h-discrete suspension
of Rh|A0 .
10Without non-invertibility, we say that T is a factor of S.
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Finally, consider pm,hq “ 1. Then, it is easy to see that:
(9) The h-discrete suspension Ăτm is isomorphic to direct product τm ˆ τh.
We refer the reader to [19] for more information on ergodic theory, in par-
ticular, on the theory of joinings.
1.3 Group and isometric extensions
Given pX,B, µ, Sq an ergodic dynamical system, consider a measurable ϕ : X Ñ
G (i.e. ϕ is a cocycle), where G is a compact metric group. Let mG denote Haar
measure of G. The automorphism Sϕ : X ˆGÑ X ˆG, given by
Sϕpx, gq “ pSx, ϕpxqgq,
is called a compact group extension of S. We obtain the dynamical system
pX ˆ G,B b BpGq, µ bmG, Sϕq which need not be ergodic. For example, it is
not ergodic when ϕpxq “ ξpSxq´1ξpxq for a measurable ξ : X Ñ G, i.e. when
ϕ is a coboundary (indeed, the map px, gq ÞÑ px, ξpxqgq settles an isomorphism
between Sϕ and S ˆ IdG). Note that pSϕq
m
px, gq “ pSmx, ϕpmqpxqgq, where
ϕpmqpxq “ ϕpSm´1xq . . . ϕpSxqϕpxq for m ě 1.
Proposition 1.3 ([18]). Assume that S and T are ergodic automorphisms on
pX,B, µq and pY, C, νq, respectively. Assume moreover that S K T and Sϕ, Tψ
are ergodic group extensions of S and T , respectively (ψ : Y Ñ H). If the
product measure pµbmGq b pν bmHq is ergodic
11 then Sϕ K Tψ.
The following results are also classical.
Lemma 1.4. Assume that Sϕ and Tψ are ergodic and let rρ P JepSϕ, Tψq. Then
(up to a natural permutation of coordinates) pX ˆGˆ Y ˆH,B b BpGq b C b
BpHq, rρ, SϕˆTψq is a compact group extension of pXˆY,BbC, ρ, SˆT q, where
ρ :“ rρ|XˆY .
Moreover, if the relatively independent extension12 pρ of ρ is ergodic thenrρ “ pρ.
A group extension is a special case of so called skew products. Assume that
we have a measurable map Σ : X Ñ Aut pZ,D, ρq. Then we can consider SΣ:
SΣpx, zq :“ pSx,Σpxqpzqq
which is an automorphism of pXˆZ,BbD, µbρq. If additionally, Z is a compact
metric space and Σpxq, x P X , are isometric then we call SΣ an isometric
extension. Since the group IsopZq of isometries of Z considered with the uniform
topology is a compact metric group (by Arzela-Ascoli theorem), it is not hard to
see that each isometric extension is a factor of a group extension (especially, if
11It means that the only situation in which we loose disjointness is when the cocycles ϕ and
ψ “add” a common non-trivial eigenvalue for USϕ and UTψ .
12This measure is defined by
pρp rAˆ rBq “ ż
X
Ep rA|XqpxqEp rB|Xqpyq dρpx, yq for Borel subsets rA, rB Ă X ˆG.
7
we assume that the isometric extension is uniquely ergodic).13 If the isometric
extension is ergodic, one can choose the group extension also ergodic.
Remark 1.5. If Sϕ is a group extension, then for each closed subgroup F Ă G,
the automorphism Sϕ,F , given by
Sϕ,F px, gF q :“ pSx, ϕpxqgF q,
is an isometric extension of S; it acts on the space X ˆ G{F considered with
µbmG{F , where the measuremG{F on the homogenous space G{F is the natural
image of Haar measure mG.
Remark 1.6. Each finite extension is isometric. It is a factor of a group
extension by G, where G is finite.
1.4 Odometers
Odometers are given by the inverse limits of cyclic groups: we have nt´1|nt for
each t ě 1 and
X “ Hpnt{nt´1q :“ liminvZ{ntZ
with the rotation R by 1 on each coordinate. If for each t, nt`1{nt “ λ ě 2,
then we speak about λ-odometer and denote it by Hλp“ Hpλqq.
Each odometer pX,Rq is uniquely ergodic (with the unique measure being
Haar measuremX ofX). Then pX,mX , Rq has discrete spectrum with the group
of eigenvalues given by all roots of unity of degree nt, t ě 1. Furthermore, R
r
is ergodic (uniquely ergodic) iff pr, ntq “ 1 for each t ě 1. In this case R
r and
R are isomorphic as both are ergodic and their spectra are the same, so the
claim follows by the Halmos-von Neumann theorem (e.g. [19]). It easily follows
that whenever p, q P P are different prime numbers (by P we denote the set of
prime numbers) not dividing any nt then each ρ P J
epRp, Rqq is a graph joining
(of an isomorphism between Rp and Rq), see e.g. [28].
1.4.1 h-discrete suspensions of odometers
Assume that ph, ntq “ 1 for each t ě 1. Let rR denote the h-discrete suspension
of R. Then (cf. (9)), we obtain that
(10) rR is isomorphic to Rˆ τh.
Indeed, both automorphisms have discrete spectrum (and are ergodic). The
group of eigenvalues of U rR is equal to te2πij{phntq : j P Z, t ě 0u, while the
group of eigenvalues of URˆτh is generated by te
2πij{nt : j P Z, t ě 0u and
the group of h-roots of unity. It follows that URˆτh and U rR have the same
group of eigenvalues, hence again by the Halmos-von Neumann theorem, they
are isomorphic.
13A group extension can be defined on XˆIsopZq, acting by the formula px, Iq ÞÑ pSx,Σpxq˝
Iq; to obtain a factor map, fix a point (transitive for IsopZq) z0 P Z and consider px, Iq ÞÑ
px, Ipz0qq.
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1.4.2 Group extensions of odometers - special assumptions
We will assume that R is an odometer with “small spectrum”, that is, the set
tp P P : p|nt for some t ě 1u is finite (this will always be the case for λ-
odometers). Moreover, we will assume that Rϕ (more precisely, URϕ) has con-
tinuous spectrum on the space L2pXˆG,mX bmGqaL
2pX,mXq.
14 It follows
that if p P P is sufficiently large then pRϕq
p is ergodic (uniquely ergodic if
ϕ is continuous). Furthermore, we assume that if p, q P P are different and
sufficiently large then the only ergodic joinings between pRϕq
p and pRϕq
q are
relatively independent extensions of isomorphisms between Rp and Rq.15 By all
these assumptions pX ˆGˆX ˆG,{pmXqW , pRϕqp ˆ pRϕqqq is ergodic and has
the same eigenvalues as the odometer R.
Lemma 1.7. Assume that ϕ is continuous. Under the above assumptions for
each (real-valued) F P CpX ˆGq such that F K L2pX,mXq, we have
1
N
ÿ
nďN
F ppRϕq
pnpx, gqqF ppRϕq
qnpx, gqq Ñ 0
for each px, gq P X ˆG and different primes p, q sufficiently large.
Proof. First notice that any accumulation point ρ of
`
1
N
ř
nďN δpRpˆRqqnpx,xq
˘
is ergodic (cf. e.g. [25]), hence is graphic. It follows that any accumulation
point rρ of ` 1
N
ř
nďN δppRϕqpˆpRϕqqqnppx,gq,px,gqq
˘
will be the relatively indepen-
dent extension of an isomorphism between Rp and Rq in view of the second
part of Lemma 1.4. By the definition of the relatively independent extension,ş
F b F dpρ “ 0 and the result follows.
1.5 Application - KBSZ criterion
Recall the following result (to which we refer as the KBSZ criterion) about the
orthogonality of numerical sequences with bounded, multiplicative functions:
Theorem 1.8 (Kátai [23], Bourgain, Sarnak and Ziegler [6]). Let a bounded
sequence panq Ă C satisfy
lim
NÑ8
1
N
ÿ
nďN
apnaqn “ 0
for each p ‰ q sufficiently large prime numbers. Then
lim
NÑ8
1
N
ÿ
nďN
anupnq “ 0
for each bounded, multiplicative function u : NÑ C.
14If V is a unitary operator on a Hilbert space H then it is said to have continuous spectrum
if for all x P H the spectral measure σx is continuous; the latter measure (on S1) is determined
by its Fourier transform: pσxpmq :“ şS1 zm dσxpzq “ xVmx, xy for all m P Z.
15We recall that if W : X Ñ X settles an isomorphism of Rp and Rq , then it yields an
ergodic joining pmX qW pA ˆ Bq :“ mXpA X W
´1Bq; its relatively independent extension{pmX qW is defined by{pmX qW p rAˆ rBq “ ż
X
Ep rA|XqpxqEp rB|XqpWxq dmX pxq for Borel subsets rA, rB Ă X ˆG.
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In the context of topological dynamical systems, that is, given pX,Sq, we
use this result with an “ fpS
nxq with f P CpXq and x P X . It is not hard to
see that this criterion applies for any uniquely ergodic pX,Sq with the property
that Sp K Sq (disjointness is meant if we consider the unique invariant measure
µ) and we consider f P CpXq with
ş
X
f dµ “ 0 and arbitrary x P X . However,
even if we do not have disjointness of sufficiently large (prime) powers, we can
apply this criterion for particular continuous functions if we control the limit
joinings, as, for example, in Lemma 1.7.
2 Basics on substitutions of constant length
Let A be an alphabet (a non-empty finite set). Denote A˚ :“
Ť
mě0A
m, where
Am stands for the set of words w “ a0a1 . . . am´1 over A of length |w| equal
to m (A0 consists only of the empty word). Fix N Q λ ě 2. By a substitution of
(constant) length λ we mean a map
θ : AÑ Aλ
which we also write as θpaq “ θpaq0θpaq1 . . . θpaqλ´1 for a P A. Via the concate-
nation of words, there is a natural extension of θ to a map from Am to Amλ (for
each m ě 1) or from A˚ to itself, or even from AZ to itself. In particular, we
can iterate θ k times:
A
θ
Ñ Aλ
θ
Ñ . . .
θ
Ñ Aλ
k
which can be viewed as the substitution θk (the kth-iterate of θ) of length λk:
θk : AÑ Aλ
k
.
The following formula is well-known and follows directly by definition:
(11) θk`ℓpaqj1λk`j “ θ
kpθℓpaqj1qj
for each a P A, j1 ă λℓ, j ă λk. Indeed, |θℓpaq| “ λℓ and consider θℓpaqj1 , i.e.
the j1-th letter in the word θℓpaq. We now let act θk on θℓpaq which transforms
letters in the word θℓpaq into blocks of length λk, in particular the j1-th letter of
θℓpaq becomes the j1-th block of length λk. So counting j-th letter in this block
is the same as counting pj1λk ` jq-th letter in θk`ℓpaq.
The subshift Xθ Ă A
Z is determined by all words that appear in θkpaq for
some k ě 1 and a P A:
(12) Xθ :“
 
x P AZ : for each r ă s, we have
xrr, ss “ θkpaqri, i` s´ r ´ 1s
for some k ě 1, a P A and 0 ď i ă λk ´ ps´ rqu.
That is, Xθ is closed and invariant for the left shift S acting on A
Z. Then,
clearly, we have
(13) Xθk Ă Xθ for each k ě 1.
Note also that for each a P A, there exist k, ℓ ě 1 such that
θkpaq0 “ θ
k`ℓpaq0
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from which we deduce that there are a letter a P A and ℓ ě 1 such that
(14) θℓpaq0 “ a0.
Hence, by iterating the substitution θℓ, we obtain a fixed point u P AN for
the map θℓ : AN Ñ AN. This, similarly to the RHS of (12) defines a subshift
Xu Ă A
Z for which we have Xu Ă Xθ, cf. Remark 1.2. In general, we do not
have equalities in (13), and (the more) Xu is a proper subshift of Xθℓ above.
The situation changes if we assume that θ is primitive, that is, when there exists
k ě 1 such that
(15) for each a P A the word θkpaq contains all letters from A.
Then, we have equalities in (13), and moreover, for each ℓ ě 1 if u P AN satisfies
θℓpuq “ u then Xu “ Xθ. Moreover, we have
Proposition 2.1. Assume that θ is a primitive substitution of constant length λ.
Then pXθ, Sq is minimal. Moreover, there exists exactly one invariant measure
µθ on Xθ.
In what follows, we assume that θ : A Ñ Aλ is primitive. Under this
assumption, it follows directly by the Perron-Frobenius theorem that, for any
letter a P A, the density
δa :“ lim
nÑ8
#tj ă λn : θnpa1qj “ au
λn
exists and is independent of a1 P A. More precisely, first, denote by Mpθq P
Z|A|ˆ|A| the incidence matrix of θ, i.e. Ma,a1pθq :“ |θpa
1q|a :“ the number of
occurrences of a in θpa1q. The vector pδaqaPA is then the unique right eigenvector
for the (maximal) eigenvalue λ, i.e.
(16) λ ¨ δa “
ÿ
a1PA
Mpθqa,a1 ¨ δa1
holds for all a P A and uniquely defines pδaqaPA, [36].
As θ is primitive, we can also assume that for some a0 P A, we have
(17) θpa0q0 “ a0.
By iterating θ at a0 we obtain u P A
N such that θpuq “ u (and Xu “ Xθ).
We now recall the definition of the height hpθq of θ following [36]. Therefore,
for k ě 0, set
(18) Sk “ Skpθq :“ tr ě 1 : urk ` rs “ urksu
and
gk :“ gcdSk.(19)
This allows us to define
hpθq :“ maxtm ě 1 : pm,λq “ 1,m|g0u.(20)
We list now some basic properties of h “ hpθq.
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1. 1 ď h ď |A|.
2. h “ maxtm ě 1 : pm,λq “ 1,m|gku for every k ě 0.
3. If, for j “ 0, . . . , h´ 1, we consider the set
Cj :“ turj ` rhs : r ě 0u,
then, by 2., the letter urjs can be equal to some urss only if s P Cj . Hence,
the sets Cj form a partition of A. If we identify, in u, the letters in the
same set Cj , j “ 0, . . . , h ´ 1, we thus obtain a periodic (of period h)
sequence (cf. (8)), and h is the largest integer ď |A|, coprime to λ, with
this property.
Moreover, if by Aphq we denote the set turmhpθq,mhpθq ` hpθq ´ 1s : m ě
0u Ď Ah (which is of course finite) then we can define η : Aphq Ñ pAphqqλ by
setting
ηpwq “ θpwqr0, hpθq ´ 1sθpwqrhpθq, 2hpθq ´ 1s . . . θpwqrpλ ´ 1qhpθq, λhpθq ´ 1s.
Then η turns out to be a primitive substitution and hpηq “ 1. Moreover, in view
of 3. above, as a (measure-theoretic) dynamical system, pXθ, µθ, Sq is isomorphic
to the hpθq-discrete suspension rS of pXη, µη, Sq. In what follows we will denote
η by θphq.
If θ is primitive than so is θk (for each k ě 1). Take now u a fixed point for
θ. This is also a fixed point of θk. Moreover, h “ hpθq “ hpθkq. It follows easily
that
(21) pθphqqk “ pθkqphq.
Note also that if pa0, . . . , ah´1q P A
phq then
θphqpa0, . . . , ah´1q “ θpa0qθpa1q . . . θpah´1q,
where the block on the RHS is dived into blocks of length h which are elements
of Aphq. The j-th such element (j ă λ) has the beginning at the position jh
which is of the form
jh “ iλ` y, 0 ď y ă λ
with i “ rjh{λs (and y “ jh´ iλ). It follows that if
θphqpa0, . . . , ah´1qj “ pb0, . . . , bh´1q
then b0 “ θpaiqjh´iλ. Replacing in this reasoning θ by θ
k and using (21), we
obtain the following: If pa0, . . . , ah´1q P A
phq, k ě 1, j ă λk and
pθphqqkpa0, . . . , ah´1qj “ pb0, . . . , bh´1q
then
(22) b0 “ θ
kpaiqjh´iλk , where i “ rjh{λ
ks.
Following [8], a substitution θ is called pure if θ “ θphq, i.e. if hpθq “ 1.
Denote by c “ cpθq the column number of θ. Recall its definition: we consider
iterations θk : A Ñ Aλ
k
and each time we consider sets tθkpaqj : a P Au for
j “ 0, . . . , λk´1, where θkpaq “ θkpaq0θ
kpaq1 . . . θ
kpaqλk´1. Then cpθq is defined
as the minimal cardinality (we run over k ě 1 and 0 ď j ď λk ´ 1) of such sets.
In what follows we will make use of the following observation.
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Lemma 2.2. Let θ : A Ñ Aλ be a primitive substitution with cpθq “ 1, then θ
is pure, i.e. we have hpθq “ 1.
Proof. By assumption, there exist a P A, k P N and 0 ď j ă λk such that
θkpxqj “ a for all x P A. Recalling that the fixpoint of θ is u we find that
urjs “ urj ` λks “ a. This shows that λk P Sjpθq and thus, gj | λ
k. As hpθq|gj
and is coprime with λ, we have hpθq “ 1.
In fact, more is true:
Lemma 2.3. Let θ : AÑ Aλ be a primitive substitution. Then
cpθq “ hpθq ¨ cpθphqq.
In particular, hpθq | cpθq.
This result seems to be a folklore but we could not find a proof of it in the
literature. We postpone the proof of Lemma 2.3 to Section 6.4.
The following result is well known for pure substitutions but a use of Lemma 2.3
yields the following:
Proposition 2.4. Assume that θ : AÑ Aλ is primitive. Then, as the measure-
theoretic dynamical system, pXθ, µθ, Sq is isomorphic to a cpθq-point extension
(cf. Remark 1.6) of the λ-odometer pHλ,mHλ , Rq.
Proof. We have an isomorphism of Xθ (we omit automorphisms and measures)
with ĆXθphq . If π : Xθphq Ñ Hλ denotes the factor map which is cpθphqq to 1
(a.e.), then π ˆ IdZ{hZ yields a factor map between the h-discrete suspensionsĆXθphq and ĂHλ. It is again cpθphqq to 1 (a.e.). However, in view of (10), the
suspension ĂHλ is isomorphic to the direct product Hλ ˆ Z{hZ.16 This makes
Hλ a factor of Xθ with (a.e.) fiber of cardinality cpθ
phqq ¨ h. The result follows
from Lemma 2.3.
As a matter of fact, whenever θ is primitive and hpθq “ 1, the system
pHλ, Rq represents the so called maximal equicontinuous factor of pXθ, Sq. The
corresponding factor map is usually seen in the following way: Each point x P Xθ
has a unique λt-skeleton structure. By that, one means a sequence pjtqtě1 with
0 ď jt ă λ
t ´ 1 for which, for each t ě 1, we have
xr´jt ` sλ
t,´jt ` ps` 1qλ
t ´ 1s “ θtpcsq
for each s P Z and some cs P A. Now, the map x ÞÑ pjtq yields the factor map
which we seek.
Notice also that if R Ă AˆA is an equivalence relation which is θ-consistent,
that is:
(23) pa, bq P R ñ pθpaqj , θpbqjq P R for each j “ 0, . . . , λ´ 1,
16The factor Hλ is represented in Hλ ˆ Z{hZ as the first coordinate σ-algebra and it is a
factor of ĄHλ represented by an invariant σ-algebra. However, because of ergodicity and the
fact that Hλ has discrete spectrum, there is only one invariant σ-algebra in ĄHλ representing
Hλ. The same argument shows that Hλ is a factor of Xθ in a canonical way.
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then we have the quotient substitution θR : A{RÑ pA{Rq
λ given by
θRprasq :“ rθpaq0s . . . rθpaqλ´1s
is correctly defined and the dynamical system pXθR , Sq is a (topological) factor
of pXθ, Sq. Let alone pXθR , µθR , Sq is a measure-theoretic factor of pXθ, µθ, Sq
(clearly, θR is primitive). A particular instance of a θ-consistent equivalence
relation R given by
pa, bq P R if and only if θpaq “ θpbq.
In this situation, the quotient dynamical system pXθR , Sq is in fact (topologi-
cally) isomorphic to pXθ, Sq. Therefore, no harm arises if we assume that
(24) θ is 1-1 on letters, i.e., θpaq ‰ θpbq whenever a ‰ b.
Finally, we assume that
(25) θ is aperiodic,
that is, there is a non-periodic element x P Xθ. In fact, since we assume that θ
is primitive, θ is aperiodic if and only if Xθ is infinite.
From now on, we consider only substitutions θ satisfying (15), (17), (24)
and (25). Often, we will additionally assume that θ is pure.
3 Proof of Theorem 0.1 (i)
This and Section 5 will be devoted to prove Theorem 0.1 in some particular
cases. We assume that cpθq “ 1, so according to Proposition 2.4 we deal (from
ergodic theory point of view) with discrete spectrum case.17 In fact, we will
prove even a stronger property.
So we have θ : A Ñ Aλ, and we assume that for some a P A, θpaq0 “ a.
Moreover, by replacing θ by its iterate if necessary, we can assume that
|t0 ď j ă λ : |tθpbqj : b P Au| “ 1u| :“ ℓ1 ě 1.
Hence, since u “ θpuq is a concatenation of words θpbq, b P A, in the interval
r0, λ´ 1s the number of positions j, for which urj ` sλs “ urjs for each s ě 1
is ℓ1. Let us pass to θ
2. We are interested in
ℓ2 :“
ˇˇ
t0 ď j ă λ2 ´ 1 : |tθ2pbqj : b P Au| “ 1u
ˇˇ
.
We have ℓ2 ě pλ´ ℓ1qℓ1 ` ℓ1λ. Inductively, if
ℓk´1 :“
ˇˇ
t0 ď j ă λk´1 ´ 1 : |tθk´1pbqj : b P Au| “ 1u
ˇˇ
then
(26) ℓk ě pλ ´ ℓ1qℓk´1 ` ℓ1λ
k´1.
17A prominent example in this class is the Baum-Sweet sequence given by the substitution
a ÞÑ ab, b ÞÑ cb, c ÞÑ bd and d ÞÑ dd. It is not hard to see tθ3pyq5 : y P ta, b, c, duu “ tdu.
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Moreover, by definition,
(27) the sequence ℓk{λ
k, k ě 1, is increasing.
In view of (26), we have
ℓk
λk
ě
λ´ ℓ1
λ
ℓk´1
λk´1
`
ℓ1
λ
,
and since, by (27), the sequence ℓk{λ
k is convergent, the above recurrence for-
mula implies
(28) lim
kÑ8
ℓk
λk
“ 1.
Note that an interpretation of ℓk is that it is the number of coordinates j for
j “ 0, 1, . . . , λk ´ 1 such that urj ` sλks “ urjs for each s ě 1.
Recall now the notion of Weyl rationally almost periodic sequences (WRAP).
A sequence pxrnsq P AN is WRAP if it is the limit of periodic sequences in the
Weyl pseudo-metric dW :
dW pz, z
1q “ lim sup
NÑ8
sup
mě0
1
N
ˇˇ
tm ď n ď m`N ´ 1 : zrns ‰ z1rnsu
ˇˇ
.
Now, (28) implies immediately that:
Proposition 3.1. If cpθq “ 1 then the fixed point u “ θpuq is WRAP, where
the periodic sequences can be chosen with period λk.
From the point of view of Möbius disjointness, dynamical systems pXx, Sq
given by WRAP sequences x have already been studied in [4] and it is proved
there that all continuous observables pfpSnyqq (for f P CpXxq) are orthogonal
to the Möbius function µ. But a rapid look at the proof in [4] shows that the
only property of µ used in it was the aperiodicity of µ (what is essential in the
proof is that all points y P Xx are also WRAP).
Corollary 3.2 ([4]). If x P AN is WRAP then for each bounded u : N Ñ C
which is aperiodic, we have
lim
NÑ8
1
N
ÿ
nďN
fpSnyqupnq “ 0
for all f P CpXxq and y P Xx. In particular, the above assertion holds for
substitutional dynamical systems with cpθq “ 1. 18
Remark 3.3. Theorem 0.1 (i) also follows from [10] but because the relations
between synchronized automata and substitutions with cpθq “ 1 do not seem to
be explained explicitly in literature, we gave a more general and direct argument.
18The automatic sequences given by observables in case cpθq “ 1 represent so called syn-
chronized case in [35].
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4 More ergodic theory prerequisites
4.1 Essential centralizer
Assume that T is an ergodic19 automorphism of pY, C, νq. By the centralizer
CpT q of T we mean the group of all invertible automorphisms V P Aut pY, C, νq
commuting with T . Clearly, tT n : n P Zu is a normal subgroup of CpT q and
the group ECpT q :“ CpT q{tT n : n P Zu is called the essential centralizer of T .
Lemma 4.1. Assume that ECpT q is finite and CpT q “ CpT pq for all sufficiently
large p P P. Then, for all sufficiently large p, q P P, p ‰ q, the automorphisms
T p and T q are not isomorphic.
Proof. Since ECpT q is finite, we have
CpT q “ tT nVi : n P Z, i “ 0, 1, . . . ,Ku,
where V0 “ Id and Vi P CpT qztT
j : j P Zu for i “ 1, . . . ,K. For i “ 1, . . . ,K,
let mi ě 1 be the smallest natural number such that V
mi
i P tT
j : j P Zu (of
course mi is precisely the order of the coset given by Vi in CpT q{tT
j : j P Zu).
In what follows, we consider only prime numbers p, q which are dividing no
mi for i “ 1, . . . ,K. Suppose that for p ‰ q (sufficiently large) we have an
isomorphism of T p and T q. As obviously T q has a q-root, it follows that there is
a root of degree q of T p, i.e. there existsW P Aut pY, C, νq such thatW q “ T p.20
Now, W P CpT pq, hence (by assumption) W P CpT q. It follows that, for some
n P Z and 0 ď i ď K, W “ T n ˝ Vi, whence W
q “ pT n ˝ Viq
q and we obtain
V
q
i “ T
p´nq
which, if i ‰ 0, is impossible as q is coprime to mi and if i “ 0, T
p “ T nq which
yields q|p (or p “ 0 if n “ 0), a contradiction.
Remark 4.2. Notice that in the above proof, in fact we proved that T p cannot
be isomorphic to U q with U P Aut pY, C, νq, in other words, we proved that T p
cannot have a q-root.
4.1.1 Centralizer of h-discrete suspensions
We assume that T P AutpY, C, νq and let rT denote its h-discrete suspension,
see (6) and (7). Note that whenever V P CpT q, the formula V py, jq :“ pV y, jq
for py, jq P rY defines an element of the centralizer of rT . In fact, we have the
following:
Proposition 4.3 (Cor. 1.4 in [7]). If T P AutpY, C, νq is ergodic then Cp rT q “
tV ˝ rTm : V P CpT q,m P Zu.
It follows immediately from Proposition 4.3 that:
Corollary 4.4. If T P AutpY, C, νq is ergodic and ECpT q is finite, also ECp rT q
is finite.
19We assume also that T is aperiodic: for ν-a.e. y P Y , the map m ÞÑ Tmy is one-to-one on
Z.
20Note that if τ is an automorphism and τ “ σq for another automorphism σ, then σ P Cpτq
as σ ˝ τ “ σ ˝ σq “ σq ˝ σ “ τ ˝ σ.
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4.1.2 Essential centralizer of substitutions of constant length
The result below has been proved by Host and Parreau in [22] for pure sub-
stitutions of constant length. However, taking into account Corollary 4.4 and
the fact that each substitutional system is an h-discrete suspension of its pure
basis (which is also given by a substitution of constant length), see Section 2,
we obtain the following21 result.
Theorem 4.5 ([22]). Let θ be a primitive substitution of constant length. Then
(remembering that pXθ, Sq is uniquely ergodic), ECpSq is finite if and only if
cpθq ą hpθq.
Remark 4.6. If cpθq “ hpθq (in particular, if cpθq “ 1) then we are in the
synchronizing case. Thus, the spectrum of the corresponding dynamical system
is discrete. Therefore, the essential centralizer is uncountable. In fact, Sp is
isomorphic to Sq for all sufficiently large p, q P P.
Remark 4.7. Assume that V : AÑ A is a bijection “commuting” with θ:
(29) θpV paqqj “ V pθpaqjq
for each j “ 0, 1, . . . , λ ´ 1. Then, we claim that V has a natural extension to
a homeomorphism V : Xθ Ñ Xθ so that S ˝ V “ V ˝ S. Indeed, treat V as a
1-code map on AZ (so obviously, it commutes with the shift). Clearly, we only
need to show that
y P Xθ ñ V y P Xθ.
Now, for each i ď j, yri, js “ θkpaqrm,m` pj ´ iqs for some a P A, k ě 1 and
m ě 0. It follows from (29) that
pV yqri, js “ V θkpaqrm,m` pj ´ iqs “ θkpV aqrm,m` pj ´ iqs
and the claim follows. Note that if θ is primitive, then V : Xθ Ñ Xθ preserves
µθ, so V P CpSq.
4.2 Joinings of powers of finite extensions of odometers
Lemma 4.8 ([13]). Assume that T acting on pY, C, νq is ergodic (aperiodic) and
has discrete spectrum. Let ϕ : Y Ñ G be a cocycle with G finite. Assume that
Tϕ is ergodic. Moreover, assume that for p P P large enough the corresponding
group extension pTϕq
p
is also ergodic.22 Then for p P P large enough, we have
CpTϕq “ C ppTϕq
pq.
Using Lemmas 4.1 and 4.8, we obtain the following.
Proposition 4.9. Assume that Tϕ is an ergodic G-extension (G a finite group)
T P Aut pY, C, νq with discrete spectrum, so that ECpTϕq is finite. Assume
moreover that pTϕq
p is ergodic for all p P P sufficiently large. Then pTϕq
p and
pTϕq
q are not isomorphic for all p, q P P which are different and large enough.
21For the particular instance of bijective substitutions, the result was proved to hold slightly
earlier in [27].
22This assumption requires small spectrum of UT .
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In case of odometers, we can prove more. Assume that R is the odometer
given by λ (that is, R P Aut pHλ,mHλq is ergodic, has discrete spectrum and the
eigenvalues are roots of unity of degree λk, k ě 1). Consider p, q P P relatively
prime with λ. Then R is isomorphic to Rp (also to Rq), so Rp is isomorphic to
Rq. Recall also that the only ergodic joinings between Rp and Rq are given by
the graphs of isomorphisms between Rp and Rq.
Proposition 4.10. Assume that R is the λ-odometer. Let ϕ : Hλ Ñ G be a
cocycle with G finite, so that Rϕ is ergodic, and pRϕq
p is also ergodic for p P P
large enough. Assume moreover that ECpRϕF q is finite for each proper subgroup
F Ă G.23 Then, for each different p, q P P large enough, the only joinings24
between pRϕq
p and pRϕq
q that project onto ergodic joinings of Rp and Rq are
relatively independent extensions of the projections.
Proof. A general theory of groups extensions (see e.g. [28], [34]) tells us that if
ρ P JeppRϕq
p, pRϕq
qq “ JepRp
ϕppq
, R
q
ϕpqq
q
then there exist F1, F2 Ă G normal subgroups of G such that an isomorphism
W between Rp and Rq (we have assumed that ρ|HλˆHλ is the graph of W ) lifts
to an isomorphism ĂW of the factors given by Hλ ˆG{F1 and Hλ ˆG{F2. But
R
p
ϕppqF1
“ pRϕF1q
p. Moreover, F1, F2 depend on p, q but altogether we have
only finitely many possibilities for F1, F2. Assume that F1 is a proper subgroup
of G. We use our assumption and Lemma 4.1 together with Remark 4.2 to
get a contradiction. It follows that we can obtain only relatively independent
extensions of graphs as joinings between pRϕq
p and pRϕq
q whenever p ‰ q are
large enough.
Remark 4.11. By Mentzen’s theorem [33] on (partly continuous spectrum)
factors of substitutions of constant length, when Rϕ is given by a substitution
(non-synchronizing, primitive) then the natural factors RϕF for F proper sub-
group of G are also (up to measure-theoretic isomorphism) substitutions (cf.
Footnote 23), so the assumptions of Proposition 4.10 will be satisfied.
4.3 Strategy of the proof of the main result
To prove Theorem 0.1, we first show that each substitutional system pXθ, Sq
is a topological factor of another substitutional system pXpΘ, Sq, where, from
the measure-theoretic point of view, the system pXpΘ, Sq, which is uniquely er-
godic, is isomorphic to Rϕ satisfying the assumption of Proposition 4.10, see
Remark 4.11. Moreover, we will show that the odometer of the original substi-
tutional system is R.
Let pHλ, Rq denote the λ-odometer associated with pXpΘ, Sq. If the height
of pΘ is one, the λ-odometer is the maximal equicontinuous factor25 of pXpΘ, Sq.
Hence, there is a continuous equivariant map π : XpΘ Ñ Hλ. Moreover, the
following observation we already used in the proof of Lemma 1.7:
23 We recall that the factor, as automorphism, is given byRϕF px, gF q “ pRx, ϕpxqgF q. Note
that, when applied to substitutions, this assumption requires Hλ to represent the Kronecker
factor, cf. Remark 4.6. However, if we replace Hλ by Hλ ˆ Z{hZ, this assumption is satisfied
and the proof of Proposition 4.10 remain the same.
24Note that we drop the assumption of ergodicity, cf. the second part of Lemma 1.4.
25If hppΘ ą 1 then we must replace Hλ with Hλ ˆ Z{hZ.
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Lemma 4.12. Take different p, q P P sufficiently large. Then, for each y P Hλ,
the point py, yq is generic for an ergodic Rp ˆ Rq invariant measure κ, i.e. for
each F P CpHλ ˆHλq, we have
1
N
ÿ
nďN
F pRpny,Rqnyq Ñ
ż
HλˆHλ
F dκ.
.
It follows that py, yq is generic for κ “ pmHλqW , the graph joining given by
an isomorphism W between Rp and Rq.
Take any x P XpΘ. We study now the sequence (p ‰ q sufficiently large)
1
N
ÿ
nďN
δpSpˆSqqnpx,xq, N ě 1.
Any of its limit points yields a joining ρ P JppRϕq
p, pRϕq
qq. Now, ρ|HλˆHλ is
precisely obtained as the limit of
1
Nk
ÿ
nďNk
δpRpˆRqqnpπpxq,πpxqq,
for a relevant subsequence pNkq. But we have already noticed that any such
limit must be an ergodic joining of Rp and Rq, hence it is a graph. Now, we
use our results to obtain that the limit of 1
Nk
ř
nďNk
δpSpˆSqqnpx,xq also exists
and it is the relatively independent extension of the underlying graph joining
between Rp and Rq. We have proved the following.
Proposition 4.13. If different p, q P P are large enough, then the set
tρ P JpSp, Sqq : ρ “ lim
kÑ8
1
Nk
ÿ
nďNk
δpSpˆSqqnpx,xq for some Nk Ñ8u
is contained in the set of relative products over the graphs of isomorphisms
between Rp and Rq.26
Assume now that
(30) F P CpXpΘq and F K L2pπ´1pBpHλqqq.
Again, fix x P XpΘ. We have
1
Nk
ÿ
nďNk
F pSpnxqF pSqnxq Ñ
ż
XxΘˆXxΘ
F b F dρ “
ż
HλˆHλ
EpF b F |Hλ ˆHλq dρ|HλˆHλ “
ż
Hλ
EpF |Hλq ¨ EpF |Hλq ˝W dρ “ 0.
by the definition of the relative product.
The only thing which is missing now is to be sure that we have sufficiently
many functions F satisfying (30). In fact, we aim at showing that pXpΘ, Sq has a
26In fact, by Lemma 4.12, it follows that each point px, xq is generic.
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topological factor pXθ1 , Sq, which measure-theoretically is equal to pHλ, Rq and
for each F P CpXpΘq, we have
(31) F “ F 1 ` F 2,
where F 1 P CpXθ1q (with some abuse of notation), and F
2 K L2pπ´1pBpHλqqq
(of course, F 2 is also continuous). This will allow us to conclude the proof of
Theorem 0.1 using Theorem 1.8 for F 2 and dealing separately with F 1.
In the bijective case, the existence of a “good” pΘ is known, see Section 5
below: in pXpΘ, Sq we have many “good” continuous function, as the Kronecker
factor of pXpΘ, Sq has a “topological” realization (see [13]). However, in the
general case such an approach seems to be unknown, and in Section 6, we will
show a new general construction of an extension of a substitutional system in
which we will see sufficiently many continuous functions satisfying (30).
5 Proof of Theorem 0.1 in the bijective and quasi-
bijective case
A substitution θ : A Ñ Aλ is called quasi-bijective27 if for all n ě n0 and all
j P t0, . . . , λn ´ 1u, we have
cpθq “ |tθnpaqj : a P Au|.
If, additionally, cpθq “ |A|, then we speak about a bijective28 substitution (some-
times, such a substitution is also called invertible). The proof of Theorem 0.1
in the bijective case is provided in [13]. The proof is also provided in [13] for
the Rudin-Shapiro substitution and the proof can be repeated for some other
quasi-bijective substitutions. The proof of Theorem 0.1 covers the general case.
6 Substitutions of constant length - one more
point of view
6.1 Substitution joinings of substitutional systems
Assume that we have two substitutions θ : A Ñ Aλ and ζ : B Ñ Bλ. Assume
that
(32) A Ă Aˆ B, pApAq “ A, pBpAq “ B,
where pA, pB stand for the projections on A and B, respectively. Moreover, we
assume that
(33) pa, bq P A ñ pθpaqj , ζpbqjq P A
for each j “ 0, . . . , λ´ 1. Then it is easy to see that the formula
(34) Σpa, bq “ pθpaq0, ζpaq0qpθpaq1, ζpaq1q . . . pθpaqλ´1, ζpaqλ´1q
27The Rudin-Shapiro substitution is a prominent example of a quasi-bijective substitution
which is not bijective.
28Even for a bijective substitution, the height can be ą 1, see Example 3 in [33]. Also,
substitution pΘ in Example 6.4 enjoys the same properties.
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defines a substitution Σ : AÑ Aλ of length λ. We can also use notation:
Σ “ θ _ ζ.
Remark 6.1. We note that in general the above Σ need not be primitive, that
is, it does not necessarily satisfy (15). Indeed, consider for example ζ “ θ and
then take for A the product set A ˆ A. On the other hand, the “diagonal”
A :“ tpa, aq : a P Au yields a primitive substitution (clearly isomorphic to θ).
In order to see a less trivial primitive example, consider A “ t0, 1, 2u and
ζ “ θ, where (see the last example in Section 2 [8])
0 ÞÑ 010, 1 ÞÑ 102, 2 ÞÑ 201
with A “ tp0, 1q, p1, 0q, p0, 2q, p2, 0qu, which gives a primitive substitution differ-
ent from the “diagonal” one.29 If we slightly change the definition of θ, namely:
0 ÞÑ 010, 1 ÞÑ 201, 2 ÞÑ 102
(which is still primitive with c “ h “ 2) then Σ is primitive but (17) is not
satisfied.
Remark 6.2. Note that XΣ is a topological joining of Xθ and Xζ . Indeed, up
to a natural rearrangement of coordinates, Xθ_ζ Ă Xθ ˆXζ . Then, for every
px, yq P XΣ, the orbits of x and y are dense in Xθ and Xζ, respectively.
30 Now,
the image of the natural projection px, yq ÞÑ x is contained inXθ and if θpuq “ u,
ζpvq “ v then pθ _ ζqpu, vq “ pu, vq (after a rearrangement of coordinates). So
u is in the image of pXθ px, yq “ x and therefore
(35) pXθ : Xθ_ζ Ñ Xθ, pXζ pXθ_ζq “ Xζ.
Since pXθ is continuous and equivariant, it settles a topological factor map
between the relevant substitutional systems.
Definition 6.1. We call Σ a substitution joining of θ and ζ if Σ satisfies (15)
and (17) (note that (24) and (25) are satisfied automatically as θ, ζ are substi-
tutions).
6.2 Joining with the synchronizing part
In general, when dealing with the dynamical system given by a substitution of
constant length, we would like to see its Kronecker factor as a topological factor
realized “in the same category of objects”, that is, realized by another substi-
tution. This is not always possible, even in the class of bijective substitutions,
see Herning’s example [21]. For the purpose of orthogonality with an arithmetic
function u, we need however only an extension of the original substitution which
is given by another substitution (of the same length) and require that in the
extended system we have a “good” realization of the Kronecker factor. This is
done by a joining of θ with its synchronizing part.
29It is not hard to see that in this example, θ is primitive and cpθq “ 2. If by u we denote
the fixed point of θ obtained by the iterations of 0, then S0 “ 2N, so g0 “ 2 and hence
hpθq “ 2 “ cpθq. This means that the dynamical system pXθ , µθ , Sq has discrete spectrum
and hence since Σ is also primitive, as measure-theoretic dynamical systems, pXθ , µθ , Sq and
pXΣ, µΣ, Sq are isomorphic, cf. (5).
30This follows by the minimality of pXθ , Sq and pXζ , Sq, respectively.
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6.2.1 Synchronizing part of θ
Given a substitution θ : AÑ Aλ, set
X pθq “ X :“ tM Ă A : M realizes the column number of θu,
i.e. there exist kM ě 1, jM P t0, . . . , λ
kM ´ 1u such that
M “ tθkM paqjM : a P Au, |M | “ cpθq.
We can assume without loss of generality that kM “ kM 1 for all M,M
1 P X .
Note that when M P X then for each j “ 0, . . . , λ´ 1, we have
|θpMqj | “ cpθq,
where by θpMqj we denote the set tθpaqj : a PMu. It follows that the formula
(36) rθpMq “ θpMq0θpMq1 . . . θpMqλ´1
defines a substitution rθ : X Ñ X λ.
Proposition 6.3. Substitution rθ has the following basic properties:
(i) cprθq “ 1.
(ii) rθ is primitive.
(iii) hprθq “ 1.
Proof. For (i), let M P X and suppose that θkM pAqjM “ M . Then, for each
M 1 P X , we have θkM pM 1qjM “ M . The validity of (ii) follows by the same
argument. Finally, (iii) follows from Lemma 2.2.
Definition 6.2. We call rθ the synchronizing part of θ.
Also, note that
(37)
ď
MPX
M “ A.
Indeed, fix M P X and let a P A. Take any x P M and (by primitivity)
choose k ě 1 so that θkpxqj “ a for some 0 ď j ă λ
k. Then a P rθkpMqj andrθkpMqj P X .
Remark 6.4. If the union in (37) is additionally a partition, then we obtain
an equivalence relation on A which is θ-consistent (cf. (23)) and the dynamical
system pXrθ, Sq is a topological factor of pXθ, Sq. However, in general, there is
no reason for pXrθ, Sq to be a topological factor of pXθ, Sq.
Note that, in general, the union in (37) is not a partition as the following
example shows.
Example 6.1. Consider the following substitution θ:
θpaq “ ab
θpbq “ ca
θpcq “ ba.
(38)
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By looking at θ3, we see that θ is primitive. Moreover, straightforward compu-
tations give that cpθq “ 2 and hpθq “ 1. In fact, X “ tta, bu, ta, cuu. Therefore,
the union in (37) is not a partition.
Note that the first column of (38) and all its iterates yields set ta, b, cu, so θ
is not quasi-bijective.
Furthermore by replacing ta, bu by 0 and ta, cu by 1, we compute rθ:
rθp0q “ 10rθp1q “ 00.
We also have the following result:
Proposition 6.5. Let θ : AÑ Aλ be a substitution. Then:
(39) θ is bijective if and only if rθ is trivial.
(40)
θ is quasi-bijective if and only if Xrθ is finite, i.e.
a fixed point ru of rθ is periodic.
Proof. First of all, (39) follows directly from (37). Let us pass to the proof
of (40).
ñ: We assume that θ is quasi-bijective, i.e. for all n ě n0 and all j ă λ
n,
we have
|θnpAqj | “ cpθq.
We define Mj :“ θ
n0pAqj and it follows immediately that rθn0pMqj “Mj for all
M P X . Let ru be a fixed point of rθ. Now, for i ě 0 and 0 ď j ă λn0 , we find
that (use (11) letting ℓÑ8),
rurj ` iλn0 s “ rθn0pruqrj ` iλn0 s “ rθn0prurisqj “Mj ,
which shows that ru is periodic (in fact, λn0 is a period of ru).
ð: Let ru be a periodic fixed point of rθ with period p. First, we claim thatru is also periodic with period λn0 for some n0 ě 0. Indeed, by Proposition 3.1
(and Proposition 6.3), it follows that, in the Weyl pseudo-metric dW , we can
approximate ru by periodic sequences that have period λn. Thus, there exists a
λn0 -periodic sequence v such that
dW pru, vq ă 1
2p
.
By basic properties of dW , we obtain
dW pS
λn0 pruq, Sλn0 pvqq ď dW pru, vq ă 1
2p
.
Hence, the triangle inequality implies
dW pru, Sλn0 pruqq ă 1
p
.
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Since ru and Sλn0 pruq are both p-periodic functions with distance less that 1{p,
they must coincide and the claim follows.
As, by Proposition 6.3, rθ is primitive, there exists n ě 0 such that for each
M P X , we can find j1 ă λ
n such that rθnprur0sqj1 “ M . Moreover, for all
j0 ă λ
n0 and all j ă λn (use (11) and j0 ` jλ
n0 ă λn`n0), we have
rurj0s “ rurj0 ` jλn0 s “ rθn`n0pruqrj0 ` jλn0 s “rθn`n0prur0sqrj0 ` jλn0 s “ rθn0prθnprur0sqjqj0 .
Letting j “ j1, this shows that rθn0pMqj0 “ rurj0s for all M P X , j0 ă λn0 .
As X covers A in view of (37), this shows that for all j0 ă λ
n0 , we haverθn0pAqj0 “ rurj0s and, therefore,
|rθn0pAqj0 | “ cprθq,
which concludes the proof.
Remark 6.6. It follows from Propositions 6.3 and 6.5 that once θ is not quasi-
bijective, pXrθ, Sq is a “realization” of pHλ, Rq.
6.2.2 Joining θ with its synchronizing part
Define
X :“ tpa,Mq : a PM,M P X u Ă Aˆ X .
Now, in view of (37), the first compatibility condition (32) immediately follows.
If pa,Mq P X then a P M , so for each j “ 0, . . . , λ ´ 1, we have θpaqj P
θpMqj , and in view of (36), θpaqj P rθpMqj . Therefore, the second compatibility
condition (33) also follows.
Set
Θ :“ θ _ rθ : X Ñ X λ,
Θpa,Mq “ pθpaq0, rθpMq0qpθpaq1, rθpMq1q . . . pθpaqλ´1, rθpMqλ´1q.
Remark 6.7. Although, by primitivity, we can assume that there are a P A
andM P X such that θpaq0 “ a and rθpMq0 “M , it may happen that (17) is not
satisfied for Θ. However, as it does for any substitution of constant length, there
exists some k P N such that Θk “ θk _ rθk 31 satisfies (17). Since the following
proposition shows that Θ satisfies (15), which assures us that XΘ “ XΘk , we
can assume without loss of generality that Θ satisfies (17).
Proposition 6.8. Substitution Θ is primitive and hpΘq “ hpθq.
Proof. We first show that Θ is primitive. Let pa1,M1q, pa2,M2q P X . By the
definition of rθ, it follows that there are some k P N, j ă λk such that θkpAqj “
M2. Hence, rθkpMqj “ M2 for every M P X . This ensures that there exists
a P A such that θkpaqj “ a2. Using the primitivity of θ, choose k
1 P N and
j1 ă λk
1
so that θk
1
pa1qj1 “ a. We define M :“ rθk1 pM1qj1 and using (11), we
obtain
Θk`k
1
ppa1,M1qqj1λk`j “ Θ
kpΘk
1
ppa1,M1qqj1 qj
“ Θkppa,Mqqj “ pa2,M2q
31 We always have Θk “ pθ _ rθqk “ θk _Ăθk “ θk _ rθk.
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which shows that Θ is primitive.
Let us denote by u a fixed point of θ, by v a fixed point of Θ, where ur0s “
a0, vr0s “ pa0,M0q. According to (18), if we set
Skpθq “ tr ě 1 : urk ` rs “ urksu,
then
hpθq “ maxtm ě 1 : pm,λq “ 1,m | gcdSku,
for all k ě 0.
We recall also that in the first part of the proof we showed that for pa1,M1q “
pa2,M2q “ pa0,M0q (and using (11)), we obtain that
Θk`k
1
ppa0,M0qqj1λk`j “ pa0,M0q
for any k1 P N, j1 ă λk
1
such that θk
1
pa0qj1 “ a. Since, ur0, λ
k1´1s “ θk
1
pa0q, the
above means that there exists k P N, j ă λk such that for all j1 with urj1s “ a,
we have vrj1λk ` js “ pa0,M0q. We denote by j
1
0 the smallest such j
1. Thus, we
find
λk ¨ Sj1
0
pθq Ă Sj1
0
λk`jpΘq.
This implies that gcdSj1
0
λk`jpΘq | λ
k gcdpSj1
0
pθqq, and, therefore, hpΘq | hpθq.
Moreover, by Lemma 6.18 (below), we obtain that hpθq | hpΘq, which completes
the proof.32
Remark 6.9. Note that from the measure-theoretic point of view, the substitu-
tional system pX
θ_rθ, µθ_rθ, Sq (which is an extension of pXθ, µθ, Sq) is isomorphic
to pXθ, µθ, Sq. Indeed, by the unique ergodicity of pXθ_rθ, Sq, it represents an
ergodic joining of pXθ, µθ, Sq and pXrθ, µrθ, Sq and the latter system has discrete
spectrum contained in the discrete spectrum of pXθ, µθ, Sq. By ergodicity, the
only such a joining is graphic. We will detail on this soon.
Hence, using Proposition 6.8, the above remark and the ergodic interpreta-
tion of the column number, cf. Proposition 2.4, we obtain the following (which
is also an immediate consequence of Lemma 6.1833):
Corollary 6.10. For a substitution θ : AÑ Aλ, we have cpΘq “ cpθq.
Remark 6.11. Note also that pXrθ, Sq is a topological factor of pXθ_rθ, Sq via
the map:
pxn,MnqnPZ ÞÑ pMnqnPZ.
Assume that M P X . As, for each j “ 0, . . . , λ ´ 1, the set tθpaqj : a P Mu
has cpθq elements, we obtain the following:
Lemma 6.12. Substitution θ _ rθ has the following property: for each M P X ,
we have pθ _ rθqp¨,Mqj is bijective for each j “ 0, . . . , λ´ 1.34
Remark 6.13. In this way, using joinings, we explained one of the strategies
in [35] which consists in representation of each automatic sequence as a “com-
bination” of the synchronized and relatively invertible parts.
32Alternatively, hpθq|hpΘq follows from the fact that pXθ, Sq is a topological factor of
pXΘ, Sq.
33Indeed, as cprθq “ 1, Lemma 6.18 shows that cpθq ď cpΘq ď cpθq.
34More precisely, it is bijective on a set whose cardinality is cpθq, i.e., a bijection from M
to rθpMqj .
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6.2.3 Description of the subshift pX
θ_rθ, Sq
Each point of the spaceX
θ_rθ is of the form pxn,MnqnPZ, whereM :“ pMnq P Xrθ
with Mn P X , and x “ pxnq P Xθ, so for each n P Z, xn P Mn Ă A. More than
that, like every substitutional system, such a point must have its (unique) λt-
skeleton structure pjtqtě1 on which we will detail more. First of all, by the
definition of θ _ rθ, pjtq must be the λt-skeleton structure of both M and x (we
strongly use here that the skeleton structure is unique; for that, we need that
the substitution θ˜ is non-trivial, in other words the argument makes no sense if
θ is quasi-bijective).
So pjtqtě1 is the λ
t-skeleton structure of M P Xrθ: for each t ě 1, we have
M r´jt ` sλ
t,´jt ` ps` 1qλ
t ´ 1s “ rθtpRsq
for each s P Z and some Rs P X . Fix t ě 1 and consider s “ 0. We have
M r´jt,´jt ` λ
t ´ 1s “ rθtpR0q
and X Q R0 “ tr0, . . . , rc´1u, where c “ cpθq and rj P A. Hence
(41) rθtpR0q “
θtpr0q0 . . . θ
tpr0qjt . . . θ
tpr0qλt´1
θtpr1q0 . . . θ
tpr1qjt . . . θ
tpr1qλt´1
. . . . . . . . . . . . . . .
θtprc´1q0 . . . θ
tprc´1qjt . . . θ
tprc´1qλt´1,
where the columns “represent” sets in X . We look at rθtpR0qjt the jt-th element
of rθtpR0q which is “represented” by the jt-th column of the matrix above and is
equal to M0 (the zero coordinate of M). Now, x0 PM0, hence x0 “ θ
tprℓqjt for
a unique 0 ď ℓ ď c´ 1. Moreover, xr´jt,´jt ` λ
t ´ 1s “ θtprℓq. Hence, unless
jt “ λ
t ´ 1, x0 determines x1.
Note that, we can reverse this reasoning in the case:
(42) minpjt, λ
t ´ jt ´ 1q Ñ 8.
Indeed, in this case, given M , we can choose x0 P M0 arbitrarily, and then
successively fill in the second coordinate by placing there the ℓ-th row in the
matrix (41), where x0 “ θ
tprℓqjt . This shows that over all M P Xrθ we have
c points px,Mq P X
θ_rθ whenever the λt-skeleton of M satisfies (42). What
remains are points for which
either jt`1 “ jt or λ
t`1 ´ jt`1 ´ 1 “ λt ´ jt ´ 1 for t ě T .
When projected down to the maximal equicontinuous factor, this condition de-
fines a countable set, in particular, of (Haar) measure zero. For the unique
measure µrθ we have hence a.e. a c-point extension. For M which do not sat-
isfy (42), we need (at most) two coordinates for x to determine all other, so the
fibers have at most c2 elements.
Example 6.2. Let A “ ta, b, c, du. We consider the following substitution
θ : AÑ A4:
θpaq “ adda, θpbq “ bccb
θpcq “ abbc, θpdq “ baad.
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It is not hard to see that θ is pure and c “ 2,X “ tM0,M1u, where M0 “ ta, bu
and M1 “ tc, du. Moreover, rθpM0q “M0M1M1M0rθpM1q “M0M0M0M1.
Let us now consider the blockM
p0q
“M0M0 P X
2, which we write asM
p1q
´1M
p1q
0 .
Acting on it by rθ, we obtain
M
p1q
“ rθpM0qrθpM0q “M p1q´4 . . .M p1q´1M p1q0 . . .M p1q3 .
By iterating this procedure and passing to the limit, we obtain a two-sided se-
quence which is a fixed point for rθ and which we denote byM “ rθ8pM0q.rθ8pM0q,
the “dot” indicating the zero position of the sequence. A similar procedure can
be made on the θ-side, starting with a.a, a.b, b.a and b.b. It is not hard to see
that, up to a natural rearrangement of coordinates, the following four points
pθ8paq.θ8paq,Mq, pθ8paq.θ8pbq,Mq, pθ8pbq.θ8paq,Mq, pθ8pbq.θ8pbq,Mq are
members of X
θ_rθ. It follows that the fiber over M has four points.
6.3 Toward a skew-product measure-theoretic representa-
tion - making the relative invertibility clearer
In this part we want to rename the alphabet of Θ to get a new substitution,
which makes the invertible part easier to handle. Namely, our new alphabet
will be the set t0, . . . , c ´ 1u ˆ X , where c “ cpθq. The only thing we need is
to give a “good” identification of t0, . . . , c´ 1u ˆM with tpa,Mq : a PMu (for
M P X ). We start by giving a classical example.
Example 6.3 (Rudin-Shapiro sequence). We consider the Rudin-Shapiro sub-
stitution θ defined by A “ ta, b, c, du and
a ÞÑ ab, d ÞÑ dc
b ÞÑ ac, c ÞÑ db.
We find that X “ tta, du, tb, cuu and consequently for Θ, we have:
pa, ta, duq ÞÑ pa, ta, duqpb, tb, cuq, pd, ta, duq ÞÑ pd, ta, duqpc, tb, cuq
pb, tb, cuq ÞÑ pa, ta, duqpc, tb, cuq, pc, tb, cuq ÞÑ pd, ta, duqpb, tb, cuq.
Let us now fix a partial ordering on A that is complete on everyM P X , e.g., a ă
b, c ă d. Thus, we can identify pa, ta, duq – p0, ta, duq and pd, ta, duq – p1, ta, duq
as a is the smallest element of ta, du and d is the second smallest element. This
gives the new substitution rΘ : t0, . . . , c´ 1uˆX Ñ pt0, . . . , c´ 1uˆX qλ: which
in our example is given by:
p0, ta, duq ÞÑ p0, ta, duqp0, tb, cuq, p1, ta, duq ÞÑ p1, ta, duqp1, tb, cuq
p0, tb, cuq ÞÑ p0, ta, duqp1, tb, cuq, p1, tb, cuq ÞÑ p1, ta, duqp0, tb, cuq.
Note that rθ is very simple in this example, as identifying ta, du with M0
and tb, cu with M1, gives rθpM0q “ M0M1 and rθpM1q “ M0M1, so we obtain
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a periodic sequence. We obtain the classical Rudin-Shapiro sequence by con-
sidering the fixpoint of rΘ and then applying the projection pi,Mq ÞÑ i. (We
emphasize that the classical Rudin-Shapiro sequence itself is not a fixpoint of a
substitution.)
We will be dealing with θ which is not quasi-bijective (which, via Proposi-
tions 6.3 and 6.5, guarantees that pXrθ, Sq “captures” the whole discrete spectrum
of pHλ,mHλ , Rq). We repeat the above construction: fix a partial order on A
that is complete on everyM P X and identify pa,Mq with pj,Mq if the ordering
of the elements in M according to the ordering on A restricted to M yields a
as the pj ` 1q-th smallest element and rewrite instructions using the alphabet.
This yields the substitution
rΘ : t0, . . . , c´ 1u ˆ X Ñ pt0, . . . , c´ 1u ˆ X qλ.
The second coordinate is still rθ which corresponds to the synchronizing part
and can be defined independently of the first coordinate. The first coordinate
(which now depends on the second coordinate), gives the “invertible part”.
Lemma 6.14. rΘ is primitive, hprΘq “ hpθq and cprΘq “ cpθq.
Proof. As rΘ is obtained by renaming the alphabet of Θ, this follows immediately
from Proposition 6.8 and Corollary 6.10.
Remark 6.15. A point in the space XrΘ is of the form pyn,MnqnPZ with yn P
t0, . . . , c´ 1u and there is an equivariant map between XrΘ and Xθ_rθ given by
(43) pyn,Mnq ÞÑ pzn,Mnq,
where zn P Mn is the pyn ` 1q-th letter in the ordering on Mn. Composing
this map with the projection on the first coordinate yields the topological factor
pXθ, Sq.
The projection of (43) on the second coordinate yields the factor pXrθ, Sq.
According to Subsection 6.2.3, we can now represent pXrΘ, µrΘ, Sq as a skew
product over pXrθ, µrθ, Sq using the following: first
identifying pin,MnqnPZ with ppMnqnPZ, i0q P Xrθ ˆ t0, . . . , c´ 1u
(which is possible for allM “ pMnqnPZ satisfying (42), cf. Subsection 6.2.3) and
then setting
(44) pM, i0q ÞÑ pSM, σM pi0qq,
where σM (in fact, it is σM0) is a permutation of t0, . . . , c ´ 1u determined
by M0: we come back to the matrix (41) in which M0 is represented as the
jt-th column. The next column is representing M1, and if we have z0 (which
belongs to M0 and corresponds to i0) in the i0-th row then z1 is just the next
element in the same row. Now, the elements in the jt-th column have their
names in t0, . . . , c ´ 1u and this is the same for pjt ` 1q-st column. Hence σM
is a permutation of t0, . . . , c´ 1u sending an element in the jt-th column to the
neighboring one in the next column.
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Remark 6.16. As from the measure-theoretic point of view, pXrΘ, Sq is still
pXθ, Sq (and pXrθ, Sq is the same as pHλ, Rq), the above formula (44) clears up
Remark 9.1 in [36], p. 229, about the form of a cocycle representing pXθ, µθ, Sq
as a skew product over pHλ,mHλ , Rq.
Coming back to our main problem, note that pXrΘ, Sq has pXθ, Sq as its
topological factor and it has also pXrθ, Sq “representing” measure-theoretically
pHλ, Rq as its topological factor, but still we do not know whether we have
decomposition (31) for each F P CpXrΘq. To assure it, we will need another
extension.
At the end of this section we want to discuss one particular ordering that
has useful properties.
We start by taking an arbitrary complete order ăM0 on M0 such that a0 is
the minimum. By Proposition 6.3, rθ is synchronizing and primitive, thus we find
k10, j
1
0 such that
rθk10pMqj1
0
“ M0 for all M P X . As θ
k1
0
j1
0
permutes the elements
of M0, we find by iterating θ
k1
0
j1
0
, some k0, j0 ă λ
k0 such that θk0paqj0 “ a for all
a PM0 and rθk0pMqj0 “M0 for all M P X .
Using (37), we extend now the ordering onM0 to a partial (but not complete
in general, as below, a ‰ b remain incomparable if θk0paqj0 “ θ
k0pbqj0q) ordering
on A by
a ă b if and only if θk0paqj0 ăM0 θ
k0pbqj0 .
This gives a complete ordering on any M P X and, thus, allows us to define rΘ.
With this ordering we obtain directly that for all M P X and i “ 0, 1, . . . , c´ 1,
we have rΘk0pi,Mqj0 “ pi,M0q(45)
which will be useful later.
Remark 6.17. As the order on each M P X is fixed, we have rΘk “ ĂΘk (cf.
footnote 31).
6.4 Column number, height and pure base – revisited
In this part we come back to connections between the column number and
the height of primitive substitutions. We start with simple observations about
substitution joinings.
Lemma 6.18. Let θ : A Ñ Aλ and ζ : B Ñ Bλ be substitutions of length
λ fulfilling (15), (17), (24) and (25), but are not necessarily pure. For some
A Ă A ˆ B, let Σ “ θ _ ζ : A Ñ Aλ be a substitutional joining (in particular,
we assume that Σ is primitive). Then,
lcmphpθq, hpζqq | hpΣq,(46)
which also yields a lower bound for hpΣq. Furthermore,
maxpcpθq, cpζqq ď cpΣq ď cpθq ¨ cpζq,
which, in particular, yields lower and upper bounds for the column number of
Σ.
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Proof. One sees directly that SkpΣq “ SkpθqXSkpζq and, therefore, gkpθq | gkpΣq
and gkpζq | gkpΣq which implies (46).
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As the projections of A on A and B are full, the lower bound for cpΣq is
obvious. Furthermore, if |θkpAqj | “ cpθq, |ζ
k1 pBqj1 | “ cpζq then (using (11)), we
have
Σk
1`kpAqjλk1`j1 Ď Σ
k1`kpAˆ Bqjλk1`j1 “ Σ
k1pΣkpAˆ Bqjqj1
Ď Σk
1
pθkpAqj ˆ Bqj1 Ď θ
k1pθkpAqjqj1 ˆ ζ
k1 pBqj1 .
This shows directly that |Σk
1`kpAqjλk1`j1 | ď cpθq ¨ cpζq and completes the proof.
Let us now pass to the proof of Lemma 2.3:
Proof of Lemma 2.3 (We assume that the ordering on A is as the one
described at the end of Subsection 6.3.) We have already seen that c :“ cpθq “
cprΘq and h :“ hpθq “ hprΘq, so we consider without loss of generality the
substitution rΘ : pt0, . . . , c´ 1uˆX q Ñ pt0, . . . , c´ 1uˆX qλ. It follows directly
from the basic properties of the height that we discussed at the beginning of the
paper that there exists a 1-coding f : A :“ pt0, . . . , c´ 1uˆX q Ñ t0, . . . , h´ 1u
such that the fixed point u “ rΘpuq is mapped to the periodic sequence
01 . . . ph´ 1q01 . . . ph´ 1q . . . .
It follows by a simple computation (cf. (11)) that
urj1λk ` js “ rΘkpurj1sqj
whenever j1 ě 0 and j ă λk. As fpurℓsq ” ℓ mod h for each ℓ ě 0, it follows
that (letting j1 be so that pi,Mq “ urj1s and ℓ “ j1λk ` j)
fprΘkpi,Mqjq “ fprΘkpurj1sqjq “ fpurj1λk ` jsq ” j1λk ` j mod h.
By the same token, fpi,Mq ” j1 mod h, so finally
(47) fprΘkpi,Mqjq ” fpi,Mqλk ` j mod h
for each k ě 0 and j ă λk.
Furthermore, we know by the construction of rΘ that there exist k0, j0 such
that rΘk0pi,Mqj0 “ pi,M0q for every i P t0, . . . , c ´ 1u and M P X , as noticed
in (45). Thus, in view of (47) (for j “ j0 and k “ k0), for all i P t0, . . . , c´ 1u
and M P X , we obtain that
pfpi,Mqλk0 ` j0 mod hq “ fprΘk0pi,Mqj0q “ fpi,M0q.
This implies that fpi,Mq does not depend on M (as λ is a multiplicatively
invertible element in the ring Z{hZ), so fpi,Mq “ fpi,M0q and f only depends
on the first coordinate. Therefore, we denote f 1piq :“ fpi,M0q.
35One can also see this result dynamically, as both pXθ , Sq and pXζ , Sq are topological
factors of pXΣ, Sq.
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As the second coordinate in rΘ equals rθ is independent of the first coordinate
and rΘp.,Mqj is a bijection from t0, . . . , c´ 1u to itself, we obtain the following
formula for the incidence matrix MprΘq,
(48)
ÿ
i1ăc
MprΘqpi,Mq,pi1,M 1q “MprθqM,M 1 .
We now claim that
(49) δpi,Mq “ δM ¨
1
c
,
i.e. the density of pi,Mq for rΘ is equal to ei,M :“ 1c δM . Indeed, using the
definition of ei,M , (48) and (16) (for rθ), we obtainÿ
pi1,M 1qPt0,...,c´1uˆX
epi1,M 1q ¨MprΘqpi,Mq,pi1 ,M 1q “ ÿ
M 1PX
1
c
δM 1 ¨
ÿ
i1ăc
MprΘqpi,Mq,pi1,M 1q
“
ÿ
M 1PX
1
c
δM 1 ¨MprθqM,M 1
“ λ ¨
1
c
δM “ λ ¨ ei,M .
But (by the Perron-Frobenius theorem) there is a unique solution to the above,
given by δi,M , so ei,M “ δi,M and the claim (49) follows.
Clearly, each letter j P t0, . . . , h ´ 1u appears in 01 . . . ph ´ 1q01 . . . with
density 1
h
and, recall that, this periodic sequence is the image of u under f .
Using this and (49), we obtain
1{h “
ÿ
pi,Mq:fpi,Mq“j
δpi,Mq “
ÿ
i:f 1piq“j
ÿ
M
1
c
δM “
1
c
|ti ă c : f 1piq “ ju|.(50)
Equation (50) shows directly that h|c and #ti ă c : f 1piq “ ju is constant
and equals c{h. It remains to show that the column number of the pure base
of θ equals c{h. For this aim, let us first notice that we can also view f as well
defined on A and that for all M P X and j ă h, we have
(51) #ta PM : fpaq “ ju “ c{h.
Recall also the construction of the pure basis θphq of θ. It is a substitution
defined over the alphabet Aphq which is the set turmhpθq,mhpθq`h´1s : m ě 0u
(which is of course finite). Then, we define θphq : Aphq Ñ pAphqqλ by setting
θphqpwqj “ θpwqrjhpθq, pj ` 1qhpθq ´ 1s
for j “ 0, . . . , λ´ 1.
If w “ pw0, . . . , wh´1q P A
phq, then there exists some m such that ai “
urmh` is for i “ 0, . . . , h´ 1. It follows that
(52) fpwiq “ fpurmh` isq ” mh` i ” i mod h
which gives fpwiq “ i. For each k ě 1 and j ă λ
k, we have
(53) pθphqqkpwqj “ θ
kpwqrjhpθq, pj ` 1qhpθq ´ 1s.
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Choose k ą 1 such that λk ” 1 mod h and λk ą pj0 ` 1qh. Now, j0
λk´1
h
` j0 ă
λk`k0 . In view of (53) (for k ` k0 and j0pλ
k ´ 1q{h` j0) and then (11) (which
we may use as pj0 ` 1qph´ 1q ă λ
k), we obtain that
pθphqqk`k0 pw0, . . . , wh´1qj0pλk´1q{h`j0
“ θk`k0 pw0, . . . , wh´1qrj0λ
k ` j0ph´ 1q, j0λ
k ` pj0 ` 1qph´ 1qs
“ θkpθk0 pw0qj0qrj0ph´ 1q, pj0 ` 1qph´ 1qs.
It follows from this calculation that the column number of θphq is not larger than
the number of θk0pa0qj0 , when we run over all possible pw0, . . . , wh´1q P A
phq.
But, as before (cf. (47)), fpθkpaqjq “ fpaqλ
k ` j mod h (for each a P A).
It follows that fpθk0pw0qj0 q ” j0 mod h (as fpw0q “ 0, see (52)). Moreover,
by (45), θk0paqj0 P M0 (for each a P A). This shows that cpθ
phqq is not larger
than the number of b P M0 such that fpbq ” j0 mod h and hence, in view
of (51), cpθphqq ď cpθq{hpθq.
Next, we want to give a lower bound for cpθphqq. We fix any k ą 0 and
j ă λk. Denote i “ t jh
λk
u. In view of (22), it follows that we have for any
pw0, . . . , wh´1q P A
phq,
pθphqqkpw0, . . . , wh´1qj “ pv0, . . . , vh´1q,
where
v0 “ θ
kpwiqjh´iλk .
Moreover, fpwiq “ i (see (52)). Thus, we find
#pθphqqkpAphqqj ě #θ
kpAiqjh´iλk ,
where Ai :“ ta P A : fpaq “ iu. Finally, we recall the relative bijectivity: for
each M P X and any different a, a1 P M , we have θkpaqj1 ‰ θ
kpa1qj1 for each
j1 ă λk, see the last phrase before Lemma 6.12. This shows that
cpθphqq ě #ta PM0 : fpaq “ iu “
cpθq
hpθq
,
which completes the proof.
Corollary 6.19. The dynamical system pXθ, µθ, Sq given by (primitive) θ has
purely discrete spectrum if and only if hpθq “ cpθq.
6.5 Toward a group extension
We will now aim at an extension of the substitution rΘ to a substitution pΘ (of
length λ) over the alphabet G ˆ X , where G is a subgroup of the group Sc of
bijections on t0, . . . , c´ 1u. We would like to note that in case of bijective sub-
stitutions a similar idea was used in [36] to study the spectrum of the associated
system.
Recall that for each j “ 0, . . . , λ ´ 1 and M P X , rΘp¨,Mqj is bijective
in view of Lemma 6.12 and the definition of rΘ. We define the corresponding
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permutation σM,j P Sc by σM,jpmq “ n iff rΘpn,Mqj “ pm, rθpMqjq. This allows
us to define the aforementioned group G as the group generated by the σM,j ,
i.e.
G :“ă σM,j : M P X , j P t0, . . . , λ´ 1u ą .(54)
Finally, we define pΘ : Gˆ X Ñ pGˆ X qλ by settingpΘpσ,Mqj :“ pσ ˝ σM,j , rθpMqjq,(55)
for j “ 0, . . . , λ´ 1.
Repeating the same with θ replaced with θk (cf. Remark 6.17), we define the
permutations σ
pkq
M,j of t0, . . . , c´ 1u so that
σ
pkq
M,jpmq “ n if and only if
rΘkpn,Mqj “ pm, rθkpMqjq.(56)
This is a very important formula, as it highlights the connection between rΘ andpΘ. Furthermore, analogously to (55), we find thatpΘkpσ,Mqj “ pσ ˝ σpkqM,j , rθkpMqjq,(57)
for j “ 0, . . . , λk ´ 1.
It follows directly that σ
p1q
M,j “ σM,j and from (11) (applied to
pΘ) that
σ
pk1`k2q
M,j1λk2`j2
“ σ
pk1q
M,j1
˝ σ
pk2qrθk1 pMqj1 ,j2(58)
for j1 ă λ
k1 and j2 ă λ
k2 .
If rθpM0q0 “ M0, then clearly rθkpM0q0 “ M0 and applying (58) for pσ,M0q,
with j1 “ j2 “ 0, we obtain σ
pkq
M0,0
“ pσM0,0q
k. Hence, by possibly passing to an
iterate of pΘ, we can assume thatpΘpσ,M0q0 “ pσ,M0q(59)
for each σ P G.
We recall (45), which shows the existence of some k0 P N and j0 ă λ
k0 such
that rΘk0pi,Mqj0 “ pi,M0q for all i ă c andM P X . This gives directly, by (56),
that σ
pk0q
M,j0
“ id, or in other words
pΘk0pσ,Mqj0 “ pσ,M0q(60)
holds for all σ P G,M P X .
The next few lemmas will be used to show that pΘ is primitive. We start by
giving some kind of a dual statement to (60).
Lemma 6.20. For every M P X there exist kM P N and jM ă λ
kM such thatpΘkM pσ,M0qjM “ pσ,Mq for each σ P G.
Proof. We fix M P X . As θ˜ is primitive, we can find k P N, j ă λk such thatrθkpM0qj “ M , which gives pΘkpσ,M0qj “ pσ ˝ σpkqM,j ,Mq for all σ P G. In view
of (11), we obtain thatpΘk0`kpσ,M0qjλk0`j0 “ pΘk0ppΘkpσ,M0qjqj0
“ pΘk0pσ ˝ σpkqM,j ,Mqj0 “ pσ ˝ σpkqM,j ,M0q.(61)
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Set ℓ :“ ordpσ
pkq
M,jq. Now, by iterating (61), using (11), we obtain that
pΘk1pσ,M0qj1 “ pσ ˝ pσpkqM,jqℓ´1,M0q,
where k1 “ pℓ´ 1qpk0` kq and j
1 “ λpℓ´2qpk0`kqpjλk0 ` j0q` . . .`λ
k0`kpjλk0 `
j0q ` jλ
k0 ` j0. It follows that
pΘk`k1pσ,M0qj`λkj1 “ pΘkppΘk1pσ,M0qj1qj “ pΘkpσ ˝ pσpkqM,jqℓ´1,M0qj
“ pσ ˝ pσ
pkq
M,jq
ℓ,Mq “ pσ,Mq
which completes the proof.
Next, we find a better description for G.
Lemma 6.21. We have
G “ă σ
pkq
M0,j
: k P N, j ă λk, rθkpM0qj “M0 ą .
Proof. By (11), it is clear that any σ
pkq
M0,j
P G. Thus, it remains to write any σM,j
as σ
pkq
M0,j1
, where rθkpM0qj1 “M0. Using (11), Lemma 6.20, (55) and finally (60),
we have
pΘk0`1`kM pσ,M0qj0`λk0 j`λk0`1jM “ pΘk0ppΘppΘkM pσ,M0qjM qjqj0
“ pΘk0ppΘpσ,Mqjqj0
“ pΘk0pσ ˝ σM,j , rθpMqjqj0
“ pσ ˝ σM,j ,M0q,
which, by (57), ends the proof.
This allows us to give the final description for G.
Lemma 6.22. We have
G “ tσ
pkq
M0,j
: k P N, j ă λk, rθkpM0qj “M0u.
Proof. It just remains to show that
tσ
pkq
M0,j
: k P N, j ă λk, rθkpM0qj “M0u
is indeed a (finite) group. As each element in our group G is of finite order, all
we need to show is that the multiplication of two elements σ
pk1q
M0,j1
, σ
pk2q
M0,j2
, whererθkipM0qji “M0, is again an element of the set. A simple computation yields
pΘk2`k1pσ,M0qj2`λk2 j1 “ pΘk2ppΘk1pσ,M0qj1 qj2 “ pΘk2pσ ˝ σpk1qM0,j1 ,M0qj2
“ pσ ˝ pσ
pk1q
M0,j1
˝ σ
pk2q
M0,j2
q,M0q,
so the result follows.
Thus, for any g P G, we have some kg ě 1 and jg ă λ
kg such that g “ σ
pkgq
M0,jg
and rθkg pM0qjg “M0. Now, we can finally show the following result.
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Proposition 6.23. pΘ is primitive.
Proof. As we have pΘpσ,M0q0 “ pσ,M0q, it is sufficient to show that for all
g, h P G and M,M 1 P X there exist k1 ě 1, j1 ă λ
k1 such that pΘk1pid,M0qj1 “
pg,Mq and k2 ě 1, j2 ă λ
k2 such that pΘk2ph,M 1qj2 “ pid,M0q. Indeed, for all
k ě k1 ` k2, we obtain thatpΘkph,M 1qj2λk´k2`j1 “ pΘk1ppΘk´k1´k2ppΘk2ph,M 1qj2q0qj1
“ pΘk1ppΘk´k1´k2pid,M0q0qj1 “ pΘk1pid,M0qj1 “ pg,Mq.
As there are only finitely many g, h P G and M,M 1 P X , we find that there
exists some (large) k such that for all g, h P G and M,M 1 P X there exists j
such that pΘkph,M 1qj “ pg,Mq.
Fix now g P G and M P X . Since g “ σ
pkgq
M0,jg
, where rθkg pM0qjg “ M0, we
have (using Lemma 6.20)
pΘkM`kg pid,M0qjM`λkM jg “ pΘkM ppΘkg pid,M0qjg qjM “ pΘkM pg,M0qjM “ pg,Mq.
Furthermore, we have (using (59))
pΘkh´1`k0ph,M 1q
j
h´1`λ
k
h´1 j0
“ pΘkh´1 ppΘk0ph,M 1qj0qjh´1 “ pΘkh´1 ph,M0qjh´1
“ ph ˝ h´1,M0q “ pid,M0q,
which completes the proof.
Proposition 6.24. pXrΘ, Sq is a topological factor of pXpΘ, Sq.
Proof. We note that a point in the space XpΘ is of the form pσn,MnqnPZ and
define the equivariant map
pσn,Mnq ÞÑ pin,Mnq,(62)
where in is defined by σnpinq “ 0. We claim that the fixed point of pΘ that
starts with pid,M0q is mapped to the fixed point of rΘ that starts with p0,M0q:
Indeed, in view of (57), we have for all k ě 0, n ă λk that pΘkpid,M0qn “
pσ
pkq
M0,n
, rθkpM0qnq and, by (56), we have that σpkqM0,npiq “ 0 if and only if rΘkp0,M0qn “
pi, rθkpM0qnq. Thus, the map (62), sends the fixpoint of pΘ starting with pid,M0q
to the fixpoint of rΘ starting with p0,M0q. Now, the proof follows by the mini-
mality of the dynamical systems under consideration.
As pXrΘ, Sq is topologically isomorphic to pXΘ, Sq, using Remark 6.11, we
obtain the following.
Corollary 6.25. pXθ, Sq is a topological factor of pXpΘ, Sq.
We have seen that hpθq “ hpΘq “ hprΘq, and cpθq “ cpΘq “ cprΘq. These
equalities do not carry over to pΘ.
Lemma 6.26. We have cppΘq “ |G|.
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Proof. We recall that, by (45), there are k0, j0 such thatpΘk0pσ,Mqj0 “ pσ,M0q,
which shows that cppΘq ď |tpσ,M0q : σ P Gu| “ |G|.
Furthermore, it follows from the definition of pΘ that for all M P X , we have
pΘkptpg,Mq : g P Guqj “ tpg ¨ σpkqM,j , rθkpMqjq : g P Gu “ tpg1, rθkpMqjq : g1 P Gu.
This shows directly that pΘkpGˆ X qj “ Gˆ rθkpX qj ,
which implies that cppΘq ě |G|.
Even though for the height one could expect equality, it is not the case in
general. The following example shows that hppΘq and hpθq can be different.
Example 6.4. We consider the following bijective (whence cpθq “ 3) substitu-
tion θ:
θpaq “ aab
θpbq “ bcc
θpcq “ cba.
Since a ÞÑ aab, obviously, hpθq “ 1. Of course X “ tta, b, cuu, so in fact for pΘ we
are interested only in the first coordinate. The bijections given by the columns
yield three permutations of t0, 1, 2u: σ0 “ Id, σ1 “ p12q and σ2 “ p012q. As
they generate S3, we have G “ S3. We also havepΘpσq “ pσqpσ ˝ p12qqpσ ˝ p021qq,
for all σ P S3.
We consider the fixpoint u that starts with id and find that ur4s “ p12qp12q “
id and ur26s “ p021qp021qp021q “ id. Thus, see (19), we have g0 “ gcdpS0q ď 2.
Furthermore, we find that for n “
řr
i“0 ni3
i,
urns “ pΘr`1pidqn “ σnr ˝ . . . ˝ σn0 .
We consider the sign of a permutation and find that
sgnpσ0q “ sgnpσ2q “ 1, sgnpσ1q “ ´1
which gives
sgnpurnsq “
rź
i“0
sgnpσniq “
rź
i“0
p´1qni “
rź
i“0
p´1qni3
i
“ p´1q
ř
ni3
i
“ p´1qn.
This shows that hppΘq “ 2.
This shows that rΘ is much closer to θ than pΘ, but pΘ has a structural
advantage, as it relies on a group G. Indeed, we are able to find a representation
of the height within the group G.
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Lemma 6.27. Let pΘ : G ˆ X Ñ pG ˆ X qλ, be as described above. Then,
there exists G0 ď G such that G{G0 – Z{hppΘqZ. Furthermore, if we define
ζ : G{G0 ˆ X Ñ pG{G0 ˆ X q
λ by
ζpG0g,Mqj “ pG0gσM,j , rθpMqjq,
then ζ is the joining of a periodic substitution p (of period h) and rθ, i.e. ζ “ p_rθ.
Proof. Since pΘ has height h “ hppΘq, there exists f : G ˆ X Ñ t0, . . . , h ´ 1u
(which we also treat as a 1-code) such that the fixed point u of pΘ obtained by
iterations of pΘ at pid,M0q is mapped via f to 01 . . . ph´ 1q01 . . ., i.e. fpurnsq “
n mod h. Furthermore, we can assume without loss of generality that λ ”
1 mod h, as we can always replace pΘ by pΘt, if necessary. We find similarly
to (47) that
fppΘkpσ,Mqjq ” fppσ,Mqqλk ` j mod h
for each k ě 0 and j ă λk. Using additionally (60), this gives
fppσ,M0qq “ fppΘk0pσ,Mqj0 ” fppσ,Mqqλk0 ` j0 ” fppσ,Mqq ` j0 mod h,
which shows that fppσ,Mqq only depends on σ. Since (for each k) u begins
with pΘkpid,M0q, by the definition of f , we have fpσpkqM0,jq “ j mod h. Due to
Lemma 6.22, we can write each g1, g2 P G as gi “ σ
pkiq
M0,ji
. Thus, we find
fpg1g2q “ fppΘk2ppΘk1pid,M0qj1qj2q ” fppΘk1pid,M0qj1 q ` j2 ” j1 ` j2 mod h.
This shows, that for all g1, g2 P G we have
fpg1g2q ” fpg1q ` fpg2q mod h.
It follows that f is a group homomorphism and therefore G0 :“ f
´1p0q is a
normal subgroup. We can identify Gg by fpgq and the last statement follows
immediately for p : t0, . . . , h ´ 1u Ñ t0, . . . , h ´ 1uλ defined by ppiqj “ λi `
j mod h.
Remark 6.28. Lemma 6.27 allows us to find a representation of the maximal
equicontinuous factor of pΘ in the case that rθ is not periodic. In general, we
need to rely on a more complicated construction.
First, we would like to note that we can find a representation of G in the
centralizer of pXpΘ, Sq. Indeed, given τ P G, consider Vτ : G ˆ X Ñ G ˆ X
defined by
(63) Vτ pσ,Mq “ pτ ˝ σ,Mq.
Note that in view of (55), pΘ “commutes” with Vτ . It follows from Remark 4.7
that Vτ (uniquely) extends to a homeomorphism Vτ of XpΘ and commutes with
S:
(64) Vτ ppσn,MnqnPZq “ pτ ˝ σn,MnqnPZ
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for each pσn,MnqnPZ P XpΘ. It follows that we have a (finite) group V :“ tVτ :
τ P Gu of homeomorphisms of XpΘ commuting with the shift.
Next, we want to determine the dynamical system obtained by factoring
pXpΘ, Sq by V . For this aim, consider the map g : pG ˆ X qZ Ñ pG ˆ X ˆ X qZ
defined by
gppσn,MnqnPZq “ pσ
´1
n`1 ˝ σn,Mn,Mn`1qnPZ,
which means that g is a sliding block code with (right-) radius 1. We see
directly that gppσn,MnqnPZq “ gppσ
1
n,M
1
nqnPZq if and only if pσ
1
n,M
1
nqnPZ “
Vτ ppσn,MnqnPZq for some τ P G. We want to describe gpXpΘq. As g is a sliding
block code, it follows that gpXpΘq is a (minimal) subshift. We want to show
that it is actually a substitutional dynamical system, where the substitution
has column number 1, i.e. it is synchronizing.
To this end, let us define a substitution η : Gˆ X ˆ X Ñ pGˆ X ˆ X qλ as
follows
ηpσ,M,M 1qj “
#
pσ´1M,j`1 ˝ σM,j ,
rθpMqj , rθpMqj`1q, for j ă λ´ 1
pσ´1M 1 ,0 ˝ σ ˝ σM,λ´1,
rθpMqλ´1, rθpM 1q0q, for j “ λ´ 1.
A simple computation gives
ηkpσ,M,M 1qj “#
ppσ
pkq
M,j`1q
´1 ˝ σ
pkq
M,j ,
rθkpMqj , rθkpMqj`1q, for j ă λk ´ 1
ppσ
pkq
M 1,0q
´1 ˝ σ ˝ σ
pkq
M,λ´1,
rθpMqλ´1, rθpM 1q0q, for j “ λk ´ 1.
We denote the fixpoint of pΘ that starts with pid,M0q by u and denote urns “
pσn,Mnq. This allows us to reduce the alphabet of the substitution η from
Gˆ X ˆ X to B, where
B :“ tpσ´1n`1 ˝ σn,Mn,Mn`1q : n ě 0u.
The formula above shows that g maps the fixed point of pΘ starting with
pσ0,M0qpσ1,M1q . . . to the fixed point of η starting with pσ
´1
1
˝ σ0,M0,M1q.
Furthermore, we see directly that the restriction of f : XpΘ Ñ BZ is still well-
defined on the fixedpoint of pΘ and therefore on XpΘ. This restriction is necessary
to ensure that η is primitive.
Thus we showed that gpXpΘq “ Xη.
It remains to show that η has column number 1. As rθ has column number 1,
we find by (28) some integers k ě 1, j ă λk´1 andM 1 P X such that rθkpMqj “
M 1 holds for all M P X . It follows that for any σ P G and M1,M2 P X , we have
η2kpσ,M1,M2qjλk`j “ η
kpηkpσ,M1,M2qjqj
“ ηkppσ
pkq
M1,j`1
q´1 ˝ σ
pkq
M1,j
,M 1, θkpM1qj`1qj
“ ppσ
pkq
M 1 ,j`1q
´1 ˝ σ
pkq
M 1,j,M
1, θkpM 1qj`1q
which shows that cpηq “ 1.
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Example 6.5. We give the explicit construction of η for the Rudin-Shapiro
sequence, which was already introduced in Example 6.3. We recall that,
rΘp0,M0q “ p0,M0qp0,M1q, rΘp1,M0q “ p1,M0qp1,M1q,rΘp0,M1q “ p0,M0qp1,M1q, rΘp1,M1q “ p1,M0qp0,M1q.
This gives directly
pΘpσ,M0q “ pσ,M0qpσ,M1q,pΘpσ,M1q “ pσ,M0qpσ ˝ p01q,M1q.
We see that B “ tpσ,M,M 1q P Gˆ X ˆ X : M ‰M 1u as the only fixpoint of rθ
is given by M0M1M0M1 . . . Hence, η is defined as follows:
ηpσ,M0,M1q “ pid,M0,M1qpσ,M1,M0q,
ηpσ,M1,M0q “ pp01q,M0,M1qpσ ˝ p01q,M1,M0q.
A simple computation yields η2pσ,M,M 1q0 “ pid,M0,M1q for all pσ,M,M
1q P B
which shows that η has column number 1.
This procedure works well to find a representation of the maximal equicon-
tinuous factor when hppΘq “ 1. However, in general we are factoring out too
much and need to take a subgroup of V , namely V1 :“ tVτ : τ P G0u. Therefore
we define gh : pGˆX q
Z Ñ pGˆX ˆX ˆt0, . . . , h´1uqZ as an "extension" of the
previously mentioned function g : pG ˆ X qZ Ñ pG ˆ X ˆ X qZ in the following
way (see the proof of Lemma 6.27 for f and its properties):
ghppσn,MnqnPZq “ pσ
´1
n`1 ˝ σn,Mn,Mn`1, fpσnqqnPZ.
We see directly that gppσn,MnqnPZq “ gppσ
1
n,M
1
nqnPZq if and only if pσ
1
n,M
1
nqnPZ “
Vτ ppσn,MnqnPZq for some τ P G0, as fpτσq ” fpτq ` fpσq mod h.
Thus, we consider now ηh : G ˆ X ˆ X ˆ t0, . . . , h ´ 1u Ñ pG ˆ X ˆ X ˆ
t0, . . . , h ´ 1uqλ, where the first three coordinates coincide with η and the last
coordinate can be seen as another substitution p : t0, . . . , h´1u Ñ t0, . . . , h´1uλ
where ppiqj “ λi` j mod h.
This gives that ηh “ η_p. As we have seen that Xη is measure-theoretically
isomorphic to pHλ,mHλ , Rq and pXp, Sq – pZ{hZ,mZ{hZ, τhq, we have found a
factor of XpΘ that is itself given by Xηh and is measure-theoretically isomorphic
to the maximal equicontinuous factor of XpΘ.
7 Proof of Theorem 0.1, Corollary 0.2 and some
questions
Proof of Theorem 0.1: We have already shown (i) of Theorem 0.1. We now need
to handle the case cpθq ą hpθq.
To this end, we have defined θ_ rθ extending θ (and being primitive), where
pXrθ, Sq “represents” (measure-theoretically) either the pHλ,mHλ , Rq factor of
pXθ, Sq if θ is not quasi-bijective or it is finite. Via an isomorphic copy rΘ of θ_rθ,
we finally have got the substitution pΘ which is primitive by Proposition 6.23.
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Moreover, by Corollary 6.25, pXpΘ, Sq has pXθ, Sq as its topological factor, and
therefore cppΘq ą hppΘq (it cannot be synchronized). 36. We only need to prove (ii)
of Theorem 0.1 for pXpΘ, Sq.
Via (64), we have shown that there is a compact group, a copy of the group
G, namely V “ tVτ : τ P Gu, in the centralizer of S which consists of homeo-
morphisms. Because of Lemma 6.26 and Proposition 2.4, the factor σ-algebra
BpVq of subsets which are fixed by all elements of V “represents” (measure-
theoretically) pHλ,mHλ , Rq. Of course, the L
2-space for pXpΘ, µpΘ, Sq is spanned
by continuous functions. Now, the conditional expectation of F P CpXpΘq with
respect to BpVq is given by 1|G|
ř
τPG F ˝ Vτ , so it is still a continuous func-
tion. It follows that each continuous function F is represented as F1 ` F2,
where F1 is continuous and orthogonal to the L
2pBpVqq, and F2 is represented
by a continuous function that belongs to L2pBpVqq. If we knew that Hλ repre-
sents the Kronecker factor of pXpΘ, µpΘ, Sq, via Proposition 4.10, we could apply
Section 4.3 to conclude the proof. But, as we have already noticed, we can-
not control h “ hppΘq and the Kronecker factor K of pXpΘ, µpΘ, Sq is given by
pHλˆZ{hZ,mHλ bmZ{hZ, Rˆ τhq. But BpVq Ă K, so by a result of Veech [40],
there is a compact subgroup V1 Ă V such that K is the σ-algebra of subsets
fixed by all elements of V1. (We are actually able to give a concrete description
of V1 as tVτ : τ P G0u, where G0 was defined in Lemma 6.27.) So, we can
now repeat all the above arguments (cf. Footnote 23) with V replaced by V1 to
complete the proof.
Proof of Corollary 0.2: We begin with a 1-code F : Xθ Ñ C (that is, F pyq
depends only on the 0-coordinate yr0s of y P Xθ). We assume that for some
fixed point y P Xθ, the sequence pF pS
nyqqnPN is multiplicative. Such an F
is a continuous function and pXθ, Sq is a topological factor of pXpΘ, Sq, say
π : XpΘ Ñ Xθ settles a factor map. Now, F ˝ π P CpXpΘq and (as in the proof
of Theorem 0.1) we have F ˝ π “ F1 ` F2, where both F1, F2 are continuous,
F1 P L
2pBpVqq and F2 K L
2pBpVqq. Take x P π´1pyq that can be chosen as a
fixed point of pΘ. By Theorem 0.1,
1
N
ÿ
nďN
F2pSnxqF pS
npπpxqqq Ñ 0
since pF pSnπpxqqq is multiplicative. On the other hand, by unique ergodicity,
1
N
ÿ
nďN
F2pSnxqF pS
npπpxqqq Ñ
ż
XxΘ
F2 ¨ F ˝ π dµpΘ.
It follows that F ˝ π K F2, which implies F2 “ 0. It follows that the spectral
measure of F ˝ π “ F1 is discrete.
Let us first assume that hppΘq “ 1. First we note that π is actually a 1-
code, which shows that F ˝ π is also a 1-code. Furthermore, we have an explicit
formula for F1:
(65) F1pxq “
1
|G|
ÿ
τPG
pF ˝ πq ˝ Vτ pxq.
36It has also pXrθ, Sq as its topological factor.
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As F ˝ π is a 1-code and Vτ is also a 1-code, it follows that F1 is a 1-code as
well. Moreover, by (65), we obtain that
F1pσ,Mq “
1
|G|
ÿ
τPG
pF ˝ πqpτσ,Mq “
1
|G|
ÿ
σ1PG
pF ˝ πqpσ1,Mq.
Thus, F1pσ,Mq only depends on M and we see that
F pSnyq “ F1pS
nMq “ F1pMnq.
As we have shown that F1 P CpXrθq is a 1-code and rθ is synchronizing by
Proposition 6.3 (i) and the result follows.
Consider now the case hppΘq ą 1. We recall that there exists some f :
GˆX Ñ t0, . . . , h´1u such that fpyrnsq ” n mod h. As we have seen at the end
of Section 6.5, we can identify V1 as tVτ : τ P G0u. Now, we find that F1pσ,Mq
depends on M and σG0, or equivalently on M and fpσ,Mq “ fpσG0,Mq. This
gives that
F pSnyq “ F1ppn mod hq,Mnq.
As pMnqnPN and pn mod hqnPN are both Weyl-rationally almost periodic, we see
directly that pF1ppn mod hq,MnqqnPN is also Weyl-rationally almost periodic.
Furthermore, we define a substitutionp : t0, . . . , h ´ 1u Ñ t0, . . . , h ´ 1uλ, by
setting:
ppiqj “ iλ` j mod h,
for all j ă λ and i P t0, . . . , h´1u. We immediately compute that cppq “ hppq “
h. Moreover, we find that ppn mod hq,MnqqnPN is the fixpoint of p_ rθ. We find
by Lemma 6.18 that
maxpcppq, cprθqq ď cpp_ rθq ď cppqcprθq
and since cprθq “ 1 this gives cpp_ rθq “ h. Furthermore, we have
lcmphppq, hprθqq|hpp_ rθq
and as hprθq “ 1 this gives that h ď hpp_ rθq. However, Lemma 2.3 implies that
hpp _ rθq ď cpp _ rθq and therefore hpp _ rθq “ h. It follows that pF pSnpyqqnPN
is given as a 1-code of a fixpoint of a substitution of constant length for which
the column number equals the height, or in other words, it has purely discrete
spectrum.
Remark 7.1. If we want to obtain in the assertion a weaker conclusion,37
namely that such functions are Besicovitch rationally almost periodic, another
proof of Corollary 0.2 can be obtained in the following way.
We first recall that if
M :“ tv : NÑ C : |v| ď 1 and v is multiplicativeu
37Note that µ2 is Besicovitch rationally almost periodic but is not Weyl rationally almost
periodic, e.g. [4].
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then to check that v has a mean along an arbitrary arithmetic progression, it
is enough to show that v ¨ χ has a mean for each Dirichlet character χ, see e.g.
Proposition 3.1 in [5]. Now, the argument used in the proof of Lemma 2 in [38]
works well and it shows that a function v PM taking finitely many values has
a mean along any arithmetic progression. Furthermore, Theorem 1.3 in [5] says
that v is either Besicovitch rationally almost periodic or it is uniform. But uni-
formity is equivalent to aperiodicity by [15], and we have obtained an aperiodic
multiplicative automatic sequence, which is in conflict with Theorem 0.1.
8 Proof of Corollary 0.3
Let u : NÑ C be a bounded multiplicative function. Following [1], we say that
a topological dynamical system pY, T q satisfies the strong u-MOMO property38
if for each increasing sequence pbkqkě1 Ă N, b1 “ 1, bk`1 ´ bk Ñ 8, each
sequence pykq Ă Y and each f P CpY q, we have
(66) lim
KÑ8
1
bK
ÿ
kďK
ˇˇˇˇ
ˇˇ ÿ
bkďnăbk`1
fpT nykqupnq
ˇˇˇˇ
ˇˇ “ 0
Substituting f “ 1 above, we see that u has to satisfy (4).
Clearly, given pY, T q, (66) implies (1). In fact (for u “ µ), in the class
of zero entropy systems, they are equivalent: it is proved in [1] that Sarnak’s
conjecture holds if and only if all zero entropy systems enjoy the strong MOMO
property.39
Lemma 8.1. For each primitive substitution θ, the system pXθ, Sq has the
strong u-MOMO property for each bounded, aperiodic, multiplicative u : NÑ C
satisfying (4).
Proof. We only need to prove the result for pXpΘ, Sq. Then, the result follows
immediately from Theorem 25 in [1] or, more precisely, from its proof. Indeed,
all ergodic rotations satisfy the strong u-MOMO property (Corollary 28 in [1])
and the only ergodic joinings between Sp and Sq whenever p ‰ q are large
enough, are relative products over isomorphisms of Kronecker factors. Moreover,
the structure of the space of continuous functions allows us to represent each
F P CpXpΘq as F “ F1 ` F2, with both Fi continuous, F1 measurable with
respect to the Kronecker factor, and F2 orthogonal to L
2 of that factor. Finally,
we apply the reasoning from the proof of Theorem 25 to F2.
Proof of Corollary (0.3) It follows from Lemma 8.1 and the equivalence of Prop-
erties 1 and 3 in Main Theorem in [1] that all MT-substitutional systems satisfy
the strong u-MOMO property for each bounded, aperiodic, multiplicative u
satisfying (4). The uniform convergence follows now from Theorem 7 in [1].
Note that among MT-substitutional systems there are uniquely ergodic mod-
els which are topologically mixing [26]. In such models the maximal equicontin-
38Instead of the strong µ-MOMO property, we speak about the strong MOMO property.
The acronym MOMO stands for Möbius Orthogonality of Moving Orbits.
39Moreover, no positive entropy systems has the strong MOMO property. We recall (see
[11]) that there are positive entropy systems pY, T q satisfying (1) for all f P CpY q.
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uous factor must be trivial, that is, there is no topological “realization” of the
Kronecker factor.
Theorem 0.1 tell us that for each primitive substitution θ, each bounded,
multiplicative, aperiodic u, (1) holds for each f P CpXθq and arbitrary x P Xθ.
We do not know however whether this convergence is uniform in x. Note that
Corollary 0.3 gives the positive answer if u satisfies additionally (4).
References
[1] H. El Abdalaoui, J. Kułaga-Przymus, M. Lemańczyk, T. de la Rue, Möbius
disjointness for models of an ergodic system and beyond, Israel J. Math.,
published online (2018), arXiv:1704.03506.
[2] J.-P. Allouche and Goldmakher, Mock Characters and the Kronecker Sym-
bol, arXiv 16080395/v2
[3] J.-P. Allouche, J. Shallit, Automatic Sequences, Theory, Applications, Gen-
eralizations, Cambridge Univ. Press, 2003.
[4] V. Bergelson, J. Kułaga-Przymus, M. Lemańczyk, F. Richter, Rational sets,
polynomial recurrence and symbolic dynamics, to appear in Ergodic Theory
Dynam. Systems, arXiv: 1611.08352.
[5] V. Bergelson, J. Kułaga-Przymus, M. Lemańczyk, F. Richter, A structure
theorem for level sets of multiplicative functions and applications, to appear
in International Math. Research Notices, arXiv:1708.02613.
[6] J. Bourgain, P. Sarnak, T. Ziegler, Disjointness of Möbius from horocycle
flows, in From Fourier analysis and number theory to Radon transforms
and geometry, vol. 28 of Dev. Math., Springer, New York, 2013, pp. 67-83.
[7] A. Danilenko, M. Lemańczyk, Spectral multiplicities for ergodic flows, Dis-
crete Continuous Dynam. Systems 33 (2013), 4271-4289.
[8] F.M. Dekking, The spectrum of dynamical systems arising from substitu-
tions of constant length, Z. Wahrscheinlichkeitstheorie und Verw. Gebiete
41 (1977/78), no. 3, 221–239.
[9] M. Drmota, Subsequences of automatic sequences and uniform distribution,
in Uniform Distribution and Quasi-Monte Carlo Methods, Radon Series
in Computational and Applied Mathematics, vol. 15 (de Gruyter, Berlin,
2014), 87-104.
[10] J.-M. Deshouillers, M. Drmota, C. Müllner, Automatic sequences generated
by synchronizing automata fulfill the Sarnak conjecture, Studia Mathemat-
ica 231 (2015), 83-95.
[11] T. Downarowicz, J. Serafin, Almost full entropy subshifts uncorrelated to
the Möbius function, published online (2017), International Math. Research
Notices.
43
[12] S. Ferenczi, J. Kułaga-Przymus, M. Lemańczyk, Sarnak’s Conjecture –
what’s new, in: Ergodic Theory and Dynamical Systems in their Interac-
tions with Arithmetics and Combinatorics, CIRM Jean-Morlet Chair, Fall
2016, Editors: S. Ferenczi, J. Kułaga-Przymus, M. Lemańczyk, Lecture
Notes in Mathematics 2213, Springer International Publishing, pp. 418
[13] S. Ferenczi, J. Kułaga-Przymus, M. Lemańczyk, C. Mauduit, Substitutions
and Möbius disjointness, in Proceedings of the Oxtoby Centennial Confer-
ence, AMS Contemporary Mathematics Series 678 (2016), 151-174.
[14] N.P. Fogg, Substitutions in dynamics, arithmetics and combinatorics, Lec-
ture Notes in Mathematics 1794 (Springer, Berlin, 2002) Edited by V.
Berthé, S. Ferenczi, C. Mauduit and A. Siegel.
[15] N. Frantzikinakis, B. Host, Higher order Fourier analysis of multiplicative
functions and applications, J. Amer. Math. Soc. 30 (2017), 67-157.
[16] N. Frantzikinakis, B. Host, The logarithmic Sarnak conjecture for ergodic
weights, Annals of Math. 187 (2018), 869–931.
[17] N. Frantzikinakis, B. Host, Furstenberg systems of bounded multiplicative
functions and applications, arXiv 1804.08556
[18] H. Furstenberg, Disjointness in ergodic theory, minimal sets, and a problem
in Diophantine approximation, Math. Systems Theory 1 (1967), 1-49.
[19] E. Glasner, Ergodic theory via joinings, vol. 101 of Mathematical Surveys
and Monographs, American Mathematical Society, Providence 2003.
[20] A. Gomilko, D. Kwietniak, M. Lemańczyk, Sarnak’s conjecture implies the
Chowla conjecture along a subsequence, in: Ergodic Theory and Dynamical
Systems in their Interactions with Arithmetics and Combinatorics, CIRM
Jean-Morlet Chair, Fall 2016, Editors: S. Ferenczi, J. Kułaga-Przymus, M.
Lemańczyk, Lecture Notes in Mathematics 2213, Springer International
Publishing,
[21] J.L. Herning, Spectrum and Factors of Substitution Dynamical Systems,
PdD dissertation, George Washington University, 2013.
[22] B. Host, F. Parreau, Homomorphismes entre systemes dynamiques définis
par substitutions (French) [Homomorphisms between dynamical systems
defined by substitutions] Ergodic Theory Dynam. Systems 9 (1989), 469–
477.
[23] I. Kátai, A remark on a theorem of H. Daboussi, Acta Math. Hungar. 47(1-
2) (1986), 223-225.
[24] J. Konieczny, On Sarnak’s conjecture of q-multiplicative sequences,
arXiv:1808.06196
[25] J. Kułaga-Przymus, M. Lemańczyk, The Möbius function and continuous
extensions of rotations, Monatshefte Math. 178 (2015), 553-582.
[26] E. Lehrer, Toplogical mixing and uniquely ergodic models, Israel J. Math.
57 (1987), 239-255.
44
[27] M. Lemańczyk, M.K. Mentzen, On metric properties of substitutions, Com-
positio Math. 65 (1988), 241-263.
[28] M. Lemańczyk, M.K. Mentzen, Compact subgroups in the centralizers of
natural factors of an ergodic group extension of a rotation determine all
factors, Ergodic Theory Dynam. Systems 10 (1990), 763-776.
[29] K. Matomäki and M. Radziwiłł, Multiplicative functions in short in-
tervals, Ann. of Math. (2) 183 (2016), no. 3, 1015–1056.
[30] K. Matomäki, M. Radziwiłł, and T. Tao, An averaged form of
Chowla’s conjecture, Algebra & Number Theory 9 (2015), 2167–2196.
[31] C. Mauduit, J. Rivat, Sur un problème de Gelfond : la somme des chiffres
des nombres premiers, Ann. of Math. (2), 171 (3) (2010), 1591–1646.
[32] C. Mauduit, J. Rivat, Prime numbers along Rudin-Shapiro sequences, J.
Eur. Math. Soc., 17 (10) (2015), 2595–2642.
[33] M.K. Mentzen, Invariant sub-σ-algebras for substitutions of constant
length, Studia Math. 92 (1989), 257–273.
[34] M.K. Mentzen, Ergodic properties of group extensions of dynamical systems
with discrete spectra, Studia Math. 101 (1991), 19–31.
[35] C. Müllner, Automatic sequences fulfill the Sarnak conjecture, Duke Math.
J. 166 (2017), 3219–3290.
[36] M. Queffélec, Substitution Dynamical Systems - Spectral Analysis, second
edition, Lecture Notes in Mathematics, vol. 1294, Springer-Verlag, Berlin
Heidelberg 2010.
[37] P. Sarnak, Three lectures on the Möbius function, randomness and dynam-
ics, http://publications.ias.edu/sarnak/.
[38] J.-C. Schlage-Puchta, Completely multiplicative automatic functions, Inte-
gers 11 (2011), A31, 8pp.
[39] T. Tao, https://terrytao.wordpress.com/2017/10/20/
the-logarithmically-averaged-and-non-logarithmically-averaged-chowla-conjectures/
[40] W.A. Veech, A criterion for a process to be prime, Monatsh. Math. 94
(1982), 335–341.
[41] S. Yazdani, Multiplicative functions and k-automatic sequences, J. Théor.
Nombres Bordeaux 13 (2001), 651–658.
Faculty of Mathematics and Computer Science, Nicolaus Copernicus Uni-
versity, Chopin street 12/18, 87-100 Toruń, Poland: mlem@mat.umk.pl
Institut für Diskrete Mathematik und Geometrie, TUWien, Wiedner Haupt-
str. 8-10, 1040 Wien, Austria: clemens.muellner@tuwien.ac.at
45
