Quantum-optimal detection of one-versus-two incoherent optical sources
  with arbitrary separation by Lu, Xiao-Ming et al.
Quantum-optimal detection of one-versus-two incoherent optical sources with
arbitrary separation
Xiao-Ming Lu,1, 2 Hari Krovi,3 Ranjith Nair,2 Saikat Guha,4 and Jeffrey H. Shapiro5
1Department of Physics, Hangzhou Dianzi University, Hangzhou 310018, China
2Department of Electrical and Computer Engineering,
National University of Singapore, 4 Engineering Drive 3, Singapore 117583, Singapore
3Quantum Information Processing Group, Raytheon BBN Technologies, Cambridge, Massachusetts 02138, USA
4College of Optical Sciences, University of Arizona,
1630 E. University Blvd., Tucson, Arizona 85719, USA
5Research Laboratory of Electronics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA
(Dated: October 8, 2018)
We analyze the fundamental quantum limit of the resolution of an optical imaging system from
the perspective of the detection problem of deciding whether the optical field in the image plane is
generated by one incoherent on-axis source with brightness  or by two /2-brightness incoherent
sources that are symmetrically disposed about the optical axis. Using the exact thermal-state
model of the field, we derive the quantum Chernoff bound for the detection problem, which specifies
the optimum rate of decay of the error probability with increasing number of collected photons
that is allowed by quantum mechanics. We then show that recently proposed linear-optic schemes
approach the quantum Chernoff bound—the method of binary spatial-mode demultiplexing (B-
SPADE) is quantum-optimal for all values of separation, while a method using image-inversion
interferometry (SLIVER) is near-optimal for sub-Rayleigh separations. We then simplify our model
using a low-brightness approximation that is very accurate for optical microscopy and astronomy,
derive quantum Chernoff bounds conditional on the number of photons detected, and show the
optimality of our schemes in this conditional detection paradigm. For comparison, we analytically
demonstrate the superior scaling of the Chernoff bound for our schemes with source separation
relative to that of spatially-resolved direct imaging. Our schemes have the advantages over the
quantum-optimal (Helstrom) measurement in that they do not involve joint measurements over
multiple modes, and that they do not require the angular separation for the two-source hypothesis
to be given a priori and can offer that information as a bonus in the event of a successful detection.
The influential Rayleigh criterion for imaging resolu-
tion [1], which specifies a minimum separation for two
incoherent light sources to be distinguishable by a given
imaging system, is based on heuristic notions. As pointed
out by Feynman [2, Sec. 30–4]: “Rayleigh’s criterion is a
rough idea in the first place ...” and a better resolution
can be achieved “... if sufficiently careful measurements
of the exact intensity distribution over the diffracted im-
age spot can be made ...” The fundamental measurement
noise is the quantum noise necessarily accompanying any
measurement. A more rigorous approach to the resolu-
tion measure that accounts for the quantum noise in ideal
spatially-resolved image-plane photon counting can be
formulated using the classical Crame´r-Rao bound on the
minimum estimation error for locating the sources [3, 4].
Very recently, using methods of quantum estimation the-
ory [5, 6], it was found that the estimation of the separa-
tion between two incoherent sources below the Rayleigh
criterion can be drastically improved by measurements
employing pre-detection linear optic processing of the col-
lected light, followed by photon counting [7–20].
Besides the minimum error of estimating the sepa-
ration of two point sources, the resolving power of an
imaging system can also be studied via the paradigmatic
detection problem of deciding whether the optical field
in the image plane is generated by one source or two
sources [21–25]. This detection perspective is especially
relevant to the detection of binary stars and exoplan-
ets [23, 26] and the detection of protein multimers with
fluorescent microscopes [27]. In a pioneering work [22],
Helstrom obtained the mathematical description of the
quantum-optimal measurement that minimizes the error
probability for detecting one or two point sources emit-
ting quasi-monochromatic thermal light. Unfortunately,
in addition to having no known physical realization, his
method requires the separation between the two hypo-
thetical sources to be given, though this separation is
usually unknown in practice.
Here we investigate the performance of two practical
quantum measurements for the detection of weak
incoherent quasi-monochromatic point light sources.
We assess the performance of these measurements
vis-a-vis direct imaging and the optimum quantum
measurement using the asymptotic error exponent (or
Chernoff exponent), which specifies the rate at which
the error probability decreases exponentially as the ob-
servation time or number of received photons increases.
We show that a binary spatial-mode demultiplexing
(B-SPADE) scheme [7] is quantum-optimal for all values
of separations in the following two senses: (1) the
asymptotic error exponent attains the maximum allowed
by quantum mechanics, and (2) the error probability of
a simple decision rule based on the observations of the
B-SPADE is close to the quantum limit. We also show
that the scheme of superlocalization by image inversion
interferometry (SLIVER) [8, 10] is near-optimal for
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FIG. 1. Schematic of the imaging of incoherent point light
sources by a spatially-invariant imaging system. The im-
ages of two point sources of equal brightness (blue) spaced
closer than the width of the point-spread function (PSF) of
the imaging system are difficult to distinguish from that of
one point source of the same total brightness (red) located
midway between them.
sub-Rayleigh separations. The Chernoff exponents of
both schemes are shown to be superior to that of ideal
shot-noise-limited continuum direct imaging in the
sub-Rayleigh regime. In addition to their superiority
over direct imaging, our methods do not require the
capability to perform joint quantum measurements, do
not require the two-source separation to be known a
priori, can offer an accurate estimate of this separation
in the event of a successful detection [7–14], and rely on
methods that have been experimentally demonstrated
in the context of parameter estimation [17–20]. These
advantages over the Helstrom measurement [22] hold
tremendous promise for practical detection applications
in both astronomy [23] and molecular imaging [27].
Results
One source versus two sources. The set-up consid-
ered in this work is illustrated in Fig. 1. Under hypothesis
H1, we have a single thermal source of brightness (aver-
age photon number per temporal mode)  imaged at the
origin of the image plane. Under hypothesis H2, we have
two thermal sources, each of strength /2, located a dis-
tance d apart and imaged at the points ±d/2 = (±d/2, 0)
in the image plane. To focus on the resolution power
of an optical imaging system, the total brightness is as-
sumed to be identical under the two hypotheses so that
simple photon counting is ineffective as a decision strat-
egy. Similarly, the sources are presumed to have identi-
cal frequency spectra so that spectroscopy cannot help
to distinguish the hypotheses. A strategy for accept-
ing one or the other hypothesis, known as a decision
rule, is given by partitioning the space of observations Z
(which is determined by the choice of measurement) into
two disjoint regions Z1 and Z2; the one-source hypothe-
sis H1 is accepted if the observation belongs to Z1, and
H2 is accepted otherwise. The performed quantum mea-
surement can be described by a positive-operator-valued
measure (POVM) {E(z)}z∈Z , where z denotes the out-
come, and the E(z)’s are nonnegative operators resolv-
ing the identity operator as
∫
dµ(z)E(z) = 1 with µ(z)
being an appropriate measure on Z [5, 6, 28]. Define
E1 =
∫
z∈Z1dµ(z)E(z) and E2 =
∫
z∈Z2dµ(z)E(z). Let
ρ1 and ρ2 be the density operators for the fields arriv-
ing at the image plane per temporal mode under H1 and
H2, respectively. Assuming a flat emission spectrum over
the bandwidth W , the probabilities of the false-alarm
(accepting H2 when H1 is true) and miss (accepting H1
when H2 is true) errors for one-source-versus-two test-
ing are given by α ≡ Tr(E2ρ⊗M1 ) and β ≡ Tr(E1ρ⊗M2 )
respectively, where M ' WT with T being the obser-
vation time is the number of available temporal modes
(also called the sample size). Assuming prior probabili-
ties p1 and p2 for the respective hypotheses, the average
probability of error is
Pe ≡ p1α+ p2β, (1)
which is widely used to assess the performance of a quan-
tum decision strategy constituted by a quantum measure-
ment and a classical decision rule [5]. The minimum error
probability optimized over all quantum decision strate-
gies is given by the Helstrom formula [5]
Pe,min =
1
2
(
1− ‖p2ρ⊗M2 − p1ρ⊗M1 ‖1
)
, (2)
where ‖A‖1 ≡ Tr
√
A†A is the trace norm. The minimum
error probability can be achieved by the Helstrom-Holevo
test in which E2 is taken to be the projector onto the
eigen subspace of p2ρ
⊗M
2 −p1ρ⊗M1 with positive eigenval-
ues [5, 29]. We refer to this optimal measurement as the
Helstrom measurement henceforth.
While the Helstrom formula Eq. (2) allows exact
computation of the optimum error probability in princi-
ple, it is difficult to physically implement the Helstrom
measurement for several reasons. Firstly, the optimal
measurement is a joint one over multiple samples [28].
Secondly, this measurement depends on the separation
between the two hypothetic point sources, which is
often unknown in the first place. Lastly, the optimal
measurement in general depends on the ratio of the prior
probabilities of the two hypotheses, whose determination
is often subjective. To circumvent these difficulties, we
study the performance of two realizable measurements:
B-SPADE [7] and SLIVER [8], originally introduced in
the context of estimating the separation between two
closely-spaced incoherent point sources.
B-SPADE. Spatial-mode demultiplexing refers to
spatially separating the image-plane optical field into
its components in any chosen set of orthogonal spatial
modes [7]. The binary version of spatial-mode demul-
tiplexing, B-SPADE, uses a device that separates a
specific spatial mode from all other modes orthogonal
to it, and on-off detectors (that can only distinguish
between zero and one or more photons) are placed at
the two output ports. In our set-up, the selected spatial
3mode is chosen to be that generated by the point source
at the origin of the object plane. Such a separation
of modes is always possible in principle for any given
point-spread function (PSF), and various linear-optics
schemes can be envisaged to realize it [30–32].
SLIVER. The second practical measurement we con-
sider is SLIVER, which separates the optical field at the
image plane into its symmetric and antisymmetric com-
ponents with respect to inversion at the origin, followed
by on-off photon detection in the respective ports [8].
Here, we assume that the PSF is reflection-symmetric
in the y-axis, i.e., ψ(−x, y) = ψ(x, y), and consider a
modified SLIVER for which the inversion operation is re-
placed by the reflection operation about the y-axis—this
modification corresponds to the Pix-SLIVER scheme
of [10] with single-pixel (bucket) on-off detectors at the
two outputs. For simplicity, we refer to this modified
version as SLIVER henceforth. All photo-detectors in
both B-SPADE and SLIVER are assumed free from
dark counts, or at least that the dark-count rate is so
far below the signal-count rate as to be negligible.
Asymptotic error (Chernoff) exponents. In real-
istic imaging situations, we usually deal with a large
sample size M  1, which motivates using the asymp-
totic error exponent as a useful metric for compar-
ing the performance of different measurement schemes
against the Helstrom measurement. For any specific
quantum measurement performed on each sample, it
is known that the minimum error probability P
(meas)
e,min
over all decision rules decreases exponentially in M as
P
(meas)
e,min ∼ exp(−Mξ(meas)). The asymptotic error expo-
nent ξ(meas) = − limM→∞ 1M logP (meas)e,min can be given by
the Chernoff exponent (also known as Chernoff informa-
tion or Chernoff distance) [33–35], namely,
ξ(meas) = − log min
0≤s≤1
∫
dµ(z) Λ1(z)
sΛ2(z)
1−s, (3)
where Λj(z) = Tr[E(z)ρj ] is the probability of obtaining
the outcome z under the hypothesis Hj , and {E(z)} is the
POVM for the measurement. On the other hand, the
error probability Pe,min of the optimum quantum mea-
surement (which is in general a joint measurement on
the M samples) scales with the exponent ξ known as the
quantum Chernoff exponent, which is given by [36–40]:
ξ ≡ − log min
0≤s≤1
Tr(ρs1ρ
1−s
2 ). (4)
Note that ξ is independent of the measurement and ξ ≥
ξ(meas) holds for any measurement.
To calculate the Chernoff exponent, we need to know
the characteristics of the imaging system. Without essen-
tial loss of generality, we suppose that the imaging sys-
tem is spatially-invariant and of unit magnification [41]
and is described by its 2-D amplitude PSF ψ(r), where
r = (x, y) is the transverse coordinate in the image plane
I. Moreover, we take the PSF to be normalized, i.e.,∫
I dxdy |ψ(x, y)|2 = 1. For thermal sources, we show that
the exact Chernoff exponents ξ(B−SPADE) and ξ(SLIVER)
for B-SPADE and SLIVER respectively and the quantum
Chernoff exponent ξ are given by (see the Methods)
ξ(B−SPADE) = ξ = log[(1 + −)(1 + + − µ2+)], (5)
ξ(SLIVER) = log(1 + −) ≤ ξ, (6)
where the d-dependent quantities
± =
1± δ(d)
2
 and µ = δ
(
d
2
)√
2
1 + δ(d)
(7)
are defined in terms of the overlap function of the PSF
for displacements along the x axis:
δ(d) :=
∫
I
dxdy ψ∗(x, y)ψ(x− d, y). (8)
Moreover, we here assume that the overlap function (and
hence ± and µ) is real-valued. This assumption is
satisfied for inversion-symmetric PSFs, i.e., ψ(x, y) =
ψ(−x,−y), and y-axis reflection-symmetric PSFs, i.e.,
ψ(x, y) = ψ(−x, y) [10, 11].
It can be seen from equation (5) that the Chernoff ex-
ponent of the B-SPADE is always equal to the quantum
Chernoff exponent, meaning that B-SPADE is asymptot-
ically optimal. For SLIVER, the Chernoff exponent is in
general not quantum-optimal but is close to quantum-
optimal in the sub-Rayleigh regime of small d, where µ
is close to unity.
We consider three typical kinds of PSFs, corresponding
to Gaussian apertures, rectangular hard apertures, and
circular hard apertures. The PSFs can be respectively
written as
ψgaus(x, y) =
1√
2piσ
exp
(
−x
2 + y2
4σ2
)
,
ψrect(x, y) =
1
pi
√
σxσy
sinc(x/σx) sinc(y/σy), and
ψcirc(x, y) =
1
2
√
piσc
jinc(
√
x2 + y2/σc),
(9)
where sinc(x) ≡ sin(x)/x, jinc(x) ≡ 2J1(x)/x, and J1(x)
is the Bessel function of the first kind. The “characteris-
tic lengths” σ, σx, σy, and σc are related to the features
of apertures as follows. For a Gaussian aperture, which
is commonly assumed in fluorescence microscopy [4], we
have σ = λ/2piNA with λ being the free-space center
wavelength and NA the effective numerical aperture of
the system. For aDx×Dy rectangular aperture, the char-
acteristic length along the x and y directions are given by
σx = λF/piDx and σy = λF/piDy, respectively, where F
is the distance between the aperture plane and the image
plane in a unit-magnification system. For a D-diameter
circular hard aperture, we have σc = λF/piD. After some
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FIG. 2. Chernoff exponents for the B-SPADE and SLIVER
measurements as a function of the separation d. The quantum
Chernoff exponent always equals the Chernoff exponent for
the B-SPADE measurement. Here, the total strength  of the
thermal sources is set to be 0.1.
algebra, the overlap functions can be shown to be
δgaus(d) = exp[−d2/(8σ2)],
δrect(d) = sinc(d/σx), and
δcirc(d) = jinc(d/σc),
(10)
using which the Chernoff exponents can be readily ob-
tained.
We plot in Fig. 2 the Chernoff exponents of B-SPADE
and SLIVER for the above three PSFs in equation (9).
We can see that in the sub-Rayleigh regime the Chernoff
exponents are insensitive to which PSF is used.
Weak-source model. To compare the performance of
B-SPADE and SLIVER with that of direct imaging, we
introduce the weak-source model. In most applications in
optical microscopy and astronomy, the source brightness
  1 photons per temporal mode [7, 42–44]. Then, ρ1
and ρ2 may be considered with high accuracy to be con-
fined to the subspace consisting of zero or one photons,
i.e.,
ρi ' (1− ) |vac〉 〈vac|+ ηi (11)
for i = 1, 2, where |vac〉 denotes the vacuum state and
ηi are the corresponding one-photon states obtained by
neglecting O(2) terms. This approximation enables us
to simplify the theory in comparison with Ref. [22] and
still obtain similar results. The one-photon state for two
hypothetical sources can be expressed as
η(d) =
|Ψ(d/2)〉 〈Ψ(d/2)|
2
+
|Ψ(−d/2)〉 〈Ψ(−d/2)|
2
,
|Ψ(x′)〉 ≡
∫
I
dxdy ψ(x− x′, y) |x, y〉 , (12)
where we have introduced the one-photon Dirac kets
|x, y〉 satisfying 〈x, y|x′, y′〉 = δ(x − x′)δ(y − y′) and∫
I dxdy |x, y〉 〈x, y| = 1 1, the identity on the one-photon
subspace in the image plane field [7]. We then have
η1 = η(0) and η2 = η(d).
For the specific cases of rectangular and circular hard
apertures, Helstrom has derived expressions for the min-
imum error probability for thermal light sources [22].
However, these expressions are very complex. Our weak-
source model allows us to simplify the minimum error
probability as
Pe,min =
M∑
L=0
(
M
L
)
(1− )M−LLPe,min|L, (13)
Pe,min|L ≡ 1
2
− 1
2
‖p2η⊗L2 − p1η⊗L1 ‖1. (14)
Here,
(
M
L
)
(1−)M−LL is the probability of L photons ar-
riving at the imaging plane and Pe,min|L is the minimum
probability of error conditioned on detecting L photons
in the image plane. The form of equation (13) is due
to the fact that the distinguishability between ρ1 and ρ2
lies in the one-photon sector and the zero-photon event is
uninformative. It is implicitly assumed in equation (13)
that the source flux is low enough that the on-off de-
tectors’ recovery time is short compared to the average
interarrival time of the photons. Either the conditional
error probability of equation (14) or the unconditional
one of equation (13) can be used as a figure of merit,
depending on whether or not the number of the photons
arriving at the image plane is measured. Helstrom in
Ref. [22] took the latter approach, and the performance
was studied with respect to the average total number of
photons N = M detected over the observation inter-
val. On the other hand, in fluorescence microscopy it is
common practice to compare the performance of imaging
schemes for the same number of detected photons L [3, 4].
We can define a conditional Chernoff exponent ξ
(meas)
c
satisfying P
(meas)
e,min|L ∼ exp(−Lξ(meas)c ), which is given
by equation (3) with Λj(z) replaced by the probabil-
ity of measurement outcomes conditioned on a pho-
ton being detected, i.e., Λj(z) = Tr[E(z)ηj ]. Simi-
larly, the optimum conditional error probability Pe,min|L
decays exponentially with L multiplied by the con-
ditional quantum Chernoff exponent given by ξc ≡
− log min0≤s≤1 Tr(ηs1η1−s2 ). It follows from equation (13)
that the (unconditional) Chernoff exponents can be ob-
tained via the relation e−ξ = 1−+e−ξc and e−ξ(meas) =
1 −  + e−ξ(meas)c . This implies that the (unconditional)
Chernoff exponent is monotonically increasing with the
conditional one. Particularly, we have ξmeas ' ξmeasc
when ξmeas  1. Therefore, we can use either ξmeas or
ξmeasc to compare the performance of quantum measure-
ments.
The conditional Chernoff exponents are readily calcu-
lated in the weak-source model using equations (12):
ξ(B−SPADE)c = ξc = −2 log δ(d/2), (15)
ξ(SLIVER)c = − log
1 + δ(d)
2
. (16)
5TABLE I. Conditional Chernoff exponents for the Gaussian
PSF.
Scheme Chernoff exponent
B-SPADE/Quantum limit d2/16
SLIVER d2/16 − d4/512 +O(d6)
Direct imaging d4/256 +O(d6)
Note that as d decreases, the SLIVER result converges
to the B-SPADE result, which can also be seen in Fig. 2.
Direct Imaging. Direct imaging (DI) using a charge-
coupled device (CCD) camera is a standard detection
technique in microscopy and telescopy [4]. To compare
our schemes to direct imaging, we make the conserva-
tive assumption of an ideal noiseless photodetector with
infinite spatial resolution and unity quantum efficiency
placed in the image plane. In the weak-source model, and
conditional on a photon being detected in a given tempo-
ral mode, the observation consists of its position of arrival
(x, y) ∈ I. Using equations (12), the resulting probabil-
ity densities for the observation are Λ1(x, y) = Υ(x, y; 0)
and Λ2(x, y) = Υ(x, y; d) under H1 and H2, respectively,
where
Υ(x, y; d) ≡ |ψ(x− d/2, y)|
2
2
+
|ψ(x+ d/2, y)|2
2
. (17)
We show in the Methods that the conditional Chernoff
exponent for ideal DI in the weak source model scales as
d4 in the interesting regime of small d:
ξ(DI)c '
d4
32
∫
I′
dxdy
1
Υ(x, y; 0)
[
Υ(2)(x, y; 0)
]2
, (18)
where Υ(n)(x, y; d) denotes the n-th order partial deriva-
tive of Υ(x, y; d) with respect to d, and I ′ ≡ {(x, y) |
Υ(x, y; 0) > 0}. In contrast, the conditional Chernoff
exponents of B-SPADE and SLIVER in the weak-source
model are of order d2, which can be seen by using equa-
tion (15)–(16) and ∂δ(d)/∂d|d=0 = 0.
The conditional Chernoff exponents for different
measurements in the case of the Gaussian PSF are
given in Table I. Here, we have used a Taylor series
expansion of equation (16) in d for SLIVER, and used
equation (18) for estimating the Chernoff exponent for
direct imaging. The characteristic scalings with respect
to d of the conditional quantum Chernoff exponent and
that of the three measurement schemes are shown in
Fig. 3. We see that the Chernoff exponent of SLIVER
agrees with the quantum limit for all practical purposes
in the sub-Rayleigh regime d ≤ 1.
Decision rule. In order to choose a hypothesis based
on a sequence of B-SPADE/SLIVER observations, we
need to fix a decision rule. If the separation d is known,
the optimal decision rule is given by the likelihood-ratio
10−1 100 101
d/σ
101
10−1
10−3
10−5
10−7
ξ c
quantum limit, B-SPADE
SLIVER
Direct imaging
Direct imaging appr.
FIG. 3. Conditional Chernoff exponents in the weak-source
model as functions of the normalized two-source separation d
for the Gaussian PSF of equation (9). The Chernoff exponent
for B-SPADE (solid) achieves the quantum limit for all values
of d, while the Chernoff exponent for SLIVER (dashed) is
near-quantum-optimal for sub-Rayleigh separations. In this
regime, both schemes outperform direct imaging — whose
Chernoff exponent is calculated numerically (dash-dotted) as
well as by using the small-separation approximation (dotted)
given by equation (18) — by more than an order of magnitude.
test [34]: For a given observation record (z1, z2, . . . , zM ),
we choose H2 if
∏M
j=1 Λ2(zj)/Λ1(zj) > p1/p2, where
p1 and p2 are the prior probabilities of H1 and H2 re-
spectively, and choose H1 otherwise. If the separation
is unknown, one can use the generalized-likelihood-ratio
test [45], which first estimates the separation and then
does the likelihood-ratio test with the estimated value.
Here, we propose a simplified decision rule that does
not require the separation to be known or estimated. Ob-
serve that if the detector corresponding to the modes or-
thogonal to the first mode in the three-mode basis (see
equation (23–25) in Methods) clicked for any sample, we
can infer with certainty (in either source model) that two
point sources are present, i.e., H2 is true. The simplified
decision rule is then given by accepting H1 only if this
detector does not click during the entire observation pe-
riod.
From Table II in the Methods, under the simplified de-
cision rule, the false-alarm probability for M samples is
clearly α = 0 for both the B-SPADE and SLIVER mea-
surement. The miss error probability is the probability
that the detector corresponding to H2 does not click, i.e.,
β = [Λ2(off, off) + Λ2(on, off)]
M , (19)
where Λ2(·, ·) is the probability of the measure-
ment outcome under H2. It then can shown that
β(meas) = exp(−Mξ(meas)) for both the B-SPADE and
SLIVER measurement.
6Discussion. We have examined the problem of dis-
criminating one thermal source from two closely sepa-
rated ones for a given diffraction-limited imaging sys-
tem. Using the exact thermal state of the image-plane
field, we have derived the quantum Chernoff exponent
for the detection problem. We also have used the weak-
source model of the image-plane field, which is very ac-
curate in the optical regime due to the low brightness
of a thermal source in each temporal mode, to obtain
simple expressions for the Chernoff exponent. The per-
sample B-SPADE measurement that separates light in
the PSF mode from the rest of the field was shown to
attain the quantum-optimal Chernoff exponent for all
values of two-source separation. Remarkably, it does
so without the need for prior knowledge of the value of
d, joint measurement over multiple modes, or photon-
number resolution in each mode. These properties are
not shared by the quantum-optimal measurement eluci-
dated by Helstrom [22], which is not a structured re-
ceiver. These advantages also adhere to the SLIVER
measurement, which is near-quantum-optimal in the sub-
Rayleigh regime. Moreover, the experimental design
of SLIVER is independent of the particular (reflection-
symmetric) PSF of the imaging system.
In fact, the simplified decision rules proposed here for
B-SPADE and SLIVER do not require resolving the ar-
rival time of the detected photon or photons. To wit,
only a single on-off detector without temporal resolution
placed in the output corresponding to the modes orthog-
onal to the PSF (for B-SPADE) or to the antisymmet-
ric component (for SLIVER) is sufficient for achieving
the error probability behavior derived here. Hypothesis
H2 is accepted if and only if this detector clicks at any
time during the observation period. If we need to simul-
taneously know the conditional error probability, then
at least two photon-number-resolving detectors (or gated
on-off detectors with sufficient temporal resolution) are
required such that the total number of the photons ar-
riving on the image plane can be obtained from the ob-
servation.
Some implementation imperfections that can result in
suboptimal performance deserve to be mentioned here.
We have so far assumed in our analysis that the optical
axes of the B-SPADE and SLIVER devices are perfectly
aligned to the source centroids. In practice, we can use
a portion of light to estimate the centroid before align-
ing the B-SPADE/SLIVER devices [7, 8]. From quan-
tum parameter estimation theory, it is known that direct
imaging can be used to achieve a good estimate of the
centroid, provided that a sufficient number of photons
had been collected [7]. Remarkably, as long as the opti-
cal axes are perfectly aligned, the Chernoff exponents of
both B-SPADE and SLIVER as well as the quantum limit
are insensitive to the relative brightnesses under the weak
source model, meaning that the advantage of B-SPADE
and SLIVER over direct imaging still holds when the two
hypothetical sources do not have equal brightness com-
ponents. Another possible source of imperfection is dark
counts in the photodetectors; this may affect the perfor-
mance the B-SPADE and SLIVER schemes, especially
those using the simplified decision rules. To improve the
robustness against dark counts or extraneous background
light, we may use feedback strategies, like those devel-
oped in the context of distinguishing between optical co-
herent states [46, 47]. These issues will be addressed in
subsequent work.
Although sophisticated optical microscopy techniques
can help resolve multiple sources better than direct imag-
ing [48], the manipulation of the source emission that
they require is impossible in astronomical imaging for
which the dominant detection technique is direct imag-
ing. Our proof that the linear-optics schemes proposed
here can yield Chernoff exponents that are orders of
magnitude larger than that of direct imaging, coupled
with the rapid recent experimental progress on similar
schemes [17–20], holds out great promise for applications
in astronomy and molecular imaging analysis in the near
future.
Methods
Density operators. To calculate the Chernoff exponent
and error probabilities, we need to express the density op-
erators ρ1 and ρ2 in an appropriate basis. We focus on a
single temporal mode χ(t) of the image-plane field satis-
fying
∫ T
0
|χ(t)|2 dt = 1 on the observation interval [0, T ].
The two mutually incoherent sources at ±d/2 under H2
are described by statistically independent zero-mean cir-
cular complex Gaussian amplitudes A1 and A2 with the
probability density
Pr(A1, A2) =
2∏
j=1
1
pij
exp
(
− |Aj |2 /j
)
, (20)
where 1 and 2 are the brightnesses of the two point
sources. The image-plane field conditioned on (A1, A2) is
described quantum-mechanically as a coherent-state, i.e.,
an eigenstate |φA1,A2〉 of the positive-frequency field op-
erator Eˆ(+)(r, t) in the image plane: Eˆ(+)(r, t) |φA1,A2〉 =
EA1,A2(r)χ(t) |φA1,A2〉, where EA1,A2(r) is given by
EA1,A2(r) = A1ψ (r− d/2) +A2ψ (r + d/2) (21)
and ψ(r) is the normalized PSF. The density operator
under H2 is formally given by
ρ2 =
∫
C2
d2A1d
2A2 Pr(A1, A2) |φA1,A2〉 〈φA1,A2 |. (22)
Note that ρ2 depends on the separation d and is re-
duced to ρ1 when setting d = 0. Moreover, it can be seen
from equation (21) that under H1 we have EA1,A2(r) =
(A1 + A2)ψ(r). Thus, it is evident that, while the rel-
evant coherent states are defined on a complete set of
transverse-spatial modes on I, only three orthonormal
modes are in excited (non-vacuum) states. These may
7be chosen as
φ1(r) = ψ(r), (23)
φ2(r) =
1√
1− µ2
[
ψ(r− d/2) + ψ(r + d/2)
2
√
λ+
− µψ(r)
]
,
(24)
φ3(r) =
ψ(r− d/2)− ψ(r + d/2)
2
√
λ−
, (25)
where λ± ≡ (1± δ(d))/2 and µ is given by equation (7).
Using {φ1(r), φ2(r), φ3(r)} as a spatial-mode basis, we
have
EA1,A2(r) = A+
[
µφ1(r) +
√
1− µ2φ2(r)
]
+A−φ3(r),
(26)
where A+ =
√
λ+(A1 + A2) and A− =
√
λ−(A1 − A2)
are two circular complex Gaussian amplitudes random
variables. When 1 = 2 = /2, the random variables A+
and A− are statistically independent [8]. In such a case,
we get
ρ1 = ρth ()⊗ |0〉 〈0| ⊗ |0〉 〈0|, (27)
ρ2 = U [ρth(+)⊗ |0〉 〈0|]U† ⊗ ρth(−), (28)
where ρth() =
∑
n[
n/( + 1)n+1] |n〉 〈n| is the single-
mode thermal state with  average photons [49, 50], U
is a unitary beamsplitter transformation with transmis-
sivity µ acting on the first two modes. The d-dependent
quantities ± and µ are given by equation (7). The trans-
missivity µ takes values in the range [-1,1] and equals unit
when d = 0. The beamsplitter implements the transfor-
mation
U |α〉⊗ |β〉 = |µα−
√
1− µ2β〉⊗ |µβ+
√
1− µ2α〉 (29)
for input coherent states |α〉 and |β〉, while for a number
state-vacuum input |n〉 |0〉, we have
U |n〉 ⊗ |0〉 =
n∑
k=0
√(
n
k
)
µk (1− µ2)n−k2 |k, n− k〉 . (30)
Quantum Chernoff exponent. The quantum Cher-
noff exponent is given by ξ = − log min0≤s≤1Qs with
Qs ≡ Tr(ρs1ρ1−s2 ). Using equations (27), (28), and (30),
we get after some algebra:
Qs =
1
aps(1− bqs) , (31)
where the coefficients are
a = (1 + +)(1 + −), b =
+
1 + +
µ2,
p =
1 + 
(1 + +)(1 + −)
, q =
(1 + +)
+(1 + )
.
(32)
B-SPADE
φ1
φ2
φ3
D1
D23
SLIVER
φ1
φ2
φ3
D12
D3
FIG. 4. Effective description of the B-SPADE and SLIVER
measurements in the three-mode basis. Here, φ1, φ2 and φ3
are the three orthonormal modes of equations (23)-(25) used
to represent the density operators in equation (27) and (28).
It follows from 0 ≤ ± ≤  and + + − =  that p ≤ 1
and q ≥ 1. Thus, Qs takes its minimum at s = 0, i.e.,
min
0≤s≤1
Qs = Q0 =
1
(1 + −)(1 + + − µ2+) , (33)
from which we obtain the quantum Chernoff exponent
in equation (5).
B-SPADE and SLIVER. To calculate the Chernoff
exponents as well as the error probabilities for B-SPADE
and SLIVER, it will be convenient to only focus on the ef-
fective action of the measurement on the relevant Hilbert
subspace. Figure 4 illustrates the effective actions of B-
SPADE and SLIVER on the mode subspace spanned by
φ1(r), φ2(r) and φ3(r). The B-SPADE measurement dis-
criminates the first mode from the other two, while the
SLIVER measurement discriminates the first two modes
from the third, which is the sole excited antisymmet-
ric mode. We emphasize that our schemes are very dif-
ferent from a detector that resolves each of the modes
φ1(r), φ2(r) and φ3(r), since implementing such a detec-
tor would require knowledge of d. Our schemes, on the
other hand, work for any d. Using equations (27) and
(28) and the effective action of the measurements shown
in Fig. 4, the probability distribution of measurement
outcomes can be easily obtained as given in Table II, on
which the calculation of the Chernoff exponents is based.
For B-SPADE, we get
Q(B−SPADE)s =
1 + b˜q˜s
aps
, (34)
where a and p are given in equation (32), b˜ = µ2+/(1 +
+ − µ2+), and q˜ = (1 + + − µ2+)/µ2+ ≥ 1. It
follows that Qs is minimized over [0, 1] by taking s = 0,
leading to the result of ξ(B−SPADE) in equation (5). In
the weak-source model, the probability distribution of a
detected photon being at the two output ports is {1, 0}
under H1 and {δ(d/2)2, 1 − δ(d/2)2} under H2. Thus,
one can easily obtain the result of ξ
(B−SPADE)
c as shown
in equation (15).
For SLIVER, the structure of ρ1 and ρ2 implies that
the two detectors fire independently under both hy-
potheses. From these equations, the Chernoff exponent
8TABLE II. Probability distributions of single-sample outcomes for the two on-off detectors used in the B-SPADE and SLIVER
measurement. The first entry in each outcome refers to detection of the filtered PSF mode for B-SPADE and the symmetric
field for SLIVER. The probability represented by ∗ can be obtained by the normalization of the probability distribution.
Measurement Hypothesis
Probability of Event
(off, off) (on, off) (off, on) (on, on)
B-SPADE
H1
1
1+

1+
0 0
H2
1
(1++)(1+−)
µ2+
(1++)(1+−)(1++−µ2+)
1
1+µ2+
− 1
(1++)(1+−) ∗
SLIVER
H1
1
1+

1+
0 0
H2
1
(1++)(1+−)
+
(1++)(1+−)
−
(1++)(1+−)
+−
(1++)(1+−)
of SLIVER can be calculated (and corresponds to s = 0
as for B-SPADE) with the result of equation (6). In
the weak source model, the probability distribution of a
detected photon being at the two output ports is {1, 0}
under H1 and {[δ(d)+1]/2, [1−δ(d)]/2} under H2. Thus,
one can easily obtain the result of ξ
(SLIVER)
c as shown in
equation (16).
Leading term of Chernoff exponent. For a given
measurement scheme, let Υ(z; d) be the resulting prob-
ability density of a measurement outcome z, where
d is the distance between the two hypothetic point
sources. The Chernoff exponent of equation (3) for
testing H2 (d > 0) against H1 (d = 0) can be writ-
ten as ξ(d) = − log min0≤s≤1Qs(d) with Qs(d) ≡∫
dµ(z)Υ(z; 0)1−sΥ(z; d)s. Let us now focus on the lead-
ing term of ξ(d) for small separations d ≈ 0, where the
optimal measurement performs much better than direct
imaging. We expand Qs(d) in a Taylor series as
Qs(d) = 1 +
∞∑
k=1
dk
k!
Qs,k, (35)
Qs,k ≡
∫
Ω
dµ(z) Υ(z; 0)1−s
∂kΥ(z; d)s
∂dk
∣∣∣∣
d=0
, (36)
where Ω ≡ {z | Υ(z; 0) > 0}. These coefficients Qs,k are
independent of d. Although in our model the separation
d is nonnegative, the PSFs in equation (9) can be easily
extended to real numbers and meanwhile assured to be
smooth at d = 0. It then follows from equation (12) that
Υ(z; d) = Υ(z;−d) and thus all odd derivatives of Υ(z; d)
with respect to d at d = 0 vanish for an arbitrary z. As
a result, we have
Qs,1 = Qs,3 = 0, Qs,2 = sg
(2)(0),
Qs,4 = 3s(s− 1)K + sg(4)(0),
(37)
where g(k) denotes the k-th derivatives of g(d) ≡∫
Ω
dµ(z) Υ(z; d) and
K ≡
∫
Ω
dµ(z)
1
Υ(z; 0)
[
∂2Υ(z; d)
∂d2
]2
d=0
. (38)
For the ideal direct imaging scenario in the weak-
source model, the measurement outcome z is the
coordinates of a detected photon in the image plane,
i.e., z = (x, y) ∈ I. Suppose that the two point sources
are aligned along the x-axis, Υ(z; d) is then given by
equation (17) with z = (x, y). For all three typical kinds
of PSFs considered in this work, we have g(d) = 1 for
direct imaging. In such a case, the leading d-dependent
term in the Taylor series of Qs(d) is of fourth order. It
then follows that ξ
(DI)
c ' d432K, which is equation (18).
On the other hand, for B-SPADE and SLIVER, it can be
seen from Table II that g(d) = Λ2(off,off) + Λ2(on,off),
so that g(2)(0) is nonzero and the leading term in Qs(d)
is second-order in d.
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