As an extension of projective homology, stereohomology is proposed via an extension of Desargues theorem and the extended Desargues configuration. Geometric transformations such as reflection, translation, central symmetry, central projection, parallel projection, shearing, central dilation, scaling, and so on are all included in stereohomology and represented as modified Householder elementary matrices. Hence all these geometric transformations are called elementary. This makes it possible to represent these elementary geometric transformations in homogeneous square matrices independent of a particular choice of coordinate system.
Introduction
It is nearly 200 years since homogeneous coordinates were introduced by Plüker and Möbius [10, pp.852~854] individually as part of the algebraic scheme for projective geometry. It is only by homogeneous representation that some basic geometric transformations can be represented into square matrices. Such geometric transformations are translation, perspective projection, rotation with axis not passing through the coordinate system origin, shearing, and so on. The homogeneous representation of geometric transformations in square matrices based on homogeneous coordinates is powerful and elegant which has now been widely adopted in both projective geometry and computer graphics.
However, the current homogeneous representation of geometric transformations still exhibits deficiency. A fundamental issue is that conventional homogeneous representation has not yet presented a nice definition to the homogeneous geometric transformations. The difficulty of algebraically defining homogeneous geometric transformations in projective space may readily be underestimated because of the native Euclidean geometric intuitions of such geometric transformations in one's mind.
First, since using homogeneous coordinates means pure algebraic representation in projective space, it is reasonable to expect that a nice definition to some specific geometric transformation is not only compatible with the conventional Euclidean intuitions but also independent of its Euclidean geometric background, i.e., such fundamental Euclidean concepts as distances would be invalid, angles have to be represented via cross ratio via Laguerre's formula [13, pp.342,409] , and Euclidean transformations dependent on the validity of distance become undefined. Second, by saying well-defined or nice we mean a definition is able to solve the following two sides of a geometric transformation definition problem: on the one side, given a homogeneous matrix, uniquely identify its geometric classification and characteristic features; on the other side, given sufficient characteristic geometric features, uniquely determine the homogeneous matrix of a geometric transformation.
Take reflection as an example. By definition in extended Euclidean space or in projective space, a reflection should be uniquely determined by its mirror hyperplane, which is a reference-coordinate-frame independent fact. While conventionally determining the homogeneous matrix of a reflection about an arbitrary mirror plane, unnecessary coordinate information has to be involved into concatenation multiplication matrix factors [11, pp.34~35 , 47~49][14, pp.16~19, 39] , i.e., coordinate information which finally cancels itself out has to be employed which makes the procedures of reflection determination neither unique nor straightforward. For many other geometric transformations such as central projection, parallel projection, scaling, shearing, central dilation, and so on, similar issues persist.
Such an approach in determining the homogeneous matrix of a transformation has the following drawbacks: (i) The definition of a general homogeneous reflection in projective space has a prerequisite that a homogeneous matrix, in diagonal form for the reflection case, has already been adopted as some kind of standard reflection based on the algebraic correspondences between the formulations and their Euclidean geometric meanings; (ii) A series of Euclidean transformations E i , the homogeneous matrices of which are actually algebraically undefined in projective geometry and which can be chosen almost arbitrarily, have to be employed based on an unarticulated truth(see theorem 2.1), which makes the procedure flawed and a little more complicate to program and code for many geometric transformations; (iii) There is actually no algebraic definition in projective space to determine the geometric meaning of homogeneous matrix obtained conversely without using such non-projective-geometry concepts as distance.
Chen [1] proposed the concept stereohomology by taking advantage of an extended Desarguesian configuration in 2000 when trying to address the issue that the central and parallel projection matrices determination is dependent on the choice of coordinate system. However, no simple formulation for stereohomology was given in [1] .As a natural continuation, Chen [2] further represented stereohomology as modified Householder elementary matrices [9, pp.1~3] . Central projection, parallel projection, translation, central symmetry, and reflection were included into stereohomology in [2] and their potential applications in computer graphics were also proposed. Equation (1.1) is the algebraic form of elementary matrices, i.e., Householder elementary matrices, which we confine to real number field R only in this paper. Matrices in this form were first introduced by Householder [7, 8] and finalized as elementary in [9, pp.1~3] . The famous Householder reflection successfully used in numerical analysis is the involutory and orthogonal case of Householder elementary matrices in equation (1.1).
In this work, we will continue to address the definition and formulation issues in algebraic projective geometry for a series of geometric transformations commonly used in computer graphics by using the concept stereohomology [1] , which is an extension of homology in [19, p.60] , perspective collineation in [18, p.75] or central collineaton in [16, pp.67~73] to n-dimensional projective space, with degenerate cases considered in order to represent both nonsingular transformations and singular projections, and with prefix stereo-so as to distinguish it from the already existing space homology [19, p.82] and specify its potential applications in computer vision.
Our major contributions are: we further extend the meaning of stereohomology in projective geometry, classify them into not only central projection, parallel projection, translation [1] , central symmetry, reflection [2] , but scaling, shearing, space elation, space homology and direction, which include all the possibilities of stereohomology, and formulate them into the coordinate system independent modified Householder elementary matrices.
From stereohomology to Elementary Geometric Transformations
For any geometric transformation T 0 in square matrices, theorem 2.1 holds, which is also the theoretical basis for conventional approaches to homogeneous matrix construction of geometric transformations: Theorem 2.1. Suppose T 0 is a geometric transformation in projective space which transforms an arbitrary point X into Y ; and the homogeneous coordinates of X and Y in reference coordinate systems (I) and (II) are (x), (y), (x ′ ), (y ′ ) respectively; the transformation matrices of T 0 in (I) and (II) are A and B respectively, i.e., (y) = A(x), (y ′ ) = B(x ′ ); suppose the coordinate transformation from (I) to (II) is a nonsingular square matrix T , i.e., (x ′ ) = T (x), (y ′ ) = T (y); then:
The matrices of T 0 in (I) and (II) are similar.
Theorem 2.1 indicates that the invariants of matrices of a geometric transformation in different reference coordinate systems are their eigenvalues and the geometric and algebraic multiplicities thereof, which a reference-coordinate-system independent definition of the geometric transformation should depend on.
Though the scope of discussion in this paper will primarily be limited to point transformations, the following result on the relationship between a nonsingular hyperplane transformation and its point transformation counterpart in [15, p.207] , [5, p.36] and [13, pp.61,401] , is useful for camera transformation, which is cited here as theorem 2.2: Theorem 2.2 (Hyperplane transformation). Let T be a nonsinglular projective transformation with hyperplane transformation matrix H and point transformation matrix P in a reference coordinate system, then H = P −⊤ , where P −⊤ is the transposed inverse of P .
Extension to Desargues' theorem and Desargues Configuration
In some early projective geometry textbooks, there were already useful results for elementary geometric transformation representation.
For example, the discussion in [12, pp.25~28] implies that the two coplanar triangles which follow Desargues' theorm can determine a planar homology; in [18, pp.43~44] , Desargues' theorem and its inverse were already extended to 3-space by two perspective tetrahedra, and space homology was also defined under the concept perspective collineation [18, pp.75~76] .
Different from the results in [12, 18] , a nonsingular collineation (or projective transformation) [19, p.xi] is not enough in order to have singular projections included. So Desargues' theorem was extended to ndimensional projective space with degenerate cases considered, and collineation (or projective transformation) was generalized to have singular cases [1, 2] . [18, 1, 2] ). If in n-dimensional projective space P n (2 n ∈ Z + ), the homogeneous coordinates of points X 1 , X 2 , ..., X n , X n+1 have a rank of n+1, any n of the n+1 points Y 1 , Y 2 , ..., Y n , Y n+1 are linearly independent, and there exists a fixed point S which is collinear to any two of the corresponding points: X i and Y i ( i = 1, · · · , n+1 ), then the homogeneous coordinate vector set, which consists of C 2 n+1 intersection points defined as
Theorem 2.3 (extended Desargues theorem
When n=2, theorem 2.3 is analogous to the planar Desargues theorem; when n=3, theorem 2.3 is analogous to Theorem 2 in [18, p.43] . Different from Desargues theorem and its 3-space extension in [18, pp.41,43~44] , conversely the statement in theorem 2.3 is not true when the n+1 points Y 1 , Y 2 , ..., Y n , Y n+1 are linearly dependent which is considered as the degenerate case of the statement in theorem 2.3. There are literatures in different languages reporting the further extension of Desargues' theorm to even higher n-dimensional spaces, which are of less importance than the extension from perspective triangles to perspective tetrahedra since the results in 2 and 3 dimensional spaces are enough for applications in vision.
Definition 2.1 (Extended Desarguesian configuration
3 is an extended Desarguesian configuration, denoted as:
A series of extended Desargues configurations have been visualized in figures 1~11 to illustrate how they are being used in defining elementary geometric transformations, which are useful to verify the compatibility with of these transformations with their Euclidean counterparts in geometric meaning. Different from the conventional Desargues configuration, the configuration in figures 1~3, are for singular projections, therefore the Y 1 , Y 2 , Y 3 and Y 4 in them are coplanar and no three of the four are collinear.
In order to include singular projections into the elementary representation framework, we need to have singular geometric transformations included besides the nonsingular general projection transformations.
Similar to the definition of collineation [19, pp.xi,6] , a generalized collineation or genralized projective transformation can be defined as: Definition 2.2 (Generalized projective transformation [1, 2] ). In P n , if (n + 1)-square matrix T = (t i,j ) in Equation (2.2) (ρ ∈ R) defines a geometric transformation T , and rank(T ) n, then T with matrix T is a generalized collineation, also called generalized projective transformation.
Definition of Stereohomology
Definition 2.3 (Stereohomology [1, 2] ). In P n , a generalized projective transformation T with (n+1)-square matrix T is a stereohomology, (1) if there exists a rank n hyperplane ( stereohomology hyperplane, denoted as π ) any point on which is an eigenvector of T ; and (2) if there exists a fixed point (stereohomology center, denoted as S ) which is collinear with any pair of corresponding points through T .
According to theorems 5.3 and 5.6 in [16, pp.68~73] , the existence of a fixed hyperplane implies the existence of a fixed center and vice versa. The results hold for generalized collineation. Since "(1)" and "(2)" in definition 2.3 can be derived from each other, the definition of stereohomology in 2.3 can hence be simplified to have "(1)" or "(2)" only.
In order to algebraically identify whether a square matrix is a stereohomology or not, "(1)" in definition 2.3 plays a specially important role since it implies that any (n+1)-dimensional matrix which has an eigenvalue with geometric multiplicity of n is a stereohomology in P n .
Similar to the definition of perspective collineation in [18, p.75] and that of homology in [19, p.60] , stereohomology by definition has its stereohomology hyperplane π (axis in P 2 ) and center S. Stereohomology was first defined as perspective in [1] then elementary perspective in [2] when s ∈ π, homology in [1] and elementary homology in [2] when s / ∈ π. We will follow the definitions in [2] in the next subsection before we get a full picture of stereohomology. Lemma 2.1 (Existence & uniqueness theorem [1, 2] ). There exists a unique generalized projective transformation T which transforms
The proof in 3-space was constructively presented in [1] via Gramer's rule, which is analogous to that of the fundamental theorem on the existence and uniqueness of projective transformation in projective geometry (See Appendices).
If the homogeneous coordinates of points in an extended Desarguesian configuration ABCD-S-
respectively, denote:
In [1] , it was proved that a generalized collineation matrix thus obtained has an eigenvalue with geometric multiplicity of 3 (See Appendices). The results can be analogously extended to P n . Therefore it is a stereohomology.
Hence theorem 2.4 will be straightforward:
Theorem 2.4 (Existence & Uniqueness of stereohomology [1, 2] ). A stereohomology can be uniquely determined by an extended Desarguesian configuration: the unique generalized projective transformation matrix which transforms
Proof. See Appendices.
Elementary Matrix Representation
Stereohomology obtained in equation (2.3) is rather complicated for real application. So it is natural to consider the possibility of simplification, which was realized by symbolic computation [2] . Suppose an elementary homology T 3d in P 3 , of which the stereohomology center S in homogeneous is (s 1 , s 2 , s 3 , s 4 ) ⊤ , and the stereohomology hyperplane π's homogeneous coordinate is (a, b, c, d) ⊤ ; Suppose none of any two of a, b, c, and d are zero concurrently, and suppose the two eigenvalues of T 3d are λ, corresponding to the eigenspace π with a geometric mutiplicity of 3, and ρ corresponding to S.
Hence, (s 1 , s 2 , s 3 , s 4 ) ⊤ is an associated eigenvector with ρ, and the linearly independent (−b, a, 0, 0)
⊤ are the associated eigenvectors with λ, i.e.:
Equation (2.4) is equivalent to:
Symbolic computation
Equation (2.5) can be rewritten and extended to P n as:
Similar form of elementary perspective can be obtained as:
is used so that µ is independent of the particular homogeneous coordinates choice of (s) and (π). The elementary matrices in equations (2.6) and (2.7), which are de facto equivalent to Householder's elementary matrices in equation (1.1).
It has been proved that both equations (2.6) and (2.7) are stereohomology in P n [2] by using theorem 1.3.20 in [6, pp.53~54] which is cited as lemma 2.2 here: Lemma 2.2. If a matrix A ∈ F m×n , B ∈ F n×m , and the characteristic polynomials of AB and BA are f AB (λ) and f BA (λ) respectively, then:
Proposition 2.1 (Property of elementary matrices).
The rank of n+1 dimensional elementary matrices T in equations (2.6) and (2.7) is equal to or greater than n. 
then we have the determinant of T :
Since λ = 0 is the eigenvalue with the geometric multiplicity of n, if and only if ρ = 0, rank(T ) = n, otherwise rank(T ) = n+1.
, then the determinant of T :
Since λ is the only nonzero eigenvalue of T , an elementary perspective T always is nonsingular. Hence rank(T ) = n+1.
So far we have successfully represented stereohomology into modified Householder elementary matrices in equations (2.6) and (2.7). This also makes it possible a stereohomology matrix can be determined by a fixed hyperplane π, a fixed point S and the eigenvalues with geometric meaning independent of the particular choice of coordinate system. Conversely, given a square matrix, it is easy to determine whether it is a stereohomology by its checking its eigen-decomposition. Theorem 2.5 (Three stereohomology theorem [2] This can be proved by using the result that elementary matrices in equations (2.6) and (2.7) are stereohomology by definition 2.3.
Unification of Elementary Geometric Transformations: stereohomology
In [1] , only central projection, parallel projection, translation and central dilation were defined as stereohomology since only singlularity of the transformation was considered. When involution was taken into consideration, reflection and central symmetry were both added in [2] .
Definitions and Representation of Elementary Geometric Transformations
In this section, we discuss more possibilities of S and π in the extended Desarguesian configuration of a stereohomology, and define all the following geometric transformations into the stereohomology family as elementary: central projection, parallel projection (with both oblique and orthographic cases), direction, space homology(slightly different from those in [18, p.75] and [19, p.60] ), scaling(with both oblique and orthographic cases, the involutory case of which is a reflection), central dilation(the involutory case of which is central symmetry), space elation, shearing and translation.
Note that all the specific elementary geometric transformations are classified and defined strictly based on the geometric features in the corresponding extended Desarguesian configuration, e.g., figures 7 and 1 for reflection and central projection respectively. We omit those figures for other elementary geometric transformations and only list their algebraic descriptions in table 1. The definitions thus proposed also present an approach in determining whether a given square matrix is a specific elementary geometric transformation or not. Table 1 summarizes all these elementary geometric transformations defined as stereohomology which will be discussed in details respectively. Before going on for further discussion, it is necessary to present the following properties of stereohomology as propositions 3.1 and 3.2, which are the basis for some of the definitions in table 1 and both can be proved by using equations (2.6) and (2.7). 
where (s),(π) ∈ P n , (s) ⊤ · (π) = 0.
Definition 3.1 (Involutory). If a projective geometric transformation T satisfies:
then T is involutory, or is called an involutory (projective) transformation. 
Similar reflection formula on projective involution was also given in [13, p.415, theorem 21.4] which can be considered as a special case of stereohomology.
Definition 3.2 (Central projection).
A central projection T is a singular stereohomology, of which both the stereohomology center S and the stereohomology hyperplane π are ordinary (or finite). See figure 1 for its extended Desarguesian configuration illustration. The stereohomology center S is the projection center of T , and π is the projection hyperplane or image hyperplane of T . 
The result obtained in (3.3) can be verified by that in [14, pp.87~92] unless row vector is used in [14] . Note that no assumption is made on the reference coordinate system via the approach here, which means central
Definition 3.3 (Normal point).
There is only one normal point in P 3 , the homogeneous coordinate of which is k · (0, 0, 0, 1)
Definition 3.4 (Ideal/Infinite hyperplane). There is only one infinite (or ideal) hyperplane in P 3 , the homogeneous coordinate of which is k · (0, 0, 0, 1)
Definition 3.5 (Direction). A direction is a singular stereohomology, of which the stereohomology center S is ordinary point and the stereohomology hyperplane π is the infinite hyperplane. Figure 2 illustrates the extended Desarguesian configuration of a typical direction, where the infinite geometric elements cannot be visualized immediately. A direction with a stereohomology center S is called a direction from S. 
Such a definition as normal direction mainly serves as a bridge for the purpose of geometric meaning compatibility with Euclidean nomenclatures.
Definition 3.7 (Parallel projection).
A parallel projection is a singular stereohomology, of which the stereohomology center S is an infinite point and the stereohomology hyperplane π is an ordinary (finite) hyperplane. See figure 3 . If S is the normal direction of π, a parallel projection is orthographic, otherwise it is oblique. See definition No. 2 in table 1 for the parallel projection formula.
Figure 3: Extended Desarguesian configuration for parallel projection
There is already similar representation on central and parallel projections in [11, pp.67~76] , but no such general definition as stereohomology is found and the representation on reflections and rotations are still conventional ones in [11] .
Definition 3.8 (Space homology).
A space homology is a nonsingular stereohomology, of which both the stereohomology center S and the stereohomology hyperplane π are ordinary (finite) elements and S / ∈ π. See figure 4 .
See definition No. 4 and No. 7 in table 1 for the formula of space homology and its involutory case.
Definition 3.9 (Elementary scaling
). An elementary scaling is a nonsingular stereohomology, of which the stereohomology center S is infinite while the stereohomology hyperplane π is ordinary (finite), and S / ∈ π. S is called the scaling direction. See figure 5 .
If S is the normal direction of π, a scaling is orthographic, otherwise it is oblique. See definition No. 5 in table 1 for the scaling formula, where the the scaling ratio is: ρ/λ.
A general scaling with different scaling ratios in multiple directions is not elementary, which can be obtained by concatenating elementary scaling matrices together. Note that conventional representation usually has the difficulty in distinguishing central dilation from scaling due to its ambiguity in definition.
UNIFIED FRAMEWORK TO ELEMENTARY GEOMETRIC TRANSFORMATION REPRESENTATION
π X 1 X 2 X 3 X 4 S Y 1 Y 2 Y 3 Y 4
Figure 4: Extended Desarguesian configuration for space homology
The crosssection line of π If the stereohomology center S is the normal direction of π, a reflection is orthographic, otherwise skew or oblique. Usually when we mention a reflection we mean orthographic reflection unless otherwise specified.
See definition No. 8 in table 1 for the reflection formula. An orthographic reflection solution to Example 3.5 in [11, pp.48~49] based on the definition here will be as follows:
Since the mirror hyperplane specified is 2x−y+2z−2 = 0, then reflection mirror (π) = (2, −1, 2, −2) ⊤ , and S is the normal direction of π by using equation ( 
The reflection R thus obtained in equation (3.5) via equation (3.2) is the same as that in [11, p.49] unless row vectors are used in [11] while the approach used here is much simpler and can be extended to general cases without difficulty. Note that space elation follows the same rule as the convex and concave lens in elementary optics which is what inspires the extension to Desarguesian theorem and finally leads to the concept of stereohomology [1] .
(b) Extended Desarguesian configuration for 3D space elation Figure 9 : 2D and 3D Extended Desarguesian configurations for space elation Definition 3.14 (Shearing). A shearing is a nonsingular stereohomology, of which the stereohomology center S is infinite while the stereohomology hyperplane π is ordinary (finite), and S ∈ π.
See figure 10 for a 2D case visualization and definition No. 11 in table 1 for the shearing formulation.
Definition 3.15 (Translation).
A translation is a nonsingular stereohomology, of which both the stereohomology center S and the stereohomology hyperplane π are infinite elements, and S ∈ π. See figure 11 for its extended Desarguesian configuration illustration and definition No. 12 in table 1 for the translation formulation. 
Involutory Stereohomology Representation of Elementary Perspectives
Figure 10: Desarguesian configuration for 2D shearing The displacement of the translation is twice the distance between S 1 and S 2 .
Definition 3.17 (Translation).
A translation is a compound transformation of two orthographic reflections of which the ordinary stereohomology hyperplanes π 1 and π 2 are different but share a common normal direction.
The displacement of the translation is twice the distance between π 1 and π 2 .
Definition 3.18 (Shearing).
A shearing is a compound transformation of two involutory stereohomology, of which the two stereohomology centers S 1 and S 2 are different ordinary points, and which share a common ordinary sterehomology hyperplane π, if the line joining S 1 and S 2 intersects π at infinite. The shearing displacement is hence twice the distance between S 1 and S 2 .
Definition 3.19 (Shearing)
. A shearing is a compound transformation of two reflections, at least one of which is oblique, the two mirror hyperplanes π 1 and π 2 of which are different ordinary hyperplanes intersecting at an ordinary line, and which share a common infinite stereohomology center S.
Except for projections, shearing and scaling [3, p.11] are also fundamental concepts in computer vision which were not rigorously defined independent of a particular choice of coordinate system before.
Definitions and Representation of General Rotations
The definitions and representation for elementary geometric transformations can be further extended to those geometric transformations which are not elementary since square matrices can be decomposed into elementary factors. Here we only present an example to general 3D rotations with axes not necessarily passing through coordinate system origin.
A rotation can be defined as the compound operation of two reflections according to [13, pp.419~422] , but there is no simple rotation representation derived based on such definitions yet. In this section we shall both use the compound transformation of two orthographic reflections defined as involutory stereohomology in table 1 and use the eigen-system of the rotation which is inherent algebraic features per theorem 2.1, to represent a general rotation.
The definition of an orthographic reflection in [2] takes advantage of the existence and uniqueness of an involutory projective transformation which transforms X i and S in the extended Desargues configuration figure 7) into Y i and S in sequence respectively. The homogeneous square matrix formulation of such a reflection was proved to be in the form as indicated in table 1 [2] .
Note that in order to make the definitions in algebraic projective geometry compatible with the Euclidean geometry intuitions in one's mind, we have to make choices to distinguish ordinary and infinite geometric elements which are algebraically indistinguishable in projective space. Then we redefine homogeneous rotations in P n ( only when n = 2,3) in this paper as: Definition 3.20 (Rotation). A rotation in P n is a compound transformation of two orthographic reflections of which the stereohomology centers S 1 and S 2 are different infinite points, and sterehomology hyperplanes π 1 and π 2 are ordinary elements(see table 1 for definitions of elementary geometric transformations).
The rotation angle θ of the rotation is twice that of dihedral angle ω between π 1 and π 2 which can be represented by Laguerre's formula by involving cross ratio [13, pp.342,409] .
The above definition 3.20 is directly borrowed from the classic definitions in projective geometry, and is theoretically dependent on the possibility of defining normal reflection as an involutory stereohomology in table 1 where modified Householder's elementary matrices [9, 1~3] are presented and defined into stereohomology based on an extension to Desargues theorem [18, 75~76] . Otherwise, we have not find any other opportunity of define rotation via such an approach in algebraic projective geometry. It is only based on definition 3.20 that we can obtain a pure algebraic definition 3.21 of 2D and 3D rotations in projective space without using any non-projective-geometry concept, i.e., it is logically inappropriate to immediately adopt a Givens matrix as a standard rotation.
Definition 3.21 (Rotation)
. A rotation in P n (n = 2,3) with rotation angle θ and rotation axis l (the latter of which should be able to be represented as the intersection of two hyperplanes in P n ) is a projective transformation of which:
(1) the ratios of all eigenvalues are cosθ ± i· sinθ and 1; (2) points on rotation axis l are the associated eigenvectors with the ratio 1 real eigenvalue, and (3) the associated eigenvectors with eigenvalues of ratios cosθ ± i· sinθ are the intersetion points of the imaginary conics [17, p.204] and the infinite hyperplane in P 2 , or are the intersection points of the imaginary quadrics [17, p.204] , the infinite hyperplane, and any ordinary hyperplane of which the normal direction is the direction of the rotation axis when it is in P 3 .
We shall obtain homogeneous rotations based on definitions 3.20 and 3.21 via two approaches different from those in [11, pp.33~34,43~48] , [14, pp.43~52] , [20, p.36] , [21, pp.89~90,115~118,177~180] :
(I) find two hyperplanes of which their intersection line being rotation axis and the dihedral angle ω being half the angle θ, then the products of reflections about the two hyperplanes will be desired rotation and its inverse (per definition 3.20), further characteristic geometric features of positive direction of rotation axes and the right-or left-handed rule, can finalize the desired rotation;
(II) find all the eigenvalues and their associate eigenvectors, then the rotation and its inverse can be obtained by reconstructing from its eigen-decomposition factors(per definition 3.21), further characteristic geometric information on the rotation similar to above uniquely determines the rotation.
The right-handed 3D homogeneous rotation with rotation angle θ and rotation axis through (x 0 , y 0 , z 0 , 1) T with axis direction (a, b, c, 0) T can therefore be obtained by the approaches above as in (3.6), which for application convenience has been rewritten into a user friendly form similar to the classic Rodrigues' formula [4, p.165] (Note: without loss of generality, we assume a 2 + b 2 + c 2 = 1):
where:
Conclusions
We have algebraically redefined as stereohomology a series of geometric transformations, i. [3] 
which can be rewritten into equations (4.3)~(4.7) as below:
and rewritten into the (n + 1)(n + 2)−dimensional linear system: 
8) The 20 × 20 coefficient matrix in (4.8) is always nonsingular since its determinant is equal to minus that of the following matrix, which is nonsingular since B, C, D and S in an extended Desarguesian configuration are not coplanar:
Since a i (i = 1, 2, 3, 4) cannot be all zero, then there exist a unique nontrivial solution to the 20 × 20 linear system. So does the desired generalized projective transformation which transforms ABCDS into
The conclusion can be extended to n-dimensional projective spaces by examining the existence and uniqueness of the solution to a thus obtained (n + 1) * (n + 2) dimensional linear system. Below we show how to obtain the generalized collineation in the form as in equation (2.3) in page 5 of the manuscript.
First, also from equations (4.3), (4.4), (4.5), (4.6) and (4.7), we obtain the following relationships: Proof. Let T represent both the geometric transformation and the transformation matrix. Only prove the case when T is nonsingular, i.e., both the homogeneous coordinates of (x i ) and those of (y i ) are linearly independent. The proof is based on a constructed minimal polynomial of T .
Since he homogeneous coordinate of S can be linearly expressed as:
and since the n+1 homogeneous coordinates of (x i ) and (y i ) ( i = 1,· · · , n+1 ) are linearly independent, ∃ 0 = µ i ∈ R (i = 1,· · · , n+1 ), which make (s) can be linearly expressed as:
Since (x i ) and (y i ) are the corresponding points through the geometric transformation T (∀ i = 1, · · · , n + 1), i.e., there exist: 0 = ρ i ∈ R (i = 1, . . .,n + 1), which satisfy: ρ i (y i ) = T (x i ) (i = 1, · · · , n + 1) (4.11) and ρ s (s) = T (s) (4.12)
By combining the results in equations (4.11) and (4.12) here together, the linear expression of (s) by (y i ) can be obtained in two different forms:
and
Since the linear expression of (s) by (y i ) is unique once the homogeneous coordinate vectors are fixed, comparing the corresponding factors before each (y i ), we can obtain:
(∀ i = 1, · · · , n + 1) (4.13)
According to equation (4.12) (s) = 1 ρ s T · (s), (4.14)
which yields:
then from:
we have:
I (x i ) = 0 (4.16)
Since ρ s is an eigenvalue of the transformation matrix T , and T = I,
is the minimal characteristic polynomial of the transformation matrix T . Consequently,
is also an eigenvalue of transformation matrix T , and then it can be proved that the geometric multiplicity thereof is n. Then prove that all the homogeneous coordinate vectors of the C 2 n+1 different intersection points, denoted as (s) i,j , (i = j, i,j=1,· · · ,n+1), are the associated eigenvectors with the eigenvalue equation (4.18) . Because: Since the rank of the vector set which consists of all the homogeneous coordinates of the C 2 n+1 intersection points is n, and all the vectors are associated eigenvectors, the geometric multiplicity of the associated eigenvalue is n.
When T is a singular matrix, the proof is similar with only slight difference.
