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PARAMETER PLANE ANALYSIS OF FORCED 
NONLINEAR OSCILLATIONS* 
** *** 
D. k l j a k  J. Moore 
Summary. 
plane method t o  t h e  ana lys i s  of forced o s c i l l a t i o n s  and jump- 
resonance phenomena i n  nonlinear systems subject  t o  per iodic  
forc ing  s igna ls .  The approximate ana lys i s  procedure u t i l i z e s  
t h e  descr ibing funct ion technique. The aavantage of t h e  
procedure l ies  i n  t h e  f a c t  t h a t  only one parameter plane 
diagram i s  necessary t o  inves t iga t e  t h e  e f f e c t s  of d i f f e r e n t  
forc ing  s igna l s .  
f ixed,  a modificazion of t h e  proposed procedure enables an  
ana lys i s  of t h e  jump-resonance phenomena f o r  d i f f e r e n t  non- 
l i n e a r  c h a r a c t e r i s t i c s .  
nonlinear o s c i l l a t i o n s  are a l s o  discussed. 
This paper presents  an appl ica t ion  of t h e  parameter.  
If t h e  amplitude of t h e  forc ing  function i s  
The s t a b i l i t y  and s e n s i t i v i t y  of forced 
The procedure is i l l u s t r a t e d  by examples. 
ZdTRODUCTION 
So far, mostly free nonlinear o s c i l i a t i o n s  were considered i n  t h e  
., 
parameter plane [1-4], and t h e  r i g h t  s i d e  of d i f f e r e n t i a l  equations 
descr ibing t h e  systems w a s  i d e n t i c a l l y  equal t o  zero. 
cases when an ex terna l  forc ing  s i g n a l  w a s  present  have been'analyzed 
i n  reference [41  i n  connection with asymmetrical o s c i l l a t i o n s .  
ana lys i s ,  however, 
forcing function i s  e i t  e r  constant or  a slow-varying W c t i o n  of t i  
with respect  to t h e  corresponding per iodic  so lu t ion ,  
The s n l y  
The 
performed under t h e  assumption t h a t  t h e  externa "% . .  
I n  o ther  words, 
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the frequency of the external signal has been sufficiently lower than the 
frequency of the existing'likit cycle. 
the analysis and gave rise to usefbl practical applications. 
This assumption greatly simplified 
When no restrictions are imposed ori the frequency of the external signal, 
the oscillations can become complex even l a  the case of second-order systems 
l5-71. Several new phenomena can occur which could not take place in a free 
nonlinear system. In this section, however, attention will be focused on 
the jump resonance phenomena which is of importance in a number of nonlinear 
engineering problems. 
The jump resonance phenomena in high-order nonlinear systems has been 
long under consideration in connection with the evaluation of the c$osed-loop 
frequency response of feedback control systems containing a nonlinearity [ 8-20] 
These methods exclusively apply the uescribing functioc technique. 
application of the describing function to nonautonomous systems has been based 
upon intuition and remained suspected until recently.wher* the more exact 
conditions under which such application is correct have been developed [21-24]. 
This 
The methods of Levinson [ 8 ]  and Prince [SI involve the definition of 
an equivalent gain which approximates the given nonlinear characteristic. 
methods are convenient for certain single-valued limiting nonlinearities, 
The 
but can hardly be adapted for more complicated nonlinear characteristics. 
This concept , however,' has been successfully extended by Booton [25] to 
nonlinear systems with stochastic signals e 
dual-input describing ,function to determine the condition of the jump 
West and others [lO,l5] applied the 
resonance to take place in systems with a polynomial nonlinearity. The 
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extension t o  o the r  kinds of non l inea r i t i e s  is l imi ted  by t h e  labor  involved i n  
ca lcu la t ing  the  corresponding dual-input descr ibing function. 
ana ly t i c  techniques [11,13] are l imi ted  t o  re lay  c h a r a c t e r i s t i c s ,  o r ,  perhaps, 
s a tu ra t ing  non l inea r i t i e s ,  s ince  the  output wave shape of t h e  nonl inear i ty  
Ogata and Hopkin's 
should be assumed. Considerable work is  required ' to make a proper assumption 
i n  cases o the r  than t h e  i d e a l  r e l ay  cha rac t e r i s t i c .  S t e in  and Thaler [12] 
proposed a trial-and-error procedure t o  ca l cu la t e  t h e  closed-loop frequency 
response by using the  Nichols char t .  A similar concept has been used with some 
modifications i n  reference [17] by McAllister, 
The idea  of f inding conditions under which the  jump resonance occurs and 
then designing the  l i n e a r  p a r t  of t he  system t o  avoid t h a t  as proposed b y '  
West and o thers  [ lo ]  has been successful ly  applied along with the  common 
describing funct ion i n  references [15,16,18], The methods, however, cannot 
give an in s igh t  i n t o  the  frequency response of t he  closed loop systemsc 
Moreover, t h e  procedures are extremely cumbersome when applied t o  t h e  simplest  
multi-valued non l inea r i t i e s  o r  non l inea r i t i e s  with t h e  frequency dependent 
describing funct ionse 
The frequency response can be analyzed by a d i f f e r e n t  approacn proposed by 
Gibson [19] , which has some apparent advantages over t h e  previously presented 
procedureso 
the  frequency res.ponse of varying t h e  nonlinear parameters, 
. 
It enables information t o  be  r ead i ly  obtained about t h e  e f f e c t s  on , . -  - 
I n  addi t ion,  it 
does not rL-(uire t h e  ana ly t i ca l  expression of t h e  descr ibing funct ion and 
can thus be applied. t o  experimentally obtained data.  
. .  
The procedure, however, 
has t o  be repeated each t i m e  t h e  amplitude of t h e  forcing per iodic  s i g n a l  is  
changed. 
.#I 
This can be circumvented by t h e  technique of Popov and Pa l i t ov  1141' 
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at the  expense t h a t  the  nonl inear i ty  cannot 
a l l  the  necessary curves. 
be var ied without r eca l cu la t ing  
I n  t h i s  paper, $he separa te  ideas  of t h e  rePerences mentioned i n  the  
preceding paragraph w i l l  be employed using the  parameter plane concept. The 
proposed ana lys i s  is d i r ec t ed  towards t h e  considerat ion of jump phenomena i n  
high-order nonl inear  systems. In addi t ion,  t h e  s t a b i l i t y  and s e n s i t i v i t y  
of t he  per iodic  o s c i l l a t i o n s  is b r i e f l y  discussed on t h e  b a s i s  of reference 131. 
. .. . . . . .. ...-.. . ... . 
..~. - ... .- . - . . - . - -  
Periodic  Solutions.  Jump-Resonance, 
Consider again the  nonl inear  d i f f e r e n t i a l  equation 
(1) 
d B(s)x 4- C(s) F(x,sx) = H(s)f - 's - d t  
where, at the  r i g h t  hand s ide ,  t h e  forcing funct ion f = f ( t )  is  
, 
and B ( s ) ,  C(s), and H ( s )  are polynomials i n  s C(s) and H ( s )  are 
polynomials with degrees less than t h a t  of t he  polynomial . B ( s )  
F(x,sx) 
conditions under which equation (1) has a per iodic  so lu t ion  x - x ( t )  
The funct ion 
represents  t h e  nonl inear i ty ,  The' bas i c  problem is t o  determine the  
* .  
suf f ic ien t -y  c lose  t o  
x - A s i n  ( a f t )  (3) 
where the  frequency Qf is the  known' frequency of t h e  forcing funct ion f ( t )  i n  
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(2); and then to evaluate the unknown values of the amplitude A and 
the phase-shift Cp . 
By a suitable transformation, the above problem can be reduced to 
that of free symmetrical oscillations considered in references [1-3]. 
To do this, note that the function f can be related to x by deriving 
. ,  
f = Af cos Ip sin (aft) - Af sin Cp cos (Qft) 
from (3),and noting that 
sx - A cos (Qft), f 
one finally has 
s)xo sin 9 (cos 9 - Af 
A . "f ' 
f = -  
By substituting this expression of f into equation (l), one obtains 
Af sin Cy s)]x + C(s) F(x,sx) = 0 [B(s) - H(s) A (COS 4' - 
nf 
Therefore, the nonhomogeneous differential equation (1) is reduced to 
a homogeneous one by knowing the forcing function f - f(r) and by 
assuming the form of the solution x = x(t) . To determine the amplitude A 
and the phase-shift p of the solution x(t), the methods for the analysis 
of symmeerical sLf-excited oscillations as outlined in [lo31 can be used with 
minor moGifications. . .  
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The nonlinearity F $x , sx) can be harmonically linearized as 
L F ( x , s x )  = N1x + - sx 
.Qf , 
where the coefficients Nl = N (A, Q ) and N2 * N2(A, Qf) are the 1 f 
describing function coefficients, 
2n P(A sin Q, A Of cos 0) sin Q d0 1 nA so N1 -. 
N2 = - lTA /tn F(A sin 0 , n A  Qf cos Q) cos 0 dQ 
and 0 = Qft, 
calculating Na and N2 
The standard tables of reference [16] may be used for 
The linearized differential equation has the form 
and 
The 
N2 
Of Qf 
s) + C(s) (N1 + - s)]x = 0 (4) Af sin CP [B(s) - H(s) A (COS 9 - 
the corresponding characteristic equation is 
J. J. 
I 
periodic solution x = ; A  sin (Q t) with the frequency Qf can be f 
( 5 )  
determined from (5) by,substituting 
that the summation of reals and imaginaries must gc e5 zero independently, 
s = jQf and insing the condition 
Thus, by certain pimple algebraic manipulations, one obtains 
BIA - HIAf cos \y - H2Af s h , Y  + CIANl - C2AN2 = 0 
B2A + HIAf sincP - H2Af cos Q + CIANz + C2AN1 = 0 
, -7- 
where B1 = B (Q ), B2 = B (Q ), etc,, are given as 1 f  2 f  
B2 = bk Yk, etc, 
k=o 
f bk$@ 
k=o B1 
The funct ions \ and Yk are ca lcu la ted  using t h e  recurrance r e l a t ionsh ips  
[see reference 261 , 
- - where Xo : 4, X1 = 0, Yo = 0, Yp 1 i2, '3ue t o  t he  above recurrence 
r e l a t ionsh ips ,  t h e  
parameter plane [1,2], can be r e a d i l y  p l o t t e d  using a general  
d i g i t a l  computer program f o r  n-th order  c h a r a c t e r i s t i c  polynomials. 
C E 0 Curve which determines t h e  s t a b i l i t v  region i n  t he  
By denoting 
01 A cos 9 f 
B = Af s i n  cp 
equations (6) may represent  two equations i n  two unknowns, a and 8 which 
can be solved f o r  a and B as 
H (B + CINl - C;N2) + H2(B2 + C1N2 + C2N1) 1 . 1  
2 Hi + H2 0 1 = - A  
H (B + ClN2 + C2N1) - H2(B1 + CINl - C2N2) 1 2  
2 B =  A H1 + Hf I 
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I n  t h e  &-plane, equations (8) may be in te rpre ted  as equations of t h e  
5 = 0 curve as defined i n  reference [2]. 
the  p lo t t i ng  of a family o f  5 5 0 
frequency Saf appearing i n  the  coe f f i c i en t s ,  B1, B2, ClP C2,  HlP N1 and N2 
T h e a s o h t i o n  procedure starts with 
curves f o r  d i f f e r e n t  values of t he  
of (8). The unknown amplitude A, which en te r s  both e x p l i c i t l y  and as an 
argument of N1 and N2 i n  (81, is  in te rpola ted  along t h e  C = 0 curves. 
The l o c i  of t h e  point  
with a radius  Af and the  phase-shift 4p ih te rpola ted  along t h e  circles. 
Once the 5 
frequency Rf and t h e  phase-shift y of the  poss ib le  per iodic  so lu t ion  
x = A s i n  (Qf t )  
M(a = Af cos Ip ; B = Af s i n  q )  are concentr ic  circles 
and M-point l o c i  are p lo t t ed  i n  - .  t he  a@-plane ,  t he  amplitude A, 
,,are determined a t  t h e i r  in te rsec t ions .  The s t a b i l i t y  
of the  per iodic  so lu t ions  is determined graphically from the  obtained p l o t  i n  
a straightforward manner as shown i n  the  foilowing example . -k 
Consider a cont ro l  system with the  block diagram shown O ~ A  Fig. 1. The 
r e l a t ed  d i f f e r e n t i a l  equation has the  form 
where t h e  va r i ab le  x = x ( t )  represents  t h e  e r r o r  s i g n a l  e(t) ,  and the  
forcing funct ion f = f ( t )  is t h e  input  r ( t )  e 
< 
For the  s inus ioda l  input  funct ion r(t) = A, sin(Q,t -9) - the  c h a r a c t e r i s t i c  - 
equation o z  rhe corresponding.linearized system is 
? .  
~ ( ~ 4 . 5 )  ( ~ + 2 )  (s+~O) [A - Af (COS Cp - sin ' s ) ]  + lO(s+l) AN1(A) = 0 (10) 
Qf 
...I 
* 
This example has been Created ana ly t i ca l ly  i n  reference 1133 whereby, f o r  
every set of values 
solved. 
(Af ,Qf) ,  a t  least one t ranscedental  equation has  t o  be 
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r -  - 
~ where t h e  so lu t ion  e(t) of equation ( 9 ) ' i s  assumed as e ( t )  = A s i n  (aft> , 
- 
After  t h e  s u b s t i t u t i o n  
ci - Af 'cos 9 , f3 = Af s i n  9 
and s = j R f  i n t o  equation (IO), one obta ins  t h e  equation ( 8 )  of t h e  
r. 0 curve as 
a = a(A,fif) 
6 li: 6(A,fif) 
For the  s p e c i f i c  equation (lo), equation (7) of t h e  M-point l o c i  and 
equations (8) of t h e  < = 0 curve are p lo t ted  on Fig. 2 f o r  d i f f e r e n t  values 
of t he  amplitude Af and the  frequency Q f ,  respect ively,  as family parameters, 
The diagram of Fig, 2 is in te rpre ted  i n  t h e  usual  manner, For example, 
i f  t he  amplgtude and frequency of t h e  forcing s i g n a l  f ( t )  are Af - 5 and 
Rf = 2,  then t h e  r e l a t ed  poin t  i s  Mo'for which t h e  per iodic  so lu t ion  x ( t )  has 
t h e  amplitude A = 9.3 and t h e  phase-shift 9'*-19" , 
It is of p a r t i c u l a r  signkficance t o  note  t h a t  i f  t he  frequency fif is 
increased up t o  R 
sects t h e  5 = 0 curve at  th ree  points ,  M1, M2, and M3, which corresponds t o  
three  d i f f e r e n t  per iodic  so lu t ions  with the'same frequency Qf - f .4 , rad /sece  
= 1,4 rad/sec,  and keeping Af = 5, t h e  same M locus . inter-  f 
This is due t o  t h e  so-called jump resonance which can be b e t t e r  understood by 
p lo t t i ng  t h e  frequency response c h a r a c t e r i s t i c s  from t h e  diagram of Fig, 2, 
I n  Fig. 3, t he  closed-loop frequency response r e l a t i n g  t h e  input  and 
output of t h e  system under inves t iga t ion  is p lo t t ed  by an analog computer f o r  
t he  input  amplitude Af = 5 ,  
frequencies Q f 
The jump resonance is indicated i n  between t h e  , , I  
= 1 and Rf = 2, When t h e  fyequencx Rf of t h e  input  s igna l  is 
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C gradually increased, t h e  first p a r t  Oab of t h e  gain curve ~ ( 3 5 2 ~ )  is obtained 
on Fig. 3.  When t h e  frequency 52 i s  increased at  t h e  point  b ,  t h e  system 
output changes abrupt ly  reaching t h e  point e. 
input frequency, t h e  continuous par t  cd is obtained. 
f 
With a fu r the r  increase i n  the 
If t h e  procedure is 
reversed and t h e  frequency i s  decreased gradually from a higher value,  
t h e  par t  dcb' of t h e  gain curve is  p lo t t ed ,  When the  point b '  is  reached, 
a decrease i n  S2 causes the  output amplitude t o  drop discontinuously t o  t h e  
point a and then follows the  pa r t  a0 as t h e  frequency Qf decreases t o  zero, 
The corresponding phase c h a r a c t e r i s t i c  follows t h e  discontinuous jumps i n  t h e  
amplitude as shown i n  t h e  same Fig. 3.  
f 
The t h r e e  poin ts  1, 2, 3 on t h e  gain c h a r a c t e r i s t i c  of Fig. 3 correspond 
The lower polnt 1 and the  t o  t h e  points  M 
point 2 i s  unstable and is not observed i n  t h e  system s i m u l a t i x s  or experiments. 
M2, M i n  t h e  diagram,of Fig. 2. 1' 3 
The jump resonance obtained by t h e  computer, checks t h e  r e s u l t s  avdi iable  on 
the  diagram of Fig. 2,  For example, t h e  r = 0 curve f o r  52 = 1.3 LS tangent 
t o  t h e  M locus p lo t t ed  foreAf = 5 .  This  corresponds t o  t h e  points  a and b ' .  
By in te rpola t ing  between the  5 = 0 curves plotrted f o r  n, = 1 . 4  and .Qf P 1.5, t h e  
frequency of t h e  jump bc can be evaluated. 
f 
(Mote t h a t  t h e  diagram of Fig. 2 
r e l a t e s  t h e  inpu-c r ( t )  and the e r r o r  s igna l  e ( t ) ,  while t h e  p lo t  of Fig.  3 
r e l a t e s  r ( t )  and t h e  output c ( t ) .  
re la t ionship  E = r-c holds . )  
This is  of no e s s e n t i a l  importance s ince  
Another observation of t h e  jump resonance can be made i f  t h e  input frequFncy 
is held consdGnt but t h e  input amplitude i s  var ied  so t h a t  A, daries while - 
52, i s  constant.  By using again t h e  diagram of Fig. 2 ,  it is not d i f f i c u l t  
A 
t o  show t h a t  i f  Q is chosen t o  be 1.4 and Af is  var ied ,  f 
can be calculated from t h a t .  of Fig. 2. Once again the re  
a diagram of Fig. 4 
i s  a range of values 
. * I  
I 
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- .  
of Af f o r  which th ree  values of A are possible.  For Af = 5, the re  are 
three  values,  A1, A2,,A3, of t he  amplitude A which correspond t o  t h e  
th ree  poin ts  MI, M2, Mg of Fig, 2. The lower A1 and upper A3 correspond 
t o  s t a b l e  so lu t ions ,  while A2 
mentally. The corresponding phase daigram is shown i n  Fig. 5. 
is  unstable and cannot be ojzained experi- 
It is of i n t e r e s t  t o  note  t h a t  a l l  diagrams of Pigs. 3 ,  4 and 5 are 
obtained f o r  s p e c i f i c  values of e i t h e r  t h e  amplitude Af (Fig. 3, Af - 5) o r  
the  frequency Qf (Figs. 4 and 5, Qf - 1.4). I f  these  values  are changed, a l l  
the  diagrams have t o  be rep lo t ted  again s ince  they cannot be normalized 
with respect  t o  the  input  as is poss ib le  i n  l i n e a r  systems. 
I 
The e f f e c t s  
on (A,y)  of changing (AfQf), however, can be s tudied d i r e c t l y  from t h e  
diagram of Fig. 2. Furthermore, the presented procedure can be applied 
equivalent ly  t o  single-valued and common multi-valued non l inea r i t i e s  as 
w e l l  as t o  non l inea r i t i e s  with the  frequency-dependent descr ibing functions. 
I n  c e r t a i n  cases, t h e  procedure can be extended.to t h e  ana lys i s  of t h e  
jump phenomena i n  nonl inear  systems with two non l inea r i t i e s  provided the  
app l i cab i l i t y  conditions of the .descr ib ing  funct ion are s a t i s f i e d .  
S t a b i l i t y  and S e n s i t i v i t y  of the  Periodic  Solutions. 
I n  geceral ,  t h e  jump phenomena can be more complex than t h a t  examined 
i n  the  previous sect ion.  It may contain more than one c u r l  anS, :'nus, more 
thar. thrc;.- per iodic  solurtions are possible.  Af te r  these  so lu t ions  are 
determined, t h e  s t a b i l i t y  problem arises t o  separa te  the s t a b l e  from the  
unstable solut ions.  
. I ,  
The unstable  so lu t ions  are r e l a t ed  t o  t h e  case when an increase i n  t h e  ' 
input amplitude Af r e s u l t s  i n  a decrease of t h e  amplitude A of t h e  corres- 
ponding per iodic  solut ion.  By examining Fig. 4, one may conclude t h a t  the 
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unstable so lu t ion  amplitudes are located along t h e  p a r t  of t h e  curve f o r  
which t h e  s lope  i s  negative. 
parameter plane daigram. So, f o r  an increase  i n  t h e  amplitude A along 
the  curve Qf = 1.4 a t  the  poin t  M1, there is an increase i n  t h e  
amplitude A f ,  and the  r e l a t ed  so lu t ion  is s tab le .  The s e x  reasoning 
reveals t h a t  the  point  M2 is unstable,  but  M is again s tab le .  
me s t a b i l i t y ' c a n  now b e  checked from.the 
3 
The s t a b i l i t y  of per iodic  so lu t ions  can be  checked 
determining t h e  s ign  of t h e  der iva t ive  aA(aAf . This 
l a t ed  from equations 6 f o r  t h e ' c a s e  when t h e  frequency 
ana ly t i ca l ly  by 
der iva t ive  is  calcu- 
Qf is considered 
constant and t h e  amplitude A and phase Cp are assumed t o  be funct ions 
of t he  amplitude Af . This is  qu i t e  similar t o  the  procedure of t h e  
s e n s i t i v i t y  ana lys i s  of self-exci ted nonlinear o s c i l l a t i o n s  presented i n  
reference [3] .  Thus, i t  is l e f t  t o  t he  reader t o  der ive t h e  der iva t ives  
aA/aAf and a p /  Af from equations 6 ;  then, t o  apply t h e  obtained expressions 
t o  the system inves t iga ted  i n  t h e  preceding sect ion.  
Likewise, t he  sens i t i v i ty . ana lys i s  is r e l a t ed  t o  t h e  s t a 3 i l i t y  problem and 
the  concept of s e n s i t i v i t y  ana lys i s  of small parameter va r i a t ions  i n  self- 
exci ted o s c i l l a t i o n s  developed i n  reference [3] can be extended t o  the  
forced osc i l l a t ions .  The coe f f i c i en t s  of t he  polynomials B ( s )  , C(s) , and H ( s )  
i n  t he  c h a r a c t e r i s t i c  equation 
I I 
CZA be corr,,czred as funct ions of p l i n e a r  parameters qip (i = L, 2, a e . , p) a 
The descr ibing funct ion N = N1 + jN2 can be'considered as a funct ion of A, 
Q f P  and v nonlinear parameters p ( j  = 1, 2, i.., v). Then t h e  sensi t ivi t ies  
..4 
j' 
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agn 'P 
3 - agn p S Q  A 
SA a aRn A 
3 P i  - P 
i can be calculated by d i f f e r e n t i a t i n g  equations (6) with respect t o  e i t h e r  
o r  P j  . The obtained s e n s i t i v i t y  values ind ica t e  how the  steady-state values 
q 
of the  amplitude A and phase 9 are af fec ted  by t h e  small parameter var ia t ions .  
It i s  of i n t e r e s t  t o  no te  t h a t  the p o s s i b i l i t y  of t he  jump resonance t o  
take place can be indicated by the  condition t h a t  t h e  de r iva t ive  
i.e.# BAf/BA = 0 . This condition has been examined e n t i r e l y  i n  references 
[16,17] whereby a graphical  procedure has  been proposed t o  check the  condition 
being s a t i s f i e d .  The procedure of reference: f17] is  convenient for 
adjust ing the  l i n e a r  p a r t  of t he  system so $hat jump resonance is avoided 
e i t h e r  e n t i r e l y  o r  f o r  some range of input  amplitudes. 
BA/'aAf = 00; 
4 
1 
Variation of Nonlinear Character ls t ic .  
I n  t h e  case of single-valued nonlinear c h a r a c t e r i s t i c s  when t h e  nonlinear 
d i f f e r e n t i a l  equation has  t h e  form 
and 
t h e  
the  forcing funct ion ' f = f ( t )  i s  
f (t) = Af s i n ( Q f t  -9 ) 
analys is  of t he  per iodic  so lu t ion  x = x ( t ) .  
x(t)  = A s i n  (Qf t )  . 
..I 
(3) 
-14- 
can be performed by a different approach proposed by Gibson 1191. 
approach is convenient for the analysis of the. effects on jump resonance 
This 
of varying the nonlinear characteristic; i.e.* the nonlinear parameters. 
Moreover, the approach can be advantageous in cases when the nonlinear 
single-valued characteristic is found experimentally and the describing 
function is determined graphically, Of course, it may be applied to situations 
when the describing funct,ion of the nonlinearity is plotted experimentally 
or by using computers. The approach will be generalized by the parameter 
plane concept. 
To describe the approach, note that the same harmonic linearization 
presented in the preceding section if applied to equation (10) yields 
Af 
f B ( s )  + H ( s )  (cos y - s) + C(s) N1]x = 0 
8f 
where N1 = N1(A) . 
assuming N2 Z 0, which is true for a single-valued nonlinearity F(x) . 
The corresponding characteristic equation can be written as 
Equation (3.1) can be obtained from equation ( 4 )  by 
B ( s ) A  + C(S) A N1 + H(s)  AF(COS Cp - sin ' S) 0 
Qf 
After substituting s = jQf 
unknowns$, a and B ' . Thus, 
into (U), one obtains two equations in two 
Bja + C1& 4- H A cos Cy + €$Af sin 9 = 0 I f  
E2a + C2a$ - HIAf sinY + H2Af cos CP - 0 
where 
-15- 
Equation (13) can be solved f o r  a and 8 t o  obta in  
a (C2H1..- C1H2) cos iv + (C2H2 + CIH1) s i n  p -. = 
Af T BIC2 
(B1H2 - B2H1> COS 4 - (B2Hz + BIH1) s i n  y 
(C2H1 - C1H2> COS (p + (C2H2 + CIH1) s i n  cp 8 -  
Now, f o r  a given value of t h e  forcing input  frequency 
Q f ,  t h e  
coe f f i c i en t s  B1 B2 , Cl, C2, HID and E2, which are funct ions of "f 
are evaluated numerically. For d i f f e r e n t  values of t h e  phase s h i f t  9 , t he  
corresponding values a and B are ca lcu la ted  from (14). Thus a locus 
with constant frequency Qf can be p lo t ted  i n  the  aB plane where the  
scale " fac to r  along the  a axis is  given by 
M locus is simply the  descr ibing funct ion curve i t s e l f .  Any change i n  t h e  
On t he  o ther  hand, t h e  *f 
f nonlinear parameters a f f e c t s  only the  K locus while any change i n  t h e  A 
input amplitude simply e f f e c t s  t he  sca l e  along t h e  a axis of t he  aB plane 
f o r  the  M locus only. 
To i l l u s t r a t e  t he  ana lys i s  procedure, consider t h e  same example of 
the previous sec t ion ,  
parameter p-ane diagram shown i n  Fig. 6. 
therefore ,  i t  can be, compared with the  computer simulation diagram of Fig. 3 
t o  i nd ica t e  the  accuracy. The poin ts  I, 2, 3 of t h e  in t e r sec t ions  of t h e  M 
Applying the  out l ined procedure, one obtains  the  
The diagram is p lo t t ed  f o r  Af = 5 and, 
locus with the  Qf = 1.4 correspond t o  t h e  poin ts  1, 2, 3 of X g .  3. The 
corresponding values of t he  phase s h i f t  4" are read on t h e  Qf curves. 
-16- 
Any change i n  t h e  amplitude Af can be in t e rp re t ed  merely as a s h i f t  
of the  M locus r e l a t i v e  t o  the  nf-constant curves of Fig. 6. Thus, a 
s l i g h t  modification of the  M locus should be made each t i m e  t h e  amplitude 
Af is changed. 
Conclusions. 
It has been shown t h a t  forced nonlinear o s c i l l a t i o n s ,  and i n  p a r t i c u l a r  
t h e  jump resonance phenomena may be conveniently considered using t h e  
parameter plane concept. E i ther  a parameter plane may be p lo t t ed  f o r  a 
spec i f ied  nonl inear i ty  and the  e f f e c t s  of varying t h e  forcing s i g n a l  
amplitude and frequency may be considered, o r  a parameter plane may be 
p lo t ted  such t h a t  the e f f e c t s  of varying the nonlinear  c h a r a c t e r i s t i c  may be  
invest igated a t  the expense of ease of i n t e rp re t a t ion  for input  amplitude 
changes. The advantage of using the  parameter plane approach i s  t h a t  t h e  
required design inforrnqtion i s  given conveniently on t h e  one diagram. 
The method can be extended d i r e c t l y  t o  t h e  ana lys i s  of subharmonic 
resonance by using t h e  dual-input describing function as proposed by 
West (15 1. 
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