Abstract-In this paper we consider massive multiple input multiple output (MIMO) schemes where each transmitter branch has very low resolution digital to analog converters (DACs). We present an analytical method for obtaining the statistical characterization of the transmitted signals that allows a simple and accurate performance evaluation even when there is imperfect channel state information (CSI). It is shown that, although the performance penalty associated to the use of low resolution DACs can be considerable, it can be mitigated by employing more antennas at the transmitter than at the receiver. 
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I. INTRODUCTION
On of the most ambitious goals of 5G systems is to achieve 100 times higher capacity than 4G systems. To obtain those capacity gains, massive multiple input multiple output (MIMO) [1] combined with mm-wave communications have been considered [2] . In fact, due to the small wavelengths at those frequencies, the antennas can also be very small, allowing us to pack a large number of antennas at a small space [3] , enabling huge spectral efficiency gains [4] . However, the larger the number of antennas, the larger the complexity associated to MIMO systems. For this reason, the signal processing requirements of massive MIMO systems can be very high. The operation at tens of GHz also complicates other elements of the transmission chain, such as the digital to analog converters (DACs) and power amplifiers. In fact, massive MIMO systems cannot be simply regarded as just augmented MIMO systems, since the complexity of each transmitting branch should be substantially reduced to ease the implementation [4] , [5] , [6] . Therefore it is desirable to employ low-resolution signal processing techniques, combined with low-resolution DACs. There is an increased attention for scenarios where massive MIMO systems with low-resolution quantization processes. For instance, in [7] , a study on the achievable rate considering transmitter impairments (which includes low-resolution quantization) on a Rician fading channel is analyzed. On the other hand, the uplink spectral efficiency regarding the same type of channels is carried out in [8] . [9] considers the use of 1-bit DACs for the downlink of massive MIMO systems, but for scenarios where there is perfect channel state information (CSI). In this work, we consider a single carrier massive MIMO system that employs a singular value decomposition (SVD) scheme and low-resolution DACs at the transmitter. By employing low-resolution DACs, we substantially reduce the transmitter complexity, not only in terms of DAC implementation, but also by reducing the signal processing requirements (low-resolution DACs means low-resolution signal processing at the transmitter) for each antenna (for 1-bit DACs, the signals associated to each antenna can be designed to have very low envelope fluctuations). The main goal of this paper is to analytically study the performance of nonlinear massive MIMO schemes employing an SVD scheme for the separation of the different streams and low resolution DACs (ideally 1-bit DACs) and to show its feasibility under scenarios where there is imperfect CSI.
Due to the severe nonlinear distortion effects associated to the use of low-resolution quantizers, the performance can be substantially degraded, leading to high irreducible error floors. In general, the performance evaluation associated to severe nonlinearities is difficult to obtain in an analytical way. In this paper, we present a simple, yet accurate analytical method for the statistical characterization of the transmitted signals which takes advantage of the quasi-Gaussian nature of the signals at the DACs input. This statistical characterization is then employed for obtaining the corresponding bit error rate (BER) of our nonlinear massive MIMO system. Our theoretical results show a tight agreement with the simulation for different transmission scenarios. It is also shown that, although there is a considerable performance penalty when low-resolution DACs are employed, this performance penalty can be reduced if there are more transmit antennas than receive antennas.
Regarding the notation: bold face letters (e.g., X) denote a matrix or a vector. I represents an identity matrix of order . X ( , ) represents the element o the th column of the th line of the matrix X and X ( ) represents the th element of the column vector X. X , X and tr(X) represent the conjugate, the complex conjugate (Hermitian version) and the trace of X, respectively. diag(X) is a diagonal matrix whose the diagonal is the vector X.
[⋅] denote the expected value.
is the autocorrelation associated to the vector X.
II. SYSTEM CHARACTERIZATION
In this section, we describe the massive MIMO system adopted in this work. Our system is based on an SVD transmission scheme [10] , although our conclusions are still valid for other precoding schemes such as maximum ratio transmitter (MRT) schemes. The SVD involves a pre-processing operation at the transmitter and a detection operation at the receiver. Our massive MIMO system is composed by transmit antennas and receive antennas, where ≥ . This enables the spatially multiplexing of up to independent data streams. The data symbols that form the th data stream to be transmitted at the th time instant are represented by the block s = [
. Each symbol is selected from a quadrature phase shift keying (QPSK) constellation (although we considered QPSK constellations, our analysis can be easily extended to other constellations) and is of the form ( ) = ± ± . It is assumed that these data symbols are uncorrelated between the different streams, which means that the autocorrelation of s is given by
Under these conditions, the energy associated to s is = tr (R s ) = 2 2 . By employing the SVD technique, one can decompose the × MIMO channel matrix aŝ
where A represents the × decoding matrix, B represents the × precoding matrix and
is a × diagonal matrix with ( ) denoting the singular value associated to the th stream. The signal to be transmitted at the th time instant is
where
is the precoded signal associated to the th time instant and ( ) denotes the signal associated to the th antenna at that instant. The energy
2 . After the precoding operation, the real and imaginary parts of the time-domain samples x are submitted to a quantization operation. The quantizers are assumed to be equal for all transmit branches and characterized by the function (⋅), that is defined by the number of bits of resolution and by the clipping level (without loss of generality, uniform quantizers are assumed). At the th time instant, the quantizers' output form the block y = [
2 It should be noted that we are considering the average energy (i.e., over several channel realizations).
It should be mentioned that although the samples ( ) are not Gaussian, the samples ( ) are approximately Gaussian with variance 2 due to the central limit theorem (CLT). The CLT applies due to: (i) the large dimension of the precoding matrix B and (ii) the absence of correlation between the samples ( ) . By taking advantage of this Gaussian approximation, we can employ the Bussgang's theorem [11] , [12] and, in addition to (5) , express the quantized signals at the th time instant as
where the scale factor is defined as
and d = [ 
2 . Therefore, the energy associated to the block y is
Since each block carries QPSK symbols, the average bit energy is
The average power associated to the nonlinearly distorted terms at the th quantizer output is
On the other hand, from (6), the average power associated to the useful components at each DAC output is
which means that the power of the nonlinear distortion components can be computed as
Under these conditions, the signal-to-interference ratio (SIR) can be defined as
Additionally, in order to quantify the fraction of the power that is effectively used for data transmission, we define the ratio
which can also be written as i.e., as a function of the SIR at the output of each DAC. Fig.  1 .A and 1.B shows the evolution of SIR and , respectively, for different quantizers. From Fig. 1 .A it can be noted that although the SIR increases with the number of bits of resolution, its value can be relatively low, even with = 3. As expected, for > 1, there is an optimum value of the normalized clipping level that maximizes the SIR. For the low resolution scenarios considered in this paper, can be as high as −2 dB.
Besides low-resolution DACs at each transmit branch, we also consider the existence of imperfect CSI. For this reason, the massive MIMO channel matrix H can be seen as the sum of a given unbiased estimate 3Ĥ and an adequate error term , i.e., H =Ĥ + ,
where each element ofĤ,ˆ( , ) , is a flat-fading coefficient with complex Gaussian distribution and unitary variance i.e.,
[
It is considered that the quality of the channel estimates is directly related to the signal-to-noise ratio (SNR), since these estimates are usually obtained through the transmission of pilots symbols from the users to the BS (the generalization to other scenarios (e.g., when the CSI accuracy is independent of the SNR) is straightforward). Under these conditions, the elements of are complex Gaussian distributed, i.e., ( , ) ∼ (0, 2 2 ), where
i.e., the variance of the channel estimate error is proportional to the additive noise variance.
III. ANALYTICAL PERFORMANCE EVALUATION In this section we provide the characterization of the signals for detection purposes regarding the massive MIMO system presented in the previous section and the corresponding analytical BER expressions. For the sake of comparisons, we start our analysis by considering a linear transmission (i.e., DACs with infinite resolution). 3 We consider that the transmitter and the receiver do the precoding and decoding operations considering the same channel estimate. Let us also write (19) as
Clearly, besides an useful component, we have interference and noise components. To obtain their corresponding impact on the performance we must compute their powers. Note that as the matrix A is unitary, it does not affect neither the interference power nor the noise power. Additionally, it is easy to see that
Therefore, by assuming independence between the elements of and x , it can be easily shown that
and ( ) ∼ (0, 2 2 ). Moreover, the average power of the noise components is 2 . In these conditions, we have ( ) ∼ (0, 2 2 ), with
In fact, for a given stream and a given channel realization, we have˜(
This means that each stream has an "equivalent model" that resorts to a flat-fading channel with gain | ( ) | 2 and an equivalent AWGN term with variance 2 . Therefore, the BER associated to the th stream of a given channel realization is
Naturally, the average BER for the th stream depends on the distribution of ( ) 2 and is given by
The average BER of the system is given by the average BER of all streams, i.e.,
2) Nonlinear Transmission: When ( ) ∕ = , the precoded signals are quantized (see (6) ) and the received signal associated to the th time instant is z = [
Under the general assumption of imperfect CSI, the received signal can be written by replacing (16) into (28), which yields
Under these conditions, by considering (2), we can rewrite (29) as
The detection is performed by multiplying the received signal and the × decoding matrix A , leading to the block of decoded signal sampless = [˜(
Note that, as
it can be easily demonstrated that
Clearly, ( ) is given by the sum of two complex-valued
Gaussian random variables and ( ) ∼ (0, 2 2 ). The variance of its real and imaginary parts is
Note that as
the average power of the equivalent noise for detection purposes for the th stream can be written as
Under these conditions, the BER associated to a given channel realization and a given stream is
After some lengthy but straightforward manipulations, we obtain (38). Once again, (27) can be considered to obtain the average BER of the system.
IV. PERFORMANCE RESULTS
In this section we present a set of performance results regarding different transmission scenarios. Fig. 2 presents the average BER of our massive MIMO system considering = 32, = 16, different quantizers and both perfect and imperfect CSI. From the figure it can be seen that there is a good matching between simulated and theoretical results, with only small differences for large / 0 values. This confirms that our method is very accurate even when the number of uncorrelated data streams is relatively low. Clearly, when the quality of the channel estimates are low ( = 1) there is a considerable performance penalty. Moreover, in situations where imperfect CSI is combined with very low resolution DACs ( = 1 or = 2), we can see very poor performances and very high error floors. Fig. 3 shows the impact of the number of transmit antennas on the BER, for fixed number of = 16 data streams. The quantizer has = 2 bits of resolution and a normalized clipping level / = 0.5. The CSI is assumed to be perfect ( = +∞). From the figure, it can be seen that although it is not possible to avoid the degradation relative to the linear transmission scenario (due to the power "wasted" in the nonlinear distortion component), the performance penalty associated to the use of low resolution DACs clearly decreases with the ratio / . Fig. 4 shows the impact of the number of transmit antennas on the BER, for fixed number of = 16 data streams and both perfect and imperfect CSI. The quantizer has = 2 bits of resolution and a normalized clipping level / = 1.5, which is the optimum clipping level for that resolution. From the figure, it can be observed that even when there is imperfect CSI at the transmitter and at the receiver, the performance penalty associated with the nonlinear distortion effects reduces when increases, provided that is fixed. This means that it is possible to have low-complexity massive MIMO transmitters based on low-resolution DACs, provided that ≫ , even in practical scenarios where the channel is not perfectly estimated.
V. CONCLUSIONS
In this paper we consider massive MIMO systems employing low-resolution DACs. We present a simple, yet accurate way to obtain the statistical characterization of the transmitted signals at the DACs output, which can be used for obtaining the BER performance. It is shown that the accentuated performance penalty associated to the existence of severe nonlinear distortion effects can be reduced provided that there are more transmit antennas than receive antennas, even when there is imperfect CSI. Therefore, when ≫ , it is possible to have low-complexity massive MIMO transmitters based on low-resolution, energy-efficient DACs.
