Because of the high-dimension of motion capture data, Analyzing them directly is a very hard work. We map the motion capture data from higher-dimensional observation space to two-dimensional latent space based on GP-LVM, then, find out the representative poses of virtual character by clustering the motion capture data in latent space. Finally, weight the representative poses and optimize the weights, combined with constraints on the end effectors, in order to synthesize the optimized pose. The experiments show that our method obtains satisfying effects.
INTRODUCTION
Virtual character motion generating and editing, one of computer animation research emphases, is widely applied to entertainment, training, education, military affairs and so on. [1] The pose of virtual character can be created with the relative position of its bones, so it can be represented as a set of rigid bones linked by joints called as skeleton model when we research virtual character motion. There are two kinds of technique to create poses of virtual character, which are forward kinematics and inverse kinematics. In forward kinematics, the pose of virtual character is created by setting directly rotation angles of joints. Whereas rotation angles of joints are automatically calculated according to the end effectors' position given by user in inverse kinematics. Forward kinematics is solved in rotation angle space, but inverse kinematics is implemented in Cartesian space. So inverse kinematics is more convenient to users.
There are many methods to implement inverse kinematics among which analytic solution and numerical solution are more popular [2] . Analytic solution, creating poses satisfying constraints by accurate algebra calculating, can obtain fast computing velocity because it can get analytic expression of pose, for example, an inverse kinematics solution method based on HAL chain presented by Badler. [3] However, analytic solution cannot usually obtain an exclusive pose given a set of constraints, and cannot calculate a pose for excessively complex skeleton model unless given more constraints. Numerical solution can overcome this disadvantage and create a pose meeting given accuracy, but it has a low efficiency.
The emergence and development of motion capture technology and equipment make it possible to apply statistical learning to virtual character animation. We build the nonlinear map from high dimension observation space to two dimension latent space based on Gaussian Process Latent Variable Models (GP-LVM) [4] with Radial Basis Function (RBF) as kernel function. Find out the clustering centers of motion capture data by clustering them in latent space, calling the clustering centers as representative poses of virtual character. Optimize the weights of representative poses to solve inverse kinematics and create the optimized pose, which meets the constraints and looks natural and realistic.
II. RELATED WORK
In computer animation, inverse kinematics has been applied widely, which can take much convenience for users. So far, there are lots of researchers who have started their study on inverse kinematics and have acquired some achievement.
In 2007, LI Chun-peng, etc. [2] presented an inverse kinematics solution based on the local reference poses. They adopted SOM (Selt-Organizing Map) [ 5] to learn and clustered motion capture data in order to obtain the local reference poses, and searched for the solution in the local space which was spanned by weighting the local reference poses.
In 2007, R. M ü ller-Cajar and R. Mukundan [6] completed inverse kinematics solution using the law of cosines, which could quickly determines the joint angles of a kinematics chain when a target was given. But their method was only proper for kinematic chains with only In 2008, Max Suell Dutra, etc. [7] presented a new technique for inverse kinematics problem using simulated annealing technique. They implemented a multi-objective cost function in order to find the intermediate set of angles for the transitional point in a trajectory from the initial position to the final one.
In 2008, Srinivasan Alavandar and M. J. Nigam [8] proposed a inverse kinematics solver to 2 or 3 degrees of free (DoF) robot manipulator based on neural network. Learning from training data, they created an ANFIS (Adaptive Neuro-Fuzzy Inference System) using a BP neural network-like structure.
Generally, the motion capture data consist of human body Dof is high-dimensional because the human body structure is very complex. Analyzing them directly is a very hard work. Dimensionality reduction is a proper approach. A natural way of dimensionality reduction is to map the data from high-dimensional observation space to low-dimensional subspace.
Principal component analysis (PCA), invented in 1901 by Karl Pearson [9] , is a well-known dimensionality reduction technique. PCA is a linear mapping technique, which finds the basis of subspace in order to maximize the variance of the projected data, and it does not provide any probabilistic distribution on the data.
As improvement to PCA, Tipping and Bishop [10] proposed probabilistic principal component analysis (PPCA), a latent variable model where the observation data is generated by lower-dimensional latent space data. The mapping from lower-dimensional latent space data to higher-dimensional observation data is Gaussian, and the prior on lower-dimensional latent space data is also spherical Gaussian.
Gaussian process latent variable models [11] are special latent variable models, which have differences with PPCA. PPCA integrates latent variables to optimize model parameters, however, GP-LVM integrate model parameters to optimize latent variables. This is helpful for applying models, because we do not pay attention to the real value of model parameters but latent variables in practice. It is easier to analyze the higher-dimensional data by analyzing the lower-dimensional latent space data instead of analyzing them directly. GP-LVM have been applied to many problems, such as dimensionality reduction, visualization, data mining, and so on.
In GP-LVM, kernel function is an important element, which determines the feature space. There are many kinds of kernel function, we adopt Gaussian kernel function in this paper. Here, y is feature vector of character defined in the next section, f(y)=c are constraints on the end effectors, which appoint the positions some of virtual character's bones, commonly those bones of the end effectors, need to be placed. There are generally many poses to meet the constraints, which compose a feasible pose set. Because the constraints on the end effectors do not describe the motion rules of virtual character, some in the feasible pose set will not look natural and realistic but stiff. We can optimize target function Opt(Z)=t(y) to pick up the natural and realistic pose from the feasible pose set because it makes the target function optimized.
As we can see from model (1), solving inverse kinematics contains two parts which are getting a feasible pose set and optimizing the target function. We build the nonlinear map from high dimension observation space to two dimension latent space based on GP-LVM with RBF as kernel function. RBF makes that latent space and observation space has the same order, which means two points close in observation space if they close in latent space.
Thus, we can implement clustering high-dimensional motion capture data by clustering the points in latent space. After clustering, motion capture data are divided as many pose gather, we pick up a pose from every pose gather, for example, its clustering center, which is called as representative pose. A subspace of motion capture data can be generated from these representative poses. Searching feasible poses in this subspace can advance efficiency greatly.
To find out feasible poses, we search those representative poses which meet constraints better. Namely, those representative poses should meet the formula
where △c is threshold value, which denotes the degree representative poses need meet constraints. Those representative poses which satisfy inequation (2) 
IV. Skeleton Model
To represent a virtual character realistically, it is needed to simulate bones, muscle, skin and clothes of the virtual character [12] . Because of the complexity of human body, computing and rendering all these elements is a very hard work, which needs much computation resource. In fact, the shape of muscle, skin and clothes depends on the bones, which is changed when bones rotate. Considering that the pose of virtual character is determined by the relative position of its bones, we represent it with a skeleton model in which it is represented as a set of rigid bones linked by joints, ignoring muscle, skin and clothes. This skeleton model can meet the requirement of researching virtual character animation.
In skeleton model, the virtual character is represented as a set of rigid bones linked by joints, which form a dendriform motion chain. Every joint has several degrees of free which stand for the rotation directions of joint. Virtual character can present different kinds of poses by rotating its joints. So the pose of virtual character can be represented with a D-dimensional vector, called feature vector y, which consists of all degrees of free. By all appearances, y should contain all rotation angles of joints and the world coordinate and direction of the root of the motion chain. Rotation angles of joints confirm the pose, the world coordinate gives the position of virtual character, and the direction determines the incline of body. Furthermore, y also contains the velocity and acceleration of the root in order to represent the dynamic relation between different poses. Given the positions of root X i-2 , X i-1 , X i at time frames i-2, i-1, i and the time interval △t between two frames, the velocity V i and acceleration A i can be approximately computed at time frame i by
where, X, V and A is 3-dimensional column vector.
In our experiments, we adopt the motion capture data which come from mocap human motion capture database of Carnegie Mellon University [13] . We ignore some bones to obtain higher efficiency without impairing reality, such as fingers, toes, and so on, which do not have a strong effect on human pose. Fig. 2 shows the skeleton model in our experiments, which comprise of twenty bones with different degrees of free. The feature vector y, comprising of all the degrees of free, the velocity V and the acceleration A, is 56-dimensional. At any moment, the pose of character can be represented by the feature vector. A segment of motion capture data containing n frames can be represented as a sequence of 1 2 { , , , } n y y y .
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In our skeleton model, there is a local coordinates for any bone, which can transform into the world coordinates through a series of translated and rotated matrixes. 
V. POSE SYNTHESIS

A. Dimensionality Reduction
Clustering motion capture data in high-dimensional space is a very hard work, it is possible to find out representative poses by clustering in lower-dimensional latent space if motion capture data are reduced dimensionality and retained the same order in latent space.
Principal component analysis (PCA) is a common used dimensionality reduction technique, but it is a simple linear reduction without describing probability on motion capture data space. As a result of the complexity of motion capture data, a nonlinear dimensionality reduction technique is needed. After experiments, we take cognizance of kernel function is an effective method [14] . In Gaussian process latent models, both motion capture data and latent variable obeys Gaussian distribution. RBF (5) is used as kernel function maps the motion capture data from observation space to latent space [15] .
where αis scale gene, which denotes how correlated two points are in latent space. γdenotes the width of kernel function, βis noise. δ i,j is Kronecher delta function, δ i,j =1 when x i , x j are the same point, otherwiseδ i,j =0. Given N vectors { x i }, formula (5) can define a kernel matrix K, a N×N matrix, and K i,j =k(x i ,x j ).Then, we can obtain condition probability
where Y=[y 1 ,y 2 ,…,y N ] T consist of motion capture data,
T consist of latent variable. Given latent variable x obeys standard 2-dimensional Gaussian distribution, namely x~N(0,I), the log-likelihood is given by 1 ln ( , , , | )
where D is the dimensionality of motion capture data, Y k is the k-th column of Y. Minimizing this function can estimate the parameters α,β,γ. After that, x, y can be estimated by function (7) . When y is observing data, x can be estimated by minimizing it to reduce dimensionality; When y is unknown pose, function (7) is the objective function of (1), the inverse kinematics can be solved by minimizing it. 
μis the average of motion capture data, μ=∑y i /N, , and k(x) is a N-dimensional column vector whose i-th entry is k(x i ,x). ||y-g(x)|| 2 ensures that y tries to accord with the forecast g(x). ||f(y)-c|| 2 makes y try to meet constraints on the end effectors.
2 ( ) lnσ x ensures that x tries to be close to training data in latent space in order to make y be near Y, which insures y accords with the motion law of virtual character, namely the pose y looks natural and realistic.
The algorithm of dimensional reduction on human motion capture data using Gaussian process latent models is described as table 1. The parameters of the model are determined automatically without manual tuning in this algorithm. Through some times of iterance, the parameters of model are determined automatically, and the motion capture data are mapped into tow-dimensional latent space. As an example, Fig. 3 shows the learning results on the motion capture data of walking. 
B. Clustering in Latent Space
Latent space keeps the same order of observation space, so points are close to each other in observation space if they are neighbors in latent space. Thus, clustering motion capture data can be implemented by clustering points mapped in latent space in order to find out representative poses.
To implement clustering points in latent space, it is needed to define distance measure between two points. In this paper, the distance between x i and x j is defined by ( , ) ( ) ( ) (11) and the distance between two classes Ω m and Ω n is defined by Now we describe the clustering algorithm in latent space as follows:
Step 1. Initialize. Give T=N and clustering diameter △d. At the beginning, the points in latent space are divided into N classes, and every class contains only one point. The algorithm implements one time, two classes are combined to one.
Step 2.
Compute the matrix of dissimilarity degree D( Ω ), a symmetric square matrix, whose dimensionality equals to the number of classes of points in latent space.
Step 3.
Find out the least entry D i,j from the matrix of dissimilarity degree D(Ω).
Step 4. If D i,j ≤△d and T＞1, combine Ω i and Ω j to one, and T=T-1, go to the second step. Otherwise, go to the fifth step.
Step 5.
Compute the clustering center of every class, algorithm ends.
The clustering results with this algorithm may be not satisfying because we cannot pick up representative pose from it or representative poses are too few to optimize objective function. This is the result of too large△d, it is needed to implement clustering again with smaller △d. Fig. 4 shows the clustering results in latent space of walking capture data, where △d=0.25. After that, we can search the best pose in subspace spanned by these clustering centers. 
C. Optimization
The fine representative poses can be picked up with inequation (2) . The left work we need do to solve inverse kinematics is that minimizing objective function (8) . 
VI. EXPERIMENTS
With implementation technique of inverse kinematics presented in this paper, we have completed two experiments, which are virtual character pose synthesis and motion trajectory editing, in order to prove our method correct and efficient. In our experiments, the skeleton model consists of 20 bones and has 50 degrees of free, and the feature vector is 56-dimensional. In pose synthesis, we train the model using running and kicking motion capture data, and in trajectory editing, we train the model using jumping and kicking motion capture data.
A. Pose Synthesis
Running capture data and kicking capture data are used to train the GP-LVM separately. Running capture data have 147 frames, and kicking capture data have 324 frames.
For contrast, we also solve the same inverse kinematics problems with DLS algorithm [16] which is a numerical solution.
When trained with running capture data, the parameters of Gaussian process latent models are estimated as α= 109,β= 15.2,γ= 0.24. Fig. 5 shows the latent space mapped by running capture data. Poses synthesis using the model trained by running motion capture data or using DLS algorithm is shown as Fig. 7 . When trained with kicking motion capture data, the parameters of Gaussian process latent models are estimated asα= 138,β= 9.63,γ= 0.27. Simultaneity, the kicking motion capture data are mapped from 56-dimensional observation space to 2-dimensional latent space. Fig. 8 shows the latent space mapped by kicking capture data. After dimensionality reduction, we cluster the motion capture data in latent space, and find out the clustering centers. Fig. 9 shows the clustering results in latent space of kicking capture data, where △d=0.14. After clustering, we can optimize the weights of fine representative poses under the constraints on the end effectors to compute the optimized pose. Poses synthesis results using our method in which Gaussian process latent models are trained by kicking motion capture data or using DLS algorithm are shown as Fig. 10 . Figure 10 . Kicking pose synthesis results using our method compared with DLS algorithm. Top row: Results using our method. Bottom row: Results using DLS algorithm.
As we can see from Fig. 7 and Fig. 10 , the results of two algorithm meet the same constraints on the end effectors. But the results of our algorithm look more natural and realistic.
B. Motion Trajectory Editing
To edit motion trajectory using our algorithm, jumping and kicking motion capture data are used to train the Gaussian process latent models, which has 203 frames. After trained of 96 times iterations, the parameters of Gaussian process latent models are estimated asα= 214, β = 53.6, γ = 0.38. Fig. 11 shows the latent space mapped by jumping and kicking capture data. 
VII. CONCLUSIONS AND FUTURE WORK
We present an inverse kinematics implementation technique. It maps the motion capture data from 56-dimensional observation space to 2-dimensional latent space, and ensures that latent space and observation space has the same order, namely two points close to each other in observation space if they are near in latent space. So, we can implement clustering high-dimensional motion capture data by clustering the points in latent space. Then, generate a subspace of motion capture data with clustering centers. Searching feasible poses in this subspace can advance efficiency greatly. Statistical model represents the probability distribution on motion pose space, and optimizing objective function makes the results not far from motion pose space, which ensures the results look natural and realistic.
In our algorithm, the clustering diameter in latent space need be given by user, and it affects solving inverse kinematics. If clustering diameter is too large, we cannot pick up representative poses or can pick up too few ones, which is not enough to optimize the objective function. Contrarily, if clustering diameter is too small, representative poses picked up will be excessive, which will lead to lower optimization efficiency. How to learn an appropriate clustering diameter automatically is the important work in future.
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