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Available online 3 May 2016A two-way coupled longwave to Reynolds-averaged Navier–Stokes (RANS) wavemodel named 2CLOWNS is in-
troduced in this study and its numerical procedure is described in detail. The model is applied to solitary wave
transformation and breaking on plane beaches with slopes 1/100, 1/60, 1/35 and 1/20. Two-way coupling was
veriﬁed for test cases of pure solitary wave reﬂection on a ﬂat bed, and wave transformation on slopes including
rundown. The algorithm becomes sufﬁciently robust when a no gradient boundary condition on the vertical ve-
locities is applied, the local wave height and slope are sufﬁciently small, and the coupling depths are sufﬁciently
large. Suggested limits to the local wave height and slope are outlined. Characteristics of shoaling prior to break-
ing are analysed in detail for the longwavemodel. Optimal depths for coupling to the RANSmodel are found that
approximately correspond to the transition fromgradual shoaling to rapid shoaling. An expression that estimates
this location is presented based on a nondimensional slope parameter. Overall, 2CLOWNS is shown to approxi-
mate shoaling andbreaking characteristics in comparisonwith theory, physical experiments and other numerical
analyses. The post-breaking behaviour and wave shape approximate theoretical descriptions and experimental
observations including the touchdown of the plunging jet and resulting splashup. Velocity proﬁles are shown
to be considerably different to ones based on depth-integratedmodels just prior towave breaking and thereafter.
2CLOWNS allows formore reliable simulationswhen computingwave propagation from far offshore towards the
coast in reduced computational time compared with full RANS simulations under the appropriate conditions
outlined in this study.
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).Keywords:
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In longwave modelling it is important to obtain good estimations of
wave shoaling and breaking in the nearshore area. These phenomena
can affect sediment transport, hydrodynamic forces on coastal struc-
tures and transport of driftage signiﬁcant during tsunami and storm di-
sasters. As a representation of tsunamis and other long waves a
signiﬁcant amount of attention has been paid to the evolution of solitary
waves. (Synolakis, 1987) derived an analytical solution to the nonlinear
shallow water equations valid for non-breaking solitary waves. These
solutions have been often used in tsunami benchmarking (Synolakis
et al., 2009). Concerning breaking waves where dispersion and nonlin-
earity become important hence the (Synolakis, 1987) solutions out of
range, (Synolakis and Skjelbreia, 1993) provided a semi-quantitative
description of their evolution. Four distinct regions of solitary wave
transformation were identiﬁed where the rate of shoaling could bele),
ri@oceanwave.jp (N. Mori).
. This is an open access article underapproximated according to a power law equivalent to Green's law and
Boussinesq's law in the gradual and rapid shoaling stages respectively,
followed by rapid and gradual decay after wave breaking. Both (Hsiao
et al., 2008; Hwang et al., 2007) presented experimental studies inves-
tigating breaking solitary waves on a mild 1/60 slope. (Hsiao et al.,
2008) conﬁrmed the analysis of (Synolakis and Skjelbreia, 1993) and
further identiﬁed a ﬁfth region corresponding to post-breaking bore
propagation. (Grilli et al., 1994; Grilli et al., 1997) developed a fully non-
linear potential ﬂow (FNPF) model that was applied to the transforma-
tion of solitary waves on plane slopes and was shown to be in excellent
agreementwith experiments performed on a 1/35 slope. They proposed
empirical formulae for breaking characteristics based on a nondimen-
sional slope parameter. (Hsiao et al., 2008) also shows that their formu-
lae were in good agreement on the mild slope. However, (Grilli et al.,
1994; Grilli et al., 1997) note that on the steeper slopes (N1/35) Green's
law and Boussinesq's law are not very good descriptors of solitary wave
evolution and in fact on very steep slopes the solitary wave height es-
sentially does not change in height at all.
To model solitary waves and other long waves from far offshore to
onshore, depth-averaged/integrated two dimensional wave equations
(2DH) have been typically utilized, in particular the shallow waterthe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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presented an alternating direction implicit (ADI) approach by splitting
the 2DH NSWE into two single-dimensional formulations allowing for
one-dimensional (1DH) consideration of the inundation algorithm. Fur-
thermore, numerical models such as TUNAMI (Imamura et al., 2006)
and COMCOT (Liu et al., 1998) have been commonly applied with rea-
sonable success and are well adapted to computing over large scales
with various spatial resolutions (grid nesting). When linear dispersive
effects are important for long distance propagation, numerical disper-
sion inherent in the model can be utilized in TUNAMI and COMCOT to
match those of the linear Boussinesq equations (Cho et al., 2007). How-
ever, formore local dispersive effects Boussinesqmodels are better suit-
ed. Bothweakly nonlinear (Wei and Kirby, 1995; Nwogu, 1993;Madsen
and Sorensen, 1992) and fully nonlinear Boussinesq models (FNBM)
(e.g. COULWAVE (Kim et al., 2009) and FUNWAVE (Shi et al., 2012))
exist, the latter showing excellent performance for shoaling on slopes
over a wide range of nonlinearity ratios (Wei et al., 1995). COULWAVE
is also formally ‘weakly-rotational’, a rare divergence from the typical ir-
rotational assumption ofmost longwavemodels that otherwise have ad
hoc or no consideration of mixing effects aside from numerical
manifestations.
Depth-integratedmodels are not exact forms of the governing equa-
tions of ﬂuid motion and contain theoretically a truncation error of
some order (Wei et al., 1995). They also lose the ability to model
wave-overturning and other three-dimensional effects. However,
some models have been developed to solve the original fully nonlinear
potential ﬂow (FNPF) equations, in particular a boundary element
method (BEM) (Grilli et al., 1994; Grilli et al., 1997). Such models how-
ever breakdown on the touchdown of the overturning jet before turbu-
lent effects become signiﬁcant. To simulate the physics hereafter and
provide detailed information on turbulence and bottom stresses as
well as interaction with irregularly shaped structures Navier–Stokes
(NS) based solvers are required. Such solvers however suffer from
very high computational costs, require a ﬁne resolution in space and
time to model the physics of the problem to greater accuracy than its
depth-integrated counterpart, and are often susceptible to numerical
dissipation over long distances due to the indirect modelling of the
free surface and thus are not suitable for calculation over wide areas.
Typically though the advantages of NS models may only encompass
a relatively small area around a structure or region of interest particular-
ly around the time when wave breaking would occur. This realization
has encouraged modellers to investigate coupling between depth-
integrated long wave models and NS models in space to obtain the ad-
vantages and reduce the disadvantages of bothmodels. Most NSmodels
adopted are traditionally of the Reynolds-averaged type (RANS) that are
computationally efﬁcient in comparison to direct numerical simulation
(DNS) and Large eddy Simulation (LES) types. (Fujima et al., 2002;
Fujima, 2006) ﬁrst demonstrated this type of hybrid model using the
NSWE combined with a single free surface RANS model. (Sitanggang
and Lynett, 2010) presented and validated a scheme that couples a
FNBM (COULWAVE) model and a vertical two-dimensional (2DV)
RANS model. Further, (Pringle and Yoneyama, 2013) applied a coupled
model using the NSWE with a fully three-dimensional RANS model to
the 2011 Tohoku Tsunami in Kamaishi Bay, Iwate Prefecture with rea-
sonable success. However, little comprehensive research on the valida-
tion of coupling depth-integrated long wave equations with RANS
models has been conducted. Moreover, it is required to evaluate errors
whenmatching the solutions of the twomodels at the interface and op-
timise locations of that interface.
In this study a fully developed version of the two-way coupled long
wave to RANS model based on (Pringle and Yoneyama, 2013) is de-
scribed in detail considering two-way coupling in 1DH and 2DV. The
coupled model will hereafter be referred to as 2CLOWNS (2-way
Coupled LongWave to Navier–Stokes model). To evaluate the capabili-
ties of 2CLOWNS and its constituentmodels, solitary wave shoaling and
breaking characteristics on a plane beach are analysed in detail for arange of slopes and offshore wave heights. Wave transformation in
the individual long wave (NSWE), RANS, and FNBM (COULWAVE)
models is compared. Regions where differences become signiﬁcant in
the NSWEmodel are identiﬁed to determine optimal coupling positions
to the RANS model in 2CLOWNS. The two-way coupling algorithm is
veriﬁed with tests that include reﬂection of waves against a vertical
wall and a steep slope. Sensitivity to the velocity boundary conditions
to the RANS model, coupling depths, and experimental conditions are
summarised. Prediction of the wave breaking characteristics such as
the water depth at breaking and the breaker index by 2CLOWNS are
compared with experiments and the FNPF model. Furthermore, the
post-breaking wave behaviour and wave shape in 2CLOWNS is com-
pared qualitatively with physical experimental observations to demon-
strate its ability to model the entire wave transformation and breaking
process. Finally, velocity proﬁles of 2CLOWNS and depth-integrated
models are shown for comparison, and their disparities are discussed.
2. Long wave equation model
2.1. Governing equations
Depth-averaged shallow water equations (NSWE) provide a strong
backbone to long wave modelling because of their hyperbolic nature.
Even state-of-the-art depth-integrated Boussinesq models reduce to
the NSWE if dispersion terms are ignored, a convenience when consid-
ering wave breaking problems in order to add numerical dissipation
into models through shock-capturing techniques (Roeber and Cheung,
2012). NSWE in their own right are powerful tools for tsunami simula-
tion and in most cases are perfectly acceptable for modelling propaga-
tion through to inundation (Shuto, 1991). The NSWE in conservative
form with additional bottom friction and linear dispersion effects in
one-dimension are:
∂η
∂t
þ ∂Q
∂x
¼ 0 ð1Þ
∂Q
∂t
þ ∂
∂x
Q2
H
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þ gH ∂η
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where η is the surface elevation, h is the still water depth, H=h+η is
the total water depth, Q is the volume ﬂux, g is the acceleration due to
gravity, n isManning's friction coefﬁcient, andψ is the dispersion poten-
tial function deﬁned as:
ψ ¼ γ þ 1
3
 
h
∂2Q
∂x∂t
þ γgh2 ∂
2η
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ð3Þ
Following (Shigihara and Fujima, 2007), γ=1/15 corresponds to
linear dispersion characteristics valid up to offshore length ratios (de-
ﬁned in §5.1), h0/L0=0.5 (Madsen et al., 1991) which is more than ad-
equate for this study and is thus adopted.
2.2. Numerical scheme
The numerical scheme employed is the explicit staggered leap-frog
method for solving the set of Eqs. (1) and (2) sans the dispersion
term, i.e. with the RHS of Eq. (2) equal to zero. When linear frequency
dispersion is included an additional implicit correction step as proposed
by (Shigihara and Fujima, 2007) is adopted. The linear components of
the scheme are solved using second-order staggered central differences,
and the nonlinear advection terms are solved using ﬁrst-order upwind
differencing. The difference formulations including the implicit correc-
tion step are detailed in Appendix A, and the stencil is shown in Fig. 1.
The resulting solution is stable and robust but the low-order differenc-
ingmeans the scheme is susceptible to numerical diffusion and dissipa-
tion (Son et al., 2011). Nevertheless, the scheme is fast, efﬁcient and grid
Fig. 1. Finite difference stencil in time and space for the staggered leapfrog method.
Fig. 2. Finite difference stencil in space for the RANS model scheme (Yoneyama et al.,
2002).
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well suited for large scale geophysical simulations e.g. tsunami simula-
tions from source to inundation. Through TUNAMI, COMCOT and
othermodel variations the scheme is commonly adopted by researchers
and government agencies alike.
In addition, a key modiﬁcation as detailed in Appendix A is made
to improve both the accuracy and stability of the nonlinear advection
terms when considering the implicit correction step for linear fre-
quency dispersion. As mentioned above the ﬁrst-order upwind
differencing of the nonlinear terms adds signiﬁcant numerical diffu-
sion to the model. However, the leading-order truncation error can
be approximated as, 0:5ð1−CrÞΔx ∂
2ðQ2=HÞ
∂x2 , where Cr is the local
Courant number. By discretizing the truncation error terms and
adding them to the upwind differencing it is possible to vastly im-
prove the accuracy. This is important in this study which includes
solitary wave propagation because it is the balance of the nonlinear
amplitude dispersion terms with the frequency dispersion terms
that maintains the permanent waveform.
3. RANS equation model
3.1. Governing equations
The Reynolds-averaged Navier–Stokes equations (RANS) can be
written in Einstein's notation as:
∂γai ui
∂xi
¼ 0 ð4Þ
∂ui
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¼ gi−
1
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ν
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−u0 iu0 j
 !
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whereui is the Reynolds-averaged ﬂowvelocity component in the ith di-
rection, gi is the external force per unit volume, p is the Reynolds-
averaged ﬂuid pressure, ρ is the ﬂuid density, ν is the kinematic viscos-
ity, is the Reynolds averaging quantity, and ' is the ﬂuctuation in the
Reynolds average. γv is the void ratio of a computational cell, γia is the
aperture ratio of a cell boundary in the ith direction, and are used to en-
able the partial occupation of a computational cell with an object or bot-
tom bathymetry which will be explained in §3.2. Finally, to close
Eqs. (4) and (5), Boussinesq's assumption is made (Eq. (6)) and the
standard eddy viscosity k−ε model (Launder and Spalding, 1974) isused where the relevant equations are given as:
−u0 iu0 j ¼ νt
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where, νt=Cμk2/ is the turbulent viscosity,kð ≡ u0 iu0 i=2Þ is the turbulent
kinetic energy, 

≡ ν∂u
0
i
∂x j
∂u0 i
∂x j

is the energy dissipation rate, and δij is the
Kronecker delta. The constants in Eqs. (6) - (8) correspond to those of
the standard k− model: σk=1.0, σ=1.3, Cμ=0.09, C1=1.45, and
C2=1.92 (Launder and Spalding, 1974). Moreover, in order to model
the free surface the Volume of Fluid (VOF)method is employed that uti-
lizes the following equation for the advection of ﬂuid, in terms of the cell
volume fraction, F:
∂γv F
∂t
þ ∂γ
a
i Fui
∂xi
¼ 0 ð9Þ
3.2. Numerical scheme
The numerical scheme follows that of (Yoneyama et al., 2002).
Eqs. (4)-(9) are discretized and solved on a staggered grid, yielding
the ﬁrst-order Euler, third-order upwind and second-order central dif-
ference discretizations for time, convection and all other terms respec-
tively, with the stencil shown in Fig. 2 and difference formulas in
Appendix B. The numerical procedure for pressure–velocity coupling
is based on the Simpliﬁed Marker and Cell (SMAC) algorithm. Here, an
initial velocity ﬁeld, u⁎ is guessed using the previous values of u, p and
u0 iu0 j (or rather, a new value of νt after inserting Eq. (6) into (5) and
rearranging) in Eq. (5). The resulting residual error, εD using the guessed
velocity ﬁeld in Eq. (4) is used to correct the pressure in the following
Poisson pressure equation and obtain the updated solenoidal velocity
ﬁeld:
ui ¼ ui−
1
ρ
∂ψ
∂xi
ð10Þ
Fig. 4. Interface region between the NSWE and RANS model in 2CLOWNS with the
necessary variables required for coupling.
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
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in which ψ is the potential function that is solved to give the required
pressure correction. Eq. (11) is solved using a biconjugate gradient sta-
bilized (BiCGSTAB)matrix solver. The solenoidal velocity ﬁeld is used to
solve the k− transport equations (Eqs. (6)-(8)) whichwill yield a new
value of νt for use in the momentum equations.
Concerning theVOF procedure, Piecewise linear interface calculation
(PLIC) (a variant on (Youngs, 1982)) is used to put Eq. (9) into practice
using the updated solenoidal velocity ﬁeld. This is achieved by ﬁrst cal-
culating the slope of the outward normal unit vector, n!¼−∇F=jj∇Fjj.
The free parameter in the vector equation is solved by preserving F in
the cell and used to ﬁnd the vertices of the free surfacewithin a compu-
tational cell. This information is used to transport the volume fraction
more exactly than traditional VOF methods that only consider horizon-
tal or vertical surfaces (simple line interface calculation). Furthermore,
an improved Fraction of Volume Obstacle Representation (FAVOR)
method is utilised, whereby the actual planar structure of an object or
topographical surface is speciﬁed within a computational cell. This
means that even in free surface cells that are partially occupied by an
object (see Fig. 3) the correct slope and position of the free surface
interacting with the object may be considered.
4. Two-way coupling method
The longwave (NSWE)model, and the RANS model presented in §2
and §3 respectively, are tightly two-way coupled to form the single
2CLOWNS model. The simulation proceeds by exchanging information
at the interface region between the two constituent models. The meth-
od assumes that the inviscid irrotational long wave assumption is valid
at the interface so that both models are calculating similar physics. The
grid systems of each are overlapped by one cell width of the NSWE
model (assumed equal to or of coarser resolution than the RANS
model) as shown in Fig. 4.
4.1. RANS boundary condition
The boundary condition for the RANS domain most importantly re-
quires knowledge of the vertical distribution of the horizontal velocity,
uc;k, and the vertical velocity, wc;k at the domain interface, where the k
refers to a cell number in the vertical direction. This proﬁle must be ob-
tained from the volume ﬂuxes, Q in the NSWE model. Furthermore,
values of the ﬂuid volume fraction, Fc ,k as well as the turbulentFig. 3. Illustration of a computational cell that has a sloping free surface intersecting with
the bottom topography; a possibility within the improved FAVORmethod adopted in this
study.quantities kc ,k and εc ,k are also required. A description of these boundary
conditions and how to obtain them is described in this section.
4.1.1. Horizontal velocity
The horizontal velocity deﬁned on the interface between the NSWE
and RANS model is a driving boundary condition to the RANS model
since it is responsible for the correction of the pressure through continu-
ity on thewater column adjacent to the boundary. Thus, it is inserted as
unþ1c;k and u

c;k, i.e. it is the correct Solenoidal velocity after the time step
and it is used as the “guessed” velocity in the Poisson Pressure equation
(see Appendix B). The previous value, unc;k may be used to evaluate the
momentum equation as normal.
Referring to Fig. 4, Qc, hc are the ﬂux and initial water depth on the
boundary to the RANSmodel respectively, and ηc, ηe are thewater levels
in the cell centres adjacent to the boundary. The depth-averaged normal
velocity, Uc can thus be found by:
Uc ¼ Qcηc þ ηe
 
=2þ hc
ð12Þ
The problem now becomes one of transforming Uc onto some verti-
cal proﬁle for uc;k to use as a boundary condition for the RANS model.
The simplest choice is the shallowwater assumption that the horizontal
velocities are uniform over the depth:
uc;k ¼ Uc ð13Þ
In order for this assumption to be valid the ﬂow in the RANS model
should obey the true long wave assumptions so that the vertical proﬁle
of the horizontal velocities become close to uniform at the boundary.
This may require the domain of the RANS model to be large enough so
that reﬂections with rotations and non-hydrostatic effects inside the
RANS domain do not return to the boundary which sometimes may be
quite a restriction. One method to alleviate this strictness at the bound-
ary is to introduce an arbitrary velocity distribution so that vortices ro-
tating in the vertical plane may freely cross the boundary in the form:
uc;k ¼ Uc þ U0c;k ð14Þ
where U′c ,k is the ﬂuctuation from the depth-averaged velocity as illus-
trated in Fig. 5.
Following (Fujima et al., 2002), a suitable boundary condition is ob-
tained by setting the difference in U′ across the boundary to zero (no
Fig. 5. Illustration of the arbitrary velocity proﬁle based on no-gradient of the ﬂuctuation,
U' from the depth-averaged component, U.
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nally, the equation for uc;k can be written as:
uc;k ¼ Uc þ
γaxe;k FeL;k þ FeR;k
 
γaxc;k Fc;k þ FeL;k
  ue;k−Ue  ð15Þ
The ratio of the F volume fractions and aperture ratios, γxa exists to
ensure that the volume ﬂux, Qc is conserved.
4.1.2. Vertical velocity
The shallow water proﬁle for the vertical velocity,w, is found by in-
tegrating the continuity equation assuming a uniform horizontal veloc-
ity proﬁle, and applying the kinematic boundary conditions at the sea
bed and free surface. This results in a linear proﬁle:
w zð Þ ¼−∂U
∂x
zþ hð Þ ð16Þ
where z is the elevation from the initial undisturbed free surface. Note
that even assuming a Boussinesq type proﬁle of the horizontal velocities
(quadratic) would result in a linear proﬁle for the vertical velocities
after ignoring terms of O(μ4) (Sitanggang and Lynett, 2010). Eq. (16)
implies that the vertical velocities depend on the gradient of the
depth-averaged velocities which are found from the volume ﬂuxes
and the water depths. Referring to Fig. 4, a combination of Uw, Uc, and
UE must be considered in order to compute ∂Uc∂xc . After evaluation of
those depth-averaged velocities wc;k can be determined by:
wc;k ¼− zk þ hcð Þ
1
ΔxNSWEð Þ2
ΔxRANSUc þ ΔxNSWE−ΔxRANSð ÞUE=2ð
"
− ΔxNSWE þ ΔxRANSð ÞUw=2Þ
# ð17Þ
where zk is the elevation from the initial free surface at the vertical cell
integer k, and hc is the initial water depth of the water column where
wc;k is deﬁned (cell centre in terms of the horizontal plane). However,
if an arbitrary proﬁle of the horizontal velocities is speciﬁed (Eq. (15))
to account for the reﬂected waves with some rotation, the linear as-
sumption of the vertical velocities could become a poor approximation
to the RANSproﬁle near the boundary. In this case, a no gradient bound-
ary condition for wc;k may be more appropriate:
wc;k ¼ we;k ð18Þ4.1.3. Scalars
The free surface level is deﬁned inside the boundary on cell C in
terms of the cell volume fraction, Fc ,k. This ensures that the correct vol-
ume ﬂux is transported into the domain via the VOF method. Fc ,k is de-
termined from the interpolation of ηc and ηe in the NSWE model:
Fc;k ¼
0; ifzk≥ηc ;
1; ifzkþ1≤ηc ;
ηc−zk
 
=Δz; otherwise
8<
:
ηc ¼
ΔxNSWE þ ΔxRANS
2ΔxNSWE
 
ηc þ
ΔxNSWE−ΔxRANS
2ΔxNSWE
 
ηe
ð19Þ
The remaining scalars that must be deﬁned inside the boundary on
cell C are the turbulent ones, kc and c. Since, the NSWEmodel is inviscid
it provides no knowledge of these quantities and a no gradient bound-
ary condition is applied:
kc;k ¼ ke;k c;k ¼ e;k ð20Þ
As mentioned at the beginning of this section, it is assumed that the
turbulence is negligible in the region where the models are coupled.
4.2. Long wave boundary condition
The boundary condition for the NSWE domain requires knowledge
of the ﬂuxes and free surface up to the edge of the ﬁnite difference sten-
cil. That is, the necessary quantities to determine the ﬂux, Qc as indicat-
ed in Fig. 4. When calculatingQc, the pressure gradient term requires ηe,
and the dispersion correction procedure requires the dispersion poten-
tial function, ψe which itself requires both ηe and ηE and the value of QE
from the predictor step (without dispersion) for computation. The pre-
dictor value ofQE also only needs free surface information up to ηE in the
pressure gradient terms so thismarks the edge of our stencil. As the free
surface level in the RANS domain is stored in the information of the sur-
face cell, it only requires that the surface cell is found in the water col-
umn which is appropriately ﬂagged for easy access. Further, averaging
is required when resolution is different between model domains. For
example, ηe in Fig. 4 can be found through:
ηe ¼
Xn
i¼1ηi
n
ð21Þ
where n is thenumber of RANS cell centres that fall within the bounds of
the cell e deﬁned in the NSWEmodel and ηi is the free surface at the cell
centre, i in the RANSmodel. This would simplify to ηe=0.5(ηeL+ηeR) in
Fig. 4. To calculate the nonlinear advection term, both the total water
depths at the cell interface and the upwind ﬂuxes are required. The
water depths are easily obtained from the free surfaces and averaged
using the method described in Appendix A. For the ﬂuxes, in the case
that Qcb0, QE is required in the upwind discretization of the advection
terms and is calculated through the following operation:
QE ¼ Δz
Xke
k¼1
γaxe;kuE;k FeR;k þ FEL;k
 
=2
 
ð22Þ
inwhich k∈[1,ke] is the vertical cell integer and ke is the total number of
vertical cells. Note that Eq. (22) does not depend on the ratio of ΔxNSWE
and ΔxRANS, rather the average of F is just required across the cell
boundary.
4.3. Calculation procedure
The procedure is best described by providing an example of stepping
through one time step. Assume that all information is known at some
time t= tn and the time step, Δt in both models is the same for
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face so they are deﬁned at t=tn+1/2 instead of t=tn for the ﬂuxes:Fig. 6. Sketch of the canonical problem deﬁnition for solitary wave propagation,
transformation and breaking on a plane beach.1. Using ηn+1/2 and Qn calculate the new ﬂuxes, Qn+1 inside the NSWE
domain through Eq. (2).
2. Pass the ﬂux information,Qn+1 at the RANS boundary and convert to
both a horizontal (Eqs. (13) or (14)) and vertical velocity distribution
(Eqs. (17) or (18)). Fn in the ghost cells beside the boundary is found
from ηn (found from linear interpolation of ηn−1/2 and ηn+1/2) in
Eq. (19). A zero gradient boundary condition is applied to k and .
3. Usingun,wn, pn, νtn in the computational domain andunþ1,un,wn at the
boundary, calculate u⁎, w⁎ through Eq. (5).
4. Using u⁎,w⁎ in the computational domain and unþ1 on the boundary,
get pn+1,unþ1,wnþ1 through the Poisson pressure correction for a di-
vergence free velocity ﬁeld.
5. Get Fn+1 through the advection of ﬂuid Eq. (9). Update the new free
surface level and normal vector using Fn+1.
6. Using kn, n, unþ1 , wnþ1 calculate kn+1 , n+1 explicitly in the k−
transport Eqs. (6)-(8).
7. In the interface region, sum unþ1, Fn+1 to get Qn+1 as described in
Eq. (22). Find ηn+1 through Eq. (21).
8. Using ηn+1/2 and Qn+1 in the long wave domain, calculate the new
free surfaces, ηn+3/2 in the continuity Eq. (1). Repeat from step 1
for a new time step.
Note that, in this procedure at step 7 only ηn+1 can be found in the
RANS domain, whereas ηn+3/2 is actually required as calculated normal-
ly through continuity in step 8. This is corrected by adding a half time
step of continuity to update ηn+1 to ηn+3/2 explicitly in the interface re-
gion using the ﬂuxes,Qn+1 passed from the RANSmodel. The correction
was not found to have a large effect on the solution in general.
4.4. Consideration of different temporal resolution
Due to the often differing spatial resolution and disparate numerical
schemes between the models, different temporal resolution between
models may also be desired. Assuming that temporal resolution in the
NSWE model is coarser than in the RANS model and of some integer
multiple, this is easily achieved by looping over the the calculation of
the RANS model m=ΔtNSWE/ΔtRANS number of times per one time step
of the long wave model. At the beginning of each loop of the RANS
model, the depth-integrated ﬂux from theNSWEmodel is linearly inter-
polated in time:
Qnþi=mc ¼
m−i
m
Qnc þ
i
m
Qnþ1c ð23Þ
where i∈[1,m] is the loop number. Qcn+ i/m is the ﬂux used to determine
the velocity distribution for the boundary condition at the current time
step in the RANS domain. After loop, i=m of the RANS model, the free
surface and ﬂux information is exchanged back to the NSWE model
for the next full time step. This exchange back to the NSWE model is
not required when i≠m.
5. Problem setup and model conditions
Shoaling of solitary waves on plane beaches has been extensively
studied and is particularly useful for tsunami research and as a repre-
sentation of short waves near breaking. Using 2CLOWNS, (Pringle and
Yoneyama, 2014) showed a preliminary study for non-breaking solitary
waves on a 1/20 slope. The model appeared to perform very well in
terms of both the coupling and the prediction of free surface proﬁles,
depth-averaged velocities and maximum runup for both the individual
NSWEmodel and the coupled 2CLOWNSmodel simulating runup in the
2DV RANS domain. Furthermore, it was found that the results were not
sensitive to the coupling position since the long wave assumptions arereasonable anywhere in the non-breaking tests. In this study breaking
solitary waves are investigated to determine the limit of applicability
and to examine if the coupled model can correctly reproduce breaking
wave phenomena that is otherwise difﬁcult or impossible for the
NSWE model to reproduce.
5.1. Canonical problem deﬁnition and dimensionless variables
The canonical problem deﬁnition is sketched in Fig. 6. There exists a
plane beach with slope s, where the origin of the x coordinate begins at
the toe of the slope with x positive onshore of it. The offshore initial un-
disturbed water depth, h0 is constant in the negative x direction of the
toe of the slope. Thus, the initial undisturbedwater depth, h is described
by the following function:
h ¼ h0 if x≤0
h ¼ h0 1−xsð Þ if xN0

ð24Þ
At some distance offshore of the slope, Xs at t=0 there exists a per-
manent form solitary wave with offshore wave height, A0. The free sur-
face of the solitarywave is described by η, it is movingwithwave speed,
c and has horizontal and vertical orbital velocities, u andw respectively.
Additionally, as the wave transforms over the slope the local wave
height, A is constantly increasing until it breaks with a wave breaking
height, Ab in an initial undisturbedwater depth, hb. It is customary to in-
troduce dimensionless variables based on h0 and g:
x0 ¼ x
h0
h0 ¼ h
h0
A
0
0 ¼
A0
h0
A0 ¼ A
h0
η0 ¼ η
h0
u0 ¼ uﬃﬃﬃﬃﬃﬃﬃﬃ
gh0
p w0 ¼ wﬃﬃﬃﬃﬃﬃﬃﬃ
gh0
p t0 ¼ tﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h0=g
p ð25Þ
where ′ indicates a dimensionless variable. The dimensionless variables
will be used hereafter in the analysis. For consistency between numeri-
cal experimentswe can deﬁne the distance Xs′ to be equal to half amea-
sure of the wavelength of a solitary wave which is arbitrarily deﬁned
here as containing 97.5% of the ﬂuid volume according to Boussinesq's
approximation (this is within 0.3% agreement to the length deﬁned in
(Synolakis, 1987)):
X0s ¼
2ﬃﬃﬃﬃﬃﬃﬃﬃ
3A
0
0
q arctanh 0:975ð Þ ð26Þ
This ensures that waves go through the same distance before trans-
formation up the slope. Additionally, in this study we wish to investi-
gate a number of slopes and offshore wave heights in order to identify
an applicable range of the 2CLOWNSmodel. A surf-similarity parameter
is commonly used to collapse the beach slope and offshore wavelength
(uniquely tied to awave height for solitarywaves) variables into one for
analysis. In this study the slope parameter, S0 introduced by (Grilli et al.,
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S0 ¼ sμ0
ð27Þ
where μ0(=h0/L0) is the inverse of the characteristic dimensionless
length of the wave offshore for use in the slope parameter based on L0:
L0 ¼ 4h0ﬃﬃﬃﬃﬃﬃﬃﬃ
3A00
q arctanh
ﬃﬃﬃ
3
p
3
 !
ð28Þ
which is equivalent to the length between the locations of maximum
slope on the solitary wave. Thus, S0 can be reduced to following expres-
sion for solitary waves:
S0 ¼ 1:521 sﬃﬃﬃﬃﬃ
A00
q ð29Þ
5.2. Range of experimental conditions
Table 1 presents the matrix of dimensionless offshore wave heights,
A'0 and slopes with their corresponding value of S0, and hence breaking
type according to (Grilli et al., 1997). The waves are all plunging brea-
kers which are the most interesting type to test complex breaking be-
haviour in the RANS model such as wave overturning, touchdown of
the plunging jet, and splashup. The slopes from fairly steep to mild
have been chosen because experimental and FNPF results are available
for a comparison. For example, (Hsiao et al., 2008; Hwang et al., 2007)
conducted experiments on the fairly mild 1/60 slope, (Grilli et al.,
1994; Grilli et al., 1997) presents the most detailed data from the
FNPF model on the intermediate 1/35 slope (since experiments were
also conducted on this slope), and the (Synolakis, 1986) experiments
were conducted on the fairly steep 1/20 slope. The mild 1/100 slope is
also chosen because such slopes are common in tsunami cases.
5.3. Model conditions
In this study a total of four models are employed: the NSWEmodel,
the RANS model, 2CLOWNS (combination of the previous two), and a
FNBM (COULWAVE). Firstly, comparison of the individual constituent
models of 2CLOWNS with each other is important to show where the
strengths andweaknesses of eachmodel lie. Secondly, their comparison
with 2CLOWNS is important to see whether 2CLOWNS can do a good
job of combining the best attributes of the NSWE model and the RANS
model together. Thirdly, FNBMs have been shown to give good approx-
imations of solitary wave shoaling in comparison with a FNPF model
(Wei et al., 1995) and are very reliable for solitarywavepropagation off-
shore. For shoaling before breaking starts to take place FNBM can be ex-
pected to give accurate solutions that may be taken to be the correctTable 1
Matrix of slopes and offshore wave heights investigated in this study. The values in the
cells indicate the value of S0 and hence breaker types as written underneath.
Slope Offshore wave height (A′0)
(s) 0.05 0.10 0.15 0.20 0.25 0.30
1/20 N/A 0.24 0.20 0.17 0.15 0.14
1/35 0.19 0.14 0.11 0.097 0.087 0.079
1/60 0.11 0.08 0.065 0.057 0.051 0.046
1/100 0.068 0.048 0.039 0.034 0.030 0.028
Note: s=1/20,A′0=0.05 case rejected.
Breakers types (Grilli et al., 1997):
0.30 b S0 b 0.37: Surging breaker.
0.025 b S0 b 0.30: Plunging breaker.
S0 b 0.025: Spilling breaker.ones and plays the role of a “control model”. Moreover, since the full
RANSmodel takes a long time to compute, and is not so accurate for sta-
ble waveform propagation from far offshore, it is useful to compare the
NSWE and 2CLOWNS solutions with the FNBM instead for parts of the
analysis.
Grid sizes hereafter in the paper are equal to Δx ′ =0.05 in NSWE
and FNBM. The Courant number based on the wave speed is, Cr ¼ﬃﬃﬃﬃﬃ
gh
p
Δt=Δx where Cr≈0.20 in FNBM and Cr≈0.30 in NSWE. In the
RANS model they are, 1/80≤Δx ′ ≤1/20 and Δz ′ =1/80. Δx ′ =Δz′ is
set in the rapid shoaling region which was found to be important in
order to get the required shoaling steepness here. The grid size is rel-
atively unimportant offshore and in the gradual shoaling region.
Cr≈0.30 based on the wave speed but during wave breaking, Cr=
uΔt/Δx based on the ﬂuid velocity becomes dominant and is limited
to Cr= 0.1 for stability. In the 2CLOWNS model the same grid size,
Δx ′ =0.05 is used in the NSWE domain while Δx ′ =1/80 and
Δz ′ =1/80 is adopted in the RANS domain.5.4. Permanent form solutions
The permanent form solitary wave numerical solution for each
model is not known perfectly. Nevertheless, as an initial condition in
the FNBM the weakly nonlinear dispersive solution of (Wei and Kirby,
1995) is used. For NSWE, a related solution in terms of depth-
averaged velocities (Schember, 1982) is adopted. However, in both
models there is a sudden initial decrease in the peak height before sta-
bilization after a long enough simulation time due to the differences be-
tween the analytical and numerical solutions. Even after stabilization
there may be further decrease due to numerical dissipation but this is
found to be gradual and is within allowable errors. Notably, back substi-
tution of the truncation terms in the upwind scheme of the NSWE
model is required to mitigate dissipation errors. Moreover, a stable
waveform could not be obtained in NSWE without this correction. Al-
most no recordable dissipation was recorded in FNBM after the stable
waveform was obtained due to the high-order differencing.
Due to the initial decrease of wave proﬁle in both models, the initial
wave height on input to themodelwas tuned to give thedesired perma-
nentwave height. The resultingpermanentwaveforms of the FNBMand
NSWEmodels for the range ofA0′ are plotted in Fig. 7 for comparison. Al-
though little difference is noticeable for small values of A0′ , the wave
proﬁle is considerably narrower in the FNBM model as A0′ increases.
Since FNBM models have been shown to accurately reproduce wave-
forms (c.f (Wei and Kirby, 1995)) it must be concluded that the NSWE
model loses accuracy in terms of reproducing the solitary waveformFig. 7. Comparison of the offshore permanent waveform centred at x= -Xs between the
NSWE and FNBM models for the full range of offshore wave heights (0.05≤A'0≤0.30)
investigated in this study.
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in Fig. 7 were calculated and it was found that the relative excessive
error of potential energy in the NSWE model compared with FNBM is
approximately 1.0% for A0′ =0.05 but 10% for A0′ =0.30. Hence it can
be already recommended here that large values of A'0 should be avoided
when using the current 2CLOWNS model.
Concerning the RANS model, a permanent form solution is not pur-
sued since it requires relatively large computational effort to simulate
the wave offshore with sufﬁcient resolution. In fact of course, this is
one of the main drivers behind using the coupled 2CLOWNS model
where it is computationally far more efﬁcient and often more accurate
to use the NSWEmodel offshore. Instead for purposes where a compar-
ison is desiredwith the full RANS simulation, thewave is input at an off-
shore boundary suitably far from the toe of the slope (but close enough
to reduce computational effort) using the (McCowan, 1891) higher
order solutions detailed in (Munk, 1949).
5.5. Breaking mechanisms
Depth-integrated models require ad hoc methods to approximate
the wave breaking processes. Two kinds of approaches are often
employed. The ﬁrst and perhaps more physical approach is to include
some dissipative effect into the governing equations. FNBM adopts
this approach and consists of an inbuilt eddy viscosity approximation
(Kennedy et al., 2000) that is activated when the the gradient of the
ﬂux exceeds some threshold value. The second approach relies on the
deactivationof dispersion termswhenwave breaking is detected to pre-
vent the anomaly of balancing amplitude dispersionwith frequency dis-
persion in ﬂux-dominated regions of ﬂow (Roeber and Cheung, 2012).
In this case, an empirical criterion to determine deactivation is required.
For example, (Tonelli and Petti, 2009) suggests wave breaking can be
detected when A ' N0.80. This is suitable for breaking waves on a ﬂat
bed or verymild slope although this can be far exceeded on steep slopes
(Grilli et al., 1994). For this study a better approximation is used that in-
corporates the local surface gradient, s. (Camﬁeld and Street, 1969) de-
vised such an empirical formula for solitary waves on plane slopes:
A ' Nmax[0.75+25s-112s2+3780s3,0.8]. However, it will be shown
that the wave transformation in the zone of rapid shoaling is poorly ap-
proximated in the NSWE model. Hence it cannot accurately predict the
wave breaking position despite being based on an empirical formula de-
signed to approximate the situation at hand.
6. Intercomparisons of solitary wave shoaling on a Plane Beach
Comparisons between NSWE, full RANS, and FNBM (COULWAVE
(Kim et al., 2009)) are investigated in this section to determine the ap-
plicable range of each model. The results of the comparison will be a
guide to the limitations of each individual model and to determine the
optimisation of coupling positions.
6.1. Individual model comparisons
This section compares solitary wave shoaling up to just beyond the
point of decay (usually around the breaking point that can be deﬁned
as the point where the vertical tangent develops at the wave front) be-
tween the NSWE, FNBM and RANS models for ﬁve selected cases to
show their individual strengths and weaknesses. The computation for
the RANS model begins at the lateral boundary from x ' =−Xs′ (see
Fig. 6). In terms of computational time, for example on the fairly mild
slope, s=1/60 that should take quite long to compute in comparison
to the steeper slopes, with A0′=0.10 the calculation took 423 min on
an Intel Xeon 3.33GHz dual processor with six parallel threads
(OpenMP) for 25 s simulation time. It should be kept in mind that the
NSWE or even FNBM model can compute such calculations within a
minute even fromvery far offshore (to allow for the permanent form so-
lution to be obtained, c.f. §5.4). Additionally, signiﬁcant numericaldissipation in the RANSmodel may occur just after the lateral boundary
andwhen propagating from offshore for largerwave heights. These two
points are the main disadvantages of the RANSmodel for wave applica-
tions that the 2CLOWNS model can ease. Moreover, such factors will of
course be much greater in real tsunami applications which are calculat-
ed in 2DH/3D, and over much larger scales.
Fig. 8 plots the local wave height, A′ versus the inverse of the dimen-
sionless water depth, h0/h for the ﬁve selected cases which are:
(a) A0′=0.05 on s=1/100 (b) A0′=0.10 on s=1/60, (c) A0′=0.15 on
s=1/35, (d) A0′=0.20 on s=1/35, and (e) A0′=0.30 on s=1/20. For
themild slope cases shown in (a) and (b), all models demonstrate iden-
tical shoaling rates early on in the region known as the zone of gradual
shoaling (Synolakis and Skjelbreia, 1993) that correspond well with
Green's law (~h−1/4). The FNBM and RANS model results start to di-
verge from those of the NSWEmodel where the deviation from Green's
law is accentuated and the regime enters the zone of rapid shoaling
(Synolakis and Skjelbreia, 1993), which is beyond h0/h≈3.5 in (a) and
h0/h≈2.3 in (b). The behaviour of the NSWEmodel diverging as the re-
gime in the FNBM model changes to rapid shoaling is noted for all the
cases. It is clear that the RANS model accurately calculates this rapid
shoaling rate as well which is in good agreement with the FNBM until
these twomodels themselves diverge further along the slope. The diver-
gence between the FNBM and RANSmodels are quite different depend-
ing on the slope. For the mild slopes s=1/100 and s=1/60, the RANS
model will shoal far more rapidly in the ﬁnal moments before breaking
than the FNBMandbreak in similarwater depths butwith very different
breaking wave heights. In contrast, as s is steepened, the FNBM model
will start to shoal at similar rates on s=1/35 and even more steeply
on s=1/20 just before breaking. In these cases, FNBM will predict
breaking in much larger water depths than the RANSmodel in addition
to smaller wave heights at breaking. Additionally, it is noted that as s is
steepened, the rate of shoaling predicted by all three models is less
steep than Green's law in the gradual shoaling region, which agrees
well with the (Synolakis, 1986) experiments as can be seen on the
steep slope (e), and as noted by (Grilli et al., 1994).
Overall, the initial shoaling characteristics of FNBM and the RANS
model are shown to be comparable particularly in the regions leading
up to the ﬁnal transformation before wave breaking and decay of the
waves deep inside the zone of rapid shoaling. Conversely, after the tran-
sition from the zone of gradual shoaling to the zone of rapid shoaling,
the NSWE model cannot reproduce the required shoaling steepness
that is shown by the FNBM and RANS models. It can be hypothesised
that this is because of the low-order consideration of the nonlinear
terms both analytically and numerically in the NSWE model. It would
make physical sense that shoaling suddenly becomes rapid as nonlinear
effects exceed some critical amount as the wave becomes gradually
narrower. Beyond this critical location the nonlinear effects reinforce
each other making the wave rapidly steeper and narrower until it
destabilises and breaks.6.2. Optimisation of the coupling position
This section investigates the shoaling disparities between the NSWE
model and FNBM for the various wave heights and slopes to ﬁnd a rela-
tionship between calculation conditions and an optimal coupling posi-
tion. As demonstrated in §6.1, FNBM showed similar pre-breaking
shoaling characteristics to the RANS model. In addition, (Wei et al.,
1995) also presents excellent agreement of a fully nonlinear Boussinesq
model with the FNPFmodel. Thus, FNBM is taken as a proxy for the cor-
rect pre-breaking shoaling characteristics to determine suitable cou-
pling positions between the RANS and NSWE model since
computations are much faster and generally more reliable in the
FNBMmodel compared to the full RANS simulation. The idea is to iden-
tify the position on the slopewhere the solutions diverge indicating op-
timal positions for coupling in the 2CLOWNS model.
Fig. 8. Selected solitary wave transformation of the local wave height, A' versus h0/h comparing: NSWE, FNBM, RANS and 2CLOWNS NN simulations, Green's law and (Synolakis, 1986)
experiments in (e). (a) A0′=0.05, s=1/100, (b) A0′=0.10, s=1/60, (c) A0′=0.15, s=1/35, (d) A0′=0.20, s=1/35, (e), A0′=0.30, s=1/20.
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iables shown in Table 1. In all cases it is observable that at some point
along the slope the two numerical solutions diverge. This location is at
larger values of h0/h for lower values ofA0′ and larger s. To obtain an em-
pirical equation that describes the location where the two solutions di-
verge andhence a suitable couplingposition, the absolute relative errors
in A′ between the two models were analysed versus h′. Since the so-
lutions diverge in larger water depths for larger A0′ and milder
slopes, the slope parameter, S0 combining the two parameters is suit-
able that will convert the data into a function only of this variable.
Through some combination of S0 and A0′ (S0A'0−0.5), a logarithmic
function was found to approximate the local water depth where
the solutions diverge, hc′. To get the exact equation an arbitrary cut-
off of the relative error in local wave height between the models,
|AFNBM′−ANSWE′|/AFNBM′, was varied up to 7.5% to ﬁnd best ﬁts
(least squares error). In general, the greater the cutoff of the error
the better the ﬁt which approached R2=0.995. Cutoff errors smaller
than 1% did not provide reliable equations. However, it is optimal to
obtain an equation based on the position where the cutoff error ap-
proaches zero. To achieve this the coefﬁcients in each reliable best
ﬁt equation (R2N0.98) were extrapolated towards a cutoff error of
zero. As a result the following equation was approximated:
h0c ¼ 0:16−0:25 ln S0A0−0:50
 
ð30Þ
The resulting estimates of h'c in Eq. (30) are included in Fig. 9 to indi-
cate its effectiveness at estimating the divergence depth for each case.
Taking the limits of h'c to be 1 and 0, it is possible to determine lower
and upper bounds of S0A′0−0.5 to be 0.035 and 1.9 respectively. For large
incident wave heights and/or mild slopes with S0A′0−0.5b0.035 coupling
anywhere on the slope is unlikely to be accurate. While S0A′0−0.5N1.9
means that coupling at any position on the slope is possible. In general,
S0A′0−0.5N1.9 corresponds to non-breaking or surging breakers so such a
conclusion would appear valid. An additional note about Eq. (30) is that
the deviation of the NSWE and FNBMmodels has been demonstrated to
approximate the transition from the zone of gradual shoaling to the
zone of the rapid shoaling (e.g. Fig. 8 (a), (b) deviation of FNBM fromGreen's law and NSWE both occur at similar locations). Thus, it may be
possible to use Eq. (30) to estimate the location of the edge of the gradual
shoaling zone as it transitions to the rapid shoaling region. However, fur-
ther research into the validity of this claim is required.
7. Solitary wave shoaling and breaking on a Plane Beach using
2CLOWNS
§6.2 demonstrated that the NSWEmodelwas reasonable up to a cer-
tain point along the slope before it diverged from the fully nonlinear
Boussinesq model, FNBM. Eq. (30) was derived to give a suitable posi-
tion for coupling to the RANS model based on a surf-similarity parame-
ter so that shoaling errors are minimised while keeping the RANS
domain as small as possible. In this section, initially the basic perfor-
mance of the 2CLOWNS coupling for selected wave cases is shown in
detail in §7.1. Veriﬁcation of two-way coupling and the sensitivity to;
the boundary condition for the RANS model, coupling position, and
slope and offshorewave height on the performance of coupling is inves-
tigated. Following this 2CLOWNS was used to model all the solitary
wave cases shown in Table 1 and the overall performance for pre-
breaking shoaling is summarised.
One of the major advantages of using the RANS model contained
within 2CLOWNS compared with a depth-integrated model is that it
can simulate wave breaking without ad hoc dissipaters as well as the
overturning wave shape. Moreover, it has advantages over FNFP ﬂow
models since it includes viscosity which may be signiﬁcant for smaller
scale waves, and it canmodel the post-breaking turbulent ﬂow induced
during the touchdown of the plunging jet, wave splash-up, bore propa-
gation and resulting runup.With this inmind, this section demonstrates
the ability of the 2CLOWNSmodel not only to reproduce rapid shoaling,
but to also predict the wave breaking characteristics and the
overturning wave shape. Comparisons are made against FNBM and
FNFP ﬂow models plus experimental observations where possible. In
addition, vertical proﬁles of the velocities at selected locations are com-
pared between NSWE and FNBMmodels to help explain the differences
between the models. Analysis of the post-breaking turbulent ﬂow and
runup will be left to future studies.
Fig. 9. Solitary wave transformation of the local wave height, A′ versus h0/h until breaking on various slopes for A0′=0.05, 0.10, 0.15, 0.20, 0.25 and 0.30 comparing 2CLOWNS NN, FNBM
and NSWE simulations. (a) s= 1/20, (b) s= 1/35, (c) s= 1/60, (d) s= 1/100. Filled triangles indicate the water depth, hc′ where NSWE and FNBM are estimated to diverge - the depth
where coupling in 2CLOWNS occurs - calculated using Eq. (30).
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This section summarises the basic performance of the coupling be-
tween the NSWE and RANSmodels. Three different aspects are investi-
gated: a test of the two-way coupling and velocity boundary conditions,
how the position (water depth) of coupling will affect the solution, and
how the slope and offshorewave height can impact on the performance
at the coupling interface.
Examples of the difference in calculation time between the singular
RANS and 2CLOWNS simulations are summarised in Table. 2. ThemajorTable 2
Computational time taken for wave to travel from x′=−Xs′ to h′=0.10 depending on
RANS or 2CLOWNS simulations each conducted using six OpenMP threads.
Conditions Simulation time (min) Comparison (%)
s A0′ RANS 2CLOWNS 2CLOWNS/RANS
1/100 0.05 931 58 6.2
1/60 0.10 423 44 10
1/35 0.15 64 12 19
1/35 0.20 92 20 22
1/20 0.30 44 5 11contributor to the difference in the computational times is the reduction
in the number of cells by coupling far up the slope reducing both hori-
zontal and vertical cell numbers. Calculation times are shown for the
time it takes for the wave to travel from x′=−Xs′ to far up the slope
in small water depths (h′=0.10). Hence this is a conservative compar-
ison of the difference in calculation times expected during realistic sce-
narios when awavemay be propagated from far offshore. In such a case
an even larger proportion of the calculation time will be reduced be-
cause during the initial propagation from offshore towards the slope
only the NSWE model would be utilised until the wave reaches the
RANS domain and the RANSmodel is switched on. For real tsunami sim-
ulations conducted in 2DH the potential for time reductionwill bemuch
greater given the size of the overall calculation domain beginning from
possibly the tsunami source.
In addition, the ratio of spatial and temporal resolution between the
NSWE and RANS models was, ΔxNSWE′/ΔxRANS′=4 and 1bΔtNSWE/
ΔtRANSb21 respectively for all simulations. ΔtNSWE/ΔtRANSmay be initial-
ly equal to 1 because of the smaller depth in the RANS domain com-
pared with the NSWE one balancing the difference in cell resolution.
However, ΔtNSWE/ΔtRANS, became as large as 21 during violent wave
breaking. It did not appear that the difference inmodel resolutions, par-
ticularly the temporal ones, produced negative effects on the coupling
performance.
Table 3
Test combinations used to investigate the sensitivity to the RANS velocity boundary con-
dition in the two-way coupling algorithm.
Case Name uniform u no gradient on U′ linear w no gradient on w
2CLOWNS UL ✓ ✓
2CLOWNS UN ✓ ✓
2CLOWNS NN ✓ ✓
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A test of the two-way coupling algorithm and the sensitivity to the
assumed velocity boundary condition to the RANSmodel is investigated
in this section. The different combinations of the type of velocity proﬁles
tested are deﬁned in Table 3. Uniform u and no gradient on U' refer to
Eqs. (13) and (14) respectively. Linear w and no gradient on w refer to
Eqs. (16) and (18) respectively. Two test setups are adopted. One
setup demonstrates pure reﬂection of solitary waves (A0′ = 0.05 and
0.15) against a vertical wall where coupling in 2CLOWNS takes place
on a ﬂat bed a distance x′=5 from the wall. The second setup demon-
strates coupling on the steepest slope investigated in this study (s=1/
20) at the coupling position determined from Eq. (30). A0′ = 0.15 is
used as the incident wave height which gives the coupling depth to be
hc′=0.33 (h0/hc= 3.03).
The results of the ﬁrst setup for pure reﬂection against a vertical wall
is summarised in Fig. 10. For both waves (A0′ = 0.05 and 0.15), snap-
shots of the reﬂected and incident waveforms with the wave peak
centred on x′= 0, 5, 10 are shown to be in good agreement with each
other for all simulations (RANS, 2CLOWNS NN and 2CLOWNS UL). The
time series of η′ at the same three locations also conﬁrm the symmetry
of the calculation. The larger wave height, A0′=0.15 shows greater dis-
parities between the 2CLOWNS simulations and the full RANS one than
for the A0′ = 0.05 case. However, the waveform for the incident wave
centred on x′=0 is already noticeably narrower in the RANS model
than the waveform coming from the NSWEmodel. This fact has already
been discussed in §5.4 comparing theNSWEand FNBMsolutions, where
it was found that the potential energy of the wave is greater in the
NSWE model. Comparing the snapshots of the waveform at x′=0 be-
tween the incident and reﬂected waves for A0′ = 0.15 shows that the
wave height has slightly increased and the waveform has becomeFig. 10. Snapshots of thewave proﬁlewithwave peak centred on x′=0, 5, 10, for (i) incidentwa
t′=0 corresponding to the time of maximum free surface at the vertical wall (located at x′=1
where coupling takes place at x′=5 in the 2CLOWNS simulations. (a) A0′=0.05, (b) A0′=0.15slightly narrower after reﬂection in the 2CLOWNS simulations. This is
consistent with the conservation of wave energy while the waveform
has been slightly altered. In fact, the 2CLOWNS simulations have pre-
served thewave height marginally better than the full RANS simulation
which suffers from greater numerical dissipation. From an overall per-
spective the disparities between the RANS and 2CLOWNS simulations
do not appear to increase during the simulation conﬁrming the robust-
ness of the coupling algorithm. The other point to notice is that the re-
sults are not sensitive to the choice of velocity boundary condition
(2CLOWNS UL or 2CLOWNS NN) in this test. This can be explained by
the fact that coupling takes place on a ﬂat bed with pure reﬂection of
the wave so that the shallow water assumptions of the velocity proﬁle
should remain largely valid at the coupling interface even through the
wave is reﬂected back from the RANS domain.
The results of the second setup on s=1/20 is summarised in Fig. 11.
Fig. 11(a) plots the evolution of A' across the coupling interface. Firstly,
A' in the NSWEdomain of the 2CLOWNS simulations is 0.002 larger than
the full RANS simulation here because of the propensity for small dissi-
pation in the RANS domain in comparison to depth-integrated wave
models - it is worth mentioning that A' was identical between the
models just offshore of the toe of the slope. During two-way coupling
around the interface, a rise and drop of A' occurs before levelling off a
short distance onshore. The 2CLOWNS UN and 2CLOWNS NN simula-
tions give very similar results where a small hump in A' (≈0.004 rela-
tive to the RANS result) occurs centred at the coupling interface before
A' returns to a value similar to the full RANS simulation at h0/h≈3.2.
In contrast, the 2CLOWNS UL simulation gives a large drop in A'
(≈0.006) around the coupling interface followed by a rise in A'
(≈0.006) further onshore where it remains larger than the full RANS
simulation. Furthermore, Fig. 11(b) and (c) plot the time series of η'
andQ' respectively at the coupling interface.Q' in the 2CLOWNSUL sim-
ulations is≈4% larger while η' is≈3% smaller than the full RANS simu-
lations as the wave peak passes through the coupling interface. In
comparison Q' is ≈0.5% smaller and η' is ≈2.5% larger than the full
RANS simulation for the 2CLOWNS UN and 2CLOWNS NN cases. These
results indicate that the sensitivity to the boundary condition on w be-
comes signiﬁcantwhen coupling on steep slopes. In this case a no gradi-
ent condition on w gives more robust results than the shallow water
linear assumption of w. This can be explained by the fact that as theves, and (ii) reﬂectedwaves; and (iii) time series of the free surface, η′ at x′=0, 5, 10with
0). Comparison is made between full RANS, 2CLOWNS NN and 2CLOWNS UL simulations
.
Fig. 11. Testing of 2CLOWNS two-way coupling (at h0/hc= 3.03) velocity boundary conditions (as summarised in Table 3) for A'0 = 0.15 on s = 1/20 versus full RANS simulations;
(a) evolution of the local wave height, A' around the coupling interface (indicated by vertical dashed line) for wave shoaling, (b) time series of η' at coupling interface, (c) time series
of Q' at coupling interface. Time series includes the wave shoaling process for t ' b40 and the runup/rundown process for t ' N40.
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low water assumption where some of the wave is reﬂected back to the
boundary from the slope. Particularly around the wave peak the errors
associated with approximating the vertical velocity on the boundary
can easily distort the wave. The no gradient condition on w is able to
mitigate those distortions. In contrast, the distribution of u was not
found to be important with regards to distortion of the wave and
hence robustness of the two-way coupling. The no gradient condition
on U' may still be useful however in the event that vertical vorticities
cross the interface as demonstrated in (Fujima et al., 2002).
In Fig. 11(b) and (c), t ' N40 corresponds to the runup and rundown
process. Overall the 2CLOWNS simulations show reasonable agreement
with the full RANS simulations conﬁrming that the two-way coupling
algorithm is robust even for returning ﬂow not related to pure wave re-
ﬂection. The differences can be reasonably related to the increased ener-
gy of the incident wave in the NSWE model that results in greater
magnitude of the return ﬂow in 2CLOWNS (c.f Q' at t '≈60). ForFig. 12. Difference in the local wave height, A' normalised by A'0 between 2CLOWNS NN and fu
(positions indicated by the vertical lines) are conductedwhere themiddle depth is derived from
slope and breaking point respectively. (a) A'0 = 0.15 on s=1/20, (b) A'0 = 0.05 on s=1/100.t ' N40 all three 2CLOWNS simulations demonstrate very similar behav-
iour with each other which could be explained by the fact that the inci-
dent wave energy that has entered the RANS domain is almost identical
and because the return ﬂow is not susceptible to distortion in compari-
son to the steep incident wave peak.
Given the results of the tests in this section the two-way coupling al-
gorithm can be considered adequate to consider both incident and
reﬂected waves. Furthermore, the 2CLOWNS NN boundary condition
to the RANS model was found to give the most robust results hence
this condition will be used for all subsequent simulations in this study.
7.1.2. Sensitivity to coupling position
In this section the effect of coupling at different positions or local
water depths, h'c is assessed. Two experimental combination are cho-
sen: A'0=0.15 on s= 1/20, and A'0=0.05 on s= 1/100, to represent a
fairly large wave on a steep slope and a small wave on a mild slope, re-
spectively. Comparisons aremade between coupling in 2CLOWNSNNatll RANS simulations until wave breaking. Coupling at three different depths for each slope
Eq. (30) and the other two coupling depths are in between this location and; the toe of the
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each slope. Two other test depths are used; 1) in between the toe of
the slope and the optimal h'c, and 2) in between the estimate of the
breaking point and the optimal h'c. Fig. 12 plots the difference in the
local wave height normalised by A'0 between the 2CLOWNS and singu-
lar RANS simulations during shoaling, i.e. (A'2CLOWNS−A'RANS)/A'0.
Fig. 12 shows that if coupling takes place in depths smaller than the
optimal h'c on each slope, initially the NSWE solution diverges far from
the RANS one even before the coupling interface. At the coupling inter-
face a hump-like increase and decrease in A′2CLOWNS occurs before
extremely rapid shoaling takes place. The magnitude of the increase
and decrease of A′2CLOWNS around the coupling location is larger for
smaller coupling depths. When coupling in depths larger than the opti-
mal, A′2CLOWNS tends to stay closer to the A′RANS solution overall. In the
case of A'0=0.15 on s= 1/20, A′2CLOWNS near the breaking point is
1.6% closer to the A′RANS solution where coupling takes place in large
depths (h′c=0.50) rather than the optimal (h′c=0.33). On the other
hand, for A'0=0.05 on s= 1/100, A'2CLOWNS near the breaking point is
essentially identical when coupling at either the optimal depth (h′c=
0.46) or the larger depth (h′c=0.63). A small decrease in A′2CLOWNS
(b1%) occurs when coupling at the optimal depth around the coupling
interface but this is not evident when coupling at the larger depth.
This is offset by a signiﬁcantly faster computational time and the ability
to estimate breaking at the same location in the end. For tsunami-like
problems with mild slopes and small wave heights coupling at the
depths predicted by Eq. (30) appears reasonable but when coupling
on steeper slopes a case can be made that coupling in greater depths
is preferred.
7.1.3. Sensitivity to slope and offshore wave height
To get a brief idea of the performance of 2CLOWNS with different
slopes and offshore wave weights, snapshots of the waveform where
the peak is centred on the coupling position are shown in Fig. 13 com-
paring NSWE, RANS and 2CLOWNS simulations. Fig. 13 (a) plots A'0=
0.05 on s=1/60, and the waveform conforms excellently to both the
NSWE and RANS model proﬁles indicating that the coupled model is
particularly adept for small wave heights and slopes. Note that this
case is in general a good representation of typical tsunami situations
in the ﬁeld (small nonlinearity and a mild slope). Fig. 13 (b) and
(c) plots snapshots of the wave peak for the two other examples;Fig. 13. Snapshot of the peak of selected solitary waves centred on the 2CLOWNS coupling pos
simulation. (a) A'0=0.05, s=1/60, (b) A'0=0.15, s=1/35, (c) A'0=0.30, s=1/20.A'0=0.15 on s=1/35, A'0=0.30 on s=1/20. As previously shown the
NSWE waveform is wider than the RANS one as A'0 increases. It is no-
ticeable how the 2CLOWNS waveform tends to the NSWE one whose
input data has of course been used to generate the solitary wave in
the RANS domain. However, the 2CLOWNS waveform does deviate
slightly from the NSWE proﬁle particularly inside the RANS domain.
All the experimental cases were simulated using 2CLOWNS NN. The
results of wave transformation until breaking is plotted in Fig. 9. In all
cases there is a small hump in A′2CLOWNS at the coupling interface
which is mostly noticeable for steeper slopes and larger A'0. To better
quantify this effect when adopting the optimised coupling location
(Eq. (30)) for different slopes and offshore wave heights, the relative
error of the local wave height in 2CLOWNS NN simulations against
FNBM ones in the vicinity of the coupling interface, i.e. (A′2CLOWNS−A′
FNBM)/A′FNBM, was calculated for all experimental combinations. The
maximum value of (A′2CLOWNS−A′FNBM)/A′FNBM around the interface,
denoted ARE, was calculated and the following empirical equation
(R2=0.994) was derived based on some combination of S0 and s
(S0s−1.095):
ARE ¼ 0:132exp −0:410S0s−1:095
  ð31Þ
The negative exponential function of the parameter S0s−1.095 in
Eq. (31) implies that errors at the coupling interface increase with
both s and A'0. The effect of A'0 on ARE is signiﬁcantly stronger than the
effect of the slope (ARE~A'0−0.5 ,s−0.095). It is probable that the depen-
dency of Eq. (31) on s could in fact be removed by improving Eq. (30)
to take into account the increased difﬁculty of coupling in the shallower
depths that Eq. (30) prescribes on steeper slopes. Thus, themajor errors
associated with coupling are mostly due to the difference in the perma-
nentwaveformsbetween the governing equations. If high-ordermodels
such as the FNBMone is used instead of theNSWEmodel to couplewith
the RANS model (c.f. (Sitanggang and Lynett, 2010)) the coupling will
most likely improve. However, it is stressed that for large values of
S0s
−1.095 the use of the NSWE model is highly recommended given its
efﬁciency in computation overwide areas and simplicity in grid nesting.
This condition is also likely to be satisﬁed in most cases of tsunami and
other long wave problems. For example, the minimum value of ARE=
0.0018 occurs at the maximum value of S0s−1.095=10.5 (A'0=0.05
and s=1/100). Setting an arbitrary allowable limit on ARE to 1% forition. NSWE, RANS and 2CLOWNS with shaded area indicating RANS domain in 2CLOWNS
Fig. 14. Evolution of the local wave height of a solitary wave (A'0 = 0.05) on a 1/60 slope comparing 2CLOWNS NN, FNBM, NSWE models with theoretical reference shoaling rates
(Synolakis and Skjelbreia, 1993) included.
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height to, A'0≤0.103 on the steepest slope (s=1/20) and to, A'0≤0.140
on the mildest slope (s=1/100) investigated in this study.
7.2. Pre-breaking shoaling performance
In this section the accuracy of the wave transformation prior to
breaking is discussed. As an initial example the entire shoaling transfor-
mation plus post-breaking decay (covered in §7.4) of the 2CLOWNS NN
simulation compared with the NSWE and FNBM models for the case
with A0′ =0.05 and s=1/60 is plotted in Fig. 14. The axes have been
nondimensionlised by the water depth at breaking, hb recorded in the
2CLOWNS model and a discussion of its estimation will take place in
§7.3. Normalisation with hb is to allow for easy comparison with the
plot presented in (Hsiao et al., 2008) for A0′ ≈0.05 on the same slope.
Expected shoaling rates from (Synolakis and Skjelbreia, 1993) are also
plotted for reference (note that these are not best ﬁt lines). In the zone
of gradual shoaling the 2CLOWNS model utilises the efﬁcient NSWE
model and no major differences between any of the models is evident.
Thereafter, in the transition region coupling takes place (h'c=
0.33→h/hb=3.22) and the zone of rapid shoaling is modelled through
the RANS calculation. The shoaling rate described by 2CLOWNS NN in
this zone is shown to follow approximately that of FNBM both agreeing
with Boussinesq's theoretical shoaling law (~h−1.0). Agreement be-
tween the models continues up until h/hb≈1.1 where wave breaking
occurs in the FNBM prematurely in comparison to the 2CLOWNS NN
simulation. The rate of rapid shoaling in the NSWE model is smaller
than Boussinesq's law (~h−0.7 instead).
Fig. 9 plots the transformation of A' for all the experimental condi-
tions. It is demonstrated how the shoaling rate in 2CLOWNS NN gener-
ally increases against the FNBM result as the slope becomes milder and
also as A'0 increases. In particular, as s is steepened a larger dip in A' oc-
curs that does not easily recover versus FNBM in comparison to the be-
haviour on mild slopes. This may simply be because of inherent
disparities in shoaling rates between the RANS and FNBMmodels them-
selves rather than a coupling issue as Eq. (31), a function only weakly
dependent on s, suggests. To demonstrate the effect of the two-way
coupling process on the shoaling rate rather than the effect of the differ-
ence simply between theRANS and FNBMmodels, Fig. 8 plots a compar-
ison of the wave transformation for 2CLOWNS NN in comparison with
single model NSWE, FNBM, and RANS simulations. Particularly in plots
(c) - (e) a dip in A'2CLOWNS around the coupling interface is noticeable.
Despite this the solution is able to recover and excellent agreementbetween the singular RANS and 2CLOWNS NN simulations is shown
close to the breaking point in all cases implying that the effect of cou-
pling on the ﬁnal solution (at breaking/post breaking which in this
study only the RANS/2CLOWNS NN model can rigorously simulate) is
minimal. Hence it is conjectured that most of the differences shown be-
tween FNBM and 2CLOWNS in Fig. 9 is simply due to actual differences
between the RANS and FNBMmodels rather than the coupling process.
Of course the 2CLOWNS solution does diverge from the correct one
around the coupling interface to various degreeswhich itselfmay beun-
desirable. However, given sufﬁcient room to recover, theﬁnal solution is
considerably accurate.
7.3. Wave breaking characteristics
Prediction of the wave breaking characteristics is important to show
the improved performance of the 2CLOWNS NNmodel over long wave
models including higher-order ones such as FNBM. The breaking point
is usually deﬁned as the location where the wave front has a vertical
tangent (Grilli et al., 1997). This can be accurately determined in the
2CLOWNS (RANS) model since the free surface normal in each compu-
tational grid is explicitly determined. Wave breaking is said to have oc-
curred in the 2CLOWNS simulations once the horizontal component of
the free surface normal vector in any cell around the wave face is larger
than 0.999. The resulting values of the water depth at breaking, h'b and
the wave height at breaking, A'b is then determined from the free sur-
face proﬁle at that exact snapshot in time.
Firstly, the example shown in Fig. 14 for A'0=0.05 and s=1/60 is
analysed in detail. The value of h'b in the 2CLOWNS NN simulation
was found to be equal to h'b=0.103. To make a comparison the empir-
ical formula for plunging breakers presented in (Grilli et al., 1997) based
on their FNFP ﬂow simulations is introduced:
h0b ¼
0:149
S0=A00ð Þ0:523
; S0b0:3 ð32Þ
Eq. (32) gives hb′ =0.097 for A0′ =0.05 and s=1/60. The experi-
ments of (Hsiao et al., 2008) on s=1/60 were also found to be within
good agreement to this equation particularly for S0/A0′ N2 which is the
case here (Eq. (32) slightly underestimates h'b otherwise). 2CLOWNS
gives a prediction of hb′ in this example to within 6.2% of Eq. (32). In
comparison h'b in FNBMcan be estimated as hb′ =0.111 based on the lo-
cation of the maximum value of A' which is an overestimation of ap-
proximately 14%.
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ing index, Ab/hb. In the 2CLOWNSNNsimulation for A'0=0.05 and s=1/
60 the local wave height at breaking is, Ab′ =0.141 (in comparison Ab′ =
0.126 in FNBM). This is equivalent to a breaking index of Ab/hb=1.37.
Again for a comparison, the (Grilli et al., 1997) empirical formula for
the breaking index is as follows:
Ab
hb
¼ 0:841 exp 6:421S0ð Þ ð33Þ
Eq. (33) gives Ab/hb=1.74 for A'0=0.05 and s=1/60. However,
(Hsiao et al., 2008) note that for S0N0.10 Eq. (33) may tend to overesti-
mate Ab/hb, and they found little deviation from Ab/hb=1.1 in all of their
experimental cases. This is because h'b is very small here and a slight
variation will affect the Ab/hb ratio signiﬁcantly. Taking into account
both Eq. (33) and the experimental results of (Hsiao et al., 2008) the
“middle ground” estimation of Ab/hb=1.37 can be considered a reason-
able result.
Based on all the experimental cases simulated by the 2CLOWNS
model in this study, empirical equations are derived for the prediction
of h'b (R2=0.944) and Ab/hb (R2=0.964) in a similar form to Eqs. (32)
and (33):
h
0
b ¼
0:138
S0=A
0
0
 0:664 ; S0=A00 b 4 ð34Þ
Ab
hb
¼ 0:872 exp 5:258S0ð Þ; S0 b 0:25 ð35Þ
where the upper limits of the data included in derivation of Eqs. (34)
and (35) are shown. The data points are plotted in Fig. 15 along with
the best ﬁt (least-squares) curves corresponding to Eqs. (34) and (35).
The curves corresponding to Eqs. (32) and (33) found in (Grilli et al.,
1997) are also drawn for comparison.
Concerning the calculation of hb′ in Fig. 15(a), Eq. (34) is shown to
match Eq. (32) fairly well overall particularly for S0/A0′ b1. It is worth
mentioning that Eq. (32) from (Grilli et al., 1997) was derived with
only one data point for S0/A0′ N1. In this study six cases of S0/A0′ N1 is in-
cluded which mostly likely accounts for the differences betweenFig. 15. Breaking criteria calculated in 2CLOWNS NN for all wave cases in this study with best ﬁ
et al., 1997): (a)water depth at breaking, h'b versus S0/A'0 with Eq. (34) - this study and Eq. (32)
Eq. (33) - (Grilli et al., 1997).Eqs. (34) and (32) in this region. It is noted that the values for larger
S0/A0′ N1 are more scattered than those in the S0/A0′ b1 bracket as indi-
cated by the 95% prediction interval. In fact the (Grilli et al., 1997)
Eq. (32) lies well within the prediction interval thus it is difﬁcult to
make deﬁnitive conclusions on the superior accuracy of either Eq. (32)
or Eq. (34) but in general fair agreement between the two equations
are found.
The breaking index Ab/hb is plotted in Fig. 15(b). Eq. (35) derived in
this study is in good agreementwith Eq. (33) from (Grilli et al., 1997) for
small values of S0b0.1. For S0N0.1, Ab/hb in this study is somewhat
smaller than that described by Eq. (33). In fact, Eq. (33) lies outside
the 95% prediction interval for S0N0.15, thus it is unlikely to accurately
describe the results in this study for large values of S0. This may be be-
cause S0N0.3 in (Grilli et al., 1997) corresponds to surging breakers
which could have affected the slope of Eq. (33) over the interval
0.10bS0b0.25 for plunging breakers where comparatively little data
was available. In contrast all the wave types were plunging breakers
in this study. As mentioned earlier, (Hsiao et al., 2008) indeed noted
that Eq. (33) had a tendency to overestimate values of S0 within this
range.
7.4. Post-breaking behaviour and wave shape
As described in (Synolakis and Skjelbreia, 1993), afterwave breaking
the local wave height undergoes transformation according to a zone of
rapid decay on the order of ~h4, followed by a zone of gradual decay
~h. (Hsiao et al., 2008) also postulated that on their mild slope, s=1/
60 a ﬁfth region corresponding to bore front propagation exists, where
decay follows ~h1/4. Fig. 14 for A'0=0.05 and s=1/60 plots the
2CLOWNS NN data alongside expected shoaling rates. The rate of
rapid decay is demonstrably in close agreement to the theoretical ~h4
rate. The rate of gradual decay appears slightly steeper than theoretical-
ly suggested but the data is quite scattered due to the overturningwave
shape. Theﬁnal bore front propagation region on average appears to fol-
low the rate (~h1/4) suggested by (Hsiao et al., 2008).
To give the readers an idea of the performance of the RANSmodel in
terms of its ability to model the overturning wave shape, touchdown of
the plunging jet and wave splashup, Fig. 16 shows snapshots of the
breaking wave with A'0=0.20 on s=1/35. This case was chosent curves and 95% prediction intervals (PI) compared to best ﬁt curves calculated in (Grilli
- (Grilli et al., 1997); (b)wave breaking index,Ab/hb versus S0 with Eq. (35) - this study and
Fig. 16. Breaking wave shape and kinematic quantities (velocity magnitude, u' and turbulent kinetic energy, k') in the RANS domain of the 2CLOWNS model for A'0=0.20 on s=1/35:
(a) prior to breaking (u'), (b) at the onset of wave breaking (u'), (c) formation of the plunging jet (u'), (d) touchdown of the plunging jet (u'), (e) wave splashup (u'), (f) touchdown of
the plunging jet (k'), (g) wave splashup (k').
114 W.J. Pringle et al. / Coastal Engineering 114 (2016) 99–118because illustrations are also found in (Grilli et al., 1997) for the exact
same case that readers may refer to. Fig. 16 (a) - (e) plots snapshots of
the wave shape at ﬁve different stages in the breaking phase along
with velocity vectors and greyscale intensities of the normalised veloc-
ity magnitude, u'.
%For the online version only:
Also, a full animation of the wave transformation and breaking pro-
cess in the RANS domain showing a colormap of u' is available in Video
1.
%end of online version.
The ﬁve different stages in order are; (a) wave shape prior to break-
ing, (b) at the onset of breaking, (c) the formation of the plunging jet,
(d) touchdown of the plunging jet and, (e) wave splashup. Fig. 16 dem-
onstrates that the RANS model in 2CLOWNS has the ability to at least
qualitatively model the full process of wave breaking. The accuracy of
the jet proﬁle is strongly linked to the cell resolution and it is very difﬁ-
cult for the VOF model to get a beautifully smooth jet proﬁle similar to
those generated by the FNPF model as shown in (Grilli et al., 1997)
without resorting to very ﬁne grid sizes. Nevertheless, the RANS
model appears to give a fair representation of the jet shape and it has
the distinct advantage of modelling the touchdown of the plunging jet
and wave splashup as shown in Fig. 16 (d), (e).
The normalised turbulent kinetic energy, k′ is also shown for the
same snapshots in Fig. 16 (f), (g)
%For the online version only:
- plus the wave transformation and breaking process in the RANS
domain showing a colormap of k' is available in Video 2 -
%end of online version
demonstrating the onset of the turbulentﬂow that a FNPFmodel and
in general depth-integrated models cannot simulate. The wave
splashup in Fig. 16 (e), (g) is shown to contain three distinct regions
of air (although the air ﬂow itself is not computed) and counter-
rotating vortices as illustrated through sketches and high quality photo-
graphs in (Li and Raichlen, 2003). Hence themodel is shown to possessqualitative predictive ability to describe the full wave breaking process.
Full quantitative analysis of the breaking process plus that of bore front
propagation and wave runup will be undertaken in future studies.
7.5. Velocity proﬁles
In order to provide some explanation for the high performance of
2CLOWNS in comparison to NSWE and FNBM, velocity proﬁles for
both u′ and w′ are plotted at four separate locations for A'0 = 0.05 on
s = 1/60, in Fig. 17. The locations correspond to the four zones of
shoaling and decay introduced in (Synolakis and Skjelbreia, 1993).
The vertical velocity proﬁles for u andw in NSWEare found from the fol-
lowing equations based on the weakly nonlinear Boussinesq assump-
tion using the depth-averaged velocity:
u zð Þ ¼ U þ 1
6
h2−0:5 zþ hð Þ2
 
∂2U
∂x2
ð36Þ
w zð Þ ¼−∂U
∂x
zþ hð Þ ð37Þ
Velocity proﬁles for FNBM are found from the equations based on a
fully nonlinear Boussinesq assumption using the velocity at an arbitrary
depth, zα (Sitanggang and Lynett, 2010):
u zð Þ ¼ uα þ 12 z
2
α−z
2  ∂2uα
∂x2
þ zα−zð Þ ∂
2 huαð Þ
∂x2
ð38Þ
w zð Þ ¼−∂uα
∂x
z−
∂ huαð Þ
∂x
ð39Þ
The 2CLOWNS velocity proﬁles are taken directly from the RANS
model.
Fig. 17. Velocity proﬁles ((i) u' on left, (ii)w' on right) under the wave crest of a solitarywave (A'0= 0.05) on a 1/60 slope at four separate locations comparing 2CLOWNS NN, NSWE, and
FNBM simulations; (a) h/hb=2.1, (b) h/hb=1.2, (c) h/hb=0.93, (d) h/hb=0.68.
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good agreement for both u′ andw′ even at the edge of the zone of grad-
ual shoaling where h/hb=2.2→h ′=0.22 is located. The magnitude of
w′ is small and the proﬁle of u′ has small curvature where u′ at the
free surface is only slightly larger than at the bed. It is these reasons
that help explain why the NSWE model is just as accurate at predicting
shoaling as the FNBM and RANS model in this zone, since the assump-
tions of the NSWE model are still valid.
However, in the zone of rapid shoaling at h/hb=1.2 (Fig. 17 (b)),
both u′ andw′ show signiﬁcant discrepancies between all threemodels.
The curvature of the u' proﬁle between FNBMand 2CLOWNS are similar
but the magnitude is larger in FNBM. This could explain why wave
breaking occurs earlier in FNBM as the speed of the ﬂuid near the
wave crest approaches that of the wave celerity quickly. Although the
magnitude of u′ is more agreeable between 2CLOWNS and NSWE, the
curvature is underestimated implying smaller steepness of the wave
shape. Also, w′ in NSWE is negative everywhere but it is positive in
FNBM everywhere and positive in the lower half of the depth in
2CLOWNS. This is consistent with the apparent small rate of change of
the free surface in the NSWE model evident in Fig. 9. The proﬁle of w′
is already nonlinear in 2CLOWNS, which NSWE and FNBM cannot
assume.
Similarly, in the zone of rapid decay at h/hb=0.96 (Fig. 17 (c)), the
proﬁles of u′ andw′ in 2CLOWNS are also highly nonlinear in stark con-
trast to the linear approximation of w′ in NSWE and FNBM. Although
the prediction of u′ andw′ in FNBM at the bottom is in good agreement
with 2CLOWNS, they are both underestimated in magnitude at the free
surface. Thiswould be expected since at this point rapid decay (~h4) oc-
curs in 2CLOWNS but the same degree of decay is not seen for NSWE
and FNBM in Fig. 14. The velocity proﬁles in NSWE are very different
to both FNBM and 2CLOWNS. In fact NSWE does not have a region
where rapid decay is evident and appears to only mimic gradual decay
in Fig. 14. Hence, it is unsurprising that the velocity proﬁles are not in
agreement.
Finally, the velocity proﬁles in the zone of gradual decay at h/hb=
0.70 where bore propagation has begun to form are plotted in Fig. 17
(d). Notably the proﬁle of u' is extremely irregular in 2CLOWNS. FNBM
appears to do a good job in approximating the average magnitude of
u′ and w′ but the velocities particularly at the free surface are signiﬁ-
cantly different. It is this irregularity of the velocity proﬁles and theaddition of turbulence that makes modelling through traditional wave
equations very challenging after wave breaking, even for fairly small
wave heights as shown in this example. This is one of the main advan-
tages of using the RANS model in these regions over depth-integrated
ones. In addition, although here only solitary wave transformation is
demonstrated, suchmajor differences of the vertical velocity proﬁle be-
tweenRANS,NSWEand FNBMmake signiﬁcant differences in undertow
ﬂow for ordinary periodic waves.
8. Concluding remarks
This study introduced a two-way coupled long wave to Reynolds-
averaged Navier–Stokes (2CLOWNS) model and applied it to the
shoaling and breaking of solitarywaves on a plane beach. Firstly, the nu-
merical methods of the individual NSWE and RANS models were intro-
duced followed by a description of the procedure that is utilised to
couple the models considering two-way ﬂow. Both disparate spatial
and temporal resolutions between the two models were shown to be
possible.
Secondly, the shoaling characteristics of the individual NSWE and
RANS models were analysed in comparison with expected shoaling
rates and a FNBM. The RANS models and FNBM models reproduced
gradual and rapid shoaling rates similarly except close to the breaking
point. However, comparatively the RANS model is computationally ex-
pensive, may suffer from signiﬁcant numerical dissipation when propa-
gating fromoffshore, and is sensitive to both horizontal and vertical grid
resolution. Conversely, the NSWE model is reliable and efﬁcient in cal-
culating wave propagation from far offshore, however it could not
match the steep shoaling rate in the zone of rapid shoaling. By measur-
ing the location where the NSWE model breaks down at the transition
into the zone of rapid shoaling, Eq. (30) was derived based on a nondi-
mensional slope parameter to estimate a suitable location to couple
NSWE with the RANS model maximising accuracy and efﬁciency.
A basic evaluation of the 2CLOWNS model was performed to inves-
tigate the two-way coupling algorithm and sensitivity to the; 1) as-
sumption of the velocity proﬁle used as a boundary condition to the
RANSmodel during coupling, 2) coupling depth, 3) beach slope and off-
shorewave height. Incident and reﬂectedwaves off a vertical wall could
seamlessly pass through the NSWE and RANS domains in both direc-
tions using the two-way coupling algorithm on a ﬂat bed with little
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coupling on a steep slope (s=1/20), during wave shoaling a small
hump in the wave height occurs around the coupling interface but the
solution recovers a small distance onshore of the interface. The return
ﬂow due to the runup and rundown process was able to freely ﬂow
out of the RANS domain into the NSWE domain. The sensitivity to the
assumption of the vertical velocity proﬁle as a boundary condition to
the RANS model was large in comparison to the horizontal velocities.
A no gradient condition on both the vertical velocity and the difference
in the depth-averaged horizontal velocities was found to give the most
robust results for two-way coupling.
If coupling occurs in depthsmuch smaller than that “optimal depth”
prescribed by Eq. (30) the NSWE model has diverged too far from the
RANS model and accurate wave transformation could not be achieved.
The differences between coupling at the optimal depth and a larger
onewas relatively small but better performancewas generally achieved
when coupling in larger depths. However, computational time rapidly
increases as the coupling depth increases which must be offset against
small changes in accuracy. As the slope and offshore wave height in-
creased the relative errors in the form of a deviation in the local wave
height at the coupling interface also increased. An equationwas derived
to describe the deviation in the local wave height as a function of
S0s
−1.095. This indicates that the coupling performance is far more sen-
sitive to the offshore wave height in comparison to the slopewhen cou-
pling at the optimal location. Deviations at the coupling interface are
smaller than 1% on any slope, sb1/20 with offshore wave height,
A'0≤0.103 indicating that reliable results can be achieved in this range.
For example, on the slope, s=1/60 with A'0=0.05, the 2CLOWNS
model could model the entire wave shoaling and breaking process re-
markably well in accordance with theoretical expectations and experi-
mental observations. Moreover, the computational time of 2CLOWNS
simulations was between 6.2% and 22% that of the computational time
using the singular RANS model under the same conditions. In real
2DH/3D large-scale simulations the effect on computational time will
be even more dramatic and important.
The ability of 2CLOWNS to predictwave breaking characteristicswas
analysed and found to give reasonable approximations overall when
compared with experimental observations and empirical equations
based on results from a FNPF model (Grilli et al., 1997). Eqs. (34) and
(35) were derived to determine the water depth at breaking and
wave breaking index based on the results of the the 2CLOWNS simula-
tions. The new equations may be a useful complement to the existing
ones presented in (Grilli et al., 1997) particularly for 0.10bS0b0.25,
S0/A'0N1. Moreover, the post-breaking behaviour and overturning
wave shape was presented. The three zones of decay in the local wave
height were approximated well overall following estimated rates of
decay. Furthermore, the wave shape upon breaking, the formation of
the plunging jet, the touchdown of the plunging jet, and wave splashup
were all captured in the wave breaking process. Based on plots from
FNPF simulations (Grilli et al., 1997) and experimental photographs
(Li and Raichlen, 2003) qualitative agreement was found.
Velocity proﬁles under the wave crest at different locations were
compared between NSWE, FNBM and 2CLOWNS simulations for the
case A'0=0.05 on s=1/60. Good agreement was shown between all
three models for both horizontal and vertical velocities near the edge
of the zone of gradual shoaling. However, in the zone of rapid shoaling,
nonlinear proﬁles of both u' andw' develop in 2CLOWNS that could not
be predicted by NSWE. After breaking, in the zone of gradual decay
highly irregular proﬁles of u' in particular are found in 2CLOWNS
which were not possible for NSWE and FNBM to replicate.
Overall it can be concluded that the 2CLOWNSmodelmay prove to be
a powerful tool in long wave modelling. This is particularly true for rela-
tively large values of S0s−1.095 (A'0≤0.10onmild slopes) as suggested, cor-
responding to the majority of tsunami situations. For wider applicability
to wave problems with larger nonlinearities the use of a higher-order
long wave model such as a FNBM instead of a NSWE model to couple tothe RANS one should be adopted. Future studies should focus on extend-
ing themodel and relations presented in this paper in order to apply them
robustly to real situations such as computation around offshore and on-
shore structures of engineering interest. In addition, detailed analysis of
the post-breaking physics such as wave splash-up, bore propagation
and wave runup will be undertaken in subsequent studies.
Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.coastaleng.2016.04.011.
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Appendix A. Staggered leap-frog differencing
The staggered leap-frog scheme to solve Eqs. (1) and (2) is described
below:
ηnþ1=2i ¼ ηn−1=2i þ
Δt
Δx
Qniþ1=2−Q
n
i−1=2
 
ðA:1Þ
Qnþ1iþ1=2 ¼
1
1þ FxΔt 1−FxΔtð ÞQ
n
iþ1=2−Δt f iþ1=2
h
þ Δt
Δx
ghiþ1=2 ψ
nþ1=2
iþ1 −ψ
nþ1=2
i
 i ðA:2Þ
where fi+1/2 is given as:
f iþ1=2 ¼
gHnþ1=2iþ1=2
Δx
ηnþ1=2iþ1 −η
nþ1=2
i
 
þ
þ 1
Δx
λ1
Qni−1=2
 2
Hni−1=2
þ λ2
Qniþ1=2
 2
Hniþ1=2
þ λ3
Qniþ3=2
 2
Hniþ3=2
0
B@
1
CA
ðA:3Þ
and the coefﬁcients of the upwind schemewith truncation error correc-
tion are obtained by:
λ1 ¼−1þ c; λ2 ¼ 1−2c;
λ1 ¼−c; λ2 ¼−1þ 2c;

λ3 ¼ c; if Qniþ1=2≥0;
λ3 ¼ 1−c; if Qniþ1=2b0
where c=0.5(1−Cr) is a correction due to the truncation error in the
upwind difference. Cr ¼
ﬃﬃﬃﬃﬃ
gh
p
Δt=Δx is the local Courant number. This
formulation approximates the second-order derivative in the truncation
error with a second-order accurate central difference. Because of this
the correction is only invoked for computational cells that calculate
the implicit dispersion correction (∂ψ∂x ≠0) for stability.
The bottom friction term is given as:
Fx ¼ 12
gn2Qniþ1=2
Hniþ1=2
 7=3 ðA:4Þ
and total water depths, H at the cell boundaries are calculated by the
following:
hiþ1=2 ¼ 0:5 hiþ1 þ hið Þ
Hnþ1=2iþ1=2 ¼ 0:5 ηnþ1=2iþ1 þ ηnþ1=2i
 
þ hiþ1=2
Hniþ1=2 ¼ 0:25 ηnþ1=2iþ1 þ ηnþ1=2i þ ηn−1=2iþ1 þ ηn−1=2i
 
þ hiþ1=2
where H at the cell boundaries are subject to the condition that they
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1×10−3 m) else they are set to 0 and are ignored within the program.
To solve for ψ deﬁned in Eq. (3), the following Poisson-type system
of equations is solved:
γ þ 1
3
 
hi
Δx
 2
ψnþ1=2iþ1 þ ψnþ1=2i−1
 
− 1þ 2 γ þ 1
3
 
hi
Δx
 2" #
ψnþ1=2i
¼ γ þ 1
3
 
hi
Δx
f iþ1=2− f i−1=2
 
−γ
hi
Δx
 2
ηnþ1=2i−1 −2η
nþ1=2
i−1 þ ηnþ1=2i−1
 
ðA:5Þ
That is, f is ﬁrst evaluated using the explicit leapfrog scheme that can
beused to obtain the solution to the shallowwater equationswithψ=0
everywhere. In the case that dispersion is required ψ is calculated
through Eq. (A.5) by using a biconjugate gradient stabilized (BiCGSTAB)
matrix solver before evaluating Q in Eq. (A.2).
Appendix B. RANS ﬁnite differencing and solution method
The ﬁnite differencing in the RANSmodel on the staggered grid (see
Fig. 2) and the solution method to Eqs. (4)-(11) is described in this sec-
tion. A calculation time step begins by obtaining an intermediate veloc-
ity ﬁeld, u⁎, w⁎ from the momentum equations using an explicit ﬁrst-
order Euler time step, that will give the correct vorticity (Tomé et al.,
1996) butmay not satisfy continuity. Note that the boundary conditions
used are the correct ones at the current time step.
uc ¼ unc−Δt gx þ
pne−p
n
c
ρΔx
þ Θnc Þ

 
ðB:1Þ
where Θcn is given as:
Θnc ¼−
unc
6Δx
2une þ 3unc−6unc þ unc
 
−
wnA
6Δz
2unnc þ 3unc−6unsc þ unSc
 
þ vþ vtð Þ u
n
e−2u
n
c þ unw
Δx2ð Þ þ
unnc þ 2unc þ unsc
Δz2ð Þ
 
ðB:2Þ
assuming thatuncN0,w
n
A ¼ 0:25ðwnc þwns þwnse þwnceÞN0. A similar equa-
tion can be determined for uncb0,w
n
Ab0. The momentum equation in the
z-direction to get w⁎ also follows the same procedure. With u⁎, w⁎
found, the error of continuity is calculated as follows:
γaxcu

c−γ
a
xwu

w
Δx
þ γ
a
zcw

c−γ
a
zsw

s
Δz
¼ D ðB:3Þ
If the maximum absolute value of D within the computational re-
gion is smaller than some prescribed value usually set to 1×10−5,
then u⁎, w⁎ is already divergence free and becomes unþ1, wnþ1 respec-
tively. Otherwise, the following Poisson pressure equation is solved:
1
Δxð Þ2
þ 1
Δzð Þ2
 !
ψc−
1
Δxð Þ2
ψe þ ψwð Þ−
1
Δzð Þ2
ψn þ ψsð ÞρD ðB:4Þ
The potential function, ψ is then used to update the velocities and
pressure:
unþ1c ¼ unc −
ψe−ψc
ρΔx
ðB:5Þ
wnþ1c ¼ wnc −
ψn−ψc
ρΔz
ðB:6Þ
pnþ1c ¼ pnc þ
ψc
Δt
ðB:7ÞUsing the resulting solenoidal velocity ﬁeld, the F function is
updated:
Fnþ1c ¼ Fnc−
Δt
γvc
γaxc UFð Þc−γaxw UFð Þw
Δx
þ γ
a
zc WFð Þc−γazs WFð Þs
Δz
 
ðB:8Þ
where (UF)c and (WF)c are the advected quantities across the cell
boundary determined from the PLIC method. The new F fraction is
used to deﬁne the free surface levels and orientation. Finally, the k−ε
transport equations are solved in a similar fashion to the momentum
equations to obtain the new turbulent viscosity, νt that is required in
Eq. (B.2). Moreover, the above discretizations are shown with uniform
Δx, Δz for simplicity, however the model has been coded to consider
non-uniform values.
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