This paper deals with the study, from a probabilistic point of view, of logistic-type differential equations with uncertainties. We assume that the initial condition is a random variable and the diffusion coefficient is a stochastic process. The main objective is to obtain the first probability density function, f 1 (p, t), of the solution stochastic process, P(t, ω). To achieve this goal, first the diffusion coefficient is represented via a truncation of order N of the Karhunen-Loève expansion, and second, the Random Variable Transformation technique is applied. In this manner, approximations, say f N 1 (p, t), of f 1 (p, t) are constructed. Afterwards, we rigorously prove that f N 1 (p, t) −→ f 1 (p, t) as N → ∞ under mild conditions assumed on input data (initial condition and diffusion coefficient). Finally, three illustrative examples are shown.
Motivation and Preliminaries
The prominent role of the logistic differential equation to model problems in different settings as Biology (the dynamics of a population), Economics (the diffusion of a new technology or the growth of an economy), Engineering (the variation of physical properties subject to industrial processes), etc., has been extensively discussed and exhibited in numerous contributions (see for instance [1, 2, 3] , [4, 5] and [6, 7] , respectively). The logistic differential equation was first proposed by Pierre-François Verhulst, in his celebrated papers [8, 9] , to overcome the shortcomings of Malthusian's model to study the population growth. The main feature of Verhulst's model p k f 1 (p, t) dp, k = 1, 2, . . . ,
and, in particular, the mean, E [P(t, ω)], and the variance,
2 as well as the probability that the population lies in a set of specific interest, say [p 1 , p 2 ], P p 1 ≤ P(t, ω) ≤ p 2 = p 2 p 1 f 1 (p, t) dp.
On the one hand, and to the best of our knowledge, the computation of the 1-PDF of the solution SP of the logistic RDE has been addressed in the two following recent contributions [25, 26] , but only in the case that coefficients do not depend on time, i.e., for the so-called random autonomous logistic differential equation. On the other hand, the authors have recently obtained the 1-PDF of the solution SP to the random non-autonomous first-order linear homogeneous differential equation by combing the Karhunen-Loève expansion and the Random Variable Transformation technique [27] . Aimed by this latter result, the goal of this paper is to extend the analysis performed in [27] to the random logistic differential equation assuming that the reproductive parameter is a time-dependent SP, instead of being a RV, and further assuming that the initial condition is a RV. In this manner, here we will deal with the general case from a probabilistic standpoint.
Specifically, we will consider the following random IVP P (t, ω) = A(t, ω)(1 − P(t, ω))P(t, ω), P(t 0 , ω) = P 0 (ω), t > t 0 .
where A(t, ω) is a SP, P 0 (ω) is a bounded absolutely continuous RV P 0 : Ω −→ [p 0,1 , p 0,2 ] ⊂]0, 1[ both satisfying certain hypotheses that will be specified later. These random inputs are defined on a common complete probability space (P, F , Ω). Although in the biological setting, the reproductive coefficient in the logistic differential equation is naturally positive, for the sake of generality, in the subsequent analysis we will deal with the general case where A(t, ω) is not necessarily positive. In this manner, our study will be also valid in more general terms.
Therefore, the main goal of this paper is to compute the 1-PDF of the solution SP of the random IVP (3) . To reach this objective, we will combine two important results, namely, the Karhunen-Loève expansion (KLE) and the Random Variable Transformation (RVT) method. The former result will be applied to represent the coefficient A(t, ω) via an expansion of a denumerable set of zero-mean, unit variance and uncorrelated RVs. By truncating, up to certain order N the KLE of A(t, ω), we will then apply the RVT method to determine approximations, f N 1 (p, t) to the exact 1-PDF f 1 (p, t), for each (p, t) fixed. Afterwards, we will prove the convergence of f N 1 (p, t) −→ f 1 (p, t) as N → ∞ assuming certain hypotheses on input data P 0 (ω) and A(t, ω) that will be specified later on. For the sake of completeness, down below we state both the RVT technique as the KLE. T be two m-dimensional absolutely continuous random vectors defined on a complete probability space (Ω, F, P). Let r : R m → R m be a one-to-one deterministic transformation of X(ω) into Y(ω), i.e., Y(ω) = r(X(ω)), ω ∈ Ω. Assume that r is a continuous mapping and has continuous partial derivatives with respect to each component x i , 1 ≤ i ≤ m. Then, if f x (x 1 , . . . , x m ) denotes the joint probability density function of the vector X(ω), and s = r −1 = (s 1 (y 1 , . . . , y m ), . . . , s m (y 1 , . . . , y m )) represents the inverse mapping of r = (r 1 (x 1 , . . . , x m ), . . . , r m (x 1 , . . . , x m )), the joint probability density function of the random vector Y(ω) is given by
Theorem 1 (Random Variable Transformation technique). [19] Let X(ω)
where |J m |, which is assumed to be different from zero, denotes the absolute value of the Jacobian defined by the following determinant 
It is worthy highlighting that in the context of RDEs, the RVT technique has been successfully applied to determine the 1-PDF of the solution stochastic process of relevant problems, formulated via RDEs, that appear in different areas [28, 29, 30, 31] .
[32, p. 202] Consider a mean square integrable continuous time stochastic process X ≡ {X(t, ω) : t ∈ T , ω ∈ Ω}, i.e., X ∈ L 2 (Ω, L 2 (T )) being µ X (t) and c X (s, t) its mean and covariance functions, respectively. Then,
where, this sum converges in L 2 (Ω, L 2 (T )),
, {(ν j , φ j (t)) : j ≥ 1} denote, respectively, the eigenvalues with ν 1 ≥ ν 2 ≥ · · · ≥ 0 and eigenfunctions of the following integral operator C
associated to the covariance function c X (s, t). RVs
is Gaussian, then ξ j (ω) ∼ N(0, 1) are independent and identically distributed.
) introduced in Th. 2 corresponds to the set of square integrable SPs, X(t, ω), defined in a set T ⊂ R, i.e., T E |X(t, ω)| 2 dt < ∞ (see [32] ) with the norm
We finish this section by stating two results that will be used in the last example of Section 3.
Let {ξ i (ω) : 1 ≤ i ≤ N} be independent real random variables defined in a common probability space (Ω, F , P).
, λ ∈ R.
For notational convenience, throughout this paper the exponential function will be written by e x or exp(x), interchangeably.
Main result: Computing the 1-PDF of the solution stochastic process
This section is firstly addressed to construct approximations, f N 1 (p, t), of the 1-PDF, f 1 (p, t), of the solution SP, P(t, ω), to the random non-autonomous IVP (3), and secondly, to prove that these approximations are convergent, i.e. f N 1 (p, t) −→ f 1 (p, t) as N → ∞, assuming mild conditions on the random inputs P 0 (ω) and A(t, ω).
As the construction of the aforementioned approximation and the proof of its convergence follows a rather technical process, for the sake of clarity we first present an overview of the main ideas that that will be applied to achieve these two goals.
Regarding the construction of the approximation, first we will consider the formal randomization of solution, P(t, ω), of the logistic model (see below expression (6)), which depends on the stochastic process A(t). Second, we will represent P(t, ω) in terms of the KLE of A(t, ω) (see expression (7)). Next, we will truncate this KLE, say A N (t), so that we will obtain a formal approximation, P N (t, ω), of the solution stochastic process P(t, ω) (see expression (8) ). Then we will apply the RVT method, stated in Th. 1, to obtain the 1-PDF, f N 1 (p, t), of P N (t, ω) (see expression (9)). To legitimate this approach, we will assume two hypotheses, that will be denoted by H1 and H2. As we will comment later on, H1 allows us to assure that P(t, ω) is well defined from a probabilistic standpoint, while H2 guarantees the initial condition, P 0 (ω), and the random variables involved in the KLE (see Th. 2), say (ξ 1 (ω), . . . , ξ N (ω)) := ξ N (ω), possess respective PDFs. Additionally, all these RVs are assumed to be independent which is a natural assumption in our stochastic setting.
To proof that f
as N → ∞, we will apply the classical Cauchy condition assuming two further hypotheses H3 and H4. Hypothesis H3 assumes that the PDF of the initial condition, f P 0 (p 0 ), is Lipschitz. As usual, this assumption permits transferring the behaviour of the increment in the range of f P 0 , that appears when the Cauchy condition is applied, in terms of the information of its domain which involves random variables P 0 (ω) and ξ i (ω), 1 ≤ i ≤ N. This strategy allows us to take advantage of hypothesis H4 which is related to the growth of the moment-generating function of the KLE of the integral stochastic process (10) ). After following the approach previously described, we will summarize our conclusions in a theorem (see Theorem 3).
Hereinafter, we will assume that t ∈ T = [t 0 , T ], T > t 0 . Motivated by its deterministic counterpart, it is easy to check that a formal solution SP of random IVP (3) is given by
We will assume that both random inputs satisfy the following hypothesis:
Remark 1. Notice that the first part of this hypothesis guarantees that the denominator of P(t, ω) is nonzero with probability 1, thus P(t, ω) is well-defined almost everywhere (a.e.) regardless the sign of A(t, ω). Moreover, from (6) it is clear that P(t, ω) 0 a.e. Thus, P(t, ω) ∈]0, 1[ for all t ∈ [t 0 , T ] and ω ∈ Ω a.e.
On the one hand, notice that as we are assuming the initial condition is bounded, then it is a second-order RV, i.e. E[(P 0 (ω)) 2 ] < +∞ (hence having finite variance) and as the time interval T is closed and bounded, then
, it can be represented via the KLE given in (4). Then, the formal solution SP, given in (3), can be written as
Now, we will use this fact together with the RVT technique to construct the approximations f N 1 (p, t). With this aim, let us consider the truncation of order N of the KLE to A(t, ω)
Thus, according to (7) , the following formal approximation of the truncated solution SP is obtained
Now, in order to apply the RVT technique, we will assume the following hypothesis H2 :
are independent with PDFs f P 0 (p 0 ) and f ξ N (ξ 1 , . . . , ξ N ), respectively.
Then, we define the following one-to-one transformation r :
The inverse of mapping r is s : R N+1 −→ R N+1 , whose components are
Moreover, the absolute value of the Jacobian of the inverse mapping s is nonzero since
Therefore, applying Th. 1, the PDF of the random vector (Y 1 (ω), . . . , Y N+1 (ω)) is given by
Finally, marginalizing with respect to the random vector (Y 2 (ω), . . . , Y N+1 (ω)) = ξ N (ω) and taking t ≥ t 0 arbitrary, we obtain the following explicit expression of the 1-PDF of the truncated solution SP, P N (t, ω),
In our subsequent analysis, we will provide conditions in order to guarantee the following convergence lim N→+∞ f N Hereinafter,p will denote a lower bound of J, i.e.,p ∈]0, 1[ such thatp < p for all p ∈ J. We will prove this convergence by applying the Cauchy condition, i.e., for > 0 fixed, there exist n 0 (independent of (p, t)), such as
In order to simplify notation, henceforth we will denote
Thus, expression (9) can be rewritten as
Throughout the proof the Steps (I)-(III) will be done. For the sake of clarify, we legitimate these steps later on. Let (p, t) ∈ J × [t 0 , T ] fixed, being J ⊂]0, 1[ bounded, and without loss of generality, take N > M. Then,
Notice that in the last steps (penultimate equality and inequality), we have applied the definition of the expectation and the Cauchy-Schwarz inequality for expectations, respectively. Now, we justify the above Steps (I)-(III): Step (I): As N > M, here we have used that the PDF f M 1 (p, t) can be expressed in terms of PDF f N 1 (p, t), by marginalizing this latter function with respect to ξ M+1 (ω), . . . , ξ N (ω), that is by introducing the corresponding N − M-fold integration.
Step (II): The following hypothesis will be assumed to legitimate bounds of this step.
H3
:
Using this assumption, we get the bound corresponding to term (1). Let F 0 = f P 0 (p 0,1 ), by hypothesis H3:
Observe that in the last inequality we have used Remark 1. Now, we will bound term (2) . With this end the mean value theorem (MVT) will be applied. Let p ∈ J be arbitrary but fixed, being J ⊂]0, 1[ bounded and let us define the auxiliary function
Remark 2. We prove that 1 + p(−1 + e −z ) 0 for all z ∈ R. Let us reasoning by contradiction. 
The function g (z) is bounded for every p ∈ J, being J ⊂]0, 1[ bounded:
• By Remark 2 we can assure that (e z (−1 + p) − p) 0 (just multiplying 1 + p(−1 + e −z ) 0 by − e z ). Thus g (z) is well-defined for all z ∈ R.
• Moreover, using L'Hôpital rule, it is easy to check that: lim
To bound the expression (3), the same argument exhibited to obtain the bound (2) can be applied. In this case, we apply the MVT to the auxiliary function
whose derivative is also bounded, |h (z)| ≤ C h . Therefore, by Hypothesis H3 and the MVT, it is guaranteed the existence of
Finally to bound the term (4), as
Step (III): In this step of the proof, we assume the following hypothesis H4 : A(t, ω) admits a Karhunen-Loève expansion of type (4) such that:
Then, denoting
the right part of the inequality in the Step (III) is obtained. Summarizing, under hypotheses H1-H4 we have proved that
Finally, following the same argument than in [27] , that is using Cauchy-Schwarz inequality for integrals, one gets
and as a consequence of mean square convergence of KLE to A(t, ω), one obtains
Summarizing, the following result has been established:
Under hypotheses H1-H4, the sequence { f N 1 (p, t) : N ≥ 1} of 1-PDFs, defined by (11), converges for every (p, t) ∈ J × [t 0 , T ], for all J ⊂ R bounded, to the exact 1-PDF, f 1 (p, t), of the solution SP of random IVP (3). 12
Numerical examples
This section is devoted to illustrate the theoretical findings previously obtained through three numerical examples. In these examples, we will compute approximations to the 1-PDF, f 1 (p, t), of the solution SP of the random IVP (3) via f N 1 (p, t), given in (11), for different probability distributions of the initial condition, P 0 (ω), and different SPs for the diffusion coefficient, A(t, ω). In the first example, the standard Wiener process, also termed Browninan motion, will play the role of A(t, ω), since, in such a case, an exact solution to IVP (3) is available, and then we can check graphic and numerically the accuracy of the approximations, f N 1 (p, t), for different orders of truncation N. Thus, Example 1 is a test example. In the second and third examples, exact solutions are not available. In these two latter cases, we illustrate convergence of approximations of the 1-PDF by means of appropriate graphical representations and also calculating some measure errors that involve two consecutive approximations, namely, f N 1 (p, t) and f N−1 1 (p, t). Afterwards, approximations of the mean and variance of the solution SP, P(t, ω), will be computed in the three examples using the following expressions
where P N (t, ω) is defined in (8) . Finally, we will assess the accuracy of these approximations (the mean and the variance) via appropriate error measures that will be introduced in the examples.
Example 1. Let us consider the random IVP (3) on the time interval
We choose as initial condition P 0 (ω) a Beta RV with parameters 7 and 10 truncated on the interval [0.1, 0.9], P 0 (ω) ∼ Be [0.1,0.9] (7; 10) and, as the diffusion coefficient A(t, ω), the standard Wiener process, W(t, ω), whose mean and covariance functions are given by µ W (t) = 0, t ∈ T and c W (s, t) = min(s, t), ∀(s, t) ∈ T × T , respectively. The KLE of the standard Wiener process is given by (4) with ξ j (ω) pairwise uncorrelated standard Gaussian RVs, ξ j (ω) ∼ N(0; 1), and being
the corresponding eigenvalues and eigenfunctions, respectively, [32, p. 206 ]. We will choose P 0 (ω) so that is independent of the random vector ξ N = (ξ 1 (ω), . . . , ξ N (ω)), for N arbitrary but fixed. Let us check that hypotheses H1-H4 of Th. 3 hold. Since P 0 (ω) ∼ Be [0.1,0.9] (7; 10), then first part of hypothesis H1 is clearly satisfied taking p 0,1 = 0.1 and p 0,2 = 0.9. To check the second part, it is enough to observe that Thus according to (11) , the 1-PDF of the approximate solution SP, P N (t, ω), is given by
where f ξ j (ξ j ) denotes the PDF of ξ j (ω) for each j : 1 ≤ j ≤ N and
So far we have obtained the approximations f N 1 (p, t) to the exact 1-PDF, f 1 (p, t), of the solution SP of the random IVP (3). Now, we will determine an explicit expression to f 1 (p, t). To this goal, let us recall that t 0 W(s, ω)ds ∼ N 0; N(0; 1) . Taking into account that the solution SP of the random IVP (3) is expressed in terms of this stochastic integral (see (6) with A(t, ω) = W(t)) and, by applying the RVT technique (see Th. 1), it is straightforwardly to check that
In Figure 1 , we show the 1-PDF, f 1 (p, t), given by (15) of the exact solution SP (7) together with the 1-PDFs, f N 1 (p, t), given by (13)- (14) corresponding to the approximate solution SP (8) with N ∈ {1, 2}. We can observe that these approximations f N 1 (p, t) clearly converge to f 1 (p, t), even for small values of the order of truncation N. For the sake of clarity, in Figure 2 we have plotted the exact 1-PDF, f 1 (p, t), and the approximate 1-PDFs, f N 1 (p, t), for N ∈ {1, 2, 3} at different time instants, t ∈ {0.50, 0.75, 1.00, 1.50}. Again, we can observe fast convergence of f N 1 (p, t) to f 1 (p, t). In order to better assess this convergence, in Table 1 we have collected the total probabilistic error defined in (16) . From these figures we can observe that for t fixed, the error e PDF N (t) decreases as N increases, as expected. Figure 1 : Example 1. Left: 1-PDF, f 1 (p, t), of the exact solution SP given by (15) . Center: 1-PDF, f N 1 (p, t), of the approximate solution given by (13)- (14) with N = 1. Right: 1-PDF, f N 1 (p, t), of the approximate solution given by (13)- (14) with N = 2.
We complete the numerical study by computing the approximations of the mean and the variance functions using (12) and (13)- (14) with N ∈ {1, 2, 3, 4}. In Figure 3 , we have plotted Table 1 : Error measure e PDF N (t), defined by (16), for different time instants, t ∈ {0.50, 0.75, 1.00, 1.50}, and truncation orders N ∈ {1, 2, 3}, in the context of Example 1. these approximations together with the exact mean and variance functions obtained via (1), with k = 1, 2, and (2), where f 1 (p, t) is given by (15) . To assess the quality of these approximations, we have computed the total error of the mean and the variance using the following expressions
In Table 2 , we show the values of errors e Table 2 : Values of errors e E N and e V N for the mean and variance, respectively, given by (17) using different orders of truncation N ∈ {1, 2, 3, 4}, in the context of Example 1.
Example 2. Now we will consider the random IVP (3) on the time interval
We assume that the initial condition P 0 (ω) has a truncated Exponential distribution on the interval [0.1, 0.9] and with parameter λ = 10, i.e. P 0 (ω) ∼ Exp [0.1,0.9] (10). For the diffusion coefficient, A(t, ω), we will choose the Brownian Bridge [32, p. 193-195] . This SP, say X(t, ω), is defined in terms of the Wiener SP as X(t, ω) = W(t, ω) − tW(1, ω), having zero-mean, µ X (t) = 0, and correlation function c X (s, t) = min(s, t) − st, (s, t) ∈ T × T .
In [32, p. 204] , it is shown that the KLE of the Brownian Bridge is given by (4) being ξ j (ω) ∼ N(0, 1) pairwise uncorrelated RVs and
We will choose the random initial condition, P 0 (ω), so that is independent of the random vector ξ N (ω) = (ξ 1 (ω), . . . , ξ N (ω)), for N arbitrary but fixed. Analogously to Example 1, it can be checked that hypotheses H1-H4 fulfil. Therefore, according to (11), the 1-PDF of the approximate solution SP, P N (t, ω), is given by
where
In Figure 4 , we show the surface corresponding to the 1-PDF, f N 1 (p, t), given in (18)- (19) for N = 1 and N = 2. We can observe that both approximations are very similar, then showing convergence. For the sake of clarity, in Figure 5 , we have represented the 1-PDF, f N 1 (p, t), at different fixed time instants t ∈ {0.25, 0.40, 0.50}, and increasing the order of truncation N ∈ {1, 2, 3, 4}. From these graphical representations, we clearly observe fast convergence on the whole domain. To illustrate numerically this convergence, in Table 3 we show the total difference between two consecutive approximations, f (p, t) dp, N = 2, 3, . . . .
From figures in Table 3 we can observe that for t fixed, the errorê PDF N (t) decreases as N increases. (18)- (19) for N = 1 (Left) and N = 2 (Right).
Finally, we take advantage of the approximations, f N 1 (p, t), of the 1-PDF of the solution SP to compute approximations of the mean, E[P N (t, ω)], and the variance, V[P N (t, ω)], for different orders of truncation N ∈ {1, 2, 3, 4}. These approximations have been plotted in Figure 6 . In Table 4 , we show the values of the following error measure between consecutive approximations t=0.25 of the mean and the variance on the whole time interval.
Example 3. We complete the numerical experiments considering the random IVP (3) on the time interval T = [t 0 , T ] = [−a, a], with a = 0.5. We assume that the initial condition P 0 (ω) has a Beta distribution truncated to the interval [0.1, 0.9] and parameters α = 7 and β = 10, i.e. P 0 (ω) ∼ Be [0.1,0.9] (7; 10). Regarding the diffusion coefficient, A(t, ω), and in order to apply our theoretical results, we only need to fix the information involved in its KLE (4), i.e., a family of zero-mean, unit variance and pairwise uncorrelated RVs, ξ j (ω), the mean function, µ A (t), and the covariance function, c A (s, t). Now we will choose: Table 4 : Values of errorsê E N andê V N for the mean and variance, respectively, given by (21) using different orders of truncation N ∈ {2, 3, 4}, in the context of Example 2.
• ξ j (ω) independent and identically distributed uniform RVs,
• Mean function: µ A (t) = 0.
• Covariance function c A (s, t) = e −c|s−t| , (s, t) ∈ T × T , where c = 1/b > 0, being b > 0 the so-called correlation length.
According to [35, pp. 26-29] , the eigenvalues ν j and eigenfunctions φ j of the covariance function c A (s, t) are given by
where w j , w * j are the solutions of the following transcendental equations c − w j tan(w j a) = 0, j odd, w * j + c tan(w * j a) = 0, j even. Therefore the diffusion SP, A(t, ω), is represented by the following KLE
In order to guarantee that hypothesis H2 fulfils, as in the two previous examples we will choose the initial condition P 0 (ω) so that is independent of the random vector ξ N (ω) = (ξ 1 (ω), . . . , ξ N (ω)), for N arbitrary, but fixed. Now we check that hypotheses H1, H3 and H4 hold. First part of hypothesis H1 is evident while the second part follows because
independence of ξ 1 (ω), . . . , ξ N (ω), for each t ∈ [−a, a] and Prop. 1, one gets,
Now, we apply Prop. 2 to each one of the expectations that appear in the last product in (24) (for the first factor we take λ = λ 2 j−1 (t) and ξ(ω) = ξ 2 j−1 (ω), for the second one, λ = λ * 2 j (t) and ξ(ω) = ξ * 2 j (ω), and α = − √ 3 and β = √ 3). This yields
Now, we will apply the Cauchy-Schwarz inequality for integrals and the fact that t ∈ [−a, a], then As a consequence, the inequality (25) becomes
As a consequence, using this last conclusion in expression (26) , one derives that E[e 2K N (t;ξ(ω)) ] < ∞ for every t ∈ [−a, a] and for all N ≥ 1 positive integer. Therefore, the hypothesis H4 fulfils. Now, we do not show the explicit algebraic expression of the approximations, f N 1 (p, t), because it is somewhat cumbersome, but is clear that it could be calculated in the same manner we did in the two previous examples. In Figure 7 , we show the surfaces corresponding to those approximations for N = 1 and N = 2. From these two plots, we can observe that both surfaces are very similar, then showing a fast convergence. In Figure 8 , we show the approximations f N 1 (p, t) at different time instants t ∈ {−0.25, 0, 0.25} and using different orders of truncations N ∈ {1, 2, 3}. Again, we observe fast convergence in all these cases. We use an analogous measure to the one defined in (20) , i.e. (p, t) dp, N = 2, 3, . . . , (27) to illustrate this convergence. In Table 5 , we have collected figures ofê PDF N (t) for the values of t and N previously indicated. Table 5 : Error measureê PDF N (t) defined by (27) for different time instants, t ∈ {−0.25, 0, 0.25}, and truncation orders N ∈ {2, 3}, in the context of Example 3.
We finally compute approximations of the mean, E[P N (t, ω)], and the variance, V[P N (t, ω)], for N ∈ {1, 2, 3, 4}. These approximations have been represented in Figure 9 . From these graphical representations we evince fast convergence of both statistical moments. In Table 6 , we illustrate numerically this convergence by computing the total difference between consecutive approximations of the mean and variance on the whole time interval via the expressions given in (28) . Table 6 : Values of errorsê E N andê V N for the mean and variance, respectively, given by (28) using different orders of truncation N ∈ {2, 3}, in the context of Example 3.
Conclusions
In this paper we have studied a generalization of the random logistic differential equation consisting of assuming that the diffusion coefficient is a stochastic process and with a random initial condition. Under general hypotheses on random data, we have constructed approximations of the first probability density function of the solution stochastic process. The key tools for conducting our analysis have been the Random Variable Transformation method together with the Karhunen-Loève expansions. Our theoretical findings have been illustrated by means of several examples. To the best of our knowledge, it is first time that our approach is applied to a random non-autonomous nonlinear differential equation. We think that this contribution can be useful to study other important random nonlinear differential equations.
