The inactivity of banks may be the result of a number of events, such as merger & acquisition (M&A), liquidation, default-bankruptcy, etc. All these phenomena of inactivity contribute to the same result, the reform of the European banking sector and they may have the same causes. The paper will address the issue of inactivity and will try to detect its causes using econometric models. Six groups of indicators are examined: performance, size, ownership, corporate governance, capital adequacy or capital structure and loan growth. Three econometric methods (Probit, Logit, OLS) have been used to create a system that predicts inactivity. The results of the econometric models show that from the six groups of indicators, four have been found to be statistically important (performance, size, ownership, corporate governance). Two have a negative impact (ownership, corporate governance) on the probability of inactivity and two positive (performance, size). The paper's value and innovation is that it has given a systemic approach to find indicators of inactivity and it has excluded two groups of indicators as non-statistically important (capital adequacy or capital structure and growth).
Introduction
The European banking sector has gone to a transformation during the last two (2) decades. The origin of the transformation is common (deregulation and legal isomorphism, product inflation and complexity, stock market development) to both sides of the Atlantic, but in Europe it has some unique characteristics. Europe is diverse and the banking system across Europe hasn't the same characteristics (ownership, legal framework, etc.) and path of development (in some countries there are a large number of banks while in other only a few).
The inactivity can take many forms or has many causes (merger & acquisition (MA), liquidation, default-bankruptcy , etc.). All these phenomena of inactivity contribute to the same result, the reform of the European banking sector and they may have the same causes. Having in mind the diversity of the European banking system, many scholars have argued that there is convergence trend in Europe (Casu and The complexity and diversity of the European banking system (each country's banking system has its unique characteristics) is still a fact that all scholars should take into account. Legal and regulatory convergence doesn't seem to have the necessary power to drive the European banking system to an isomorphic state.
The paper addresses the issue of inactivity while taken into account the different causes of inactivity and the differences of the corporate governance, legal and economic system of the counties that are studied. A number of regressions will be presented to show these differences and the formulating factors in each significant case.
The Banking System of Europe before and after the crises of 2008
The banking system of Europe has gone through two decades of turbulence. Through the 1990's a wave of mergers, liquidations and bankruptcies has swept the sector. This wave was at its peak the last years of the 1990's and the 2000-2004 period. Since then the number of exits form the sector has been relatively stable (see Figure 1) . It is notable that the cooperative banks suffered more than the commercials. This fact can be attributed to their smaller size, ownership structure, management efficiency, etc. The crises of 2002 don't seem to have any effect on the trend and the number of inactive banks per year is lowering until 2006. Small increase is observed during the crisis of 2008, but the number is stabilized the years that follow 2009. The explanation for these results on inactivity can be explained if the causes of inactivity are studied.
Figure 1. Inactive Banks

Source: Bankscope
The analysis of the exits form the sector (see Figure  2) shows that the majority of the exits are caused by mergers (80.57%, see Table 1 ). The vast majority of M&As have occurred during the pre-Euro period (1998) (1999) (2000) (2001) . European banks seem to be seeking a new strategic advantage (size and alliancesgeographical expansion).
Bankruptcies take place in three distinctive periods (1999-2002, 2008-2009 and 2011-2012) . These periods are the same with the ones that scandals or crises took place, and they must be direct or indirect result of these failures (in regulation, ethics, corporate governance, risk management, financial management, etc.). The analysis of the ownership and banks' entity show that the banks that were recorded as inactive during the last two decades were mostly banks that their activity was focused in a single country (see Figure  3 ). This trend is observed from 1994 to 2004. From that point on inactivity appears to have other targets (since the main cause is M&As ) or is caused by the consolidation of subsidiaries. The driver of inactivity of M&As during the whole period of analysis. Especially, for the period after the 2002 crisis, M&As seem to be the main driver (although at a lower level number of inactivity). 
The causes can be analyzed using performance and size indicators like Return On Assets (ROA) and Equity to Total Assets (ETA) ratios. High ROA M&As are an indication of the incentive that drove to inactivity. High ROA is attractive for hostile takeovers. "Acquiring banks are larger and have a higher ratio of loans to financial assets, suggesting that their strong point is lending" (Focarelli, Panetta and Salleo, 2002) . The incentive is to balance the loan growth with higher performance. Figure 4 shows that inactivity in Anglosaxon countries is higher than the one observed in Continental Europe countries. The difference can be explained by the difference of MA incentive. It is hypothesized that in Continental Europe countries the incentive is the drive to cumulate the size (see Figure 5 ) of the bank in order to acquire a competitive advantage or a better chance to survive.
Figure 5. Inactive Banks (Mergers) -Equity to total Assets
Source: Bankscope Independent rating agencies evaluate and rank the banks. Their evaluation and ranking procedure has a specific result. Rankings can have a significant impact on the perception of financial, competitiveness and management stability. The paper uses Fitch's ranks test this hypothesis.
To elaborate on the climate and expectations of the market during this period a numerical ranking of the ranking scale of Fitch has been drafted (see Table   2 ) in order to compare the rankings and to create an overall index of the market's expectation of the banks that were merged. As shown in Figure 6 the average of the Long Term Rating is above 16 (the average for the dissolved banks is 17,31, i.e. A-and for the merged banks is 18,85, i.e. A). In both cases the ranking is high and hence the merging banks had a relatively good bargaining position. Table 3 ) didn't manage to adapt to the new environment or their strategy to the challenges of the market was to seek safety in size and in cooperation with other banks. This hypothesis is supported by the fact that the vast majority of the banks that were merged or dissolved, were single location banks (meaning that the smaller banks in equity and capital were the targets for mergers) (see Table 4 ).
The wave didn't affect at the same extend all countries. Germany, Italy France, Spain, Luxemburg and UK had the largest reduction in the number of active banks (see Table 3 ). Especially, in Germany and Italy the percentage of financial market restructuring is very high (16.25% and 6.07% respectively).
Although the data used per se do not reveal the nature of these mergers, Martynova and Renneboog (2006) reveal that a small portion of merger activity involves transatlantic parties (bidders or targets). Even the majority of Intra-European activity is not cross border. On the contrary the majority of the merger activity in Europe (about 80%) is observed within national borders. "Fragmented and mostly domestically-oriented European companies resorted to takeover deals as a tool to survive the tougher regional competition created by the new market" (Martynova and Renneboog, 2006) . The finding of the two researchers strengthens the argument that the merger activity in Europe aimed at achieving competitive advantage, to create economies of scale and to obtain larger market share. Source: Bankscope
* TCR = Total Capital Ratio, ENL = Equity / Net loans, GGL = Growth of Gross Loans
Financially (see Table 5 ), the dissolved or merged banks presented a wide spectrum of values on the selected three ratios (Total Capital Ratio, Equity to Net Loans and Growth of Gross Loans). No pattern seems to present itself (eg. Low TCR values). A hypothesis is that there are market formulating factors that differ from country to country (eg. Growth of gross loans is quite different from country to country).
The map of the financial sector in Europe after fifteen years of turbulence (positive or negative) has changed dramatically, but the factor of spatial dispersion of the sector remains the same. Germany has the largest number of banks (almost the 40% of the total number), followed by Italy (18.62%), France (7.45%), Austria (6.68), UK (4.8%) and Spain (4.18). The largest economies of the EU have the largest number of banks. In terms of total equity (TE) and interest income on loans (IIL) the European market has different variance.
Using these ratios as classification factors, France (26%) has the largest banking sector in Europe, followed by Germany (14.25%). The concentration of equity capital and income from loans is different from the concentration of banks (as institutions). That means that there is a difference in size and hence a difference in importance. As expected, ownership is more dispersed in the Anglo-Saxon corporate governance system. Only 5,33% of the banks have ownership concentration higher than 50,01%, whereas in the Continental Europe system ownership concentration above the threshold of 50.01% is 18.97% (see Table 7 ). This finding is in accordance with the one that Franks et el. (2008) reported (UK ownership concentration is 18%, Germany 43% and Italy 68%). On the other hand the difference of ownership concentration between North and South is also substantial. Countries that were ranked to the Anglo-Saxon corporate governance system seem to have the majority of their banks to be controlled subsidiaries (77.51%). PIGSs' banks are very close to the average of every type of ownership 52 .
52 Bankscope does not provide historical data for ownership. The only data given is for the last year of entry and can only be used to classify the sample and to make panels 100,00% 100,00% 100,00% 100,00% 100,00% 100,00%
Source: Bankscope
Another important factor for the evolution of the financial sector is the corporate governance structure. Bankscope provides data about the committees working in every bank, through data given for the members of the board of directors. Using this information an index was constructed. The index of Good Corporate Governance Practices is calculated as the sum of the number of committees (remuneration, nomination, risk management, etc.). Table 8 presents the average of the Good Practice Index for every dimension of the study. The highest numbers are calculated for the banks which have a major controlling shareholder or they are controlled subsidiary. One finding worth mentioning is the high average for the Continental Europe corporate governance system (mainly because some committees are legally mandatory) whereas for the Anglo-Saxon corporate governance system (voluntary adoption of good practices) the average of the index low. In order to test the hypothesis that there was a change in financial management during the last eight (8) years, a number of ratios have been selected and calculated (see Table 9 ). NLTA's analysis shows that the banks of countries of the Continental Europe corporate governance system have higher average than the ratios calculated for the Anglo-Saxon countries. Continental Europe countries' are more exposed to loan risk. There was no significant change through time. Hence, the legal, events (scandals) or other initiatives didn't have significant impact in improving this ratio, but it seems that has an impact on the GGL ratio. The ratio seems to be getting smaller through time. The banks reduced their loan growth, in order to maintain the level capitalization of their business.
The ratio ETA (Equity / Total Assets) in the Anglo-Saxon, South and PIGS countries is significantly higher than in the ones of the Continental Europe. The central Europe's economies have lower levels of ETA. The same can be said for the ENL, Tier and TCR ratios. Banks with higher ENL, ETA, Tier and TCR ratios are considered to be better situated to handle risks (operational, credit risk) and have better capital adequacy and they have lower levels of leverage. These ratios do not appear to change through time in every spatial dimension used in this paper.
Finally, the return ratios (ROA and REP) reveal significant differences between Anglo-Saxon and Continental Europe countries (the difference may be attributed to higher leverage levels in central Europe banks). All ratios do not appear to change through time in every spatial dimension used in this paper. Fitch is one of the main ranking agencies. Table 10 and 11 depict the way that Fitch ranked and approached the European financial market. On average the PIGS banks were ranked 14 times and ranked lower than Not PIGS banks. Furthermore, Fitch focused more on the Anglo-Saxon countries banks (15,29 average times). The fact of higher count of rankings can be explained by the interest of the market participants (due to more developed and efficient markets) and their total assets (22% of the total assets of the European banking sector). Overall, the countries that have a large banking sector (in terms of assets and equity) receive better rankings (see Table 10 ). 
Convergence -divergence of corporate and economic systems
In Europe an economic experiment has been attempted. The legal and economic framework has been changed through a series of directives and policy changes, imposed by European Union. The banking system of Europe as shown in the previous section of the paper has many differences. (Harford, 2003) triggers the M&A due to the willingness of managers to keep corporate resources under their control. The same argument can be made for Europe but instead of managers, dominant shareholders are the stakeholders that are not willing to release corporate resources to minority shareholders. Leverage (Debt / Equity ratio) is considered to have a negative effect on the likehood of M&As, due to the higher risk exposure of AngloSaxon countries. Ghosh and Jain (2000) report a leverage ratio level of 32,7% prior to and a 39,7% after the M&A. This is consistent with the argument that managers strive to control corporate resources, while shareholders see leverage as an instrument to reduce the effects of the agency problem (Jensen, 1986 , c) Mitchell and Mulherin (1996) argue that merger waves result from shocks in the economic, technological, or regulatory environment of an industry. Moschieri and Campa (2009) hypothesize that regulatory and monetary homogenization is one of the drivers of M&A activity in Europe. This is not the case, however, for the regulatory convergence. d) Capital market growth and size (Gaughan, 2002 (Roll, 1986) , higher abnormal performance after the merger (Sorensen, 2000) , legal protection of investors and their interests (Rossi and Volpin, 2004) , incentive asymmetries between different actors involved in the acquisition process (Parvinen and Tikkanen, 2007) , imitation of other acquisitions of firms (Haunschild, 1993; Yang and Hyland, 2006) , and enhancement of the incentives of CEOs and board members (Deutsch, Keil, and Laamanen, 2007; Harford and Li, 2007; North, 2001 ). In Continental Europe, countries ownership and control concentration mitigates agency problems There are differences in the payment methods of the M&A transaction between Anglo-Saxon and Continental Europe countries. Moschieri and Campa (2009) report that these differences arise not only from differences in regulation but also from the structural characteristics of the business environment. The latter authors show, in their empirical research, that M&As' payment methods are different in the United Kingdom in comparison to the rest of Europe. The M&A percentage that use "Cash Only" method is more or less the same in both cases. There are differences in the last two columns of Table 12 . In the case of the rest of Europe, the combination and "Shares Only" as payment methods are more frequent. This finding is contrary to previous studies (Faccio and Moschieri and Campa (2009) Although the strategy of M&A is common in developed countries such as the USA and the UK, it is not common in developing countries like Greece. During the last decade, following a leap in capital market growth (1998) (1999) (2000) and IPOs, a wave of M&A has taken place in Greece. The paper advocates the hypothesis that in countries like Greece the M&A wave wasn't the result of free cash flow and that after the wave, the structural elements of the corporate environment didn't change in the degree necessary to classify Greece in a different corporate environment group, to establish a new corporate governance system or validate the convergence theory.
Data, variables and empirical approach
The data used for the empirical analysis cover the period from 2004 to 2011, is focused on the twenty seven (27) European Union countries and only commercial and cooperative banks. The total numbers of banks, initially, collected from Bankscope were 4.573. After the analysis of outliers the sample was reduced to 4.536 banks (2.873 active and 1.663 inactive).
In order to create a more homogenous and usable sample, the initial data were filtered and new ratios were calculated. The final data is comprised of 640 banks. The selection criteria were: a) size of assets (more than 2 billion Euros) and b) the ratio of Equity to Total Assets is higher than 10%.
The dependent variable (inactivity) is binary and (1 if the bank is inactive and 0 if the bank is active). A large number of independent variables have been used. More than four metrics of performance (e.g. ROA, ROE, Operating profits, dividends, etc.), size (assets, loans, growth, etc.), capital structure. Overall the number of independent variables as more than 80. It is useful to analyze the sample using the fundamental characteristics of the corporate environment.
Ownership and type of entity variable shows that the sample is not very different from the one that was described in the second section of the paper (see Table 13 ). 187 inactive banks were found and the majority of them are Single location banks. The majority of inactivity is caused by M&As. A small number is caused from liquidation and bankruptcy (see Table 14 ). A Good Practice Corporate Governance Index is calculated. The calculation of the index is based on the reported good practices of corporate governance (i.e. duality of roles, audit committee, etc.). The index is the sum of the number of the good practices that were reported. Table 15 shows that majority of the banks involved in a M&A applies none of the good practices. This is an indication that the corporate governance system is weak and perhaps is the underlining factor of the M&A. 0  157  27  142  1  327  1  91  4  5  0  100  2  128  1  8  1  138  3  36  0  0  0  36  4  19  0  0  0  19  5  15  0  1  0  16  6  3  0  0  0  3  7  1  0  0  0  1  Total  450  32  156  2  640 The best performance of the index is observed for the controlled subsidiaries (see Table 16 ) and the GUO banks. Banks that are more universal or are less ownership concentrated tend to implement a larger number of good practices. Total  0  17  162  13  7  119  9  327  1  7  6  1  2  83  1  100  2  21  8  0  3  106  0  138  3  8  0  0  2  26  0  36  4  3  0  0  0  16  0  19  5  5  1  1  0  9  0  16  6  0  0  0  0  3  0  3  7  0  0  1  0  0  0  1  Tot  al  61  177  16  14  362  10  640 The two corporate governance systems of Europe's banks show different ratio of inactivity. In the Continental Europe system the ratio is 30,6%, while in the Anglo-Saxon system the ratio is almost half (17,6%) . This finding is consistent with the hypothesis that the banking sector in Europe has gone through a M&A wave. 
Methodology
The methodology presented in this section consists of two main blocks. First a framework for evaluating signals of early warning models and second the estimation and prediction methods.
Evaluation of model signals
Early warning models require evaluation criteria that account for the nature of the underlying problem (causality). Formulating a model that can be used as an early warning system is a complex task. There are a great number of factors that have to be taken into account. The evaluation of the system is even more complex because there are policies, regulating factors or events that there is not precedence. Furthermore the system has to provide a way to be tested and test the hypothesis and provisions of the model. Table 18 shows the possible outcomes of the system -model. The first and most comprehensible criteria are the Type I, Type II and T total errors. MType I is the ratio of missing signals (i.e. when no early warning signal was issued despite a crisis occurred or else False Positive (FP)) to the number of periods when a signal should have been issued, while Type II is the ratio of wrong signals (i.e. when a signal was issued while no crisis occurred or else True Negative (TN)) to the number of periods when no signal should have been issued. T total is the sum of Type I and Type II errors. The value of these regressions is their ability to create a table of predictability. All of these metrics are informative, but in different ways. For example, the overall% quickly summarizes the success of a predictive method in a global sense. However, when there is an extreme imbalance between the two kinds of events being classified, then it is easy to formulate a useless rule with a very high overall% -just predict that every event will be the more frequent type. In our case, such a "no-brainer" rule is to predict that every quarter will be a non-crisis. Overall% mostly measures success in classifying the more frequent event type. A method can have very poor predictive success with the low frequency event and still score very highly on overall%. Sensitivity addresses success in classifying the event type (crisis) that is probably of most interest to the decision-maker: What proportion of crises is correctly predicted? However, a "no-brainer" rule that predicts every quarter to be a crisis will score perfectly on this measure. A tradeoff between success with crises and success with non-crises is necessary. Specificity measures success at predicting non-crises. Sensitivity and specificity are useful tools for the development of a prediction rule. In the development phase, one tests a potential rule on events whose true binary classification is known and assesses how many of each type are correctly classified. A good potential rule should have high success rate in each type. However, it is possible for a predictive rule to have both high sensitivity and high sensitivity and yet be poor at prediction. This seemingly paradoxical situation occurs when there is an extreme imbalance between the two types of events and the potential rule generates a large number of false positives (C). The sensitivity and specificity metrics are supplemented with TPR and TNR, which measure the proportion of predictions that are correct. Indeed, many policymakers may be interested only in the success rate of their predictions. If so, then TPR and TNR are of primary importance. Sensitivity and specificity are retrospective and developmental measures; TPR and TNR are potentially prospective and implicational.
Estimation and prediction
The task to extract signals from indicators can be done by using probit -logit analysis transforms the variable into crisis probabilities (eg. Demirguc Kunt and Detragiache, 1998). Thus logit analysis is preferred over probit analysis as it's assumptions of more fat tailed error distribution corresponds better to the banking crisis and bank distress events (van den Berg et al., 2008) .
In a discrete choice model, a binary classification set-up first maps various explanatory variables into the probability of a systemic banking crisis, i.e. either a probit or a logit mapping function transforms the variables into a continuous indicator variable between 0 and 1. This indicates the crises probability. If the probability exceeds a specified threshold, a signal is issued. A discrete choice model can include one or several indicator variables at a time. While in the case of the multivariate signalling approach a joint condition needs to be fulfilled for a crisis to be signaled (e.g. all indicator variables breaching a specific threshold), in a multivariate discrete choice model each variable included reflects the marginal contribution of that variable. All variables then jointly determine a continuous crisis probability which, when exceeding a specific (optimised) threshold, signals a crisis.
The multivariate logit approach allowed Demirguc -Kunt and Detragiache (1998) to relate the likelihood of occurrence or non-occurrence of a banking crisis to a vector of n explanatory variables. The probability that the banking dummy takes a value of one (crisis occurs) at a point in time is given by the value of the logistic cumulative distribution evaluated for the data and parameters at that point in time.
Empirical results
A number or regressions have been attempted in order to find a suitable early warning system of inactivity. The total number of regressions is six. Three econometric methods have been used in each model (Probit, Logit and OLS). These regressions are seeking to find the indicators of inactivity. Three main inactivity causes are examined. The first one is generic and covers the total number of causes, the second examines the indicators for the dissolved or in liquidation banks and the third the main reasoncause, which is the M&As.
In all regressions an indicator of size, performance, ownership, capital structure and corporate governance. Each and every one of these indicators have been identified as compatible with the theories of crises, inactivity and bank failure.
All causes
The results of the regressions for all causes or phenomena of inactivity has an overall predictive rate of 87,2%. Alternatively, a different measure of performance has been used (Net Income -Cash Dividends/ Total Equity, Nicdte). This model even though it has high overall predictability, the independent variables (Nicdte) are not in all models statistical important.
An alternative for the performance indicator (ROA and ROE) is used to compensate for this problem. The model with ROA has the same predictability, but the performance variable is not statistical important as well.
ROE seems to be a better performance indicator (see Tables 19 and 20 ). The predictability is slightly better (88.1%) and all predictors are statistical important. The second set of model is focused on the cases of "In liquidation status. The same regressions have been used. In this case as well ROE as a performance variable is a better indicator (See Tables 21-24 ). The predictability is at the same levels (88%). As it has been noted, M&As is the main cause of inactivity. In this case, as well, ROA is a better performance indicator -predictor. The overall predictability is better (88.4%). 
Discussion -Conclusions
Bankruptcy has been found to be a phenomenon that doesn't happen often. On the contrary, M&As and liquidation are the main inactivity phenomena. In all other events or causes (total causes, in liquidation, M&As), all groups of indicators (performance, size, ownership, corporate governance) except two (capital adequacy or capital structure and growth) are statistical important. This finding is very important because it shows that emphasis is given on more dynamic indicators (performance and size), corporate governance and ownership. Capital adequacy and solvency didn't improve, despite the alarming events that took place during the last 10-12 years. Banks have become more restrained in their credit expansion (probably because they were obliged to do so, due to stricter regulation). There are no evidence of financial development or the possibility of reaching the previous levels of profitability and activity (see for example the GGL and ROA ratio).
Especially, the last two groups of indicators that are statistical important (ownership, corporate governance) can be seen as opportunity indicators sue to the fact that the predicted sign is negative. Hence, higher number of corporate governance good practices applied and as ownership concentration is higher or the bank is a subsidiary or independent, the probability of inactivity is smaller. On the contrary, as size and performance gets bigger and better, so does the probability to be a merge target.
