Super Brownian motion is known to occur as the limit of properly rescaled interacting particle systems such as branching random walk, the contact process and the voter model.
Introduction

Motivation
Super Brownian motion has first been derived as the high density/ short lifetime diffusion limit of branching Brownian motions. See [Daw93] for a survey. More recently it has also been found that particle systems where particles have less independence than in branching processes, namely the contact process and the voter model, have super Brownian motion as diffusion limit. This is particularly interesting because the local activity in these processes is heavily dependent on the (local) density of particles. For dimension d = 1 Mueller and Tribe [MT95] show that the contact process can be rescaled to a super Brownian motion with a drift that depends on the local intensity of particles. On the other hand the limit of the onedimensional voter model is a super Brownian motion where the local branching rate is a decreasing function γ(θ) = 1 − θ of the local intensity θ ∈ [0, 1] of particles.
In higher dimensions the dependence on the local density of particles gets washed out and in the limit the actual intensity of particles has to be replaced by its expected value. See [DP99] and [CDP00] for the results on the contact process and the voter model respectively.
Our Model
The model that we study in this paper is that of linearly coupled diffusions indexed by Z d , d ≥ 3. More precisely, we consider the process (X t ) t≥0 that takes values in a suitable subspace X of [0, ∞)
and that is the unique strong solution of the stochastic differential equation condition. As we do not deal with this case here, we do not describe the Liggett-Spitzer space in detail but only refer to [LS81] .) It is well known (see [SS80] ) that under these conditions, for X 0 ∈ X there exists a unique strong solution of (1.1) that assumes values in X.
Since we want to rescale this process to super Brownian motion we have to assume that A is of finite variance. For simplicity of notation we will assume that the random walk generated by A is driftless and the coordinates are uncorrelated with the same variance:
(1.3)
We now rescale the space and the diffusion speed as well as the mass of the particles. To this end define for N ∈ N and t ≥ 0 the random measure 
then X N also converges as N → ∞ to super Brownian motion with some branching rate γ. The next step is to define this branching rate γ in terms of the ingredients for X. To this end we have to make the additional assumption that b < ∞ and that g is of the Wright-Fisher form
for some κ > 0.
Note that the assumptions we have made imply that for every θ ≥ 0 there exists a unique stationary ergodic invariant measure ν b,κ θ for X with intensity θ, that is,
See [CG94] . Denote by q the probability that that a random walk with the symmetrized q-matrix
does not return to the origin after first leaving it. This probability is positive since A is transient and it can be expressed as q = (−Ĝ(0, 0)Â(0, 0)) −1 , where (exp(tÂ)) t≥0 is the semigroup of aÂ-random walk and G its Green functionĜ
This can easily be seen using the following argument: Let Z be random walk with q-matrixÂ starting in Z 0 = 0 and define τ 0 := inf{t > 0 : Z t = 0}, τ 1 := inf{t > τ 0 : Z t = 0}. Hence a simple renewal argument showsĜ
exists and is equal to
We prove this lemma in Section 2 by a straightforward computation using the duality of interacting WrightFisher diffusions to coalescing random walks. The main point about the assumption that g is of the WrightFisher type is that we could not establish (1.9) by other means (though for g(x) = γx it is trivial). In other cases, as for example
In order to formulate our first theorem let Y γ,σ 2 denote super Brownian motion in R d with branching
2 is the unique solution of the martingale problem:
is a continuous square-integrable martingale with square variation process
(see [Daw93] ). We suspect that the statement of the following theorem is true for all g fulfilling (1.2). However we could show it only for g of the Wright-Fisher form.
Theorem 1 Under the assumptions (1.3), (1.5), and (1.6), and with γ from (1.10), the rescaled process
Note that the voter model is the limit of interacting Wright-Fisher diffusions with b = 1 and κ → ∞. Letting κ → ∞ in (1.10) leads in fact to the same branching rate for the limiting super Brownian motion as established for the voter model in [CDP00] . On the other hand, letting b → ∞ with fixed κ one might expect to end up with the same branching rate that one gets from rescaling interacting Feller's branching diffusions (b = ∞, g(x) = κx), namely with κ. This is in fact true since γ b,κ → κ as b → ∞.
Remark 1.2
Without the spatial rescaling one might wonder whether there is convergence to super random walkȲ γ with some branching rate γ and jump matrix A T . This is in fact true if one definesX
2) and in addition is differentiable in 0 with g
γ . This statement can easily be shown using the comparison technique of [CFG96] and a truncation argument. In fact, using the fact that sup z>0 g(z)
z < ∞ we can bound the variance of the total mass X N T for every fixed T . Using Doob's inequality we get that for every ε > 0 there is a K < ∞ such that
Hence we can change g tog
and with high probabilityX N and the correspondingX N coincide up to time T . Now define
. The comparison scheme of [CFG96] now yields that for a certain distribution determining class of continuous functionals 
The Long Range Model
We would have liked to formulate our Theorem 1 for more general functions g, however we could not establish Lemma 1.1 for the general case. One way to overcome this problem is to change the scaling of the model such that the range of interaction gets larger and larger and the limit of the equilibria ν N θ can be described via the mean field equation.
That is, in the limit N → ∞ under ν N θ (dx) the coordinates of x are independent and are distributed according to the unique invariant measureν c,g θ of the one-dimensional diffusion
(1.13)
Here c > 0 is a constant that reflects the strength of the interaction. Note that Z t solves the integral equation
(1.14)
The idea is that any given coordinate interacts with so many other coordinates that a law of large numbers applies. Note thatν c,g θ has a density that can be computed explicitlȳ ν c,g
is a normalizing constant. To see that this is the equilibrium density, note that Z has generator
Using (1.14) we see that E θ [Z t ] = θ for all t ≥ 0 and thus Eν c,g
Using (1.14) again we get
Using stationarity we can let t → ∞ and get
Thus ν c,g
The explicit form ofν In the case where g is of the Wright-Fisher type it is simple to compute γ c,g explicitly.
. We will henceforth assume that that (1.18) holds. Note that this is the case for example if g has a positive derivative at 0 or if g(x) ∼ x 1+β as x → 0 for some β ∈ [0, 1). On the other hand, for g(
the condition is violated. Let us now define the long range modelsX N . Let (M N ) N ∈N be a sequence in N that increases to ∞. This sequence is arbitrary but will be kept fixed. Let σ 2 > 0 and define
(1.20)
That is, A N is the q-matrix of a rate 3σ 2 (more precisely: 3σ 2 (1 − (2M N + 1) −d )) random walk that jumps to each point in distance at most M N with equal probability. For ϕ :
Now defineX N as the solution of (1.1) but with A replaced by A N and let
Again we could establish the following theorem only when g is of the Wright-Fisher form where we can exploit the well-known duality of interacting Wright-Fisher diffusions to coalescing random walks (see [Shi80, Lemma 2.3]. We give more details in the next section. However also here we suspect that the statement is true for g fulfilling only (1.2).
Theorem 2 Under condition (1.5) and (1.6) with γ = γ
(1.24)
Outline
In the next two sections we give the proofs of Theorem 1 and 2 respectively. The proofs rely on the duality of X to coalescing random walks and make use of the ideas and statements developed in [CDP00] .
Proof of Theorem 1
Before we come to the proof of the theorem we prove the lemma that precedes it.
Proof of Lemma 1.1
If we include for the moment the dependence of X on the parameters b and κ in the notation we can write down the following scaling property:
The verification is elementary and is omitted here. Note that we can conclude from (2.1) that γ b,κ = bγ 1,κ/b . Hence it suffices to show the lemma for b = 1.
Let us recall that the n-th moments of interacting Wright-Fisher diffusions can be computed via a duality relation with a system of n coalescing random walks. See [Shi80, Lemma 2.3] for a full account of this. We need here only the first and second moment. Let Z 1 and Z 2 be random walks with q-matrix A T that coalesce at rate κ when they occupy the same site. Then the duality yields
This latter probability can be computed in terms of the escape probability of q of the difference walk (which has q-matrix 2Â) as 2q 2q+κ . Hence we have
This clearly implies the assertion of the lemma. 2
Proof of Theorem 1
The strategy of the proof is to describe the process X N via a martingale problem and to show that the quadratic variation process converges to that of super Brownian motion. Here we make use of the duality of interacting Wright Fisher diffusions to coalescing random walks. In fact, the proof is quite similar to the one given in [CDP00] for the voter model and we carry out in detail only the part that differs.
For ease of notation write
To meet the technical requirements of [CDP00] we will assume that ϕ ∈ C 
We abbreviate Γ
It is an exercise in stochastic calculus to check that
is a continuous square integrable martingale with quadratic variation process
With a view to (1.11), (1.12) and (2.4) it is clear that the main point is to show that
More precisely, the convergence has to be shown to take place in L 2 .
In fact, the martingale problem has exactly the form of Theorem 2.1 of [CDP00] with their error term ε 
We have to show the following lemma.
Lemma 2.1 (Convergence of the Mean)
For the proof of our Theorem 1, convergence of the means of the quadratic variation process is not enough but L 2 -convergence is needed. Together with the following moment bounds Theorem 4.1 of [CDP00] improves (2.10) to L 2 -convergence and in fact yields the conclusion of the proof of Theorem 1.
Lemma 2.2 (Moment bounds)
Hence (2.11) holds with C T = L. Also (2.13) holds with C T replaced by LC T . Now note that Ito's formula yields
Of course, C T can be chosen such that (2.12) holds. 2
Proof of Lemma 2.1
Note that so far we could adopt the arguments of of [CDP00] without using the fact that g is of the WrightFisher form. We will need it only here (and in Lemma 1.1) to exploit the duality to coalescing random walks in order to show (2.10).
Recall that g(x) = κx(1 − x/b)
where q is the escape probability of aÂ-random walk (recall (1.8)). Recall also from the proof of Lemma 1.1 that we can use a scaling argument to that without loss of generality we may assume b = 1. Hence we have
(2.14) Now let Z 1 and Z 2 be random walks with q-matrix A T that coalesce at rate κ when they are at the same site. Denote by p t = e tA T the transition probability of Z 1 . Let A t be the event that Z 1 and Z 2 have coalesced by time t and A := ∪ t≥0 A t . The duality yields, see (2.3), (with
(2.15)
Using the central limit theorem, there exists a constant C < ∞ such that
Thus, since X N 0 (1) ≤ K, the second term on the right hand side is smaller than
Hence we have
where the constant C ϕ depends on ϕ only. Hence by dominated convergence it suffices to show that for all
However this is true since (see the proof of Lemma 1.1) To make this precise, let δ > 0 be arbitrary. Fix T 0 > 0 such that (with C as in (2.16))
Estimating the total amount of time two independent random walks spend together gives a bound on the probability that Z 1 and Z 2 coalesce between time T and tN and end in a particular point j
Hence by choosing T 0 large enough, in addition to (2.21) we may assume
Let R > 0 be such that
Using (2.16) and the Markov property at time T 0 we get for N ≥ 2T 0 /t
Using the central limit theorem again we get that there exists an N 0 ≥ 2T 0 /t such that for all N ≥ N 0 and |k| < R
Combining (2.23), (2.25), (2.26), (2.16), (2.24), (2.21), and using the Markov property we get for N ≥ N 0
(2.27)
Since the estimate holds for all j, we get by Hölder's inequality
Since δ > 0 was arbitrary, (2.19) follows and the proof of Lemma 2.1 is completed. 2
Proof of Theorem 2
As in the proof of Theorem 1 we may assume without loss of generality that b = 1. The proof here is analogous to the proof of Theorem 1. First we formulate the martingale problem.
is a continuous square integrable martingale with quadratic variation process Using Theorem 4.1 of [CDP00] it is enough to establish convergence of the means instead or, more precisely, Lemma 2.1 and 2.2 in this setting. The proof of Lemma 2.1 works here without changes. In the proof of Lemma 2.2 we only needed the central limit theorem (which is in force here, too) and the fact that the probability that two random walks do not coalesce is On the other hand, for i = j, the probability to coalesce before either Z N,1 or Z N,2 makes a first jump is κ 6σ 2 +κ . After the first jump, the probability to coalesce is negligible by (3. 
