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Abstract of the Dissertation
The Effective Theory of Graphs,
Equivalence Relations, and Polish Spaces
by
Tyler James Arant
Doctor of Philosophy in Mathematics
University of California, Los Angeles, 2019
Professor Andrew Scott Marks, Co-Chair
Professor Yiannis N. Moschovakis, Co-Chair
This dissertation examines the effective theory of Borel graph combinatorics and analytic
equivalence relations, as well as the theory of recursive Polish spaces.
In Chapter 2, the effective combinatorics of graphs is studied, with an interest both in
situations in which the existence of Borel combinatorial objects guarantee the existence of
the corresponding effectively Borel objects, and in situations in which Borel constructions
do not completely effectivize. We establish the basic properties of graphs in which all ∆11
sets of vertices have ∆11 boundaries in the graph and, moreover, in which we can effectively
obtain codes for the boundaries of ∆11 set of vertices. It is then proven that if such a graph
admits a countable ∆11-coloring, then the graph has a ∆
1
1(O) maximal independent set. It is
shown that O is the optimal parameter for the continuous homomorphism of G0 into a graph
which is not countably ∆11-colorable, which is guaranteed to exist by the G0-dichotomy [14].
The relationship between finite Borel colorings and finite ∆11 colorings is studied. Building
upon work of Louveau [15], it is proven that Borel 2-colorability implies ∆11 2-colorability for
Σ11 graphs, a result that has applications to the combinatorics of 2-regular ∆
1
1 graphs. Using
a graph from [25], it is shown that a ∆11 graph with Borel chromatic number k ∈ {3, 4, . . . }
could have as its ∆11 chromatic number any element of {k, k + 1, · · · ,ℵ0}.
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Chapter 3 is focused on analytic equivalence relations. Using effective methods, an ex-
ample is given of an analytic equivalence relation which is not the connectedness relation of
a Borel graph. It is also shown that there is a Σ11 equivalence relation which is the connect-
edness relation of a Borel graph, but is not the connectedness relation of a ∆11 graph. The
notion of a ˜Σ11-ranked equivalence relation is introduced, which is a notion of a definable
ranking for the classes of an analytic equivalence relation with ω1-many classes. It is proved
that there are no almost Borel reductions from an analytic equivalence relation, all of whose
classes are Borel, to a ˜Σ11-ranked equivalence relation, generalizing a fact about almost Borel
reductions to Eω1 . Several analytic equivalence relations are then proven to be ˜Σ11-ranked.
Some foundational questions regarding recursive Polish spaces are addressed in Chapter
4. It is shown that there is a recursive Polish space X whose frame, i.e., the collection of ef-
fectively open subsets of ω×X , is not determined by the effectively open subsets of X . Some
results regarding recursive subspaces of the Baire space are proved, including a characteri-
zation of the effectively closed subsets of Baire space which are recursive subspaces. Finally,
a familiar representation theorem for effectively Borel subset of Baire space is extended to
all recursive Polish spaces.
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CHAPTER 1
Introduction
1.1 Motivation
The descriptive set theory of definable equivalence relations and definable graphs has been an
active area of research for the past several decades. In this research, effective descriptive set
theory has provided an important set of tools, especially in the (original) proofs of dichotomy
theorems. Notably, the Glimm-Effros dichotomy [10], the G0-dichotomy [14], and the E1-
dichotomy [12] were all originally proved using effective notions—the Gandy-Harrington
topology, in particular. Although in some cases classical proofs have subsequently been
discovered (see, for instance, [19]), the effective versions of these dichotomy results can also
yield additional information about the relationship of the existence of boldface objects and
the existence of lightface objects. For instance, from the effective statement of the G0-
dichotomy (Theorem 2.3.1) we immediately get the following corollary.
Corollary 1.1.1 (Kechris-Solecki-Todorcevic). A Σ11 graph G has countable Borel chromatic
number if and only if it has countable ∆11-chromatic number.
The existence of a boldface object (in the case of Corollary 1.1.1, a coloring) implying
the existence of a lightface object is interesting by virtue of its seeming unlikelihood, since,
in general, the boldface object may use some complicated parameter in its definition. An
example of an important open question regarding this type of phenomenon is the following.
Question 1.1.2 (Kechris-Louveau [12]). Does hyperfiniteness of a ∆11 countable equivalence
relation imply the existence of a ∆11 witness to the hyperfiniteness? In other words, if E
1
is a ∆11 countable equivalence relation on 2
ω which is hyperfinite, is E induced by a ∆11
automorphism T : 2ω → 2ω?
Such a question highlights the importance of understanding better the effective theory
of equivalence relations and graphs. Of course, many important contributions have already
been made, and we list here just a few. For facts regarding locally countable graphs and
countable equivalence relations, it is often the case that the original proofs in the classical
setting are (implicitely, if not explicitely) effective, immediately yielding the correspoding
lightface version. Consequently, the effective theory of locally countable graphs and locally
countable equivalence relations is very similar to the classical theory. However, there are also
results in the literature which demonstrate that the effective theory can strongly differ from
the classical theory. The theory of effectively Borel equivalence relations is studied in [5],
where, among many other important theorems, it is proved that there are ∆11 equivalence
relations which have the same finite number of equivalence classes, but which are not ∆11-
bireducible with each other. In [25], it is shown that there are ∆11 graphs which are Borel
3-colorable, but which admit no finite ∆11 colorings.
Examples of effective graphs or equivalence relations in which lightface objects fail to
exists can be used, via relativization methods, to construct counterexamaples for the boldface
theory. For a very simple example of this type of construction, consider the following. An
equivalence relation E on a Polish space X is smooth if there is a Polish space Y and a Borel
map f : X → Y such that, for all x, x′ ∈ X , xEx′ if and only if f(x) = f(x′). E admits a
Borel selector if there is a Borel map s : X → X such that, for all x, y ∈ X , xEy implies
s(x) = s(y) and xEs(x). Clearly, if E admits a Borel selector, then E is smooth; however,
the converse is not true. One way to prove this is to relativize the construction of a ∆11
equivalence relation as follows. Let C ⊆ N , where N is the Baire space, be a Π01 subset
which contains no hyperarithmetic reals. Define the ∆11 equivalence relation E on N by
αEβ ⇐⇒ df (α = β) ∨ (α, β ∈ C).
It is easy to show that E is ∆11 smooth, admits a ∆
1
1(ε)-selector for any ε ∈ C, but does
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not admit a ∆11-selector. We can relativize this construction to every real to obtain a ∆
1
1
equivalence relation which is ∆11 smooth but does not admit a Borel selector. Let C
′ ⊆ N×N
be a Π01 set such that for all α ∈ N the set C ′α = {β ∈ N : C ′(α, β)} contains no ∆11(α)
elements. (See [7, Theorem 3.10] for a proof that such a C ′ exists.) Define the ∆11 equivalence
relation E ′ on N 2 by
(α, β)E ′(γ, δ) ⇐⇒ (α = γ ∧ β = δ) ∨ (α = γ ∧ β, δ ∈ C ′α).
E ′ is ∆11 smooth, as witnessed by the ∆
1
1 function
f(α, β) =

0 ̂ (α⊕ β) if β /∈ Cα
1 ̂ α if β ∈ Cα.
However, E ′ does not admit a Borel selector. If s : N 2 → N 2 is a ∆11(ε) selector for some
ε ∈ N , set T = {(α, β) ∈ N 2 : s(α, β) = (α, β)}. Then T ∩ ({ε} × C ′ε) is a ∆11(ε) singleton,
which is a contradiction.
For the reasons outlined above, studying the effective theory of graphs and equivalence
relations, in particular understanding both situations in which classical constructions effec-
tivize and situations in which they do not, is an important project in descriptive set theory,
and it is to this project that this dissertation seeks to make some contributions.
1.2 Background
In this section, we fix some notation and review the concepts and facts that will play an
important role throughout. Our primary reference for descriptive set theory is [22], and we
will, for the most part, use the same notation. For recursion theory, our primary reference
is [4].
1.2.1 The natural numbers and the Baire space
ω denotes the set of natural numbers, {0, 1, 2, . . . }. As usual, ϕe will denote the Turing
machine with code e ∈ ω. For α : ω → ω, ϕαe is the Turing machine with code e relative to
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oracle α. We will also at times use the notation {e} and {e}α for ϕe and ϕαe , respectively.
ω<ω is the set of finite sequences of elements of ω. We will denote elements of ω by σ, τ,
etc. For σ, τ ∈ ω<ω, |σ| is the length of σ and we write σ v τ to mean that σ is an initial
segment of τ .
We fix a recursive coding 〈 〉 of ω<ω with the following properties. Every finite sequence
(i0, . . . , ik−1) of numbers has a unique sequence code, denoted 〈i0, . . . , ik−1〉. The set Seq ⊆ ω
of sequence codes is recursive. There is a recursive map `h : ω → ω such that if s is a sequence
code for σ ∈ ω<ω, then `h(s) = |σ|. There are recursive maps (·)k : ω → ω for each k ∈ ω
such that, if s = 〈i0, . . . , in−1〉 with k < n, then (s)k = ik.
With the sequence coding above, we can (in the usual way) carry over notions of recursion
theory to ω<ω. For instance, a set A ⊆ ω<ω is recursive just in case the set of sequence codes
of elements of A is recursive.
The Baire space is the set N := ωω of infinite sequences of natural numbers. We will
denote elements of N by Greek letters from early in the alphabet, α, β, γ, δ, ε, etc. Often,
we will refer to elements of N as reals. We consider N to be equipped with the product
topology, so that, in particular, the sets Nσ := {α ∈ N : σ @ α}, σ ∈ ω<ω, form a (clopen)
basis for N .
For the most part, we will work with spaces of the form ωk × N `, for k, ` ∈ ω, which
we will call product spaces. These product spaces are equipped with the product topology,
where each copy of ω is given the discrete topology and each copy of N is given the topology
described above.
1.2.2 The lightface pointclasses
A pointset is a pair (P,X ), where X is a product space and P ⊆ X . A pointclass Γ is
a collection of pointsets. If Γ is a pointclass and X is a product space, then Γ(X ) is the
collection of all pointsets (P,X ) ∈ Γ. Following the usual conventions, we say “let P ⊆ X
be in Γ” rather than “let (P,X ) be a pointset in Γ”.
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For a pointset P ⊆ X , we will use both set notation and relational notation, i.e., x ∈
P ⇐⇒ P (x). If P ⊆ X × Y and x ∈ X , then Px := {y ∈ Y : P (x, y)} is the section of P
above x.
If Γ is a pointclass, then ¬Γ is the pointclass consisting of the complements of the pointsets
in Γ, and ∃ωΓ is the pointclass consisting of pointsets of the form (P,X ),
P (x) ⇐⇒ (∃n)Q(x, n),
where (Q,X × ω) is a pointset in Γ.
For a tuple ~α ∈ N ` and m ∈ ω, we denote ~α  m := (α0  m, . . . , α`−1  m). The
pointclass Σ01 consists of sets U ⊆ ωk×N ` such that there is a recursive set R ⊆ ωk× (ω<ω)`
satisfying, for all (~n, ~α) ∈ ωk ×N `,
(~n, ~α) ∈ U ⇐⇒ (∃m)R(~n, ~α  m).
The arithmetical pointclasses Σ0n,Π
0
n,∆
0
n, n ∈ ω, n > 0, are generated from Σ01 via the
following recursion:
Π0n = ¬Σ0n, Σ0n+1 = ∃ωΠ0n, ∆0n = Σ0n ∩ Π0n.
A set P ⊆ ωk ×N ` is Σ11 if there is a Π01 relation C ⊆ (ωk ×N `)×N such that
P (~n, ~α) ⇐⇒ (∃β)C(~n, ~α, β).
The Π11 sets are exacly the complements of Σ
1
1 sets. A subset is ∆
1
1 if and only if it is both
Σ11 and Π
1
1.
Definition 1.2.1. Let Γ be a pointclass. A good ω-parameterization of Γ(X ) is a set U ⊆
ω ×X in Γ such that
(a) for every P ⊆ X in Γ, there is e ∈ ω such that P = Ue = {x ∈ X : U(e, x)};
(b) for every P ⊆ ωk ×X in Γ, there is a recursive function SP = S : ωk → ω such that, for
every ~n ∈ ωk,
P (~n, x) ⇐⇒ U(S(~n), x)
5
The pointclass Γ is said to be ω-parameterized if for every product space X , Γ(X ) admits a
good ω-parameterization.
Theorem 1.2.2. (see [22, 3F.6]) The pointclasses Σ0n,Π
0
n,Σ
1
1,Π
1
1 are all ω-parameterized.
1.2.3 Polish spaces and boldface pointclasses
A Polish space X is a separable, completely metrizable topological space. For example, the
space ω with the discrete topology and the Baire space N with the topology generated by
the basic clopen sets Nσ := {α ∈ N : σ @ α}, σ ∈ ω<ω, are both Polish spaces.
For the collection of Polish spaces, we have the classical pointclasses ˜Σin, ˜Πin, ˜∆in, for
i ∈ {0, 1} and n ∈ ω\{0}. The pointclass ˜Σ01 consists of the open sets, and the pointclass ˜Π01
consists of the closed sets. Sets in ˜Σ11 are called analytic sets, sets in ˜Π11 are called coanalytic
sets, and sets in ˜∆11 are the Borel sets. See [22] for formal definitions of the “boldface”
pointclasses.
For product spaces, the lightface pointclasses and the boldface pointclasses are related
through relativization as follows. For a pointclass Γ and a real ε ∈ N , the pointclass
Γ(ε) consists of all pointsets (P,X ) such that X is a product space and there is a pointset
P ∗ ⊆ N ×X in Γ satisfying
P (x) ⇐⇒ P ∗(ε, x)
for all x ∈ X . If Γ is one of the lightface pointclasses Σin,Πin, i ∈ {0, 1}, n ∈ ω \ {0}, then
˜Γ = ⋃ε∈N Γ(ε).
The effective notions generalize to a wider class of spaces than the product spaces ωk×N `,
namely, the class of recursive Polish spaces. We will explore these spaces in Chapter 4, where
one can find the basic definitions. For Chapter 2 and Chapter 3, we will only work with
product spaces; however, the results contained in those chapters do generalize to recursive
Polish spaces via standard “transfer” methods, e.g., using the following theorem.
Theorem 1.2.3. (see [22, 3E.6]) For every recursive Polish space X , there is a recursive
surjection pi : N → X . Moreover, there is a Π01 set A ⊆ N such that pi restricted to A is a
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bijection with X which amits a ∆11 inverse.
1.2.4 Hyperarithmetic reals
A real α is hyperarithmetic, or ∆11, if the set of its inital segments {σ ∈ ω<ω : σ @ α} is ∆11.
Equivalently, α is hyperarithmetic if its graph {(i, n) ∈ ω2 : α(i) = n} is Σ11. Relativizing
the notion, we obtain the definition for α to be ∆11(β), and we denote this relationship by
α ≤h β.
We denote the set of hyperarithmetic elements of N by ∆11 ∩ N . ∆11 ∩ N is a Π11 \ Σ11
subset of N .
Theorem 1.2.4. (Harrison’s effective perfect set theorem, see [22, 4F.1]) If P ⊆ N is Σ11
and countable, then P ⊆ ∆11 ∩N .
Thus, any uncountable Σ11 set must contain non-hyperarithmetic members. It fact, it is
possible for an uncountable Σ11 (even Π
0
1) set to contain only non-hyperarithmetic reals.
Theorem 1.2.5. (see [4, Proposition 2.5.2]) There exists nonempty, uncountable Π01 subsets
of N which have no ∆11 members.
The following theorem states that Π11 is closed under existential quantification over the
hyperarithmetic reals.
Theorem 1.2.6. (Kleene’s restricted quantification theorem, see [22, 4D.3]) If X is a product
space and Q ⊆ X ×N is Π11, then the relation
P (x) ⇐⇒ df (∃α ∈ ∆11)Q(x, α)
is also Π11.
Moreover, if Q ⊆ X ×N 2 is Π11, then the relation
P (x, α) ⇐⇒ df (∃β ∈ ∆11(α))Q(x, α, β)
is also Π11.
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1.2.5 Kleene’s O and hyperlow reals
Kleene’s O is a system of ordinal notations for the recursive ordinals. For the definition of
O, see [4]. O is a complete Π11 subset of ω, in the sense that any other Π11 subset of ω is
recursively reducible to O. Often, we use O as a stand-in for any Π11-complete subset of ω,
as in the case of the following theorem.
Theorem 1.2.7. (Kleene basis theorem, see [4, Lemma 2.5.1]) Every nonempty Π01 subset
of N contains an element which is O-recursive.
We say a countable ordinal ξ is recursive if there is a wellordering on ω with order type ξ.
ωck1 is the least non-recursive ordinal. Relativizing to a real α, ω
α
1 is the least ordinal which
is not α-recursive. We say that α is hyperlow if ωα1 = ω
ck
1 , and we denote by Xlow the set of
hyperlow reals.
Theorem 1.2.8. (see [4, Section 2.4.2])
(i) For α ∈ N ,
ωα1 = ω
ck
1 ⇐⇒ O 6≤h α ⇐⇒ Oα ≤h α⊕O
(ii) Xlow is Σ
1
1 \ Π11 and ∆11(O)
The hyperlow reals will play an important role in what follows since they are a basis for
the Σ11 subsets of N .
Theorem 1.2.9. (Gandy’s basis theorem, see [4, Theorem 2.5.3]) Every nonempty Σ11 set
of reals contains a real which is both hyperlow and O-recursive.
1.2.6 Coding linear orders and trees with reals
For α ∈ N , the binary relation on ω coded by α is the relation ≤α given by
n ≤α m ⇐⇒ df α(〈n,m〉) 6= 0,
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for n,m ∈ ω. We denote by LO the set of reals α such that ≤α is a linear order. The set
LO ⊆ N is Π01. For α ∈ LO, we denote Field(≤α) := {n ∈ ω : n ≤α n}, the set which is
linearly ordered by ≤α. We denote by WO the set of reals which code wellorders. WO is
Π11-complete subset of N , in the sense that any Π11 subset can be recursively reduced to WO.
For a real α ∈ N , the unary relation on ω<ω coded by α is the relation Tα given by
(s0, . . . , sn−1) ∈ Tα ⇐⇒ α(〈s0, . . . , sn−1〉) 6= 0,
for s0, . . . , sn−1 ∈ ω. Let Tr be the set of reals which code trees, i.e., α ∈ Tr if and only if
Tα ⊆ ω<ω is closed under initial segments. We denote by WF the set of reals which code
wellfounded trees, i.e., trees with no infinite branches. Like WO, WF is a Π11-complete set.
Recall that for a tree T ⊆ ω<ω, we inductively define a rank function ρ = ρT on the
wellfounded part of T by
ρ(σ) =

0 if σ is a terminal node of T
sup{ρ(σ ̂ n) + 1 : σ ̂ n ∈ T} otherwise.
If T is wellfounded, then we define the rank of the tree, |T |, to be ρ(∅).
For a tree T ⊆ ω<ω and n ∈ ω, we denote by Tn the tree {σ ∈ ω<ω : (n) ̂ σ}. If T is
wellfounded, then each Tn, n ∈ ω, is wellfounded and |T | = sup{|Tn|+ 1 : n ∈ ω}.
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CHAPTER 2
Effective Graph Combinatorics
2.1 Preliminaries on graphs
A graph on a set X is an irreflexive, symmetric binary relation G ⊆ X2. The set X is called
the vertex set of G, and elements of X are called vertices. If x and y are vertices and xGy,
then we say x and y are G-adjacent. If G is a graph on a set X, then EG will denote its
connectedness equivalence relation on X, i.e., for all x, y ∈ X,
xEGy ⇐⇒ df (∃z0, . . . , zn−1 ∈ X) xGz0G · · ·Gzn−1Gy.
The EG-classes are exactly the connected components of the graph G.
If ˜Γ is a boldface pointclass, then by a ˜Γ-graph we mean a graph G whose vertex set is a
Polish space X and G ∈ ˜Γ(X 2). If Γ is a lightface pointclass, then we will call G a Γ-graph if
its vertex set is a product space X = ωk ×N ` and G ∈ Γ(X 2). Since ωk ×N ` is recursively
isomorphic to N when ` > 0, we will usually just work with graphs on N .
The definable combinatorics of Borel graphs is an active area of research in descriptive
set theory. For a survey of the subject, see [13]. The aim of this chapter is to study the
effective version of Borel graph combinatorics. As is often the case in descriptive set theory,
many of the existing results in Borel graph combinatorics are proved using (implicitely, if not
explicitely) effective methods, making the lightface version of these facts trivial corollaries
of the original proofs of the boldface version.
A graph G is locally countable if every vertex of the graph is adjacent to countably many
other vertices. The fundamental boldface results regarding locally countable graphs are,
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for the most part, easily seen to be effective. (For this reason, examples where the graph
combinatorics do not effectivize will often involve graphs which are not locally countable.)
The effectivization of boldface results for locally countable graphs is due, to a large extent,
to the following effective version of the Lusin-Novikov theorem.
Theorem 2.1.1 (Effective Lusin-Novikov). Let R ⊆ N 2 be a ∆11 relation with countable
sections. Then R =
⋃
i Fi, where F ⊆ ω × N 2 is ∆11 and each Fi ⊆ N 2 is the graph of a
partial function.
In particular, if G ⊆ N 2 is a ∆11 graph, then there is a ∆11 function F : ω×N → N such
that, for all α, β ∈ N ,
αGβ ⇐⇒ α 6= β ∧ (∃i)[F (i, α) = β)].
The effective Luzin-Novakov theorem is a tool of fundamental importance in the study
of locally countable Borel graphs since it transforms quantifiers of the form “there exists a
real β G-adjacent to α . . . ” into an existential quantifier over ω.
2.2 Boundaries of ∆11 sets
2.2.1 Admitting ∆11 boundaries effectively
For a graph G on X and a subset A ⊆ X , the G-boundary of A is the set ∂G(A) := {x ∈ X :
x /∈ A ∧ (∃y)[y ∈ A ∧ xGy]}. We will write ∂(A) = ∂G(A) when the graph G is clear from
context.
There are examples of definable combinatorial constructions for graphs that involve pass-
ing from a Borel set to its (ideally, Borel) boundary. If such constructions are to be effective,
then we must be able to pass effectively from codes of ∆11 sets of vertices to codes of their
boundaries. To formally define these notions, we need to introduce a coding scheme for ∆11
subsets of N .
Fix a good ω-parameterization U ⊆ ω×N for Π11(N ). For a ∆11 set B ⊆ N , a pair 〈e, i〉
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is a simple code for B if B = Ue and B = ¬Ui. In addition to this simple coding, we will fix
a nice coding as follows.
Definition 2.2.1. By a nice coding for ∆11(N ), we mean a triple (C,DΠ,DΣ), where
(i) C ⊆ ω is Π11, called the set of codes;
(ii) DΠ ⊆ ω ×N is Π11 and DΣ ⊆ ω ×N is Σ11;
(iii) for every e ∈ C, DΠe = DΣe ;
(iv) for every ∆11 set B ⊆ N , there is e ∈ C such that B = DΠe = DΣe .
(v) the coding (C,DΠ,DΣ) is recursively equivalent to the simple coding, in the sense that
there are recursive functions f, g : ω → ω such that, for every e ∈ ω,
e ∈ C =⇒ f(e) is a simple code for B = DΠe = DΣe
e is a simple code for B =⇒ g(e) ∈ C and B = DΠg(e) = DΣg(e).
Such nice codings exists, see for example [10, Section 3.3]. When e ∈ C, we will often simply
write De to mean the set DΠe = DΣe .
Let Φ : ∆11(N ) → ∆11(N ) be a set operator on ∆11 subsets of N . We say Φ is recursive
in the codes if there is a recursive function u : ω → ω such that, for every e ∈ ω,
e ∈ C =⇒ u(e) ∈ C ∧ Φ(De) = Du(e).
Φ is ∆11 in the codes if there is a function u as above which is ∆
1
1. We will also consider
operators on tuples of ∆11(N ) sets, and the notions of effectivity in the codes generalize in
the obvious way.
Proposition 2.2.2. (see [22, 3H]) The following set operations on ∆11 sets are recursive in
the codes: complementation, finite unions, finite intersections.
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Definition 2.2.3. A graph G on N admits ∆11 boundaries if ∂G(A) is ∆11 for every ∆11
subset A ⊆ N . We say that a graph G on N admits ∆11 boundaries effectively if G admits
∆11 boundaries and, moreover, the set operation
∆11(N ) \ {∅} → ∆11(N ), A 7→ ∂G(A)
is ∆11 in the codes, i.e., there is a ∆
1
1 function u : ω → ω such that ∂(De) = Du(e) for every
e ∈ C with De 6= ∅. Relativizing, for a real α we say G admits ∆11 boundaries effectively-in-α
if there is a function u as above which is ∆11(α).
Remark 2.2.4. Since the simple coding and the nice coding are recursively equivalent,
admitting ∆11 boundaries effectively is equivalent to the following statement: for some
(equivalently, any) good ω-parameterization U ⊆ ω × N of Π11(N ) there are ∆11 functions
SΠ, SΣ : ω → ω such that, for any e, i ∈ ω,
A = Ue = ¬Ui 6= ∅ =⇒ ∂G(A) = USΠ(e,i) = ¬USΣ(e,i).
Remark 2.2.5. Definition 2.2.3 does not require that the function u is accurate on codes
for the empty set for two reasons: (1) the applications of the property below do not require
it, and (2) there are very simple graphs that admit ∆11 boundaries effectively, but cannot
do so in a way such that u(e) is a code for the empty set whenever e ∈ C is a code for
the empty set. (Note that ∂G(∅) = ∅ for any graph G.) For example, consider the graph
G := {(α, β) ∈ N 2 : α 6= β}. Since ∂G(B) = N \B for any B 6= ∅ and since complementation
of ∆11 sets is recursive in the codes, G admits ∆
1
1 boundaries effectively. However, it cannot
do so in a way such that the code function is accurate on codes of the empty set. This is
due to the fact that the property of a closed set being nonempty is Π11-complete.
Proposition 2.2.6. If G is a ∆11 graph which is locally countable, then G admits ∆
1
1 bound-
aries effectively.
Proof. Using the effective Lusin-Novikov theorem, there is a ∆11 set F ⊆ ω ×N 2 such that
G = (
⋃
Fn) \ {(α, β) ∈ N 2 : α = β}. For B ⊆ N ,
α ∈ ∂G(B) ⇐⇒ α /∈ B ∧ (∃n)[Fn(α) ∈ B].
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Fix a good ω-parameterization U ⊆ ω×N of Π11(ω), and define relations P,R ⊆ ω2×N by
P (e, i, α) ⇐⇒ df U(i, α) ∧ (∃n)U(e, Fn(α)),
R(e, i, α) ⇐⇒ df ¬U(e, α) ∧ (∃n)¬U(i, Fn(α)).
Easily, P is Π11 and R is Σ
1
1. Since U is a good parameterization of Π
1
1(N ), we have recursive
functions SΠ, SΣ : ω → ω satisfying, for all e, i ∈ ω and α ∈ N ,
P (e, i, α) ⇐⇒ U(SΠ(e, i), α),
R(e, i, α) ⇐⇒ ¬U(SΣ(e, i), α).
It is readily verified that these functions witness that G admits ∆11 boundaries effectively.
There are ∆11 graphs which admit ∆
1
1 boundaries, but which fail to admit ∆
1
1 boundaries
effectively. To prove this, we will make use of (the strong form of) the Spector-Gandy
theorem.
Theorem 2.2.7. (Spector-Gandy, see [7, Theorem 5.1]) For every Π11 set P ⊆ ω, there is a
Π01 set C ⊆ ω ×N such that, for every n ∈ ω,
P (n) ⇐⇒ (∃α ∈ ∆11)C(n, α) ⇐⇒ (∃!α)C(n, α).
Theorem 2.2.8. There is a ∆11 graph G which admits ∆
1
1 boundaries, but G does not admit
∆11 boundaries effectively.
Proof. Fix a ∆11 equivalence relation E on N , all of whose classes are countably infinite. (For
example, E0, the equivalence relation on N of eventual equality.) For α ∈ N , we denote its
E-class by [α]. Note that, by the effective perfect set theorem, [α] ⊆ ∆11(α) for every α ∈ N .
Let G be the ∆11 graph on N defined by
αGβ ⇐⇒ df ¬(αEβ).
Claim 1. If B ⊆ N is ∆11, then so too is ∂(B).
Proof of Claim 1. We consider two cases.
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Case 1: there is an α such that α /∈ B and ¬(αGβ) for all β ∈ B, i.e., αEβ for all β ∈ B.
Thus, B ⊆ [α], so that in particular B is countable. Since B is countable and ∆11, each of
its members is a ∆11 element. It follows that [α] is ∆
1
1. Thus, ∂(B) = ¬[α], a ∆11 set.
Case 2: for every α /∈ B, there is β ∈ B such that αGβ. In this case, ∂(B) = ¬B. `
In summary, if B is a nonempty ∆11 set, then
∂(B) =

N \ [α] if B ⊆ [α] for some α ∈ ∆11;
N \B otherwise.
The next claim easily follows from the proof of Claim 1.
Claim 2. For a nonempty ∆11 set B,
(∃α ∈ ∆11)B ( [α] ⇐⇒ (∃α)[α /∈ B ∧ α /∈ ∂(B)].
Now, we are ready to show that G does not admit ∆11 boundaries effectively. Suppose,
by means of contradiction, that G does admit ∆11 boundaries effectively.
Let R ⊆ ω be Π11 \Σ11. By Theorem 2.2.7, there is a Π01 set C ⊆ ω×N satisfying, for all
n ∈ ω,
R(n) ⇐⇒ (∃α ∈ ∆11)C(n, α) ⇐⇒ (∃!α)C(n, α).
Since C is Π01 and G admits ∆
1
1 boundaries effectively, there is a ∆
1
1 function u : ω → ω such
that u(n) ∈ C and Du(n) = ∂G(Cn) whenever n ∈ ω and Cn 6= ∅. Then, once we establish the
equivalences
R(n) ⇐⇒ Cn 6= ∅ ∧ (∃α ∈ ∆11)Cn ( [α] (2.2.1)
⇐⇒ (∃α)C(n, α) ∧ (∃β)[β /∈ ∂G(Cn) ∧ β /∈ Cn] (2.2.2)
⇐⇒ (∃α)C(n, α) ∧ (∃β)[β /∈ DΠu(n) ∧ β /∈ Cn)], (2.2.3)
we will have derived the contradiction that R is Σ11. The equivalence (2.2.1) follows from
R(n) =⇒ (∃!α)C(n, α) ∧ (∃α ∈ ∆11)C(n, α) =⇒ (∃α ∈ ∆11)Cn = {α}
=⇒ Cn 6= ∅ ∧ (∃α ∈ ∆11)Cn ( [α]
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and
Cn 6= ∅ ∧ (∃α ∈ ∆11)Cn ( [α] =⇒ (∃α ∈ ∆11)(∃βEα)C(n, β)
=⇒ (∃β ∈ ∆11)C(n, β) =⇒ R(n).
Equivalence (2.2.2) is verified using Claim 2; and the last equivalence (2.2.3) just uses the
property of u.
In light of this failure to admit ∆11 boundaries effectively, our next aim is to prove that
every Σ11 graph G which admits ∆
1
1 boundaries does so effectively-in-O. Towards this end,
we first establish a lemma. Recall that Xlow is the set of hyperlow reals, and let TotO be the
set of e such that ϕOe is total.
Lemma 2.2.9. Let P ⊆ ω ×N be a Σ11 set. Then, the relation P ∗ ⊆ ω2 defined by
P ∗(n, e) ⇐⇒ e ∈ TotO ∧ ϕOe ∈ Xlow ∧ P (n, ϕOe )
is ∆11(O).
Proof. Recalling that Xlow is ∆
1
1(O), we immediately have that P ∗ is Σ11(O).
Let C ⊆ ω ×N 2 be a Π01 set such that, for all n ∈ ω and α ∈ N ,
P (n, α) ⇐⇒ (∃β)C(n, α, β).
Once we establish the equivalence
P ∗(n, e) ⇐⇒ e ∈ TotO ∧ ϕOe ∈ Xlow ∧ (∃β ∈ ∆11(O))C(n, ϕOe , β),
it will follow that P ∗ is Π11(O) by the Kleene restricted quantification theorem. The (⇐)
direction is immediate. For (⇒), suppose P ∗(n, e) holds and let α = ϕOe . Since Cn,α is Π01(α)
and nonempty, it follows from the Kleene basis theorem that there is β ∈ Cn,α which is
Oα-recursive. But, since α is hyperlow and O-recursive, we have
β ≤T Oα ≤h O ⊕ α ≤T O,
hence β ∈ ∆11(O).
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Theorem 2.2.10. Suppose G is a Σ11 graph which admits ∆
1
1 boundaries. Then, G admits
∆11 boundaries effectively-in-O. Moreover, O is the ≤h-optimal parameter for this statement.
Proof. Define R ⊆ ω2 by
R(e, i) ⇐⇒ df e, i ∈ C ∧ ∂De = Di.
It is enough to show that R is ∆11(O), since in that case the function u(e) = min{i ∈ ω :
R(e, i)} is a ∆11(O) function witnessing that G amits ∆11 boundaries effectively-in-O.
Define P ⊆ ω ×N by
P (e, α) ⇐⇒ df α /∈ DΠe ∧ (∃β)[β ∈ DΣe ∧ αGβ],
which is clearly Σ11. The key property of P is that Pe = ∂De whenever e ∈ C. Thus, for
e, i ∈ C we have
∂De ⊆ Di ⇐⇒ (∀x)[P (e, x)→ x ∈ DΠi ],
where the relation on the righthand side is Π11(ω
2), hence O-recursive.
Let P ∗ ⊆ ω2 and DΣ∗ ⊆ ω2 be the ∆11(O) relations obtained by applying Lemma 2.2.9
to P and DΣ, respectively. Consider codes e, i ∈ C and the corresponding ∆11 sets De, Di.
By our assumption on G, the set ∂(De) is again ∆11, and hence so too is Di \ ∂(De). By the
Gandy basis theorem, Di \ ∂De 6= ∅ if and only if there is α ∈ Di \ ∂De such that α ≤T O
and α ∈ Xlow. In other words, for e, i ∈ C,
Di ⊆ ∂De ⇐⇒ (∀c)[DΣ∗(i, c)→ P ∗(e, c)]
Thus, we have established the equivalences
R(e, i) ⇐⇒ e, i ∈ C ∧ ∂De ⊆ Di ∧ Di ⊆ ∂De
⇐⇒ e, i ∈ C ∧ (∀x)[P (e, x)→ x ∈ DΠi ]
∧ (∀c)[DΣ∗(i, c)→ P ∗(e, c)],
which show that R is indeed ∆11(O).
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To see that O is the optimal parameter for the statement, consider the graph G from the
proof of Theorem 2.2.8. Suppose the graph G admits ∆11 boundaries effectively-in-ε for some
real ε. Following the proof, equivalence (2.2.3) establishes that for an arbitrary Π11 subset
R ⊆ ω,
n ∈ R ⇐⇒ (∃α)C(n, α) ∧ (∃β)[β /∈ DΠu(n) ∧ β /∈ Cn)],
where C ⊆ ω × N is Π01 and u : ω → ω is a ∆11(ε) function. Thus, any Π11 subset of ω is
Σ11(ε); in particular, this implies that O ≤h ε.
We end this section with an observation about the relationship between boundaries in
the graph and the distance function. For a graph G on X , let dG : X 2 → N ∪ {∞} denote
the distance function induced by G. For x ∈ X and A ⊆ X , let dG(x,A) = miny∈A dG(x, y).
Proposition 2.2.11. If G admits ∆11 boundaries effectively, then we can compute the dis-
tance between vertices and ∆11 sets of vertices in a ∆
1
1 way. More precisely, there is a ∆
1
1
function g : ω ×N → ω ∪ {∞} satisfying, for all e ∈ ω and α ∈ N ,
e ∈ C =⇒ g(e, α) = dG(α,De).
Proof. For A ⊆ N , let Φ(A) := A∪ ∂(A). An easy exercise in combinatorics shows that, for
any α ∈ N and n ∈ ω,
dG(α,A) = n ⇐⇒ α ∈ Φn(A) \ Φn−1(A),
where Φ−1(A) = ∅, Φ0(A) = A, Φn+1(A) = Φ(Φn(A)).
Let v : ω → ω be the ∆11 function witnessing that G admits ∆11 boundaries effectively. Let
u : ω2 → ω be a recursive function so that, for any e, i ∈ C, u(e, i) ∈ C and Du(e,i) = De ∪Di.
Then, define a ∆11 function f : ω
2 → ω by the recursion
f(e, 0) = e, f(e, n+ 1) = u(f(e, n), v(f(e, n)).
It is easily checked that for e ∈ C and n ∈ ω, f(e, n) ∈ C and Df(e,n) = Φn(De). Now, we
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define the function g by
g(e, α) = n ⇐⇒ df [n = 0 ∧ α ∈ DΣe ]
∨ (∃k)[n = k + 1 ∧ α ∈ DΣf(e,k+1) ∧ α /∈ DΠf(e,k)]
∨ [n =∞∧ (∀k)[α /∈ DΠf(e,k)].
So, the graph of g is Σ11, hence g is a ∆
1
1 function.
If G is a graph on N and A ⊆ N , then [A]G = {α ∈ N : (∃β ∈ A)αEGβ}. In other
words, [A]G is the smallest EG-invariant set containing A.
Corollary 2.2.12. If G admits ∆11 boundaries effectively, then [A]G is ∆
1
1 for every ∆
1
1 set
A and, moreover, the assignment
∆11(N ) \ {∅} → ∆11(N ), A 7→ [A]G = {α ∈ N : (∃β ∈ A)αEGβ}
is ∆11 in the codes codes.
Proof. Follows immediatly from Proposition 2.2.11 since for a ∆11 set A ⊆ N ,
α ∈ [A]G ⇐⇒ dG(α,A) <∞ ⇐⇒ (∃n)dG(α,A) = n
and we can find dG(α,A) in a ∆
1
1 way in the codes.
Remark 2.2.13. By using Theorem 2.2.10 and the arguments above, one can also prove
the following statement. If G is a Σ11 graph on N which admits ∆11 boundaries, then we
can compute the distance between vertices and ∆11 sets of vertices in a ∆
1
1(O) way, and,
consequently, [A]G is ∆
1
1(O) for every ∆11 set A ⊆ N .
2.2.2 An application to maximal independent sets
For a graph G with vertex set X, a subset Y ⊆ X is G-independent if no two elements of Y
are G-adjacent; a subset K ⊆ X is a maximal independent set if it is a G-independent set
which is maximal with respect to inclusion.
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In this section, we will study the existence of ∆11 independent sets in definable graphs.
Our first observation is that the existence of a Borel maximal independent set does not in
general gaurantee the existence of a ∆11 maximal independent set.
Proposition 2.2.14. There is a ∆11 graph that has a Borel maximal independent set, but
does not have a ∆11 maximal independent set.
Proof. Let C ⊆ N be a Π01 set with no ∆11 points. Define a ∆11 graph G on N by
αGβ ⇐⇒ df α 6= β ∧ α ∈ C ∧ β ∈ C.
Fix a point α0 ∈ C; then the set (N \ C) ∪ {α0} is a Borel maximal independent set for G.
Assume towards a contradiction thatK is a ∆11 maximal independent set forG. SinceK is
independent and any two elements of C are adjacent, K∩C must be a singleton, K∩C = {α}
for some α ∈ C. But then α is a ∆11-singleton which belongs to C, contradicting the choice
of C.
Remark 2.2.15. Note that, if K is a Borel G-independent set which is maximal among all
Borel G-indepdent sets, then K is a maximal independet set for G. This is because adding
a single element to a Borel set results in another Borel set. The example given above shows
that the effective version of this does not hold; in the graph above, the set N \ C is a ∆11
G-indepdent set which is maximal among all ∆11 G-independent sets, but C is not a maximal
independet set for G.
For a graph G on a set X, a (proper) coloring of G is a map c : X → Y such that, for all
x, y ∈ X,
xGy =⇒ c(x) 6= c(y)
The chromatic number of G, denoted χ(G), is the least cardinal κ such that there is a coloring
c : X → Y of G with |Y | = κ. If G is a graph on a Polish space X , then the Borel chromatic
number of G, denoted χB(G), is the least cardinal κ such that there is a Polish space Y with
|Y| = κ and a Borel coloring c : X → Y . If G is a graph on a product space X , then the ∆11
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chromatic number of G, denoted χ∆11(G), is the least cardinal κ such that there is a product
space Y with |Y| = κ and a ∆11 coloring c : X → Y . Noting the possible cardinalities of
Polish spaces and product spaces, the possible values of Borel chromatic numbers and ∆11
chromatic numbers are 1, 2, 3, . . . ,ℵ0, 2ℵ0 . Also, for any graph G on a product space X , we
have the trivial inequalities
χ(G) ≤ χB(G) ≤ χ∆11(G).
If c : X → ω is a countable coloring of a graph G on X , then the color sets of c are the
preimage sets Ci = f
−1(i), i ∈ ω. Of course, if c is a Borel coloring, then the sets Ci are
Borel; if c is a ∆11 coloring, then C0, C1, . . . is a uniformly ∆
1
1 sequence of sets.
The following theorem uses a Borel countable coloring to construct a Borel maximal
independent set.
Theorem 2.2.16 (Kechris-Solecki-Todorcevic [14]). Let G be a graph on a Polish space X
such that ∂G(B) is Borel for every Borel set B ⊆ X . If χB(G) ≤ ℵ0, then G admits a Borel
maximal independent set.
Proof sketch. Let C0, C1, . . . , be the Borel color sets of the countable Borel coloring of G.
By the definition of coloring, C0 is independent. Set Y0 = C0. Next, we want to add in the
points from C1 that are not already connected to points in Y0, so we set Y1 = C1 \ ∂(Y0).
Continuing in this way, we define sets Yn inductively by Yn+1 = Cn+1 \ ∂(
⋃
i≤n Yi). Then,
Y =
⋃
i∈ω Yi is our Borel maximal independent set.
Since complements, finite unions, and finite intersections are all recursive in the ∆11 codes,
it is clear that the only potential source of non-effectivity in the proof of Theorem 2.2.16
is in passing from the set ∪i≤nYi to its boundary. But we have proven that we can do this
effectively-in-O for any Σ11 graph such that the boundary of every ∆11 set of vertices is ∆11.
Thus, we arrive at the following result.
Theorem 2.2.17. Let G be a Σ11 graph such that G admits ∆
1
1 boundaries and χ∆11(G) ≤ ℵ0.
Then, G admits a ∆11(O) maximal independent set. Moreover, if G admits ∆11 boundaries
effectively, then G has a ∆11 maximal independent set.
21
2.3 The G0-dichotomy
Let D = {τn ∈ 2<ω : n < ω} be a set of strings such that
(i) D is dense, i.e., for every σ ∈ 2ω there is n such that σ v τn;
(ii) for any n 6= m, τn 6v τm and τm 6v τn;
(iii) |τn| = n for every n ∈ ω.
The graph G0 is defined on 2
ω by
αG0β ⇐⇒ df (∃n)(∃i ∈ {0, 1})(∃γ)[α = τn ̂ i ̂ γ ∧ β = τn ̂ (1− i) ̂ γ].
The definition of G0 is independent, up to Borel isomorphism, of the choice of D with
properties (i), (ii), (iii). For our purposes, we choose D to be recursive, so that G0 is Σ
0
2.
The G0-dichotomy theorem characterizes when analytic graphs admit Borel countable
colorings. The original proof of G0 used effective methods, yielding the following effective
statement.
Theorem 2.3.1 (Kechris-Solecki-Todorcevic [14]). Let G be a Σ11 graph on N . Then, exactly
one of the following holds:
(1) χ∆11(G) ≤ ℵ0; or
(2) there is a continuous graph homomorphism from G0 to G.
Immediately, the effective nature of the statement yields a result about the relationship
of χB(G) and χ∆11(G) for Σ
1
1 graphs.
Corollary 2.3.2. If G is a Σ11 graph, then χB(G) ≤ ℵ0 if and only if χ∆11(G) ≤ ℵ0.
Proof. One direction follows trivially from the fact that we always have χB(G) ≤ χ∆11(G). For
the nontrivial direction, assume χB(G) ≤ ℵ0. By the relativized version of the G0 dichotomy,
there is no continuous homomorphism from G0 to G. But then by the unrelativized G0
dichotomy, χ∆11(G) ≤ ℵ0.
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Our main result in this section is that alternative (2) in Theorem 2.3.1 can be strength-
ened to
(2’) there is a continuous, ∆11(O) homomorphism from G0 to G
and, moreover, O is the ≤h-optimal parameter for (2′).
The strong Choquet game for the Gandy-Harrington topology is the two-player game
with ω-many rounds, where player I starts each round by playing a Σ11 set A ⊆ N and a real
α ∈ A, and player II responds by playing a Σ11 set B ⊆ A with α ∈ B. Player II wins the
game if the intersection of all the Σ11 sets played is nonempty. For statements and proofs of
the basic facts regarding this game, see [10].
Consider the following coded version of the Strong Choquet game for the Gandy-Harrington
topology. For a real α and e ∈ ω, we call e an O-code for α if α = ϕOe . Fix a good ω-
parameterization U ⊆ ω × N for Σ11(N ). On round n, player I begins by playing a pair of
numbers (en, in) and player II responds with a single number e
∗
n, subject to the following
rules
• Both Uen and Ue∗n are nonempty, and Ue∗n ⊆ Uen .
• in is an O-code for some real in Uen ∩ Ue∗n .
• player II wins if and only if ⋂n Uen 6= ∅.
Player II has a winning strategy in the (strong) Choquet game for the Gandy-Harrington
topology. The standard proof of this fact involves Player II building finite approximations
to a real α in the intersection of the Σ11 sets played, while at the same time building finite
approximations to a witness that α is in the intersection. To build these witnesses, one must
determine which parts of the recursive trees projecting to the played Σ11 sets are illfounded.
Since the property of a recursive tree being illfounded is computable from O, we have the
following result.
23
Proposition 2.3.3. Player II has a ∆11(O) winning strategy in the (coded) strong Choquet
game. Moreover, it can be arranged so that whenever (en, in, e
∗
n)n<ω is a run of the coded
game occording to player II’s winning strategy, we have
⋂
n Uen = {α} and α  (n + 1) =
αn  (n+ 1), where αn is the real coded by in.
Theorem 2.3.4. Let R be a Σ11 graph on a product space X . If R has uncountable ∆11
chromatic number, then there is a continuous, ∆11(O) homomorphism from G0 into R.
Proof. Let Y be the set whose compliment is {x ∈ X : (∃B ∈ ∆11(X )) : x ∈ B∧(B×B)∩R =
∅}. From the proof in [14], if χ∆11(R) > ℵ0, then Y is a nonempty Σ11 set which is not R-
independent.
Let U ⊆ ω ×N and V ⊆ ω ×N 2 be universal sets for Σ11(N ) and Σ11(N 2), respectively.
Let G(N ) and G(N 2) denote the strong Choquet games using Σ11 subsets of N and using Σ11
subsets of N 2, respectively. By Proposition 2.3.3, we have ∆11(O) winning strategies S1, S2
for player II for G(N ) and G(N 2), respectively.
Our aim is to define ∆11(O) functions f, g, g∗ : 2<ω → ω and h, h∗ : ω×2<ω → ω satisfying
(i) For all σ ∈ 2<ω, f(σ) is an O-code for a real xσ ≤T O such that xσ ∈ Y and
(Ug(σi), xσi, Ug∗(σi))i≤|s|
is a play in G(N ) in which player II follows S1.
(ii) For all k ∈ ω and σ ∈ 2<ω, we have that
(
Vh(k,σi), (xtk ̂ 0 ̂ (σi), xtk ̂ 1 ̂ (σi)), Vh∗(k,(σi)))i≤|σ|
is a play of G(N 2) in which player II follows strategy S2.
(iii) For all k ∈ ω, Vh(k,∅) = R.
Having defined such functions, then the function ψ : 2ω → X defined by ψ(α) = xαn will
be the desired homomorphism from G0 to R. Note that ψ is indeed ∆
1
1(O) since, if α ∈ 2ω,
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n, k ∈ ω, and σ = α  (n+ 1),
ψ(α)(n) = k ⇐⇒ σ(n) = k ⇐⇒ ϕOf(σ)(n) = k.
The details of verifying that ψ is a homomorphism are exactly as in the proof in [14].
Now, we give the construction. Set g(〈0〉) and g(〈1〉) to be U -codes for Y . Since (Y ×
Y ) ∩ R is a nonempty Σ11 set, by the Gandy basis theorem we can find O-codes f(〈0〉) and
f(〈1〉) for some x0, x1 ∈ Y with (x0, x1) ∈ R. Let h(0, ∅) be a code for R. For i = 0, 1, let
g∗(〈i〉) be the σ1 response to the play (Ug(〈i〉), xi) in G(X). Let h∗(0, ∅) be the σ2 response
to the play (Vh(0,∅), (x0, x1)) in G(N 2).
Suppose f(σ), g(σ), g∗(σ) have been defined for all σ with |σ| ≤ n, and h(k, τ), h∗(k, τ)
have been defined whenever k + 1 + |τ | ≤ n. To satisfy condition (iii), we define h(n, ∅) to
be a code for R. Define
A(yτn , y) ⇐⇒ df y = 〈yσ〉σ∈2n,σ 6=τn ∧ (∀σ ∈ 2n)[yσ ∈ Y ∧ U(g∗(σ), yσ)]
∧ (∀k < n)(∀σ ∈ 2n−k−1)V (h∗(k, σ), yτk ̂ 0 ̂ σ, yτk ̂ 1 ̂ σ),
and
B(yτn) ⇐⇒ df (∃y)A(yτn , y),
which are both Σ11. By induction hypothesis, we have B(xτn), witnessed by the xσ for σ ∈ 2n.
Since xτn ∈ Y , it follows from the definition of Y that (B ×B) ∩R 6= ∅. Thus,
P (y0τn , y
1
τn , y
0, y1) ⇐⇒ df R(y0τn , y1τn) ∧ A(y0τn , y0) ∧ A(y1τn , y1)
is Σ11 and nonempty. Note that codes for the set A can be computed from the values of g
∗, h∗
that we have constructed so far; in other words, there is a Σ11 set P0 satisfying
P (y0τn , y
1
τn , y
0, y1) ⇐⇒ P0(m,n, y0τn , y1τn , y0, y1),
where m codes in some natural way the values g∗(σ), σ ∈ 2n, and n codes in some natural
way the values h∗(k, τ), k < n and τ ∈ 2n−k−1. Apply Lemma 2.2.9 to P0 to obtain the
∆11(O) set P ∗0 ⊆ ω3, so that P ∗0 (m,n, e) holds exactly when each eiσ is a O-code for a real yiσ,
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and when put together, yi = 〈yσ〉σ∈2n,σ 6=τn , they satisfy P (y0tn , y1tn , y0, y1). Thus, we may use
P ∗0 to find in a ∆
1
1(O) way the least e = 〈eiσ〉i∈{0,1},σ∈2n satisfying P ∗0 (m,n, e). Then, using
this e we define f(σ ̂ i) = eiσ for any σ ∈ 2n and i = 0, 1, so that xσ ̂ i = yiσ. More precisely,
we have defined f on elements of 2n+1 using the recursion
f(σ ̂ i) = l ⇐⇒ (∃e = 〈eiσ〉i∈{0,1},σ∈2n)(∀e˜ < e)[l = eiσ
∧ P ∗0 (〈g∗(σ)〉σ∈2n , 〈h∗(k, τ)〉k<n,τ∈2n−k−1 , e)
∧ ¬P ∗0 (〈g∗(σ)〉σ∈2n , 〈h∗(k, τ)〉k<n,τ∈2n−k−1 , e˜)],
which is a ∆11(O) condition.
To extend g and h, we copy the previous moves of player II, setting g(σ ̂ i) = g∗(σ) for
σ ∈ 2n, and setting h(k, τ ̂ i) = h(k, τ) whenever i ∈ {0, 1} and k + 1 + |τ | = n. We can do
this since for σ ∈ 2n and i = 0, 1, A(yiτn , yi) implies U(g∗(σ), yiσ). Finally, we extend g∗ and
h∗ according to the strategies S1 and S2, respectively.
Lemma 2.3.5. If ε ∈ N is a real such that every nonempty Π01 set C ⊆ N contains an
element which is ∆11(ε), then O ≤h ε.
Proof. Fix a Π01 set C ⊆ ω ×N such that
n /∈ O ⇐⇒ (∃α)C(n, α).
By our hypothesis on ε,
n /∈ O ⇐⇒ (∃α)C(n, α) ⇐⇒ (∃α ∈ ∆11(ε))C(n, α),
which shows that O is Σ11(ε).
Theorem 2.3.6. Suppose ε ∈ N satisfies the following property: for any Σ11 graph G, exactly
one of the following holds;
(1) χ∆11(G) ≤ ℵ0; or
(2) there is a ∆11(ε) homomorphism from G0 to G.
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Then it follows that O ≤h ε.
Proof. By Lemma 2.3.5, it suffices to show that every nonempty Π01 subset of N contains an
element which is ∆11(ε). Let C ⊆ N be an arbitrary nonempty Π01 subset of N . Consider
the graph G on N defined by
αGβ ⇐⇒ df α 6= β ∧ α ∈ C ∧ β ∈ C.
Since G is a ∆11 graph, by our assumption on ε we either have that (1) χ∆11(G) ≤ ℵ0 or (2)
there is a ∆11(ε) homomorphism f : N → N from G0 to G. Since G restricted to C is a
complete graph, if case (1) occurs then C must be countable. By the effective perfect set
theorem, C contains only ∆11 reals; so, in particular, C contains a real which is ∆
1
1(ε). In
case (2), note that the image of f is contained in C since G0 contains no isolated points
and all the points outside of C are isolated in G. Consider a ∆11 real α ∈ N . Since the
homomorphism f is ∆11(ε), f(α) ∈ C is also ∆11(ε).
2.4 Graphs with finite ∆11 chromatic number
2.4.1 Borel 2-colorable implies ∆11 2-colorable
A graph G is bipartite if its vertex set can be partitioned into two G-independent sets. A
graph G is 2-colorable if and only if it is bipartite. This statement remains true when the
colorability and the bipartition are modified by “Borel” and “∆11”.
The main result from his section is that Borel 2-colorability and ∆11 2-colorability coincide
for Σ11 graphs. This follows in part from the following result from Louveau’s unpublished
[16].
Theorem 2.4.1 (Louveau [16]). For a ˜Σ11 graph G, the following are equivalent.
(1) χB(G) = 2;
(2) G is bipartite and Godd has countable Borel chromatic number.
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We will sketch Louveau’s proof of Theorem 2.4.1, noting two important points:
(1) The methods of the proof are (implicitely) effective, yielding the following lightface
version of the theorem.
Theorem 2.4.2 (Louveau). For a Σ11 graph G, the following are equivalent.
(1) χ∆11(G) = 2;
(2) G is bipartite and Godd has countable ∆11 chromatic number.
The only part of Louveau’s proof that may cause some pause regarding its effectivity is a
use of the reflection theorem; however, this is indeed effective due to the following effective,
uniform version of the reflection theorem.
Theorem 2.4.3 (Uniform reflection, see [15]). Fix a good ω-parametrization U ⊆ ω×N of
Σ11(N ). If Ψ is a Π11 on Σ11 property of Σ11 subsets of N , then there are recursive functions
SΣ, SΠ : ω → ω such that, for every e ∈ ω,
Ψ(Ue) =⇒ USΣ(e) = ¬USΠ(e) ∧Ψ(USΣ(e)).
(2) Louveau’s proof does not address the case in which the set of isolated points of G
is properly ˜Π11. In particular, assuming that the graph G has no isolated points, the proof
goes through. Accordingly, the following proposition allows Louveau’s argument to work for
all ˜Σ11 graphs G.
Lemma 2.4.4. Suppose G is a Σ11 graph on a Polish space X such that G is bipartite and
χ∆11(G
odd) ≤ ℵ0. Define the graph G∗ on 2×X by
(i, x)G∗(j, y) ⇐⇒ df (i = j ∧ xGy) ∨ (i 6= j ∧ x = y).
Then, G∗ is a Σ11 bipartite graph with χ∆11(G
∗odd) ≤ ℵ0, and G∗ has no isolated points.
Moreover, χ∆11(G
∗) = 2 implies χ∆11(G) = 2.
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Proof. G∗ has no isolated points since (0, x)G∗(1, x) for all x ∈ X . To see that G∗ is bipartite,
suppose A,B ⊆ X define a bipartition of G. We claim that C := ({0} × A) ∪ ({1} × B)
and D := ({1}×A)∪ ({0}×B) define a bipartition of G∗. Easily, C and D form a parition
of 2 × X , so what is left to show is that both C and D are G∗-independent. Suppose
(i, x), (j, y) ∈ C. If i = j, then either x, y ∈ A or x, y ∈ B; but, since A and B define a
bipartition of G, in either case we have that x and y are not G-adjacent, hence (i, x) and
(j, y) are not G∗-adjacent. If, on the other hand, i 6= j, then, without loss of generality,
x ∈ A and y ∈ B. Since A and B are disjoint, we have x 6= y, hence (i, x) and (j, y) are not
G∗-adjacent. Thus, we conclude that C is G∗-independent and, by a symmetric argument,
we also have that D is G∗-indepdent.
Next, we show that χ∆11(G
∗odd) ≤ ℵ0. We begin by analyzing connected components of
G∗odd. Since G is biparite, any connected component of G is of the form A∪B, where A and
B form a biparition of the connected component. On this connected component, Godd is the
complete bipartite graph on A unionsqB. It follows that the corresponding connected component
of G∗odd is the complete biparite graph on [({0}×A)∪ ({1}×B)]unionsq [({1}×A)∪ ({0}×B)].
Now, let c : X → ω be a ∆11 coloring ofG and define c∗ : 2×X → ω2 by c∗(i, x) := (i, c(x)).
We claim that c∗ is a Borel coloring of G∗. Since a pair of elements of the form (0, x), (1, y)
clearly get different colors, it suffices to show that (i, x)G∗odd(i, y) implies xGoddy (and, thus,
c(x) 6= c(y) and c∗(i, x) 6= c∗(i, y)). Assume (i, x)G∗odd(i, y) and let A,B ⊆ X be the sets
with x ∈ A such that A unionsqB is the G-connected component of x. Then, by our observations
above, the restriction of G∗odd is the complete bipartite graph on [({0} × A) ∪ ({1} ×B)] unionsq
[({1} × A) ∪ ({0} × B)]. Since (i, x)G∗odd(i, y), it follows that y ∈ B. But the restriction of
Godd is the complete bipartite graph on A unionsqB, hence xGoddy as desired.
For the last claim, suppose χ∆11(G
∗) = 2, witnessed by the Borel function c : 2×X → 2.
Define c′ : X → 2 by c′(x) := c(0, x). Then, c′ defines a 2-coloring of G since
xGy =⇒ (0, x)G∗(0, y) =⇒ c′(x) = c(0, x) 6= c(0, y) = c′(y)
for any x, y ∈ X .
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Proof of Theorem 2.4.2 (Louveau). Suppose G is bipartite and χ∆11(G
odd) ≤ ℵ0. By Lemma
2.4.4, we may assume G has no isolated points. Using that G is Σ11 and bipartite, it is easily
checked that Godd is Σ11. Since any 2-coloring of G
odd is also a 2-coloring of G, we may
assume without loss of generality that G = Godd. With this assumption, every connected
component of G is a complete bipartite graph between two nonempty sets. Let H = Geven,
which is also Σ11 since G is bipartite.
Claim 1. If A is a Σ11 set of vertices which is H-invariant and G-independent, then there
is a ∆11 set B ⊇ A which is H-invariant and G-independent.
Proof of Claim 1. Since H is a Σ11 graph and A is Σ
1
1, the set [A]H is also Σ
1
1. Since
G-independence is a Π11 on Σ
1
1 property, we may apply reflection to find a ∆
1
1 set B0 ⊇ [A]H .
which isG-independent; however, B0 need not beH-invariant, so we apply the same reflection
to [B0]H to get a ∆
1
1 set B1 ⊇ [B0]H which is G-independent. If we continue this process
to get sets B0 ⊆ B1 ⊆ B2 ⊆ · · · , then the set B =
⋃
nBn will have the desired properties.
Moreover, by the uniform reflection theorem 2.4.3, we may also ensure that the union
⋃
nBn
is effective, hence making B a ∆11 set.
`
Claim 2. If B is a ∆11 set of vertices which is H-invariant and G-independent, then
∂G(B) is ∆
1
1. Moreover, the operation B 7→ ∂G(B) for ∆11 sets B which are H-invariant and
G-independent is effective in the ∆11-codes.
Proof of Claim 2. This follows from checking the equivalences
α ∈ ∂G(B) ⇐⇒ α /∈ B ∧ (∃β)[β ∈ B ∧ αGβ]
⇐⇒ α /∈ B ∧ (∀β)[αGβ → β ∈ B].
These are easy, but we remark on the verification of the right-to-left direction of the sec-
ond equivalence, since it uses that G does not have isolated points. Suppose α /∈ B and
(∀β)[αGβ → β ∈ B]. Since α is not isolated, there is β with αGβ. But then, by our
assumption, it follows that β ∈ B. Hence α ∈ ∂G(B). The effectivity in the codes follows
from the fact that the Σ11 and Π
1
1 descriptions of ∂G(B) is above are uniform across all B
with the specified properties.
`
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To finish the proof, let C0, C1, . . . be the color sets from a countable ∆
1
1 coloring of
G = Godd. By both claims, we can find a ∆11 set D0 ⊇ C0 which is H-invariant, G-
independent, and has ∆11 boundary ∂G(D0). Now, apply the claims to C1 \ (B0 ∪ ∂G(B0))
to get a D1 ⊇ C1 which is H-invariant, G-independent, has ∆11 boundary, and is disjoint
from D0. Continuing in this way and using effectivity in the codes, we get uniformly ∆
1
1 sets
D0, D1, D2, . . . so that c : N → {0, 1} defined by
c(α) = 1 ⇐⇒ (∃n)α ∈ Dn
is a ∆11 2-coloring of G.
Corollary 2.4.5. Let G be a Σ11 graph. G is Borel 2-colorable if and only if G is ∆
1
1
2-colorable.
Proof. For the nontrivial direction, assume G is Borel 2-colorable. By Theorem 2.4.1, it
follows that G is bipartite and Godd has countable Borel chromatic number. By Corollary
2.3.2, Godd also has countable ∆11 chromatic number. Thus, G is ∆
1
1 2-colorable by Theorem
2.4.2.
2.4.2 Applications to 2-regular graphs
We explore some applications of Corollary 2.4.5 to 2-regular graphs. A graph G is 2-regular
if for every vertex in the graph there are exactly two vertices which are G-adjacent to it.
Note that each connected component of a 2-regular graph is a Z-chain.
A perfect matching for a graph G on X is an involution M : X → X such that M(x)Gx
for every x ∈ X . We say that G admits a Borel perfect matching if there is a Borel perfect
matching M : X → X . If there is a ∆11 perfect matching, then we say G admits a ∆11 perfect
matching.
We note that, in general, admitting a Borel perfect matching does not guarantee admit-
ting a ∆11 perfect matching.
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Proposition 2.4.6. There is a ∆11 graph which has a Borel perfect matching but no ∆
1
1
perfect matching.
Proof. Let C be a Π01 set with no ∆
1
1 elements. Let 0
∞ denote the real α such that α(n) = 0
for all n ∈ ω. Define a graph on G on 2×N so that
• (0, 0∞) is G-adjacent only to (1, α) for α ∈ C;
• If α 6= 0∞, then (0, α) is connected to each (1, β) for β ∈ N .
This graph is obviously ∆11. Fix an element β ∈ C and define a involution M so that
M(0, α) =

(1, β) if α = 0∞
(1, 0∞) if α = β
(1, α) otherwise.
It is easily checked that M is a Borel perfect matching for G. G does not, however, have a
∆11 perfect matching, since (0, 0
∞) is not G-adjacent to any ∆11 elements and ∆
1
1 functions
always send (0, 0∞) to a ∆11 element.
Proposition 2.4.7. Let G be a 2-regular ∆11 graph. G admits a Borel perfect matching if
and only if G admits a ∆11 perfect matching.
Proof. Suppose M : N → N is a Borel perfect matching for G. Let H = L(G) be the line
graph of G, i.e, L(G) is the graph on [N ]2, the set of 2-element subsets of N , defined by
{α, β}H{α′, β′} ⇐⇒ |{α, β} ∩ {α′, β′}| = 1,
We can define a Borel 2-coloring c : [N ]2 → {0, 1} of H by setting v(α, β) = 0 if α, β are
matched by M , otherwise v(α, β) = 0. Since H is Borel 2-colorable, it follows from Corolllary
2.4.5 that H is ∆11 2-colorable. If d : [N ]2 → {0, 1} is a ∆11 2-coloring of H, then we can
define a ∆11 perfect matching N for G by setting N(α) = β if and only if d(α, β) = 0.
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We call a 2-regular graph G on a Polish space X Borel orientable if there is a Borel
automorphsim T : X → X such that, for all x, y ∈ X ,
xGy ⇐⇒ T (x) = y ∨ T (y) = x.
Of course, G is ∆11 orientable if T can be chosen to be ∆
1
1. The idea is that the map T
chooses a direction for each connected component of G.
Corollary 2.4.8. Let G be a 2-regular ∆11 graph. G is Borel orientable if and only if G is
∆11 orientable.
Proof. Suppose T : N → N is a Borel orientation for G. Let H be the graph with vertex set
N ∪ [N ]2, where for the only edges in H are as follows: for any real α and and any {α, β}
with αGβ, α and {α, β} are H-adjacent. We can define a Borel perfect matching M for H
by matching each α ∈ N with the unique {α, β} ∈ [N ]2 such that T (α) = β. Since H has a
Borel perfect matching, it follows that H also has a ∆11 perfect matching N . Then, we can
define a ∆11 orientation S : N → N for G by setting S(α) = β if and only if α and {α, β}
are matched by N .
2.4.3 The possible values of (χB(G), χ∆11(G))
For n ≥ 3, the analogue of Corollary 2.4.5 for n-colorability does not hold. In fact, in this
section we will show that for any k ∈ {3, 4, . . . } and any n ∈ {k, k+ 1, . . . ,ℵ0}, there are ∆11
graphs which are Borel k-colorable, but have ∆11 chromatic number n.
For a ∆11 function F : N → N , let GF be the graph on N defined by
αGFβ ⇐⇒ df α 6= β ∧ [F (α) = β ∨ F (β) = α],
for α, β ∈ N . For such graphs, having a finite ∆11 chromatic number is equivalent to having
∆11 chromatic number ≤ 3. The boldface version of this statement is proved in [14], but the
proof is easily effectivized.
Theorem 2.4.9. (Kechris-Solecki-Todorcevic [14]) Let F : N → N be a ∆11 function. Then,
χ∆11(GF ) ∈ {1, 2, 3,ℵ0}.
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One important example of a graph generated by a single Borel function is the shift graph
on Ramsey space. Ramsey space is R = {α ∈ N : (∀n)α(n) < α(n + 1)}, the subspace of
N consisting of all strictly increasing sequences. The shift function S : R → R is defined so
that, for any α ∈ R and n ∈ ω, S(α)(n) = α(n+ 1). For a set B ⊆ R, GSB ⊆ B2 is the Shift
graph on B, which is defined by
αGSBβ ⇐⇒ df S(α) = β ∨ S(β) = α
for α, β ∈ B. If B ⊆ R is ∆11, then GSB is a ∆11 graph.
The following theorem shows that Borel 3-colorability for a ∆11 graph does not imply that
the graph has finite ∆11 chromatic number.
Theorem 2.4.10 (Todorcevic-Vidnya´nszky [25]). There is a ∆11 set B ⊆ R such that
χB(G
S
B) = 3 but χ∆11(G
S
B) = ℵ0. .
Together, Corollary 2.3.2, Corollary 2.4.5, Theorem 2.4.9, and Theorem 2.4.10 charac-
terize the relationship between the Borel chromatic number and the ∆11 chromatic number
of graphs generated by a single ∆11 function.
Theorem 2.4.11 (Kechris-Solecki-Todorcevic [14], Todorcevic-Vidnya´nszky [25]). Let F :
N → N be a ∆11 function. For the graph GF generated by F , exactly one of the following
holds.
(1) χB(GF ) ∈ {1, 2,ℵ0}, in which case it follows χB(GF ) = χ∆11(GF );
(2) χB(GF ) = χ∆11(GF ) = 3;
(3) or, χB(GF ) = 3 and χ∆11(GF ) = ℵ0.
Moreover, all of the scenarios (1), (2), (3) occur.
For graphs G and H on vertex sets X and Y , respectively, the product graph G ×H is
the graph on X × Y so that, for (x, y), (x′, y′) ∈ X × Y ,
(x, y)(G×H)(x′, y′) ⇐⇒ df xGx′ ∧ yHy′.
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For graphs G and H on X and Y , respectively, we have the inequality
χ(G×H) ≤ min{χ(G), χ(H)}. (2.4.1)
Indeed, if c is a coloring of G (or H), then c′(x, y) = c(x) (respectively, c′(x, y) = c(y)) is a
coloring of G×H. By the same argument, inequality (2.4.1) is also true for both Borel and
∆11 chromatic numbers.
For n ∈ ω, Kn is the complete graph on {1, 2, . . . , n}.
Lemma 2.4.12. Let n ≥ 4 and let B ⊆ R be ∆11. Then,
χ∆11(Kn ×GSB) ≤ n− 1 =⇒ χ∆11(GSB) ≤ 3.
Proof. Let c : {1, 2, . . . , n} × B → {1, 2, . . . , n − 1} be a ∆11 coloring of Kn × GSB. Define
c′ : B → {1, 2, . . . , n− 1}n by
c′(α) = (c(1, α), . . . , c(n, α)),
which is a ∆11 function. We claim that c
′ is a coloring of GSB. Suppose α, S(α) ∈ B, i.e.,
αGSBS(α). Since c only uses n−1 colors, there are i < j ≤ n such that c(i, α) = c(j, α). Since
(i, α)(Kn × GSB)(j, S(α)) and c is a coloring of Kn × GSB, we must have c(j, α) = c(i, α) 6=
c(j, S(α)), from which it follows that
c′(α) = (c(1, α), . . . , c(n, α)) 6= (c(1, S(α)), . . . , c(n, S(α))) = c′(S(α)).
Thus, c is a finite ∆11 coloring of G
S
B. Thus, by Theorem 2.4.9, χ∆11(G
S
B) ≤ 3.
If G and H are graphs on X and Y , respectively, then G ⊕ H is the graph with vertex
set the disjoint union X unionsq Y and (assuming X and Y are actually disjoint),
v(G⊕H)v′ ⇐⇒ df (v, v′ ∈ X ∧ vGv′) ∨ (v, v′ ∈ Y ∧ vHv′).
Easily, χ(G ⊕ H) = max{χ(G), χ(H)}, and the same equality holds when χ is replaced
everywhere with χB or χ∆11 .
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Theorem 2.4.13. For any k ≥ 3 and n ∈ {k, k + 1, . . . ,ℵ0}, there is a ∆11 graph Gk,n such
that χB(Gk,n) = k and χ∆11(Gk,n) = n.
Proof. Clearly, we can take G3,3 = K3. If B ⊆ R is the ∆11 set from Theorem 2.4.10,
then G3,ℵ0 = G
S
B has the desired Borel and ∆
1
1 chromatic numbers. For n ∈ {4, 5, . . . }, let
G3,n = Kn ×G3,ℵ0 . Then,
χ∆11(G3,n) ≤ min{χ∆11(Kn), χ∆11(G3,ℵ0)} = min{n,ℵ0} = n.
But we must also have that χ∆11(G3,n) ≥ n, since otherwise we would have χ∆11(G3,ℵ0) =
χ∆11(G
S
B) ≤ 3 by Lemma 2.4.12. Thus, χ∆11(G) = n. For the Borel chromatic number, we
have
χB(G3,n) ≤ min{χB(Kn), χB(G3,ℵ0)} = min{n, 3} = 3.
Also, we cannot have that χB(G3,n) ≤ 2, since otherwise by Corollary 2.4.5 we would also
have χ∆11(G3,n) ≤ 2. Thus, χB(G3,n) = 3.
Now, fix k ≥ 4 and n ∈ {k, k + 1, . . . ,ℵ0}. Let Gk,n = Kk ⊕G3,n. Then,
χB(Gk,n) = max{χB(Kk), χB(G3,n)} = max{k, 3} = k,
and
χ∆11(Gk,n) = max{χ∆11(Kk), χ∆11(Gk,n)} = max{k, n} = n,
as desired.
We end this section by stating a theorem that summarizes the possible Borel and ∆11
chromatic numbers of a ∆11 graph.
Theorem 2.4.14. Let G be a ∆11 graph.
(i) χB(G) = 2 if and only if χ∆11(G) = 2.
(ii) If χB(G) = k for some k ∈ {3, 4, . . . }, then χ∆11(G) ∈ {k, k + 1, . . . ,ℵ0}.
(iii) If χB(G) = ℵ0, then χ∆11(G) = ℵ0.
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(iv) χB(G) = 2
ℵ0 if and only if χ∆11(G) = 2
ℵ0.
Moreover, all the cases described above occur.
Proof. Follows from Corollary 2.3.2, Corollary 2.4.5, and Theorem 2.4.13
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CHAPTER 3
Analytic Equivalence Relations
3.1 Borel graphings of analytic equivalence relations
3.1.1 Basics of Borel graphings
Recall that a graph G on a set X is an irreflexive, symmetric binary relation on X. If G is
a graph on X, we denote by EG its connectedness equivalence relation.
For an equivalence relation E on a Polish space X , we say E is Borel graphable if there
is a Borel graph G on X such that E is the connectedness relation EG for G. If E is an
equivalence relation on a product space X = ωk × N `, k, ` ∈ ω, then E is ∆11-graphable if
there is a ∆11 graph G on X such that E = EG.
We begin with some trivial observations. Every Borel equivalence relation E on a Polish
space X is Borel graphable by the graph G := E \ {(x, y) ∈ X 2 : x = y}. Also, since EG is
analytic for any analytic graph G, a conanalytic equivalence relation E is Borel graphable if
and only if E is, in fact, Borel.
An equivalence relation E is countable if all of its equivalence classes are countable.
Suppose E is a countable analytic equivalence relation such that E = EG for some Borel
graph G. Since E is countable, G must be a locally countable graph. By the Lusin-Novikov
theorem, the connectedness relation EG = E is Borel. Thus, a countable analytic equivalence
relation E is Borel graphable if and ony if E is, in fact, Borel. Note that there are countable
(even finite) equivalence relations which are analytic but not Borel. For example, let P ⊆ N
38
be a ˜Σ11 \ ˜∆11 set and let E be the equivalence relation on 2×N so that
(i, α)E(j, β) ⇐⇒ df (i = j ∧ α = β) ∨ (i 6= j ∧ α = β ∈ P ).
Then, E is a finite equivalence relation which is analytic but not Borel, hence E is not Borel
graphable.
Given the above observations, the question of existence of Borel graphings for equiva-
lence relations is only interesting for properly analytic equivalence relations which are not
countable.
If E and F are equivalence relations on Polish spaces X and Y , respectively, then E is
Borel reducible to F , denoted E ≤B F , if there is a Borel function f : X → Y such that, for
all x, y ∈ X ,
xEy ⇐⇒ f(x)Ff(y).
If there is such an f which is continuous, then we say E is continuously reducible to F , which
we denote by E ≤c F .
Our first result shows that there are ˜Σ11 \ ˜∆11 equivalence relations which are Borel graph-
able, and that, in fact, such equivalence relations can be maximally complicated in the sense
of Borel reducability.
Proposition 3.1.1. For any analytic equivalence relation E on a Polish space X , there
exists a Polish space Y and a Borel graph G on Y such that E ≤c EG. In particular, there
is a universal (for Borel reducibility) analytic equivalence relation which is Borel graphable.
Proof. Let E ⊆ X 2 be an analytic equivalence relation. Since E is analytic, there is a closed
set C ⊆ X 2 ×N such that
xEy ⇐⇒ (∃α)C(x, y, α).
Define a bipartite Borel graph G on Y := X unionsq C so that each x ∈ X is only G-adjacent to
the points (y, y′, α) ∈ C with x ∈ {y, y′}. It is easy to check that E = EG ∩ (X × X ). So,
the natural injection X ↪→ Y is a continuous reduction of E to EG.
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The second claim of the proposition follows by applying the first claim to a universal
analytic equivalence relation E. If EG is the resulting analytic equivalence relation, then for
any analytic equivalence relation F we have F ≤B E ≤c EG, hence EG is also universal.
We will see below that Borel graphability is not closed downward under Borel reduction;
however, we do have the following closure property. For equivalence relations E and F , we
write E ≤iB F to mean that there is an invariant Borel reduction E to F , i.e., the image of
the reduction is a union of F -equivalence classes.
Proposition 3.1.2. Let E and F be equivalence relations on Polish spaces X and Y , re-
spectively. If E ≤iB F and F is Borel graphable, then E is Borel graphable.
Proof. Let f : X → Y witness that E ≤iB F , and let G be a Borel graphing of F . Define a
graph H on X by
xHy ⇐⇒ df x 6= y ∧ [f(x) = f(y) ∨ f(x)Gf(y)].
This H is a Borel graphing of E. Indeed, suppose x, y ∈ X are distinct with xEy. If
f(x) = f(y), then xHy by definition. If f(x) 6= f(y), then since G is a graphing of F and
f(x)Ff(y), there are z0, z1, . . . , zn ∈ Y such that f(x) = z0Gz1 · · · zn−1Gzn = f(y). Since f
is invariant, there are x1, . . . , xn−1 such that f(xi) = zi, i = 1, . . . , n − 1. By the definition
of H, we have xHx1 · · ·xn−1Hy.
3.1.2 Graphings of Fω1
Recall that for a real α, ωα1 is the least ordinal which is not α-recursive. Fω1 , called the
countable admissible ordinal equivalence relation, is the equivalence relation on N defined by
αFω1β ⇐⇒ df ωα1 = ωβ1 .
Fω1 is a Σ
1
1 \ ˜∆11 equivalence relation with ω1-many classes. [2] is an excellent reference for
the basic facts regarding Fω1 (and also many beautiful results).
In this section, we work towards answering the following question.
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Question 3.1.3. Is Fω1 Borel graphable?
Although the full answer to Question 3.1.3 will be left open, we will establish that the
answer is “no” under the assumption that all reals are constructible. For this, we will need
Friedman’s Conjecture, which was proved independently by D. A. Martin and H. Friedman.
Theorem 3.1.4 (Friedman’s Conjecture, see [18], [26]). Let P ⊆ N be an uncountable ∆11
set. Then, for every β ≥h O there is α ∈ P with α ≡h β.
Relativizing, if ε ∈ N and P ⊆ N is an uncountable ∆11(ε) set, then for every β ≥h Oε
there is α ∈ P with α⊕ ε ≡h β.
Let Xlow := {α ∈ N : ωα1 = ωck1 } be the set of hyperlow reals. For a real ε, we also have
the set Xεlow := {α ∈ N : ωα⊕ε1 = ωε1} of reals which are ε-hyperlow.
Corollary 3.1.5. If P is an uncountable ∆11(ε) set, then there exists α ∈ P such that
α /∈ Xεlow.
Proof. By Friedman’s conjecture, there is α ∈ P with α ⊕ ε ≡h Oε, which implies α /∈
Xεlow.
By applying Friedman’s conjecture, we get a Σ11 equivalence relation which is not Borel
graphable.
Theorem 3.1.6. Fω1 is not ∆
1
1-graphable. Relativizing, we have that for any real ε, the
Σ11(ε) equivalence relation F
ε
ω1
on N given by
αF εω1β ⇐⇒ df ωα⊕ε1 = ωβ⊕ε1
is not ∆11(ε)-graphable. It follows that the Σ
1
1 equivalence relation F :=
⊕
ε∈N F
ε
ω1
on N 2
given by
(ε, α)F (ε′, β) ⇐⇒ df ε = ε′ ∧ αF εω1β ⇐⇒ ε = ε′ ∧ ωα⊕ε1 = ωβ⊕ε1
is not Borel graphable.
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Proof. Suppose, by means of contradiction, that G is a ∆11-graphing of Fω1 . Fix α ∈ ∆11∩N
and consider the set NG(α) = {β ∈ N : αGβ} of points which are G-adjacent to α. Since
α is hyperarithmetic and G is a ∆11 graphing of Fω1 , NG(α) is a ∆
1
1 subset of Xlow. By
Corollary 3.1.5, NG(α) is countable. It follows by the effective perfect set theorem that
NG(α) ⊆ ∆11 ∩ N . Thus, the same argument shows that NG(β) is a countable ∆11 set for
any β ∈ NG(α). Continuing in this way, we conclude that the G-connected component of α
is countable. But this contradicts that G is a graphing of Fω1 since the Fω1-class of α is the
uncountable set Xlow.
To see that the equivalence relation F in the statement of the theorem is not Borel
graphable, note that any ∆11(ε)-graphing of F when restricted to {(ε, α) : α ∈ N} would
give a ∆11(ε)-graphing of F
ε
ω1
.
Since by Proposition 3.1.1 we have a universal analytic equivalence relation which is Borel
graphable, the existence of an analytic equivalence relation which is not Borel graphable
immediately gives the following corollary.
Corollary 3.1.7. Borel graphability is not closed downward under Borel reduction.
The failure of Fω1 to be ∆
1
1-graphable exploited in the above proof is local to a particular
equivalence class; the proof of Theorem 3.1.6 shows that any Σ11 equivalence relation which
has Xlow as an equivalence class is not ∆
1
1-graphable. We use this fact to show that the
property of Borel graphability is not effective.
Theorem 3.1.8. There is a Σ11 equivalence relation which is Borel graphable but not ∆
1
1
graphable.
Proof. Let P = ¬Xlow, which is both Π11 and ∆11(O). Let ϕ : P → Ord be a Π11 norm on P ;
this means we have binary relations ≤ϕΣ∈ Σ11 and ≤ϕΠ∈ Π11 on N satisfying, for each β ∈ P ,
(∀α)[P (α) ∧ ϕ(α) ≤ ϕ(β) ⇐⇒ α ≤ϕΣ β ⇐⇒ α ≤ϕΠ β].
We set ϕ(α) =∞ for α /∈ P . Define an equivalence relation E ⊆ N 2 by
αEβ ⇐⇒ df ϕ(α) = ϕ(β).
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E is both Σ11 and ∆
1
1(O) since
αEβ ⇐⇒ (α, β ∈ Xlow) ∨ (α ≤ϕΣ β ∧ β ≤ϕΣ α)
⇐⇒ (α, β ∈ Xlow) ∨ (α ≤ϕΠ β ∧ β ≤ϕΠ α).
Since E is Borel, it trivially has a Borel graphing. However, E does not have a ∆11 graphing
since Xlow is an E-equivalence class.
Corollary 3.1.9. There exists a Borel equivalence relation which is Borel graphable but is
not the orbit equivalence relation of a continuous action of a Polish group.
Proof. Let E be the equivalence relation in the proof of Theorem 3.1.8. In [17], it is shown
that Xlow is a comeager set which is not ˜Σ02, and that any non-meager orbit of a continuous
action of a Polish group must be ˜Σ02. Thus, since E has Xlow as an equivalence class, E is
not the orbit equivalence relation of a continuous action of a Polish group.
Next, we investigate whether Fω1 is Borel graphable. We have seen in Theorem 3.1.6
that the Σ11 equivalence relation F =
⊕
ε∈N F
ε
ω1
is not Borel graphable, but notice that this
equivalence relation E is quite different from Fω1 ; for instance, E has perfectly-many classes,
whereas Fω1 has ω1-many classes.
Our proof that Fω1 is not ∆
1
1-graphable can be adapted to show that Fω1 is not ∆
1
1(ε)-
graphable for a constructible real ε ∈ L. (Here, as usual, L denotes Go¨del’s constructible
universe.) To prove this, we will need the following two facts.
Theorem 3.1.10. (i) (see [4, Proposition 4.3.4]) If α ∈ L ∩ N , then α is recursive in
some real ε such that ε ∈ Lωε1 .
(ii) (see [4, Theorem 3.6.8]) For α, ε ∈ N , α is ∆11(ε) if and only if α ∈ Lωε1 [ε].
Theorem 3.1.11. If ε ∈ L ∩N , then there is no ∆11(ε)-graphing of Fω1.
Proof. Suppose, towards a contradiction, that Fω1 = EG, where G is a graph which is ∆
1
1 in
some constructible parameter. By Theorem 3.1.10, G is ∆11(ε) for ε with ε ∈ Lωε1 . Note that
if α ∈ N has ωα1 = ωε1, then ε ≤h α since ε ∈ Lωε1 ⊆ Lωε1 [α] = Lωα1 [α].
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Consider the set NG(ε) of reals which are G-adjacent to ε. Since G is ∆
1
1(ε), NG(ε)
is ∆11(ε). We claim that NG(ε) is countable. If it is not, then by Corollary 3.1.5 there is
α ∈ NG(ε) with ωα⊕ε1 > ωε1. Since αGε and G is a graphing of Fω1 , we have ωα1 = ωε1. Thus,
ε ≤h α since ε ∈ Lωε1 = Lωα1 . But then we have reached the contradiction ωε1 = ωα1 = ωα⊕ε1 >
ωε1. So, NG(ε) is indeed countable.
By the effective perfect set theorem, NG(ε) ⊆ ∆11(ε). So, each α ∈ NG(ε) has ωα1 = ωε1
and α ∈ Lωε1 = Lωα1 . Thus, the same argument shows that NG(α) is countable for every
α ∈ NG(ε). Continuing this way, we see that the G-connected component of ε is countable.
But this contradicts that G is a graphing of Fω1 , since the Fω1-class of ε is an uncountable
set.
It is possible that some absoluteness argument could answer Question 3.1.3. This possi-
bility motivates the following question.
Question 3.1.12. How complicated is the property of being Borel graphable? I.e., if U ⊆ N 3
is a universal Σ11 equivalence relation, then to which pointclass does
P (α) ⇐⇒ df Uα is Borel graphable
belong?
An easy computation shows that the property of Borel graphability is at most Σ13. If
being Borel graphable is a Σ12 or Π
1
2 property, then the above result, along with Shoenfield
absoluteness, would be enough to prove that Fω1 is not Borel graphable.
3.1.3 Graphable sets
Definition 3.1.13. Let X be a Polish space and let A ⊆ X . The set A ⊆ X is Borel
graphable if there is a Borel graph G on X such that A is a G-connected component. If
A ⊆ N , then A is ∆11-graphable if there is a ∆11 graph G on N such that A is a G-connected
component.
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Borel graphable sets are of potential interest when studying Borel graphable equivalence
relations becuase of the following trivial observation.
Proposition 3.1.14. Let E be an analytic equivalence relation on a Polish space X . If for
every ε ∈ N there is an E-class which is not ∆11(ε)-graphable, then E is not Borel graphable.
This proposition reflects the manner in which we showed that the equivalence relation
F :=
⊕
ε∈N F
ε
ω1
is not Borel graphable, since it was proven that, for each ε ∈ N , the F -class
of (ε, ε) is not ∆11(ε)-graphable.
Aside from Xlow, it seems difficult to find Σ
1
1 sets which are not ∆
1
1-graphable, as seen in
the following proposition.
Proposition 3.1.15. Each of the following Σ11 \ ˜∆11 sets is ∆11-graphable.
(a) LO \WO, the set of reals which code linear orders which are not wellorders;
(b) LO \ SLO, the set of reals which code non-scattered linear orders (see Section 3.2.2);
(c) Tr \WF, the set of reals which code non-wellfounded trees on ω;
(d) {α⊕ β ∈ N : β /∈ ∆11(α)};
(e) {α⊕ β ∈ N : β ∈ Xαlow}.
Proof. Each proof uses the same idea. Suppose A is our Σ11 set of interest. We will find ∆
1
1
sets P ⊆ N 2 and Q ⊆ A such that
α ∈ A ⇐⇒ (∃β ∈ Q)P (α, β).
Then, we will define a ∆11 graph G by
αGβ ⇐⇒ df (α, β ∈ Q) ∨ (β ∈ Q ∧ P (α, β)) ∨ (α ∈ Q ∧ P (β, α)).
Then G is a graphing of A; if α, α′ ∈ A, the pick β, β′ ∈ Q such that P (α, β) and P (α′, β′).
Then, αGβGβ′Gα′ by the definition of G.
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(a) Let 4 be the linear order of ω defined by 0 < 1 < 2 < · · · . Let Q = {α ∈ LO :≤α∼=4},
which is clearly ∆11. Define P ⊆ N 2 by
P (α, β) ⇐⇒ α ∈ LO ∧ (∀i, j)[i <β j → i <α j]
⇐⇒ α ∈ LO ∧ (∃N ⊆ ω)[≤β= (≤α N)].
It follows that
α ∈ LO \WO ⇐⇒ α ∈ LO ∧ (∃N ⊆ ω)[4∼= (≤α N)]
⇐⇒ (∃β ∈ Q)P (α, β),
as desired.
The proofs for (b) and (c) are almost identical to that of (a). For LO \ SLO, a recursive
ordering isomorphic to Q plays the role of 4 in the proof of (a).
(d) Let A = {α ⊕ β ∈ N : β /∈ ∆11(α)}. Since A is Σ11, there is a Π01 set C ⊆ N 3 such
that
α⊕ β ∈ A ⇐⇒ (∃γ)C(α, β, γ),
and let Q := {α ⊕ (β ⊕ γ) ∈ N : C(α, β, γ)}. For any (α, β, γ) ∈ C, β ⊕ γ /∈ ∆11(α), since
otherwise it would follow that β ∈ ∆11(α). Thus, Q ⊆ A. Next define
P (α⊕ β, α′ ⊕ β′) ⇐⇒ α = α′ ∧ (∃γ)β′ = β ⊕ γ,
which is ∆11. Then,
α⊕ β ∈ A ⇐⇒ (∃γ)C(α, β, γ) ⇐⇒ (∃γ)[α⊕ (β ⊕ γ) ∈ Q]
⇐⇒ (∃α′ ⊕ β′ ∈ Q)P (α⊕ β, α′ ⊕ β′),
which concludes the proof of (d).
(e) Let A = {α ⊕ β ∈ N : β ∈ Xαlow}. Let C ⊆ N 3 be a Π01 as in the proof of part (d).
Let Q = {γ ⊕ γ ∈ N : γ ∈ N}, and define P ⊆ N 2 by
P (α⊕ β, γ ⊕ δ) ⇐⇒ df C(α, β, γ).
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Then,
α⊕ β ∈ A ⇐⇒ (∃γ)C(α, β, γ) ⇐⇒ (∃γ ⊕ γ ∈ Q)P (α⊕ β, γ ⊕ γ),
as desired.
These examples of ∆11-graphable sets help to clarify what possible methods can solve the
following open questions.
Question 3.1.16. Is the equivalence relation of isomorphsim of linear orders Borel graph-
able? What about Eω1 (defined in equation (3.2.1))? Biembeddability of scattered linear
orders (see Section 3.2.2)?
The fact that LO\WO is a Borel graphable set shows that, if Eω1 is not Borel graphable,
then the obstruction to the graphability is not local to the class of non-wellorders. However,
there still could be the type of local obstruction suggested by the following question.
Question 3.1.17. Is the set
{α ∈ N : α codes a wellorder isomorphic to ωck1 }
∆11-graphable? Relativizing, is the set
{α ∈ N : α codes a wellorder isomorphic to ωε1}
∆11(ε)-graphable?
If these questions hava a negative answer, then it would follow by Proposition 3.1.14 that
Eω1 is is not Borel graphable.
Question 3.1.18. Is there a ˜Σ11 set which is not Borel graphable? If there are ˜Σ11 set which
are not Borel graphable, then is there a way to classify when a ˜Σ11 set is Borel graphable?
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3.2 Ranking analytic equivalence relations with ω1-many classes
3.2.1 Σ11-ranks and almost Borel reductions
In this section, we study almost Borel reducibility between analytic equivalence relations
which have ω1-many classes.
Definition 3.2.1 (Zapletal [27]). Let E and F be equivalence relations on Polish spaces X
and Y , respectively. An almost Borel reduction of E to F is a Borel function f : X → Y
which is a reduction of E to F except, perhaps, on countably many E-classes, i.e., there is
a countable set A ⊆ X such that, for any x, y ∈ X ,
x, y /∈ [A]E =⇒ [xEy ⇐⇒ f(x)Ff(y)].
If there exists an almost Borel reduction from E to F , we write E ≤aB F .
Let Eω1 be the equivalence relation of isomorphism of wellorderings, i.e.,
αEω1β ⇐⇒ df (α, β /∈WO) ∨ (α, β ∈WO ∧ | ≤α | = | ≤β |). (3.2.1)
Eω1 is a Σ
1
1 equivalence relation with ω1-many classes. The set ¬WO is an Eω1-class which
is properly Σ11, while all the other Eω1 classes are Borel, since for α, β ∈WO, αEω1β if and
only if there is a unique isomorphism between ≤α and ≤β.
Clearly, if F is an equivalence relation with perfectly many classes, then F 6≤aB Eω1 since
Eω1 has only ω1-many classes. Less trivially, we have the following fact, which is proved by
a ˜Σ11-boundedness argument.
Theorem 3.2.2 (Folklore). Let F be a ˜Σ11 equivalence relation with ω1-many equivalence
classes, all of which are Borel. Then F 6≤aB Eω1.
For example, the countable admissible ordinal equivalence relation, Fω1 , is a Σ
1
1 equiva-
lence relation satisfying the hypothesis of Theorem 3.2.2.
The aim of this section is to generalize Theorem 3.2.2 to equivalence relations which,
similarly to Eω1 , admit some sort of definable ranking on their equivalence classes.
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For an equivalence relation E on X with uncountably many classes and a subset D ⊆ X ,
we say that E is concentrated on D if X \ D is E-invariant and contains only countably
many E-classes. If E is a ˜Σ11 equivalence relation concentrated on D, then D is ˜Π11 since its
complement is the union of countably many E-classes, all of which are ˜Σ11 sets. For example,
Eω1 is concentrated on WO.
Definition 3.2.3. Let X be a Polish space, and let E be a ˜Σ11 equivalence relation with
ω1-many classes which is concentrated on a set D ⊆ X . A ˜Σ11-ranking of E-classes on D is
a ˜Σ11 relation R ⊆ X ×N such that
(a) Rx ⊆ WO for all x ∈ D. For x ∈ D, set ρR(x) = sup{| ≤β | : R(α, β)}. By ˜Σ11-
boundedness we have ρR(x) < ω1 whenever x ∈ D.
(b) For any x, y ∈ D, xEy implies ρR(x) = ρR(y). Thus, we may define the rank of an
E-class in D in the obvious way.
(c) For any ξ < ω1, there are only countably many E-classes in D with rank ξ.
We say a ˜Σ11 equivalence relation E on a Polish space X is ˜Σ11-ranked if there is a set D ⊆ X
such that E is concentrated on D and there exists a ˜Σ11-ranking of the E-classes on D. Note
that, by clause (c), if E is is ˜Σ11-ranked, then E has ω1-many classes.
Lemma 3.2.4. Let E be a ˜Σ11 equivalence relation on a Polish space Y which is ˜Σ11-ranked.
If F is a ˜Σ11 equivalence relation on a Polish space X and F ≤aB E, then F is also ˜Σ11-ranked.
Proof. Let D ⊆ Y be a set such that E is concentrated on D and there is a ˜Σ11-ranking
of E-classes on D, and let f : X → Y be an almost Borel reduction of F to E. Let A be
the union of all the countably many F -classes on which f is not a reduction. Let B be the
union of all the F -classes in X \ A which are reduced to E-classes in Y \ D. Since Y \ D
contains only countably many E-classes, B is the union of countably many F -classes. Define
D˜ = X \ (A ∪ B). Since A and B are both F -invariant sets consisting of countably many
F -classes, F is concentrated on D˜ and, moreover, f is a reduction of F  D˜2 to E. Note also
that f [D˜] ⊆ D.
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Let R ⊆ Y ×N be a ˜Σ11-ranking for E-classes on D. Define R˜ ⊆ X ×N by
R˜(x, α) ⇐⇒ df R(f(x), α).
For any x ∈ D˜, we have f(x) ∈ D, hence R˜x = Rf(x) ⊆WO and ρR˜(x) = ρR(f(x)). Since f
is a reduction on D˜, we have ρR˜(x) = ρR(f(x)) = ρR(f(y)) = ρR˜(y) for any xFy. Finally, for
any ordinal ξ, there are only countably many F -classes with rank ξ since there are countably
many of E-classes with rank ξ.
Lemma 3.2.5. Let F be a ˜Σ11 equivalence relation on a Polish space X with ω1-many classes,
all of which are Borel. Then, F is not ˜Σ11-ranked.
Proof. Suppose F is concentrated on D. Since X \ D in F -invariant and has countably
many F -classes, it follows that D is Borel by our assumption that all F -classes are Borel
sets. Suppose, towards a contradiction, that R ⊆ X ×N is a ˜Σ11-ranking of the F -classes on
D. Define the ˜Σ11 set P ⊆ N by
P (α) ⇐⇒ df (∃x ∈ X )[x ∈ D ∧R(x, α)].
Since Rx ⊆ WO for every x ∈ D, it follows from ˜Σ11-boundedness that there is an ordinal
ξ < ω1 such that P ⊆ WOξ. Thus, ρR(x) ≤ ξ for every x ∈ D. But then there are
uncountably many F -classes with rank ≤ ξ, contradicting that R is a ˜Σ11-ranking of F -
classes on D.
Theorem 3.2.6. Let E be ˜Σ11 equivalence relation on a Polish space Y which is ˜Σ11-ranked.
Then, for any ˜Σ11 equivalence relation F on a Polish space X with ω1-many equivalence
classes, all of which are Borel, F 6≤aB E.
Proof. Suppose, by means of contradiction, that F ≤aB E. By Lemma 3.2.4, it follows that
there is some set D˜ ⊆ X on which F is concentrated and such that there is a ˜Σ11-ranking
of F -classes on D˜. But this contradicts Lemma 3.2.5, since all of the F -classes are Borel
sets.
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3.2.2 Examples of Σ11-ranked equivalence relations
In this section, we give several examples of ˜Σ11-ranked equivalence relations. The first exam-
ple is trivial, but it shows that Theorem 3.2.6 generalizes Theorem 3.2.2.
Isomorphism of wellorders. The equivalence relation Eω1 is concentrated on WO,
and the relation
R(α, β) ⇐⇒ α = β
is easily seen to be a Σ11-ranking of Eω1-classes on WO.
Biembeddability of wellfounded trees. Recall that we denote by Tα the tree on ω
coded by a real α, and WF is the set of reals which code wellfounded trees. Let EbT be the
Σ11 equivalence relation on N defined by
αEbTβ ⇐⇒ (α, β /∈WF) ∨ (α, β ∈WF ∧ |Tα| = |T β|)
EbT is concentrated on the Π
1
1 set WF. Recall that two wellfounded trees are biembeddable
if and only if they have the same rank.
Lemma 3.2.7. EbT ≤B Eω1 . In particular, there is a recursive function u : N → N such
that, for any α ∈ N ,
α ∈WO ⇐⇒ T u(α) ∈WF,
α ∈WO =⇒ |T u(α)| = | ≤α |
Proof. Define u so that
(s0, . . . , sn) ∈ T u(α) ⇐⇒ s0 >α s1 >α · · · >α sn.
For α ∈ WO, prove by induction that rank of (s0, . . . , sn) ∈ T u(α) is the order type of ≤α
below sn.
Since EbT ≤B Eω1 and Eω1 admits a Σ11-ranking on WO, it follows from Lemma 3.2.4
that EbT admits a Σ
1
1-ranking on WF.
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Biembeddability of scattered linear orders. Let (L,≤) and (L′,≤′) be linear orders.
We say that (L,≤) is embeddable in (L′,≤′) if there is injective function f : L → L′ such
that for all a, b ∈ L, a ≤ b if and only if f(a) ≤′ f(b). If (L,≤) is embeddable in (L′,≤′) and
vice versa, we say that (L,≤) and (L′,≤′) are biembeddable.
A linear order (L,≤) is non-scattered if there is a subset of L which is densely ordered
by ≤; otherwise, we say (L,≤) is scattered. An elementary back-and-forth argument shows
that any two non-scattered countable linear orders are biembeddable.
We denote by SLO the set of reals α such that ≤α is a scattered linear ordering. It is a
routine exercise to show that SLO is a Π11 set. Let ESLO denote the Σ
1
1 equivalence relation
on reals defined by
αESLOβ ⇐⇒ df (α, β /∈ SLO) ∨ (α, β ∈ SLO ∧ ≤α and ≤β are biembeddable)
ESLO is concentrated on the Π
1
1 set SLO. We will prove that ESLO is Σ
1
1-ranked by drawing
heavily on the work done in [21].
Definition 3.2.8. Let (L,≤) be a linear ordering. We define by transfinite induction a
sequence of equivalence relations ≈ξ, for each ordinal ξ. Let ≈0 be equality on L. For
ξ > 0 and a, b ∈ L, a ≈ξ b if and only if for some η < ξ there are only finitely many
≈η-equivalence classes ≤-between a and b. The ξ-Hausdorff derivative of (L,≤) is the set
L(ξ) of ≈ξ equivalence classes equipped with the ordering induced by ≤. The Hausdorff rank
of (L,≤), denoted HR(L,≤), is the least ξ such that L(ξ) is finite if such an ξ exists; if no
such ξ exists, we set HR(L,≤) =∞.
It is well-known that HR(L,≤) < ∞ if and only if (L,≤) is a scattered linear order;
moreover, if two linear orders are biembeddable, then they have the same Hausdorff rank.
For every ξ < ω1, there are only countably many biembeddability classes with Hausdorff
rank ξ. One way to see this is from the (relativized version of) the following theorem.
Theorem 3.2.9 (Montalba´n [21]). Any scattered linear odering with Hausdorff rank < ωck1
is biembeddable with a recursive scattered linear ordering.
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Using the Hausdorff rank, we can show that ESLO is Σ
1
1-ranked.
Theorem 3.2.10. The equivalence relation of biembeddability of scattered linear orders,
ESLO, is Σ
1
1-ranked.
Proof. Let R0 ⊆ N 3 be the relation so that R0(α, β, γ) holds if and only if
(1) α codes a linear order (L,≤L) and β codes a linear order (A,≤A);
(2) γ codes a family (≡a)a∈A of equivalence relations on L;
(3) for every a ∈ A, there is a pair of ≡a-inequivalent elements of L;
(4) for every x, y ∈ L and a, b ∈ A with b <A a, if x 6≡a y, then there are infinitely many
mutually ≡b-inequivalent elements of L which are ≤L-between x and y; .
By elementary coding arguments, R0 is arithmetical. Define the Σ
1
1 relation R ⊆ N 2 by
R(α, β) ⇐⇒ df (∃γ)R0(α, β, γ).
The relation R is (a relativized version of) an equivalence relation defined in [21, Lemma
2.2], where it is proven that Rα ⊆ WO for any α ∈ SLO. Thus, we may define ρR(α) =
sup{| ≤β | : R(α, β)} < ω1 for α ∈ SLO.
Fix α ∈ SLO. We show that ρR(α) = HR(≤α) + 1. For any β ∈WO with ξ := | ≤β | ≤
HR(≤β) + 1, β ∈ Rα since there is a real γ coding the first ξ-many Hausdorff derivatives of
≤α. Conversely, suppose β ∈ WO is a code for (ξ,∈) for an ordinal ξ, and γ is a real such
that R0(α, β, γ) holds. Let (L,≤L), (≡η)η∈ξ be the structures coded by α and γ, respectively.
By an easy induction argument using clause (4) of the definition of R0, we have ≈η⊆≡η for
all η ∈ ξ, where ≈η is the η-Hausdorff derivative of (L,≤L). So, if HR(L,≤L) + 1 < ξ,
then ≈HR(L,≤L)+1⊆≡HR(L,≤L)+1, but this contradicts clause (3) in the definition of R0 since
≈HR(L,≤L)+1 is the equivalence relation that identifies every element of L. Thus, we have
ξ = | ≤β | ≤ HR(≤α) + 1.
Since two scattered linear orders which are biembeddable have the same Hausdorff rank,
it follows that for α, β ∈ SLO, αESLOβ implies ρR(α) = ρR(β). Finally, since there are only
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countably many biembeddability classes for a given Hausdorff rank ξ < ω1, there are only
countably many ESLO-classes with R-rank ξ. Thus, R is a Σ
1
1 ranked of ESLO-classes on
SLO.
Isomorphism of superatomic Boolean algebras. We consider Boolean algebras as
structures (B, 0B, 1B,∧,∨,¬,≤), where ∧,∨ are binary operations, ¬ is a unary operation,
≤ is a partial ordering satisfying, for all a, b ∈ B,
a ≤ b ⇐⇒ a ∧ b = a,
0B is the ≤-smallest element, 1B is the ≤B-largest elements, and these operations satisfy
the familiar Boolean algebra axioms. An ideal of B is a subset I ⊆ B such that a ∨ b ∈ I
whenever a, b ∈ I, and c∧ a ∈ I whenever c ∈ B and a ∈ I. The quotient algebra of B by I,
denoted B/I, is the Boolean algebra stucture induced by B on the classes of the equivalence
relation
a ∼I b ⇐⇒ a∆b := (a ∧ (¬b)) ∨ ((¬a) ∧ b) ∈ I (a, b ∈ B).
An atom of a Boolean algebra B is an element a ∈ B such that a 6= 0B and, for any
b ∈ B, b ≤ a implies b = 0B or b = a. A Boolean algebra B is superatomic if it has no
atomless subalgebra. B is superatomic if and only if it has no atomless quotient (see [6,
4.12]).
Let BA be the set of reals which code (in some standard way) Boolean algebras. Since
Boolean algebras are axiomatized using Π1 sentences, BA is a Π
0
1 subsets of N . Let SBA ⊆
BA be the set of reals which code superatomic Boolean algebras. SBA is a Π11 set. Let ESBA
be the equivalence relation of isomorphism of superatomic Boolena algebras, i.e., letting Bα
denote the structure coded by α in our standard coding,
αESBAβ ⇐⇒ (α, β /∈ SBA) ∨ (Bα ∼= Bβ).
ESBA is a Σ
1
1 equivalence relation concentrated on the Π
1
1 set SBA.
We will show that ESBA is Σ
1
1-ranked. Most of the work necessary to show this is present
in [6].
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Definition 3.2.11. Let B be a Boolean algebra. The Cantor-Bendixon ideal of B, or the
CB-ideal of B, is the ideal generated by the atoms of B. It is easily shown that the Cantor-
Bendixon ideal of B is exactly {a1 ∨ · · · ∨ an : (∀i ≤ n) ai is an atom of B}.
For an ordinal ξ, a partial resolution of B along ξ is a sequence of ideals (Iη)η<ξ of B
such that I0 = {0B}, for any η > ξ, Iη+1 is the pullback to B of the CB-ideal of B/Iη, and
Iλ =
⋃
η<λ Iη for limit λ < ξ. The resolution of B is a partial resolution (Iη)η<ξ+1 along an
ordinal ξ + 1 such that Iξ = B and Iη 6= B for all η < ξ.
If (Iη)η<ξ+1 is the resolution of B, then since 1B ∈ Iξ \
⋃
η<ξ Iη and B is the only ideal
of B containing 1, it follows that ξ is a successor ordinal. We set rk(B) = ξ − 1 and define
deg(B) to be the minimum n such that 1B is the join of n-many atoms in B/Iξ−1. Let
inv(B) = (rk(B), deg(B)).
Theorem 3.2.12. Let B be a Boolean algebra.
(a) (see [6, 4.18, 4.19]) B is superatomic if and only if it admits a resolution.
(b) (see [6, 4.20]) For superatomic A and B, A ∼= B if and only if inv(A) = inv(B).
(c) There are only countably many isomorphism classes with rk(B) = ξ for ξ < ω1.
Proof. (c) follows from (b), since for any ξ < ω1 there are only countably many isomorphism
invariants (ξ, n), n ∈ ω, for superatomic Boolean algebras B with rk(B) = ξ.
Theorem 3.2.13. The equivalence relation of isomorphsim of superatomic Boolean algebras,
ESBA, is Σ
1
1-ranked.
Proof. Define a relation R0 ⊆ N 3 so that R0(α, β, γ) holds if and only if
(1) α codes a Boolean algebra B and β codes a linear ordering (A,≤A);
(2) γ codes a family (Ia)a∈A of proper ideals in B;
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(3) if a, b ∈ A with b <A a, then the pullback to B of the CB-ideal of B/Ib is contained in
Ia, i.e.,
(∃y1, . . . , yn ∈ B)(∀i ≤ n)[atom(yi, Ib) and x∆(y1 ∨ · · · ∨ yn) ∈ Ib] =⇒ x ∈ Ia,
where
atom(y, Ib) ⇐⇒ (∀z)[(y ∧ z)∆z ∈ Ib → (z ∈ Ib or y∆z ∈ Ib)].
Unraveling the routine coding, R0 is easily seen to be arithmetical. Define R ⊆ N 2 by
R(α, β) ⇐⇒ (∃γ)R0(α, β, γ).
This is (a relativized version of) a relation defined in [6, 4.19], where it is easablished that
Rα ⊆WO whenever α ∈ SBA. Let ρR(α) := sup{| ≤β | : R(α, β)} < ω1.
A very similar argument to the one in Theorem 3.2.10 shows that ρR(α) = rk(Bα) + 1
for every α ∈ SBA, where Bα is the Boolean algebra coded by α.
From Theorem 3.2.12, it follows then that R is a Σ11-ranking of ESBA.
3.2.3 On the effectivity of assigning Hausdorff rank
In the previous section, we found a Σ11 relation R ⊆ N 2 such that, for any α ∈ SLO,
ρR(α) = sup{| ≤β | : R(α, β)} = HR(α) + 1. A natural question to ask is whether the
assignment of reals coding scattered linear orderings to reals coding their Hausdorff rank is
definable. In this section, we will show that this assignment cannot be done recursively.
Recall that for a real α ∈ N , we denote by Tα the subset of ω<ω coded by α,
σ ∈ Tα ⇐⇒ df α(〈σ〉) 6= 0,
and when Tα is a wellfounded tree, |Tα| denotes its rank.
Lemma 3.2.14. Let R ⊆ ω be a Π02 relation. Then there is a recursive function f : ω → ω
such that for every w ∈ ω, f(w) ∈WF and
R(w) ⇐⇒ |T f(w)| is a successor ordinal.
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Proof. Fix a recursive R0 ⊆ ω3 such that
R(w) ⇐⇒ (∀n)(∃m)R0(w, n,m).
Fix a recursive wellfounded tree S on ω with |S| = ω, and fix a recursive bijection
ψ : {−2,−1, 0, 1, . . . }2 → ω.
For n, i ∈ ω, let n(i) denote the finite sequence (n, n, . . . , n) of length i.
Define f(w) so that T f(w) is the wellfounded tree whose terminal nodes are exactly the
sequences of the form
(ψ(i, n), ψ(−1, s0), . . . , ψ(−1, sk−1)), whenever i, n ∈ ω
and (s0, . . . , sk−1) ∈ S is terminal,
ψ(i, n)(i+2) ̂ ψ(−2,m)(m+1),whenever i, n ∈ ω and (∀k < m)¬R0(w, n, k).
Note that, in particular, ψ(i, n)(i+2) ̂ ψ(−2, 0) is a terminal node in T f(w).
Fix w ∈ ω and let ρ denote the rank function of the wellfounded tree T f(w).
Claim 1. If n ∈ ω satisfies (∃m)R0(w, n,m), then for any i ∈ ω,
ρ(ψ(i, n)(i+2)) < ω.
It follows that ρ(ψ(i, n)) = ω in this case.
Proof of Claim 1. Let m0 be least m such that R0(w, n,m). Then, there are only finitely
many terminal nodes below ψ(i, n)(i+2), namely the nodes ψ(i, n)(i+2) ̂ ψ(−2,m)(m+1) for
m ≤ m0. The second statement follows immediately since |S| = ω and
ρ(ψ(i, n)) = sup{ρ(ψ(i, n), ψ(i, n)) + 1, ρ(ψ(i, n), ψ(−1, s)) + 1 : (s) ∈ S},
completing the proof of Claim 1.
`
Claim 2. If n ∈ ω instead satisfies (∀m)¬R0(w, n,m), then for any i ∈ ω,
ρ(ψ(i, n)(i+2)) = ω.
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It follows that ρ(ψ(i, n)) = ω + i+ 1.
Proof of Claim 2. By our hypothesis on n, the terminal nodes below ψ(i, n)(i+2) are
exacly the nodes ψ(i, n)(i+2) ̂ϕ(−2,m)(m+1) for all m ∈ ω, from which the first statement of
the claim easily follows. It immediately follows that ρ(ψ(i, n), ψ(i, n)) = ω + i. Thus, since
the rank of S is ω,
ρ(ψ(i, n)) = sup{ρ(ψ(i, n), ψ(i, n)) + 1, ρ(ψ(i, n), ψ(−1, s)) : (s) ∈ S} = ω + i+ 1.
This completes the proof of Claim 2.
`
Now we are ready to verify that f has the desired properties. If R(w) holds, then every
n ∈ ω satisfies the hypothesis of Claim 1. Thus, ρ(ψ(i, n)) = ω for all i, n ∈ ω, from which
it follows that
|T f(w)| = sup{ρ(ψ(i, n)) + 1 : i, n ∈ ω} = ω + 1.
If, on the other hand, ¬R(w) holds, then there is some n such that (∀m)¬R0(w, n,m). By
Claim 2, ρ(ψ(i, n)) = ω + i for each i ∈ ω. Thus,
|T f(w)| ≥ sup{ρ(ψ(i, n)) + 1 : i ∈ ω} = sup{ω + i+ 1 : i ∈ ω} = ω + ω.
But, by Claim 1 and Claim 2 together, ρ(ψ(i, n)) < ω + ω for all i, n ∈ ω, so in fact
|T f(w)| = ω + ω.
Theorem 3.2.15. The assignment of wellfounded trees to their ranks is not recursive. More
formally, there is no recursive function g : N → N such that
α ∈WF =⇒ g(α) ∈WO ∧ |Tα| = | ≤g(α) |.
Proof. Suppose such a function g did exist. Let SO denote the set of successor ordinals. By
our hypothesis on g,
α ∈WO =⇒ (|Tα| ∈ SO ⇐⇒ | ≤g(α) | ∈ SO)
Define the Σ02 relation
P (α) ⇐⇒ df (∃n)[n ∈ field(≤α) ∧ (∀m)(m ∈ field(≤α)→ m ≤α n)],
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and note that
α ∈WO =⇒ (P (α) ⇐⇒ | ≤α | ∈ SO).
Fix a relation R ⊆ ω which is Π02 \ Σ02, and let f : ω → N be a reduction as in the lemma.
Then,
R(w) ⇐⇒ |T f(w)| ∈ SO ⇐⇒ | ≤g(f(w)) | ∈ SO ⇐⇒ P (g(f(w)).
This equivalence, along with the closure of Σ02 under recursive substitutions, implies that R
is Σ02, which is a contradiction.
The Kleene-Brouwer ordering ≤KB on ω<ω is defined by
σ ≤KB τ ⇐⇒ df (σ v τ) ∨ (∃ν ∈ ω<ω)(ν ̂ 0 v σ ∧ ν ̂ 1 v τ).
The Kleene-Brouwer ordering restricted to a tree T is a wellordering if and ony if T is
wellfounded. If T is a wellfounded tree, then set |T |KB := | ≤KB T |. We will need the
following, standard lemma.
Lemma 3.2.16. If T is a wellfounded tree, then
|T |KB =
( ∞∑
n=0
|Tn|KB
)
+ 1,
where the addition here is ordinal addition.
Recall that for a tree T on ω and n ∈ T , Tn := {σ ∈ ω<ω : (n) ̂ σ ∈ T}.
Lemma 3.2.17. There is a recursive function f : N → N such that
α ∈WF =⇒ f(α) ∈WO ∧ | ≤f(α) | = ω|Tα|.
Proof. We define an operation Φ on trees as follows. For a tree T , Φ(T ) is the tree whose
nodes are exactly sequences of the form
(〈n0, s0〉, . . . , 〈nk−1, sk−1〉), where (∀i < k)[ni ∈ ω and (s0, . . . , sk−1) ∈ T ]
Clearly, there is a recursive function f : N → N so that for any real α coding a tree, f(α)
codes the Kleene-Brouwer odering on the tree Φ(Tα).
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Claim. For any t ∈ ω with (t) ∈ T and any n ∈ ω, Φ(Tt) = Φ(T )〈n,t〉.
Proof of Claim 1. The equivelnces
(〈n0, s0〉, . . . , 〈nk−1, sk−1〉) ∈ Φ(Tt)
⇐⇒ (s0, . . . , sk−1) ∈ Tt
⇐⇒ (t, s0, . . . , sk−1) ∈ T
⇐⇒ (〈n, t〉, 〈n0, s0〉, . . . , 〈nk−1, sk−1〉) ∈ Φ(T )
⇐⇒ (〈n0, s0〉, . . . , 〈nk−1, sk−1〉) ∈ Φ(T )〈n,t〉
verify the claim.
`
We show that if T is a wellfounded tree, then so is Φ(T ) and |Φ(T )|KB = ω|T |, by
induction on |T |. The base case is trivial. If |T | = ξ + 1 is a successor, then for all t ∈ ω we
have |Tt| ≤ ξ and for some t∗ ∈ ω we have |Tt∗| = ξ. By our inductive assumption,
(∀t) |Φ(Tt)|KB ≤ ωξ and |Φ(Tt∗)|KB = ωξ.
Since
|Φ(T )|KB =
∑
n,t
|Φ(T )〈n,t〉|KB + 1 (3.2.2)
and |Φ(T )〈n,t〉|KB = |Φ(T )t|KB by Claim 1, it follows that |Φ(T )|KB is a countable sum of
ordinals of the form ωη with η ≤ ξ; moreover, infinitely many of the terms (namely, the
terms |Φ(T )〈n,t∗〉|KB for n ∈ ω) are ωξ. Thus, |Φ(T )|KB = ωξ+1, as desired.
Now, suppose |T | = λ is a limit ordinal. Then there is a sequence tk, k ∈ ω, such that
ξk = |Ttk | is a cofinal sequence in λ. By our inductive assumption,
(∀t) |Φ(Tt)|KB < ωλ,
(∀k) |Φ(Ttk)|KB = |Φ(T )〈0,tk〉|KB = ωξk .
Thus, by equation 3.2.2, it follows that |Φ(T )|KB = ωλ.
Finally, we need a standard Hausdorff rank computation, which is proved by a simple
induction on the ordinals.
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Lemma 3.2.18. For any ordinal ξ, HR(ωξ,∈) = ξ.
Theorem 3.2.19. There is no recursive function assigning Hausdorff rank to scattered linear
orders. More formally, there is no recusive function h : N → N such that, for any α ∈ SLO,
h(α) ∈WO and | ≤h(α) | = HR(≤α).
Proof. Suppose, by means of contradiction, that h is such a function. Let f be the recursive
function from Lemma 3.2.17, and consider the function g = h ◦ f : N → N . Then,
for any α ∈ WF, f(α) ∈ WO and | ≤f(α) | = ω|Tα|. But then, g(f(α)) ∈ WO and
| ≤g(f(α)) | = HR(≤f(α)) = |Tα|. Thus, g is a recursive function which assigns wellfounded
trees to their ranks, contradicting Theorem 3.2.15.
Question 3.2.20. Is there a ∆11 function assigning codes of scattered linear orders to codes
of their Hausdorff rank?
61
CHAPTER 4
Recursive Polish Spaces
4.1 Preliminaries on recursively presented metric spaces
In this section, we define recursively presented metric spaces and review the basic facts about
the pointclass of effectively open sets. Throughout, q0, q1, . . . is a fixed recursive enumeration
of Q.
Definition 4.1.1. Let (X, d) be a separable, complete metric space. A recursive presentation
of (X, d) is a function r : ω → X such that (1) the image r[ω] = {r0, r1, . . . } is dense in X,
and (2) the relations P≤, P< ⊆ ω3 defined by
P≤(i, j, k) ⇐⇒ df d(ri, rj) ≤ qk
P<(i, j, k) ⇐⇒ df d(ri, rj) < qk
are recursive. Relativizing, if the above sets are α-recursive for some real α, then we say
that r is an α-recursive presentation.
A recursively presented metric space is a triple X = (X, d, r), where (X, d) is a separable,
complete metric space and r is a recursive presentation of (X, d).
For example, ω equipped with the {0, 1}-valued discrete metric and the presentation
ri = i, i ∈ ω, is a recursively presented metric space. Perhaps the most important example
is the Baire space, N . Our standard metric for N is defined by
d(α, β) :=

0 if α = β
2−(minn{α(n) 6=β(n)}+1) if α 6= β.
(4.1.1)
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To obtain a recusive presentation of (N , d), recursively enumerate all the ultimately 0 se-
quences in N .
Given finitely many recursively presented metric spaces Xi = (Xi, di, ri), i = 1, . . . , n,
the product X = X1 × · · · × Xn is a recursively presented metric space when equipped with
the metric
d((x1, . . . , xn), (y1, . . . , yn)) := max{d1(x1, y1), . . . , dn(xn, yn)}
and the presentation given by ri := (r
1
(i)1
, . . . , rn(i)n).
Let X = (X, d, r) be a recursively presented metric space. We can effectively code a
neighborhood basis for X as follows. For each s ∈ ω, define the set
Ns(X ) := {x ∈ X : d(x, r(s)0) < q(s)1}.
Clearly, the sets Ns(X ), s ∈ ω, form a neighborhood basis for X .
A subset G ⊆ X is called effectively open if there is a recursive ε ∈ N such that G =⋃
nNε(n). We denote the collection of effectively open subsets of X by Σ01(X ). It is easily
varified that, with our notation, Σ01(ω) is indeed the collection of computably enumerable
subsets of ω.
Proposition 4.1.2. (Σ01 normal form, see [22, 3C.5]) Let X be a recursively presented metric
space. A subset P ⊆ X is Σ01 if and only if there is a P ∗ ∈ Σ01(ω) such that
P (x) ⇐⇒ (∃s)[x ∈ Ns(X ) ∧ P ∗(s)].
If Y is another recursively presented metric space, a subset P ⊆ X × Y is Σ01 if and only if
there exists P ∗ ∈ Σ01(ω2) such that
P (x, y) ⇐⇒ (∃s, t)[x ∈ Ns(X ) ∧ y ∈ Nt(Y) ∧ P ∗(s, t)].
In particular, if Y = ω we can write above equivalence as
P (x, y) ⇐⇒ (∃s)[x ∈ Ns(X ) ∧ P ∗(s, y)].
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Let X ,Y be recursively presented metric spaces. A function f : X → Y is recursive if
the relation P ⊆ ω ×X given by
P (s, x) ⇐⇒ df f(x) ∈ Ns(Y)
is Σ01(ω × X ). For functions f : ω → ω, this notion of recursive function coincides with the
notion from classical recursion theory, i.e., computable by a Turing machine.
Proposition 4.1.3. (see [22, 3F.6]) For any recursively presented metric space X , the point-
class Σ01(X ) has a good ω-parameterization, i.e., there exists G ∈ Σ01(ω × X ) such that (1)
Σ01(X ) = {Ge : e ∈ ω}, and (2) for every P ∈ Σ01(ω × X ) there is a recursive function
S : ω → ω such that
P (e, x) ⇐⇒ G(S(e), x)
for every e ∈ ω and x ∈ X .
If X and Y are recursive Polish spaces and f : X ⇀ Y is a partial function, we say that
f is locally recursive if there exists a Σ01 relation P ⊆ ω ×X such that, for any x ∈ X ,
f(x) ↓ =⇒ (∀s)[P (s, x) ⇐⇒ f(x) ∈ Ns(Y)].
For example, the function f : ω ×N ⇀ N defined by
f(e, α) ↓ ⇐⇒ ϕαe is total,
f(e, α) ↓ =⇒ f(e, α) = ϕαe
is locally recursive.
Proposition 4.1.4. (see [22, 3G.2]) The pointclass Σ01 has the substitution property, i.e., if
f : X ⇀ Y is a locally recursive partial function and P ⊆ Y is Σ01, then there exists a Σ01
relation Q ⊆ X such that, for all x ∈ X ,
f(x) ↓ =⇒ [Q(x) ⇐⇒ P (f(x))].
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4.2 Effectively open sets do not determine frames
In this section, we study the notion of a recursive Polish space. Recursive Polish spaces are
related to recursively presented metric spaces in a similar manner to how Polish spaces are
related to separable, complete metric spaces. Our primary reference for these notions is the
forthcoming [9].
Definition 4.2.1. Let X be a recursively presented metric space. The frame of X isR(X ) :=
Σ01(ω ×X ).
A recursive Polish space X is a set X together with a collection R(X ) of subsets of ω×X
which is the frame of some recursively presented metric space structure on X.
If X is a recursive Polish space, then we can recover the effectively open sets of X from
the frame: for a subset P ⊆ X , P ∈ Σ01(X ) if and only if P = Qt for some t ∈ ω and
Q ∈ R(X ). This observation leads us to the principal question addressed in this section:
can we, conversely, recover the frame from the collection of effectively open subsets? In other
words, could we define recursive Polish spaces by just specifying the Σ01 subsets of the space?
We will prove that the answer, in general, is that we cannot.
Theorem 4.2.2. There are recursive Polish spaces X and X ′ with the same underlying set
X such that Σ01(X ) = Σ01(X ′) but R(X ) 6= R(X ′).
To prove the theorem, we will need to establish several lemmas, starting with the following
routine fact.
Lemma 4.2.3. Let X = (X, d, r) be a recursively presented metric space. If Q ∈ Σ01(X ×ω),
then the relation Q∗ ⊆ ω × ω defined by
Q∗(i, n) ⇐⇒ df Q(ri, n)
is Σ01(ω
2).
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Proof. By the normal form for Σ01, there exists Q
∗ ∈ Σ01(ω2) such that
Q(x, n) ⇐⇒ (∃s)[x ∈ Ns(X ) ∧Q∗(s, n)].
Thus,
Q∗(i, n) ⇐⇒ Q(ri, n)
⇐⇒ (∃s)[ri ∈ Ns(X ) ∧Q∗(s, n)]
⇐⇒ (∃s)[d(ri, r(s)0) < (s)1 ∧Q∗(s, n)],
which shows that Q∗ is Σ01(ω
2).
Lemma 4.2.4. Let (X, d) be a separable, complete metric space, and let r, r′ be two recursive
presentations of (X, d). Denote the associated recursively presented metric spaces by X =
(X, d, r) and X ′ = (X, d, r′). Let G and G′ be good ω-parameterizations of Σ01(X ) and
Σ01(X ′), respectively. Let E ⊆ ω3 be the relation
E(i, j, n) ⇐⇒ df d(ri, r′j) < qn.
The following are equivalent.
(1) E is Σ01(ω
3);
(2) R(X ) = R(X ′);
(3) R(X ) ⊇ R(X ′);
(4) there is a recursive function f : ω → ω such that G′e = Gf(e) for all e ∈ ω.
Proof. (1)⇒ (2). Suppose E is Σ01(ω3). Let P ⊆ ω ×X be the relation
P (s, x) ⇐⇒ df x ∈ Ns(X ).
We will show that P is in R(X ′) by establishing the equivalence
P (s, x) ⇐⇒ (∃t)[x ∈ Nt(X ′) ∧ [d(r(t)0 , r(s)0) + q(t)1 < q(s)1 ]],
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The (⇐) direction is a trivial application of the triangle inequality. For (⇒), assume x ∈
Ns(X ) and pick a rational δ > 0 such that d(x, r(s)0) < q(s)1−δ. By denseness of r[ω], choose
some ri ∈ Ball(x, δ/2). Pick j with qj = δ/2 and set t = 〈i, j〉. Then, x ∈ Nt(X ′) and
d(r(t)0 , r(s)0) + q(t)1 = d(ri, r(s)0) + δ/2
≤ d(ri, x) + d(x, r(s)0) + δ/2 < δ/2 + q(s)1 − δ + δ/2 = q(s)1 .
With the equivalence established, it follows that P is Σ01(ω ×X ′) since
P (s, x) ⇐⇒ (∃t)[x ∈ Nt(X ′) ∧ (d(r(t)0 , r(s)0) + q(t)1 < q(s)1)]
⇐⇒ (∃t)[x ∈ Nt(X ′) ∧ E((t)0, (s)0, q(s)1 − q(t)1)],
and E is Σ01 by assumption.
We can now prove (2) via the Σ01-normal form. Indeed, for any R ∈ R(X ), there exists
R∗ ∈ Σ01(ω2) such that
R(t, x) ⇐⇒ (∃s)[x ∈ Ns(X ) ∧R∗(s, t)] ⇐⇒ (∃s)[P (s, x) ∧R∗(s, t)].
Thus, R is Σ01(ω ×X ′) since P is Σ01(ω ×X ′).
To prove the reverse inclusion R(X ′) ⊆ R(X ), we argue as above, swapping the roles of
X and X ′.
(2)⇒ (3) is trivial.
(3)⇒ (4). Suppose R(X ′) ⊆ R(X ). In particular, this means that G′ ∈ R(X ). Since G
is a good parameterization for Σ01(X ), there is a recursive function f : ω → ω such that
G′(e, x) ⇐⇒ G(f(e), x)
for every e ∈ ω.
(4)⇒ (1). Suppose we have a recursive function f : ω → ω such that G′e = Gf(e) for every
e ∈ ω. Since {(s, x) ∈ ω×X : x ∈ Ns(X ′)} is Σ01(ω×X ′) and G′ is a good parameterization
for Σ01(X ′), there is a recursive function h : ω → ω such that, for all x ∈ X and s ∈ ω,
x ∈ Ns(X ′) ⇐⇒ G(h(s), x)
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Then, we have the equivalences
E(i, j, n) ⇐⇒ d(ri, r′j) < qn
⇐⇒ ri ∈ N〈j,n〉(X ′)
⇐⇒ G′(h(〈j, n〉), ri)
⇐⇒ G(f(h(〈j, n〉)), ri).
Note that the relation R ⊆ X × ω2 defined by
R(x, j, n) ⇐⇒ df G(f(h(〈j, n〉)), x)
is in Σ01(X ×ω2) since Σ01 is closed under recursive substitions. Thus, we have the equivalence
E(i, j, n) ⇐⇒ G(f(h(〈j, n〉)), ri) ⇐⇒ R(ri, j, n),
hence E is Σ01(ω
3) by Lemma 4.2.3.
We will now consider different recursive presentations presentations for the set of natural
numbers with the {0, 1}-valued discrete metric. Since ω and its connection to classical
recursion theory play such a central role in effective descriptive set theory, placing different
presentations on ω can cause confusion. For this reason, we adopt the following notational
conventions for the remainder of this section. N will denote the set of natural numbers,
without any additional stucture. d will denote the {0, 1}-valued discrete metric on N, and
r : N → N will be the standard recursive presentation for (N, d), given by ri = i for i ∈ N.
We will denote by ω the recursively presented metric space (N, d, r). If r′ : N → N is some
(possibly) different recursive presentation of (N, d), we will denote the resulting recursively
presented metric space by ω′ = (N, d, r′). The associated collection of recursively open sets
Σ01(ω
′) and the frame R(ω′) will, in general, differ from the computably enumerable subsets
of N and N2, respectively, from classical recursion theory.
Note that (N, d) has many recursive presentations; indeed, any bijection r′ : N→ N is a
recursive presentation of (N, d). This is because for an injective r′ we have the equivalences
d(r′i, r
′
j) < qn ⇐⇒ (0 < qn ∧ i = j) ∨ (1 < qn)
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d(r′i, r
′
j) ≤ qn ⇐⇒ (0 ≤ qn ∧ i = j) ∨ (1 ≤ qn).
Note that the bijection r′ : N → N need not be recursive in the sense of classical recursion
theory, i.e., computable by a Turing machine. In the case of a non-computable r′, one would,
of course, expect the resulting frame R(ω′) to differ from R(ω), the collection of computably
enumerable subsets of N2, and this is indeed the case by the following result.
Lemma 4.2.5. Let r′ be a recursive presentation of (N, d) and let ω′ = (N, d, r′). Then,
R(ω′) = R(ω) if and only if r′ : N→ N is recursive, i.e., computed by a Turing machine.
Proof. By Lemma 4.2.4, it is enough to prove that r′ : N→ N is recursive if and only if
E(i, j, n) ⇐⇒ df d(ri, r′j) < qn ⇐⇒ d(i, r′j) < qn
is Σ01(ω
3).
Suppose r′ : N→ N is recursive. Since we have the equivalence
E(i, j, n) ⇐⇒ (0 < qn ∧ r′j = i) ∨ (qn > 1)
and the graph of r′ is a Σ01 relation by our assumption, it follows that E is Σ
0
1(ω
3).
Conversely, suppose E is Σ01(ω
3). Fix n0 such that qn0 = 1/2. Then
r′j = i ⇐⇒ d(i, r′j) <
1
2
⇐⇒ E(i, j, n0),
so that the graph of r′ is Σ01(ω
2), from which it follows that r′ is recursive.
Lemma 4.2.6. Let r′ be a recursive presentation of (N, d) and let ω′ = (N, d, r′). A set
P ⊆ N is in Σ01(ω′) if and only if there is a computable function f : N → N such that
P = {r′f(i) : i ∈ N} = r′[f [N]] .
Proof. Let P ∈ Σ01(ω′). If P = ω or if P = ∅, the result is trivial, so suppose ∅ 6= P 6= ω.
Fix recursive h : ω → ω such that P = ⋃i<ωNh(i)(ω′). Since P 6= ω, the neighborhoods
Nh(i)(ω
′) enumerated by h are either empty or singletons. By effectively altering h if needed,
we may assume that for all i < ω, Nh(i) = {r′(h(i))0}. Indeed, any time h would enumerate an
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empty basic neighborhood, instead return the code for the most recently enumerated code
for a nonempty basic neighborhood. Note that since P 6= ∅, there is at least one nonempty
basic neighborhood enumerated by h. Now, define f : N→ N by f(i) := (h(i))0. Clearly, f
is recursive and
P =
⋃
i∈N
Nh(i)(ω
′) =
⋃
i∈N
{r′(h(i))0} = {r′f(i) : i ∈ N},
which is of the desired form.
Conversely, suppose P = {r′f(i) : i ∈ N} for some recursive f : N→ N. Define a recursive
h : ω → ω by h(i) := 〈f(i), n0〉, where qn0 = 1/2. Then,
P =
{
r′f(i) : i ∈ N
}
=
⋃
i∈N
{r′f(i)} =
⋃
i∈N
Nh(i)(ω
′),
so that P ∈ Σ01(ω′).
Theorem 4.2.7. (Dekker and Myhill, see [23, Proposition III.4.16]) There exists a cohesive
subset of N, i.e., there is an infinite set A ⊆ N such that for every recursively enumerable
set P , either A ∩ P or A ∩ ¬P is finite.
It follows that there is a non-recursive bijection ψ : N→ N such that for every P ∈ Σ01(ω)
both the image ψ[P ] and the preimage ψ−1(P ) are Σ01(ω) sets.
To construct a bijection as in the theorem, let A be a cohesive set and define a bijection
ψ so that ψ(n) = n if and only if n /∈ A. Since A is clearly not recursively enumerable, ψ is
not recursive. Moreover, for every recursively enumerable P ⊆ N, ψ[P ] is again recursively
enumerable since the set P∆ψ[P ] is finite by the cohesiveness of A.
Theorem 4.2.8. There is a recursive presentation r′ of (N, d) such that Σ01(ω′) = Σ01(ω) but
R(ω′) 6= R(ω).
Proof. Let ψ : N → N be the bijection from Theorem 4.2.7, and set r′ = ψ, i.e., we define
r′i := ψ(i) for i ∈ N. Since r′ = ψ is not recursive, it follows from Lemma 4.2.5 that
R(ω′) 6= R(ω). What is left to show is that Σ01(ω′) = Σ01(ω).
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Let P ∈ Σ01(ω′). By Lemma 4.2.6, P = r′[f [N]] for some recursive f : N→ N. Since f is
recursive, f [N] is Σ01(ω), hence P = r′[f [N]] is also Σ01(ω) since r′ sends Σ01(ω) sets to Σ01(ω)
sets.
Let Q ∈ Σ01(ω). Since the r′-preimages of Σ01(ω) sets are again Σ01(ω), the set (r′)−1(Q) is
Σ01(ω). If follows that there is a recursive function f : N→ N which recursively enumerates
(r′)−1(Q), i.e., f [N] = (r′)−1(Q). Then,
{r′f(i) : i ∈ N} = r′[f [N]] = r′[(r′)−1(Q)] = Q,
which shows that Q is also Σ01(ω
′), again using Lemma 4.2.6.
4.3 Recursive subspaces of N
A recursive function f : X → Y is a recursive embedding if f is injective and there exists a
locally recursive partial function g : Y ⇀ X which is a left inverse for f , i.e., for any x ∈ X ,
g(f(x)) ↓= x.
Definition 4.3.1. (Gregoriades-Moschovakis [9]) Let X be a recursive Polish space. A
recursive subspace of X is a recursively presented metric space A = (A, dA, rA) with A ⊆ X
such that the inclusion function ιA : A → X is a recursive embedding. In particular, this
means that the topology generated by dA is the subspace topology on A induced by the
topology on X .
For A ⊆ X , we say that A is a recursive subspace of X if there is a complete metric
dA and a recursive presentation rA such that (A, dA, rA) is a recursive subspace of X . We
relativize this notion in the obvious way to get definitions for α-recursive subspaces for a
real α ∈ N .
With this notion of recursive subspace, it is shown in [9] that we have the following
effective version of the classical characterization of when a subset of a Polish space is a
Polish subspace.
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Theorem 4.3.2. (Gregoriades-Moschovakis [9]) Every Π02 subset of a recursive Polish space
is an O-recursive subspace. Moreover, the underlying set of any recursive subspace of a
recursive Polish space X is a Π02 subset of X .
The appearence of the parameter O in the above theorem motivates the study of which
subspaces of N are recursive subspaces, rather than O-recursive subspaces.
Question 4.3.3. Is there a way to characterize when a Π02 subset ofN is a recursive subspace
of N ?
The following equivalent characterization of recursive subapces will be useful in the work
to follow.
Proposition 4.3.4. Let X be a recursive Polish space and let A ⊆ X . Suppose A =
(A, dA, rA) is a recursively presented metric space. The following are equivalent.
(i) A is a recursive subspace of X ;
(ii) Σ01(ω ×A) = {P ∩ (ω × A) : P ∈ Σ01(ω ×X )};
(iii) there are relations P ∈ Σ01(ω ×X ) and Q ∈ Σ01(ω ×A) such that
Q(s, x) ⇐⇒ x ∈ Ns(X ) (s ∈ ω, x ∈ A)
x ∈ A =⇒ [P (s, x) ⇐⇒ x ∈ Ns(A)] (s ∈ ω, x ∈ X ).
Proof. (i)⇒(ii): assume (i), so that the inclusion map ι : A → X is recursive with a locally
recusive inverse pi : X ⇀ A.
Let P ∈ Σ01(ω ×X ) be arbitary. The relation Q ⊆ ω × A defined by
Q(n, x) ⇐⇒ df P (n, ι(x)) ⇐⇒ P (n, x) (n ∈ ω, x ∈ A)
is Σ01(ω×A) since Σ01 is closed under recursive substitutions. But, clearly, Q = P ∩ (ω×A).
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Now, consider an arbitrary Q ∈ Σ01(ω × A). Since pi : X ⇀ A is locally recursive, we
may apply the substitution property for Σ01 to get a relation P ∈ Σ01(ω × X ) such that, for
all x ∈ X ,
pi(x) ↓ =⇒ [P (n, x) ⇐⇒ Q(n, pi(x))].
Thus, Q = P ∩ (ω × dom(pi)) = P ∩ (ω × A).
(ii)⇒(iii) is simple, just apply (ii) to the relations x ∈ Ns(X ) and x ∈ Ns(A).
(iii)⇒(i) is also easy. The relation Q in (iii) shows that inclusion map ι : A → X is
recursive, and the relation P shows that the partial map pi : X ⇀ A which inverts ι is locally
recursive.
4.3.1 Π01 recursive subspaces of N
In this section and the following section, we present some partial answer to Question 4.3.3
by studying Π01 and Σ
0
1 recursive subspaces of N .
Throughout this section, we will consider N equipped with the standard metric given by
equation (4.1.1). Also, for C ⊆ N , d  C will denote the metric obtained by restricting the
standard metric d to elements in C.
Lemma 4.3.5. Let f : ω → N be a recursive function. Let C be the closure of the image
f [ω], so, in particular, C is Π01. Then, C = (C, d  C, rC), with rCi := f(i) for i ∈ ω, is a
recursive subspace of N .
Proof. Note that since C is closed, (C, d  C) is a separable, complete metric space. To
verify that C is a recursively presented metric space, we must check that the relations
P≤(i, j, k) ⇐⇒ d(rCi , rCj ) ≤ qk, P<(i, j, k) ⇐⇒ d(rCi , rCj ) < qk
are recursve. But this follows immediately from the fact that rCi = f(i) and f is recursive.
To see that C is a recursive subspace, we verify condition (iii) of Proposition 4.3.4. Define
P ⊆ ω ×N by
P (s, α) ⇐⇒ df d(α, f((s)0)) < q(s)1 ⇐⇒ α ∈ Ns(C).
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P is Σ01(ω ×N ) since f : ω → N is recursive. Moreover, P clearly satisfies, for all α ∈ N ,
α ∈ C =⇒ (∀s)[P (s, α) ⇐⇒ α ∈ Ns(C)],
since C is equipped with the metric d  C.
Next, we must show that the relation Q ⊆ ω × C,
Q(s, α) ⇐⇒ α ∈ Ns(N ), (s ∈ ω, α ∈ C)
is Σ01(ω × C). Let r be the recursive presentation of N . By the definition of the standard
metric d on N , it is enough to show that the set {(n, i, α) ∈ ω2 × C : α  n = ri  n} is
Σ01(ω × C). Note that, for all α ∈ C,
α  n = ri  n ⇐⇒ (∃j)[(α  n = rCi  n) ∧ (rCj  n = ri  n)]
⇐⇒ (∃j)[d(α, rCj ) ≤ 2−(n+1) ∧ (f(j)  n = ri  n)].
The relation “d(α, rCj ) ≤ 2−(n+1)” is clearly Σ01(ω2×C), since d is the metric associated with
C. Also, the relation “f(j)  n = ri  n” is Σ01(ω3) since the maps f, r : ω → N are recursive.
Thus, the relation “α  n = ri  n” is Σ01(ω2 × C), as desired.
The following theorem completely characterizes which Π01 subsets of N are recursive
subspaces.
Theorem 4.3.6. Let C ⊆ N be Π01. The following are equivalent.
(i) C is a recursive subspace of N ;
(ii) C is the closure (in the topology on N ) of f [ω] of some recursive function f : ω → N ;
(iii) TC, the unique pruned tree on ω such that C = [TC ], is Σ
0
1.
Proof. (i)→(ii): Suppose C is a recursive subspace, witnessed by the recursively presented
metric space structure C = (C, dC , rC). In particular, this means that dC generates the
subspace topology on C, thus rC [ω] is also a dense subset of C for the topology on N .
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Moreover, since rC : ω → C and ι : C → N are both recursive maps, the function f = ι◦ rC :
ω → N is recursive and the closure of f [ω] is C.
(ii)⇒(i) is just Lemma 4.3.5.
(ii)⇒(iii) follows from the equivalence
σ ∈ TC ⇐⇒ (∃i)[σ(i) @ f(i)].
(iii)⇒(ii) Suppose TC is Σ01. Let R ⊆ ω<ω × ω be recursive such that
σ ∈ TC ⇐⇒ (∃n)R(σ, n).
Let σ0, σ1, σ2, . . . be a recursive enumeration of TC . Then define f(i) = ri, i ∈ ω, so that
• ri  |σi| = σi; and
• for k ≥ |σi|, if 〈m,n〉 is the least code such that
R((ri(0), ri(1), . . . , ri(n− 1),m), n),
then ri(n) = m.
Then, f is a recursive function whose image is dense in C.
Remark 4.3.7. Obviously, the equivalence of (ii) and (iii) in Theorem 4.3.6 above is an easy
exercise in recursion theory. Condition (iii) is included in the theorem since it is a property
that is intrinsic to the set C.
We also extract the following corollary from the proof of Theorem 4.3.6, which says that
only the standard metric on N is needed for recursive subspaces which are Π01.
Corollary 4.3.8. Let C ⊆ N be Π01 set. If (C, dC , rC) is a recursive subspace of N , then
(C, d  C, rC) is also a recursive subspace of N .
Proof. From the proof of (i)⇒(ii) in Theorem 4.3.6, we have that C is the closure of the
recursive function f = ι ◦ rC . But then applying Lemma 4.3.5, we have that (C, d  C, rC)
is a recursive subspace of N .
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Many important Polish subspaces of N are Π01 sets, and Theorem 4.3.6 can be applied
to immediately see that many of them are, in fact, recursive subspaces of N . For example,
• LO = {α ∈ N :≤α is a linear order};
• Tr = {α ∈ N : α codes a tree};
• the Ramsey space, R = {α ∈ N : (∀n)α(n) < α(n+ 1)};
• Mod(L) = {α ∈ N : α codes an L-structure}, where L is a signature for a countable
first-order language.
Each of these are Π01 sets C such that the unique pruned tree TC with C = [TC ] is Σ
0
1. For
example, a finite string σ extends to a code of a linear order if and only if σ codes a finite
linear order.
4.3.2 Σ01 recursive subspaces of N
Let U ⊆ N be open. We say σ ∈ ω<ω is a stem of U if Nσ ⊆ U and Nτ 6⊆ U for any proper
initial segment τ @ σ. We denote by SU ⊆ ω<ω the set of stems of U . For any α ∈ U , there
is a unique stem σ ∈ SU with σ @ α.
Theorem 4.3.9. If U ⊆ N is Σ01-stemmed open set, then U is a recursive subspace of N .
Proof. We may assume that U is a proper subset of N , since otherwise the result is trivial.
For α ∈ N , let d(α,¬U) = inf{d(α, β) : β /∈ U}. By a routine exercise in metric topology,
(U, dU) is a complete separable metric space inducing the subspace topology on U , where
dU(α, β) := d(α, β) +
∣∣∣∣ 1d(α,¬U) − 1d(β,¬U)
∣∣∣∣ .
For α ∈ U , let σα denote the unique σ ∈ SU with σ @ α . It is easy to verify that for
α ∈ U , d(α,¬U) = 2−|σα|
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Let τ0, τ1, . . . be a recursive enumeration of {σ ∈ ω<ω : (∃α A σ)α ∈ U}. Define
rUi = τi ̂ 0∞, so that rU is a recursive map. The function i 7→ σi is clearly recursive since
SU is Σ01. It follows that the function
(i, j) 7→ d(ri, rj) +
∣∣∣∣ 1d(rUi ,¬U) − 1d(rUj ,¬U)
∣∣∣∣ = d(ri, rj) + ∣∣∣2|σri | − 2|σrj |∣∣∣
is also recursive. It follows that U = (U, dU , rU) is a recursively presented metric space.
What is left to show is that the inclusion map ι : U → N is a recursive embedding. To
verify this, we again use condition (iii) of Proposition 4.3.4. The function d( · ,¬U) : N ⇀ Q
is partial recursive, since for α ∈ U ,
d(α,¬U) = q ⇐⇒ (∃σ)[σ ∈ SU ∧ σ @ α ∧ q = 2−|σ|].
It follows that dU is a locally recursive partial function on N . Since we also have the rU is
recursive (as a map into N ), it follows that we have a relation P ∈ Σ01(ω ×N ) such that
α ∈ U =⇒ (∀s)[P (s, α) ⇐⇒ α ∈ Ns(U) ⇐⇒ dU(α, rU(s)0) < q(s)1 ].
Finally, we must show that the relation Q ⊆ ω<ω × U ,
Q(τ, α) ⇐⇒ df α ∈ Nτ ⇐⇒ τ @ α,
is Σ01(ω
<ω × U).
Claim 1. For α, β ∈ U , σα = σβ if and only if dU(α, β) < 2−|σα|.
Proof of Claim 1. If σα = σβ, then minn[α(n) 6= β(n)] ≥ |σα|, hence d(α, β) < 2−|σα|.
Moreover, σα = σβ implies that d(α,¬U) = d(β,¬U), so that dU(α, β) = d(α, β).
Conversely, if dU(α, β) < 2
−|σα|, then d(α, β) ≤ dU(α, β) < 2−|σα|. It follows that
minn[α(n) 6= β(n)] ≥ |σα|, hence β  |σα| = α  |σα| = σα. `
Claim 2. The map α 7→ σα : U → ω<ω is recursive.
Proof of Claim 2. Claim 1 gives the following equivalence,
τ = σα ⇐⇒ (∃i)[dU(ri, α) < 2−|σα| ∧ τ = σri ].
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But this equivelnce shows that graph of α 7→ σα is Σ01(U × ω<ω). (Note “τ = σri” is a
recusive relation on ω × ω<ω since i 7→ σi is recursive.) `
Claim 2 implies that Q ∈ Σ01(ω<ω × U) since, for any τ ∈ ω<ω and α ∈ U ,
Q(τ, α) ⇐⇒ (τ v σα) ∨
[
(σα @ τ) ∧ (∃i)[dU(rUi , α) < 2−|τ | ∧ τ @ rUi ]
]
.
To see the equivalence, note that if σα @ τ @ rUi , then σrUi = σα and, hence, dU(α, r
U
i ) =
d(α, rUi ). This completes the proof.
Remark 4.3.10. The converse of Theorem 4.3.9 is not true. Fix a P ⊆ ω which is Π01 \Σ01,
and let R ⊆ ω2 be a recursive relation such that
P (n) ⇐⇒ (∀k)R(n, k).
Let U =
⋃{α ∈ N : R(α(0), α(1))}. Since R is recursive, U is effectively open. However,
SU is not Σ01, since we can recursively reduce P to SU ,
P (n) ⇐⇒ (∀k)R(n, k) ⇐⇒ ⇐⇒ (n) ∈ SU .
However, U is a recursive subspace of N . This is because U = [T ], where
σ ∈ T ⇐⇒ df (∃τ A σ)[|τ | > 1 ∧R(τ(0), τ(1))]
is a Σ01 pruned tree.
4.4 A representation theorem for effective Borel sets
The effective, or lightface, Borel sets are the Borel sets which have a recursive Borel code,
and these sets are arranged in the usual hierarchy, with the additive pointclasses Σ0ξ and the
multiplicative pointclasses Π0ξ , for ξ < ω
ck
1 . For effective Borel subsets of the Baire space, N ,
we also have the following well-known (if not well-exposited in the literature) representation
theorem.
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Theorem 4.4.1 (Folklore). For 1 ≤ ξ < ωck1 , each Σ0ξ subset P of N can be represented in
the form
α ∈ P ⇐⇒ {e}α(η)(0) ↓,
where η = ξ if ξ is infinite and η = ξ − 1 if ξ is finite.
In this section, we will prove that this representation theorem extends to the effective
Borel sets of any recursive Polish space. Making use of ordinal notations from Kleene’s O
and a suitable notion of the iterated Turing jump xa for a ∈ O and any element x of a
recursive Polish space X , the theorem is stated as follows.
Theorem 4.4.2. Let X be a recursive Polish space, let P ⊆ X , and let 2 ≤ ξ < ωck1 . P is
Σ0ξ if and only if there is a notation a ∈ O and a Σ01 subset Q ⊆ N such that, for all x ∈ X ,
P (x) ⇐⇒ Q(xa),
where |a|O = ξ if ξ is infinite and |a|O = ξ − 2 if ξ is finite.
Moreover, the above representation provides a coding of Σ0ξ which is recursively equivalent
to the standard coding by recursive Borel codes.
We will see that the extended representation theorem implies a number of corollaries
regarding the basic structural properties of the effective Borel pointclasses for recursive
Polish spaces, some of which are well-known (at least, for subsets of N ), some are known,
but mentioned without proof in the literature (see, for example, Louveau’s unpublished [15]),
while others are (possibly) new.
4.4.1 Preliminaries on effective Borel pointclasses
For reals α, β and e ∈ ω, we define
α ≤Te β ⇐⇒ α = {e}β ⇐⇒ df (∀k)[{e}β(k) ↓ ∧{e}β(k) = α(k)]
For a real α and n ∈ ω, (α)n is the real defined by (α)n(k) = α(〈n, k〉) for k ∈ ω; also, let
α∗ denote the real given by α∗(k) = α(k + 1) for k ∈ ω.
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To define the pointclasses Σ0ξ for an infinite recursive ordinal ξ < ω
ck
1 , we need the notion
of an effective Borel code. The set of Borel codes, BC =
⋃
ξ<ω1
BCξ, is defined inductively
by
BC1 := {γ ∈ N : γ(0) = 0},
BCξ :=
{
γ ∈ N : γ(0) = 1 ∧ (∀n)(γ∗)n ∈
⋃
η<ξ
BCη
}
.
For a recursively presented metric space X and a Borel code γ ∈ BC, the Borel set BXγ ⊆ X
coded by γ is defined by
BXγ :=

⋃
γ(s)=1 Ns(X ) if γ(0) = 0,⋃
n ¬BX(γ∗)n otherwise.
By an easy transfinite induction, a set B ⊆ X is ˜Σ0ξ if and only if there is γ ∈ BCξ with
B = BXγ . For ξ < ω
ck
1 , Σ
0
ξ is the pointclass consisting of sets B ⊆ X such that there is a
recursive γ ∈ BCξ with B = BXγ . If ωck1 ≤ ξ < ω1, then there are no recursive γ ∈ BCξ, so
Σ0ξ is trivial. The lightface multiplicative classes and ambiguous classes are defined in the
obvious way, namely Π0ξ := ¬Σ0ξ , and ∆0ξ := Σ0ξ ∩ Π0ξ .
4.4.2 A generalized Turing jump
We now define the notion of Turing jump for elements of a recursive Polish space X . This
type of generalized Turing jump is already present in the literature; for example, see [8] and
[20].
We will use the system of ordinal notations known as Kleene’s O. For a formal definition
of O, see [4]. O as associated with an ordering ≤o. The relation ≤o is Π11-complete; however,
there is a Σ01 relation P ⊆ ω2 such that, for any a, b ∈ O, a ≤o b if and only if P (a, b). We
introduce the following notation, in part to avoid the particulars of the coding of O.
• We denote by 0 the notation in O for the ordinal 0.
• If a ∈ O, then the notation for the successor of a is denoted a+.
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• If a ∈ O is the notation for a limit ordinal, then we will denote by {an}n∈ω the sequence
of notations coded by a, so that |an|O is a strictly monotonic sequence limiting to |a|O.
There is a recursive partial function h : ω2 → ω such that, for any limit notation a ∈ O
and any n ∈ ω, h(a, n) ↓ and h(a, n) = an.
Fix a good ω-parameterization (GX )X for Σ01. We will denote G
N simply by G. For any
x ∈ X , the Turing jump of x, denoted JX (x), is the element of N that naturally codes the
set {e ∈ ω : GX (e, x)}, i.e.,
JX (x)(e) =

1 if G(e, x) holds
0 otherwise.
We will denote JN simply by J . We iterate the jump along elements of O by the transfinite
recursion
x0 := JX (x), xa
+
:= J(xa),
xa :=
⊕
n
xan (a ∈ O a limit notation).
When restricted toN , this notion of Turing jump is equivalent to any other reasonable choice
of Turing jump, sharing the same important properties. For instance, we have the following
uniformities, and the proofs are easy adaptations of the proofs from classical recursion theory.
Lemma 4.4.3. (1) There is e0 ∈ ω such that α ≤Te0 J(α) for every α ∈ N .
(2) There is recursive function f0 : ω
2 → ω such that, for any e, z ∈ ω and α, β ∈ N ,
α ≤Te β =⇒ {z}α = {f0(e, z)}β.
(3) There is a recursive function f1 : ω
2 → ω such that, for any e, n ∈ ω and α ∈ N ,
{e}(α)n = {f1(n, e)}α.
Similarly, we have the following standard uniformities for the jump J .
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Lemma 4.4.4. Π01(α) subsets of N are Σ01(J(α)), effectively in the codes. More formally,
there is a recursive function w : ω → ω such that, for any e ∈ ω,
¬G(e, α) ⇐⇒ G(w(e), J(α)).
Lemma 4.4.5. Σ01(J(α)) subsets of N are Σ02(α), effectively in the codes. More formally,
There is a recursive function u(e, n) such that, for all α ∈ N and e ∈ ω,
G(e, J(α)) ⇐⇒ (∃n)¬G(u(e, n), α).
The next lemma extends a familiar property of iterated Turing jumps (due to Kleene)
to elements of recursive Polish spaces. The proof is nearly identitcal, however we give the
details to give an example of how these results extend to arbitrary recursive Polish spaces
and to show a simple example of effective transfinite recursion, which will be a key method
in proving the results that follow.
Lemma 4.4.6. (Kleene, see [4, Lemma 2.1.2]) Let X be a recursive Polish space. For any
x ∈ X and any ordinal notations a ≤o b, xa is xb-recursive, uniformly in a, b. More formally,
there is a recursive partial function g : ω2 ⇀ ω such that, for every x ∈ X ,
a ≤o b ∈ O =⇒ g(a, b) ↓ ∧ xa ≤Tg(a,b) xb.
Proof. By effective transfinite recursion on b. Whenever a = b, we should have g(a, b) be the
program that prints its oracle, i.e., {g(a, b)}α = α. So, we will always assume a <o b.
For the successor case, a < b+, we assume that we have already defined g(a, b) so that
xa = {g(a, b)}xb . So, we should set g(a, b+) := f0(e0, g(a, b)), where f0 and e0 are from
Lemma 4.4.3. Indeed, since xb ≤Te0 xb
+
, we have
xa = {g(a, b)}xb = {f0(e0, g(a, b))}xb
+
= {g(a, b+)}xb+ ,
as desired.
For the case where b is a limit notation, we can find n so that a ≤o bn. By inductive
assumption, we have xa = {g(a, bn)}xbn . If f1 is the recursive function from Lemma 4.4.3,
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then since xbn = (xb)n we have
xa = {g(a, bn)}xbn = {f1(n, g(a, bn)}xb .
So,
g(a, b) := f1(s(a, b), g(a, bs(a,b))),
where s : ω → ω is some recursive selector for the Σ01 relation P ⊆ ω3 defined by
P (a, b, n) ⇐⇒ df a ≤o bn,
so that a ≤o bs(a,b) whenever b is a limit notation and a <o b.
4.4.3 The pointclasses Σa.
Definition 4.4.7. For a ∈ O, the pointclass Σa consists of pointsets P ⊆ X which satisfy
an equivalence
P (x) ⇐⇒ Q(xa)
for some Q ∈ Σ01(N ). We call a pair (a, e) a ∗-code if a ∈ O. The subset of X coded by
(a, e), denoted KX ,ae , is
KX ,ae (x) ⇐⇒ df G(e, xa).
If P ⊆ X and P = KX ,ae , we say (a, e) is a ∗-code for P .
These pointclasses are, in fact, just the effective Borel additive pointclasses; we will show
that
Σa =

Σ0n+2 if |a|o = n < ω
Σ0|a|o if |a|o is infinite.
(4.4.1)
and that, in fact, we can effectively transfer beween ∗-codes and recursive borel codes and
vice versa. Due to the annoying discrepency in the indices for notations for finite ordinals,
we introduce the notation
ξ(a) =

|a|o + 2 if |a|o is finite
|a|o if |a|o is infinite.
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for a ∈ O, so that equality (4.4.1) becomes Σa = Σ0ξ(a) for a ∈ O.
Lemma 4.4.8. There is a recursive function v : ω3 → ω with the following property: if
a ∈ O is a limit notation, then for any e ∈ ω and x ∈ X ,
G(e, xa) ⇐⇒ (∃n)¬G(v(a, e, n), xa+n ).
Proof. Fix a recursive R ⊆ ω2 such that
G(e, α) ⇐⇒ (∃t)R(e, α(t)),
where α(t) = 〈α(0), . . . , α(t− 1)〉. Define a relation P ⊆ ω4 ×N by
P (e, n, s, k, α) ⇐⇒ df Seq(s) ∧R(e, s)
∧ [¬pair(k)→ (s)k = 0]
∧ [pair(k)→ (k)0 ≤ n ∧ (s)k = α((k)1)],
where
pair(k) ⇐⇒ df (∃m,n)k = 〈m,n〉.
Easliy, P is Σ01. Let g be the recursive partial function from Lemma 4.4.6. By the substituion
property for Σ01, there is P
∗ in Σ01 such that
{g(an, a)}α is total =⇒ [P ∗(a, e, n, s, k, α) ⇐⇒ P (e, n, s, k, {g(a(k)0 , an)}α)].
Fix a recursive S : ω3 → ω such that
(∃s)(∀k < `h(s))P ∗(a, e, n, s, k, α) ⇐⇒ G(S(a, e, n), α),
and set v(a, e, n) := w(S(a, e, n)), where w : ω → ω is from the Lemma 4.4.4. Then, if a ∈ O
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is a limit notation, then
G(e, xa) ⇐⇒ (∃t)R(e, xa(t))
⇐⇒ (∃n)(∃s)(∀k < `h(s))[BitSeq(s) ∧R(e, s)
∧ [¬pair(k)→ (s)k = 0]
∧ [pair(k)→ (k)0 ≤ n ∧ (s)k = xa(k)0 ((k)1)]
]
⇐⇒ (∃n)(∃s)(∀k < `h(s))P (e, n, s, k, {g(a(k)0 , an)}x
an
)
⇐⇒ (∃n)(∃s)(∀k < `h(s))P ∗(a, e, n, s, k, xan)
⇐⇒ (∃n)G(S(a, e, n), xan)
⇐⇒ (∃n)¬G(w(S(a, e, n)), xa+n )
⇐⇒ (∃n)¬G(v(a, e, n), xa+n ),
so that v satisfies the lemma.
For a sequence of reals γn, n ∈ ω, we denote by
⊕˜
nγn the real δ such that δ(0) = 1 and
(δ∗)n = γn. The point here is that, if each γn is a Borel code, then
⊕˜
nγn is a Borel code for
the set
⋃
n ¬Bγn . Moreover, this operation is suitably recursive; in particular, if f : ω2 → N
is a recursive function such that f(e, n) ∈ BC for all e, n ∈ ω, then the map e 7→ ⊕˜nf(e, n)
is recursive.
Theorem 4.4.9. For any a ∈ O, Σa ⊆ Σ0ξ(a) effectively in the codes, i.e., for each recursive
Polish space X , there is a partial recursive ρX : ω×ω ⇀ N such that if (a, e) is a ∗-code for
a subset P ⊆ X , then ρX (a, e) ↓ is a (recursive) Borel code for P in BCξ(a)
Proof. We proceed by effective transfinite recursion. Fix a recursive Polish space X . As we
shall only be considering this space, we shall often surpress X in our notation; for instance,
Kae denotes the subset of X with ∗-code (a, e).
Base case, a = 0. Recall that x0 = JX (x). Define Q ⊆ ω ×X by
Q(e, x) ⇐⇒ df G(e, JX (x)).
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By an easy computation, Q is Σ02(ω ×X ), so that there is R ∈ Σ01(ω2 ×X ) satisfying
Q(e, x) ⇐⇒ (∃n)¬R(n, e, x).
Let S : ω2 → ω be a recursive function such that
R(n, e, x) ⇐⇒ GX (S(n, e), x).
Fix a recursive function c : ω → N such that, for every e ∈ ω, c(e) ∈ BC1 is a Borel code
for GXe . Defining
ρ(0, e) :=
⊕˜
n
c(S(n, e)),
we have that ρ(0, e) ∈ BCξ(0) = BC2 and
K0e = Qe =
⋃
n
¬GXS(n,e) =
⋃
n
¬BXc(S(n,e)) = BXρ(0,e)
for every e ∈ ω.
Successor case, a+. Let u be the recursive function in Lemma 4.4.5, so that
G(e, xa
+
) ⇐⇒ G(e, J(xa)) ⇐⇒ (∃n)¬G(u(e, n), xa).
By effective transfinite recursion, we may assume that we have already defined ρ(a, u(e, n))
so that
Ka
+
e =
⋃
n
¬Kau(e,n) =
⋃
n
¬BXρ(a,u(e,n)).
It follows that we should set
ρ(a+, e) :=
⊕˜
n
ρ(a, u(e, n)).
Limit case. If a is a limit notation, then assuming we have already defined ρ(b, e) for
b <o a and using the recursive function v from Lemma 4.4.8 we have
G(e, xa) ⇐⇒ (∃n)¬G(v(a, e, n), xa+n ),
i.e.,
Kae =
⋃
n
¬Ka+nv(a,e,n).
86
We define
ρ(a, e) :=
⊕˜
n
ρ(a+n , v(a, e, n)),
so that
Kae =
⋃
n
¬Ka+nv(a,e,n) =
⋃
n
¬BX
ρ(a+n ,v(a,e,n))
= BXρ(a,e),
as desired
Terminology and notation conventions. If P ⊆ ωk × X is Σ01, then we call SP :
ωk → ω a coding function for P if SP is recursive and if, for every ~n ∈ ωk and x ∈ X ,
P (~n, x) ⇐⇒ GX (SP (~n), x).
Let (e, n) 7→ e˜n be a recursive function such that, for any e ∈ ω,
{e} = γ ∈ N =⇒ {e˜n} = (γ∗)n.
Lemma 4.4.10. There is a recursive partial function f = fX : ω2 × N ⇀ ω such that for
a ∈ O and e ∈ ω,
{e} is total ∧ {e} ∈ BCξ(a) =⇒ f(a, e, xa++) ↓= 1,
{e} is total ∧ {e} /∈ BCξ(a) =⇒ f(a, e, xa++) ↓= 0.
Proof. Define P0 ⊆ ω ×X by
P0(e, x) ⇐⇒ df {e} is total ∧ (∀n){e˜n}(0) = 0.
Since P0 is Π
0
2, we can find a Σ
0
1 relation R0 ⊆ ω2 ×X satisfying
P0(e, x) ⇐⇒ (∀n)R0(n, e, x).
Let SR0 : ω
2 → ω be a coding function for R0. Next, define Q0 ⊆ ω ×N by
Q0(e, α) ⇐⇒ df (∃n)α(SR0 (n, e)) = 0,
and let SQ0 : ω → ω be a coding function for Q0.
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Define a Σ01 relation Q+ ⊆ ω3 ×N by
Q+(z, a, e, α) ⇐⇒ df (∃n){z}(a, e˜n, α) = 0
and let S+ : ω
3 → ω be a coding function for Q+.
Let g : ω2 → ω be the recurive function from Lemma 4.4.6. Define the Σ01 relation
P` ⊆ ω5 ×N by
P`(z, b, e, n, β) ⇐⇒ df {z}(b, e˜n, β) = 1
By the substituion property, there is a Σ01 relation P
∗
` ⊆ ω5 × N such that, whenever ak ↓
and {g(a++k , a)}α is total, we have
P ∗` (z, a, e, n, k, α) ⇐⇒ P`(z, ak, e, n, {g(a++k , a)}α).
Fix a recursive SP` : ω
4 → ω satisfying
(∃k)P ∗` (z, a, e, n, k, α) ⇐⇒ G(SP` (z, a, e, n), α).
Define the Σ01 relation Q` ⊆ ω3 ×N by
Q`(z, a, e, α) ⇐⇒ df (∃n)α(SP` (z, a, e, n)) = 0,
and let SQ` : ω
3 → ω be a coding function for Q`.
By the Second Recursion Theorem, there is z ∈ ω such that
{z}(a, e, α) = h(z, a, e, α) :=

1−˙α(SQ0 (e)) if a = 0
1−˙α(S+(z, b, e)) if a = b+
1−˙α(SQ` (z, a, e)) if a is limit notation.
We claim that f := {z} satisfies the statement. This is verified by induction on a ∈ O.
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If a = 0, then BCξ(0) = BC2. So, for any e ∈ ω,
{e} ∈ BC2 ⇐⇒ {e} is total ∧ (∀n){e˜n}(0) = 0
⇐⇒ P0(e, x)
⇐⇒ (∀n)R0(n, e, x)
⇐⇒ (∀n)GX (SR0 (n, e), x)
⇐⇒ ¬(∃n)JX (x)(SR0 (n, e)) = 0
⇐⇒ ¬Q0(e, JX (x))
⇐⇒ ¬G(SQ0 (e), JX (x))
⇐⇒ J(JX (x))(SQ0 (e)) = 0.
⇐⇒ x0+(SQ0 (e)) = 0.
For the successor case, let a ∈ O and assume by induction that for any d ∈ ω, {d} ∈
BCξ(a) if and only if f(a, d, x
a++) = 1. Then for any e ∈ ω,
{e} ∈ BCξ(a+) ⇐⇒ ¬(∃n)[{e˜n} /∈ BCξ(a)]
⇐⇒ ¬(∃n)[f(a, e˜n, xa++) = 0]
⇐⇒ ¬(∃n)[{z}(a, e˜n, xa++) = 0]
⇐⇒ ¬Q+(z, a, e, xa++)
⇐⇒ ¬G(S+(z, a, e), xa++)
⇐⇒ J(xa++)(S+(z, a, e)) = 0
⇐⇒ xa+++(S+(z, a, e)) = 0
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Finally, consider a limit notation a. For any e ∈ ω,
{e} ∈ BCξ(a) ⇐⇒ (∀n)(∃k)e˜n ∈ BCξ(ak)
⇐⇒ (∀n)(∃k){z}(ak, e˜n, xa++k ) = 1
⇐⇒ (∀n)(∃k)P`(z, ak, e, n, {g(a++k , a)}x
a
)
⇐⇒ (∀n)(∃k)P ∗` (z, a, e, n, k, xa)
⇐⇒ (∀n)G(SP` (z, a, e, n), xa)
⇐⇒ (∀n)J(xa)(SP` (z, a, e, n)) = 1
⇐⇒ ¬(∃n)xa+(SP` (z, a, e, n)) = 0
⇐⇒ ¬Q`(z, a, e, xa+)
⇐⇒ ¬G(SQ` (z, a, e), xa
+
)
⇐⇒ xa++(SQ` (z, a, e)) = 0
Theorem 4.4.11. For every a ∈ O, Σ0ξ(a) ⊆ Σa, effectively in the codes. More formally,
there is a recursive partial function θX : ω2 ⇀ ω such that if a ∈ O and γ := ϕe ∈ BCξ(a),
then θX (a, e) ↓ and (a, θX (a, e)) is a ∗-code for BXγ .
Proof. We proceed by effective transfinite recursion on a.
Define P ⊆ ω ×X by
P (e, x) ⇐⇒ df (∃s)[ϕe(s+ 1) = 1 ∧ x ∈ Ns(X )].
Note that P is Σ01(ω × X ) and that if γ = ϕe ∈ BC1, then Bγ = Pe. Let SP : ω → ω be the
code function for P , and define Q ⊆ ω ×N by
Q1(e, α) ⇐⇒ df (∃n)α(SP (e˜n)) = 0,
Let S1 : ω → ω be the code function for Q1.
Next, define Q+ ⊆ ω3 ×N by
Q+(z, a, e, α) ⇐⇒ df (∃n)α({z}(a, e˜n)) = 0
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and let S+ : ω
3 → ω be the code function for Q+.
Let f be the function from Lemma 4.4.10, and let g be the function from Lemma 4.4.6.
By substituion property, there is a Σ01 relation Q` ⊆ ω3×N such that, whenever {g(a++k , a)}α
are total {g(a+k , a)}α are total, we have the equivalence
Q`(z, a, e, α) ⇐⇒ (∃n)(∃k)[f(ak, e˜n, {g(a++k , a)}α) = 1
∧ {g(a+k , a)}α({z}(ak, e˜n)) = 0]
Let S` : ω
3 → ω be the code function for Q`.
By the second recursion theorem, we have z ∈ ω such that
{z}(a, e) = h(z, a, e) :=

S1(e) if a = 0
S+(z, b, e) if a = b
+
S`(z, a, e) if a is a limit notation.
Set θ = {z}. We check that this works by induction on a ∈ O
Suppose {e} = γ ∈ BC2 = BCξ(0), so that (γ∗)n ∈ BC1 for each n ∈ ω. We must check
that (0, θ(0, e)) is a ∗-code for Bγ. Then,
x ∈ Bγ ⇐⇒ (∃n)x /∈ B(γ∗)n
⇐⇒ (∃n)¬P (e˜n, x)
⇐⇒ (∃n)¬GX (SP (e˜n), x)
⇐⇒ (∃n)JX (x)(SP (e˜n)) = 0
⇐⇒ Q1(e, JX (x))
⇐⇒ G(S1(e), JX (x))
⇐⇒ G(θ(0, e), JX (x)).
Suppose now {e} = γ ∈ BCξ(a+) = BCξ(a)+1. Then, (γ∗)n ∈ BCξ(a) for every n ∈ ω, so
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by our induction hypothesis, (a, θ(a, e˜n)) is a ∗-code for B(γ∗)n . So, we have
x ∈ Bγ ⇐⇒ (∃n)x /∈ B(γ∗)n
⇐⇒ (∃n)¬G(θ(a, e˜n), xa)
⇐⇒ (∃n)J(xa)(θ(a, e˜n)) = 0
⇐⇒ (∃n)xa+({z}(a, e˜n)) = 0
⇐⇒ Q+(z, a, e, xa+)
⇐⇒ G(S+(z, a, e), xa+)
⇐⇒ G(θ(a+, e), xa+).
Finally, if a is a limit notation and {e} = γ ∈ BCξ(a), then for each n ∈ ω there is k ∈ ω
such that (γ∗)n ∈ BCξ(ak), and by our inductive hypothesis (ak, θ(ak, e˜n)) is a ∗-code for
B(γn)∗ . Morever, by our choice of g, we have x
a+k ≤T
g(a+k ,a)
xa and xa
++
k ≤T
g(a++k ,a)
xa. Thus,
x ∈ Bγ ⇐⇒ (∃n)x /∈ B(γ∗)n
⇐⇒ (∃n)(∃k)[(γ∗)n ∈ BCξ(ak) ∧ x /∈ B(γ∗)n ]
⇐⇒ (∃n)(∃k)[f(ak, e˜n, xa++k ) = 1 ∧ ¬G(θ(ak, e˜n), xak)]
⇐⇒ (∃n)(∃k)[f(ak, e˜n, xa++k ) = 1 ∧ J(xak)({z}(ak, e˜n)) = 0]
⇐⇒ (∃n)(∃k)[f(ak, e˜n, {g(a++k , a)}x
a
) = 1
∧ {g(a+k , a)}x
a
({z}(ak, e˜n)) = 0]
⇐⇒ Q`(z, a, e, xa)
⇐⇒ G(S`(z, a, e), xa)
⇐⇒ G(θ(a, e), xa),
which completes the induction.
Together, Theorem 4.4.9 and Theorem 4.4.11 imply Theorem 4.4.2.
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4.4.4 Applications of the representation theorem
We apply Theorem 4.4.2 to show that the effective Borel pointclasses Σ0ξ , ξ < ω
ck
1 , are
ω-parameterized and normed. Towards this end, we first establish a few lemmas.
Lemma 4.4.12. For any recursive Polish space X , there is a locally recursive partial function
IX : N ⇀ X such that, for any x ∈ X , IX (JX (x)) ↓= x.
Proof. Fix a recursive function S : ω → ω such that, for x ∈ X and s ∈ t,
x ∈ Nt(X ) ⇐⇒ GX (S(t), x).
Define P ⊆ ω ×N by
P (t, α) ⇐⇒ α(S(t)) = 1.
Then, P is recursive and defines a locally recursive partial function with the desired properties
since, for any x ∈ X ,
P (s, JX (x)) ⇐⇒ JX (x)(S(t)) = 1 ⇐⇒ GX (S(t), x) ⇐⇒ x ∈ Nt(X ).
Lemma 4.4.13. Let X ,Y be recursive Polish spaces and let f : X → Y be a recursive
function.
(1) There is a recursive map f˜ : N → N such that, for any x ∈ X , f˜(JX (x)) = JY(f(x)).
(2) For any a ∈ O, there is a recursive map f˜ : N → N such that, for any x ∈ X ,
f˜a(x
a) = f(x)a.
(3) For any a, b ∈ O with a ≤o b, there is a recursive map f˜a,b : N → N such that, for any
x ∈ X , f˜a,b(xb) = f(x)a.
Proof. (1) Since f is recursive, the relation
R(e, x) ⇐⇒ df GY(e, f(x))
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is Σ01, so we can find a recursive function S : ω → ω such that
GY(e, f(x)) ⇐⇒ R(e, x) ⇐⇒ GX (S(e), x).
Define f˜ so that
α(S(e)) = 1 =⇒ f˜(α)(e) = 1
α(S(e)) = 0 =⇒ f˜(α)(e) = 0.
Clearly, f˜ is recursive and, for any x ∈ X ,
f˜(JX (x))(e) = 1 ⇐⇒ JX (x)(S(e)) = 1 ⇐⇒ GX (S(e), x) ⇐⇒ GY(e, f(x)),
hence f˜(JX (x)) = JY(f(x)).
(2) is proved by a straightforward recursive transfinite induction, using part (1) for the
successor case.
(3) Let g be the function from Lemma 4.4.6, and let f˜a be the function from part (2).
Then, set f˜a,b(x) = {g(a, b)}f˜b(x).
Lemma 4.4.14. Let X ,Y be recursive Polish spaces and let b, a ∈ O.
(1) If a ≤o b and R ⊆ N 2 is Σ01, then the relation P ⊆ X × Y given by
P (x, y) ⇐⇒ df R(xa, yb)
is a Σb relation.
(2) If R ⊆ X ×N is Σ01, then the relation P ⊆ X × Y defined by
P (x, y) ⇐⇒ df R(x, ya)
is a Σa relation.
Proof. (1) Let pi0 : X × Y → X and pi1 : X × Y → Y be the natural projection functions.
Define R∗ ⊆ N by
R∗(α) ⇐⇒ df R(p˜i0a,b(α), p˜i0b (α)).
94
Then, for any x ∈ X and y ∈ Y , we have p˜i0a,b((x, y)b) = pi0(x, y)a = xa and p˜i1b ((x, y)b) =
pi1(x, y)b = yb; thus,
R∗((x, y)b) ⇐⇒ R(p˜i0a,b((x, y)b), p˜i0b ((x, y)b))
⇐⇒ R(xa, yb) ⇐⇒ P (x, y),
from which it follows that P is Σb.
(2) Let I = IX be the locally recursive jump inverse map from Lemma 4.4.12. By the
substitution property, there is a Σ01 relation R
∗ ⊆ N so that whenever I(p˜i0
a,0
(α)) ↓,
R∗(α) ⇐⇒ R(I(p˜i0a,0(α)), p˜i1a(α))
For any x ∈ X and y ∈ Y , p˜i0
0,a
((x, y)a) = pi0(x, y)0 = x0 = JX (x) and I(JX (x)) ↓, so
R∗((x, y)a) ⇐⇒ R(I(p˜i00,a((x, y)a)), p˜i1a((x, y)a))
⇐⇒ R(I(JX (x)), ya)
⇐⇒ R(x, ya) ⇐⇒ P (x, y),
which shows that P is Σa.
Theorem 4.4.15. For every recursive Polish space X and every ξ < ω1, Σ0ξ(X ) is ω-
parameterized.
Proof. It is enough to prove that Σa(X ) is ω-parameterized for every a ∈ O. Consider
KX ,a(e, x) ⇐⇒ df GX (e, xa).
By Lemma 4.4.14, KX ,a is Σa, hence it is an ω-parameterization for Σa.
If Γ is a pointclass and P ∈ Γ(X ), then a Γ-norm on P is a function ϕ : P → Ords such
that there exist relations ≤Γ,≤Γˇ⊆ X × X which are in Γ and Γˇ, respectively, satisfying
y ∈ P =⇒ (∀x)[x ∈ P ∧ ϕ(x) ≤ ϕ(y) ⇐⇒ x ≤Γ y ⇐⇒ x ≤Γˇ y.
The pointclass Γ is normed if every pointset in Γ admits a Γ-normed. The pointset Σ01 is
normed.
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Corollary 4.4.16. For each ξ < ωck1 , the pointclass Σ
0
ξ is normed.
Proof. It is enough to show that Σa is normed for each a ∈ O. Let P ⊆ X be Σa, and let
R ⊆ N be a Σ01 set satisfying, for all x ∈ X , P (x) if and only if R(xa). As R is Σ01, it admits
a Σ01-norm ϕ : R→ Ords, witnessed by relations ≤ϕΣ, ≤ϕΠ which are Σ01 and Π01, respectively.
Define ψ : P → Ords by ψ(x) = ϕ(xa). We show that ψ is a Σa-norm for P . Define relations
x ≤ψΣ y ⇐⇒ df xa ≤ϕΣ ya, x ≤ψΠ y ⇐⇒ df xa ≤ϕΠ ya,
on X × X , which are Σa and Πa, respectively, by Lemma 4.4.14. Fix y ∈ P , so that R(ya)
holds. Then, for any x ∈ X ,
P (x) ∧ ψ(x) ≤ ψ(y) ⇐⇒ R(xa) ∧ ϕ(xa) ≤ ϕ(ya) ⇐⇒ xa ≤ϕΣ ya ⇐⇒ x ≤ψΣ y,
and similarly for ≤ψΠ.
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