Rainfall derivatives are in their infancy since starting trading on the Chicago Mercantile Exchange (CME) in 2011. Being a relatively new class of financial instruments there is no generally recognised pricing framework used within the literature. In this paper, we propose a novel Genetic Programming (GP) algorithm for pricing contracts. Our novel algorithm, which is called Stochastic Model GP (SMGP), is able to generate and evolve stochastic equations of rainfall, which allows us to probabilistically transform rainfall predictions from the risky world to the risk-neutral world. In order to achieve this, SMGP's representation allows its individuals to comprise of two weighted parts, namely a seasonal component and an autoregressive component. To create the stochastic nature of an equation for each SMGP individual, we estimate the weights by using a probabilistic approach. We evaluate the models produced by SMGP in terms of rainfall predictive accuracy and in terms of pricing performance on 42 cities from Europe and the USA. We compare SMGP to 8 methods: its predecessor DGP, 5 well-known machine learning methods (M5 Rules, M5 Model trees, k-Nearest Neighbors, Support Vector Regression, Radial Basis Function), and two statistical methods, namely AutoRegressive Integrated Moving Average (ARIMA) and Monte Carlo Rainfall Prediction (MCRP). Results show that the proposed algorithm is able to statistically outperform all other algorithms.
prediction, and [24] extended the above work by exploring the use of feature extraction. Both works showed promis-compare the prices derived by the SMGP, not only to the previously mentioned machine learning algorithms, but also 119 to Burn Analysis (BA), which is a common benchmark for derivatives pricing. 120 The rest of this paper is organised as follows. We begin with Section 2, which presents background information 121 on the problem of pricing in the context of weather derivatives. In Section 3, we present in detail our new algorithm 122 based on producing a stochastic white-box potentially interpretable model, which will be used for deriving pricing 123 equations. In Section 4, we outline the experimental set-up and tuning for our experiments. In Section 5, we show 124 the experimental results for the proposed SMGP and the other benchmarks on the rainfall prediction problem and 125 also how they relate to the pricing of rainfall derivatives. Finally, in Section 6 we conclude and discuss future work. 126 In addition, a Glossary of financial and mathematical terms is included after the References section, to help readers 127 unfamiliar with financial terminology. The general method for pricing a derivative contract for the rainfall amount is given by:
where F(t; , τ 1 , τ 2 ) represents a futures contract priced at time point t for a contract period from time point τ 1 until 131 time point τ 2 . For this, t does not have to equal to τ 1 , because contracts are priced for a future date. E Q [I(τ 1 , τ 2 )| f t ] 132 represents the index I of the rainfall amount over the contract period τ 1 till τ 2 , given the available data at time point 133 f t . This index level is calculated at the risk-neutral expectation denoted by E Q . This gives us the final part of the 134 equation that is the sum of the total rainfall (R T ) over the contract period given the available historical data that we 135 have under risk-neutral conditions. As the rainfall index is explicitly used in the formulation of a derivatives price, 136 the prediction of the underlying variable of rainfall is required. Note, Q (risk-neutral measure) does not have anything 137 to do with the objective probability of occurrence of scenarios, i.e. the probability of a certain rainfall prediction 138 pathway happening. Q in our case is a probability measure on the set of scenarios, which is a bet on the occurrence of 139 this event. In other words, we are trying to measure the probability of us betting on the occurrence of this outcome, 140 rather than the probability of the outcome. 141 Rainfall derivatives is an incomplete market, as rainfall amounts do not have a price, nor can they be held or traded. 142 Therefore, one cannot assume arbitrage-free pricing (there exists the opportunity for risk-free profit), as a result 143 pricing directly on the accumulated amount of rainfall is considered risky. Because of this, additional methods are 144 required to transform rainfall amounts from the real world to the risk-neutral world. Therefore, the rainfall amount is 145 directed towards the more likely scenario in order to achieve neutrality. Another perspective is finding the expectation 146 of the index that has been calculated and then what is the probability for the index to take that value. Arbitrage 147 pricing and risk-neutrality are key concepts, which need to be addressed within derivative pricing. The absence of 148 arbitrage imposes constraints on the way derivatives are priced within a market. Risk-neutrality allows the price of any 149 derivative within an arbitrage-free market to discount the expected payoff under an approximated probability measure 150 called a risk-neutral measure. 151 Our rainfall estimates I(τ 1 , τ 2 ) are considered the expected price under the canonical measure P (i.e., the proba-152 bility space (Ω, f, P)), but are within the 'risky' world. Ω is the sample space, a set of all possible outcomes, f is a 153 set of events, where each event is a set containing zero or more outcomes and P the assignment of probabilities to the 154 functions. Therefore, we require Q ∼ P, such that all tradable assets in the market are martingales after discounting 155 taking into account investors' exposure to risk. A martingales is a sequence of values of a random variable, such as 156 a stochastic process, where at a particular time in the realised sequence, the expectation of the future value is equal selling the underlying asset, allowing the equivalent martingale measure of Q to be calculated. It is crucial to derive the equivalent martingale measure, which verifies that there is arbitrage-free pricing. Therefore, we must specify the risk-neutral probability of Q. The weather derivatives are traded in an incomplete market, so there will exist many 165 different martingales (Q). Hence, it is not possible to find a unique risk-neutral measure Q [34, 27] , such that Q is 166 equivalent to the physical measure P. As mentioned previously, Q is the betting on the outcome of P. Therefore, 167 the derivative price is arbitrage-free, if and only if there exists a probability measure Q ∼ P, such that the derivative 168 payoffs are martingales with respect to Q. For this reason Q is an equivalent martingale measure. The Black-Scholes 169 model, the first and most well known pricing model achieves its equivalent martingale measure by modifying the drift 170 in the Brownian motion.
171
Since it is not possible to construct a portfolio that can be perfectly hedged (has a replication strategy), it is not 172 possible to find a unique risk-measure, or unique equivalent martingale Q ∼ P. Instead, many different martingales 173 exist and prices can be derived directly only based on the basis of no-arbitrage. Due to this reason, we are looking to 174 estimate Q θ , where theta is the MPR, a parameter for finding the unique equivalent martingale.
175
There are two main approaches for approximating the unique (a generalisation of many) equivalent martingale and 176 to find the MPR, which is the indifference pricing and arbitrage-free pricing. We cannot use Brownian motion like 177 in the Black-Scholes pricing model for three reasons. Firstly, rainfall is a binary event with extremely volatile peaks 178 making the data non smooth. Secondly, there is no mean-reverting value, i.e. there is no seasonal mean. Thirdly, 179 rainfall is strictly non-negative and does allow for an unbounded random walk. As arbitrage-free pricing is the pricing 180 method currently used within rainfall derivatives [27, 3, 28], we will only focus on this method in this work. 
Arbitrage-Free Pricing 182
The arbitrage-free pricing approach uses the Esscher transform [35] (synonymous to exponential tilting), which is 183 a generalisation of the Girsanov transform for Brownian processes. The Esscher transform can be seen as a method 184 to change the index value, whilst in most cases retaining the original probability density function (PDF). Numerous 185 distribution functions can be used to achieve this shift as part of the Esscher transform, as long as they are within the 186 exponential distribution family [35] . Therefore, there is a greater choice available and we can fit a distribution that is 187 more suitable to the problem. The use of the Esscher transform changes the jump intensity and jump size under P to 188 the new probability Q θ . Thus, achieving risk-neutral and arbitrage-free pricing from the predicted rainfall amounts.
189
[36] generalise the transformation to a stochastic process driven by a Lévy process and is applied across a variety of 190 different pricing applications [36, 37, 38] .
191
The Esscher transform changes the probability density f (x) of a random variable X (in our case a probability 192 density of all rainfall pathways based on the accumulated rainfall amount for a given period) to a new probability 193 density f (x; θ) with parameter θ denoting the MPR, given by:
(2)
Here we see the Radon-Nikodym derivative with θ being the level of risk exposed to investors from the jumps of 195 the driving process of rainfall. of these distributions can take the θ into consideration. The next step is to fit one of the chosen distributions to f (x), 199 the most common one is the NIG, which has 4 parameters to tune: µ for the location, β the skewness, σ the scaling 200 and α for the steepness. Other than the good fit, using the NIG(α, β, µ, σ) benefits from the distribution maintaining 201 its shape [39] under the Esscher transform with parameter θ becoming NIG(α, β + θ, µ, σ).
202
The NIG distribution has four parameters and belongs to the generalised hyperbolic distributions. It is used for several applications of risk-neutral modelling across a variety of financial problems, with a PDF in the closed form of:
where K 1 denotes the modified Bessel function of the second kind. The NIG distribution is infinitely divisible and 203 creates a Lévy process L t , t ≥ 0, making it ideal for the Esscher transform. : 
GP Individual Representation 231
Each GP individual can be represented, at a high level of abstraction, by the general model given in Figure 2 . Here we have a GP whose root node takes a "plus" symbol, which combines parameters κ and φ. We have a single This would be very difficult to generalise considering different seasonal patterns. to estimate a seasonal pattern. The most common procedure for representing any seasonal effect is through fitting a 250 truncated Fourier series, given by:
where a and b are constants fitted for the data, n is the order of the fourier series and T is the time period of the 252 seasonal effect. Ideally, we expect a seasonal pattern for T = 365, which represents seasonality on an annual basis.
253
For our problem, the effects of seasonality after the data transformation is not consistently the same over a year, which 254 can be observed in Figures 3a, 3b, 3c and 3d. We observe no clear seasonal pattern, which is similar to Figure 1 . The 255 truncated Fourier series overestimates and underestimates significant periods over the years.
256
This shows the problem with detecting and removing seasonality from our time series. We witness some level 257 of seasonality, but not on a consistent scale depending on the data set. For example, we see the same spikes for all 258 time series, but the lags between the spikes varies between 9 months to 15 months across the years. Therefore, there 259 exists some level of seasonality following an irregular pattern, which is difficult to capture correctly. Fourier series 260 unfortunately does not allow for this behaviour as the frequency of sine and cosine waves must be consistent. In order 261 to have the desired behaviour to look for irregular patterns, we design a GP to perform the fitting of seasonality. This 262 uses the fundamental behaviour of Fourier series as a guidance for our model. For the GP to include a seasonality feature, we enforce a syntactic structure similar to that of a truncated Fourier • If a sine or cosine node is chosen, the first argument is the amplitude of that wave.
270
• The amplitude and intercept terms are strictly constants.
271
• Only within sine or cosine environments there can be terminals that affect the frequency of the curve.
272
By enforcing these syntactic structures, we are able to control the seasonality, which allows the GP plenty of 273 flexibility to evolve solutions for varying seasonality. In order to enforce the structure of valid solutions and to 274 maintain it throughout evolution, we use a Strongly-Typed GP, the same as the DGP. 
Terminals 276
The terminals we use for φ are specifically designed for the seasonal part. The first terminal is the intercept, which 277 is the equivalent to a 0 from the Fourier series. The second terminal is an amplitude, that is similar to the terms a and The function set includes the same functions as the DGP, also includes sine, cosine and a root node, which must 286 be addition. The list of terminals and functions is summarised in Table 1 . 
where h refers to 2π T . Note, more elaborate trees can be developed that use the full range of functions in Table  1 , as long as the syntactic constraints are satisfied.
Management of Trees 288
Additionally, to ensure that only the terminals frequency and dynamic time index could be chosen inside the sine 289 and cosine environment, we modify the type system to include two types of add, subtract, multiply and divide. One set 290 of types accepts only functions as their arguments, whereas the other set can only be chosen directly within a sine or 291 cosine environment. This allows for other functions and the terminals dynamic time index and frequency. An example 292 tree showing its syntactic structure is given in Figure 4 . The autoregressive component (κ) is based on the DGP, initially proposed in [25] . We refer the reader to this paper 295 for a full explanation. DGP consists of a number of individuals split into two separate populations, a GP part and a 296 GA part. The GP part consists of b expression trees, where nodes represent functions or terminals as usual in a GP.
297
For our implementation we define b to equal 3, such that we have 3 GP equations to predict low, medium and high 298 rainfall amounts. The GA part consists of a linear chromosome with a string of n rules, each with g genes.
299
The idea behind DGP is that by partitioning the rainfall data into three different partitions (low, medium and high 300 rainfall amounts), we are simplifying the prediction process. Therefore, the GP part of the DGP algorithm will be 301 creating three different rainfall equations, one for each partition. The GA component of the DGP algorithm acts as a 302 classifier, indicating in which partition of rainfall amount each rainfall data point belongs. To be consistent with previous works, we use the same terminals as outlined in [25] . The terminals for κ are 305 defined by the r t 's and r y 's calculated based on the data from Section 4.4, where r t is the accumulated rainfall amount 306 in the last non-overlapping sliding window t periods ago. For example, t 1 for a data point on the 1 st April with a sliding window of 31 days would be the accumulated values from 1 st March until 31 st March. The same data point 308 for t 2 would consist of the accumulated values from 29 th January until 28 th February. Similarly, r y is the accumulated 309 rainfall amount in the current sliding window y years ago.
310
The second element is an ephemeral random constant (ERC), whose value is a uniformly distributed random 311 number. The third element is a set of constants from -4 to 4, at 0.25 intervals specific to the power function. To ensure a balance between functions, variables and random numbers in an individual, the first child of each node 319 is either a function or a variable. Whereas, the second child of each node can be a variable, ERC or a function. We 320 initialise the population using the well-known ramped-half-and-half method.
321
For a detailed presentation of the DGP algorithm, which includes discussions on how rainfall amounts are decom-322 posed, and how the GA and GP parts of this hybrid algorithm operate, we refer the reader to [25] . 
Creating a Stochastic Equation 324
We introduce to our general model from Equation 4 the use of weights. This step is required to transform the 325 deterministic solution to a stochastic solution. The motivation for including weights is to allow the probability of an 326 event to be calculated for pricing and to assist in predicting the level of rainfall. Intuitively, certain parts of the year 327 may be more dominated by κ or φ, due to the irregularities of annual rainfall. This allows the SMGP to estimate the 328 most likely outcome at a particular point in time. We propose three variants as an extension to the previous model by 329 using Equations 6, 7 and 8. Each variant specifies the weights differently based on how they interact with our model.
In these equations, ω is the weight in the interval [0,1] and ǫ t is the error term. Through the estimation of ω, we are looking for the optimal value of ω that minimises the RMSE of the SMGP.
338
A typical approach would be using a local search technique to optimise the value of ω throughout the evolutionary 339 process. However, by doing so does not allow us to formulate a stochastic process. Since the end result would be a constant, and a deterministic model would be achieved. To create the stochastic nature of an equation for each 341 individual, the goal is to estimate the weights by using a probabilistic approach. This allows us to perform a random 342 walk on our rainfall values and to estimate a density that reflects each day in our testing set. Going back to the pricing 343 problem, by calculating the probability that a rainfall event occurs under P, we can translate this into the risk-neutral 344 measure of Q. 345 Algorithm 1 shows the SMGP algorithm, which is described in details within the following sections.
346
Algorithm 1 Overview of the SMGP algorithm creating the stochastic behaviour. Evaluate each individual of the population.
5:
Sort population on fitness (RMSE).
6:
ω * ←estimateWeights(Predictions g ∈ S ) (Algorithm 2).
7:
ω ←updateWeights(ω g * ∈ S , ω g−1 ∈ S ) (Algorithm 3). 8: end for 9: indi* ← Best individual from training. 10: Error ← predictWeights(ω, indi*) (Algorithm 4).
Sampling and Estimating the Weights 347
In order to estimate the value of ω to produce a stochastic equation, we specify that the weight follows a beta distribution, given by Equation 9:
where α, β > 0 are both shape functions and B(α, β) is the normalising constant. The benefit of the beta distribution is 348 being a continuous probability distribution that is strictly bounded in the interval [0,1]. This property is suitable given 349 we are bounding ω in the same interval, without the need to truncate other distributions within the same range. By
350
sampling ω randomly via the beta distribution we are able to transform Equations 6, 7 and 8 into a stochastic process.
351
In order to estimate the weights for a given day, we first initialise the weights to be equal to 1, and start updating 352 the weights after the first generation. To estimate the weights, we calculate the percentage difference for each day 353 away from the expected value of rainfall for a set of individuals in the population. Then a beta distribution is fitted 354 to those percentages based on the Maximum Likelihood Estimation of the parameters α and β. The mean of the 355 estimated beta distribution is the weight for that day, that is calculated by α α+β . We also keep track of whether the 356 percentage is increasing or decreasing, where our prediction is less than or greater than the expected rainfall amount 357 respectively for our random walk purposes. This is summarised in Algorithm 2. As each individual evolves, we need to update the weights. Firstly, we estimate the new weights for the day, 362
given the procedure listed above and then we decide whether we choose to accept or reject the new α and β. This is to an improvement in fitness, which is the RMSE of the difference between predicted r t and actual rainfall amount if Prediction t i < Actual t then α 1 , β 1 ← fitBetaDistribution(increasingWeights).
17:
α 2 , β 2 ← fitBetaDistribution(decreasingWeights).
18:
for all t ∈ T do 19:
:
21:
end for 22: end for
As previously mentioned, we keep track of whether the weights increase or decrease the predicted rainfall value, 372 by comparing the actual level of rainfall for that day with the amount predicted. In situations where too much rainfall 373 is predicted, then a weight update is required to reduce the predicted rainfall amount and vice versa. If the rainfall 374 predicted is to be increased, then the inverse of ω is used, as shown by Equation 10:
By producing weights in this manner, we are able to predict the extremes of rainfall in both directions. To avoid 376 excessively large values being generated, we separate the weights according to whether they were under or over 377 estimated. From understanding the data and previous experimentations, we expect weights for the positive shift to be 378 no less than 0.3. Additionally, we would expect the full range from 0 to 1 being used to reduce the rainfall level. The 379 process is summarised in Algorithm 3. 
Sampling Future Weights 381
Up until the final generation, we are merely trying to estimate the best weights for the predictions produced. This 382 is based on the evolutionary process of φ and κ, by fitting ω to learn on a daily basis how to achieve y. In order 383 to evaluate the predictive performance in the testing set and to have a stochastic process for pricing, we propose a 384 Markovian approach to sample the weights. By creating a Markov chain, we can produce a random walk with the 385 final result after simulations being a density for each day.
386
Firstly, the weights calculated for each day are combined into a daily basis. For each day, we sum the respective 387 PDFs to generate a mixture of beta distributions. This gives an indication of the expected weights for a particular 388 period of time. Although we do not expect the same pattern to always occur, often it is the case that the possibility is 389 witnessed in the past. We do this for both sets of increasing and decreasing weights. We perform inverse transform 390 sampling to randomly sample values of weights directly from the cumulative distribution function (CDF) of our new 391 distribution. Figure 5 shows the PDFs and the CDF resulting from the summation of beta distributions for a given day.
392
Algorithm 3 Updating weights based on new information for stochastic equations 1: Initialise bestFitness. 2: for Generation g = 1, ..., G do 3:
estimateWeights (Algorithm 2).
4:
for t ∈ T do 5:
Compute new density for time t from additional information.
6:
Draw N samples from proposed density.
7:
Draw N samples from prior density.
8:
for n ∈ N do 9:
if Predicted s t < actual t ∀s ∈ S then 10:
Predicted s t ← end for 23: end for Our Markov chain determines two aspects. Firstly, whether we sample from the increasing or decreasing weights. Secondly, samples from a particular area of that mixture. In order to determine the states, we calculate the transitional probabilities of moving from increasing to decreasing (denoted as P(d|i)), decreasing to increasing (denoted as P(i|d)), or staying within the same state. Ultimately, this is a two state Markov chain similar to MCRP. However, since we usually have longer periods where we stay in the same state, we also consider the length of the under or over prediction. From previous experimentations, the GP spends a sufficient period of time either under or over predicting. In a minority of cases, there is a frequent switching behaviour. Therefore, we also incorporate a long-run effect that decays geometrically based on the transitional probabilities of switching from either state. This is given by:
where x is the day in the current run and p represents the probability of being in either state. Therefore, we are 393 more likely to have longer runs sampling from the increasing weights or the decreasing weights. Once a state is 
Modifying Predictions According to Weights 401
Once the weights have been calculated, the final procedure is to transform the rainfall predictions by GP according 402 to the beta distributed randomly sampled weights (Algorithm 4). This is performed by a random walk of our Markov 403 process, where for each day we sample the respective weights calculated from the previous algorithms. The objective 404 is to determine whether the predicted value is under or over estimated, given previous days' states and previous 405 decomposition threshold. Based on the randomly sampled state, the output of GP is modified by either multiplying 
409
The computational steps for predicting the weights can be summarised as follows:
410
• Sum probabilistic densities of ω for each day in a year.
411
• Calculate transitional probabilities.
412
• Calculate the renewal process.
413
• Extract densities for ω h , ω m , ω l .
414
• Calculate probabilities for ω h , ω m , ω l .
415
• Run Markov chain (Algorithm 4).
416
• Calculate median result.
417
Algorithm 4 Markov chain for estimating the beta adjusted predictions 1: for Iteration i = 1, . . . , N do 2:
for t ∈ T do 3:
Sample state.
4:
Sample weight given current state and decomposition level.
5:
if State = increase then 6:
else 8:
end for 11: end for 12: Error ← Calculate median of predictions. We provide two elements for our experimentation. Our main goal is to price rainfall derivative contracts, but to 420 ensure we reduce issues of mispricing [1], we also analyse the predictive performance.
Experimental Set-Ups

421
First, we focus on evaluating the rainfall predicting performance of the proposed SMGP algorithm. During pre-as follows. Firstly, 10 cities that are not included in our main experiments (i.e. these 10 cities are not part of the 469 42 cities for which we will be presenting our results) are used for the tuning procedure with 65 years worth of data 470 required for each city. Next, we break the data sets into 20 years with 5 years overlap between two consecutive sets, 471 with the final year being the validation set used for determining the optimal parameter set. The 20 years is then used 472 to construct the data into a training set of 10 years, with the final year being the validation check. 20 years is required, 473 because we allow all algorithms to observe rainfall values 10 years ago and the final year is always the validation set 474 to preserve the temporal nature of the data. iRace iteratively considers all tuning data sets, automatically evaluating 475 many different parameter configurations. When the tuning tool finished, the best possible parameter set configuration, 476 based on all tuning data sets is returned. The optimal parameter configuration for SMGP and DGP can be found in 477   Table 3 . The optimal parameters for all benchmark machine learning algorithms are found in Table 4 and the optimal 478 ARIMA model returned was ARIMA(1,0,2). The optimal number of neighbours found for KNN was 8. Using machine learning methods effectively requires a modification to the data to align it with the problem domain of rainfall derivatives. Following [22] we use a sliding window accumulation method, given by: where r t is the accumulated amount of rainfall for a given day, with the day varying over a contract period from t s till 489 t e .
479
r t s = t e t=t s r t ,(12)
490
This is consistent with pricing a contract, whereby the price of a contract is the total amount of rainfall within a 491 specified period of time, otherwise known as the contract period. For this paper, we use the modal month length of 492 31 days, consistent with earlier works [22, 32] . We do not look for an optimum period to accumulate to help with 493 prediction, because our problem domain is set out as the accumulated rainfall amounts over the contracts that are 494 currently traded.
495
Results
496
Here we outline the results of experiments with the following methods: SMGP, DGP, MCRP, SVR, RBF, M5R, 497 M5P, and KNN. We do not include BA in the error tables for rainfall prediction, but it is included later for pricing, as 498 it is not a predictive technique. We present the findings for all algorithms in Tables 5 (USA) and 6 (Europe). One of the clear observations from 501 these tables is the consistency of the SMGP (mean rank 1.33 across all 42 cities), which has the lowest RMSE (shown 502 in bold) for 18 out of 22 cities in Table 5 and 16 out of 20 cities in Table 6 . This indicates that the use of weights 503 has a positive effect on our model. One of the key aspects of the SMGP is modifying the predicted value through the 504 weights to take into account the irregular pattern observed in rainfall. Furthermore, the SMGP provides lower mean From the computational aspect of ω for the weights evolved by SMGP, Figure 6 shows the weights of SMGP 509 converge. Each colour represents a different year for the same day. On the first generation, the initial beta distributions 510 are fitted for the selected individuals for each day based on randomly generated individuals. Future generations show 511 how the more evolved the SMGP individuals get, the more distinct the weights become. By the fifth generation, we 512 can see the weights begin to converge on certain areas, but there is still no real defined areas and the weights still comparison to SMGP, we expect our new method to be able to price contracts at the CME more accurately. 523 We use the Friedman hypothesis test to determine whether or not there are any statistically significant results 524 at the 5% significance level, when comparing the 8 algorithms as a whole. Table 7 shows the Friedman statistic 525 of 1.1608x10 −37 , which is less than the 5% significance level and shows that one or more algorithms statistically 526 outperformed another. Therefore, we apply the Holm post-hoc test by using the SMGP (the best method) as the 527 control method, in order to determine whether or not SMGP obtained a significantly better result than each of the 528 other 7 algorithms. The results are displayed within Table 7 . We observe that the SMGP statistically outperformed all 529 other algorithms at the 5% significance level. (from a qualitative perspective) to the results for the other cities. Hence, we focus on these four cities to simplify the 535 discussion.
536
For the SMGP, the first observation is that all points are covered within the credible intervals. This indicates that 537 the stochastic equations evolved by the SMGP can adequately predict rainfall pathways. The second observation is 538 that the fluctuations around the median values take into account different parts of the year, where we observe very 539 diverse and inconsistent rainfall periods. The third observation is that the DGP predictions prior to the modification 540 of the weights by the SMGP algorithm are reasonably flat, whereas the weights are creating a more dynamic effect.
541
Therefore, the use of weights indicates that the GP is capable of producing rainfall equations that better represent 542 the behaviour of rainfall. One remarkable aspect is that during the most volatile periods, our stochastic equations are 543 capable of mimicking well the true rainfall behaviour.
544
The central column of Figure 7 shows the extrapolation of predictions from the DGP using MCMC to estimate a 545 density for each day. It is possible to visualise where the improvements are realised within the SMGP. The construction 546 of the 95% credible interval shows that the peaks and troughs of the time series are not represented adequately.
547
Additionally, none of the four data sets show that the DGP is able to cover the minimum and maximum of the rainfall 548 amount. This is a concern for our model when we consider pricing, because the posterior median probability is not 549 contained within the interval, which results in the probability of pricing a derivative to be zero. Thus, it is likely to For completeness, we include the SMGP trees from Figure 7 
where, the subscript of x represents the seasonal length, R t−n represents the accumulated level of rainfall n time 565 period(s) ago and R y−n represents the accumulated level of rainfall n year(s) ago. The latter two variables use the 566 definition presented earlier in Section 3.4.1.
567
Looking at the trees generated, one aspect we notice is that the seasonal length varies and is not consistent to a 568 single frequency as we would expect with a Fourier transformation. This backs our earlier observation that rainfall high rainfall equations, there appears to be a good mix of rainfall parameters and the provided functions. We observe 571 that for cities like Gorlitz, a greater selection of previous years' worth of parameters were chosen over shorter term From looking at Tables 8 and 9, we can observe that SMGP ranks first more often (28 out of 42 cities) based on 589 the median deviance. This demonstrates that SMGP is capable of predicting rainfall amounts more consistently than 590 other techniques for the key dates we are interested in. Interestingly, we can observe that SMGP is able to consistently 591 outperform DGP (second in mean rank) in 37 cities. This further demonstrates the improvements that are realisable by 592 SMGP. By comparison, the second best algorithm regarding the number of wins is BA with 5. However, even though To conclude, this paper presented a novel GP algorithm for deriving pricing equations within rainfall derivatives, and genetic programming, in: L. Iliadis, H. Papadopoulos, C. Jayne (Eds.), EANN, Vol. 383 of CCIS, Springer Berlin Heidelberg, 2013, pp.
