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We study the ground state phases of a rotating two-component, or binary Bose-Einstein conden-
sate, wherein one component possesses a large magnetic dipole moment. A variety of non-trivial
phases emerge in this system, including a half-quantum vortex (HQV) chain phase and a HQV
molecule phase, where HQVs of opposite charge bind at short distances. We attribute the emer-
gence of these phases to the development of a minimum in the adiabatic HQV interaction potential,
which we calculate explicitly. We thus show that the presence of dipolar interactions in this system
leads to a rich phase diagram, and the formation of HQV molecules.
Topological defects are objects of fundamental impor-
tance in modern physical theories. In superfluids, they
take the form of quantized vortices, which are line-defects
around which the phase of the order parameter winds by
an integer multiple of 2pi [1–3]. Vortices can manifest
in the ground state of a superfluid under rotation [4–
12] or in the presence of a magnetic gauge field [13–18];
they play a fundamental role in the turbulent dynam-
ics and thermalization of far-from-equilibrium states [19–
22], and they mediate the transition from a superfluid to
a normal fluid in two-dimensions (2D)–the Berezinsky-
Kosterlitz-Thouless (BKT) transition [23–27].
In recent years, experimental progress in the laser cool-
ing and trapping of neutral atoms has permitted the ex-
perimental investigation of superfluidity and vortices in
highly versatile, controllable environments [28]. For ex-
ample, the formation of an Abrikosov, or triangular vor-
tex lattice was demonstrated in a rotating atomic Bose-
Einstein condensate (BEC) [6], and the vortex-antivortex
unbinding mechanism was shown to be responsible for the
BKT transition in a highly oblate Bose gas [26]. Today,
cold atoms provide us with tools to explore less conven-
tional superfluid systems, including BECs of atoms with
large permanent magnetic dipole moments such as Cr,
Er, and Dy [29–33], and two-component (binary) BECs,
which are host to coreless, or “half-quantum” vortex
(HQV) topological defects [34–38]. Due to the distinc-
tive character of their interactions, HQVs are predicted
to mediate a BKT transition in the “spin” order of the
binary Bose gas [39, 40], and to form bound pairs when
the two components are coherently coupled by a resonant
optical field [41, 42].
In this Letter, we consider a binary BEC of highly po-
larized dipolar atoms in an oblate geometry, in which
the single-component dipolar BEC is predicted to ex-
hibit a roton-like minimum in its quasiparticle disper-
sion [43, 44]. We explore the phase diagram of this sys-
tem in the presence of rotation [45, 46], and identify a
number of exotic phases that emerge when one compo-
nent is non-dipolar, including a HQV chain phase and a
HQV molecule phase (shown in Fig. 1), where HQVs bind
at a short distance in the absence of coherent coupling.
We calculate the inter-HQV potential explicitly, and find
that it exhibits a short-range minimum when the dipole-
dipole interactions (DDIs) are sufficiently strong, which
we attribute to the presence of a spin-wave roton fea-
ture in the quasiparticle spectrum of the gas. Thus, we
FIG. 1: (color online). Emergent HQV phases of the rotating
binary dipolar BEC for Ng˜ = 104, ∆ = 0.3, Ω = 0.5ωρ, and
λ = 10. (a)-(c) Densities of non-dipolar component, n2(ρ),
and (d)-(f) locations of (1, 0) (red squares) and (0, 1) (blue
circles) HQVs for (a),(d) g˜d/g˜ = 0, (b),(e) g˜d/g˜ = 0.65, and
(c),(f) g˜d/g˜ = 1.25. For clarity, we only show HQVs within
a radius of 25lz from the origin, marked by the black dashed
line.
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2demonstrate that the binary dipolar BEC exhibits HQV
molecules, which emerge in the rich ground state phase
diagram of the system, and should play a critical role in
its dynamical and superfluid properties.
Formalism– The binary Bose gas is described by the
many-body Hamiltonian
Hˆ = Hˆ0 + Hˆint, (1)
where Hˆ0 =
∑
α=1,2
∫
drΨˆ†α(r)Hˆα(r)Ψˆα(r), Ψˆα(r)
(Ψˆ†α(r)) is the Bose field annihilation (creation) opera-
tor for atoms in component α, and Hˆα(r) is the single
particle Hamiltonian
Hˆα(r) = − ~
2
2mα
∇2 + 1
2
mαω
2
z
(
z2 + ρ2/λ2
)− ΩαLz,
(2)
where mα is the atomic mass, λ = ωz/ωρ is the trap
aspect ratio, ωz (ωρ) is the axial (radial) trap frequency,
Lz = −i~(x∂y−y∂x), and Ωα is the effective rotation fre-
quency of component α. The last term in Eq. (2) could
result from a mechanical rotation of the system (in which
case Ω1 = Ω2, and the Hamiltonian is expressed in the ro-
tating frame) or a Raman laser-induced synthetic gauge
field applied to component α [16–18]. The second term
in Eq. (1) is the interaction Hamiltonian [47],
Hˆint = 1
2
∑
α,β=1,2
∫
dr
∫
dr′nˆβ(r′)Vαβ(r− r′)nˆα(r), (3)
where nˆα(r) = Ψˆ
†
α(r)Ψˆα(r) and Vαβ(r) is the two-body
interaction potential. For highly magnetic atoms polar-
ized along the z-axis by an external field, this poten-
tial can be written in terms of an isotropic short-range
pseudo-potential and a long-range DDI,
Vαβ(r) = gαβδ(r) + dαdβ
1− 3 cos2 θr
|r|3 , (4)
where θr = ez · r/|r|, dα is the magnetic dipole moment
of atoms in component α, gαβ = 2pi~2aαβ/m˜αβ , aαβ is
the s-wave scattering length for collisions between atoms
in components α and β, and m˜αβ = mαmβ/(mα + mβ)
is a reduced mass. Here, we have g12 = g21.
When λ  1, corresponding to a highly oblate ge-
ometry, we can construct an effective low-energy, quasi-
two-dimensional (Q2D) theory by separating a com-
mon transverse mode from the field operators, Ψˆα(r) =
ψˆα(ρ)fα(z), and integrating the z-coordinate out of the
Hamiltonian. We take fα(z) = exp
[−z2/2l2α] /pi 14√lα
where lα =
√
~/mαωz, corresponding to the single par-
ticle ground state of a 1D harmonic oscillator. Further,
in the ultracold, dilute limit, it is natural to introduce
the mean-field condensate order parameters 〈ψˆα(ρ)〉 '
φα(ρ), where φα(ρ) is normalized to the condensate oc-
cupation,
∫
dρ|φα(ρ)|2 = Nα. In proceeding, we spe-
cialize to the “balanced” case with m1 = m2 = m,
Ω1 = Ω2 = Ω, N1 = N2 = N , and we work in dimen-
sionless units by scaling with the trap energy ~ωz and
characteristic oscillator length lz =
√
~/mωz where ap-
propriate. In the mean-field approximation, the energy
of the Q2D binary BEC, up to an overall constant, is
given by
E =
∑
α=1,2
∫
dρφ∗α(ρ)
{
−∇
2
⊥
2
+
ρ2
2λ2
− ΩLz
}
φα(ρ)
+
1
2
∑
α,β=1,2
∫
dρnα(ρ) {g˜αβnβ(ρ) + g˜d,αβΦαβ(ρ)} ,
(5)
where ∇2⊥ = ∂2x +∂2y , nα(ρ) = |φα(ρ)|2, g˜αβ = gαβ/
√
2pi,
g˜d,αβ =
√
8pidαdβ/3, and g˜d,αβΦαβ(ρ) is a mean-field po-
tential generated by the dipoles of component β. We
calculate Φαβ(ρ) by employing the convolution theo-
rem, Φαβ(ρ) = F−12D
[
n˜β(k)F (k/
√
2)
]
, where n˜α(k) =
F2D[nα(ρ)], F (q) = 2 − 3
√
piqeq
2
erfc(q), F2D is the 2D
Fourier transform operator, and erfc is the complemen-
tary error function [48–51].
The energy functional (5) is invariant under the global
gauge transformation φα(ρ) → φα(ρ)eiϕ, reflecting the
U(1)1 ⊗ U(1)2 symmetry of the Hamiltonian (1). The
emergence of the condensate order parameters φα (with
well-defined global phases) breaks this symmetry. The
first homotopy group of the order parameter space is
thus Z ⊕ Z, so there exist two winding numbers that
classify the topological line defects in the binary BEC,
corresponding to vortex excitations in the two compo-
nents [52]. We denote a vortex with winding number
l in component 1 (2) as (l, 0) ((0, l)). If the order pa-
rameters are represented locally in the spinor notation
eiϕm(|φ1|eiϕs , |φ2|e−iϕs)T, then the 2pi phase windings
of the singly quantized (1, 0) and (0, 1) vortices corre-
spond to a pi winding of the phase ϕm. We thus refer to
these topological excitations as “half-quantum” vortices
(HQVs).
Phase Diagram– To study the Bose condensed phase,
we numerically minimize the energy functional (5) and
find the stationary, dynamically stable ground state con-
figurations. We specialize to the case where g˜11 = g˜22 = g˜
and component 2 is non-dipolar, so d2 = 0. We define
g˜d = g˜d,11 to be the DDI coupling for component 1. In
Fig. 2, we show a phase diagram for this system as a func-
tion of ∆ = 1 − g˜212/g˜2 and g˜d/g˜ for Ng˜ = 104, a trap
aspect ratio λ = 10, and a rotation frequency Ω = 0.5ωρ,
which is well above the critical frequency for HQV nucle-
ation.
For a range of ∆ < ∆crit, the strength of the repul-
sive interspecies contact interaction overwhelms the in-
traspecies interactions and the components spatially sep-
arate, forming an immiscible phase. For small g˜d, the
onset of immiscibility occurs at the largest length scale
available in the system, being the size of the conden-
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FIG. 2: (color online). Phase diagram of the “balanced”
binary BEC with a trap aspect ratio λ = 10, a rotation fre-
quency Ω = 0.5ωρ, and Ng˜ = 10
4. See text for discussion of
phases.
sate. For larger g˜d, however, the transition to immis-
cibility is qualitatively different, occurring on a much
smaller length scale ∼ lz, and leading to the forma-
tion of density bubbles and stripe phases. Ref. [51]
showed that this transition can be attributed to the soft-
ening of a roton-like quasiparticle at wave number ∼ l−1z ,
which drives fluctuations of an effective longitudinal spin
Sz(ρ) = n1(ρ)− n2(ρ). In the following, we discuss how
this spin-wave roton plays a profound role not only near
the immiscible-miscible transition threshold, but deep in
the miscible regime. For details regarding the immiscible
phases of rotating binary BECs, see Refs. [36, 38] and
references therein.
For ∆ > ∆crit, the two components are miscible, and
exhibit a rich variety of HQV configurations. The phases
at small g˜d are familiar from previous studies of rotating
binary condensates. In the “vortex sheet” phase, (1, 0)
HQVs align in a winding sheet, which is interwoven with
a sheet of (0, 1) HQVs [53]. In the square and triangu-
lar lattice phases, the HQVs form lattice structures with
rhombic and triangular unit cells, respectively, and are
staggered such that the (1, 0) HQVs are located within
the unit cells of the (0, 1) HQV lattice, and vice versa [54].
We show the density n2(ρ) and the locations of the (1, 0)
and (0, 1) HQVs in Figs. 1(a) and 1(d), respectively, for
a binary BEC with g˜d = 0 and ∆ = 0.3, corresponding to
the triangular lattice phase. The locations of the (0, 1)
HQVs can be identified by the points where n2(ρ) van-
ishes. In the miscible regime with g˜12 > 0, it is energet-
ically favorable for the atoms in component 2 to occupy
the (1, 0) cores, so the locations of the (1, 0) HQVs can
be identified by the local maxima of n2(ρ). In practice,
we locate the (1, 0) and (0, 1) HQVs by finding the points
around which the phases of φ1(ρ) and φ2(ρ) wind by 2pi,
respectively.
As g˜d is increased, the HQV lattice configurations
undergo a striking change. For an intermediate DDI
strength g˜d/g˜ = 0.65 (with ∆ = 0.3), as shown in
Figs. 1(b) and 1(e), the (1, 0) and (0, 1) HQV lattices
shift, and their unit cell boundaries align to form stripes
of HQVs, or HQV chains. The HQV chain phase occu-
pies a large region in the phase diagram, as seen in Fig. 2.
As the DDI strength is further increased to g˜d/g˜ = 1.25,
as shown in Figs. 1(c) and 1(f), adjacent (1, 0) and (0, 1)
HQVs form pairs, indicating that these HQVs experience
a mutual attraction at a length scale on the order of the
HQV pair size.
HQV Interactions– To understand why the HQV
chains and pairs emerge, we study the interactions be-
tween (1, 0) and (0, 1) HQVs, which together form a (1, 1)
system. Specifically, we calculate an adiabatic potential
for the (1, 1) system in a homogeneous geometry (λ =∞)
by numerically minimizing the functional (5) under the
constraint that the HQVs are “pinned” at points ρ(1,0)
and ρ(0,1), which are separated by a distance R. In prac-
tice, we set Ω = 0 and initialize our minimization proce-
dure with states φ
(0)
1 and φ
(0)
2 that have 2pi phase winding
and vanishing density at the points ρ(1,0) and ρ(0,1), re-
spectively. We pin the HQVs with strong, localized state-
dependent potentials, so they remain stationary through-
out the energy minimization. On a grid of points ρi, we
use the pinning potential V0δρi,ρ(1,0) (V0δρi,ρ(0,1)) for the
(1, 0) ((0, 1)) HQV. Our results are independent of V0 as
long as it is sufficiently larger than other energy scales in
the system. The adiabatic potential is given by
U(1,1)(R) = E(1,1)(R)− E(1,0) − E(0,1) + E0, (6)
where E(1,1)(R) is the total energy of the system with
a (1, 1) pair separated by a distance R, E(1,0) (E(0,1)) is
the energy of a single HQV of type (1, 0) ((0, 1)), and
E0 is the energy with no HQVs present [52, 55]. In the
limit g˜d = 0, this method agrees with the analytic result
U(1,1)(R) =
pi
4 g˜12ln
R
ξ /(n0g˜
2∆R2) when R  ξ, where ξ
is a short-range cutoff [52] and n0 is the integrated 2D
density of each component.
We plot U(1,1)(R) for a range of n0g˜d with n0g˜ = 2 and
n0g˜12 = 1.8 (corresponding to ∆ = 0.19) in Fig. 3. For
n0g˜d & 1.2, the potential flattens and begins to develop a
minimum. Thus, an attractive force emerges in the (1, 1)
HQV system for a sufficiently strong DDI in component
1, implying that the HQV pairs are indeed bound states
of HQVs, or HQV molecules.
The emergence of this potential minimum can be un-
derstood intuitively by inspecting the density profiles of
the HQVs at large g˜d. We plot the densities nα(x, y = 0)
near a (1, 0) HQV located at ρ(1,0) = 0 for n0g˜12 = 1.8,
n0g˜ = 2, and n0g˜d = 2.8 in Fig. 4(b). For comparison,
we plot the densities for the analogous case with g˜d = 0
in Fig. 4(a). In the dipolar case, components 1 and 2
exhibit out-of-phase radial density oscillations, or longi-
tudinal spin oscillations on a length scale ∼ lz near the
HQV core. A very similar feature emerges near a vor-
tex in a single-component Q2D dipolar BEC [56–58]. In
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FIG. 3: (color online). Adiabatic interaction potentials
U(1,1)(R) (as defined in Eq. (6)) of a (1, 1) HQV system for
various DDI strengths in component 1. The interaction pa-
rameters are n0g˜ = 2 and n0g˜12 = 1.8. Notice that as n0g˜d is
increased, a short-range minimum emerges in U(1,1)(R).
this case, the density oscillations, or “ripples,” are due
to the presence of a roton in the quasiparticle spectrum
of the gas, which is coupled into the ground state den-
sity profile by the vortex core [59]. Here, the situation
is perfectly analogous: a spin-wave roton is coupled into
the ground state of the binary BEC by the HQV core.
For reference, we plot the spin-wave branch of the quasi-
particle spectrum (given by Eq. (23) in Ref. [51]) for the
spatially homogeneous binary condensate with these pa-
rameters in Fig. 4(c). Surprisingly, the rotonic feature
in this spectrum is rather subtle, though the spin wave
oscillations are quite distinct. In Fig. 4(d), we plot the
densities for a (1, 1) HQV system separated by a distance
R ' 2.5, corresponding to the minimum of U(1,1)(R) for
these parameters. At this separation, the location of the
(0, 1) HQV core is commensurate with the peak in the
n1 density oscillation. In other words, the formation of
(1, 1) pairs allows the longitudinal spin to oscillate nat-
urally around the HQVs, resulting in an energetically
favorable configuration.
Unlike the HQV molecules that emerge in coherently
coupled binary BECs, the mutual attraction between the
HQVs in this dipolar system does not depend on the
relative phase of the components. Thus, the U(1,1)(R)
potential will also describe interactions in the (−1, 1)
and (1,−1) HQV systems, which correspond to HQV-
antiHQV pairs, and are objects of fundamental impor-
tance in the BKT transition in multicomponent super-
fluids.
Discussion– Candidates for realizing the balanced sys-
tem we discuss here include states in the ground hyper-
fine manifolds of atomic Cr, Er, or Dy, where compo-
nents 1 and 2 could consist of states with spin projec-
tions mJ = −J and mJ = 0, for example. The mJ = −J
states of these bosonic atoms have magnetic dipole mo-
ments 6µB, 7µB, and 10µB, respectively, where µB is
the Bohr magneton. Though the relaxation lifetimes of
states with mJ > −J can be quite long [29], such mix-
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FIG. 4: (color online). (a)-(c) Density profiles n1(x, y = 0)
(blue lines) and n2(x, y = 0) (red lines) for a homogeneous
(λ = ∞) binary BEC with interaction parameters n0g˜ = 2,
n0g˜12 = 1.8, and (a) n0g˜d = 0 (b)-(c) n0g˜d = 2.8. In (a)-
(b), we show a (1, 0) HQV at ρ(1,0) = 0. Notice that the
presence of dipolar interactions results in the emergence of a
standing longitudinal spin wave near the HQV center. In (c)
we show a (1, 1) HQV system with R = 2.5, corresponding
to the minimum of U(1,1)(R) for these parameters. (d) The
spin-wave quasiparticle spectrum for the system in (b)-(c),
but with no HQVs.
tures will be limited to lifetimes ∼ 10 − 100 ms due to
spin-exchange collisions, so experiments would have to
operate on much shorter timescales. However, we have
verified that the HQV chain and molecule phases emerge
for a range of mass and number imbalances as well, sug-
gesting that these phases may be realized with appropri-
ately engineered alkali-Cr or alkali-lanthanide mixtures,
where the ∼ 1µB magnetic dipole moment of the alkalis
can be safely neglected. For example, in a highly oblate
trap with axial frequency ωz = 2pi × 2 kHz, we find that
HQV molecules emerge in a 87Rb-164Dy mixture with in-
tegrated 2D densities n0 ∼ 5 × 1010 cm−2 near the trap
center, assuming that the s-wave scattering lengths can
be tuned by a Fano-Feshbach resonance [60].
Finally, we have checked that our results hold when
the condensate order parameters are not assumed to be
separable by performing fully three-dimensional numeri-
cal calculations, indicating that the Q2D approximation
provides a qualitatively accurate description of the HQV-
pairing phenomena, even when the interaction energy
scales are larger than ~ωz.
Conclusion– In summary, we studied the role of dipo-
lar interactions in the ground state phase diagram of a
rotating binary BEC in an oblate geometry. This sys-
tem exhibits an immiscible-miscible phase transition and
a number of rich miscible phases that are characterized
by the ordering of HQVs into various lattice configura-
tions. When one component is strongly dipolar and the
other is non-dipolar, the interaction potential between
5(1, 0) and (0, 1) HQVs (U(1,1)(R)) develops a minimum,
resulting in an effective attraction between these HQVs
at a short distance. This leads to the emergence of a
HQV chain phase and the formation of HQV molecules
for sufficiently strong dipolar interactions. In addition to
playing a critical role in the ground state phase diagram
of this system, the attractive HQV interactions should
strongly influence its dynamical properties, including its
superfluid turbulent behavior and BKT transition, which
will be subjects of future work.
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