Network programs must simultaneously describe static behavior and dynamic responses to events such as the arrival of a packet at a switch. Event-triggered updates are critical to get right to avoid issues such as dropped packets, degraded performance, or violations of security policies, but they are also challenging to implement due to the high degree of concurrency and distributed nature of networks. Unfortunately, existing languages rely on besteffort update strategies that offer weak guarantees. This paper introduces event-triggered consistent updates, which are guaranteed to preserve well-defined behaviors when transitioning between static configurations in response to events. We propose network event structures (NESs) as a way to specify which events can be simultaneously enabled and causal dependencies between events. To enable programmers to compactly specify both static configurations and responses to events, we develop a new network programming language based on NetKAT, enriched with a stateful assignment operation. We give semantics to these Stateful NetKAT programs in terms of NESs, develop general mechanisms for implementing NESs using next-generation switches, and prove our implementation strategies correct. Finally, we propose table-level optimization techniques enabled by our high-level specifications.
Introduction
Network programs must simultaneously describe static configurations of networks, and dynamic responses to events such as the arrival of a packet at a switch. The configuration of a network is given by the set of forwarding rules on the individual switches, and responding to an event properly often necessitates global changes to the configuration. These event-triggered updates are important to get right, because misconfigurations can cause issues such as dropped packets, degraded performance, or violations of security policies. The task of correctly implementing network programs which utilize event-triggered updates is quite challenging, since many packets are typically in flight when an event occurs, and multiple events can occur almost simultaneously.
Network programming languages.
A large number of domainspecific network programming languages [2, 8, 16, 31, 33, 38, 41, 43] have been proposed over the past few years, driven by rapidly expanding infrastructures and the emergence of software-defined networking (SDN). However, existing languages rely on best-effort strategies for event-triggered updates, offering only weak guarantees. Generally speaking, these languages can be divided into two broad categories: static and dynamic. Static languages such as NetKAT [2] provide rich constructs for specifying and reasoning about forwarding paths, but lack features for reacting to network events, maintaining internal state, and modifying forwarding paths. Instead, the programmer typically implements this functionality in an event loop that maintains internal state and generates a sequence of static network programs. In contrast, dynamic languages such as FlowLog [33] offer a programming model where forwarding paths and dynamic behavior can be expressed in a single program. However, neither of these languages provide a precise semantic account of how the network behaves during periods of transition. Therefore, in both cases, the language and its semantics do not support the programmer in writing correct event-triggered updates.
Example: Stateful firewall. To illustrate some of the subtle issues that can arise when implementing event-triggered updates, consider a stateful firewall, supposing that the network is structured as in Figure 1 . The programmer wishes to implement a firewall, which means that the internal host C is allowed to freely communicate with the external host S, but S is only allowed to communicate with C in response to connections initiated by C.
Somewhat surprisingly, even this simple program turns out to be difficult to implement correctly in all existing network programming languages. The key issue concerns the behavior of the network during an update. Without language-provided guarantees about changes in response to events, the programmer needs to reason about both packet forwarding and configuration changes. For instance, after a packet from C arrives to the switch E2, the program might issue a command to change the configuration of E2. However, in the meantime, the packet will be forwarded to S. The switch E2 then adds the rules that allow traffic to flow in both directions. Importantly, while the instruction is being processed, there is a period of time during which the packet from C has been transmitted to S but E2 is still configured to block traffic. Hence, it is quite likely that the response from the external host will be dropped, which is incorrect from the perspective of the application at hand. Even worse, if the program were extended to additionally blacklist external hosts that send unsolicited traffic, the external host would become blacklisted, even though it had actually sent a legitimate response. The root cause of this problem is that existing languages fail to provide guarantees about network behavior during periods of transition between configurations in response to an event.
Event-triggered consistent updates. This paper proposes a new semantic correctness condition that gives strong guarantees about updates triggered by events. It provides a clear specification of what happens during an update and enables, for the first time, precise formal reasoning about stateful network programs. The definition of event-triggered consistent updates is motivated by the need for the network to react to events immediately, while avoiding expensive synchronization that would entail buffering of packets.
An event-triggered consistent update is a triple A e − → B, where A and B are network configurations, and e is a network event. A configuration defines the forwarding rules on all switches, and an event is defined by a pair (n, ϕ) interpreted as arrival of a packet matching the pattern ϕ at switch n. The main idea is to require that: 1. The packet should be forwarded consistently. Every packet can be processed by either A or B, but not a mixture of both. 2. The network cannot update too early. If every switch the packet traverses has not heard about the event, then the packet is processed by A. 3. The network cannot update too late. If every switch the packet traverses has heard about the event, then the packet is processed by B. It remains to be defined when a switch s has "heard about" an event that occurred at switch t. We adopt a causal model and say that switch s hears about an event when a packet processed on t after the event reaches s. This notion can be formalized using a standard happens-before relation. Note that our correctness criteria leave substantial flexibility for implementations: packets that do not satisfy the second or third condition can be processed by either the A or B configuration.
The first part of the definition requires that updates are consistent, which is similar to a condition proposed previously by Reitblatt et al. [36] . However, their Consistent Updates alone would not provide the guarantees necessary for the stateful firewall example, as they apply only to a single packet, and not to multiple packets in a bidirectional connection. The second and third part of our definition relate an event that occurred because a packet arrived at a port to the requirements regarding the processing of other packets.
Returning to the stateful firewall example, we can see that the definition requires an immediate reaction of the network to an event, where the event is a packet from C arriving to E2. A packet from S arriving to the network at E2 after the event would be required to be processed by the new configuration (that is, it will be forwarded towards C). The reason that the response is required to be immediate is that the event happened at E2, so E2 has heard about it when a new packet from S arrives. The change is local to E2, and we show that it is possible to implement such changes using next-generation SDN switches.
Importantly, the event-triggered consistent update condition does not require immediate reaction of the network "at a distance," which would force expensive synchronization and buffering of packets. Consider the network in Figure 2 and the requirement ψ that S2 can send packets to C1 only after C1 sends a packet to S1. To implement ψ, an event at E2 (arrival of a packet from C1) would require an instant change in configuration of E4, which is impossible in a distributed system, at least without expensive synchronization and packet buffering. In contrast, event-triggered consistent updates only implies that E4 needs to change its configuration if it received a packet that traversed E2 after the event at E2 (arrival of a packet from C1) occurred. We show that such a requirement can be correctly implemented.
Network event structures. Event-triggered consistent updates allow specification of how the network should change configurations in response to a single event, but it is also necessary to specify constraints between the events themselves. We use the well-studied model of event structures [44] that allows constraints of two forms: (1) causal dependencies, where we require for instance that event e2 can occur only after e1 occurs, and (2) compatibility, where we require that incompatible events do not both happen in one execution. We adapt event structures to network update problems by additionally providing a map assigning a network configuration to each set of events. Intuitively, a network event structure specifies how the network should behave after a set of events occurs.
To illustrate the concept of event structures, consider again the network in Figure 2 , this time with the requirement that any internal host (C1, C2) can send packets to an external host (S1, S2), but the external hosts can only communicate with an internal host after it has received a packet from that host. There are thus four events which cause a configuration change (a packet of Ci arrives at Sj for i and j in {1, 2}). These events are all compatible and can occur in any order. Each subset of this set of events corresponds to a different configuration, illustrating that network event structures are a good match for this application.
To illustrate the need for incompatibility of events and its uses, consider two further examples. Suppose that the network has the structure shown in Figure 2 , and the program requires that S1 can send traffic to the internal host (C1, C2) that sends it a request first. The two events (a packet from C1 arriving at E2, and a packet from C2 arriving at E2) are both enabled at the same time, but are incompatible-at most one of them can take effect. In this case the incompatibility does not cause problems in implementing the requirement, because both events happen at the same switch, which sees them in order and can properly determine the first one.
On the other hand, suppose the program requires that S1 and S2 can both receive requests from C1, but only the first one to receive the request is allowed to respond. These events are incompatible (only one can have an effect), but they are on different switches. This is another instance where information would need to be propagated instantaneously "at a distance," which in implementations would lead to synchronization and buffering of packets. Thus, in order for the network event structure to be implementable, we require locality for incompatible events: all events that can be simultaneously enabled and are incompatible must occur at the same switch.
Stateful NetKAT. To provide a convenient front-end syntax for programmers, we enrich the NetKAT language with stateful features. The main advantage of Stateful NetKAT is that the language allows specifying both static configurations and configuration changes triggered by events. We show that Stateful NetKAT programs can be compiled to network event structures. Stateful NetKAT programs induce transition systems whose states correspond to network configurations and whose transitions correspond to events. From such transition systems, we can directly obtain a finite event structure, if the system is cycle-free. If it contains cycles, we first collapse the strongly-connected components (SCCs) to obtain a directed acyclic graph. Each SCC can then be implemented if the events within it occur at the same switch. Note that the user does not specify separately the incompatibility relation or the causal dependencies of the event structure-this is inferred from the Stateful NetKAT program. We also check automatically whether our syntactic conditions of locality for incompatible events and the condition for SCCs hold.
SDN implementation techniques. Network Event Structures lend themselves well to an SDN implementation. Intuitively, the switches and packets learn about events that occur as they interact, building up their own sets of events. The key property for implementation correctness is that the local event sets of these are mutually compatible. The implementation uses these three ingredients: 1. Switches at the edge of the network are stateful, i.e. they store the set of events they learned about. Thus we make use of a recent hardware trend: rather than targeting OpenFlow [27] switches (which are typically essentially stateless), we assume that switches have mutable state which can be modified and read by packets as they are processed. This functionality is already a part of most switch ASICs (e.g. MAC learning table) and is being exposed to SDN programmers in next-generation platforms such as P4 [4] . 2. Each packet carries a configuration identifier-this denotes which network configuration the packet will be processed in. The packet is stamped by the edge switch, similar to how it is done in two-phase updates [36] . 3. Packets "learn" what events have happened as they traverse the switches. This implements the happens-before requirement of event-triggered consistent updates. We prove that an implementation based on these three ingredients correctly implements the semantics given by network event structures.
Optimizations.
Our high-level Stateful NetKAT specifications offer much freedom to implementation, thus enabling optimization.
To illustrate, we show how to reduce the number of rules needed to be installed on switches. In our implementation, rules for all configurations are pre-installed at switches, guarded by configuration identifiers. However, configurations are often similar, having many rules in common. We can use this fact, and share certain rules using wildcards. The optimization problem is to find suitable identifiers for configurations, in order for wildcards to be used efficiently.
Applications. Even-driven consistent updates cover a broad class of practical network applications. We already introduced the stateful firewall example, which we will use throughout the paper. We briefly highlight several common applications here, and discuss how they are expressed in our framework. For simplicity, we focus mostly on applications that execute on a single device. However, our framework also handles richer applications involving events on multiple devices, such as distributed versions of the stateful firewall. For the following examples, we show that event-driven consistent updates and event structures provide a convenient way to specify and reason about the examples. In contrast, previous network programming languages would require the programmer to reason about interleaving of packet forwarding and network configuration changes.
• Learning switch: This application provides "plug and play" connectivity by automatically learning the location of attached hosts. Initially, the switch does not know the location of any hosts, so it floods packets out all ports. However, it also remembers the source address and incoming port for all packets, and begins to use point-to-point forwarding for pairs of hosts whose locations it has learned. There are events for appearances of packets from a given source at each port, with no causal dependencies between them-i.e., we do not impose an order in which the switch should learn about host locations. All events are compatible-i.e., the fact that the switch learns where to forward to one host does not contradict learning where to forward to another. Hence, this application gives rise to a simple event structure.
• Port knocking: This application is a variant of a firewall in which untrusted hosts can gain access to an internal network by sending packets to a predefined sequence of ports. In a sense, the sequence of ports can be thought of as a "password" that enables access for the untrusted host that sent them. In our framework, there are events for packets at each port in the sequence, and they are causally related in the same order as the sequence.
• Network address translation (NAT): This application is a variant of the stateful firewall, where in addition to punching a hole for connections initiated by internal hosts, the switch also rewrites the source address so that all traffic appears to come from a single internal address, and rewrites the port field to disambiguate connections that might use the same internal port. Like the stateful firewall example, the change in the network configuration needs to be immediate-when the response arrives, the switch should be in the updated configuration.
• Load balancer: This application is dual to NAT in that it maps incoming connections sent to a single address to n back-end machines. This type of application is often used in datacenters to help services such as databases, web servers, etc. scale up to handle large loads. The events correspond to arrivals of packets upon which the load balancer changes its configuration.
• Intrusion detection: This application passively monitors the network and blacklists hosts that are deemed to be possibly malicious-e.g., because they are launching a DDoS attack. Unlike the previous examples, such an application necessarily involves multiple devices. There are events for each packet that might indicate an attack and they are causally related according to the "signature" of the attack. For example, a naïve port scanning attack would be identified by a signature containing n or more TCP connection attempts (SYN packets) to different ports in succession. Note that since detection and enforcement of attacks is distributed, malicious hosts are not instantaneously blocked. However, the induced causal structure ensures that information quickly flows to the ingresses which then block the hosts. Also, note that the event structure rules out incompatible events in the network, such as ones generated by a host that has been deemed malicious.
We revisit some of these applications in more detail in Section 3.
Summary. To sum up, our main contributions are as follows.
• We propose event-triggered consistent updates as a semantic correctness condition on how the network should change configuration in response to events, balancing the need for immediate response with the need to avoid costly synchronization and buffering of packets.
• We propose network event structures as a semantic structure that captures causal dependencies and compatibility between events, and relates sets of events to network configurations.
• We develop a stateful variant of the NetKAT language and formalize its semantics in terms of network event structures.
• We show that network event structures can be implemented using a P4-like switch model, and prove our implementation technique correct.
• We show that our high-level Stateful NetKAT specifications offer some flexibility to the corresponding SDN implementation, which enables us to perform optimizations. We demonstrate one such example, by describing techniques for reducing the number of rules that need to be installed on switches.
Event-driven Network Behavior
As we have mentioned, Consistent Updates [36] is a commonlyused correctness condition in the setting of standalone network updates, but it does not help us reason about correct behavior in event-triggered settings. Specifically, it refers to a single packet in Figure 3 : High-level View of a Software-Defined Network isolation, and in the case of event-driven network programs, we can have many packets interacting. In this section, we develop an approach for specifying consistency properties in event-driven SDN programs. We present an analog of Consistent Updates which incorporates the notion of change due to an event, and also present a formalism for specifying constraints on the events themselves. This provides a clean framework for describing how packets should be correctly processed in event-driven programs.
Network Preliminaries
We begin by describing a network such as Figure 3 . There is a topology T which contains switches and physical links. Each switch contains a set of ports for sending/receiving packets. There are links L connecting switches together via their ports. We distinguish switches at the edge (those connected to hosts) from switches in the core, and this distinction is shown in the highlighted regions of the figure. A network configuration C is the set of all forwarding rules installed on the switches. If there is a packet pkt at switch n, we use the notation C(n, pkt) to denote the next switch location for pkt according to the forwarding rules in C. We call a tuple loc = (pkt, n) a located packet. We call the domain of all configurations C. There is an SDN controller R which can communicate with the switches to change their forwarding rules.
Events
For the network model we use in this paper, we require that at any given time, each packet is located at some switch or host. We also assume that when a packet arrives at a switch in the network, it does so at a unique global index k, i.e. there is a global total order on packet-arrivals. Now we define atomic events in the network. An event e has the form (n, ϕ), where n is a switch ID, and ϕ is a formula over packet headers. Denote the domain of all events as E.
We call a tuple (pkt, m, k) a packet arrival, if pkt is a packet, and m is a switch ID in the network, where the packet arrived at index k in the global packet-arrival order. Given an arrival a = (pkt, m, k) and an event e = (n, ϕ), we say o = (e, a) is an occurrence of the event if pkt |= ϕ and m = n. We write o e to indicate that o is an occurrence of e. We also use ea as shorthand to denote the event occurrence (e, a). Given a set E of event occurrences, we define ev(E) = {e : (e, a) ∈ E for some a} Packet arrivals are ordered by a happens-before relation:
Definition 1 (Happens-before Relation). The happens-before relation ≺ is a partial order on packet arrivals that 1. respects the global total order at switches, i.e. ∀s, pkt a , pkt b :
, and 2. respects the global total order for each packet, i.e. ∀m, n, pkt :
We can lift this happens-before relation straightforwardly to event occurrences: e.g. a1 ≺ (e, a2) a1 ≺ a2, etc.
Event-triggered Consistent Update
In dynamic network programs, the configuration can change due to event occurrences, so we want a consistency property which works in this event-driven context. Thus, we present a dynamic version of a Consistent Update, which we call an Event-triggered Consistent Update. This property talks about event-triggered configuration changes (updates) of the form C E − → C.
Definition 2 (Event-triggered Consistent Update).
Given an update Ci e − → C f , the Event-triggered Consistent Update property says that if there is some occurrence o e, then for any packet pkt which generates a sequence of packet arrivals a1a2 · · · an throughout its lifetime,
and
• otherwise, pkt is processed in exactly one of Ci or C f .
Network Event Structures
Event-triggered Consistent Update allows specification of how the network should behave during a single event, but we also want to specify constraints between the events themselves. For example, we might want to say that e2 can only happen after e1 has occurred, or that e2 and e3 cannot both occur. To do this, we turn to the wellstudied event model known as event structures [44] . In Definitions 3 and 4, we follow the presentation of Winskel very closely, restricting our set of events E to be finite.
Intuitively, an event structure endows a set of events E with
• a consistency predicate (con) specifying which events are allowed to occur in the same sequence, and • a enabling relation ( ) specifying a (partial) ordering in which events can occur.
Definition 3 (Event Structure). More formally, an event structure is a tuple (E, con, ) where
1. E is the universe of events, 2. con : P(E) → Boolean is the consistency predicate, which satisfies con(X) ∧ Y ⊆ X =⇒ con(Y ), and 3.
: P(E) × E → Boolean is the enabling relation, which
This can be seen as defining a transition system, where the states are the subsets of E which are consistent and reachable via the enabling relation. We refer to such a state of the event structure as an event-set (called "configuration" by Winskel).
Definition 4 (Event-set of an Event Structure). Given an event structure M = (E, con, ), an event-set of M is any subset X ⊆ E which is:
1. consistent: con(X) is true, and 2. reachable via the enabling relation: for each e ∈ X, there is a sequence e0, e1, · · · , en ∈ X where en = e and {e0, · · · , ei−1} ei for all i ≤ n.
We want to be able to specify which network configuration should be active at each event-set of the event structure. Thus, we need an extension of event structures, which we call network event structure, and we define it in the following way.
Definition 5 (Network Event Structure (NES)).
We define a network event structure to be a tuple (E, con, , g) where
is an event structure, and 2. g : P(E) → C maps each event-set of the event structure to a network configuration.
Correct Network Traces
Although defined in terms of events, the Event Structures functionality in the previous section can be lifted straightforwardly to occurrences of the events. We refer to a sequence l1l2 · · · lm (where each l is a set of located packets) as a network trace. In this section, we want to determine which network traces are correct. Given a network event structure N , require that an event-caused transition satisfies the event-triggered consistent updates condition: intuitively, if e is an event, and X is the event-set of events that already occurred, then we require that X (X ∪ {e}) and that g(X) e − → g(X ∪ {e}) is an event-triggered consistent update. We want to define the correct network traces, so we present a simple abstract machine in Figure 4 which interprets a NES over a network, respecting this condition. The states of the machine have the form (k, V, P ), where k is the current index in the global total order, V is the event-set (a set of all event occurrences so far), and P is a set of arrivals representing packets at switches in the network. The most recent arrival a for each packet is denoted a. We use locP ackets(P ) to denote {(pkt, n) : (pkt, n, k) ∈ P for some k}. We refer to a network trace accepted by this machine as a correct network trace.
Definition 6 (Correct Network Trace).
A network trace τ = l1l2 · · · lm is correct with respect to N if there exists an execution u = (k1, V1, P1)(k2, V2, P2) · · · (km, Vm, Pm) of the abstract machine such that ∀1 ≤ i ≤ m : li = locP ackets(Pi).
The rules in the abstract machine can be described as follows.
• INC-admit a packet from a host, corresponding to arrival a.
If Y consists of all event occurrences preceding a (via the happens-before relation), annotate the packet with Y . This annotation denotes the initial network configuration the packet should use as it moves through the network.
• OUTC-allow a packet to exit the network (to a host).
• SWITCHC-process a packet arriving at a switch (arrival a). If there is an occurrence ea allowable by the event structure, add it to V (note that we use the notation X 1 to allow us to choose a singleton subset of X if one exists):
Then, use the packet's annotation Y to determine which configuration to use for packet forwarding. The function g gives a set of tuples (Y , C) where Y is a new packet annotation, and C is the network configuration to use for forwarding the packet.
The predicate compatible(pkt, P, C, n) checks that the current trace of pkt in P is also a prefix of a trace in C ending at switch n. The switch is free to select any of the configurations given by g for forwarding the packet, and the compatibility requirement ensures that there exists a single configuration which fully contains the packet's entire path.
• LINKC-move a packet across a link (from switch m to n).
Network Programming: Stateful NetKAT
The previous section formalized our event-driven programming model in terms of constraints on events and a mapping g from sets of encountered events to network configurations. This section introduces a unified and user-friendly approach for both specifying these network configurations, and building network event structures.
Network Configurations
As already mentioned, a network configuration describes how packets can be processed by the switches in the network. We say that a network configuration maps each switch to a set of packetprocessing rules. Each rule is a guarded packet-header assignment of the form ϕ ? f ← n. There is a special field called sw which denotes forwarding to another switch. The intended meaning of a configuration is that when a packet arrives, its fields are examined, and then (potentially) updated according to the rules, and finally the packet is forwarded using the matching sw rule.
NetKAT Packet-processing Programs
NetKAT [2] is a language for specifying network programs as packet-processing functions. It is formalized in the context of Kleene Algebra with Tests (KAT), and thus has a full equational theory that enables reasoning about program equality. A NetKAT program takes a single packet, and uses tests, field-assignments, sequencing, and union to produce a set of "histories" corresponding to the packet's movement through the network. This can alternatively be seen as a way of specifying a static network configuration, and this is the interpretation we will use in this section.
NetKAT is a high-level network programming language, in that it allows programs to be written independently of any specific network architecture. Specifically, it is possible to write NetKAT programs which describe end-to-end forwarding rather than the individual hops a packet should take. By using this approach, we allow programmers to only think in terms of the edge devices, viewing the entire network as a "big switch." Thus, Section 3-4 are presented in terms of virtual networks (end-to-end links and configurations). In Section 5, we show how to efficiently convert from the generated virtual configurations to physical network configurations.
Stateful NetKAT
The standard version of NetKAT does not have any notion of state. Every packet is processed in isolation by the packet-processing function denoted by the program. Thus, we are able to specify the individual network configurations, but not any sort of eventdriven configuration change. In this section, we describe a variant of NetKAT which allows the specification of a collection of related network configurations, as well as the event-driven relationships between them. This variant preserves the existing equational theory in the context of individual configurations, but also allows packets to affect the processing of future packets in the network via assignments to (and tests of) a global state.
The syntax of Stateful NetKAT is shown in Figure 5 . Denotational semantics of Stateful NetKAT in terms of packet histories is given in Figure 6 . The key distinguishing feature of our Stateful NetKAT is a special vector-valued field state, i.e. map of the form N → N. The semantics · k gives a set of histories corresponding to each value k of the state vector.
Packet-history Semantics
We want to use a NetKAT program to specify packet forwarding in each state, so we parameterize the standard NetKAT denotational semantics over k, the vector-values of state ( Figure 6 ). In the se-
{pk::(pk::h)} Figure 6 : Stateful NetKAT-Packet-history (Denotational) Semantics mantics, k denotes "flattening" of vector k to an integer. Additionally, the • operator denotes Kleisli composition, i.e.
(f • g) {g y : y ∈ f x}, and the function F is defined as
Configuration Semantics
As mentioned earlier, Stateful NetKAT programs are intended to specify collections of network configurations and the event-driven relationships between them. In this section, we make this explicit by defining the semantics of Stateful NetKAT in terms of network configurations ( Figure 7) . The function p k accepts as input a tuple (s, i, ϕ, C), where s is the current switch, i is a unique ID for the current path, ϕ is the conjunction of all the guards seen on the path so far, and C is the current configuration. The function "executes" the command p with respect to the tuple, producing a result (S, C ), where S is a set of tuples of the form (s , i , ϕ ), and C is a new configuration. The tuples in S correspond to the locations in the new configuration at which the next commands should execute.
The configuration C is a data structure representing the current network configuration. For each switch in the network, it contains a map mp of rules. To make the presentation more straightforward, the rules in map mp differ slightly from our previous description of forwarding rules, but they still capture the same information. That is, mp maps each packet header field f to a list of guarded values having the form (ϕ, n). The intended packet-processing behavior is that when a packet pk arrives, each of its header fields f will be updated using the first value n in the list whose guard matches, i.e. pk |= ϕ. Then, special header fields sw and state can be checked to determine the appropriate forwarding and event transitions. We use the notation C(s, f ) as shorthand for mp(f ) where mp = C(s).
The following Theorem 1 shows that these configurations are equivalent to the packet histories, and it can be proven by induction over the structure of the NetKAT program p.
Theorem 1 (Configuration Correctness). Consider a Stateful
NetKAT program p, switch s, packet pk such that pk.sw = s, and formula ϕ encoding the header fields values of pk. For any value k of the state vector, the traces allowed by p k (s, s.id, ϕ, ∅) are exactly the histories produced by p k {pk:: pk }.
Generating Network Event Structures
By using the · k function to generate a configuration for each state k, we obtain the event-driven transition system defined by the NetKAT program. This contains all of the information needed to construct a network event structure. However, there are some programs which do not correspond to well-formed network event structures, so we need to think carefully about this construction.
Event-driven Transition System. We can think about the set of all the configurations corresponding to a NetKAT program as an event-driven transition system, where the nodes each have a state value and static network configuration, and the edges are labeled with events, corresponding to the guards of assignments to the state field in each configuration. We assume the initial state is 0.
Definition 7 (Event-driven Transition System (ETS)). Given a set C, where each C k ∈ C is a static network configuration corresponding to state k, consider the set of vertices V = {n ∈ N : n = k for some k}. Consider the set of edges D = {(n, e, m) : n = k ∧ m = j ∧ ∃e = (s, ϕ) : (ϕ, m) ∈ C k (s, state)}. We call the graph (V, D) the event-driven transition system corresponding to C, and denote this as ET S(C).
Given an ETS G = (V, D), and a sequence of events S = e1e2 · · · ei, we use the notation (m, S, n) ∈ G to mean that there exists a sequence of nodes v1v2 · · · vi+1 ∈ V such that v1=m ∧ vi+1=n and ∀1 ≤ j ≤ i : (vj, ej, vj+1) ∈ D.
We can lift the ET S function to NetKAT, allowing us to produce the event-driven transition system for a program p:
Specification and Compilation of Event-driven SDN Programs Legal ETSs. Event-driven transition systems are very closely related to network event structures, but we need to impose some restrictions to be able to convert them properly in general.
1. We first require that an ETS G be event-deterministic, i.e. if there are sequences of events S1, S2 where (0, S1, vA) ∈ G and (0, S2, vB) ∈ G, then S1 = S2 =⇒ vA = vB.
2. Secondly, we require that an ETS contain no cycles, i.e. it should be a directed acyclic graph (DAG). Note that if we receive an ETS which does contain cycles, we can eliminate them by detecting strongly-connected components, collapsing each of these to a single node, and then proceeding with the resulting DAG. In the implementation, looping behavior within the collapsed nodes can be properly handled in the same way we handle nondeterminism in the NES (Section 4.5), but for presentation clarity, we assume no loops.
Converting ETSs to NESs. Given an ETS which meets the above restrictions, we can convert it to an NES by iteratively building up sets of events along each sequence of events starting from the initial state. Given an ETS G, we can generate the corresponding edges for the NES by calling acc(0, ∅, ∅, ∅). This returns a tuple (D, g) representing the NES. To see that the returned g is a well-defined mapping of the NES configurations to network configurations, consider the ETS in Figure 8 . The only way such an ETS can be produced from a NetKAT program is if x = y. Furthermore, if such an ETS is produced, with more than one permutation of events {e1, e2, · · · , ej} reaching some node x, then all permutations of {e1, e2, · · · , ej} will reach x. This means that as acc is generating the corresponding NES, each E will be mapped to exactly one network configuration.
Programming Examples
Stateful Firewall. The example in Figures 9-10 (a) is a simplified stateful firewall. It always allows "outgoing" traffic (from H1 to H4), but only allows "incoming" traffic (from H4 to H1) after the outside network has been contacted (outgoing forwarded to H4). This program p corresponds to two configurations [1] . In the former, only outgoing traffic is allowed, and in the latter, both outgoing and incoming are allowed. The ETS has the form { [0] it "learns" the address of H1, and future traffic from H4 to H1 is sent only to H1.
This program p corresponds to two configurations [1] . In the former, flooding occurs from H4, and in the latter, packets from H4 are forwarded directly to H1. The ETS has the form { [0]
The NES has the form {E0=∅ → E1={(s4, dst=H4)}}, where the g function is given by g(E0) = C [0] , g(E1) = C [1] . This only allows learning a single host (H1), but we could easily add learning for H2 by using a different index in the vector-valued state field: we could replace state in Figure 10 (b) with state(1), and union the program (using the NetKAT + operator) with another instance of Figure 10 
Implementing Event-driven SDN Programs
Once we have written an event-driven network program in Stateful NetKAT, and compiled it to a network event structure, we need a technique for implementing this NES in a real software-defined network deployment. Importantly, we want our implementation to be correct, i.e. all packet traces should be correct with respect to the Section 2.5 definition.
In this section, we need to develop an approach for handling the static parts of the NES (network configurations), as well as the dynamic parts (event-driven configuration changes). To do this in a clean and general way, we recall the typical network organization which distinguishes switches on the edge of the network from switches at the core. We allow edge devices to work with the SDN controller to maintain distributed state, and use the core devices efficiently for fast end-to-end routing.
Network Core-Static Network Configurations
The NES contains a set of global network configurations, and conceptually we want to be able to quickly install a new configuration in response to an event occurrence in the current configuration. There are ways to do this reactively, i.e. the controller pushes new rules to switches based on events, but we elect to do this proactively, i.e. install all of the needed rules on switches in advance, with each rule guarded by the configuration's ID.
This has a disadvantage of being less efficient in terms of rulespace usage, but an advantage of allowing very quick configuration changes. We offer a unique approach for addressing the space usage issue. When a global configuration change takes place, the old and new configurations will often be very similar, e.g. differing in a subset of their rules. Thus, we determine new values for the configuration IDs which allow maximal sharing of rules between configurations via wildcarding of the ID. For instance, in a case where two configurations have exactly the same rules, our approach allows the installation of a single set of rules that works for both.
In this section, we consider the network core to be a fabric which performs efficient forwarding between the edge devices. The details of the fabric construction and the previously-mentioned rule usage minimization are found in Section 5.
Network Edge-Stateful Switches
In recent years, there is a trend towards building advanced edge devices. The general idea is that the network core should be fast for performing end-to-end routing, and the edge should be smart/powerful, in order to provide functionality such as Quality of Service (QoS) or congestion control [35] . The Facebook Wedge switch is one such example.
There is an increasing level of OpenFlow support for programming such devices in an SDN, e.g. queue-based QoS (set-queue in version 1.3+). Furthermore, new switch-programming languages such as P4 [4] are being developed, which add support for even more advanced functionality such as customizable packet-header parsing, and arbitrary stateful registers on the device.
Thus, we assume that we have an edge device architecture which, in addition to providing the standard OpenFlow functionality, allows us to update a stateful register(s) on the device in response to receipt of a packet. We use this register to allow each edge device to maintain its local view of the global state. Specifically, the register contains a set of event occurrences which the device knows to have happened. At any time, the device can receive a packet (from the controller or another edge device) informing it of new event occurrences, which are then added to the local register.
Packet Processing
Each packet that enters the network is admitted from a host to an ingress port on an edge device. At that point, a configuration number j corresponding to the edge device's view of the global state is assigned to the packet's version number field. The packet will be processed in that configuration throughout its lifetime, i.e. it will only be processed by rules guarded by j.
The packet also has a special field called digest which encodes a set of events seen by the packet, corresponding to the packet's 
Operational Network Model
We now formalize the above, by presenting an operational semantics for the global behavior of the network as it executes a NES.
Each state in the operational semantics has the form (Q, R, S), with a controller queue Q, a controller R, and set of switches S. Both the controller queue and controller are a set of event occurrences. Each switch s ∈ S is a tuple (n, qin, z, E, α, qmout), where n is the switch ID, qin is an input packet queue, and qmout is a mapping of destination switch IDs to packet queues. (e.g. qmout(n) = l, where l is a list of packets). The natural number z is the switch's local packet counter. We use the function locP acketsSw(S) to return a set containing a located packet corresponding to each packet at a switch in S. The event-set E is a set of event occurrences, representing this switch's view of what events have occurred. The function α maps each event-set to a set of allowed events when in that state (this comes from the enabling relation of the NES). The rules are as follows:
• IN-admit a packet from a host to ingress port, incrementing local counter z.
• OUT-allow a packet to exit, i.e. move from egress port to host.
• SWITCH-process the current packet using its configuration C; check if the current packet's arrival generates an occurrence o of some event allowed by α in the current local state, and if so, update the local state to include o; add any new events from the packet's digest; update the packet's digest with any new events in the local state, and inform the controller about o, by adding it to the controller queue Q.
• LINK-move a packet from a switch output queue to a switch input queue, with respect to some link.
• CTRLRECV-bring an event occurrence from the controller queue into the controller.
• CTRLSEND-update local state of the switches when possible.
Correctness of the Implementation
We conclude our discussion of the implementation by showing its correctness. Specifically, we want to show that the traces allowed by the operational semantics are correct traces, as defined in Section 2.5.
Nondeterminism in the NES. To ensure that the implementation described above functions properly, we need to define how the nondeterminism is handled in the NES. The diagram in Figure 12 on the left shows such nondeterminism, where either event e1 or e2 can occur from the initial state { }, but not both. This means that the event-set {e1, e2} is inconsistent, so the implementation should never produce such a event-set. However, if e1 and e2 happen at distributed switches s1 and s2 respectively, near-simultaneous occurrence of e1 at s1 and e2 at s2 means that both occurrences could be detected when s1 doesn't know about e2 and s2 doesn't know about e1. This will allow {e1, e2} to be generated. We can prevent this issue by requiring that any nondeterminism be handled locally, i.e. at the same switch. In the Figure 12 example, this would mean requiring that e1 and e2 happen at a single switch, and this makes sure that we know the correct order of occurrences of e1, e2.
Lemma 1 (Global Consistency). Given network event structure N , if nondeterminism in N is handled locally, then given an execution of the implementation t = (Q1, R1, S1)(Q2, R2, S2) · · · (Qm, Rm, Sm), the event-set X = Qi ∪ Ri is consistent for all 1 ≤ i ≤ m.
Proof Sketch. If there is no nondeterminism in the NES, then given an event e, we know that X ∪ {e} is consistent for every eventset X. To see this, assume that there is a set X0 such that X0 ∪ e is inconsistent. If there is a event-set X1 which is reachable from both {e} and X0, then ({e} ∪ X0) ⊆ X1, meaning {e} ∪ X0 would need to be consistent. Since this is impossible, {e} and X0 cannot have a common reachable event-set, which contradicts the nondeterminism requirement. Now, consider the case where we can have nondeterminism in the NES. First, note that a set X is an event-set of the NES if and only if X is consistent. Now, assume that the implementation somehow adds an event e1 to a consistent set X = {e2, · · · } such that {e1} ∪ X becomes inconsistent. This means we are in exactly the situation in Figure 12 (left). However, e1 and e2 are both required to happen at the same switch, meaning only one of them could have been detected, so we have reached a contradiction.
Traces of the Implementation. We now present the main result of this section, which shows that the traces of the implementation are correct traces.
Theorem 2 (Implementation Correctness). Given an NES N , and given an execution t = (Q1, R1, S1)(Q2, R2, S2) · · · (Qi, Ri, Si) of the implementation, let τ = l1l2 · · · li be the network trace where lj = locP acketsSw(Sj) for all 1 ≤ j ≤ i. Then τ is a correct network trace with respect to N .
Proof Sketch. Given an implementation execution t = (Q1, R1, S1)(Q2, R2, S2) · · · (Qi, Ri, Si), and a correct execution u = (k1, V1, P1)(k2, V2, P2) · · · (ki, Vi, Pi), we say t and u are trace-equivalent (denoted t u) if ∀1 ≤ j ≤ i : ev(Vj) = ev(Qj ∪ Rj) ∧ locP ackets(Pj) = locP acketsSw(Sj). We want to show that for each implementation execution t, there exists a correct execution u such that t u, and Theorem 2 follows.
The proof is by induction over i, the length of the execution. Let t be an implementation execution, t = (Q1, R1, S1)(Q2, R2, S2) · · · (Qi, Ri, Si)(Qi+1, Ri+1, Si+1). Let t be the i-length prefix of t. By the induction hypothesis, there is a correct execution u = (k1, V1, P1)(k2, V2, P2) · · · (ki, Vi, Pi) such that u u. We can now look at the cases for the transition from (Qi, Ri, Si) to (Qi+1, Ri+1, Si+1).
• IN-in this case, Qi+1 = Qi, Ri+1 = Ri, and Si+1 has a new packet pkt tagged with g(Ei) at switch n. Let a = (pkt, n, ki).
Then ∀o ≺ a, we must have that o occurred at switch n (since this is the first appearance of pkt), meaning ev({o}) ⊆ ev(Ei). Thus, we can let Yi = Y where Y ∈ P(Vi)∧ev(Y ) = ev(Ei), apply the INC rule, and then the packet's initial configuration Yi will correspond to g(Ei). Finally, Vi+1 = Vi, so ev(Vi+1) = ev(Qi+1 ∪ Ri+1), and the packet moves such that locP ackets(Pi+1) = locP acketsSw(Si+1).
• SWITCH-in this case, Qi+1 = Qi ∪ E i and Ri+1 = Ri. By the induction hypothesis, we know ev(Vi ∪ E i ) = ev((Qi ∪ Ri) ∪ E i ), and by Lemma 1, we know that the latter is consistent, so Vi ∪ E i must be consistent. Thus, we can apply the SWITCHC rule, choosing Y = Y , i.e. the packet will stay in its tagged configuration. Finally, Vi+1 = Vi ∪ E i , so ev(Vi+1) = ev(Qi+1 ∪ Ri+1), and the packet moves such that locP ackets(Pi+1) = locP acketsSw(Si+1).
The other cases OUT, LINK, CTRLRECV, CTRLSEND are either trivial, or don't affect packet locations.
Intuitively, this means that an implementation has the eventtriggered consistent update property. That is, each packet will be processed in a single network configuration, and if some packet causes an event occurrence o, any packets which enter the network after o (as ordered by the happens-before relation) will know about the event occurrence, and will be assigned to the corresponding configuration.
Synthesizing Efficient Implementations
Our implementation technique in Section 4 is presented in terms of virtual forwarding paths between edge switches. In this section, we turn to the network core, and show how to build these virtual paths by determining hop-by-hop paths and placing rules efficiently on the SDN switches. We give two levels of optimization that can lead to reduced number of rules installed on switches.
Our first optimization minimizes the number of rules needed for each configuration separately. Given a set of switches S and links L in the physical network, let HL be the set of edge devices and VL ⊆ HL × HL be the set of virtual paths. Assuming that the links of L have all cost 1, we construct a spanning tree T = (S ∪ H, L ). For a virtual path (s1, s2) we associate the path s1 → · · · → s2 in the tree T . This will assure that the packets do not take inefficient paths. At the local level of individual switches we propose an effective approach to install a minimal subset from a given set of rules to be installed at the switch.
Rule Minimization
Our second optimization minimizes the overall number of rules (across configurations). We assume that the rules for the switch configurations of different states are pre-installed at the switches. It is possible for a single rule to be in the switch configuration of more than one state. Due to space restrictions in the memory of a switch, it is undesirable to store the same rule more than once. An effective approach for reducing the memory usage on switches is route aggregation. In this technique, the router generates a single rule from a set of rules falling under a common prefix, and then inserts the single summary rule to cover the child rules. For example, if a rule r is used in two different switch configurations with the state numbers 2 (= 10) and 3 (= 11), then the router will aggregate them into (1 * )r instead of copying r to both states (10)r and (11)r. However if the state numbers for the switch configurations were 2 (= 10) and 0, there would be no way to aggregate them. Given a set of configurations for different states, a good assignment of natural numbers to the configurations ensures that the configurations with more common rules have a better chance of being combined by the prefixes of their assigned numbers. In this section, we first formalize the problem and observe that in general, finding the best state numbers for the switch configurations is NP-complete. We then give an encoding of the problem as weighted MAX-SAT. Finally we suggest a polynomial heuristic for the problem. For a function ud we construct a trie which we denote T (ud ), in which the leaves are the switch configurations and any internal node n is labeled with the intersection of its children (n). A trie [10] is a complete binary tree in which every node is marked with a single wildcard mask that represents the node itself and all its children. If there are n bits available for the representation of the state numbers, without loss of generality we assume that there are 2 n configurations (if they are fewer, we can always add dummy configurations without any shared rules). So for a given set of switch configurations, it is possible to make a trie that has all the configurations in its leaves. We define the score of a trie to calculate the amount of rule sharing that it allows. * {r3} 0 * {r1, r2, r3} 
in which h(n) is the height and sib is the sibling of n.
Example. Consider the configurations C1 = {r1, r2, r3, r4}, C2 = {r1, r2, r3}, C3 = {r2, r3, r4}, C4 = {r2, r3, r4}. A trie T (ud ) can be seen as a chain of set intersection operations. Changing the order of the operators can potentially change the score of trie. Optimizing the score of the trie resembles a wellknown problem of determining the order of operations in a chain of matrix operations. However, the trie optimization problem is much harder, as the set intersection operation is commutative.
Weighted MaxSAT encoding. Given an assignment ud , finding a trie with maximum score is NP-complete. The optimization problem for a finite commutative and associative semi-group is conjectured to be NP-complete in [7] . Such optimizations arise normally in practice in e.g. database query optimizations.
There is a polynomial encoding of the trie maximization problem into a weighted MAX-SAT problem. This makes it possible to use an off-the-shelf weighted MAX-SAT solver (e.g. MiniMaxSat) for finding the optimal assignment of the numbers to switch configurations. We first present notation and then give a description of the general encoding.
Definition 10. For a set S we represent a subset of size k from S by S k . The set inclusion S k ∈ S becomes an abbreviation for S1 ∈ S ∨ · · · ∨ Sn ∈ S where n =( |S| k ) and |Si| = k. Similarly, we write compact relations such as S k = S .
Given a set of rules {r1, · · · , rn}, the sets Cr l are the configurations that a rule belongs to. For example, in Figure 13 , Cr 1 = {C1, C2}. When a rule is in more than a single configuration, to achieve a better score, a good order tries to move it up towards the root of the trie. Let a rule r be in |Cr| = x configurations such that x = xn−1 ×2 n−1 +· · ·+x0 ×2 0 . The maximum gained score from r happens in an order where for every xi = 0, the order assigns r to a node of height i such that the parent does not contain r. For example, for a rule ri, let |Cr i | be 6 = 2 2 + 2 1 . The best order will assign ri to the heights of 2 and 1 in the trie, and the occurrence of ri at the height 1 does not happen inside the subtree that already has ri at the height 2. When a rule is at height 2, it means that it is the root of a subtree that has 4 leaves containing the rule. We write constraints for placements of the rules at the best heights, and give them a weight equal to the score factor of the height. By Cj = i,
all the partitions of R to 2 subsets 4: Figure 14 : NEXTMAX Algorithm.
we mean that Cj is placed at a leaf labeled with i.
The weights of the constraints are written at the beginning of the formulas: the first set of constraints have weight 3 and the next have weight 1. The first set of constraints require a 4-subset of Cr i to be either in the left half or in the right half of the trie. The next set of constraints require a 2-subset of Cr i to be siblings in the leaves. However, for checking the 2-subsets we also check that the two neighbor leaves do not include A. This is to ensure that the ri rules at this height are not subsumed by a parent at a higher height. In such a case, the rule ri is shared between 4 leaves, and it is clear that at the lower height, the rule ri is already there. When the size of Cr l is smaller than 4, we do not need to check for the parents, e.g. for Cr 1 in the example, we have these clauses with weight 1:
Given the natural numbers n and m, we represent the partitions of {0, ..., n − 1} to contiguous m-subsets with D(n, m). For example, D(4, 2) = {{0, 1}, {2, 3}}. In general, we write the following constraints for the first most significant non-zero bit xi = 0 in the binary representation of |x|:
A = s) and for every j < i we add the extra rules:
Heuristic. We present a basic polynomial heuristic that provably works for small tries (two-level tries) and also gives close to optimal results in general. The heuristic NEXTMAX in Figure 14 constructs the tree from its root. At each step it chooses the largest possible sets as its two ancestors and continues to the leaves. Choosing the largest sets as ancestors does not necessarily lead to the top score: as a counterexample we refer to Appendix A.1.
Related Work
We present three main areas of related work: (1) specification/correctness of event-driven network programs, (2) dynamic network programming languages, and (3) implementability of high-level functionality in an SDN.
Consistency and Network Updates. Much work has been done to investigate the network update problem: that of changing the network from an initial to final configuration. We have already briefly mentioned an early approach known as Consistent Update [36] which introduces a per-packet consistency property. Others have followed by investigating network updates with respect to other correctness properties such as waypointing [25] [14] . Recent work extends this to updates with respect to fully-customizable consistency properties [46] [26] .
These approaches for expressing/verifying correctness of network updates work in terms of individual packets. In event-driven network programs, it becomes necessary to check properties which talk about interactions between multiple packets. There are several current directions which seek to do network updates in the context of multi-packet properties, e.g. [11] and [23] . There is also a tool called NetEgg [45] which synthesizes SDN controller program from multi-packet examples. It has the fundamental limitation of assuming that all packets are sent to a single centralized controller (i.e. there is no notion of the data-plane). A tool called SDNracer [28] detects data races in SDN programs.
Our approach differs from these in that we allow the user to define correct-by-construction event-based behavior. We extend Consistent Updates to the event-triggered setting, providing a dynamic correctness property that is strong enough to allow easy reasoning, yet flexible enough to enable efficient implementations.
Network Programming Languages. One way of providing network programmability is via high-level languages whose programs can be compiled directly to the physical devices in the network. Declarative networking was an early approach which offered the ability to define abstractions of the network [24] and specify network behavior [13] in a declarative style, and compile these to routing-table rules. More recent directions in this line of work include Flog [17] .
The Frenetic project [8] [29] [9] allows higher-level specification of network policies, and offers the ability to operate on policies (perform composition, etc.) via Pyretic. Other related projects such as Merlin [38] and NetKAT [37] [3] provide high-level languages and tools to compile such programs to network configurations. Support for programming dynamic network behavior (responding to events, etc.) is somewhat limited, since all of these tools view dynamic network state as a sequence of policies.
Work by Voellmy et al. seeks to address the dynamic aspect. Nettle and Procera enable dynamic behavior by allowing the user to "wire-up" event-handling constructs [41] [42] . Maple extends this with support for arbitrary front-end languages [43] . These approaches do not support state on the controller, and they behave reactively, i.e. new rules can be installed in response to events. FlowLog [33] is a network programming language with mutable state. It offers a "tierless" programming model in which network programs are expressed in a variant of Datalog and compiled proactively to a variant of NetKAT. Recent work on "decentralizing" network policies uses program synthesis to generate optimal forwarding rules that realize applications specified in first-order logic [34] .
There are also approaches which offer a high-level view of the network in addition to a high-level programming language, e.g. compilation of programs which use the one-big-switch abstraction to rules [16] . Work by Moshref et al. includes vCrib, an abstraction of a centralized rule repository [31] . Some behavior is handled by the controller, and some is handled by rules offloaded to nearby switches. This only deals with static network configurations. They also propose a new switch abstraction, i.e. per-switch state machine instead of simply flow rules [32] , in an attempt to avoid committing to fully proactive (pre-installed rules handle traffic) or reactive (traffic sent to controller).
None of these languages provides both (1) event-based constructs, and (2) strong semantic guarantees about consistency during configuration updates, while our Stateful NetKAT language enables both. We also strike a balance between proactive and reactive rule installation with our Section 5 techniques.
Implementing High-level Network Functionality. In regards to providing programmers with high-level network abstractions, one research direction has been to provide highly-customizable switches, as in Shangri-la [6] and P4 [4] . Another proposal is to create a network with built-in support for providing some of these abstractions to the network operator. A very successful example has been OpenFlow, which allows the switches to be (dynamically) programmed via a controller(s).
There have been calls to put even more powerful features into the network itself, such as fabrics [5] , intents [1] , and other virtualization functionality [21] . Lithium provides an event-driven runtime [18] . Panopticon presents a one-big-switch view of a hybrid SDN+legacy network [22] . Pyretic [30] and projects built on top of it such as PyResonance [19] and SDX [12] provide high-level operations to network programs. Kinetic is built atop Pyretic and provides the ability to write programs which are verifiable using CTL/NuSMV [20] . Some projects take a slightly different view and put a hypervisor between the controller and the network (instead of an "OS" between the apps/modules and the controller). For example, with "Fibbing" [39, 40] , the controller presents a false view of the network to the routers. Similarly, with Covisor [15] , the hypervisor can present a virtual network to the controllers.
Our language offers a high-level way of writing dynamic network programs, and we build on next-generation abstractions such as P4. Furthermore, we have the guarantee that our implementation satisfies an important consistency property, making it easy to think about the behavior with respect to interactions between packets.
Conclusion
In this work, we present a full framework for correct event-driven programming in SDN. Our approach provides a way of rigorously defining correct event-driven behavior for real programs without the need for specifying tedious logical formulas. We detail a programming language and compiler which allow the user to write high-level network programs and produce correct and efficient SDN implementations. The paper contains novel contributions:
1. We show that writing real-world dynamic network programs often involves many subtle difficulties which are not satisfactorily addressed by other approaches, and show how our approach can address them ( §1).
2. We develop a very natural consistency property to help programmers reason about correct event-driven dynamic behavior in networks, and formalize this in terms of a model based on event structures ( §2).
3. We offer a new network programming language which allows the specification of high-level network configurations and the event-driven relationships between them. This language extends NetKAT with stateful functionality ( §3).
4. We present an approach for compiling our Stateful NetKAT programs to event structures, and then show how these can be implemented in an SDN. The implementation is guaranteed to behave correctly with respect to our consistency property ( §4).
5. We detail optimization strategies which allow the SDN implementations to strike a balance between the speed of proactive network programs and the space-efficiency of reactive ones, by combining proactive compilation with a technique to maximally share rules between configurations ( §5).
Overall, this paper takes the challenging problem of distributing an event-based network program and solves it in a principled way, providing constructs which free the programmer from thinking about subtle temporal issues due to the distributed implementation.
A. Supplimentary Material
A.1 Counterexample to NextMax heuristic Figure 15 shows an example where using the NextMax heuristic does not work. Although in the trie of Figure 15b , larger sets are chosen at the height 2, the score remains lower (12) compared to the trie of Figure 15a (where the score is 14). 
