In 1957, Mullins proposed surface diffusion motion as a model for thermal grooving. By adopting a small slope approximation, he reduced the model to the Mullins' linear surface diffusion equation,
Introduction
Motion by surface diffusion (1.1) V n = −B△ s κ, describes a geometric motion for an evolving surface. In (1.1) V n and κ denote, respectively, the normal velocity and the mean curvature of the evolving surface, △ s denotes the Laplace-Beltrami operator known also as the surface Laplacian, and B is the Mullins' coefficient. Motion by surface diffusion, as well as motion by mean curvature were first proposed by Mullins [10, 11] in modeling the evolution of microstructure in polycrystalline materials. Polycrystalline materials contain numerous crystals or grains, separated by grain boundaries, and there is a tendency for thermal grooves to form where interior grain boundaries intersect the exterior surface of the polycrystalline specimen. The evolution of the microstructure, including the phenomenon of thermal grooving, are of quite general interest, since the microstructure and grooving in particular are highly influential in determining the strength, the stability, as well as many other properties of polycrystalline materials. In using (1.1) to model the development of thermal grooves, various possible effects have been neglected, such as bulk diffusion [5] , surface energy anisotropy [3] , [7] , [14] , as well as evaporation and condensation [11] . The Mullins' coefficient is frequently prescribed as B = D s γ ext Ω 2 /(kT ), where D s is the surface diffusion coefficient, γ ext is the surface-free energy per unit area of the exterior surface, Ω is the atomic volume, ν is the number of mobile atoms per unit area, k is the Boltzmann constant and T is the temperature.
In studying the formation of thermal grooves, it is constructive to focus on the normal cross-section to some particular thermal groove. Under the assumption that the height of the exterior surface can be described in the normal cross-section as the graph of function, y = y(t, x), relative to an initially planar exterior surface, y(0, x) ≡ 0, and that there is little out of plane variation in the shape of the thermal groove relative to the crosssectional plane, then (1.1) implies that In writing (1.2), it has been implicitly assumed that the thermal groove is initially located at x = 0 and maintains its location there, and that there are no additional effects influencing the shape of the exterior surface.
To obtain a complete problem formulation for ( 1.2) , it is reasonable to impose conditions at x = 0 as well as far field conditions, in addition to the initial planarity condition y(0, x) ≡ 0. Mullins [11] effectively imposed symmetry with respect to x = 0, implying that the grain boundary attached below the thermal groove is constrained to lie along the y−axis and remain orthogonal to the planar surface y ≡ 0 for t ≥ 0. In accordance with balance of mechanical forces (Herring's law), he required that y x (t, 0 + ) := lim x→0 + y x (t, x) = m/ √ 4 − m 2 , where m = γ gb /γ ext and γ gb , γ ext denote, respectively, the surface energies of the grain boundary and of the exterior surface. Zero mass flux along the thermal groove was assumed. Noting that the resultant problem was non-trivial, Mullins observed that typically 0 < m = γ gb /γ ext < 1/3. This allowed him to treat m as a small dimensionless parameter and to make the physically reasonable assumption that the slope of the exterior surface remained small at all times.
Based on the small slope assumption, Mullins [11] obtained a simpler linear problem formulation, namely, Mullins' linear surface diffusion equation
often referred to more simply as the Mullins' equation, (ME), together with the initial condition
the boundary conditions at x = 0,
as well as far field decay. 1 Mullins sought symmetric self-similar solutions of the form
for the problem prescribed in (1.3)-(1.5), guided by the form of the Laplace transform of (1.3). He obtained a power series solution with recursively defined coefficients, and this solution implied the now classical formula for the depth of the thermal groove as a function of time, d(t) := y(t, 0), namely
Studies of this problem in the physical literature typically rely strongly on the linear solution derived by Mullins. In [9] , Martin obtained an integral representation for Mullins' solution by using Fourier cosine transforms, which led him to conclude that Mullins' solution exhibited far field decay to planarity.
Often Mullins' assumptions regarding the accompanying boundary conditions are not overly accurate. Possible concerns in this direction include the following: The underlying grain boundary may not remain vertical due to internal motion of the grain boundaries, hence the symmetry assumption may not be valid. Often there is some amount of mass flux along the grain boundary which reaches and interacts with the thermal groove, so the vanishing mass flux assumption may not be realistic, [1] . Since all specimens are necessarily of finite extent, far field planarity is not obvious, and it often is of interest to analyze the development of thermal grooves which are not well isolated from their surroundings. Accordingly with these issues in mind, we return in this paper to consider self-similar solutions to (ME) on (t, x) ∈ (0, T ) × R \ {0} with more general boundary conditions, without explicitly imposing far field decay or initial planarity.
We begin by treating the resultant more general problem by making use of the theory of generalized hypergeometric differential equations (GHDE), [12] , to demonstrate that all self-similar solutions to (1.3) of the form (1.6) may be expressed as
defined above are linearly independent entire functions which satisfy (1.7); moreover, z 1 (u), z 3 (u) are even and z 2 (u), z 4 (u) are odd. It can also be readily shown that
From (1.6), (1.9), (1.10), it follows that
∂x (i−1) , i = 1, 2, 3, 4. Recalling that, by assumption, in our geometry, a thermal groove is forming at x = 0, which effectively reflects the development of a singularity, it is reasonable to consider the behavior of solutions on either side of the thermal groove separately. This leads us to define for t > 0
Note in particular that it follows from (1.13) that the coefficients in (1.12) are directly proportional to the derivatives of the surface profile at the thermal groove. This feature makes the solution representation (1.12) useful for data fitting.
An alternative approach to solving the Mullins' equation is via Laplace transform methods under the assumption of initial planarity and general boundary conditions at zero in accordance with the self-similar form (1.6). Proceeding in this fashion yields four linearly independent self-similar solutions with respect to u = x (Bt) 1/4 , which we denote by {y i } i=4 i=1 . Recalling (1.9), since the set of self-similar solutions of the form (1.6) to (ME) is spanned by four linearly independent functions follows from (1.7). Hence each of the functions y i (t, x), i = 1, 2, 3, 4, may be expressed as a linear combination of the functions
from their Laplace transforms and taking (1.10) into consideration, we find for t > 0 and
Here as in (1.12)-(1.13) we may define solutions separately on either side of the thermal groove.
It is easy to show that
for t > 0, x ∈ R\{0}. Moreover for t > 0, {y i (t, x)} i=2 i=1 and {y i (t, −x)} i=4 i=3 are asymptotically flat as x → ∞, and for x > 0,
satisfy the initial planarity condition. By examining series solution expressions for {y i (t, x)} i=4 i=3 and {y i (t, −x)} i=2 i=1 for t > 0, we show that they exhibit unbounded far field growth as x → ∞; and that they do not satisfy initial planarity.
Martin [9] demonstrated that it is possible to obtain an integral representation for Mullins' solution by using Fourier cosine transforms; we demonstrate that it is possible to obtain two linearly independent solutions by Fourier cosine transform method, and the integral representations obtained by this approach allow us to ascertain that both of these solutions tend to zero as x → ∞, for fixed t > 0.
Earlier we mentioned that the solution representation given in (1.12) is useful for data fitting. By undertaking a direct statistical least squares comparison with experimental data from Amram et al., [1] , we show in Section 3 that our results can be successfully used to fit data and to distinguish between experiments in which Mullins' boundary conditions are accurate from experiments in which other boundary conditions such as the boundary conditions proposed in Amram et al. [1] , namely y x (t, 0) = m/2, y xx (t, 0) = 0, lim x→∞ y(t, x) = 0, t > 0, are more accurate. It is not difficult to verify that Mullins' solution [11] may be expressed in terms of the functions
and that the solution discussed by Amram et al. [1] corresponds to
for details see Section B.2. Essentially, our results yield a method for "reading off" the effective boundary conditions from the measurements, see [6] .
To the authors' knowledge, this is the first study presenting an analytical solution to the Mullins' equation that makes such data fitting possible, which is perhaps the main advantage of our approach.
The paper is organized as follows. In Section 2, we state and prove our main results regarding the existence of a four dimensional self-similar solution to (ME), which can be expressed in terms of generalized hypergeometric solutions as well as via Laplace transforms, and describe the far field behavior of these solutions. In Section 3, we briefly demonstrate how these results can be used for data fitting. In Appendix A, we discuss the generalized hypergeometric solutions indicating in detail how a specific GHDE may be identified whose solutions yield
In Appendix B, we prove in detail the initial and far field behavior of the solutions, as well as demonstrating (1.14), (1.15).
Self-similar Solutions to the Mullins' Equation
Mullins' linear surface diffusion equation (ME)
along with the initial and boundary conditions
has the following scaling symmetry, namely, given any solution y(t, x) to
is also a solution of (2.1), for any λ > 0. This scaling property leads one to seek similarity solutions of the form, [11] . The nonlinear problem (1.2), (2.2) also has this scaling property, [4, 11] , but our focus here is on similarity solutions for the linear problem.
Substituting (2.4) into (2.1) and making the change of variable
Having obtained (2.5), Mullins [11] went on to look for a power series solution assuming zero flux at the groove root and far field decay and calculated its coefficients. Here we consider (2.5) without imposing further restrictions on the solutions, Z, of (2.5), such as no flux or decay which allows us to gain a more complete understanding of (2.5) and its solutions.
The fourth order linear ordinary differential equation (2.5)
has the following fundamental set of solutions
∈ R denotes the generalized hypergeometric function (or the generalized hypergeometric series) defined as
is the Pochhammer symbol.
Proof. Employing the change of variable
in equation (2.5), yields the equation
Equation (2.12) constitutes a generalized hypergeometric equation.
Generalized hypergeometric differential equations (GHDE)
, v ∈ C, were first studied by Thomae [13] . In particular, Thomae showed that, there exists a solution which he denoted as p F q (a 1 
Accordingly, it follows from (2.12)-(2.13) that
is a solution to (2.5).
From the theory of generalized hypergeometric equations, see e.g. [12, Chapter 16 ], since p < q in (2.13) and since none of the differences between the numbers 0, b 1 , b 2 , b 3 is an integer, it follows that
where * indicates that jth entry is replaced by 2 − b j , form a fundamental set of linearly independent solutions to (2.12), (2.13), for v ∈ C.
Recalling the change of variables (2.11) , it now follows that
form a fundamental set of solutions to (2.5) for u ∈ R.
The elements of the fundamental set of solutions {z i (u)} 4 i=1 of (2.5) are portrayed in Fig.1 . They converge for all finite values of u ∈ R and define entire functions, [12] . Moreover they exhibit the following asymptotic behavior 
From the definitions (2.17)-(2.20), it is easy to verify that z (j−1) i (0), i, j = 1, 2, 3, 4, satisfies (1.10). Returning to (2.4), (2.5), we obtain
, then y(t, x) may be expressed as The following theorem allows us to distinguish between decaying and growing solutions to (2.1)-(2.3).
, form a fundamental set of self-similar solutions to the equation,
which are linearly independent over the domain of definition. Moreover for t > 0, From the assumed self-similarity of y(t, x), it follows from (1.10) and (2.21) that 
Let us now note that the ODE given in (2.30) has a set of four fundamental solutions {y j (p, x)} 4 j=1
It follows from (2.33)-(2.36) that
These solutions may be linearly combined to yield
which satisfies both (2.30) and (2.32) if we set
Recalling that y(p, x) is Laplace transform of y(t, x), we denote by y i (t, x) the inverse Laplace transform of y i (p, x), for i = 1, 2, 3, 4, and from (2.37) we obtain that
Since y(t, x) is a self-similar solution to (2.23), by (2.21) it may be expressed equivalently as
where the coefficients in (2.40) can be obtained by inverting the matrix in (2.38).
The proofs of the asymptotic properties (2.24)-(2.27) and (2.28)-(2.29) are rather technical and are given in Appendix B.
Data Fitting
A major advantage of our solution representations over previous solutions such as the solution given by Mullins [11] and the solution given in Amram et al. [1] is that it can be used effectively to do data fitting, enabling the identification of the effective boundary conditions and relevant physical parameters during thermal grooving. The solutions given in [11] and [1] were prescribed via power series with recursively defined coefficients. By relying on the power series representation, these solutions can be plotted as truncated series (or polynomials) with unbounded growth as x → ±∞; accordingly, the resultant plots of these solutions are primarily helpful for analyzing to the surface profiles in close proximity to the thermal groove, as in Fig. 8a [1] . The solutions (1.9) and (2.39) which were derived here are more general and in particular, (1.9) is prescribed in terms of known functions which can be readily and accurately evaluated using common software in an arbitrarily wide neighborhood of the thermal groove.
Below, we illustrate data fitting of our solution to experimental data by Amram et al. [1] , from atomic microscopy measurements of thermal groove formation in a nickel (Ni) film, Fig 2, and in bulk Ni, Fig 3, after annealing of the specimens at 700 • C for 20 minutes. can be transformed into a GHDE
and making the change of variable
Proof. Observe that (A.1) may be expanded and written as
where α j , β j ∈ C, or as
whereα j ,β j ∈ C, [12] . Note that if we set q = 3 in (A. Let us first consider the case q = 3 and p = q + 1 = 4, which corresponds to (A.5) and let us attempt to find a change of variables which can transform
Equating the coefficients of d 4 V dv 4 and V in (A.5) and (A.7) implies that
However by using (A.8) to evaluate the coefficient of d 2 V dv 2 in (A.7), we find that
which is not of the formα 2 v 2 +β 2 v forα 2 ,β 2 ∈ R. Hence we conclude that there does not exist a change of variables which transforms (2.5) into (A.5).
A similar argument allows us to conclude that also in the case p > q + 1, which corresponds to (A.6), there is no change of variables which can transform (2.5) into (A.6). This can be seen as follows. In accordance with the form of (A.6) we equate the coefficients of Using (A.9) to calculate the coefficient of dV dv in (A.7), we get
which is not of the formα 1 v +β 1 forα 1 ,β 1 ∈ R. This implies that there is no change of variables that can transform ( 
which imply that Recalling that q = 3 and p ≤ q, it follows that p ∈ {0, 1, 2, 3}. We demonstrate that p = 1 by eliminating the other cases. The case p = 0, is easily eliminated since when p = 0, equation 
,
However, comparing the coefficients of d 3 Z du 3 in equations (A.15) and (2.5) implies that
which yields a contradiction, since A 3 and B 3 are constants and u is a variable.
Suppose now that p = 2. Then (A.1) yields 
Matching the coefficient of d 2 Z du 2 gives
which again yields a contradiction.
Finally let us suppose that p = 1. Then (A.1) yields
Matching the coefficients of d i Z du i , i = 0, 1, 2, 3 in the equation above and in (2.5), gives that a 1 = − 1 4 and that
Noting that equations (A.21)-(A.23) are invariant with respect to permutations of {b 1 , b 2 , b 3 }, which reflects the fact that (A.1) is similarly invariant, we find, modulo permutations, that
Appendix B. Asymptotic Behavior of the Fundamental Solutions
In this appendix we give detailed proofs of the asymptotic properties Proof of Lemma B.1. Since z 1 , z 3 are even functions and z 2 , z 4 are odd functions, it follows from the definitions of y i (t, x), i = 1, 2, 3, 4, given in (2.22 ), that
and (B.2) y 4 (t, x) = (Bt) 1/4 z 1
Hence it suffices to prove that for t > 0, 
is a sum of positive terms of the form c n (Bt) 1/4 u n , n ∈ {1, 4k + 2, 4k + 3 | k ∈ Z + }, 0 < c n ∈ R.
Thus y 3 (t, x) → ∞ as x → ∞ for fixed t > 0, and y 3 (t, x) → ∞ as t → 0 for fixed x > 0.
Next, note that
It follows from the expression above that for t, x > 0, except for the first two terms, y 4 (t, x) can be expressed as a sum of negative terms of the form
The sum of the first three terms is negative for u > 4. Hence y 4 (t, x) → −∞ as x → ∞ for fixed t > 0, and y 4 (t, x) → −∞ as t → 0 for fixed x > 0.
B.2. Asymptotically Decaying Solutions.
First we obtain integral representations for two linearly independent solutions of (2.1)-(2.2), which we denote byỹ 1 (t, x) andỹ 2 (t, x), by using Fourier cosine transform and symmetry considerations. The solutionỹ 1 (t, x) is proportional to Martin's integral representation for Mullins' series solution [9, 11] . We then prove in detail that for any t > 0, both of these solutions decay as x → ∞. Finally, by considering the boundary conditions satisfied by these solutions at x = 0, we demonstrate that y 1 (t, x), y 2 (t, x) can be expressed as linear combinations ofỹ 1 (t, x),ỹ 2 (t, x). This yields a closed form representation for the series solution obtained in Amram et al., and justifies (1.14) , (1.15 ). It also allows us to conclude that y 1 (t, x) and y 2 (t, x) both decay as x → ∞ for t > 0. (2.22 ) exhibit the following asymptotic decay, The Fourier cosine transform was first used in this context by Martin [9] , in conjunction with the condition (B.6) y ′′′ (0, t) = 0, t > 0.
Here we proceed without imposing (B.6). The resultant solution can be expressed as a linear combination of two linearly independent solutions, denoted below asỹ 1 (t, x) andỹ 2 (t, x).
Taking the Fourier cosine transform of (2.1)-(2.2) with respect to the variable x, we get for solutions having the similarity form (2.4) , that
Solving (B.7) as an initial value problem in t, we obtain
Btk 4 0 e s s −1/2 ds.
By taking the inverse Fourier cosine transform of (B.8), we get
We now prove that both of these solutions tend to zero as x → ∞ for fixed t > 0 as well as when t → 0 for fixed x > 0. For the proof ofỹ 1 we make use of the following auxiliary proposition. and then calculating the derivatives at w = 0. The limit (B.15) follows from the identity
where a i (k) are constants which depend only on k, which can be proved by mathematical induction on k, the order of derivative. Substituting (B.16) into the expression in (B.15) and using the basic properties of the exponential function and power functions, we get Proof. We set u = x (Bt) 1/4 as in Section 2, and integrateỹ 1 by parts 2k times
dw (by (B.14) and (B.15)) 
The integrand in (B.17) is continuous on (0, ∞). Moreover, it follows from (B.15) that it is dominated by 1 w 2 as w → ∞. Combining these results with (B.14) we conclude that the integrand in (B.17) is bounded in L 1 ((0, ∞)) uniformly with respect to u and as a result (B.17) decays to zero faster than u −n for every positive integer n as u → ∞. Hence for fixed t > 0, y 1 (t, x) → 0 as x → ∞ and for fixed x > 0,ỹ 1 (t, x) → 0 as t → 0.
Lemma B. 4 .ỹ 2 (t, x) defined in (B.11) tends to zero as x → ∞ for fixed t > 0 as well as when t → 0 for fixed x > 0.
To prove Lemma B.4 we make use of the following proposition. On the other hand, sinceỹ 1 (Bt) 1/4 is a solution of fourth order linear ordinary differential equation (2.5), then the coefficients a n defined in (B.24) are determined by the recursion relation (B.25) a n+4 = n − 1 4(n + 1)(n + 2)(n + 3)(n + 4) a n .
Hence the coefficients of first four terms ofỹ 1 a 0 = − 2 π Γ 3 4 , a 1 = 1, a 2 = − 1 4π Γ 1 4 , a 3 = 0 determine a n for n ≥ 4. Note that y 1 and y 2 , which are defined in (2.22) , are also of the form (B.24) and have coefficients that satisfy (B.25). Hence, we find
by comparing the coefficients of initial four terms. Sinceỹ 1 (t, x) corresponds to Mullins' solution [11] , (B.26) implies (1.14) . Similarly (1.15) can be demonstrated directly by comparing the first four coefficients in the solution given in [1] and − m 
The initial and far field properties of y 1 (t, x), y 2 (t, x) are implied by the results in Lemma B.4 and B.3.
