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ABSTRACT 
A two stroke cycle spark ignition engine is a powerful prime mover for 
its light weight and small size and finds extensive applications in mopeds, 
lawn movers and chain saws etc... The physical phenomena in two stroke engine 
are complex since intake and exhaust processes occur simultaneously. The 
exact characteristics of individual processes and mechanisms of their interaction 
have not been fully understood. However, extensive efforts have been made 
to model a real engine cycle (see for example Benson (1982), Blair (1990)) 
so that the effects of various engine parameters on its performance relating 
to power and emissions may be examined at reduced development time and 
cost compared to experimental studies. 
In order to develop a prediction procedure for performance characteristics 
of a two-stroke engine, integrated analysis is required of unsteady flow in 
intake and exhaust systems along with in-cylinder processes and the gas 
exchange across various ports. Simulation studies of various processes of 
engine cycle are available in literature (e.g., Blair 1990). However, studies 
on the simulation of the complete cycle are scarce (e.g., Benson, 1975). Review 
relating to the above aspects of the problem revealed that many researchers 
assumed the flow in intake and exhaust pipes as one-dimensional, non-homentropic 
and compressible and the governing equations are quasi linear hyperbolic 
partial differential equations (see for example, Zucrow and Hoffman, 1977). 
Several numerical techniques have been employed by various workers for 
solution of such equations and the commonly used technique is the method 
of characteristics (Poloni et al. 1987). Efforts have also been directed to the 
use of finite difference techniques for solving the original partial differential 
equations, see for example Chen et al (1992b). The recent trend is to solve 
the time-varying three dimensional flow equations using numerical techniques. 
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In the method of characteristics, the hyperbolic partial differential 
equations are reduced to a set of simultaneous ordinary total differential 
equations which define the characteristic curves (e.g., Shapiro 1953). These 
equations are then solved using a numerical integration procedure to obtain 
the flow variables at various points of the flow field. Benson et al (1964) 
expressed these equations in terms of Riemann variables and the non-dimensional 
speed of sound and integrated the resulting equations along a rectangular mesh 
grid with appropriate boundary conditions. Benson and co-workers (1982) 
tested this algorithm under many conditions and satisfactory solutions were 
obtained. Complete engine simulation with straight exhaust pipe under firing 
conditions was carried out by Benson et al (1975). However, the reported 
results did not include the predicted pressure diagrams in the exhaust pipe. 
Blair et al (1968) examined the performance of Benson algorithm (1964) for 
expansion chambers and reported an instability due to shock formation. Payri 
et al (1986) also observed instabilities in the solution using Benson algorithm, 
particularly when the ports/valves open. This was attributed mainly to the 
linear interpolation of the Riemann variables between the mesh points of the 
rectangular grid. Payri et al (1986) modified Benson algorithm (1964) by 
interpolating volumetric flow rate and the pipe pressure rather than interpolating 
Riemann variables. However. Payri et al algorithm (1986) (Modified algorithm) 
has not been validated for two stroke engine with expansion chamber. In the 
algorithm reported by Zucrow and Hoffman (1977) based on method of 
characteristics, the characteristics and compatibility equations are expressed 
in terms of pressure, velocity and density and the resulting equations are 
transformed into difference equations and solved at the mesh points of a 
rectangular grid employing the modified Euler predictor-corrector method of 
integration. This algorithm has not been employed for analysing the flow in 
the inlet and exhaust systems of an i.e. engine. The present work is concerned 
with development of a prediction procedure employing Zucrow-Hoffman algorithm 
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(1977) for wave action analysis, capable of predicting pressure and temperature 
profiles at various locations of engine system particularly in exhaust system 
having diverging parts and capable as well of predicting performance characteristics 
at the design stage. 
The present work is divided into two parts. The first part deals with 
the comparison of predictions using the three algorithms, namely Benson et 
al (1964), Modified (1986) and Zucrow-Hoffman (1977) for the following 
problems: 
1. Shock wave inastraight pipe with a closed end (Benson etal , 1964) 
2. Wave action in a straight pipe fitted with a nozzle (Benson, 1982) 
3. Wave action in a straight pipe with a diffuser (Wallace & Boxer, 1956) 
4. Discharge from cylinder into a straight pipe (Benson, 1982) 
The necessary boundary equations for the above flow problems are derived 
in terms of pressure, velocity, density and the respective unit processes for 
the solution are developed. The differential equations are transformed into 
difference equations at the solution points and the modified Euler predictor-
corrector method of integration is employed for integrating these equations. 
Comparisons of the wave action predictions of the three algorithms for 
the problems investigated in the first part, showed that the three algorithms 
give similar results as long as there are no thermal discontinuities in the flow. 
In presence of thermal discontinuities. Zucrow-Hoffman algorithm smears 
these discontinuities resulting into attenuation of temperature and pressure 
profiles. On the other hand, Benson and Modified algorithms retain the 
discontinuities throughout the calculations and result into amplification of the 
pressure and temperature profiles. 
In the second part of the study, a prediction procedure is developed based 
on Zucrow-Hoffman algorithm for wave action analysis in engine intake and 
exhaust systems. The prediction procedure calculates the flow variables at all 
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locations of a two stroke engine system as well as the mass flow rates through 
the engine and performance characteristics. Various boundary equations needed 
for engine simulation are derived in terms of pressure, velocity and density 
and the necessary unit processes based on modified Euler predictor-corrector 
method of integration are developed. The prediction procedure include models 
for the in-cylinder phenomena. The combustion process in engine cylinder is 
simulated using Tabaczynski eddy entrainment model (1980) with the modification 
of Chen et al (1992a) which includes the history of entrainment into the burn 
rate equation. The scavenging process is modelled using Sher et al (1985) 
model which predicts the fraction of fresh charge escaping the exhaust port. 
The prediction procedure also has the facility to incorporate Benson and 
Modified algorithms for the solution of the wave action phenomenon. 
The prediction procedure is validated for the two-stroke engine Husqvarna-
250 with MKl expansion chamber. The experimental data for this engine are 
reported by Blair and Ashe (1976) giving pressure-crankangle diagrams at 
specific locations of engine system at several speeds and also the performance 
characteristics, namely delivery ratio, charging efficiency, scavenging efficiency 
and Brake mean effective pressure. 
Simulation predictions for the engine Husqavarna-250 showed that the 
prediction procedure based on Zucrow-Hoffman algorithm gives fair comparisons 
of predicted and measured pressure-crankangle diagrams at various locations 
of engine system. In conformity with experimental data no shock formation 
is predicted in the diverging parts of the expansion chamber and calculations 
could be carried out for any desired number of cycles. However, the performance 
characteristic for this engine are underpredicted but followed the experimental 
trend with engine speed. On the contrary, calculations using Benson and 
Modified algorithms become unstable after the first cycle due to shock formation 
in the divergent parts of the exhaust system. Comparison of the numerical 
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results of the first cycle calculations for the three algorithms with the experimental 
data of the engine Husqvarna -250 showed that Zucrow-Hoffman algorithm 
performs best. However, for complete validation of the present prediction 
procedure, more comprehensive engine data, such as the fraction of fresh 
charge escaping the exhaust port and measured coefficients of discharge for 
various ports are needed. 
The prediction procedure developed in the present work employing 
Zucrow-Hoffman algorithm for wave action analysis may be used for solving 
the wave action phenomenon in intake and exhaust manifolds of two stroke 
engines and also to examine the performance of the scavenging and combustion 
models and their effect on the engine performance characteristics. 
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ABSTRACT 
The present work is concerned with modelling of the physical processes 
in a small two stroke crankcase scavenged spark ignition engine with special 
emphasis on the analysis of wave action phenomenon in exhaust systems 
having diverging parts. Zucrow-Hoffman (1977) algorithm is used for the 
solution of one-dimensional unsteady flow equations describing the flow in 
engine intake and exhaust systems. This algorithm is based on method of. 
characteristics wherein the characteristics and compatibility equations are 
expressed in terms of pressure, velocity and density and the mesh method is 
employed for the integration of these equations. Available in literature also, 
two other algorithms based on method of characteristics, namely the Benson 
algorithm and the Modified algorithm. These two algorithms express the 
characteristics and compatibility equations in terms of Riemann variables and 
non-dimensional entropy level, and employ mesh method for the integration 
of right and left running characteristics equations, and non-mesh method for 
the pathline equations. 
A prediction procedure based on models for various processes of engine 
cycle and capable of predicting pressure and temperature changes during the 
open and closed periods of the cycle is developed. In this procedure, the one-
dimensional unsteady flow equations include the effects of friction, heat 
transfer, variable specific heats and area changes. Thermodynamic models of 
the scavenging and combustion processes are also included. The prediction 
procedure has the facility of incorporating any of the three algorithms for the 
wave action analysis in intake and exhaust system of the engine. The comparative 
study of the predictions of the three algorithms for wave action in simple flow 
systems has shown that, in presence of temperature discontinuities, Zucrow-
Hoffman algorithm smears the discontinuity and thus attenuates the pressure 
and temperature profiles while the other two algorithms retain the discontinuity 
throughout the calculations and tend to amplify the pressure and temperature 
profiles. Calculations carried out for the two stroke engine Husqvarna-250 with 
MKl expansion chamber showed that, in conformity with experimental data, 
no shock formation in diverging parts of the expansion chamber is predicted 
using Zucrow-Hoffman algorithm. On the Contrary, calculations using Benson 
and the Modified algorithms become unstable due to the shock formation. 
Further, the predicted pressure variation at various locations of engine system 
using Zucrow-Hoffman algorithm compared well with the experimental data 
and the predicted performance characteristics followed the experimental trend. 
The present prediction procedure based on Zucrow-Hoffman algorithm may 
be employed for predicting the wave action phenomenon in engine pipes. 
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(d) Temperature Variation at Nozzle End 
Fig. (5.17) Discharge from Cylinder into a Straight Pipe: Effect of Initial Pipe 
Temperature on Calculations Using Zucrow-Hoffman and Benson 
Algorithms for Initial Pipe Temperature = 300 K 
(a) Pressure Variation at Cylinder End 
(b) Pressure Variation at Nozzle End 
(c) Temperature Variation at Cylinder End 
(d) Temperature Variation at Nozzle End 
Fig. (5.18) Discharge from Cylinder into a Straight Pipe: Effect of Initial Pipe 
Temperature on Calculations Using Zucrow-Hoffman and Benson 
Algorithms for Initial Pipe Temperature = 1072 K 
(a) Pressure Variation at Cylinder End 
(b) Pressure Variation at Nozzle End 
(c) Temperature Variation at Cylinder End 
(d) Temperature Variation at Nozzle End 
Fig. (5.19) Discharge from Cylinder into a Straight Pipe: Comparison of Predictions 
of Three Algorithms at 35° after e.v.o for Initial Pipe 
Temperature = 300 K 
(a) Temperature Variation along the Pipe 
(b) Entropy level Variation along the Pipe 
(c) Density Variation along the Pipe 
(d) Pressure Variation along the Pipe 
(e) Velocity Variation along the Pipe 
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Fig. (5.20) Discharge from Cylinder into a Straight Pipe: Effect of Initial Pipe 
Temperature on Predicted pressure forZucrow-Hoffman Algorithm 
(a) Pressure Variation at Cylinder End 
(b) Pressure Variation at Nozzle End 
Fig. (5.21) Discharge from Cylinder into a Straight Pipe: Effect of Number of 
Pathlines on Predicted Pressure for Benson Algorithm 
(a) Pressure Varia t ion at Cylinder End for I n i t i a l P ipe 
Tempera ture = 300 K 
(b) Pressure Varia t ion at Nozzle End for I n i t i a l P ipe 
Tempera ture = 300 K 
(c) Pressure Variat ion at Cylinder End for I n i t i a l P ipe 
Tempera ture = 750 K 
(d) Pressure Varia t ion at Nozzle End for I n i t i a l P ipe 
Temperature - 750 K 
Fig. (5.22) Discharge from Cylinder into a Straight Pipe: Effect of Number of 
Pathlines on Predicted Pressure for the Modified Algorithm 
(a) Pressure Varia t ion at Cylinder End for I n i t i a l P ipe 
Temperature = 300 K 
(b) Pressure Variat ion at Nozzle End for I n i t i a l P ipe 
Temperature = 300 K 
(c) Pressure Variat ion at Cylinder End for I n i t i a l P ipe 
Temperature = 750 K 
(d) Pressure Varia t ion at Nozz le End for I n i t i a l P ipe 
Temperature = 750 K 
Fig. (5.23) Discharge from Cylinder into Straight Pipe : Entropy Change in Pipe 
after Valve Opens 
(a) For Benson Algorithm 
(b) For Modified Algorithm 
(c) With Increased Number of Pathlines 
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Fig. (5.24) Discharge from Cylinder into a Straight Pipe: Effect of Number of 
Meshes on Predicted Pressure for Zucrow-Hoffman Algorithm for 
Initial Pipe Temperature = 750 K 
(a) Pressure Variation at Cylinder End 
(b) Pressure Variation at Nozzle End 
(c) Pressure Variation at Cylinder End 
(d) Pressure Variation at Nozzle End 
Fig. (5.25) Discharge from Cylinder into aStraight Pipe: Effect of Number 
of Corrections (ICOR) for Zucrow-Hoffman Algorithm on Predicted 
Pressure for Initial Pipe Temperature = 750 K 
(a) Pressure Variation at Cylinder End 
(b) Pressure Variation at Nozzle End 
Fig. (5.26) Schematic Representation ofTwo-strokeCrankcase Scavenged Spark 
Ignition Engine 
(a) With Straight Exhaust Pipe 
(b) With Expansion Chamber 
Figs. (5.27) Wave Action Predictions for Engine with Straight Exhaust Pipe: Comparison 
of Predicted Pressure for the Three Algorithms 
(a) In Exhaust Pipe (near the exhaust port) 
(b) In Inlet Pipe (near the inlet port) 
(c) In Transfer Pipe (crankcase end) 
(d) In Transfer Pipe (cylinder end) 
Fig. (5.28) Wave Action Predictions for Engine with Straight Exhaust Pipe: Comparison 
of Predicted Temperature for Three Algorithms 
(a) At Cylinder end of Exhaust Pipe 
(b) At open End of Exhaust Pipe 
Fig. (5.29) Wave Action Predictions for Engine with Straight Exhaust Pipe: 
Temperature Variation along Exhaust Pipe for Three Algorithms 
(a) At the Crankangle 87° atdc 
(b) At the Crankangle 91° atdc 
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(c) At the Crankangle 135.5° atdc 
(d) At the Crankangle 245° atdc 
(e) At the Crankangle 274° atdc 
(f) At the Crankangle 1° atdc 
Fig. (5.30) Dimensions ofMKl-expansion Chamber for the Engine Husqvama-250 
Fig. (5.31) Measured Pressure Diagrams in Exhaust Chamber, Cylinder, Crankcase 
and Inlet Pipes for the Engine Husqvarna-MKl 
(a) At 6500 RPM 
(b) At 4000 RPM 
Figs. (5.32) Validation of Numerical Results for the Engine Husqvarna-MKl: 
Comparison of Predicted and Measured Pressure Diagrams at 
6500 RPM 
(a) In the Exhaust Chamber (at 6" distance from the exhaust port) 
(b) In Inlet Pipe (at 2.25" distance from the inlet port) 
(c) In the Crankcase 
(d) In the Cylinder During Open Period 
Figs. (5.33) Validation of Numerical Results for the Engine Husqvarna-MKl: 
Comparison of Predicted and Measured Pressure Diagrams at 
4000 RPM 
(a) In the Exhaust Chamber (at 6" distance from the exhaust port) 
(b) In Inlet Pipe (at 2.25" distance from the inlet port) 
(c) In the Crankcase 
(d) In the Cylinder During Open Period 
Figs. (5.34) Wave Action Predictions for Engine Husqvarna-MKl : Comparison 
of Predicted Pressure Diagrams for Three Algorithms at 6500 RPM 
(First Cycle) 
(a) Adjacent to the exhaust port 
(b) At 6" distance from the exhaust port along with experimental 
data 
(c) At diffuser entry 
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(d) In Crankcase 
(e) In Transfer Pipe (cylinder end) 
(f) In Transfer Pipe (crankcase end) 
(g) In Cylinder 
Figs. (5.35) Wave Action Predictions for Engine Husqvarna-MKl: Comparison 
of Predicted Pressure Diagrams for Zucrow-Hoffman and Benson 
Algorithms at 6500 RPM (Second Cycle) 
(a) At Diffuser Entry Section 
(b) At 6" Distance from the Exhaust Port 
(c) Adjacent to the Exhaust Port 
Fig. (5.36) Wave Action Predictions for Engine Husqvarna-MKl: Predictions of 
Temperature, Pressure, and Velocity for Benson Algorithm at 6500 
RPM (Second Cycle) 
(a) Temperature Variation along Exhaust Chamber 
(b) Pressure Variation along Exhaust Chamber 
(c) Velocity Variation along Exhaust Chamber 
Fig. (5.37) Wave Action Predictions for Engine Husqvarna-MKl: Predictions of 
Temperature, Pressure, and Velocity for Zucrow-Hoffman Algorithm 
at 6500 RPM (Second Cycle) 
(a) Temperature Variation along Exhaust Chamber 
(b) Pressure Variation along Exhaust Chamber 
(c) Velocity Variation along Exhaust Chamber 
Fig. (5.38) Wave Action Predictions for Engine HusqvarnaMKl: Comparisons 
of Predictions of Zucrow-Hoffman Algorithm and Benson Algorithm 
at the Crankangle 139° atdc for Second Cycle 
(a) Pressure Variation along Exhaust Chamber 
(b) Temperature Variation along Exhaust Chamber 
(c) Velocity Variation along Exhaust Chamber 
Figs. (5.39) Wave Action Predictions for Engine Husqvarna-MKl: Comparison 
of Predicted Temperature for Zucrow-Hoffman and Benson Algorithms 
for First and Second Cvcles 
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(a) AtDiffuser Entry Section 
(b) At 6" Distance from the Exhaust Port 
(c) Adjacent to the Exhaust Port 
Fig. (5.40) Scavenging Model Studies 
(a) Effect of Engine Speed on Delivery Ratio 
(b) Effect of Engine Speed on Exhaust Mass Flow Rate 
(c) Effect of Varying c at Constant b on p at 6500 RPM 
(d) Effect of varying b at Constant c on p at 6500 RPM 
(e) Effect of Varying c at Constant b on Charging Efficiency 
at 6500 RPM 
(f) Effect of Varying b at Constant c on Charging Efficiency 
at 6500 RPM 
(g) Effect of Varying c at Constant b on Scavenging Efficiency 
at 6500 RPM 
(h) Effect of Varying b at Constant c on Scavenging Efficiency 
at 6500 RPM 
Fig. (5.41) Scavenging Model Studies 
(a) Effect of Varying c at Constant b on p at 4000 RPM 
(b) Effect of Varying b at Constant c on p at 4000 RPM 
(c) Effect of Varying c at Constant b on Charging Efficiency 
at 4000 RPM 
(d) Effect of Varying b at Constant c on Charging Efficiency 
at 4000 RPM 
(e) Effect of Varying c at Constant bon Scavenging Efficiency 
at 4000 RPM 
(f) Effect of Varying b at Constant c on Scavenging Efficiency 
at 4000 RPM 
Fig. (5.42) Scavenging Model Studies : Effect of b and c on Closed Cycle 
Predictions at 6500 RPM 
(a) Cylinder Pressure 
(b) Cylinder Temperature 
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Fig. (5.43) Combustion Model Studies: Burning Rate Predictions 
(a) Mass Burning Rate for Chen and Tabaczynski Burn Rate 
Equations 
(b) Mass Fraction Burned for Chen & Tabaczynski Burn Rate 
Equations 
(c) Rate of Pressure Rise for Chen and Tabaczynski Burn Rate 
Equations 
(d) Cylinder Pressure for Chen and Tabaczynski Burn Rate 
Equations 
(e) Cylinder Temperature for Chen and Tabaczynski Bum Rate Equations 
Fig. (5.44) Combustion Model Studies : Turbulent Flame Speed Predictions 
(a) Turbulent Flame Speed for Chen and Hires Models 
(b) Laminar Flame Speed for Chen and Hires Models 
(c) Turbulence Intensity for Chen and Hires Models 
(d) Mass Fraction Entrained for Chen and Hires Models 
(e) Mass Burning Rate for Chen and Hires Models 
APPENDIX A 
Fig (A.l) Subdivision of Pipe into Meshes 
Fig (A.2) Grid Notation for Non-homentropic Flow 
Fig (A.3) Pathlines Superimposed on Mesh Grid for Benson Algorithm 
Fig (A.4) Pathlines Superimposed on Mesh Grid for the Modified Algorithm 
Fig (A.5) Graphical Procedure for Locating the Solution Points Using Modified 
Algorithm 
APPENDIX B 
Fig (B.l) Steps in Initiation of Combustion 
F i g (B. 2) Flow Chart for Calculating the Adiabatic Flame Temperature. Subroutine 
ADIA 
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Fig (B.3) Flow Chart for Initiation of the Combustion Process, Subroutine INIT 
Fig (B.4) Localization of the Flame Front 
APPENDIX D 
Fig (D. 1) Flow Chart for the Engine Simulation Program 
Fig (D.2) Flow Chart for Crankcase Calculations, Subroutine CCASE 
Fig (D.3) Flow Chart for Cylinder Calculations, Subroutine ENGINE 
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NOMENCLATURE 
a speed of sound 
b form factor 
c shape factor 
e specific internal energy 
f friction coefficient 
h specific enthalpy 
kj. carburettor resistance coefficient 
m mass 
p pressure 
s, stroke 
t time 
u particle velocity 
u turbulence intensity 
V volume 
v^  swept volume 
X position co-ordinate 
x^ j.j- reference length 
atdc stands for after top dead centre 
bdc stands for bottom dead centre 
btdc stands for before top dead centre 
tdc stands for top dead centre 
A non-dimensional speed of sound a/a . 
"^  ret 
Aa non-dimension form of a = a /a ^ 
a a ref 
Aa^ correct value of Aa at boundary 
Aa^ ^ incorrect value of Aa at bounda ry 
A* non-d imens iona l speed of sound a/a = A/A 
CR compression ratio 
Cp specific heat at constant pressure 
Cv Specific heat at constant volume 
- X X I -
D Pipe diameter 
D cylinder diameter 
F flow cross-section area 
K thermal conductivity 
L integral length scale 
L ratio of connecting rode length to crank radius 
M molecular weight 
N engine speed (RPM) 
• 
Q heat transfer rate 
R gas constant 
Re^ Reynolds number u'L/v 
Res Residual mass fraction 
Sg^ entrainment flame speed 
S^ Laminar flame speed 
S^ turbulent flame speed 
S piston speed 
T temperature 
U non-dimensional particle velocity u/a^^j-
U non-dimensional particle velocity u/a^ j^^  
V volumetric flow rate 
Z non-dimensional time 
a crankangle 
P Riemann variable = A - (y-])/2 U 
P* Riemann variable = A* - (Y-1 ) /2 U* 
5 increment of any variable 
(t> ratio of port area to pipe cross sectional area for flow in a nozzle; 
fuel-air equivalence ratio 
y ratio of specific heats 
T] kolmogorov scale; 
efficiency 
- x x i i -
X Taylor microscale; 
delivery ratio; 
Riemann variable = A + (y-l)/2 U 
X.^  slope of right running characteristics 
X_ slope of left running characteristics 
X slope of pathline 
X. Riemann variable for a characteristics travelling towards a 
in '^ 
boundary 
X. Riemann variable for a characteristics reflected from a boundary 
X.' Riemann variable = A* + (Y-1)/2 U* 
|i dynamic viscosity 
V kinematic viscosity 
p density 
T characteristic burning time 
\\i effective area ratio for flow in a cylinder; 
shape function of burning 
Subscripts 
a 
b 
c 
cc 
cl 
cr 
e 
en 
eo 
ec 
f 
g 
i 
atmospheric 
burned 
cylinder 
crankcase 
clearance 
critical conditions 
exhaust 
entrained 
exhaust port opens 
exhaust port closes 
flame; 
fresh charge 
gas 
inlet 
- X X l l l -
io 
ic 
m 
P 
ref 
s 
so 
sc 
th 
u 
w 
wp 
0 
+ 
-
inlet port 
inlet port 
mixture 
products; 
pipe 
reference 
scavenge 
scavenge 
scavenge 
opens 
closes 
conditions 
(transfer) 
(transfer) port opens 
(transfer) port closes 
throat conditions 
unburned 
cylinder wall 
Pipe wall 
denotes pathline or reference conditions 
denotes ri 
denotes 1< 
ight running characteristics 
;ft running characteristics 
Notation for Computer Flow Charts 
IGOR stands for the number of applications of the modified Euler 
corrector 
Iter a counter for the number of iterations after the first pass in the 
corrector 
s estimated value 
c calculated value 
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1. INTRODUCTION 
The two-stroke engine has fascinated the engineering world to a great 
extent because of its potential advantage of higher power to weight ratio, small 
package size and fewer parts. This has made it an attractive proposition for 
future automobile engine. In order to reduce the fuel consumption and hydrocarbon 
emissions associated with the two-stroke engine, the recent years have witnessed 
an extensive effort to model the engine cycle. Mathematical modelling of 
engine cycle is expected to indicate the effects of various parameters on engine 
performance and emissions and thus reduces the development time and cost. 
1.1 Engine Simulation 
In order to develop a prediction procedure for performance characteristics 
of a two stroke engine, two aspects of the engine are to be simulated, namely 
wave action in engine piping system and in-cylinder processes, i.e., scavenging 
and charging of the cylinder and combustion of the charge. The interaction 
of the above mentioned two aspects need special attention as the wave action 
in engine piping system of a two stroke engine directly influences and is 
influenced by the in-cylinder processes. The combustion process in engine 
cylinder depends strongly on the scavenging gas flow during the open period 
via the trapped conditions and unless the exhaust system is carefully designed 
the gas exchange process in the cylinder will be adversely affected. Therefore 
the accurate simulation of in-cylinder processes during both the open period 
and the closed period and their interaction with the wave action in engine 
piping system is essential in order to validate the predictions at the design 
stage. 
A typical small two stroke crankcase scavenged spark ignition (s.i.) 
engine has a single exhaust port and two transfer ports in the cylinder and 
an inlet port in the crankcase as shown in Fig. (1.1a). The timing diagram 
of the ports is displayed in Fig. (1.1b). The cycle in a two stroke engine begins 
as the piston travels up towards the top dead centre (tdc) and the inlet port 
is open. Fresh charge enters into the crankcase through the inlet manifold while 
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the cylinder charge is compressed. Near the top dead centre, combustion 
occurs, the piston travels towards the bottom dead centre (bdc), the crankcase 
volume decreases and some of the fresh charge may escape to the atmosphere 
in a backward flow. After this period the inlet port closes and the fresh charge 
is compressed in the crankcase. The gas exchange begins as the exhaust port 
is opened. In the period in which both the transfer and exhaust ports are open 
the cylinder is subjected to a pressure gradient which governs simultaneously 
the inflow and the outflow streams through the open ports. In this period, the 
compressed fresh charge in the crankcase flows through the transfer ducts into 
the cylinder and scavenges the products of combustion through the exhaust 
port. In the second half of this period, the piston travels upward, the crankcase 
volume increases and a backflow from the cylinder to the crankcase through 
the transfer ports may occur. The gas exchange process is completed at the 
moment when the piston covers up the exhaust port. The engine cycle therefore, 
can be divided into two distinct periods: 
1. The closed period is related to the processes occurring when both 
the scavenge and exhaust ports are closed, that is, compression, 
combustion and expansion. 
2. The open period is related to the gas exchange processes occurring 
when the ports are open, that is, blowdown, scavenging and charging. 
In two stroke engine cycle, the exhaust and intake processes take place simultaneously 
which allows more residual gases to remain in the cylinder and more fresh 
charge to escape from the exhaust port during the scavenging process and thus 
leads to a reduction in the fuel efficiency of the engine as well as an increase 
in the unburned hydrocarbons in the exhaust. This problem essentially minimized 
the use of two stroke cycle engines in automotive applications as environmental 
concerns grew. 
At present, there are two approaches for modelling engine processes 
1. Thermodynamic models : the gas properties are considered to be uniformly 
distributed in space and the system can be described in a global sense. 
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these models are also referred to as phenomenological or zero-dimensional 
models. 
2. Multi-dimensional models : with a distribution of properties in space, 
the analysis can be carried out with spatial information retained in 1, 
2 or 3 dimensions. 
For formulation of the thermodynamic models, the partial differential equations 
are integrated over space such that the resulting equations are first order 
ordinary differential equations. In the multidimensional models, the integration 
is carried out over one or more spatial directions giving second order partial 
differential equations in one or more spatial variables. It is the difficulty 
associated with the solution of these equations that makes multidimensional 
models more time consuming and thus expensive to use. 
In the present work, the engine simulation model follows a thermodynamic 
formulation. Thephysics of various aspects of the engine operation are characterised 
by separate models so that the complete engine model is divided in number 
of physical submodels. The flow in the pipes is analysed by one dimensional 
unsteady gas dynamic equations with variable area, friction, heat transfer and 
the boundary equations at the pipe ends are represented by quasi-steady flow 
relations. The combustion chamber is treated as a control volume with transfer 
of mass during the gas exchange process and transfer of heat to the chamber 
wall and the combustion process is modelled with a mass burn rate through 
a flame propagation model. The scavenging characteristics are determined 
based on a semi-empirical relationship which calculates the fraction of fresh 
charge escaping the exhaust port during the scavenging process. Therefore, 
simulation of engine cycle consists mainly of modelling the following two 
parts : 
1 . Wave action in engine piping system 
2. In cylinder processes 
A brief survey of the available literature on the above two aspects is given 
below. 
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1.1.1 Wave Action in Piping System 
It is conventionally assumed that engine flow is one dimensional and 
the equations which describe such a flow are quasi-linear hyperbolic partial 
differential equations. These equations can be solved using the method of 
characteristics and thus the hyperbolic equations are reduced to a set of 
simultaneous ordinary differential equations which define the characteristic 
curves, see for example Benson (1982). The velocity and thermodynamic 
variables are continuous along the characteristic lines while across the characteristics 
they may be discontinuous. The basic hyperbolic partial differential equations 
when solved using finite difference methods produce solutions automatically 
satisfying the Rankine-Hogoniot relations across a shock. However, real pressure 
shocks seldom occur in engine flow while temperature discontinuities are 
common in the exhaust pipes of internal combustion engines. Therefore, the 
method of characteristics have been commonly used for the simulation of 
engine flow problems. De Haller (1945) was the first to solve the characteristic 
equations graphically and Jenny (1950) was first to apply the graphical 
solution to the internal combustion engines. Benson et al (1964) was the first 
to solve the characteristic equations using computational techniques. Benson 
(1982) solved the homentropic as well as the non-homentropic flow equations. 
For non-homentropic flow the effects of entropy, friction, heat transfer, area 
change and variable specific heats were taken into account. The method was 
successfully applied to single and multi-cylinder engines. However, in the 
above work simulation of engine with an expansion chamber was not carried 
out. Blair (1990) contributed significantly to the theoretical and experimental 
analysis of the unsteady flow in two stroke engines, particularly with expansion 
chamber. However, only homentropic calculations were carried out and the 
analysis was confined to the open period for known release conditions at the 
time of exhaust port opening. 
Payri et al (1986) noted that Benson algorithm (Benson et al, 1964) 
resulted into some parasitic discontinuities in pressure for the exhaust and inlet 
pipes. They suggested modifications to Benson algorithm which eliminated 
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these discontinuities. This was achieved by interpolating pressure p, velocity 
u and non-dimensional speed of sound A^ during the integration procedure 
instead of interpolating the usual variables used in Benson algorithm, i.e., 
Riemann variables (A, and p) and A^. Payri et al (1986) algorithm (the Modified 
algorithm) was not validated so far for complete engine simulation of a two 
stroke engine fitted with an expansion chamber. 
Zucrow and Hoffman (1977) expressed the characteristic and compatibility 
equations which correspond to one dimensional unsteady flow in terms of 
pressure p, velocity u, and density p. They reported a complete numerical 
procedure (Zucrow and Hoffman algorithm) for integration of the characteristic 
^nd compatibility equations in terms of the said variables for internal flow 
and for simple boundary conditions. The numerical procedure is based on a 
mesh method for integrating the equations of the two characteristics as well 
as the pathline equations. Therefore, the mesh points in Zucrow and Hoffman 
algorithm represent the solution points where the three characteristic curves 
pass. 
Benson and Modified algorithms referred above employ mesh method 
for integrating both the right and the left running characteristic equations while 
non-mesh method is employed for integrating the pathline equations. However, 
the calculation procedure of the non-mesh method for integrating the pathline 
equations in case of both Benson and the Modified algorithms is more complicated 
as compared with the mesh method employed in Zucrow and Hoffman algorithm. 
The solution technique of the Modified algorithm is further complicated for 
the following two reasons : 
1. The procedure requires locating the intersection of the rearward running 
characteristics with the previous solution points using the characteristics 
passing in the surrounding path points rather than the surrounding mesh 
points as it is the case with Benson algorithm. This makes the procedure 
an iterative one since the locations of path points vary and an accuracy 
limit is to be set for the convergence of the solution. 
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2. The Modified algorithm requires tracing the history of the pathlines 
leaving one pipe and entering the next. While in Benson algorithm the 
history of pathlines is lost. 
The above two factors result into more CPU time and thus high computing 
cost for the Modified algorithm. Brief descriptions of Benson algorithm as 
well as the Modified algorithm along with some boundary equations are given 
in Appendix-A. It is worth noting here that the boundary equations used with 
Benson algorithm and with the Modified algorithm remain the same since the 
basic difference between the two algorithms for solving any problem lies in 
the solution for the internal flow. 
1.1.2 In-Cyl inder Processes 
In-cylinder fluid motion plays significant role in determining the 
combustion characteristics which in turn determines engine performance and 
emission characteristics. Simulation of in-cylinder phenomena includes modelling 
of the scavenging and charging processes during the open period and modelling 
of compression, combustion and expansion processes during the closed period. 
A brief review of available models of the above processes is described below: 
1.1.2a Scavenging and Charging Processes 
The early models to simulate the scavenging process were based on the 
assumptions of constant volume, constant pressure and temperature (Hopkinson 
1914). These models are known as perfect displacement or perfect mixing 
models and did not compare well with the experimental results since the actual 
scavenging process is neither perfect mixing nor perfect displacement process. 
Based on experimental observations, for example (Dedeoglu 1971), zonal 
models were developed (Streit and Boreman 1971, Benson 1977, Chen and 
Wallace 1987a. Chen and Wallace 1987b). In these models, the combustion 
chamber was divided into zones including a burned gas zone, a fresh charge 
zone and a mixing zone. In some of these models, a short circuit passage for 
the fresh charge to flow directly to the exhaust port was included. The scavenging 
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process was divided into several phases with specific assumptions for each 
phase. In most of the zonal models numerical solution of each zone is based 
on the conservation of mass and energy of the individual zones and the fluid 
motion is neglected. However, Chen and Wallace (1987b) included the conservation 
of momentum of the individual zones. Sher (1985) proposed a scavenging 
model based on the exhaust gas purity. It is assumed that the time variation 
of the mass fraction of the fresh air content in the gas passing through the 
exhaust port exhibitan 's' type curve and is related to the scavenging efficiency. 
The disadvantage of the above models is that they are unable to predict 
the scavenging efficiency or charging efficiency of a particular engine without 
resorting to experiments on combustion chamber and ports geometry. The 
recent trend in scavenging simulation is to use multi-dimensional models of 
in-cylinder flow and obtain numerical solution of the conservation equations 
with appropriate boundary conditions. However, for the present work, Sher 
model (Sher 1985) is used in view of its simplicity and ability to evaluate 
important engine parameters such as charging efficiency and scavenging efficiency. 
The values of the empirical constants (the form factor and the shape factor) 
involved in the scavenging model of Sher are not known for the engine under 
investigation and therefore to determine their proper values, the effects of the 
above constants on the predicted scavenging characteristics have been investigated. 
1.1.2b Combustion Process 
Turbulence which plays a major role in the combustion process is 
generated during the intake stroke by the high shear flow produced by the inlet 
jet. However, the mixture motion and turbulence characteristics are largely 
governed by the engine geometry such as the intake port, piston and cylinder 
head designs. These characteristics in turn affect the turbulent flame propagation 
and the heat release process. Thus it is necessary to understand the structure 
of the flame as it develops from the spark discharge position and the speed 
at which it propagates across the combustion chamber and only multi-dimensional 
models can predict these effects. However, thermodynamic models have been 
successful in describing the effects of thermodynamic changes on engine 
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performance and emissions and most of the engine models which are at present 
in use, are of the thermodynamic type. 
Blizard and Keck (1974) proposed a quasi-dimensional entrainment 
burn-up model in which the flame propagation was modelled as the entrainment 
and subsequent burning of discrete, coherent eddies. The entrainment front 
was considered to propagate across the chamber with an entrainment speed 
that depends on the turbulent intensity and the laminar burning velocity. 
Tabaczynski (1980) improved Blizard and Keck (1974) model by incorporating 
detailed small scale eddy structure proposed by Tennekes (1968) and a burn 
up model based on fast flame propagation along vortex tubes proposed by 
Chomiak (1970). The turbulence intensity during combustion was modelled 
by using the rapid distortion theory of Wong and Hoult (1979). 
Chen et al (1992) have further improved the model of Tabaczynski 
et al (1980) by including the history of entrainment in the burning rate equation 
and thus correcting the slow burning rates which were predicted by Tabaczynski 
et al (1980). The eddy entrainment model of Tabaczynski (1980) without the 
modifications of Chen et al (1992) was validated for a two stroke engine by 
Reid and Douglas (1994) using k-E turbulence model for predicting the turbulent 
burning velocity. 
In the present work, Tabaczynski model including the modifications of 
Chen et al (1992) to the burning equation is used for simulating the combustion 
process. Rapid distortion theory (Wong & Hoult, 1979) is used to evaluate 
the turbulence intensity during the combustion process and the results are 
compared with the results of the eddy entrainment model of Tabaczynski (1980) 
without the modifications of Chen et al (1992). 
1.2 Present Contribution 
The present work is directed towards the simulation of various processes 
governing the operation of a small two stroke crankcase scavenged spark 
ignition engine in order to predict its performance characteristics. The emphasis 
in this work is on wave action predictions in engine piping system, particularly 
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in the exhaust system which includes convergent-divergent parts with the 
possibility of shock formation. The numerical procedure of Zucrow-Hoffman 
(1977) which is based on the method of characteristics is employed for analysing 
the flow in simple systems as well as in engine piping system. Predictions 
of this procedure has been compared with the predictions of existing procedures 
based on the method of characteristics such as Benson algorithm and the 
Modified algorithm. The numerical procedure was validated against the experimental 
data whenever available. The work therefore, is divided into two main parts, 
namely the numerical evaluation of Zucrow-Hoffman algorithm for simple flow 
problems and for engine flow. 
1.2.1 Numerical Evaluation of Zucrow-Hoffman algorithm 
The first part of the present study deals with evaluation of Zucrow-
Hoffman algorithm predictions as compared to the other two algorithms, i.e., 
Benson algorithm and the Modified algorithm. The predictions of the three 
algorithms are validated against experimental data whenever available or 
against available theoretical solutions. The flow problems considered are 
briefly described below. The details for this part of study is available in Section 
(5.1). 
1. Shock wave in a straight pipe with a closed end (Benson et al, 1964) 
A pressure pulse of an amplitude of 1.68 atm was applied at the open 
end of a straight pipe which propagated to the closed end and is reflected 
back to the open end. The predicted pressure diagrams using the three 
algorithms are compared with the results of the non mesh method of 
solution by Benson et al (1964). Effects of mesh size and number of 
applications of the modified Euler predictor-corrector integration procedure 
employed in case of Zucrow-Hoffman algorithm are also examined. 
2. Wave action in a straight pipe fitted with a nozzle (Benson, 1982) 
A pressure-crankangle diagram representing the blowdown pulse in 
a two stroke-engine is applied at one end of a straight pipe terminated 
by a nozzle at the other end. The predicted pressure at nozzle end using 
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the three algorithms is compared with the experimental measurements. 
The effect of number of applications of the modified Euler predictor-
corrector integration procedure employed in case of Zucrow-Hoffman 
algorithm is also examined. 
3 . Wave action in a straight pipe with a diffuser (Wallace and Boxer, 
1956) 
A flow system is considered which consists of a straight pipe joined 
to four lengths of diffuser cones having the same angle of divergence. 
A pressure-crankangle diagram which represents the blowdown pulse 
of a two stroke engine is applied at the entrance to the straight pipe 
and the predicted pressure diagrams at diffuser entry section for the three 
algorithms are compared with the experimental measurements of Wallace 
and Boxer (1956). Effect of mesh size on the pressure developed at 
diffuser entry is also examined. 
4. Discharge from Cylinder into a straight pipe (Benson, 1982) 
A flow system consisting of a single cylinder four-stroke engine with 
a straight exhaust pipe terminated by a nozzle is considered. Cylinder 
pressure-crankangle diagram and valve area-crankangle diagram are 
given and the pressure-crankangle diagrams in the exhaust pipe at both 
ends are calculated using the three algorithms and compared with the 
results of the graphical method of characteristics by Benson (1982). The 
effects of the initial exhaust pipe temperature and the mesh size on the 
predicted pressure diagrams are examined. 
Once the capability of Zucrow-Hoffman algorithm for wave action 
predictions was established, the algorithm was applied with confidence to 
simulating the wave action in engine piping system under firing conditions 
as described below : 
1.2.2 Engine Simulat ion 
The second part of the study is concerned with the simulation of a small 
two-stroke spark ignition engine and the development of a prediction procedure 
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for engine performance characteristics, taking into account the various processes 
governing engine operation. The engine data considered is that of Husqvarna-
250 with MKl exhaust system described by Blair and Ashe (1976). The 
simulation includes wave action in engine piping system along with in-cylinder 
processes such as scavenging and combustion described in Section (1.1.2). 
For wave action analysis in inlet, transfer and exhaust systems, the 
effects of friction, heat transfer, variable specific heats and area changes are 
considered in the solution of one dimensional unsteady flow equations. The 
following boundary conditions are encountered in engine simulation: 
1. Closed end 
2. Fully open end 
3. Partially open end (nozzle) 
4. Cylinder boundary 
5. Carburettor boundary 
6. A joint of two pipes 
The equations which satisfy the above boundary conditions in terms of pressure 
p, velocity u and density p are derived, and the unit processes for various 
solution points based on Zucrow-Hoffman algorithm (1977) are developed. 
Modified Euler predictor-corrector method is employed for integrating the 
characteristic and the compatibility equations. Further, the numerical procedures 
are developed for employing Benson algorithm and the Modified algorithm 
for wave action analysis. Tabaczynski et al model (1980) as modified by Chen 
et al (1992) is employed for simulating the combustion process and Sher model 
(1985) is employed for simulating the scavenging and charging processes. 
Finally, a predictive procedure is developed based on Zucrow-Hoffman algorithm 
which successfully predicts pressure history at various locations of engine 
system and gives the correct trend of engine performance characteristics. 
The work in this section consists of the following three parts : 
1. Wave action analysis in engine piping system, i.e., inlet, transfer and 
exhaust systems for the engine Husqvarna-250 at 6500 RPM. Two 
exhaust systems are considered : 
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I. A straight pipe 
II. MKl-standard expansion chamber described by Blair and Ashe 
(1976). 
Pressure-crankangle diagrams and temperature-crankangle diagrams are 
predicted at various locations of engine piping system and compared 
critically for the three algorithms. The wave action predictions for 
engine with straight exhaust pipe are given in Section (5.2.1) and for 
engine with expansion chamber in Section (5.2.2). 
2. The second part deals with the study of scavenging characteristics 
predicted by Sher model (1985), see Section (5.2.3) for details. 
3. In the third part the effects of two burn rate equations by Tabaczynski 
et al (1980) and Chen et al (1992) on the predicted mass burned, pressure 
and temperature in the cylinder during the combustion process are 
examined. Also, the effects of two different turbulent flame speed 
expressions by Hires etal (1978) and Chenet al (1991) are also examined, 
see Section (5.2.4). 
1.2.3 Experimental Data and Validation Studies 
The engine Husqvarna-250 with MKl exhaust system described by Blair 
and Ashe (1976) is simulated in this work. The experimental data reported 
in the above work are pressure-crankangle diagrams in inlet and exhaust pipes 
and the pressure-crankangle diagrams in the cylinder and crankcase, the 
characteristics of these diagrams are described in Section (5.2.2.1). The performance 
characteristics of the engine such as delivery ratio, charging efficiency, scavenging 
efficiency and brake mean effective pressure for a range of engine speeds are 
also available in this work. The wave action results of Zucrow-Hoffman 
algorithm for the above engine are validated against the experimental results 
in Section (5.2.2.2) for the two engine speeds, 6500 RPM and 4000 RPM. The 
performance characteristics are validated in Sections (5.2.3) and (5.2.4). 
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The computer programs are written in Fortran-77 and are run on DEC 
ALPHA-3000/400 computer system. The flow chart for the engine simulation 
model employing Zucrow-Hoffman algorithm for wave action analysis is given 
in Fig. (D. l ) , Appendix-D. 
1.3 Layout of the Thesis 
The present thesis is divided into six chapters and four appendices. 
Chapter 1 gives brief description of various aspects of engine processes 
and modelling of these processes. The survey of the previous work in this area 
is described briefly. The contribution of the present study is also mentioned. 
Chapter 2 gives a detailed review of the available literature on modelling 
of the various processes of two stroke engine and the deficiencies of the 
available models are highlighted. 
Chapter 3 describes the unsteady one dimensional flow equations. The 
characteristics and compatibility equations in terms of pressure, velocity and 
density are presented. Derivations of the equations which describe the various 
boundary conditions encountered in engine simulation in terms of pressure, 
velocity and density are also included. Formulations of the scavenging and 
combustion models adopted in the present study are given. 
Chapter 4 describes the integration procedure of the characteristic and 
the compatibility equations using Modified Euler predictor-corrector algorithm. 
The derived finite difference equations are also presented. Unit processes for 
various solution points in the flow are described along with the corresponding 
computer flow charts. 
Chapter 5 presents detailed discussion on the results of wave action 
predictions obtained using the three algorithms for the selected flow problems 
and for the engine Husqvarna-250 with different exhaust systems. Predictions 
of scavenging and combustion models are also presented. Validations of the 
predicted results of pressure-crankangle diagrams and performance characteristics 
of the above engine are given. 
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Chapter 6 presents general concluding remarks about the comparative 
studies carried out for several problems using the three algorithms and the 
capability of Zucrow-Hoffman algorithm to deal with problems associated with 
engine flow. 
The references are available at the end of Chapter 6. At the end of the 
thesis the following four Appendices are provided : 
Appendix-A: 
Appendix-B: 
Describes briefly Benson algorithm and the Modified 
algorithm along with the boundary equations for these 
algorithms. 
Contains the procedure for the initiation of combustion 
process as well as the calculations of the volumes of 
both burned and unburned zones. It also includes areas 
of burned and unburned gases exposed to the cylinder 
and areas of the flame front. 
Contains the procedure for calculations of the number 
of moles of various products at particular pressure and 
temperature and the calculations of viscosity and thermal 
conductivity of various products and of the fuel (iso-
otane). 
Appendix-D: Contains the following computer flow charts : 
Fig. D.l Flow chart for the engine simulation programme 
Fig. D.2 Flow chart for crankcase calculations 
Fig. D.3 Flow chart for cylinder calculations 
Appendix-C: 
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Fig. (1.1a) A Typical Two-stroke Crankcase Scavenged Engine. 
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so : Scavenge (Transfer) Port Opens 
sc : Scavenge (Transfer) Port Closes 
Fig (1.1b) Port Timing Diagram 
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2. LITERATURE REVIEW 
The problems associated with simulation of spark ignition engines have been 
investigated by many researchers. A great deal of analytical and experimental studies 
of 4-stroke engines, and highly refined models of various physical processes involved 
are available. Less attention has been paid to its counter-part, the two stroke engine, 
mainly due to its high specific fuel consumption. However, the past 15 years have 
witnessed a renewed interest in two stroke engines by both researchers and development 
communities. Yet, the literature available on various aspects of the two-stroke engine 
and its simulation is very little. 
The research work presently available for the two-stroke spark ignition engine 
can be broadly divided into two parts; one is related to the open period, and the other 
is related to the closed period. The open period analysis relates to the gas exchange 
process while the closed period analysis is concerned with compression, combustion 
and expansion processes. A brief survey on the following aspects is given in the present 
chapter : 
1. Wave action in inlet and exhaust Systems 
2. Scavenging and charging the cylinder 
3. Combustion in the cylinder 
4. Full Engine simulation 
2.1 Wave Action in Inlet and Exhaust Systems 
Wave action phenomenon has been investigated extensively. Though the real 
gas flow is always three dimensional, the flow has been mostly assumed one-dimensional 
by many researchers as this assumption reduces the computing time drastically. The 
work reviewed in the present study confines to one-dimensional, unsteady, compressible 
flow in the engine piping system. The equations which describe such a flow are quasi-
linear hyperbolic partial differential equations. 
Early studies on the wave action analysis in inlet and exhaust systems were 
based on the small wave theory. In small wave theory, it is assumed that the flow 
is steady with small perturbations superimposed. This makes the flow equations 
- 1 7 -
linearized and the complete solution of the problem is obtained by superimposing 
solutions of number of simple cases. Thus the actual pressure variation is expressed 
as a Fourier series and the partial solutions for each term are superimposed. Much 
of the development of this theory is due to Rayleigh (1877). An alternative method 
of solving the linearized equations in which the waves are plotted graphically, was 
found more convenient for engine piping system and was used by List and Reyl (1949) 
for exhaust systems of single and multi-cylinder engines. However, small wave theory 
was found to be inadequate for problems associated with engines in which the wave 
amplitudes and flow velocities are large. 
Finite pressure wave theory was developed for solution of practical problems 
of engine exhaust systems by Mucklow and Banister (1948). According to this theory, 
waves travelling in either directions are considered as if they were simple waves. As 
the basic wave equation is not linear, the two sets of waves are superimposed according 
to non-linear laws. This method accounted for temperature discontinuities and pipe 
friction. This theory was applied to a naturally aspirated two stroke engine by Wallace 
and Nassif (1954) and later extended to pipes in which the area changes gradually 
by Wallace and Boxer (1956). Blair (1991) has carried out an open cycle simulation 
of a two stroke engine and used finite pressure wave theory for the analysis of wave 
action in engine ducts. Various boundaries have been treated as described by Wallace 
and Nassif (1954). However, no comparison has been made between the measured 
and the calculated results. 
At the same time as the finite wave theory was being developed, the method 
of characteristics was being applied to exhaust system problems. Riemann (1885) was 
first to introduce the method of characteristics for solving one dimensional, unsteady, 
compressible flow problems. In this method, the hyperbolic equation is reduced to 
a set of simultaneous ordinary differential equations which define the characteristic 
curves and the solution can be obtained by integrating the resulting equations with 
appropriate boundary conditions either numerically or graphically. 
Early studies were confined to graphical method of solution of the characteristic 
equations. De Haller (1945) was the first to apply the graphical method for the study 
of flow in exhaust systems of i.e. engines. Jenny (1950) extended this method to 
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include the effects of friction, entropy gradients and gradual change in pipe cross-
sectional area. The method developed formed the basis of all subsequent studies. 
Benson and Woods (1960) successfully applied the method to study the flow in a 
single cylinder two stroke engine model under cold conditions. Wallace and Boxer 
(1956) reported wave action analysis in the exhaust system using finite wave theory, 
graphical method of characteristics and an analytical treatment of the basic equations. 
They concluded that the graphical method of characteristics gives better agreement 
between calculations and measurements carried out on a cold wave generator. However, 
the basic draw back of the graphical method of characteristics is the excessive time 
required for the solution though it is more accurate than the numerical solution 
technique. 
Shapiro (1953) and Rudinger (1955) proposed numerical techniques for solving 
unsteady flow problems using method of characteristics. Benson et al (1964) developed 
a numerical method based on the method of characteristics to study flow in engine 
systems. Different computer programs were developed for the analysis of flow in a 
single and multi-cylinder engines exhaust systems. Benson et al (1970) further developed 
the method to include the effects of variable gas composition, variable entropy and 
specific heats. The accuracy of the prediction procedure was validated by comparing 
the results of calculations with the measurements obtained on pulse generators under 
cold conditions for different pipe configurations and various boundary conditions such 
as branch, sudden expansion and contraction and gradual area change. The studies 
were confined to using measured pipe pressure near the cylinder for the analysis and 
gas exchange in the cylinder was not considered. 
Woods and Khan (1968) reported a study on gas exchange in the cylinder along 
with the wave action in the exhaust pipe system. Measured release cylinder pressure 
and temperature were used to obtain pressure variation in the cylinder and at the 
required positions in the exhaust pipe. The comparison of the predicted results with 
the measured pressure pulses using a pulse generator simulating a multi-cylinder engine 
discharging in a straight pipe unaer coia conditions gave good agreement. 
Blair and Johnston (1968) examined the wave action characteristics of two 
different exhaust systems of a naturally aspirated two stroke engine. The exhaust 
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systems consisted of combinations of straight pipes and convergent/divergent parts. 
They reported the existence of a numerical instability at the junction of the straight 
pipe with diffuser. This instability was due to very low pressure and supersonic particle 
velocities which occurred at the diffuser entrance. To overcome this instability, they 
used the shock wave relations (Rankine-Hugoniot equations) whenever the Mach 
number exceeded unity. Blair and Johnston (1970) further reported a study on an 
expansion chamber for a small two stroke engine. They developed a simplified 
approach based on the combined technique of using experimentally determined cylinder 
boundary conditions obtained on mechanical simulator. The application of this technique 
on expansion chambers of different sizes did not show good agreement with the 
experimentally measured pressure diagrams. 
Blair and Cahoon (1972) studied the gas exchange process in a two stroke 
engine with two expansion chambers of different sizes. The flow in inlet, transfer 
and exhaust systems was considered to be one-dimensional and homentropic with 
constant specific heats. The numerical method developed by Benson et al (1964) was 
used for the analysis. The cylinder boundary conditions were solved by expressing 
them independently as a function of port/pipe area ratio. The pressures in crankcase, 
inlet, transfer and exhaust pipes were calculated and compared with the experimental 
measurements and reasonable agreement was obtained. Blair and Ashe (1976) applied 
the same approach as that of Blair and Cahoon (1972) to analyse the gas exchange 
process in a high speed two stroke engine. They treated separately the state conditions 
of exhaust products and fresh charge and the scavenging process was simulated 
assuming either the perfect displacement or the perfect mixing models. They used 
experimentally determined release pressure and temperature for the calculations relating 
to the gas exchange process. Comparisons of the experimental and theoretical pressures 
at different locations of the exhaust and inlet systems showed a better agreement than 
that reported in the previous work of Blair and Cahoon (1972). 
Zucrow and Hoffman (1977) developed an algorithm which expressed the 
characteristics equations directly in terms of pressure, velocity and density and solved 
few boundaries in terms of these variables for the case of homentropic flow. However, 
this algorithm has not been applied for engine non-homentropic flow and engine 
boundary conditions so far. 
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Payri et al (1986) noticed some instabilities when the method of characteristics 
proposed by Benson et al (1964) was used for calculating the pressures in the inlet 
and the exhaust systems of engines. This discrepancy was attributed to the linear 
interpolation used by Benson et al (1964) of the Riemann variables and the non-
dimensional speed of sound. Payri et al (1986) developed a modified method in which 
pressure and volumetric flow rate were interpolated linearly while the fluid velocity 
and the speed of sound were calculated as a function of pressure and entropy level. 
Furthermore, calculation of entropy level at the pipe ends was modified by adding 
a duplicated pathline with the entropy of the previous time step when the fluid motion 
passes from being null or going out of the pipe to entering into the pipe. For junctions 
between two pipes, the pathlines that pass from one pipe are taken as part of the 
pathlines of the next pipe so that informations about fluid state are transmitted rather 
than damped away. Payri et al (1986) validated their algorithm only for a four stroke 
engine with a straight exhaust pipe and reported that these modification resulted into 
removal of the instabilities. 
Finite difference methods for solving the hyperbolic partial differential equations 
are known since the work of Courant et al (1928), but were not used frequently for 
engine applications, while method of characteristics was widely in use. The development 
of modern computers increased the interest in finite difference techniques. Several 
methods have been suggested, by Von Neumann and Richtmeyer (1950), Courant et 
al (1952), Lax (1954) and Lax-Wendroff (1960). Lax-Wendroff two-step method 
proposed by Richtmeyer (1967) is an effective algorithm for the solution of compressible 
flow problems. The finite difference solution techniques facilitate the accurate 
prediction of rapid changes in the flow which makes these methods attractive for 
applying to engine exhaust systems. However, finite difference techniques suffer from 
the defect that a different method is required for the solution at the boundaries, usually 
the method of characteristics. Further, it was observed that finite difference methods 
produce solutions with non-physical overshoots near the discontinuities. Many proposals 
have been presented to overcome these overshoots as reported by Bultay and Niessner 
(1984). 
Chen and Wallace (1992) reviewed different finite difference methods which 
are used for modelling one-dimensional unsteady compressible gas flow in pipes and 
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their applicability to i.e. engine problems. A comprehensive prediction procedure was 
developed by the above authors which has the flexibility to generate wide range of 
engine systems and to select the suitable models in order to predict engine performance 
characteristics and in-cy linder flow phenomena. Validation of the performance characteristics 
of a four-cylinder petrol engine as well as of the predicted pressure in the inlet pipe 
of a single cylinder motored engine were carried out. However, no results were reported 
for the pressure diagrams in the exhaust systems of the two engines. 
The above survey of the existing literature reveals that for the solution of one-
dimensional, unsteady, compressible flow in inlet and exhaust systems of i.e. engines, 
the method of characteristics is used extensively. And there are three algorithms for 
the solution based on the method of characteristics, these are : 
1. Benson algorithm : This algorithm was formulated by Benson el al (1964) 
and solves the characteristics equations in terms of Riemann variables (k and 
P) and the entropy level A .^ Details of this algorithm are given in Appendix-
A. 
2. The Modifled algorithm: This algorithm is a modification to Benson algorithm 
by Payri et al (1986) where the characteristic equations are expressed in terms 
of Riemann variables and entropy level as it is the case with Benson algorithm. 
However, during the numerical integration procedure, the Riemann 
variables are transformed into pressure p and velocity u and the integration 
is carried out for these variables along with entropy level A . Details 
of this algorithm are available in Appendix-A. 
3. Zucrow-Hoffman algorithm : This algorithm is proposed by Zucrow and 
Hoffman (1977) and solves the characteristics equations in terms of pressure 
p, velocity u and density p. Details of this algorithm are given in Chapter 4. 
The survey shows that Benson algorithm results into numerical instabilities when 
employed for solving the flow equations in exhaust systems having divergent parts. 
No reference was made in literature for employing the Modified algorithm to this 
case. In the present work, we found that this algorithm also results into the same sort 
of instability when employed for a high speed two stroke engine with expansion 
chamber as will be discussed in more detail in Chapter 5. The survey also shows that 
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Zucrow-Hoffman algorithm has not been employed so far for complete analysis of 
engine flow. Therefore, the present work is majorly concerned with employing Zucrow-
Hoffman algorithm for the solution of engine flow problems, particularly for exhaust 
systems having divergent parts. 
2.2 Scavenging and Charging the Cylinder 
The performance and emissions of internal combustion engines are dependent 
mainly on the thermodynamic properties of the mixture trapped inside the cylinder 
at the commencement of compression. In a two stroke engine, these properties are 
closely related to the efficiency of the charging process. In ideal scavenging, the fresh 
charge acts as a piston in pushing the burned gases out of the cylinder without actually 
mixing with them, this represents the case of perfect displacement. If the entering 
fresh mixture mixes instantaneously and uniformly with the cylinder contents, then 
this is called perfect mixing. Perfect mixing and perfect displacement are two limiting 
ideal conditions which are not possible in a real engine. In real engine scavenging, 
mixing occurs as the fresh charge displaces the burned gases and some of the fresh 
charge may be expelled, i.e., short circuited to the exhaust port. Various scavenging 
models have been proposed to represent the gas exchange process within the cylinder, 
some are discussed below: 
Maekawa (1957) proposed an isothermal two zone model for simulation of the 
scavenging process in a two stroke engine. It was assumed that the cylinder volume 
is subdivided into two zones : a mixing zone and a fresh charge zone. The stream 
of the entering fresh charge splits into three sub-streams, one part is short circuited 
to the exhaust port, another part mixes in the mixing zone and the remaining forms 
a pure fresh charge zone. At the same time, gas leaves the cylinder from the mixing 
zone first. No mass or heat transfer was considered between the two zones and the 
scavenging process was supposed to occur at a constant cylinder volume, pressure 
and temperature. This model did not include the displacement scavenging phase. 
Benson and Brandham (1969) reported a method for analysing quantitatively 
a mixing displacement scavenge model for the gas exchange process in a two stroke 
engine. It was assumed that the cylinder is sub-divided into two zones; a mixing zone 
adjacent to the scavenge port and a burned gas zone adjacent to the exhaust port. 
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No short circuiting of fresh charge to the exhaust port and no mass or heat transfer 
were considered between the two zones. The model was incorporated in the thermodynamic 
cycle calculations using wave action and gas exchange relations and the results of 
this model were compared with the results of mixing scavenging. It was concluded 
that at high charging efficiencies there is an improvement in engine performance 
compared with using the mixing process alone. 
Streit and Borman (1971) applied the isothermal two zone model of Benson 
and Brandham (1969) to a special design of opposed piston engine. During the 
scavenging period, the cylinder is thought to consist of two thermodynamic subsystems. 
System (I) is always connected to the scavenge port and system (II) is always connected 
to the exhaust port. It was also assumed that in each system a uniform mixture and 
temperature exist and that both systems are at the same pressure. Heat transfer to or 
from the walls in each system was taken into consideration but no heat transfer between 
the two systems was assumed. The mass exchange from system (I) into system (II) 
and vice-versa was specified separately as function of inlet port, mass flow rate and 
delivery ratio. 
Dedeoglu (1971) performed experimental study of the gas exchange process 
in two stroke spark ignition (s.i.) engines of different port designs. The experiments 
indicated that the scavenging process in cross scavenged engines occurs in two 
principal phases. In the first phase the air first penetrate the cylinder gases and displaces 
them towards the cylinder cover and then towards the exhaust ports. During this phase 
there is some jet mixing at the boundaries of the air jets, and at the end of the phase, 
some of the incoming air passes straight through the exhaust ports causing short 
circuiting. In the second phase the scavenge air mingles with cylinder contents and 
a mixture of scavenge air and gas leaves the cylinder through the exhaust ports. The 
proportion of air and products of combustion in the exhaust ports varies with time. 
Further, the scavenging phases depend on the port design. 
Benson (1977) proposed a gas dynamic model to represent the gas exchange 
process in a cross or loop scavenged engine based on the experiments of Dedeolgu 
(1971). The scavenging process is considered to be in three phases : a displacement 
phase, a short circuiting phase and a mixing phase. The cylinder was subdivided into 
- 2 4 -
three zones: an air zone, a gas zone and a mixing'zone. Two models were proposed 
for calculations of the proportion of air and gas in the mixing zone. The first model 
assumes a constant gas entrainment fraction by the incoming air jet. The second model 
assumes a linear drop in the volume ratio of the gas zone. Calculations presented for 
a crankcase scavenged engine have shown that a good representation may be made 
of the scavenging process by the new model, although the constant entrainment ratio 
mixing model is less sensitive to input parameters than the second model. 
Baudequin and Rochelle (1980) proposed a three parameter model which is 
a synthesis of the two zone model of Benson and Brandham (1969) and two zone 
model of Maekawa (1957). The model consists of a displacement scavenging period 
followed by a period which includes the cylinder short circuiting of part of the delivered 
fresh gases, the existence of a dead zone of burned gases in the cylinder and the perfect 
mixing scavenging of the rest of the volume. The model was found to follow closely 
the experimental measurements and to permit the correlation of the fundamental 
parameters of the scavenging curves with the variation of cylinder geometry. 
Sato and Kido (1983) applied a version of Maekawa model (1957) to a small 
crank-case scavenged engine. They considered that the cylinder volume was subdivided 
into two zones; a mixing zone and a stratified zone. The stream of the fresh charge 
entering in the cylinder splits into two sub-streams; one enters the mixing zone and 
the other enters the stratified zone. The exhaust gas consists of two streams; one from 
the mixing zone and the other from the stratified zone. Heat transfer between the two 
zones was considered and calculated using empirical correlation. It was recommended 
that 85% of the charge enters the mixing zone and the remaining, the stratified zone 
and the mass leaving was completely considered from the mixing zone. 
Sher (1985) proposed a semi-empirical model to simulate the scavenging 
process in cross, loop or uniflow scavenged engines. The model was based on the 
assumption that the time variation of the mass fraction of fresh charge content in the 
gas passing through the exhaust port. P, exhibits a sigmoid curve (s-type). It was 
assumed that the scavenging process occurs at a constant cylinder volume and pressure. 
P was defined as : 
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where b and c are the form and shape factors, respectively. An appropriate selection 
of b and c can provide any curve between perfect mixing and perfect displacement 
processes. 
Chen and Wallace (1987a) suggested a three zone model wherein cylinder 
pressure and volume during the scavenging process were assumed to be constant. This 
model is supposed to give the thermodynamic description of any possible scavenging 
method, provided the coefficients of intake and discharge proportions are known. Using 
this model the scavenging formulations of number of well known workers, for example 
Maekawa (1957), Benson et al (1969) and Baudequin and Rochelle (1980) were 
derived. The model could precisely represent all characteristics of experimental 
charging trends. In another work Chen and Wallace (1987b) have proposed a 
phenomenological model for uniflow scavenging process based on the laws of 
conservation of mass, momentum and energy for compressible flow taking into 
consideration the unsteady jet theory to give an approximate description of velocity 
and concentration fields. The model is a multizone model with spatial and temporal 
history of mass, local temperature and concentration within every zone. However, 
the pressure was assumed to be constant throughout the cylinder. The model has two 
versions one is based on mass entrainment rate in which the jet is considered as an 
entity, and the other is based on eddy diffusivity theory in which the jet is divided 
into several strips. Good agreement between experimental and computational results 
were found for both the versions, and the model predicted well the effect of swirl, 
which characterizes the uniflow scavenging, on the scavenging effectiveness. 
2.3 Combustion in the Cylinder 
It is well established that the burning mechanism in s.i. engine is a turbulent 
combustion process. The mechanism of flame propagation is governed by the flow 
motion in engine cylinder. However, the flow in engine is turbulent and involves a 
complicated combination of turbulent shear layers, recirculating regions and boundary 
layers. Further, the flow is also unsteady and may exhibit substantial cycle to cycle 
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fluctuations and both large-scale and small-scale turbulent motions are important as 
they control the mechanism of flame propagation. However, the existence of identifiable 
structures in the turbulent flow has prompted many researchers to propose turbulent 
combustion models based on the characteristics of these structures. A critical review 
of some theories of turbulence and their compatibility with different models of 
turbulent flame propagation has been made by Andrew et al (1975). The application 
of such models to spark ignition engines has been reviewed by Tabaczynski (1976). 
A brief review of some of these models is given below. 
2.3.1 Modelling of the Combustion Process 
* 
The first structural turbulence model was proposed by Tennekes (1968). He 
postulated that vorticity is concentrated in vortex tubes which are characterized by 
the Kolmogorov scale r\ and that the characteristic spacing of adjacent vortex tubes 
is the Taylor microscale X, as shown in Fig. (2.1). Using Tennekes turbulence structure, 
Chomiak (1970) suggested a mechanism of turbulent flame propagation based on fast 
flame propagation along the vortex tube of the Kolmogorov scale r|. The change of 
density due to combustion causes the vortex to collapse and the effect of this combustion 
bursting allows the flame to travel along the vortex tubes at a much higher turbulent 
flame velocity than the laminar flame velocity. The flame propagation proceeds 
through the space between the vortex tubes characterized by the Taylor microscale 
X with the slow laminar flame velocity. Daneshyar et al (1987) proved the compatibility 
of the Tennekes model with established results for locally isotropic turbulence and 
with experimental measurements of various length scales in turbulent flow field. They 
also reviewed visual observations of flames and concluded that a turbulent structure 
exists which is strongly dependent on the turbulence level. At low turbulence, flame 
exhibits a thin wrinkled flame while at high turbulence a thick combustion zone exists 
which is a mixture of unburned, burning and fully burned zones. Further, turbulent 
flame fronts exhibit zones of strong curvature and the typical distance between these 
regions of high curvature decreases sharply with engine speed. 
Fig. (2.2) shows in a simplified way the flame front propagating at turbulent 
speed S^ followed by a thick zone in which there is a mixture of burned gas and still 
burning pockets initially of typical size X (Taylor microscale). This model supposed 
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to depict the implications of Tennekes model, i.e., slow burning on the X scale and 
fast burning on the r\ (Kolmogorov) scale. Experimental as well as theoretical evidence 
reported by Abraham et al (1985) and Heywood (1989) suggested that engine 
combustion in the range of low to mid engine speed and low to high engine load occur 
in the flamelet burning mode. Flamelet combustion corresponds to chemical reaction 
occurring at fast time scales and short length scales relative to the turbulence time 
and length scales. In Flamelet regime, turbulent flame zone consists of laminar 
flamelets separating regions of uniform composition and temperatures; the reactants 
and the products. The instantaneous behaviour of flamelets is same as those of laminar 
flames. The local burning rate is determined by the structure of the laminar flamelets, 
the local curvature and the velocity gradient tangential to the flame front (strain rate). 
Turbulence not only act to produce distortions in the flame front and to cause 
flame stretching but turbulence itself is also generated due to the process of flame 
propagation. However, it is difficult to explain as to how flame-generated turbulence 
can influence burning velocity because the very process of its generation follows and 
does not precede the flame propagation. In s.i. engines the effect of flame on turbulence 
is still debated and the literature available is contradictory. Witze et al (1984) reported 
that turbulence is enhanced ahead of the flame front due to compression of the turbulent 
unburned mixture. This result is consistent with rapid distortion theory of Wong and 
Hoult (1979) which indicates that the turbulence intensity in certain directions should 
increase due to rapid compression. On the contrary, Borgnakke and Xiao (1991) stated 
that compressibility strain rates in engines are not large enough to satisfy rapid 
distortion theory. Witz et al (1984) reported that compression may either amplify or 
destroy the turbulence depending on the inlet turbulence intensity. On the other hand, 
Hall et al (1986) stated that there is little or no increase in turbulence intensity ahead 
of the flame. 
Correlations of Turbulent Flame Speed 
It is clear from the above that theories of turbulent flame propagation do not 
permit direct evaluation of the turbulent flame speed S^, but provide a variety of 
descriptions of the flame-turbulence interactions that can be used as a basis for 
empirical relations. It is generally accepted that turbulence increases the ratio of 
turbulent flame speed S^ to the laminar flame speed S,. 
- 2 8 -
Collectively, the correlations proposed for the calculation of turbulent flame 
speed Sp may be expressed as follows : 
ST- = a SL + b U' (2.3.1) 
where S^ is the laminar flame speed 
u^  is the absolute turbulence intensity, i.e., the r.m.s. velocity fluctuation 
about the mean 
a, b are constants. 
This correlation implies a linear variation of the flame propagation rate and 
the turbulence intensity. The first term (aS^) represents the effect of chemical kinetics 
which enters via the laminar flame speed, and the second term (bu) gives the effect 
of turbulence level on the turbulent flame speed. The constant a and b were assigned 
values based on the analysis of data from a variety of engine operating conditions. 
It was found that the second term is usually more than the first term. That is, the 
effect of the chemical kinetics on the combustion process is relatively unimportant 
compared to the effect of turbulence levels prevailing in practice. 
There have been other correlations which predicts a departure from linear 
dependence of S.^  on u , for example; Hires et al (1978) correlated the turbulent flame 
speed as 
/ ^j \ / u' .1/3 . p^ .1/3 , U'L . 1/3 
( ^ ) = C, ( — - ) ( - ^ ) ( ) (2.3.2) 
where C^ is an empirical constant. 
Chen et al (1991) proposed a turbulent flame velocity model based on dimensional 
reasoning of the classical turbulence structure. This model suggests three stages of 
development of turbulent flame speed depending on the size of the flame with respect 
to a characteristic turbulence scale called the inertial scale, which is the size of the 
middle scale eddies. The ratio of turbulent burning speed to the laminar flame speed 
in these three stages is as follows : 
( S ^ / S L ) = 1 For (Rp/L) < r,L 
(S^ /SL, = 0.8717 Re^ -^^ '^  (R^ /L) For r, j^  < (R^ /L) < 1 
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(ST,S /SL) = 0.8717 ReL^'' For 1 < (R^/L) (2.3.3) 3/8 
3/8x 
r,L = (1.1472/ReLn 
RCL = (u l /v) 
where R^ is flame radius 
L is integral length scale 
r, L is critical ratio of flame size to integral scale (less than this value the 
flame is laminar) 
RCL is Reynolds number based on the integral scale 
u' turbulence intensity 
V kinematic viscosity 
S^ 5 Saturated turbulent flame velocity for fully developed flame 
This model has been employed in the present study for estimation of turbulent 
flame speed during the combustion process. 
Early Flame Development 
Early flame development is defined as the initial stage of burning from the 
time of spark breakdown to a noticeable departure of the cylinder pressure from the 
compression pressure. Comparatively, this combustion phase has a long duration as 
compared to the small fraction of the charge that is burned. Typically, it takes 20% 
of the combustion time to burn 0.1 percent of the charge, corresponding to a burned 
volume of 1 cm (Baritaud, 1987). Therefore a small change of initiation duration 
leads to a large variation of overall combustion duration. This influence is well 
supported experimentally by Kalghatgi (1985) and Swords et al (1982). 
Different opinions exist concerning the speed of flame during the early stages 
of development of the flame. Chomiak (1979) considered that the flame kernel 
formation to be consisting of two periods. The first period is highly reproducible and 
it is independent of flow turbulence and mixture composition for mixtures undergoing 
easy ignition. The length of this reproducible period is 1.5 msec. The secondary period 
is a non-repeatable and the percent coefficient of variation of the kernel size is a linear 
function of the turbulent velocity fluctuations, and for mixtures undergoing easy 
ignition it does not depend on mixture composition nor on spark energy or spark gap 
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width. While in contradictory to Chomiak (1979), measurements in engine by Namazian 
et al (1980), Smith (1982), ZurLoye et al (1985) and Baritaud (1987) have shown 
that flame kernels are influenced by turbulence as early as 0.1 msec after spark onset. 
Theoretical analysis of kernel formation carried out by Bradley and Lung (1987) has 
shown no turbulence interaction with flame formation within the first 0.2 msec. 
Based on comparisons of "flame shadow" radii measured optically and burned 
gas radii determined from pressure measurements, Keck et al (1987), Taglian and 
Hey wood (1986) and Psichinger and Hey wood (1988) have shown a laminar like 
burning process immediately following the spark discharge and an expansion speed 
of the flame kernel which increases approximately linearly with the burned gas radius. 
They have reported that the most important parameter controlling the initial flame 
growth are the laminar flame speed at the spark plug and the size of the first eddy 
burned. They postulated that in the early stages the turbulence has a convective effect 
of the initial flame and does not immediately affect the laminar structure of the flame. 
Betev and Karpov (1990) observed a quasi-laminar behaviour in the earliest stages 
of the flame development; the kernel becomes mildly affected by turbulent structure 
with a characteristic length scale comparable to the size of the flame. Herweg et al 
(1988) based on optical measurements, reported that at low turbulent intensities, the 
expansion velocity of the flame drops within 0.4 msec from the spark induced high 
values to an initial velocity very close to that of a laminar flame. Therefore the laminar 
flame chemistry controls the flame kernel formation and increasing the turbulence 
intensity leads to a steady increase of the initial expanding speed due to wrinkling 
of the flame area. Daneshyar and Hill (1987) postulated that the effect of small scale 
structure of turbulence on early flame development is to delay the combustion time 
randomly. Since the first ignited flame kernel might be located anywhere inside a 
>.-sized eddy and would burn in a laminar fashion till it reaches the zones of turbulent 
burning along the vortex filaments of scale r\ (Kolmogorov scale). While the effect 
of the large scale turbulence on early flame development as reported by Gatowksi 
et a! (1984) is to randomly blow flame zone towards or a way from the wall so that 
the degree of partial quenching of the flame zone during its early grovMh varies 
coincidently from cycle to cycle. LeCoz. J.F. (1992) based on cyclic-resolved processing 
of the velocity measured near the spark plug, have reported that the small scale 
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turbulence affects the combustion rate during the initiation phase only for a fuel/air 
equivalence ratios higher than 0.8, while for lean mixtures convection of the flame 
kernel by the large-scale fluid motion is the only cause for cyclic variation of the 
initial flame. 
Bianco et al (1991) have characterized the early flame development by an 
expansion speed which describes its growth rate and a convection velocity which 
describes its overall movement. The value of the expansion speed is 2 to 3 times larger 
than the laminar expansion speed which implies a significant enhancement of the burn 
rate by turbulence. Further, they have observed a correlation between 0-2 percent mass 
burn durations and the expansion velocity (i.e. early flame development) and also 
a correlation between the direction of the initial convection velocity and the 10-90 
percent burn duration. 
However, for modelling the early flame development the recent approach is 
to bridge the gap between the general combustion theory and the small flame kernel 
development by incorporating the recent results of combustion research into the model 
of early flame kernel development, such as flamelet concept, concepts of flame 
quenching by turbulence, early flame extinction due to heat losses into spark electrodes 
and flame/vortex interactions. Examples of these models, are reported by Herweg and 
Maly (1992) and Dulgar et al (1994). 
It is obvious from the above survey that much of endeavour of the researchers 
is focused on studying the early flame development in premixed flames. As early flame 
development is the determining factor for the later propagation of the flame and 
consequently on the pressure development in the cylinder during the combustion 
process. However, detailed modelling of early flame development is not carried out 
in the present work due to lack of informations about the ignition system for the engine 
simulated. 
2.3.2 Combustion Models for S.I. Engines 
Based on the above review of the work concerning the thermodynamic modelling 
technique of the combustion process, it may be observed that turbulent flame propagation 
in engines comprises both wrinkled flame regimes (with or without pockets) and the 
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thickened wrinkled flame regime. In these different regimes turbulent propagation 
velocity shows different behaviour. Therefore, the difficulty in modelling the combustion 
process in s.i. engines arises because of a need for a model to incorporate more than 
one regime of turbulent combustion. However, many models are in use for prediction 
of the burning rate in s.i. engines, starting from simple cosine law to models which 
embody recent theories of turbulent combustion. The available models may be categorized 
into the following two distinct groups : 
(a) Physical Models : These models incorporate the basic turbulent flow quantities 
such as Integral length scale L. Taylor Microscale k and Kolmogorov length scale 
r\ and turbulence intensity u. alongwith the laminar flame speed S^. 
Blizard and Keck (1974) were first to formulate a combustion model for s.i. 
engines based on physical parameters of turbulence. The flame propagation was treated 
as a two step mechanism in which the rate of combustion is governed by the entrainment 
of unburned gases by the flame due to the fluctuations in the flow field, and the 
subsequent burn up of these engulfed gases. The rate of entrainment is assumed 
proportional to the turbulent intensity u at the time of ignition and is given by: 
dm /dt = p A, S (2.3.4) 
en r u I i;n ^ ' 
where 
p^ i is the gas density of the unburned gas 
A, is the spherical flame front area 
S^ .j^  is the flame entrainment velocity and is equal to the turbulent flame 
speed Sy 
The entrained mass is assumed to burn in a manner characterized b> the 
following relaxation expression. 
dm, dt = (m .^„ - m,) / T, (2.3.5) 
Tj, is the characteristic burning time and defined as : 
T = (L / S,) (2.3.6) h l i - ' ^ ' , 
where m, is the burned mixture mass 
m^.^^ is the mixture mass engulfed into the flame front 
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X is the Taylor microscale 
SL is the leminar flame speed 
McCuiston et al (1977) observed that the Blizard and Keck model (1974) did not 
adequately predict the effect of equivalence ratio and engine speed on combustion. 
The disagreement was attributed to the assumption of constant entrainment speed and 
constant characteristic burning time. Based on the turbulent flame propagation model 
proposed by Chomiak (1970) Tabaczynski et al (1977) postulated that ignition occurs 
across the highly dissipative regions (the order of Kolmogorov scale, r\) and burning 
on these scales is assumed to be instantaneous. The rate of propagation of the ignition 
sites S^ ^ (entrainment) is function of both chemistry and turbulence and is given by: 
Sen = S, = U ' + S , (2.3.7) 
The burn up of the charge behind the ignition site propagation front is governed 
by the spacing of the dissipative regions (Taylor microscale X) and the laminar burn 
up across the spacing. The characteristic burning time i^ is given by 
T. (?i / SL ) (2.3.8) 
Tabaczynski et al (1977) model predicted correct trends of ignition delay and combustion 
duration for different equivalence ratios, exhaust gas recirculation, spark timing and 
engine speeds. 
Hires et al (1978) separated the burning process into a developing turbulent 
flame which was taken as the process of burn up of a single eddy (ignition delay) 
and a fully developed turbulent flame in which entrainment of eddies of size L (the 
integral scale) were engulfed into the flame front. Two semi-empirical formulae for 
predicting the ignition delay and the combustion duration were proposed. According 
to Hires et al (1978) model, the ignition delay is assumed to be the time of burning 
an L-sized eddy while, the fully developed flame propagation is supposed to be laminar 
burning of the spacing of X-size eddies. These assumptions did not allow a smooth 
transition from the time of spark to fully developed flame propagation. Therefore, 
Tabaczynski et al (1980) further modified the model of Tabaczynski et al (1977) 
by defining the delay period as the time to burn the small eddy of the size of Taylor 
microscale. This means that the flame is never fully developed but rather a continuously 
developing process. 
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Fig. (2.3) depicts Tabaczynski et al (1980) model when a large (L-sized) eddy 
is entrained within a thick turbulent flame. It contains several A,-sized regions in which 
the burning rate is slow and occurs at the laminar flame speed S^ and the boundaries 
of these regions of scale r| are rapidly inflamed at the turbulent flame speed S.^ . 
Chen and Veshagh (1992) concluded that Tabaczynski et al (1980) model could 
not fully explain the entrainment history. It led to predicting a slower burning process 
and a thicker flame than suggested by the Tennekes-Chomiak mechanism as reported 
by Groff (1987). The discrepancy was attributed to the fact that the history of 
entrainment as implied by Tennekes-Chomiak model was not taken into consideration. 
Chen and Veshagh (1992) expressed the ordinary differential equation, Eqn. (2.3.5) 
proposed by Tabaczynski et al (1980) as a difference equation for the calculation of 
the burn rate (dmj^ /dt) as given below : 
I 
n iTiH 
"en 
n=l 
m, = I m " T " (2.3.9) 
where, T" is a shape function and defined as : 
4^" = 0 for iAt - njit < 0 
4^" = 1 for iAt - nAt > T" 
, \^\ - nAt . 
T" = ( ) for 0 < iAt - nAt < T" 
T 
where, x" = {X I SJ" 
Chen et al (1992) model has been adopted for modelling the combustion process 
since it involves the latest modification to the eddy entrainment model which has been 
developed over years by Tabaczynski and Co-workers and is well known for predicting 
the correct trends of mass burning rates and combustion durations, see for example 
Tabaczynski et al (1980). 
(b) Empirical Models : It may be concluded from the review of above work that, 
the development of combustion models for spark ignition engines based on fundamental 
principles is a difficult task. Therefore, researchers such as Rashidi (1981). Keck 
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(1982), Gatowksi et al (1984) focussed on development of empirical models based 
on detailed correlations of experimental data. They used pressure measurements and 
high speed photographs of flame propagation to derive empirical equations for calculations 
of burning rates and relating the parameters in the burning equation to the engine 
geometry and operating conditions. Some of the correlations proposed by Keck and 
Co-workers such as Keck (1982), Beretta et al (1983a) and Keck et al (1987) are 
given below : 
dm^ 
dt Pu ^b Si + 
- t / T . 
dt 
= Pu Ab UT ( l - e ' ) -
(2.3.10) 
(2.3.11) 
^ = '"e - '"b = Pu (^f - ^b) = Pu LT (AL - \ ) (2.3.12) 
where 
^b 
V. 
is the mass burned 
is the mass engulfed by the flame front 
is a dummy variable with the dimensions of mass 
a characteristic burning time = (L^ / S^) 
Characteristic length scale = (V^- W^) I (Aj.- A^) 
a characteristic speed » turbulence intensity u' 
flame front area 
equivalent spherical burning area 
volume of engulfed mass 
volume of burned mass 
laminar burning area, the flame would have if it burned at the 
laminar flame speed and defined as : 
\ - ( • 
dm^ / dt 
Pu SL 
- ) 
The mass burning rate equations (2.3.10) and (2.3.11) contain three parameters, 
S^. U^ and L^ which may be obtained from experimental measurements. U^ may be 
obtained from engine data where U^ is correlated to the mean piston speed. L^ may 
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be found as a function of density ratio pjp^-^ during combustion process, where p^ 
is density of unburned mixture and p j^ density at the time of ignition. 
The advantages of the above models are that they can be used both for immediate 
practical applications in engine design and analysis and to obtain physical insight useful 
for developing and testing more fundamental models of turbulent combustion. However, 
the limitation of these models is that it is not possible to carry out investigations on 
all possible engine geometries and operating variables to check the tentative correlations 
for Uy and U^ . 
2.4 Cycle Simulation Models 
Literature on the simulation of a small two-stroke crankcase scavenged engine 
including both the power cycle and the open cycle is limited. Benson et al (1975b) 
reported a model to simulate the power cycle and the gas exchange process in a 
crankcase compression two stroke spark ignition engine having straight intake and 
exhaust pipes. The effect of carburettor in the inlet pipe was included. For the closed 
cycle a simplified combustion model was used where the turbulent flame speed was 
assumed to be linearly related to the laminar flame speed and the multiplying factor 
was called flame factor. For the open cycle analysis, three scavenging models were 
used, these are mixing, displacement and 50% mixing and 50% displacement. The 
effect of different scavenging models and different flame speed on the release pressure 
and temperature as well as on the indicated power was examined. However, no 
comparison of theoretical and experimental results of the cylinder pressure for the 
entire cycle (closed and open cycle) or the inlet and exhaust systems was reported. 
Blair (1976) examined the theoretical performance characteristics of a two-
stroke cycle engine. For the closed period heat release pattern suggested by Lyn (1960) 
was used instead of a combustion model. The wave action in engine piping system 
was analysed using Benson algorithm. Besides comparing the measured and calculated 
cylinder pressure-time diagrams, performance characteristics were also compared. No 
comparisons of pressure variation in inlet and exhaust systems were reported. However, 
Blair and Johnston (1970), Blair and Cahoon (1972), Blair and Ashe (1976) carried 
out only homentropic calculations of the cycle and the cylinder boundary conditions 
were solved and expressed in tabular form as a function of port/pipe area ratio and 
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then used for actual calculations. Furthermore, calculations were carried out only for 
the open cycle while the closed cycle was simulated by defining the release pressure 
and temperature at exhaust port opening. Although good predictions were obtained, 
the discontinuity of the simulation of the whole engine cycle reduces the validity of 
these predictions. 
Malik et al (1988) reported a simulation study on a two stroke spark ignition 
engine coupling the scavenging and combustion processes and neglecting wave action 
in the intake and exhaust systems except for the transfer pipe. Scavenging process 
was analysed using a three phase model including displacement, short circuiting and 
mixing. The flow of the fresh charge in the exhaust during the mixing phase was based 
on the s-shape model proposed by Sher (1985). Combustion was analysed using Benson 
et al (1975a) model and turbulent flame speed was calculated as proposed by Hires 
et al (1978). Cylinder pressure was predicted and compared with experimental results 
under different operating conditions. It may be noted here that the impact of the wave 
action phenomenon in inlet and exhaust systems, on the cylinder pressure development 
during open period as well as during the closed period was neglected which is a major 
factor in influencing the performance characteristics of the two stroke engine. 
The above survey shows that a complete satisfactory simulation model of a 
two stroke engine including divergent and convergent parts in the exhaust system has 
not been completed and to achieve this, a successful wave action analysis in engine 
piping system coupled with realistic in-cylinder phenomena models such as scavenging 
and combustion models has to be formulated. 
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Fig. (2.1) Model of Concentrated Vorticity Region as Proposed by Tennekes 
(Daneshyar and Hill, 1987) 
Hotionless 
reactonts 
density j>5 
Products 
Entrainment velocity S^  = S , - f f ( u ' ) 
Fig. (2.2) Flame Propagation with Thick Combustion Zone (Daneshyar and 
Hill, 1987) 
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Fig. (2.3) Model of Burning, Turbulent, Small-scale Structure (Tabaczynski 
et al, 1980) 
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3. MODELLING OF TWO-STROKE ENGINE CYCLE 
Modelling of real engine cycle includes simulation of the unsteady flow 
in engine inlet, transfer and exhaust systems, and their interaction with in-
cylinder phenomena, that is, gas exchange, compression, combustion and 
expansion processes. For the purpose of modelling, a two stroke engine as 
shown in Fig. (1.1a) is represented by a schematic diagram shown in Fig. (3.1). 
It consists of the following components: 
a. Inlet pipe with a carburettor 
b. Crankcase 
c. Transfer pipe 
d. Cylinder with ports 
e. Expansion chamber 
For analysis, full two stroke engine cycle is divided into the following two 
periods : 
Open Period : In this period, the cylinder and the crankcase are exposed to 
the inlet or exhaust manifold or both. This event corresponds to the gas 
exchange process, consisting of exhaust blowdown, scavenging and charging 
processes. 
Closed Period : During this period, the transfer and exhaust ports are closed. 
This period is related to the power cycle which consists of compression, 
ignition, combustion and expansion processes. 
In the present work, an integrated analysis of both the open and closed 
periods is carried out for complete engine simulation. The actual flow in engine 
piping system is three dimensional. Simplified assumptions were made by 
previous workers such as Benson et al (1982) and are employed here as well. 
It is assumed that the flow in the inlet, transfer and exhaust pipes is one-
dimensional, compressible and unsteady while the flow at the pipe ends of 
the boundaries is quasi-steady. The flow equations include the effects of wall 
friction, heat transfer between walls and the gases, area changes of the flow 
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passages and they include also variable specific heats of gases due to change 
in temperature and composition. The in-cylinder flow is considered to be zero-
dimensional and thermodynamic models are adopted for the simulation of 
scavenging and combustion processes. The scavenging process is simulated 
using Sher model (1985). The combustion process is simulated by the model 
of Tabaczynski et al (1980) taking into consideration the modifications for 
the burning equation introduced by Chen et al (1992). Details of the full cycle 
simulation procedure are found in the following sections. 
3.1 Unsteady Flow Equations 
The basic flow equations, presented below, may be solved directly using 
finite difference methods, see for example Chen et al (1992) or may be solved 
using the method of characteristics. In method of characteristics, the flow 
equations are combined to form a quasi-linear hyperbolic partial differential 
equation which is tranformed then into a set of ordinary differential equations. 
The resulting ordinary differential equations are then integrated numerically 
at the mesh points of a rectangular grid (see for example Benson, 1982). In 
the present work, method of characteristics is employed for the solution of 
unsteady flow equations. The governing equations of the unsteady flow as well 
as their characteristic and compatibility equations are given below. For details 
reference may be made to the work of Zucrow and Hoffman (1977). 
The basic equations of one-dimensional unsteady flow of a compressible 
fluid in pipes with area change, friction, heat transfer and mass addition, are: 
1. Continuity Equation 
p,+ up^ + pu^ + ( ) = 8 (3.1.1) 
X 
where p and u are flow density and flow velocity, respectively and x 
denotes the spatial coordinate. The subscripts t and x are the partial 
derivatives with respect to time and with respect to spacial coordinate 
in x-direction, respectively 
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p, = (dp/Bl), u^  = (au/5x) 
1 dF 
5 = for flow in passages with area change 
F dx 
(3.1.2) 
6 = 0 for flow in passages with constant cross-sectional areas. 
F is the cross sectional area of flow passage. 
The term E takes into account the effect of mass addition dmj and is given by 
1 dm, 8 = 
dx 
Where, the subscripts i denotes mass additions. 
The mass addition stream dmj is zero in the present case, therefore 8 = 0 
2. Momentum Equation 
pu, + puu^ + p, = P (3.1.3) 
where p is flow pressure, u, = (5u/9t), p^ = (dp/dx) 
[ pu^ 4f d(ln m.) -i +puMl-y) J (3.1.4) 
2 D dx 
where P is a term which takes into account the effects of friction and mass 
addition in the momentum equation, f is the Fanning friction coefficient defined 
as f = T / ('/2 p u^) and x is wall shear stress, D is the diameter of flow passage 
and y = u.Ju. 
where Uj is the velocity of the mass addition stream 
Ujj. is the velocity component in the x direction. 
3. Energy Equation 
p, + up^ - a ^ P , + u p j = \\i (3.1.5) 
where a is the local speed of sound, p, = (dp/dt) and \\i is the combined 
heat transfer, mass addition and friction term in the energy equation and given by 
M/ = (Y- 1) (pu6Q^-dHj-uP) (3.1.6) 
The terms used in the abo\e equation are defined below : 
5Q, = 5Q/dx 
where. 6Q is the incremental heat transfer / unit mass / unit time. 
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Reynolds analogy (Benson, et al 1972) gives the heat transfer coefficient 
h as 
h = f /2 Cp . u . p (3.1.7) 
The heat transfer rate is then given by 
5Q - f/2 Cp u (T^p - Tg) 
where T^ is pipe wall temperature 
T is the gas temperature 
f is friction coefficient 
Cp is specific heat at constant pressure 
P in Eqn. (3.1.6) is given by Eqn. (3.1.4). 
(H - H.) dm. 
dH. = 
Fdx 
H and H^  are the stagnation enthalpies of the main flow stream and that 
of the mass addition stream, respectively. In the present case. dHj is 
zero since dm. is zero. 
Employing the method of characteristics for the solution of the above 
three equations, i.e.. Eqns. (3.1.1), (3.1.3) and (3.1.5) results into pairs of 
characteristic and compatibility equations as given below (see Zucrow and 
Hoffmann, 1977). 
1 . Pathl ine equation 
1 . dt X 
u dx 
The compatibility equation valid along the pathline 
dp^ - a^  dp„ = (M;/U) dx^ (3.1.9) 
2 . Characterist ic equations 
( - — ) . = /., = (3.1.10) 
dx u ± a 
The compatibility equations valid along the characteristic equations are: 
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-5pua^ 
dp^ ± padu^ = {( ) + a^ 8 ± ap + vj/jdt^ (3.1.11) 
X 
In Eqn. (3.1.11). the upper subscript + attached to the differentials and 
the upper sign + for terms ± padu^ and ± aP correspond to the C^ characteristic, 
and lower subscript - and the lower sign - correspond the C characteristic. 
Subscript o denotes the pathline. Consequently, three characteristic curves 
pass through each point of the flow field, namely the pathline C^ and the right 
and left running characteristics C^. In Figs. (3.2a-d), the three characteristics 
are illustrated schematically in the physical plane x - t. As seen in the figure, 
there are four possible cases depending on whether the particle velocity u is 
positive or negative, and whether u is less than or greater than the local speed 
of sound, a (i.e., subsonic or supersonic flow). 
3.2 Boundary Conditions 
At the two ends of a pipe, the flow is assumed quasi-steady as mentioned 
earlier in this chapter. The physical implication of this statement is that the 
temporal rate of change of fluid properties at the boundaries is small as 
compared to the spatial rate of change. This assumption has been fully tested 
and gives good results (Benson. 1982). Various boundary conditions for engine 
simulation have been formulated earlier by Benson et al (1982) and are given 
briefly in the next sections. 
3.2.1 Boundary Conditions for Closed End 
At the closed end of a duct, the particle velocity is zero 
u = 0 (3.2.1) 
This condition corresponds to the cylinder boundary when the port is closed. 
3.2.2 Boundary Conditions for Fully Open End 
When pressure waves reach a fully open end of a duct, they are partly 
transmitted and partly reflected. Thus a nonsteady external flow field is created 
and the boundary conditions are represented by the fact that the internal and 
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exlernal flows must be identical at their junction. Under these conditions, there 
is either an inflow or an outflow. Furthermore, the flow may be either subsonic 
or supersonic. Only two cases which may occur in practice are considered here. 
These are subsonic outflow and subsonic inflow and are described below : 
(i) Subsonic Outflow : For subsonic outflow condition, the flow field 
external to the open end is neglected and the pressure at the end of the duct 
is assumed equal to the outside pressure p^, thus : 
P = Po (3-2.2) 
(ii) Subsonic Inflow : When the flow enters the duct from an external 
reservoir, it is accelerated from rest to the entrance velocity. The state of the 
gas in the external region represents the stagnation condition for the flow in 
the inlet section of duct. A number of conditions can satisfy the boundary point 
depending on the assumptions used. The simplest case is to assume isentropic 
flow and for this case, the energy equation is : 
y - i 
a ^ = a^  + u' 
2 
expressing the above equation in terms of p, we obtain 
^ a x 2 y-1 / U x 2 / p x Y y-l / U x 2 
( - ) + ^ — ( - ) = ( - ) + ( _ ) = 1 (3.2.3) 
a„ 2 a„ p 2 a„ 
O 0 '^ O O 
where p^ and a^  are outside stagnation pressure and speed of sound. 
An alternative method based on sudden enlargement theory can also be 
used for the inflow into the open end (Benson 1982). Fully open end boundary 
is also equivalent to the partially open end (nozzle) boundary with unity area 
ratio. It corresponds to the plain end of the engine inlet pipe and the plain 
end of the tail pipe of the expansion chamber. 
3.2.3 Boundary Conditions for Partially Open End (Nozzle) 
The nozzle boundary represents the case of return flow into the cylinder. 
The flow through the nozzle is considered to be quasi-steady one-dimensional. 
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and isentropic. This means that the instantaneous values of the stagnation 
properties of the gas flowing in the nozzle throat plane are equal to those at 
the nozzle entrance plane. Fig. (3.3) gives the notations used for nozzle 
boundary conditions when the nozzle is placed at the right end of the pipe 
and the following four types of flow can occur : 
(i) Subsonic outflow 
(ii) Sonic outflow (i.e., flow with sonic flow at the throat) 
(iii) Subsonic inflow 
(iv) Sonic inflow - this case is unlikely to occur in practice and is not 
considered. 
The boundary equations for the above flow situations are presented below : 
(i) Subsonic Outflow : In this case, it is assumed that the pressure at the 
throat of the nozzle p,^  is equal to the ambient pressure outside the nozzle p^ 
P,h= Pa 0-2 .4) 
It is also assumed that the flow from the pipe to the throat is isentropic. u 
is taken positive for outflow. The fundamental equations are then 
Energy Equation 
h = (h ),h 
o '' o ' tn 
h^ , is the stagnation enthalpy 
(y-i) (Y-i) 
or a^+ u^= a„^+ u,,^ (3.2.5) 
Continuity 
P"F = P,h",hF,h (3-2.6) 
Isentropic relationship 
= ( ) = ( ) (3.2.7) 
p a p 
r a a r a 
a^  is defined as the speed of sound after isentropic change of state to p. and 
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Pg is density after isentropic change of state to p^. 
After combining Eqns. (3.2.4-3.2.7) and rearranging we get, 
[( ) - l] 
U' Y - 1 Pa 
(3.2.8) 
P a 't*^ 
where ^ - F,^/F 
(ii) Sonic Outflow : In this case, the gas velocity at the throat Uj^  equals 
the local speed of sound a,^, 
(3-2.9) 
combining Eqns. (3.2.5-3.2.7) with Eqn. (3.2.9) and rearranging we obtain: 
a,hx(Y+lV{Y-l) , Pjh X(Y+IV2Y 
= n—I = n—I (3.2.10) 
a " p " 
From Eqn. (3.2.10) 
(—IT n — I (3.2.11) 
a. a 
th 
From Eqn. (3.2.8) 
( — X r ' t ' C — X (3-212) 
P.h ^h 
Substituting from Eqn. (3.2.11) and (3.2.12) into the energy Eqn. (3.2.5) gives 
f y+\ 2 . a . 2 . , a . 4 / (Y-1) 
or alternatively as a function of (p/p,f,) 
r Y+1 2 p (Y-I)'Y -, , p . 2/y 
r={— -( L } ( Xr (3.2.13) 
Y-1 y - 1 p.h p,h 
Eqn. (3.2.13) relates the critical pressure ratio to the area ratio (j). 
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(iii) Subsonic Inflow : For exact analysis of this case, one has to resort 
to the enlargement theory (Benson 1982). However, Benson (1982) treated this 
case as an open end boundary whenever the pressure difference is small across 
the pipe end, which is often the case in practice. Therefore, the same boundary 
conditions for subsonic inflow in an open end described in Section (3.2.2) 
are used in the present work. 
3.2.4 Cylinder Boundary Condit ions 
The constant pressure model for the flow from cylinder to pipe through 
a poppet valve suggested by Jenny (1949) is well tested and gives good results 
as reported by Benson (1982). For the present work concerning ported engines, 
the constant pressure model of Jenny (1949) is employed following the work 
of Benson et al (1975b). Fig. (3.4a) shows a schematic diagram of flow from 
cylinder to pipe in a ported engine. According to the constant pressure model, 
at a given instant, the gas leaves the cylinder at stagnation pressure p ,^ and 
stagnation speed of sound a^^ (subscript o here refers to the conditions in the 
cylinder) and expands isentropically as it passes through the passage between 
the piston head and the port in the cylinder. In the case of subsonic flow, 
isentropic expansion ceases when the gas stream reaches the throat (conditions 
denoted by subscript th). After the throat the gas expands irreversibly and 
adiabatically, at constant pressure to fill the pipe cross-sectional area (subscript 
2 refers to pipe conditions). In case of choked flow a drop in pressure takes 
place. Figs. (3.4b) and (3.4c) show the entropy diagrams for subsonic outflow 
and sonic outflow from cylinder to pipe. The isentropic expansion process is 
from o to 1 (Figs. 3.4b&c), the constant pressure process is from 1 to 2 for 
subsonic outflow (Fig. 3.4b) and the pressure drop from 1 to 2 in Fig. (3.4c) 
represents choked flow. There are four flow conditions to be considered: 
(i) Subsonic outflow through port throat 
(ii) Sonic flow through port throat 
(iii) Sonic flow in the pipe 
(iv) Inflow from the pipe into cylinder 
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It is required to relate the upstream stagnation conditions in the cylinder to 
the conditions at the port throat and in the pipe. The cylinder stagnation 
conditions p^ and a^  are determined from the analysis of the gas exchange 
process into and out of the cylinder. Therefore, this section is divided into 
two parts : The first part deals with developing cylinder boundary equations 
in terms of the flow variables p, u and p and the second section deals with 
obtaining cylinder stagnation conditions p^ and a^ .^ The details are given below: 
3.2.4a Cyl inder Boundary Equat ions 
According to aforementioned constant pressure model the momentum 
equation is not required and only the energy and continuity conservation 
equations for steady flow are used. The basic equations are therefore : 
Energy 
V = V + ^ V = h' + ^ V (3-2.14) 
Continuity 
p , u , F , - P2U2F2 (3.2.15) 
The subscripts o, 1 and 2, denote the conditions in the cylinder, at port throat 
and in the pipe, respectively. 
F, is defined as the effective area at which the jet reaches its minimum cross-
sectional area. 
from 0 to 1 the state changes are 
( ) - ( ) - ( ) (3.2.16) 
a. Pi P, 
The speed of sound is given by 
YP 
a^  = (3.2.17) 
P 
Using the above basic equations the following boundary equations are derived 
for flow situations which occur between the cylinder and the pipe. 
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( i ) Subsonic Outflow Through Port T h r o a t : According to the constant 
pressure theory for subsonic flow 
P, = p, (3.2.18) 
combining Eqns. (3.2.14-3.2.18) we get 
.(\fb-i^4-]b-(-r^f -i^r"H^) (3.2.19, 
Y ' 0 " o ^^ O O 
where \\i = Fj/Fj 
Sonic Boundary 
When the flow is just choked at the port throat then 
u, = a, (3.2.20) 
at the sonic boundary Eqn. (3.2.18) is applicable, 
combining Eqns. (3.2.14-3.2.20) we get for the sonic boundary condition 
. P2>.(y-l)/2y . 2 V2 
Po Y+1 
and 
vj/ = ( ) ' ( ) (3.2.22) 
Y+1 1- {(Y-l)/2} (u /a„) 
where suffix cr denotes the critical conditions at the sonic boundary. Eqn. 
(3.2.21) and Eqn. (3.2.22) gives, respectively the critical pressure ratio and 
the critical area ratio for sonic threshold. 
For the case where (\j/ - \\i^^) > 0 the flow is subsonic and if (v|/ - \\i^^) < 0 
the flow is sonic in the port throat. 
(ii) Sonic Flow at the Port Throat : To obtain the relationship between 
pressure and velocity in the pipe for choked flow at the throat, Eqn. (3.2.14) 
and Eqn. (3.2.17) are combined with Eqn. (3.2.20) to give 
. P, X . 2 2(y-i) 1- {(Y-l)/2}(u,/a/ . 
( — ) = H>{ ) { } (3.2.23) 
Po Y+1 ("2 /a„) 
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(iii) Sonic Flow in the Pipe : Sonic flow occurs in the pipe when the Mach 
number is unity in the pipe. Under such conditions the flow is controlled by 
the pipe area and not the exposed port area and 
Uj = a^  (3.2.24) 
Using Eqn. (3.2.24) with the energy Eqn. (3.2.14), we get: 
( - ^ ) = ( ) (3-2.25) 
a„ Y+1 
(iv) Inflow into Cylinder : This situation is encountered when the exhaust 
manifold pressure is greater than the cylinder pressure and there is reverse 
flow in the exhaust port and also for normal inflow through the transfer port. 
Fig. (3.5a) shows the system for inflow from the pipe through port to the 
cylinder. For this case the boundary equations correspond to a partially open 
end where the back pressure correspond to the cylinder pressure. An equivalent 
system which represents the flow situation is shown in Fig. (3.5b) where c 
refers to cylinder conditions, th refers to throat condition, and p to pipe 
conditions. Fig. (3.5c) shows the entropy diagram for this case. The gas is 
assumed to expand through the port isentropically from pipe to throat. The 
pressure p,jj in the throat is equal to the cylinder pressure p and the gas velocity 
at the throat is dissipated at constant pressure with an increase in entropy to 
c. The equations derived in Section (3.2.3) for a partially open end boundary 
are applicable with the following definition of variables: 
( ^ ) ^ = ( J k ) "^ ( J ! ^ ) ' ^ ,3.2.26) 
Pa Pc PB 
Using Eqn. (3 .2 .26) and Eqn. (3 .2 .8) , we get the boundary equat ion for flow 
from pipe into cyl inder as : 
^ r / P2 \ ^^ /^  Pc \ -Y 
.[(^ ) - (^) -' _,] 
" : ' Y-1 Pc Pa 
(3.2.27) 
a„' ^ 
a 
P2 \ y / Pc \ y 
Pc Pa *)>' 
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3.2 .4b CylinderPressure, Temperature and Mass During Gas Exchange 
Process 
To solve the cylinder boundary equations derived in the previous section 
for Uj and Pj, the instantaneous stagnation speed of sound a^  and pressure p^ 
in the cylinder are required. Values of a^  and p^ are determined from the 
analysis of gas exchange into and out of the cylinder. 
It is usual to assume that the cylinder pressure and temperature are 
uniform. The unsteady flow energy equation is applied to a control volume 
around the cylinder including scavenge (transfer) port and exhaust port (Horlock 
and Winterbone, 1986). And the following expressions for change of temperature 
in the cylinder are derived, depending on the direction of flow into or out 
of the cylinder through the ports. 
1. Inflow through Transfer Port and Outflow through Exhaust Port 
5T^ - 1 [ ±QSa. - p^5v^ - (Cp^ - R) T^5m^ 
m, (Cp^ - R) 6N 
- CpJ,5m^ + Cp^ T^5mJ (3.2.28) 
where subscripts c, e and s denotes the conditions in the cylinder, exhaust 
pipe and in the transfer pipe, respectively. 
Here. 
Sa is crank angle increment 
p. T. m are pressure, temperature and mass, respectively 
6m is the incremental mass 
Sv^ is the incremental change in cylinder volume 
5T^ is the incremental cylinder temperature 
Q is heat transfer rate 
N is engine speed (RPM) 
R gas constant 
Cp is gas specific heat at constant pressure 
Details of estimation of these parameters are given later in the present section. 
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2. Inflow through Transfer Port and Inflow through Exhaust Port 
8T^ = 1 [ ±QSa. - P,8v^ - (Cp^ - R) T^8m^ 
m^ (Cp^ - R) 6N 
+ CpJ^6m^ + Cp^ T^6mJ (3.2.29) 
3. Outflow through Transfer Port and Outflow through Exhaust Port 
5T, = 1 [ ±Q§a. - p,5v^ - (Cp, - R) T^5m^ 
m^ (Cp^ - R) 6N 
- CpJ,6m^ - Cp^ T^5mJ (3.2.30) 
4. Outflow through Transfer Port and Inflow through Exhaust Port 
6T^ - 1 [ ±tm. - Pc5v, - (Cp^ - R) T^6m^ 
m^ (Cp^ - R) 6N 
+ CpJ,5m^ - Cp^ T^5m^] (3.2.31) 
5. No Flow through Transfer Port and Outflow through Exhaust Port 
6T^ = I [ ±QSfl- - p,5v^ - (Cp^ - R) T^5m^ 
m^ (Cp^ - R) 6N 
- CpJ,5m^ ] (3.2.32) 
6. No Flow through Transfer Port and Inflow through Exhaust Port 
5T^ = ! [ ±QSa. - p,5v^ - (Cp^ - R) T 6^m^ 
m^ (Cp^ - R) 6N 
+ CpJ ,5m, ] (3.2.33) 
7. No Flow through Transfer Port and No flow through Exhaust Port 
5T ,^ = 1 [ ±QSa. - p<,8v^  ] (3.2.34) 
m^ (Cp^ - R) 6N 
In Eqns. (3.2.28) to (3.2.34), the energy term related to change of specific 
heat 5Cp ,^ of the gas. caused by change of temperature and air/fuel ratio, was 
neglected during the increment of the crankangle 5a. T^ on the right hand side 
of Eqns. (3.2.28) to (3.2.34) is taken as the cylinder temperature at the previous 
time step. The instantaneous values of Cp^, Cp^. Cp^, y ,^ y ,^ R^  and R^ . are 
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calculated as described in Appendix-C. The temperature at the transfer pipe 
adjacent to the port T^ and the temperature at the exhaust pipe adjacent to 
the port T^ . are calculated as follows : 
2 
T = - ^ (3.2.35) 
I S S 
(3.2.36) 
where a^  and a^  are speed of sound adjacent to the transfer and exhaust ports, 
respectively and are known from wave action calculations in the transfer and 
exhaust pipe. 
The heat transfer rate Q is determined from the empirical relation 
suggested by Annand (1963) and is given as : 
a Re'^'' 
Q = — . K . F (T^ - T J • (3.2.37) 
Dc 
where D^ is cylinder diameter, F is the exposed surface area of the cylinder 
walls plus piston area and the cylinder head area, a and b are constants and 
their values are specified by Annand (1963) for two stroke engine as 0.76 and 
0.64, respectively. 
v^ , and 5v ,^ may be obtained easily as follows : 
considering x is the piston displacement at any instant and given by 
X = s/2 [ ( I -cosa) + S/4L^ sin^a] (3.2.38) 
then v^ = \J2 [ (1-cosa) + S/4L^ sin-a) + v^/cCR-l) (3.2.39) 
and 5v .^ = v^/2 sina ( 1 + S / 2 L ^ cosa) 6a (3.2.40) 
where the angle a is counted from top dead centre, s^  is engine stroke. L is 
ratio of connecting rod length to crank radius. CR is cylinder compression 
ratio and v^ is swept volume and is given by 
v^ = (71/4) D^' s, 
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The incremental masses into and out of the cylinder, Sm^  and 5m^, are determined 
from the pipe conditions upstream and downstream of the transfer and exhaust 
port, so that 
6m 
5m, = . 6 a (3.2.41) 
6N 
5rh 
6m^ = . 6a (3.2.42) 
6N 
where 
5m^ - Ps Fs U, (3.2.43) 
6m^ = p, F^ U, (3.2.44) 
p . u , p^ and Ug are obtained from cylinder boundary conditions. 
Fj and F^ are the effective transfer and exhaust port area ratios, respectively 
and determined as follows: 
F^ = Cd^ . Wp^ . X (3.2.45a) 
F^ . = Cd^ . Wp^ . X (3.2.45b) 
where Cd is the coefficient of discharge of port and is determined experimentally, 
Wp is the port width and x is piston displacement and given by Eqn. (3.2.38). 
The cylinder mass, m^ at a given instant is obtained from the mass balance 
in the cylinder. It is assumed that the mass entering the cylinder is positive 
and that which leaves is negative so that 
6m^ = 6m^ - 6m^ (3.2.46) 
For any time step n, the cylinder mass m^ , and cylinder temperature T^ are 
found using Euler first order integration formula 
(mf = [mf-' + {6mX (3.2.47) 
(T^)" = (T^)"-' + (6T^)" (3.2.48) 
The pressure is calculated from the differential form of the equation of state, 
putting 6R/R = 0. as R is almost independent of temperature and composition 
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5p 6m 5 T 5V 
— = U— i (3.2.49) 
P m^ T v^  
r e C C C 
At any time step n the cylinder pressure p^ , is found as follows 
(Pe)" = ( ? / " ' + ( S P / (3.2.50) 
The cylinder temperature and pressure values T^ and p^ , are used in cylinder 
boundary equations described in Section (3.2.4a) taking. 
Po ^ Pc 
%= ( Y c R c T , ) " ' 
Eqns. (3.2.28) to (3.2.50) are applied to find the crankcase pressure, 
temperature and mass, considering that the angle a is counted from bottom 
dead centre and taking the compression ratio of the crankcase for the calculation 
of crankcase volume. Hence 
a ^ = a + 180 
cc c 
where subscripts cc and c denotes crankcase and cylinder, respectively. 
The flow chart which describes the computer program for crankcase 
calculations is given in Fig. (3.6). Appendix-D and is called subroutine CCASE. 
The flow chart which describes the computer program for cylinder calculations 
is given in Fig. (3.7), Appendix-D and is called subroutine ENGINE. 
3.2.5 Boundary Conditions at a Joint of Two Pipes 
The exhaust chamber of a two stroke crankcase scavenged engine 
consists of number of pipes joined together. It is assumed that the pressure 
and velocity at the junction are the same for the two coupled pipes. The 
boundary conditions therefore are: 
1. For forward flow (flow from pipe 1 to pipe 2) 
P2 " 
" 2 = 
P2 " 
Pi 
"1 
Pi 
(3.2.51) 
(3.2.52) 
(3.2.53) 
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2. For reverse flow (flow from pipe 2 to pipe 1) 
P, = P2 (3.2.54) 
u, = Uj (3.2.55) 
P, = P2 (3.2.56) 
3.2.6 Boundary Condit ions for Carburettor 
Carburettor consists of a convergent divergent passage called venturi 
and a butterfly valve called throttle valve. In the present work carburettor is 
considered an adiabatic pressure loss device as considered by Benson et al 
(1974). The pressure drop Ap across the carburettor is represented as follows: 
Ap= f^( '• ) (3.2.57) 
where p, and u, are density and velocity upstream of the carburettor and f^, 
is a constant called pressure loss coefficient. The resistance coefficient k for 
the carburettor is defined as : 
k = (3.2.58) 
2 
The steady one dimensional flow equations for the carburettor are written 
below: 
Energy 
Y - 1 Y - 1 
a^ ^ = a,^  + u,^ = a,^  + u,^ (3.2.59) 
where subscript 1 and 2 are the conditions upstream and downstream of the carburettor, 
respectively 
Continuity 
p,U|F, - p,u,F, = 0 (3.2.60) 
where F, and F^ are areas upstream and downstream the carburettor. 
The pressure drop across the ca rbure t to r given by Eqn. (3.2.57) 
YP 
(3.2.61) 
(3.2.62) 
The speed of sound 
Mach No. 
•> 
a' P 
M = = u/a 
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Using Eqns. (3.2.57), (3.2.58) and (3.2.61) we obtain, 
P2 /p, = 1 - kM,^ (3.2.63) 
combining Eqns. (3.2.59), (3.2.60) and (3.2.63) we get, 
2/(7-1)+ M / , F , . 2 M,' 
— = (—!—) • (3.2.64) 
2/(y-l) + M,^  Fj Mj ( l - kM,T 
Eqn. (3.2.64) relates the Mach numbers for steady flow into and out of the carburettor 
to the resistance coefficient k. 
3.3 Modelling of Scavenging Process 
For closed cycle analysis, it is necessary to know pressure, temperature 
and composition at the commencement of the compression process when exhaust port 
closes. The procedure for estimation of pressure and temperature is available in Section 
(3.2.4b). However, gas composition in the cylinder at the time of closure of the exhaust 
port depends on the nature of analysis, i.e., assumptions of scavenging model. The 
period during which the products of combustion are replenished by the fresh charge 
is called the gas exchange period. This period begins at the time when the exhaust 
port opens and is completed at the time when both the ports (exhaust and transfer) 
are closed. 
In ideal scavenging, the fresh charge acts as a piston in pushing the burnt gases out 
of the cylinder without actually mixing with them. In real scavenging, some of the 
fresh charge mixes with the cylinder contents before it leaves the exhaust port. In 
certain cases, the fresh charge leaves through the exhaust ports without either mixing 
with the burnt gases or displacing them. Several models of the scavenging process 
have been discussed in Section (2.2). The model adopted in the present study for 
simulating the scavenging process is that of Sher (1985). This model is based on the 
assumption that the time variation of the mass fraction of the fresh charge content 
in the gas passing through the exhaust port p, exhibits a sigmoid (S-type) curve. The 
curve is represented by an exponential function : 
P = 1 - e x p {-c . ^. ( ^ ^ ) } (3.3.1) 
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where a is the crank angle, b and c are the form and shape factors, and subcripts 
so and sc denote the scavenge (transfer) port opening and closing, respectively. 
X is the delivery ratio and is defined as the ratio of the fresh mixture supplied to the 
cylinder to the mixture which could be supplied, at scavenge air pressure p^ and 
temperature T^  , in the cylinder to occupy the swept cylinder volume v^ . , thus : 
sc 
J . 5a 
so da 
X = (3.3.2) 
The combinations of form factor b and shape factor c determine the type of 
the process. A perfect displacement process is represented by c = 0, an isothermal 
mixing process by c = 1, b = 0 and a pure short circuiting process by c —>^  oo. For 
ideal scavenging, i.e., perfect displacement process, the charging efficiency is equal 
to the delivery ratio. Sher interpreted the scavenging process as a combination of a 
perfect displacement and charging losses, therefore, the charging efficiency ri^ ,^  is 
defined as : 
* 
r p d?./dt*. 
^ch=^- J dt* (3.3.3) 
0 p + ( l - P ) V T ^ 
where T^  is the instantaneous cylinder temperature, and T^  is the temperature of the 
fresh charge. 
The non-dimensional time t* is defined as 
t* = (a - a J I (a^^ - a J 
The instantaneous fraction of fresh charge m^ in the cylinder is obtained using the 
above scavenging model as follows : 
1. For the case where there is outflow in exhaust port and inflow in the transfer 
port, the rate at which fresh charge retained in the cylinder is given by 
dm dm dm 
( - — ) c = ( ) - ( )e (3.3.4) 
da da da 
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where \ )^ is the rate at which the fresh charge escapes through 
da 
the exhaust port and is given by : 
. dm,^ ^ dm„^ 
( — X = P ( - ^ ) (3.3.5) 
da da 
Using Eqn. (3.3.4) and Eqn. (3.3.5) gives : 
dm. dm /^^c\ 
da da da 
2. For the case, where there is reverse flow through the exhaust port, it is assumed 
that the fraction of the fresh charge at the previous time step (5' is returning to the 
cylinder, therefore : 
_ dm.^ , dm,^ , dm^ 
( — ) . = ( — ) * P' ( — 0 (3.3.7) 
da da da 
3. For reverse flow through the transfer port (outflow) and outflow through 
exhaust port, it is assumed that the gas leaving the transfer port is of the same mixture 
strength as that of the cylinder and therefore, the rate of change of fraction of the 
fresh charge in the cylinder is given by : 
. dm.^ _ ^ , dm^, , dm, , 
( — ) . = -(l-ReO ( — ) - P ( — ^ ) (3.3.8) 
da da da 
where Res is the residuals fraction in the cylinder. 
4. For the case of reverse flow in both the ports, i.e., inflow in exhaust port and 
outflow in transfer port, the rate of change effraction of the fresh charge in the cylinder 
is given by : 
X dm,.^ ^ ^ dm, ^ . dm ^ 
i - ^ \ = - ( l -Res ) ( — ) . P' ( — ) (3.3.9) 
da da da 
and therefore, at any time step n the mass of fresh charge in the cylinder is given 
by : 
^ . . dm,.^  
(m,,)" = (m,.)"-'+ ( ^)"5a (3.3.10) 
da 
- 6 1 -
The instantaneous charge purity x^  (scavenging efficiency tj^ )^ in the cylinder, is given 
b y : 
X, =r^,= (3.3.11) 
The fraction of the residuals, Res, in the cylinder is then. 
Res= (1 - Xf) (3.3.12) 
The flow chart describing the computer program for the scavenging process is given 
in Fig. (3.6) and is called subroutine SCAVENGE. 
3.4 Modelling of Combustion Process 
The combustion process commences once the spark is given towards the end 
of the compression process. After a certain delay period, a spherical flame spreads 
through the unburned mixture until the total unburned mass is consumed. In the present 
work, the model suggested by Benson et al (1975a) is adopted for the initiation of 
combustion. In the above model, the ignition is said to have taken place when a finite 
volume of the burnt mixture exceeds 0.1 % of cylinder volume v .^ After the combustion 
of the small nucleus of fuel/air mixture, it is assumed that the reaction zone may be 
replaced by a thin flame surface separating the burned and the unburned regions in 
the cylinder. Combustion initiation and the initial conditions in the burned and the 
unburned zones are determined as described in Appendix-B. For the fully developed 
flame propagation, the model developed by Tabaczynski et al (1980) with the modifications 
proposed by Chen et al (1992) is employed in the present investigations. This model 
treats the fully developed flame propagation process as a two step mechanism in which 
the rate of combustion is governed by the entrainment of unburned gases by the flame 
due to fluctuations in the flow field, and the subsequent burn-up of these engulfed 
gases. The analysis given below is following Chen et al (1992). 
The rate of mass entrainment in the period from time T, = (n-l)At to T^ = nAt 
is given by 
.dm . n (• 
( — ^ ) = J ( P . A,S^.„)dt (3.4.1) 
dt T, 
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where At is the time step, m^^  is mass engulfed by the flame front, p^ is the density 
of unburned charge ahead of the flame front, A^ is the area of the flame front and 
Sg^  is the engulfment speed. 
The unburned mass entrained in the time period from t , to Xj must be burned 
out at the moment {x^+ t"). Where x" is burning characteristic time, defined as the 
time period during which the laminar flame travel over the characteristic length scale 
X, and is given by 
x" = (X / SJ" (3.4.2) 
At any moment iAt (= x^  where i is any time step) the following amount of fuel mass 
is burned out of the fuel mass entrained in the time period x, to x^  : 
< = ™en" V" (3.4.3) 
where v)/" is a shape function which is a monotonically increasing function and satisfies 
the following conditions : 
H/" = 0 for (Xj - Xj) < 0 (3.4.4.a) 
H/" = 1 for (x. - Xj) > x" (3.4.4.b) 
vt/" = {X. - Xj) / x" for 0 < (Xj - Xj) < x" (3.4.4.c) 
The total burned mass at the moment x^  is equal to the sum of all the burned masses 
which are entrained at different times, so that : 
i i 
m',= I m ; = TmJ^>" (3.4.5a) 
n=l n=l 
The rate of mass burning during the incremental crankangle 5a is given by : 
(3.4.5b) 
6m, m', - m,-
5a 5a 
On the other hand, in Tabaczynski et al (1977) model, the rate of mass burned at 
a given instance is given by Eqn. (2.3.5) rewritten as : 
dm, m.„ - m, 
n en b 
da 6N .T^  
(3.4.5c) 
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where m , T. are the same as in case of Chen model and m. is the mass burned 
at any instant. 
The engulfment speed S^ ^ in Eqn. (3.4.1) is the turbulent flame speed Sy. In order 
to calculate S.^, the flame propagation process is divided into three distinct regimes 
(Chen et al, 1991) in accordance with the inertial scale. A brief description of 
estimation of turbulent flame speed is also available in Section (2.3.1). The inertial 
scale is represented by the parameter r, ^ defined below. The three regimes are described 
below: 
1. When the flame size is less than the inertial scale the turbulence energy can 
not pass on the flame parcel and the flame speed is the laminar flame speed 
given by: 
(S^-/SL) = 1 for (R^/L) < r, L (3.4.6a) 
where 
S, is the laminar flame speed 
R,. is the flame radius 
L is the integral length scale 
r, L is the critical ratio of flame size to integral scale and defined as 
r, , = (1.1472 /Re^^'^) (3.4.6b) 
Re, is Reynolds number based on the integral length scale and defined as: 
Re, = (u L) / V (3.4.6c) 
u is turbulence intensity and v is kinematic viscosity 
2. When the flame size is greater than the inertial scale but less than the integral 
scale, only a part of turbulence energy affects the flame and the turbulent flame 
speed is equal to the laminar flame speed times the ratio of flame size to the 
integral scale as given below : 
S R R 
' = 0.8717 Re,- '^^  — — for r , , < —^ < 1 (3.4.6d) 
-^1, 
When the flame size is greater than the integral scale, the flame speed is 
saturated as there is no kinetic energy transfer beyond the integral scale and 
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the turbulent flame speed is constant and given by : 
c I? 
•^^  = 0.8717 RCL^'" for — ^ > 1 (3.4.6e) 
where S^^ is saturated turbulent flame speed. 
For estimating turbulence parameters such as turbulence length scales and 
turbulence intensity which are required for the estimation of the turbulent flame speed, 
Blizard and Keck (1974), Tabaczynski, et al (1976), Hires et al (1978), Tabaczynski, 
et al (1980), Daneshyar and Hill (1987) and Chen et al (1992) made the following 
assumptions in case of four stroke engines. It is assumed here that these assumption 
are valid also for two stroke engines. 
1. The turbulent flow is isotropic and homogeneous over the combustion period 
near the compression TDC position. 
2. The turbulence intensity is propotional to the mean piston speed at ignition 
time. 
Ui = c, Sp (3.4.11) 
c, = is a constant which depends on the design of intake port and 
combustion chamber. 
S is the mean piston speed and given by 
Sp = 2 X s, X N / 60 m/sec (3.4.12) 
i denotes the time of ignition. 
3. The integral scale at ignition L^  is propotional to the instantaneous chamber 
height hj. so that 
L. = c,h. (3.4.13) 
4. After the start of combustion, the turbulence intensity and integral scale are 
governed by the conservation of angular momentum (rapid distortion theory, 
Wong and Hoult, 1979) 
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u' = u'j ( ) (3.4.14) 
Pui 
L = L. ( ) (3.4.15) 
Pu 
Taylor microscale X, is calculated from the following relationship for isotropic 
turbulence: 
\ / u' L -1/2 
= C3 ( ) (3.4.16) 
where Cj is a constant 
The laminar flame speed is calculated using Metghalchi and Keck (1982) 
relation : 
S L = KA ) ( ) ( l-2.1Res) (3.4.17) 
To Po 
where T^  = 298° K, p„ = 1 atm, a = 2 . 1 8 - 0 . 8 ((j)-!), p =-0.16 + 0.22 ((j)-l) 
^Lo ^ ^m "*" ^ 2 ('i*~'t'm) "^^ ^ 't' ^ equivalence ratio 
For iso-octane (the fuel considered in present study) : 
(J)^  = 1.13, B^ = 26.32 cm/sec, Bj = -84.72 cm/sec 
The flame front area A^ in Eqn. (3.4.1), over which the entrainment takes place is 
obtained from the geometry of the burned gas volume as given in Appendix-B. It 
is assumed here that the flame front progresses as a spherical surface with the centre 
at the spark plug location. The flame radius R^ and flame area A^ are computed from 
the volume of burned gases taking into account the actual combustion chamber 
geometry. The rate of change of flame radius R,. considering spherical flame front 
is obtained as : 
d R f / d a = S^ / (6N) (3.4.18) 
The flow chart describing the above combustion model is given in Fig. (3.7) 
and called subroutine COMBUSTION 
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Cylinder Pressure, Temperature during the Combustion Process 
In order to calculate cylinder pressure and temperatures of the mixture and 
products during the combustion process, it is assumed that the properties in the burned 
and unburned zones are uniformly distributed over the volume and that the two zones 
are seperated by an infinitesimal flame sheet. No heat transfer is assumed to take place 
between the burned and unburned gases, so that. 
Total cylinder volume v^ , is 
Vc - Vp + v^ (3.4.19) 
where subscripts c, P, m refer to cylinder, products and mixture, respectively. 
Total cylinder mass m^ is 
^0= mp + m^ (3.4.20) 
Total internal energy u^ , is 
"c = m^ "m + m,. Up (3.4.21) 
Equation of state 
(i) For unburned mixture 
Pc Vn, = m„ R, T^ (3.4.22) 
(ii) For burned products 
p^ Vp = mp Rp Tp (3.4.23) 
Combining Eqns. (3.4.19) to (3.4.23) and using the first law of thermodynamics, we 
get, 
1. Rate of change of cylinder pressure p 
da Rp da Rp 
/ dm, ^ Cv,„ ^ Cvp ^ ^^  dQ, ^ dQ , 
da Cp,„ Rp Cp„ da da 
. Cv„, Cvp R^ Cvp 
( • ^m " • V , + v^  ) (3.4.24) 
CP. Cp,„ Rp Rp 
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2. Rate of change of mixture temperature T^  
dT V dp 1 do 
) = ( X + X ) (3.4.25) 
da mn,Cp„ da m Cp^  da 
3. Rate of change of products temperature T 
p 
. dT _ Pc j-dVe _ . RpTp _ R . T ^ X d m , ^ 
da nipRp da p^ p^ da 
R V dp R do V dp 
X X + X J (3.4.26) 
Cp„ p, da Cp^p^ da p^ da 
where Cv and Cp are specific heats at constant volume and constant pressure, respectively 
and R is gas constant. Here, dm,/da in Eqn. (3.4.26) is calculated from the combustion 
model (Eqn. 3.4.5a-b) and dv^,/da is given by Eqn. (3.2.39) 
dQj./da in Eqn. (3.4.24) is calculated as 
dQ^da = dQp/da + dQ^/da 
where 
dQp/da = Qp/6N and d Q J d a = Q^/6N 
Heat transfer rates Qp for burned zone and Q^ for unburned zone are (Annand, 1963): 
For burned products 
. Q p x . a^  Kp ( R e ) p ' M p - T J 
( ) = ( '- ) (3.4.27) 
For unburned mixture 
( ) = {- ) (3.4.28) 
F . D^  
where, a and b are constants. For two stroke engines Annad suggested a = 0.76 
and bq = 0.64 
Fj^ ,^Fp are Surface area of cylinder which is exposed to unburned and burned gases, 
respectively and found as described in Appendix-B. 
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(Re)^ and (Re) are Reynolds numbers of mixture and products zones, respectively 
and given by : 
(R^L = ( D, Sp ) / v^ 
(Re)p = ( D^  Sp ) / Vp 
Kj^and K are thermal conductivities of mixture and products zones, respectively and 
are determined as described in Appendix-C : 
Cp^ and Cp are specific heats for mixture and products, and are calculated 
as described in Appendix-C. v^ ^ and v are kinematic viscosities for mixture and 
products and are calculated as described in Appendix-C. 
T , T and p, are calculated at time step n as follows 
m p '^  c *^  
( T J " = (TJ"-' + (dT^/da)" .8a (3.4.29) 
(Tp)" = ( T / - ' + (dTp/da)V6a (3.4.30) 
(Pc)" = ( p / - ' + (dp,/da)" .5a (3.4.31) 
The average cylinder temperature T, is obtained following Beretta and Keck (1983b). 
Tc = ( ^ Tp Rp + x^ T^ R J / R, (3.4.32) 
where R, is average cylinder gas constant and is given by : 
K = x„ R + x^ R (3.4.33) 
x and x^ are fractions of mass burned (products) and mass unburned (mixture), 
respectively 
The average ratio of specific heats is equal 
Yc = ^ Yp + x^ Y^ (3.4.34) 
The integration of Eqns. (3.4.24 - 3.4.26) continues till the volume of the mixture 
becomes zero. 
3.5 Modelling of Compression and Expansion Processes 
The compression process commences when the exhaust port closes and extends 
till the time of spark when combustion starts. The state of the gas in cylinder during 
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compression can be obtained by combining the first law of thermodynamics and the 
equation of state, so that 
/ dp,. r / ^ X /'^^cx J^  dQ 
(-^)= [-(i+ ^)Pc(--^)^-:—-^K (3.5.1) 
da Cv da Cv da 
and 
dT 1 dv, 1 dp, 
-T, ( + ) (3.5.2) 
da V, da p, da 
After piston reaches top dead centre, the expansion process commences and 
the combustion process continues with two zones till the whole fresh charge in the 
cylinder is burned. Thereafter, expansion takes place with a single zone of the products 
of combustion and the rate of change of cylinder pressure and temperature are 
calculated from the above equations, Eqns. (3.5.1) and (3.5.2). 
In the above equations the properties R and Cv of the fresh charge and 
the heat transfer rate dQ/da during compression process and also during 
expansion process are calculated at the respective cylinder temperature and 
pressure. At any time step n the temperature and pressure are calculated as 
follows : 
(T,)" = (T,)"-' + (dT, /da)" . 5a (3.5.3) 
ipf - (p,)"-' + (dp /da)V 5a (3.5.4) 
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Left-running, 
characteristic 
( a ) (b ) 
(c) (d ) 
Fig. (3.2) Characteristics for Unsteady One Dimensional Non-homentropic 
FIoH (Zucrow and Hoffman, 1977) 
(a) Subsonic Flow from Left to Right 
(b) Supersonic Flow from Left to Right 
(c) Subsonic Flow from Right to Left 
(d) Supersonic Flow from Right to Left 
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Full Stream Conditions 
P, P, a, F 
•> u 
Po = Pa 
Throat Conditions 
>Uth 
Pth' Pth' ^th' F th 
<t> = (Fth/F) 
Out Flow 
In Flow 
Fig. (3.3) Notation for Nozzle Boundary Conditions 
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(2) Cylinder conditions-stagnation Exhaust Pipe 
Throat jonditionsQ ^ Q^^ pj^^ 
<- In Flow 
(2) Pipe conditions 
Piston 
I 
>^^<SNX<>S 
(a)' 
c 
3 
o 
u 
w 
o. 
Fig. (3.4) Cylinder Boundary Conditions : Flow from Cylinder to Pipe through a Port 
(a) System of Outflow from Cylinder to Pipe 
(b) Entropy Diagram for Subsonic Outflow 
(c) Entropy Diagram for Sonic Outflow 
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Port 
^ ^ <- Exhaust Pipe 
thMi 
(") (b) 
C 
3 O 
T3 
U 
a. 
t/5 
Entropy s 
(c) 
c denotes cylinder condition 
th denotes throat conditions 
p denontes pipe conditions 
o denotes outside condition 
Fig. (3.5) Cylinder Boundary Conditions : Inflow to a Cylinder through a Port 
(a) System for Inflow from Pipe into Cylinder 
(b) Equivalent System 
(c) Entropy Change across the Port 
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Fig. (3.6) Flow Chart for Scavenging Model Calculations, Subroutine 
SCAVENGE 
/ 
Input a, SC, SO. T^  . P . 8m, . 6m^ . 
No SOaSSO 
Yes 
scavenging 
process 
started 
Yes 
Calculate : / . , Eqn (3 3.2) 
p.Eqn (3 3 1) 
m,. Eqn. (3.3 4) 
m,. Eqn (3.3.7) — ' 
m,. Eqn. (3 3.8) -
m Eqn (3 3 9) 
Calculate : 6m^. 
m^  • 
m, . 
X| . 
Res 
Eqn (3 2 46) 
Eqn (3 2 47) 
Eqn (3 3 10) 
Eqn (3 3 11) 
Eqn (3 3 12) 
Eqn (3 3 3) 
EXIT 
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Fig. (3.7) Flow Chart for Combustion Model Calculations, Subroutine 
COMBUSTION 
(pfTRv) 
Input a, o^, 6a , Pj., T ,^, m .^, / 
Res, RPM, I / 
Compression Process 
Combustion 
Process 
fvjQ started 
Call subroutine INIT to initialize the 
combustion process 
p. T , T , V . m„,Rj 
Calculate, u Eqn. (3.4.11), S^  Eqn. (3.4.12) 
L Eqn (3.4.13) 
1 = 1 + 1 
Calculate : 
dpyda , Eqn (3.5.1) 
dT/da , Eqn. (3.5.2) 
Calculate : 
p^  , Eqn (3.5.4) 
T., Eqn. (3.5.3) 
Calculate : 
L , Eqn. (3.4.15) 
u' , Eqn.(3.4.l4) 
\ , Eqn (3.4.16) 
S, , Eqn (3.4.17) 
_5L. 
EXIT 
Calculate : 
r,j . Eqn. (3 4 6b) 
Re, . Eqn. (3.4.6c) 
S, , Eqn (3.4.6a) _ . 
S, , Eqn (3.4.6d) 
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1 
Refering to Fig (B 4) 
Check position of the flame front 
< ^ ^ ^ ^ , ^ \ ^ 
Nol 
< - X < R < R ^ ^ 
No 1 
< C ^ R < R, < \^^^^ 
No 1 
<C^^ < R, > r^ J ] > 
Nol 
V , Eqn B25 
^ 
"i ' 
Calculate: dfn\„, Eqn (3 4 1) 
6m'')"=dni",.„. 8a/6N 
^ ' 
(m J " = (m „^)"-' + (5m^J" 
Yes 
Yei 
Yes 
Yes^ 
A„ , A , A, , v., , 
V^.Eqn 821 
A„ , A , A, . V„ . 
V . Eqn. 822 
' ^ P ' ^ m • ' ^ r • ^ P • 
V„ , Eqn 823 
A . . A . A,. V„ , 
V^ . Eqn 824 2' 
Yes 
8m = 6m + 8m" 
8m"^ „ = 0 
V" '= 0 
T" = 0 
T". Eqn (3 4 2) 
T" = t" ^ 6 X RPM 
^ , A,ZAO L,,;/ " > ^ 
V 
Yes M'"= 1 
Yes 
^ V" = 8 a / T" 
.-t^ao/;^! r 
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f 
m^, Eqn (3 4.5a) 
(8m^\/da , Eqn. (3.4.5b) 
Calculate : 
Qr-
Q.-
8Q. 
Calculate : 
dR/da 
dp/dn 
dTJda 
dT/da 
Calculate : 
T". 
r 
Pc-
K 
\ . 
^' 
Eqn (3.4.27) 
Eqn.(3.428) 
= Q^  6a/6N 
= Q 6a/6N 
V 
Eqn (34 18) 
Eqn (3 4 24) 
Eqn (3425) 
Eqn (3 4.26) 
• f 
Eqn (3.4 29) 
Eqn (3.4 30) 
Eqn (3.4.31) 
Eqn (3.4.32) 
Eqn (3.433) 
Eqn (3.4 34) 
I 
EXIT 
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4. METHOD OF SOLUTION 
In Chapter 3, the characteristics and compatibility equations corresponding 
to the unsteady one-dimensional flow equations are presented. In the present 
chapter, the numerical procedure for solving these equations is described. The 
characteristic equations, Eqns. (3.1.8 & 3.1.10) and the compatibility equations, 
Eqns. (3.1.9 & 3.1.11) are non linear total differential equations and their 
solution is obtained numerically by applying finite difference technique. Zucrow-
Hoffman algorithm (1977) is employed for the solution and the unit processes 
for determining the flow properties at the interior points and at the boundary 
points are developed. 
4.1 Numerical Solution Procedure 
Eqn. (3.1.8) defines the pathline C^ while the compatibility equation, 
Eqn. (3.1.9) provides a differential relationship between pressure and density 
along the pathline. Eqn. (3.1.10) defines two characteristics (right running C^ 
and left running C ) and Eqn. (3.1.11) specifies one relationship between velocity 
and pressure on each of the two characteristics. To obtain three independent relationships 
between velocity u, pressure p and density p at a point in the flow field, a network 
shown in Fig. (4.1) is devised wherein the two characteristics and the pathline intersect 
at a common point. At the point of intersection the three compatibility equations valid 
along the two characteristics and along the pathline are solved simultaneously for the 
three unknowns p. u and p for an interior point. For flow properties at a boundary 
point, one or more of the three compatibility equations, depending upon the boundary 
conditions, are replaced by the same number of boundary equations. 
In the present study, modified Euler predictor-corrector method using the 
inverse marching procedure is employed for the integration of the characteristic and 
compatibility equations following Zucrow and Hoffman (1977). Fig. (4.2) illustrates 
schematically the finite difference grid in the x-t (position-time) plane for determining 
the fiow properties at an interior point based on the inverse marching method. Points 
5. 6. and 7 denoted by (•) are the solution points at positions x-Ax, x and x+Ax. 
- 8 0 -
respectively along the pipe at time t = t,. Point 4 denoted by (*) is the current solution 
point at position x at time t = t, + At. Points 1, 2 and 3 denoted by © are located 
at the intersection of the characteristics C+ , C_ and pathline C ,^ respectively with 
the previous solution line at time t = t,. Ax and At are the spatial and time steps. 
The location of the current solution point 4 is specified a prior where the two 
characteristics and the pathline have to pass. The flow properties at points 1, 2 and 
3 are obtained by interpolation from the previous solution points such as points 5, 
6 and 7. The Courant-Friedrichs Lewy stability criterion (Courant et al, 1928) must 
be satisfied to ensure that the solution is stable. The criterion requires that the initial 
data points (1,2 and 3) fall between the previous solution points (5,6 and 7) which 
are employed in the interpolation for determining the flow properties at points 1, 2 
and 3. 
4.1.1 Finite Difference Equations 
To obtain the finite difference equations corresponding to the characteristics 
and compatibility equations, Eqns.( 3.1.8-3.1.11), a finite difference grid is constructed 
with the characteristics curves, wherein the portion of a characteristic curve connecting 
two points of the grid is replaced by a straight line as shown in Fig. (4.2). The slope 
of this line is determined using average values between the end points of the pertinent 
segment of the characteristic (e.g., points 1 and 4). According to the Euler method, 
the finite difference equations corresponding to the differential equations, Eqns. (3.1.8 
- 3.1.11) are obtained by replacing the differentials dt, dx, du, dp and dp by the 
differences At, Ax, Au, Ap, and Ap, respectively. The finite difference equations 
corresponding to Eqns. (3.1.8 - 3.1.11) are given in Table (4.1). 
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Table (4.1) Finite Difference Equations for Unsteady One-dimensional Flow 
Differential Equations 
Characteristic Equations 
Pathline Eqn. (3.1.8) 
Right running characteristic 
Eqn. (3.1.10a) 
Left running characteristic 
Eqn. (3.1.10b) 
Compatibility Equations 
Along path line, Eqn. (3.1.9) 
Along right running characteristic, 
Eqn. (3.1.11a) 
Along left running characteristic. 
Eqn. (3.1.11b) 
Finite Difference Equations 
At„ = X Ax„ 
0 0 0 
At^  = X^ Ax^  
At_ = X_ Ax_ 
Ap„-A„ Ap„=B^Ax„ 
Ap, + Q, Au^= S^  At^  
Ap - Q Au = S At 
(4.1.1) 
(4.1.2a) 
(4.1.2b) 
(4.1.3) 
(4.1.4a) 
(4.1.4b) 
Subscripts + and - denote right and left running characteristics, respectively and the 
subscript o denotes the pathline. ^o ' ^± ' ^o > ^o ' Q± ^^^ ^± ^^^ ^^^ coefficients 
of the difference equations and are defined later in this section. 
The finite difference equations, Eqns. (4.1.1 - 4.1.4) are expressed in terms 
of points 3 and 4 along the pathline C^ , (see Fig. 4.2), and in terms of points 1 and 
4 along the right running characteristic C^ and points 2 and 4 along the left running 
characteristic C_. The resulting computational equations based on the average property 
method for determining the coefficients of finite difference equations are presented 
below in Table (4.2). 
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Table (4.2) Computational Equations for Unsteady One Dimensional Flow Using 
Zucrow-Hoffman Algorithm 
Finite Difference Equations Computational Equations 
Pathline Eqn.(4.1.1) At„ = X^ (x^ - X3) 
Compatibility Eqn. (4.1.3) p^ - A^ p^ 
along the path line 
To = B„(X4-X3)+P3-A„P3 
0 0 
0 0 
0 " 0 0 
M>o = (Yo- l)(PoUoSQxo-
SQ.o = 2 S -1 ^ " 
' 0 
Po = -(Po"o'/2) (4f/D„) 
Right running characteristic At^  
Eqn. (4.1.2a) 
Left running characteristic At 
Eqn. (4.1.2b) 
Compatibility equation along right p^ + 
= T„ 
• "oPo) 
^ 6 -
= K (X4 
= K (X4 
Q.U4 = T . 
^5 
- y 
- > 
(4.1 
) 
M) 
2^) 
1.5) 
(4.1.6) 
(4.1.7) 
(4.1.8) 
(4.1.9) 
(4.1.10) 
(4.1.11) 
(4.1.12) 
(4.1.13) 
(4.1.14a) 
(4.1.14b) 
(4.1.15a) 
running characteristic Eqn. (4.1.4a) 
Compatibility equation along left p^ - Q u^  = T (4.1.15b) 
running characteristic Eqn. (4.1.4b) 
T, = S^ At + p, + Q^ u, (4.1.16a) 
T_ = S_At + P2 - Q_ Uj (4.1.16b) 
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K 
K 
Q. 
Q_ 
• s. 
s_ 
s. 
6_ 
P. 
P_ 
M'^  
V_ 
u^ + a^  
1 
1 
u_ - a_ 
= P+ a+ 
= P_ a_ 
= - 8^p^u a^^ Vx^+a^ p^+V|;. 
= -5_p_u_a_ /^x_+a_p_+\|/_ 
= 2/D^ (dD/dx) 
= 2/D_ (dD/dx) 
= -(p^u,V2) (4f/DJ 
= -(P_u_V2) (4f/D_) 
= (y, - l)(p^u,6Q^^-uJ 
= (Y_ - 1) (P_u_8Q,_ - u 
f 
K) 
-P_) 
(4.1.17a) 
(4.1.17b) 
(4.1.18a) 
(4.1.18b) 
(4.1.19a) 
(4.1.19b) 
(4.1.20a) 
(4.1.20b) 
(4.1.21a) 
(4.1.21b) 
(4.1.22a) 
(4.1.22b) 
' 'e-^s 
aQ„ = ^ ( ^ ) u. ( 1 = ^ ^ ) (4...23a) 
2 y^ -1 
SQx- = -r ( =r 
2 y_-1 
.) u_ (^"P ^g) (4.1.23b) 
^7 ^^ 6 
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4.1.2 Integration Method 
The integration of the characteristic and compatibility Eqns. (3.1.8-3.1.11) is 
performed in the following steps : 
1. Determination of the locations of the initial data points 1, 2 and 3 (Fig. 4.2) 
on the previous t-line. 
2. Determination of the coefficients X^, X,^ , A^ ,, B^, S^  and Q^ of the finite difference 
equations (characteristic and compatibility). These coefficients are obtained 
in the following two steps according to the modified Euler predictor-corrector 
method. 
(i) In the predictor step, all the coefficients are calculated at the known 
initial data points; 1, 2 and 3. 
(ii) In the corrector step, the coefficients are calculated based on the average 
values of the flow properties of the initial data points 1, 2 and 3 and 
the solution point 4. 
The detailed integration procedure for various finite difference equations is described 
in the following sections. 
4.1.2a Right Running Characteristic Equations 
Fig. (4.3) shows a finite difference grid in the x-t plane for the right 
running characteristic C .^ The integration of the finite difference form of the 
characteristic and compatibility equations, Eqns. (4.1.2a) and (4.1.4a), respectively 
valid along the right running characteristic is carried out in the following steps: 
1. The location of the solution point 4 denoted by (x,t,+At) is prespecified 
as X4 = x^(x, t,). 
2. The initial location of point 1 is taken to be as the location of point 
5(x-Ax.t,) and therefore, the properties at point 1 are assumed equal 
to those at point 5. 
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The Predictor Step 
3. The initial estimation of the slope of the right running characteristic 
C^ is determined by Eqn. (4.1.17a) given in Table (4.2). 
1 
u+ + a^  
" . 
^1 
4. X, is found from Eqn. (4.1.14a), At = A,^  (x^ - x,). The time step At 
is taken the same for the pathline C^^ and for the two characteristics C^ 
and C in the present case of inverse marching algorithm (Zucrow and 
Hoffman 1977), so that. 
At = At„ = At^  = At_ 
5. The properties at point 1 are determined by linear interpolation between 
points 5 and 6. The expressions for u, and a, are given as : 
) ( ^1 - ^e) 
) ( '^i - \ ) 
6. The modified value of A,^  is recalculated from Eqn. (4.1.17a) using the 
properties at point 1, u,and a,. Steps 4 and 5 above are repeated to obtain 
improved values of x, until specified convergence limit is achieved. 
7. The coefficients of the compatibility equation, Eqn. (4.1.15a) valid 
along the right running characteristic Q^, T^ and S^ . are calculated for 
Euler predictor step using Eqns. (4.1.16a), (4.1.18a), (4.1.19a), (4.1.20a), 
(4.1.21a), (4.1.22a) and (4.1.23a). 
For the Euler predictor step values of u^, p^, p^, y ,^ a ,^ R^, D^, 
x^ are given by the following equations : 
u+ = u, , P+ = P, 
P+ = Pi ' Y+ = Yi 
r. ^/rA l ' ' ^ P = R a. = [(y. P j / p _ ] " ' , R. = R, 
D^ = D, , x^ = x, 
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8. Eqn. (4.1.15a) is solved simultaneously along with another equation 
either a boundary equation or a characteristic equation to obtain the 
predicted values of the flow properties at point 4 (p^ , u^). 
The Corrector Step 
9. To obtain corrected values of p^ and u^ obtained by the above Euler 
predictor method, steps 3-8 above are repeated for the Euler corrector 
step employing average values for the flow properties given by the 
following equations : 
u+ = (u, + U4V2 , P+ = (P, + p4)/2 
P. = (p, + P4V2 , y, = (y, + y4)/2 
a, - [(y, P j / p j " ' , R. = (R, + R4)/2 
D, = (D, + D4)/2 , x^ = (X, + x,)/2 
During the iteration in steps 4, 5 and 6 above the values of p^ and u^ 
remain fixed at the values obtained at the predictor step. The coefficients 
of the compatibility equations (4.1.15a), Q^ , T^ and S^ are recalculated 
at the corrector step using Eqns. (4.1.16a), (4.1.18a), (4.1.19a), (4.1.20a), 
(4.1.21a), (4.1.22a) and (4.1.23a). 
10. Equation (4.1.15a) is solved simultaneously along with another equation, 
either a boundary equation or a characteristic equation to obtain the 
corrected values of the flow properties p^ and u^ . 
11. To improve the accuracy of the solution values, p^ and u^, the corrector 
steps 9 «& 10 are repeated substituting the corrected values of p^ and 
U4 obtained in the first pass in the corrector step (step 10) instead of 
substituting the predicted values of p^ and u^ obtained by the predictor 
step (step 7). 
The flow chart for computer programming of steps 1-11 above, is 
presented in Fig. (4.4) and is called subroutine CHARR. In the computer 
programs the number of applications of the modified Euler corrector step is 
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governed by a control parameter called ICOR. Before starting the calculations, 
ICOR is assigned a value of 1,2 or 3. Another control variable Iter is a counter 
representing the number of iterations after the first pass in the corrector step. 
4.1.2b Left Running Characteristic Equations 
Fig. (4.5) shows a finite difference grid in the x-t plane for the left 
running characteristic C_. The integration of the finite difference form of the 
characteristic and compatibility equations, Eqns. (4.1.2b) and (4.1.4b), valid 
along the right running characteristic is carried out in the following steps. 
1. The location of the solution point 4 (x,t,+At) is prespecified as x^  = 
X6(x, t , ) . 
2. The initial location of point 2 is taken at point7(x+Ax,t,) and therefore 
the properties at point 2 are assumed equal to those at point 7. 
Predictor Step 
3. The initial estimation of the slope of the left running characteristic C 
is determined by Eqn. (4.1.17b) from Table (4.2). 
1 
u - a 
4. Xj is obtained from Eqn. (4.1.14b), At = X.^  (x^ - x^) 
5. Properties at point 2 are determined by linear interpolation between 
points 6 and 7. The expressions for u^ ^nd aj are given as : 
^2 = "6 + {— -) ( 2^ - \ ) 
X 7 - X 6 
2^ = a, ^ ( '~ O ( 2^ - X J 
^^ 7 ^6 
6. Modified valueof X. is recalculated from Eqn. (4.1.17b) using properties 
at point 2. Uj and a^. Steps 4 and 5 above are repeated to obtain improved 
values of x^  until specified convergence limit is achieved. 
7. The coefficients of the compatibility Eqn. (4.1.15b) valid along the left 
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running characteristic, Q_, T and S_ are calculated for Euler predictor 
step using Eqns. (4.1.16b), (4.1.18b), (4.1.19b), (4.1.20b), (4.1.21b), 
(4.1.22b) and (4.1.23b). For the Euler predictor step values of u , p , 
p , y , a , R_, D_, x_ are given by the following equations : 
U_ = Uj 
P_ = P2 
a_ = [(Y_ P_)/p_]''' , 
D = D, 
P- = P2 
Y- = 1i 
R_ = Rj 
X = X , 
8. Eqn. (4.1.15b) is solved simultaneously along with another equation, 
either a boundary equation or a characteristic equation, to obtain the 
predicted values of the flow properties at point 4, p^ and u^ 
Corrector Step 
9. To obtain corrected values of p^ and u^, steps 3-8 above are repeated 
for the Euler corrector employing the average values for the flow 
properties given by the following equations : 
u_ = (Uj + U4)/2 . p_ = (p2 + p4) /2 
P_ = (P2 + P4)/2 . Y_ = (Y2 + Y4)/2 
a_= [(Y_P_)/P_]"' . R_= (R2 + R4)/2 
D_ = (Dj + 0^)72 , x_ - (X2 + x^)ll 
During the iteration in steps 4, 5 and 6, the values of p^ and u^ remain 
fixed at the values determined by the predictor step. The coefficients 
of the compatibility equation, Eqn. (4.1.15b), Q_, T and S are recalculated 
for the corrector step using Eqns. (4.1.16b), (4.1.18b), (4.1.19b), (4.1.20b), 
(4.1.21b), (4.1.22b) and (4.1.23b). 
10. Eqn. (4.1.15b) is solved simultaneously along with another equation, 
either a boundary equation or a characteristic equation, to obtain the 
corrected values of the flow properties p^ and u^ . 
11. To improve accuracy of the solution values, P4 and u^ , the corrector 
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steps 9 & 10 are repeated using the corrected values of p^ and u^  obtained 
in the first pass in the corrector (step 10) instead of using the predicted 
values of p^ and u^  obtained in the Euler predictor step (step 7). 
The flow chart for computer programming of the above steps is 
shown in Fig. (4.6) and is called subroutine CHARL. 
4.1.2c Pathline Equations 
Fig. (4.7) shows a finite difference grid in the x-t plane for the path 
line C . The integration of the finite difference form of the characteristic and 
compatibility equations, Eqn. (4.1.1) and Eqn. (4.1.3) in Table (4.1), valid 
along the pathline is carried out in the following steps. 
1. The location of point 4 (x,, t,+At) is prespecified as x^ = x^  (x,,t,) 
2. Initially point 3 is assumed to coincide with point 6 and therefore the 
properties at point 3 are those at point 6. 
Predictor Step 
3. The slope of the pathline is determined from Eqn. (4.1.8) 
1 
?t , = 
" o 
4. X3 is found from pathline Eqn. (4.1.5) 
5. Properties at point 3 are determined by linear interpolation. If the 
direction of flow is from left to right 'positive flow', values at point 
3 are obtained by interpolation of values at point 5 and 6 as shown in 
Fig. (4.7a). If the direction of flow is from right to left 'reverse flow', 
values at point 3 are obtained using points 6 and 7 as shown in Fig. 
(4.7b). 
For X3 < x^ 
"3 "6 + {— -) ( 3^ - X J 
^ 5 - ^ 6 
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For Xj > Xg 
"3 "6 + (— r - ) ( ''a - '^ e) 
X 7 - ^^ 6 
6. The modified values of X^ is recalculated from Eqn. (4.1.8) using the 
properties at point 3 estimated in step 5. Steps 4 and 5 are repeated 
to obtain improved values of x^ until specified convergence tolerance 
is achieved. 
7. The coefficients for the compatibility equation (4.1.6) valid along pathline, 
Tjj, B^ and A^ , are calculated for Euler predictor step using Eqns. (4.1.7), 
(4.1.9), (4.1.10), (4.1.11), (4.1.12), (4.1.13). For the Euler predictor 
^o' Po' Po' Yo' ^o' ^0' ^o' ^^^ 8*^^" ''y t^^ following expressions. 
" o = " 3 
Po = P3 
ao = [(Yo P o ) / P j " ^ ' 
D „ = D , 
Po = 
Yo = 
Ro = 
P3 
Y3 
R3 
8. Eqn. (4.1.6) is solved simultaneously along with either a boundary 
equation or another characteristic equation to obtain predicted values 
of the flow properties at point 4, p^ and p^. 
The Corrector Step 
9. To obtain corrected values of p^ and p^ , steps 3-8 above are repeated 
employing Euler corrector step using the values of u^ ,, p^ ,^ p^ ,^ y ,^ a^ ,^ R^, 
D^, as given by the following expressions. 
"o = ("3 + "4)/2 , Po = (P3 + p,n 
Po = (P3 + P4)/2 , Yo = (Y3 + Y4)/2 
ao = [(Yo PoVPol"'' K- (R3 + R4)/2 
D„ = (D3 + D,)/2 
During the iteration in steps 4, 5 and 6, p^ and p^ remain fixed at values 
determined by the predictor procedure. 
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10. To improve the accuracy of the solution, the corrector step 9 is repeated 
substituting the corrected values of p^ and p^, obtained in the first pass 
in the corrector (step 9) instead of using values of p^ and p^ obtained 
by the predictor (step 7). 
The flow chart for computer programming of the above algorithm 
is shown in Fig. (4.8a) for positive flow (subroutine PATHR) and in 
Fig. (4.8b) for reverse flow (subroutine PATHL). 
4.2 Unit Processes 
Three equations are required in order to determine the flow properties 
p, u and p at any point in the flow field. These equations are either the three 
compatibility equations in case of internal points of the flow field or combinations 
of compatibility and boundary equations in case of points on boundaries. The 
valid equations at any point are solved simultaneously to form computational 
equations for determining the three unknowns p, u and p. The complete 
numerical procedure to obtain the flow properties at any point is called a unit 
process. In the present work, various unit processes have been developed for 
flow analysis and are given in the following sections. 
4.2.1 Unit Process for an Interior Point 
Fig. (4.2), described earlier, also illustrates the finite difference grid 
for the unit process of an interior point (point 4). At point 4, three characteristics 
are originating from inside the flow field and the compatibility equations valid 
along these characteristics are : 
Along right running characteristic 
P4 + Q. "4 = T. (4.2.1) 
Along left running characteristic 
P4 - Q- u, = T_ (4.2.2) 
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Along path line 
P 4 - A 0 P 4 = T„ (4.2.3) 
The above equations are solved simultaneously for three flow properties 
P4 , U4 and p^ so that 
U4 - (T, - T_) / (Q, + Q J (4.2.4) 
P4 = (T, - Q,u,) (4.2.5) 
P4 = (P4 - To)/A„ (4.2.6) 
and 84 = [Y4P4/P4] ' (4.2.7) 
The computational procedure of the unit process for an interior point 
consists of the following steps : 
1. Coefficients Q^ and T^ of the compatibility equation valid along the right 
running characteristic Eqn. (4.2.1) are determined for the predictor step 
as described in Section (4.1.2a) and the coefficients Q and T of Eqn. 
(4.2.2) valid along the left running characteristic are determined as 
described in Section (4.12b). The coefficients A^ and T^^ of the path 
line Eqn. (4.1.3) are determined for the predictor step as described in 
Section (4.1.2c). 
2. Predicted values of u^, p^ and p^ are obtained from Eqns. (4.2.4), (4.2.5) 
and (4.2.6), respectively and a^  is obtained from Eqn. (4.2.7). 
3. Coefficients Q^ ,T^ » Q_ > T , A^ and T^ are determined again for the 
corrector step as described in Section (4.1.2) and corrected values of 
U4 , P4 and P4 are obtained from Eqns. (4.2.4), (4.2.5) and (4.2.6) 
respectively and corrected value of a^  is obtained from Eqn. (4.2.7). 
The flow chart describing the calculation procedure of the unit process 
for an interior point is presented in Fig. (4.9) and forms subroutine INTER 
of the computer program. 
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4.2.2 Unit Process for a Closed End 
The finite difference grid for the unit process of a closed end at the 
left hand side of the flow field is illustrated in Fig. (4.10). Two characteristics 
pass at the solution point 4, the left running characteristic C_ and the pathline 
C which is located along the closed boundary as shown in the figure. The 
two compatibility equations valid are : 
Along left running characteristic 
P4 - Q_ u, = T_ (4.2.8) 
Along the path line 
P 4 - A „ P 4 = T„ (4.2.9) 
The third equation required to solve for the three unknowns p^, u^ and 
p^ is supplied by the boundary condition for a closed end, see Section (3.2.1), 
and is given below : 
u^ = 0 (4.2.10) 
Eqns. (4.2.8), (4.2.9) and (4.2.10) are solved simultaneously for p^ and p^ to 
give 
P4= T_ (4.2.11) 
P4 = ( P 4 - T J / A „ (4.2.12) 
a4 - [Y4P4/P4]'''' (4.2.13) 
For the predictor step, the coefficients Q_ and T_ of the compatibility 
Eqn. (4.2.8) of the left running characteristic are determined as described in 
Section (4.1.2b) and the coefficients A^^ and T^ of the pathline compatibility 
equation are obtained as described in Section (4.1.2c), 
The coefficients T , A^ and T^ are determined again for the corrector 
step as described in Section (4.1.2) and corrected values of p^ and p . are 
obtained, a^  is obtained from Eqn. (4.2.13) 
The flow chart describing the programming procedure for the unit process 
of a closed end located on the left hand side of the pipe is shown in Fig. (4.11) 
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and the related computer program is called subroutine CLOSL. If the closed 
end is at the right hand side of the pipe, Eqn. (4.2.8) is replaced by the 
compatibility equation of the right running characteristics therefore : 
p^ = T^ for U4 = 0 
And the program describing this unit process is called subroutine CLOSR. 
This boundary also represents cylinder boundary conditions when the ports 
are closed. 
4.2.3 Unit Process for an Open End 
As described in Section (3.2.2), there are two cases to be considered, 
namely subsonic outflow and subsonic inflow. 
(i) Subsonic Outflow 
Fig. (4.12a) illustrates the finite difference grid for the unit process of 
an open end with subsonic outflow at the right hand side of the internal flow 
field. Two characteristic curves originate from inside the flow passage, the 
pathline C^ and the right running characteristic C^ . These characteristics 
provide two compatibility equations, and the third equation is supplied by the 
boundary equation for subsonic outflow in an open end, given by Eqn. (3.2.2) 
P4 = Po (4.2.14) 
The two known compatibility equations are. 
Along right running characteristic 
P4 + Q. U4 = T, (4.2.15) 
Along Pathline 
P 4 - A „ p , = T„ (4.2.16) 
Eqns. (4.2.14), (4.2.15) and (4.2.16) are solved simultaneously for u^ and p^ 
to give : 
U4 = ( T . - P 4 ) / Q . (4.2.17) 
P4 = (P4-T„)/A„ (4.2.18) 
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The speed of sound a^  is calculated as 
a4 = [Y4P4/P4]'''' (4-2.19) 
The coefficients Q^ and T^ of the right running characteristics and A^, 
T of the pathline are determined for both predictor and corrector steps as 
described in Section (4.1.2) and the set of equations, Eqns. (4.2.17), (4.2.18) 
and (4.2.19) are solved once to obtain predicted values of p^ , u^ and p^ and 
once to obtain corrected values of p^, u^ and p^ as described in Section (4.1.2). 
The flow chart for the subsonic outflow in an open end is described in 
Fig. (4.13) and the related program is called subroutine OPENR. If the open 
end is at the left side of the pipe, the compatibility equation of the right running 
characteristic, Eqn. (4.2.15) is replaced by that of the left running characteristic: 
P4 - Q- U4 = T_ 
The program for this case is called subroutine OPENL. 
(ii) Subsonic Inflow 
Fig. (4.12b) illustrates the finite difference grid for the unit process of 
subsonic inflow at an open end. In this case, single characteristic C^ reaches 
point 4 from inside the flow passage and therefore two boundary conditions 
must be specified from the external flow field. Eqn. (3.2.3) is the boundary 
equation which relates the two flow properties p^ and u^  at the solution point 
4 to the stagnation external conditions and is rewritten as : 
( ^ r ' " • . i l ^ ( ^ ) ' = 1 (4.2.20) 
P„ 2 a„ 
^ o 0 
where, p^ , and a^  are known stagnation external conditions. 
The compatibility equation along the known characteristic C^ is : 
P4 + Q. U4 = T, (4.2.21) 
Using Eqns. (4.2.20) and (4.2.21) and defining X^  = p /^p,,. we have : 
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(vi)/y4 
F(X,) = (X,) + (YrO/2x(l/a„^)x((T^-X^p^)/q^)^-l=0 ^ m 
is solved by Newton-Raphson method for X^ and the derivative 
dFCX^ydX^ denoted by ¥'(X.4) is given by the following expression: 
F'CX )^ = (Y4-l)/Y4^1/X4<'^' - (Y4-l)'<(Po/V)^(T.-X4P,)/Q,^ (4.2.23) 
Once X^ is obtained, the flow properties are obtained as below : 
P4 = X, X p^ (4.2.24) 
U4 = (T. - P4) / Q. (4.2.25) 
= i^V' (4.2.26) 
and ^4 
P4 \ (74-0/274 
Po 
/ P4 \VY4-'^'^/4 M-7 07^ 
3" " o^ I / (4.2.27) 
The coefficients of the compatibility equations Q^, T^ of the right running 
characteristics are determined, once for the predictor step to obtain predicted values 
of P4, U4, P4 and once or more for the corrector step to obtain the corrected values 
as described in Section (4.1.2). The flow chart for the unit process of inflow in an 
open end is given in Fig. (4.14) and the respective computer program is called 
subroutine INFLR. 
For subsonic inflow in an open end at the left side of a pipe. Eqn. (4.2.21) 
is replaced by the compatibility equation of the left running characteristic : 
P4 - Q- "4 = 'T-
4.2.4 Unit Process for Partially Open End (Nozzle) 
There are three cases to be considered as described in Section (3.2.3). 
(i) Subsonic Outflow 
(ii) Sonic Outflow 
(iii) Subsonic Inflow 
The analysis is carried out here for a nozzle placed at the right end of the pipe. 
The unit process used for fully open end as illustrated in Fig. (4.12) is employed as 
well for a partially open end. 
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(i) Subsonic Outflow 
Following the open end case as shown in Fig. (4.12a), the compatibility 
equations for the partially open end are also written as : 
Along the right running characteristic 
P4 + Q. "4 = T, (4.2.28) 
Along the pathline 
P 4 - A 0 P 4 = T„ (4.2.29) 
The boundary equations for subsonic outflow in a nozzle, Eqn. (3.2.8) is 
rewritten here for conditions at solution point 4, as : 
(Y4-l)/Y4 
{•^y = —i^ 5^  (4.2.30) 
[(^) 4r - •] 
Po <P 
The isentropic relationship is : 
( ) = ( ) (4.2.31) 
^o Po 
The speed of sound is given by : 
/ y4P4\ '/2 
= (r^ (4.2.32) 
P4 
^4 
Using Eqns. (4.2.29), (4.2.31) and (4.2.32), we get 
/ y4P4 \ \ '/^  / P4 \ (1-Y4V2Y4 
P4-T0 Po 
Using Eqn. (4.2.28), (4.2.33) and Eqn. (4.2.30) and rearranging gives : 
Q+ Po Y4-1 (P4-T0) 
-98-
(_P^) ( i -y . ) /y . [ (^ ) ( . - . ) / . _^ - | ^ ^^ • ^^^^^^ 
Po Po 
Eqn. (4.2.34) is solved by Newton Raphson method for p^. The derivative 
dFCp^ydp^ , F'(P4) is given below : 
p. ,p.)= ^ . J- [I^f ( ^ ) -""- - ^ [ i ^ ] X 
Y4 Po Q+ Po Q+ Q+ 
[{-^Y' - f ] . 2f .A,T, (-II-) ( - 1 - ) (-il-) <'-""'« 
Po Y4 -1 (P4-T0) Po 
X [ ( ^ ) " - - > ' ^ . . , ] . 2^ .A„ ( - ^ ) - 2 f .A„ ( ^ ) 
Po P4 - ^ P4-T0 
X (_P4_) ('-y.)/y. [ ( _ P 4 _ ) ( r H ) / y . _ , ] ^42.35) 
Po Po 
after obtaining p^ , u^ and p^ are calculated fijom Eqns. (4.2.28) and (4.2.29), 
respectively 
(ii) Sonic Outflow 
When the flow in the throat is choked there is sonic flow and the Mach number 
M,,^  at the throat is equal to 1 
M,h = ( - ^ ) = 1 (4.2.36a) 
where 
/ P4 \'/y4 
V — — ) • U4 
u,h = r (4.2.36b) 
and a , = ( ^ P ^ L ) ' ' ^ ^ (4.2.36c) 
Pth 
for sonic conditions 
P4 
Pth -
/ Y4 +1 \ V(V4 -1) 
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( Pth '^^ ^4 
'.h = V — — ) • P4 
Referring back to Fig. (3.3), the solution point 4 represents full stream conditions. 
As for subsonic outflow, the right running characteristics and the path line pass at 
solution point 4 and their compatibility equations are given by Eqns. (4.2.28) and 
(4.2.29). The boundary equations for sonic flow given by Eqns. (3.2.10) and (3.2.13) 
are rewritten as 
U4 / p,h \ il^+hni, 
— = «t> ( ^ ^ (4.2.37) 
84 P4 " 
o r U4 = (]) C a^ 
„hereC= (_Eli) <" '^"" 
P4 cr 
and ^^  = [J^-^-{J±-y'-'"'^] {^Y"^ (4.2.38) 
Y4-I Y4-I P.h " P.h '^ '• 
using Eqn. (4.2.29) and Eqn. (4.2.32) gives : 
/ Y4 P 4- A 
a, = - \ / (4.2.39) 
Combining Eqns. (4.2.37), (4.2.40) and Eqn. (4.2.28) gives 
F(P,) = [ - ^ i ^ ] % . C - [ ^ V ^ ] = 0 (4.2.40, 
(P4 - To) Q. 
Eqn. (4.2.41) is solved by Newton Raphson method for p^ and its derivative 
with respect to p^ F'(P4) is given by 
F(P4) = —^ —2 • L - Zr—\ ^ - C ^ - P T (4.2.42) 
(P4 - T J (p, - T„) Q, 
/ Pih X (V1)2Y, 
where, C = (^  ) is constant for a particular area ratio ^ and is found 
P4 cr 
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from Eqn. (4.2.38) by Newton Raphson method. After p^ is calculated u^ and p^ 
a^  are determined from Eqns. (4.2.28), (4.2.29) and (4.2.39) respectively. 
The coefficients Q^ , T^ and A^^ , T^ are calculated for the predictor step as 
described in Section (4.2.1) and the predicted values of p^ , u^ and p^ are obtained. 
Again the coefficients are calculated from the corrector step and the corrected values 
of P4 , U4 and P4 are obtained. 
The Flow chart for solving nozzle boundary is described in Fig. (4.15) and 
the corresponding computer program is called subroutine NOZZLE. The flow chart 
for the unit process of a partially open end is given in Fig. (4.16) and the related 
computer program is called subroutine NOZZR. 
For a nozzle placed at the left hand end of the pipe, the same unit process is 
used with the left running characterisitic originating from the internal flow instead 
of the right running characterisitic, therefore, Eqn. (4.2.28) is replaced by 
P4 - Q_ U4 = T_ 
and the rest of the procedure is the same. The computer program for this case is called 
subroutine NOZZL (the computer flow chart is not given). 
(iii) Subsonic Inflow 
As discussed in Section (3.2.3), the boundary conditions for subsonic 
inflow in fully open end is same for subsonic inflow in a partially opened 
end. Therefore the unit process for subsonic Inflow in an open end described 
in Section (4.2.3) is used here for subsonic inflow in a partially open end. 
4.2.5 Unit Process for Cylinder Boundary 
As described in Section (3.2.4), The important cases to be considered are, 
(i) Sonic outflow through port throat 
(ii) Subsonic outflow through port throat 
(iii) Inflow from pipe into the cylinder 
The unit process for sonic and subsonic outflow in the port throat is illustrated 
in Fig. (4.17) where the cylinder boundary is situated at the left hand end of the pipe. 
Only one characteristic originates form inside the flow, the left running chaTacteristic, 
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and its compatibility equation is given by 
P4 - Q- U4 = T_ 
(i) Sonic Outflow 
(4.2.43) 
In this case, the other two conditions are obtained from the boundary Eqn. 
(3.2.23) for sonic outflow from cylinder into pipe. This equation expressed in terms 
of the solution point 4 is rewritten as : 
Po 
= . ( -
2 
(Y4+') 
\ 2(Y4-1) 
Y4+' 
, - ( ^ - ' 
^ 2 
r"^ 
- ) ( -
' ^ 
"4 \ 2 ^ 
^ 0 
• 
(4.2.44) 
Eqn. (4.2.44) relates p^ to cylinder stagnation conditions p^ and a^  
Using Eqn. (4.2.43) and Eqn. (4.2.44), we get. 
F(u,) = v|; ( - ) 
(Y4+I) 
2(74-1) 
Y4+I 
. - ( ^ ) ( ^ ) 
( ^ ) ( -
T_ + Q_ u, 
Po (4-2.45) 
Eqn. (4.2.45) can be solved by Newton Raphson method to obtain u^. The derivative 
dFu^ / du^, FXuJ is given by. 
(Y4+I) 
2(Y4-1) / Y4-I P.(u,) = -2. (-1^) ^"-" (ifi-) . (^) -
( 
Y4+I 
T_ + Q_ u, 
P o S o 
Q_u ) - ( " *) = 0.0 (4.2.46) 
P a 
ro o (ii) Subsonic Outflow 
The effective area for sonic threshold is given by Eqn. (3.2.22) as 
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( ^ ) 
' > - ( ^ ) ( ^ ) ' 
(4.2.47) 
When the effective area at the given crank angle is greater than that calculated by 
Eqn. (4.2.47), the flow is subsonic in the port throat and Eqn. (3.2.19) for subsonic 
outflow is solved. Eqn. (3.2.19) is rewritten in terms of conditions at the solution 
point 4 as : 
^(±.)'%.1±± J!ll][i_(£i)^^^-'>'^ ^] '/^  = (I^y^-^^'^^ ( ^ ) (4.2.48) 
T4-I 2 aj" p„ p„ a„ 
substituting from Eqn. (4.2.43) for p^ into Eqn. (4.2.48), we get. 
F(U4) = \\i 
2 . ' / 2 - \ / J- T_ + Q_U4 -,(Y,-i)/Y. f^ ^Y4- l - . u. . 2 
Y4-I Po 
p. . . |j_(^4_)(^>j^| 
( — ) L J = 0 _ ^ 4 
a. 
(4.2.49) 
Po 
which is solved by Newton Raphson method for u .^ The derivative of equation (4.2.49) 
with respect to u ,^ F^u^) is given by 
^V.-i 
(^ 4=1) 
F(u,)= M; ( -) \ l [ J {-2{—) (-—-)} 
Y4-I Po 
Y4-I 2 a„ 
— ( J i i . ) ( — ) ( T_ + Q_ u, . Y, 
Po Po 
V l - ( T_ + Q_ u, 
Po 
Y4-I/Y4 
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r T _ + Q _ u , - . \ . 1 X _ /U4 X / Y4-K / Q - \ [• T_+Q_ u, -.y, 
Po ^ ^o Y4 Po Po 
(4.2.50) 
P4 is obtained from Eqn. (4.2.43) and a^  is obtained from the energy equation as 
= V a/ - ( ^ ) u/ (4.2.51) 
^4 
and 
P4 = 2" (4.2.52) 
^4 
The flow chart describing the solution of cylinder boundary conditions represented 
by Eqns. (4.2.43 - 4.2.52) is given in Fig. (4.18) and the related computer program 
is called subroutine CYLINDER. 
The calculation procedure for the unit process of cylinder boundary consists 
of the following steps : 
1. Coefficients Q , T of the compatibility Eqn. (4.2.43) are determined for the 
Euler predictor as described in Section (4.1.2b) for the left running characteristics. 
Subroutine CYLINDER is called to determine the predicted values of p^ , 
U4 and P4 
2. The coefficient Q , T are calculated for the Euler corrector as described in 
Section (4.1.2c) and subroutine CYLINDER is called to determine the corrected 
values of p^ , U4, p^ and a^ . 
The flow chart for the computational steps of the unit process of cylinder 
boundary situated on the left side of the pipe is presented in Fig. (4.19) and the 
corresponding computer program is called CBOUNDL. 
For a cylinder boundary situated at the right hand side of the pipe, the same 
unit process for outflow is used but with the compatibility Eqn. (4.2.43) for left running 
characteristic is replaced by the compatibility equation for the right running characteristic, 
P4 + Q. "4 = T. 
and the corresponding computer program for this case is called CBOUNDR and the 
flow chart is not given here. 
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(iii) Subsonic Inflow 
For the case of inflow from pipe into cylinder, the unit process used for outflow 
in a partially open end (nozzle) described in Section (4.2.4) is used here also for a 
cylinder boundary situated at the left hand side of the pipe. 
4.2.6 Unit Process for a Joint of Two Pipes 
At the junction of two pipes, the known characteristics depend on the direction 
of flow. Fig. (4.20) illustrates the finite difference grid arrangement for flow from 
pipe 1 to pipe 2. At the junction of pipe 1 and pipe 2, represented by thick line, we 
have to determine u^, p^ and p^ for pipe 1 and u ,^, p^, and p^, for pipe 2. Six equations 
are therefore needed. For flow from pipe 1 to pipe 2, the pathline and the right running 
characteristic originate in pipe 1. The two compatibility equations valid along these 
characteristics are : 
Along right running characteristic 
P4 + Q. "4 = T, (4.2.53) 
Along pathline 
P 4 - A 0 P 4 = T„ (4.2.54) 
For pipe 2, only the left running characteristic originates from inside the flow, its 
compatibility equation is given by : 
p,, - Q_ U4, = T_ (4.2.55) 
From boundary conditions at the joint of two pipes as described in Section (3.2.5) 
P4' = P4 (4.2.56) 
U4, = u, (4.2.57) 
P4' = P4 (4.2.58) 
Using Eqns. (4.2.56), (4.2.57) and (4.2.55) we have 
P4 - Q- U4 = T_ (4.2.59) 
Eqns. (4.2.53), (4.2.54) and (4.2.59) are solved simultaneously for u^, p_, and 
Pj. so that 
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U4 = (T, - T_) / (Q, + Q J (4.2.60) 
P4 = ( T , - Q , u , ) (4.2.61) 
P4 = (P4-To)/Ao (4.2.62) 
a4 = [Y4P4/P4]'''' (4-2.63) 
The computational procedure of the unit process for a joint of two pipes is 
based on the following steps. 
1. Determination of the coefficients of the compatibility equations Q^, T^, Q , 
T , Ap and T^ , as given in Section (4.1.2) and calculation of u^ , p^ and p^ from 
Eqns. (4.2.60) to (4.2.62) using Euler predictor procedure. Predicted value of 
a^  is calculated from Eqn. (4.2.63). 
2. The coefficients of the compatibility equations are determined again according 
to the Euler corrector and corrected values of u^, p^ , p^ and a^  are obtained. 
The flow chart for the unit process for flow in a joint boundary is given in 
Fig. (4.21) and the related computer program is called subroutine JOIN. For the case 
of reverse flow (flow from pipe 2 to pipe 1) subroutine PATHR is replaced by 
subroutine PATHL when determining the coefficients of the compatibility equation 
of the pathline. 
4.2.7 Unit Process for Carburettor Boundary 
Fig. (4.22a) illustrates the finite difference grid for forward flow in carburettor, 
and Fig. (4.22b) illustrates the finite difference grid for reverse flow. For the case 
of forward flow, it can be seen that, upstream the carburettor, the right running 
characteristic and pathline originate from inside the flow and their compatibility 
equations are: 
Along right running characteristic. 
P4 + Q. U4 = T, (4.2.64) 
Along pathline 
P4 - A, P4 = T„ (4.2.65) 
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In the downstream end of the carburettor, a left running characteristic originates from 
inside the flow and its compatibility equation is given by 
P4 , -Q_u , , = T_ (4.2.66) 
The boundary conditions for a carburettor are given by Eqns. (3.2.63) and (3.2.64) 
and are rewritten here for the boundary points 4 and 4' 
^''' = 1 - k M^^  (4.2.67) 
P4 
and 
+ M,, 2 
Y4-I / F4 \2 M, 
+ M, 
r.-> ' 
where, 
" 4 . . . " 4 ' 
M^ = and M ,^ 
34 a^ , 
2 '>'4P4 
Combining the isentropic relation a ^ - with Eqn. (4.2.65) we get 
34 as 
. Y4 P4 \ 
a, = \ (4.2.69) 4 (P4 - \ ) 
It is required to express M .^ in terms of M^ in Eqn. (4.2.68). 
Combining Eqns. (4.2.66) and (4.2.67), we get 
P4 (1 - k M\) - T_ 
U4, = (4.2.70) 
From isentropic relationship 
= ( ) (4.2.71) 
^4 / P4 ^(r4-l)/2Y, 
a. 
'4 
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Using Eqn. (4.2.67) and (4.2.71), and (4.2.69), we have 
av = a J l - k M ' J (4.2.72) 
and 
/ Y4P4A0 , 2 ,(Y4-1)/2Y, 
• - A / ( 1 - k M ^ ) (4.2.73) 
> ( P 4 - T 0 ) 
Therefore, 
uv [ P 4 ( l - k M \ ) - T _ ] 
Mv = ( ) = (4.2.74) 
a/ 
V (p. - TJ 
In Eqn. (4.2.74), the downstream Mach number M '^ is expressed in terms of the 
upstream Mach number M^ where, 
T+ - P. 
M, = ' (4.2.75) 
n - . ^4 P4 Ao ,4 (P4 - To) 
substituting for M ,^ and M^ from Eqns. (4.2.74) and (4.2.75), respectively into the 
carburettor boundary Eqns. (4.2.68) we get an equation which is function only of M^ 
as follows. 
1 2 „ _ -2 
.(•-Y4)^Y4 
¥{M,) =5 _ 2 _ +[P4 (l-kM%)-TJ^ X a,-^ ( l - k M ^ 1 >^  
Y4-I 
[p, (l-kM^,)-T_]' X a,-' (l-kM%) ' - M / X F ( _ 2 _ + M / ) 
(4.2.76) 
The above equation is expressed in terms of p^ after substituting for M^ from 
Eqn. (4.2.75) to get F(p^) and then is solved by Newton Raphson technique for p^. 
Once p^ is known the other upstream flow conditions at point 4, u^ , p^ and a^  are 
obtained using Eqns. (4.2.64), (4.2.65) and (4.2.69), respectively. The downstream 
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flow conditions at point 4', p^' , u '^ and a^ ' are given by Eqns. (4.2.67), (4.2.70) and 
(4.2.72), respectively and p^' is given by : 
Y4P4' 
^ 4 
(4.2.77) 
Eqns. (4.2.64) to (4.2.7?) represent the set of equations for the flow properties 
upstream and downstream of the carburettor. The flow chart describing the unit process 
used for solving carburettor boundary is shown in Fig. (4.23) and the related computer 
program is called subroutine CARB. 
The computational procedure of the unit process of carburettor boundary 
consists of the following steps : 
1. Coefficients Q^ and T^ in Eqn. (4.2.64) and A^,, T^ , in Eqn. (4.2.65) and Q , 
T in Eqn. (4.2.66) are determined for the predictor step as described in Section 
(4.1.2) and subroutine CARB is called to determine the predicted values of 
the flow properties P4 , u^  , p^ , p^', u '^ , p^'. 
2. The coefficients in step 1 are recalculated for the corrector step as described 
in Section (4.1.2) and the corrected values of P4 , u^  , P4 , P4', U4', p '^ are 
determined. 
For reverse flow in carburettor, similar procedure is followed with exchanging 
the notation (P4 , U4 , P4 ) and (P4', U4', P4'). 
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Fig. (4.1) Grid Structure in Time-distance Field for Ii^ verse Marching Method 
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— Specified solution point 
(x.t,+At) (x+Ax,t,+At) 
¥ 
t = t, + At 
left-running 
characteristic C 
4> 
E 
t = t, 
Previous t-line 
(x+Ax 
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1,2,3 - Interpolated points on C^, C_ and CQ at time t, 
4 - current solution point at time t, + At 
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straight line segments 
Distance along the pipe 
Fig. (4.2) Finite Difference Grid for the Unit Process of an interior point based 
on inverse marching method 
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Fig. (4.4) Flow Chart for the Unit Process of Right Running Charac-
teristic, Subroutine CHARR 
Refcrriag to Fig. (43) 
Input X,, D,. V„ p,, p„ T„ R„ X„ D„ V,. p,. p,. y„ R, 
P4. V,, u,, p,, Y4, R,, At, Iter, dD/dx 
Set V^ = (V.+ V , ) / 2 
P. = (p. + P,) / 2 
R. = (R, + R.) / 2 
^ 
Calculate : 
u, = V./F 
. p. = (P.+ P4)/2 
. Y, = (Y, + Y4) / 2 
' 
. X.= l/(u,+a,) 
, X, = X4 - At/X, 
< 0.0001 
Calculate : 
V. 
P. 
P. 
Y, 
R. 
a. = 
D, 
= V 
= P,. 
= P. 
= Y,, 
= R, 
 a„ 
= D 
L 
+ (V, 
+ (P> 
+ (P, 
+ (Y,-
+ (R, 
+ (a, -
^ I S ~ '^l 
1 
- v„) (X 
- P„) (X, 
- p„) (X, -
- Y„) (X, • 
- R„) (X 
\) (X, -
+ dD/dX (X, -
ZJ 
- x„) / (X, 
- X,,) / (X, 
- x„) / (X, -
- x„) / (X, • 
- x„) / (X, 
x„) / (X, -
X,.) 
- x „ ) 
-x„ ) 
x„) 
-x„) 
- x „ ) 
X.) 
Calculate : 
F = n/4 D. 
' • u . 
P. 
8Q, 
% 
S. 
Q. 
T. 
= V / F 
—> 
-* 
-* 
-» 
-» 
—> 
Eqn 
Eqn 
Eqn 
Eqn 
(4 1 21a) 
(4.1 
(4.1 
(4 1 
Eqn. (4.1 
Eqn (4 1 
23a) 
.22a) 
I9a| 
18a) 
.16a) 
E X I T 
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Fig. (4.5) Finite Difference Grid for the Unit Process of Left Running 
Characteristic 
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Fig. (4.6) Flow Chart for the Unit Process of Left Running 
Characteristic, Subroutine CHARL 
Referring to Fig. (4.S) 
Input X,. D,, V,. p,, p,. Y,. R,. X„. D,, V,,, p,, p,,, Y,„ R,, 
p.. V,, u,, p,, Y4. R4, At, ICOR. dD/dx 
Set P4 = P . 
P. = P. 
R, = R 
Yes 
y, = y. 
•y "* 
Set V = (V + V,) / 2 . p. = (p. + P4) / 2 
P. = (P. + P,) ' - . Y- = (Y. + Yj) / 2 
R = (R + R J ' 2 
,^ f
Calculate : 
F = 7t/4 D = , l = l/(u_-a.) 
u = V /F . X, = X, - At/X 
a." = (Y' .P. /P_)" ' 
<0.0001 
>00001 
I 
Calculate : 
V. = V,. + (\'. - V„) (X. - X,.) / (X, - X„) 
p. = P„ + (P- - P„) (X. - X„) / (X, - \ ) 
p. = p„ + (p. - p,) (X. - X,.) / (X, - X„) 
Y. = Y„ + (Y- - Y„) (X. - X„) / (X, - X„) 
R. = R, + (R. - R„) (X, - X„) / (X, - X,) 
a_ = a,, + (a. - a j (X, - X,,) / (X, - X,,) 
D. = D,+ dDdX (X, - X,) 
Calculate 
F = 71 4 D ' . u 
P. 
6Q, 
V. 
s 
Q 
T 
= \ 
- • 
—> 
—> 
—• 
—> 
—> 
• F 
Eqn 
Eqn 
Eqn 
Eqn 
Eqn 
Eqn 
(4 1 
(4.1 
(4 1 
(4 1 
(4.1 
(4 1 
21b) 
23b) 
22b) 
19b) 
I8b) 
16b) 
E X I T 
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(b) Reverse Flow 
Fig. (4.7) Finite Difference Grid for the Unit Process of Pathline 
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Fig. (4.8a) Flow Chart for the Unit Process of Pathline (Positive Flow), 
Subroutine PATHR. 
Referring to Fig. (4.7a) 
Input X,, D,, V,. p,, p,, Y,. R,. X„, D,., V,,, p,,, p„, y,, R„, 
P)- P.- '^4- "4- '>'4. R,. At, Iter, dD/dx 
Set V, = (V„ + V,) / 2 
p„ = (p„ + p j / : 
R, = (R, + R,) / : 
' 
Calculate : 
F = 71/4 D,,' 
u„ = v y p " 
a, = (Y„P,/P„)'" 
• P„ = (P„ + P4) / 2 
. Y„ = (Y., + Y.) / 2 
' 
, \ = l/u„ 
x", = x / ' - At/>.„ 
< 0 0001 
> 0 0001 
Calculate : 
V„ = V,, + (V, - V,.) (X, - X„) / (X, - X,,) 
P„ = P,, + (P, - P„> (X, - X,.) / (X, - X„) 
P„ = P„ + (P, - P„) (X, - X„) / (X, - X„) 
a„ = a„ + (a, - a„) (X, - X„) / (X, - X,.) 
Y„ = Y„ + (Y, - YJ (X, - X,,) / {X, - X„) 
R„ = R, + (R, - R,) (X, - X,,) / (X, - X,) 
1), = D, + dD/dX (X, - X,,) 
X. X. 
Calculate : 
F = 71/4 D;' , u, = V, / F . y^  = Y 
A , - • Eqn (4 1 9) 
P,, -» Eqn (4 1 13) 
V„ -» Eqn (4 1 1 1) 
60^„-> Eqn (4 1 12) 
B, -» Eqn (4 I (0) 
T - • Eqn (4 17) 
R, = R 
E X I T 
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Fig. (4.8b) Flow Chart for the Unit Process of Pathline (Reverse Flow), 
Subroutine PATHL. 
Referring to Fig. (4.7b) 
Input X „ D„ V,, p„ p,, Y„ R,, X,„ D,,, V,,, p,,, p,,, y,,, R,, 
P4. P.- ^4- "f y*' R«- '^'' "^'•- dD'dx 
Set 
D. =_D„ 
p., = p,, 
r„ = r„ 
D„ = D„ 
V„ = V„ 
P„ = P. 
R = R, 
Set 
^ Yes 
. P4 = P„ . V. = V„ 
P4 = P„ r. = r„ 
R = R 
4 » 
^ Me "» 
Set V , = (V„ + V,) / 2 , 
P„ = (P,. + P4) / 2 
R„ = (R„ + R,) / 2 
^ ' 
Calculate : 
F = it/4 D/ , 
",. = vyp " , 
K = (YnPyp,,)'" 
p,. 
x", 
= (P„ + P4) / 2 
= (Y„ + Y4) / 2 
= l/u„ 
= x / - Al/X„ 
< 0 0001 
> 0.0001 
Calculate : 
V„ = V„ + (V, - V„) (X, - X„) / (X , - X„) 
P„ = P„ + (P, - P„) (X, - X„) / (X, - X„) 
p„ = p„ + (p, - p„) (X, - X,,) / (X, - X,,) 
a„ = a„ + (a, - a„) (X, - X„) / (X, - X , ) 
Y„ = y,. + (y, - y,) (X, - x„) / (x , - x„) 
R, = R,, + (R, - R,) (X, - X,) / (X, - X„) 
D, = D,, + dD/dX (X, - X,,) 
rs: X,s 
Calculate : 
F = 71/4 D • 
A 
B„ 
T' 
= V„ / F . Y4 = Y,. 
-> Eqn (4 19) 
- • E q n ( 4 I 13) 
- • E q n ( 4 1 1 1 ) 
„-> Eqn (4 I 12) 
-^ Eqn (4 1 10) 
- • Eqn (4 I 7) 
E X I T 
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Fig. (4.9) Flow Chart for the Unit Process of an Interior Point, 
Subroutine INTER ^—^ 
Referring to Fig. (4.2) 
Input X,. D,. V,. p,. p,. Y,, R,, X,,, D„, V„. p„, p,,, y,. R,, 
X,, D,, Vj, pj, p,, Yj, R,, At. Iter, dD/dx 
Set Iter = 0 
X. = X„ 
p. = p. 
R. = R, 
1. = Y, 
Xjs X , 
p. = p, 
P-=P7 
D. = D, 
R. = R, 
Y_ = Y, 
X,s ~ X 
v„ = v„ 
p„ = p,. 
p„ = p. 
D„ = D„ 
R„ = R,, 
Y„ = Y„ 
No 
Set 
V, = (V, + V, ) /2 
P. = (P. + P, V 2 
R. = (R. + Rj )/ 2 
p. = (P. + P4 V 2 
Y, = (Y, + Y, V 2 
Calculate : 
F = 7t/4 D.= 
u. = V / F 
X^= l / ( u . + a j 
X, = X . - At/X. 
No 
V . = V,, + (V,-V,,) ( X - X J / (X,-X,,) 
P. = P„ + (P,-P„) (X , -X„ ) / (X , -X„ ) 
P. = P„ + (P,-P..nX,-X,.) / ( X , - X J 
a, = a, + (a,-a„) (X,-X,,) / (X , -X„ ) 
•'.. = y„ + (Y.-Y„) ( X , - X J / (X<-X„) 
R, = R, + (R,-R„) (X , -X , ) / (X,-X,,) 
D. = D^ + dD/dX (X, - X,) 
V . = V„ + ( V , - V „ ) ( X - X „ ) / ( X , - X „ ) 
P. = P„ + (P,-P,.) (X,-X,.) / (X , -X„ ) 
p. = P„ + (P , -P , . ) (X-X , . ) / (X , -X , . ) 
a. = a„ + (a,-a,,) ( X - X „ ) / (X , -X„ ) 
Y. = Y„ + (Y,-Y„) (X , -X„ ) ' (X , -X , ) 
R. = R„ + (R,-R,,) (X , -X„ ) / (X , -X „ ) 
D. = D, + dD/dX (X, - X,) 
Calculate : 
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F = 7t/4 D. ' , u, = V. / F , 
P, -» Eqn (4.1.21a) 
8Q. Eqn 
Eqn 
Eqn 
Eqn 
Eqn 
(4,1.23a) 
(4.1.22a) 
(4.1.19a) 
(4.1.18a) 
(4.1.16a) 
J 
Locate point 2 and repeat 
the same above procedure to determine 
Q and T_ 
Locate point 3 and repeat 
the same above procedure to determine 
A, and T, , Y, , R, 
T 
", = (T, - T_) / (Q, + 
p, = (T. - O.u, ) 
P. = 
y, = > 
34 = 
p. - T„ ) / A„ 
, . R, = R, 
y.pjp,)'' 
' ^  
Iter = Iter 
Q_) 
+ 1 
Eqn. (4 2.4) 
Eqn. (4.2.5) 
Eqn. (4.2,6) 
No 
- 1 2 0 -
1) 
E 
1 
I 
. I 
I 
i 
I 
Solution point 
Ax 
\ 
\ 
\ 
\ <— Left-running 
\ characteristic C 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
-Pathline C, 
-Closed End 
\ 
\ 
\ 
\ 
\ 
- ^ 
t = t, + At 
t = t. 
Distance along the pipe 
Fig. (4.10) Finite Difference Grid for the Unit Process of a Closed End 
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Fig. (4.11) Flow Chart for the Unit Process of a Closed End, 
Subroutine CLOSL 
Rtftrring to Fig. (4.10) 
Input X,, D,, V„. p„, p„, Y„. K 
X,. D,, V,, p,. p„ r,. R„ 
P4. V,. u,, p,. 
At. ICOR, dD/dx 
^ ' 
Iter = 0 
" 
V 
Call subroutine CHARL to determine Q_ and T_ 
Call 
^ ' 
subroutine PATHL to determine 
A„ , T, , y, . and R, 
^ ' 
Calculate : 
u, = 0 Eqn (4.2 10) 
p, = T. Eqn.(4.2.in 
P. = (P rT , VA„ Eqn.(4 2.12) 
a, = <{y, P,)lp, Eqn (4.2.13) 
\ ' 
Iter = Iter + 1 
^ L No 
Yes 
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u 
E 
Ax 
At 
I 
(x-Ax,t,) 
Right-running ' / 
characteristic C^  _> / I 
/ ! 
Pathline C^ —/.—> / 
-^ © • 
— Specified solution point 
4 
\ Outside conditions, p^ , a^ , 
\ 
C_ 
j_K Flow 
^*^ Direction 
Open end 
(x,t,) 
Distance along the pipe 
(a) Outflow in an Open End (or Nozzle) 
E 
^ 
A 
^ 
/ 
t 
5 
A«c 
^ V 
* / 
Right-running '^  
characteristic C^  _^ . 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
(x,Ax)» ^ 
.— Specified solution point 
r 
w Outside conditions, P„ , a„ 
\ -
Co 
>t_ Flow 
^"^ Direction 
Open end 
{x,t,) 
> 
Distance along the pipe 
(b) Inflow in an Open End (or Nozzle) 
Fig. (4.12) Finite Difference Grid for the Unit Process of an Open End or Nozzle 
Boundary. 
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Fig. (4.13) Flow Chart for the Unit Process of Outflow in an Open 
End, Subroutine OPENR 
Referring to Fig. (4.12a) 
Input X,, D,, V,, pj, p,, Y,, R,, 
K D., V„ p„ p„ T„ R„ 
P*. V,, u„ p,. 
At, ICOR, dD/dx 
I 
Iter = 0 
Call subroutine CHARR to determine Q, and T. 
Call subroutine PATHR to determine 
A, , T„ , Y, , and R, 
Calculate : 
P4 = P„ 
u, =(T.-p,)/Q, 
P. = (P4-T„ )/A„ 
a, = V(Y, P4)/P. 
Eqn.(4.2.14) 
Eqn.(4.2.I7) 
Eqn (4.2.18) 
Eqn.(4 2.l9) 
No 
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Fig. (4.14) Flow Chart for the Unit Process of Subsonic Inflow in an 
open end, Subroutine INFLR 
(pfTRv) 
Referring to Fig. (4.12b) 
Input X,, D,. V,, pj, p,, y,, R,, 
X.. D„ V„ p,„ p„. r„ R„ 
p,, V,, u,, p,, 
p„, a.. At, ICOR 
Iter = 0 
HI 
T4 = T* 
R, = R. 
Call subroutine CHARR to determine Q. and T^ 
Set 
P4 = P6 \ = PA 
Calculate : F(X,), Eqn. (4.2.22) 
F(X,),Eqn. (4.2.23) 
(X4)„„=(X,)„-{F(X,)/F'(X.)). 
AX. = (X,)„„ - (X,)„ 
> I0-' 
(X.)„=(X,)„., 
X. = (X.)„., 
P4 = X,. P„ 
Calculate: u, Eqn. (4.2.25) 
p, Eqn. (4.2.26) 
a, Eqn. (4.2.27) 
Iter = Iter + 1 
No 
EXIT 
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Fig. (4.15) Plow Chart for Nozzle Boundary Conditions, Subroutine NOZZLE 
(mrm^ 
Input 
set 
P4 = P« 
s 
Calculate, F(p<), Eqn. (4.2.34) 
Calculate, F(p^), Eqn. (4.2 35) 
i 
(P4)„*l =(P4)„-(F(P4mP4)) 
Subsonic 
Flow 
Ap = (P4)„., - (P4)„ 
>io-' 
- H (P4)n =(P4)n.. 
<.\o-' 
P4 = (P4V1 
> f 
Calculate M ^ , Eqns. (4 2.36a-c) 
1.0 > 
^ 1.0 
Calculate (p^P4)j,, Eqn. (4.2.38) by Newton Raphson method 
Subsonic 
Flow 
Calculate, F(p^), Eqn (4.2.40) 
r(p,), Eqn. (4.2.41) 
Sonic 
Flow 
> Ap = (p,)„,, - (p^)„ _ 
Calculate : u^. Eqn. (4 2 28) 
P4. Eqn (4 2.29) 
a .^ Eqn (4.2 39) 
EXIT 
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Fig. (4.16) Flow Chart for the Unit Process of a Partially Open End, 
Subroutine NOZZR 
(ENTR )^ 
Referring to Fig. (4.12) 
Input At, ICOR, •, p„, a„. dD/dx 
X„. D„. V,„p„.'p„,'y,, R,.. 
X,, D,. V,. p,, p,. Y,. R,. 
P4. "4- P4-
Iter = 0 
V 
Call subroutine CHARR to determine 
0 . and T. 
Call subroutine PATHR to determine 
A„ . T„ . Y, . R, 
Call subroutine NOZZLE to determine the flow 
properties at point 4. p^ . Uj , p, . a^  
Iter = Iter + 1 
No 
lter>ICOR 
Yes 
EXIT 
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Cylinder stagnation 
conditions p^ , a^ , 
distance along the pipe 
(a) Outflow from Cylinder to Pipe 
u 
E 
Solution point 
Ax 
Cylinder stagnation 
conditions p^ , a^ 
/ \ \ Left -running \ ^ <— characteristic C_ 
\< ^ Pathiine C„ 
\ 
\ 
\ 
\ 
\ 
At Flow 
Direction 
Distance along the pipe 
(b) Inflow from Cylinder to Pipe 
Fig. (4.17) Finite Difference Grid for the Unit Process of Cylinder Boundary 
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Fig. (4.18) Flow Chart for Cylinder Boundary Conditions, Subroutine CYLINDER 
Input 
set 
Calculate, F(uJ, Eqn. (4.2.45) 
Calculate, F^u^), Eqn. (4.2.46) 
i 
I 
Sonic 
Flow 
Calculate. F(u^). Eqn. (4.2 49) 
F(u,). Eqn (4.2.50) 
Subsonic 
Flow 
^^ = ("4)„-i - ("4)„ 
Calculate: p .^ Eqn (4.2 43) 
a^ . Eqn. (4 2.51) 
p,. Eqn (4.2 52) 
EXIT 
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Fig. (4.19) Flow Chart for the Unit Process of Cylinder Boundary, Subroutine 
CBOUNDL 
(EIVTRY) 
Referring to Fig. (4.17) 
Input At, ICOR, \v, p,,\. (dD/dx) 
K D„, u„ V„ p,., p,, Y„, R„, 
X,, D„ u,, V,, p,, p„ Y,, R,, 
V4. P4. " . . P, 
" 4 
P4 
P4 
^ 4 
y. 
R. 
-
= 
= 
= 
= 
= 
"„ 
P,. 
P,. 
a, 
Y„ 
R, 
EXIT 
Call subroutine CHARL to determine the 
coefTicients T and Q_ 
No Flow 
<0 
Inflow 
> 0 
Outflow 
Call subroutine PATHR 
to determine 
A„ . T„ , Y4 . R4 
Call subroutine cylinder 
to determine 
P4 . " , . P4 . ^4 
Iter = Iter + 1 
EXIT 
Call subroutine 
PATHL to 
determine 
A„ , T , , 
i • R4 
Set 
P„ = Pc 
Call subroutine "NOZZLE" 
to determine 
P4 • "4 . P4 - ="4 
Iter = Iter + I 
No 
EXIT 
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Solution point 
t = t| + At 
E 
At V flow 
direction 
t = t, 
(x-Ax,t,) (x , t , ) (x+Ax,t,) 
distance along the pipe 
Fig. (4.20) Finite Difference Grid for the Unit Process of a Joint of Two Pipes 
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Fig. (4.21) Flow Chart for the Unit Process of a joint of Two Pipes, Subroutine 
JOIN 
Referriag to Fig. (4.20) 
Input At. ICOR. (dD/dx),, (dD/dx), 
X„ D,, V,, p,. p,, Y„ R,. 
X„- D,„ V„ p„ p„ y„ R„ 
X„ D„ V„ p„ p„ Y„ R„ 
P,' V,, "., P, 
Iter = 0 
Call subroutine CHARR to determine 
T^ and Q. 
Call subroutine CHARL to determine 
T. and Q. 
Calculate : 
u, = (T. - T. )/(Q, + Q. ). Eqn. (4.2.60) 
P4 = T. + Q, u, , Eqn. (4.2.61) 
0 
^ 
No Flow 
u, = 0 
R, = R„ 
^ ^ - ^ 
•' 11. ^ 
< 0 
' 
> 0 
^^^ Direct Flow 
f 
Call subroutine PATHL to 
determine 
1 -^ 
^ ' 
Call subroutine 
PATHR to 
determine 
A„ • 'r„ , 
y, • R". 
' 
P4 = (P.-T„ VA„ , Eqn. (4.2.62) 
a, = (^Y, P4VP4 • Eqn (4 2.63) 
^ ' 
Iter = her + 1 
No 
E 
At 
- 1 3 2 -
Ax 
Upstream 
Right-running 
characteristic C^  —^ 
/ / 
/ / 
Solution points 
Ax 
Downstream 
Pathiine C, 
/ 
if 
/ 
/ 
/ 
^ 
»<— left-running 
. characteristic C_ 
\ 
J 
K flow 
direction 
E 
At 
Ax 
Distance along the pipe 
(a) Forward Flow 
Solution points 
Ax 
Downstream 
Right-running 
characteristic C 
Upstream 
-4-
w 
. ^ len-runnmg 
\ characteristic C 
\ \ \ 
- ^ Pathiine CQ 
\ 
\ 
\ 
2 V 
13 flow 
direction 
Distance along the pipe 
(b) Reverse Flow 
Fig. (4.22) Finite Difference Grid for the Unit Process of a Carburettor Boundary 
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Fig. (4.23) FlowChartfor the Unit Process of a Carburettor Boundary, 
Subroutine CARB 
(KNTRY) 
Yes 
i 
Rrfcrring to Fig. (4.22) 
Input X,. D,. V,. u,. p „ p „ Y,. R,. 
X„. D,,. V,, u,, p,, p„, y,, R,,, 
X,. D,. V,. u,. p,. p,, y,, R,. 
X,. D,, V,. u,. p,. p,, y,. R,. 
V , , u,. p,. p,. y,. R,. 
V^ . u, . p, . p, , y,.. R, 
At, ICOR. (dD/dx). K „ . K^ 
• 
Srt 
a, = 
f 
"4 = " „ 
P. = P,, 
P4 = P,. 
R^  = R,, 
Y4 = Y,. 
^(Y4 P j V P j 
^ ^ - . ^ No 
0 r> 
r 
Call subroutine CHARR to determine the 
coefficients T^  and Q. 
'f 
Call subroutine CHARL to determine the 
coefficients T and Q 
0 > 
Reverse Flow 
> 0 
Forward 
Flow 
Call subroutine 
PATHL to determine 
A„ . T , . y, . R, 
•f 
Call subroutine 
PATHR 10 determme 
A„ . T„ . y, . R, 
StI initial estimate 
of pressure at 
points 4 and 4' as 
P4 = P^ • P4 = P„ 
Set initial estimate 
of pressure at 
points 4 and 4' as 
P4 = P., • P, = P-
F, = ^ D.--
f-4 = i - U -
^ = -T 
^ " - • -
K = 
Sohc Fqn (4 2 7(->) b\ Newton Raphson 
\toliK>d lor p. 
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Calcnlate : 
P4 
M. 
P. 
" 4 
P. 
a. 
Eqn (4 2 64) 
Eqn(4 2 69) 
Eqn(4 2 65) 
Eqn (4 2 75) 
Eqn (4 2 67) 
Eqn (4 2 70) 
Eqn.(4 2 77) 
Eqn (4 2 72) 
< 0 
>0 
Set 
P4 = P4 
Cakalate : 
u. Eqn (4.2.64) 
P4 
P4 
". 
P4 
a. 
Eqn (4 
Eqn (4 
Eqn (4 
Eqn (4 
Eqn (4 
Eqn (4 
Eqn (4 
iir 
2.69) 
2.65) 
2.75) 
267) 
270) 
277) 
272) 
Iter = Iter + 1 
No 
Exrr 
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5. RESULTS AND DISCUSSION 
Introduction 
The results of the numerical calculations, carried out for the validation 
of Zucrow-Hoffman algorithm as well as for the simulation of a small two-
stroke crankcase scavenged spark ignition engine, are presented and discussed 
in this chapter. 
The numerical studies are performed in two stages. In the first stage, 
wave action predictions for simple flow systems selected from literature were 
carried out using the numerical procedure based on Zucrow-Hoffman algorithm. 
The results are validated against experimental data, whenever available, or 
against known theoretical results. For the second stage of the study, a complete 
simulation is carried out of various physical processes which govern the 
operation of a small two stroke crankcase scavenged spark ignition engine. 
Zucrow-Hoffman algorithm is used for wave action calculations in engine 
piping system and zero-dimensional models are adopted from literature for 
simulating in-cylinder processes. The results of the simulation are compared 
with the measured pressure at various locations in engine system for the 
complete cycle. Also, engine performance characteristics are predicted and 
validated against the experimental data. 
The results of the calculations for the first part of the study are reported 
in Section (5.1). The flow systems considered in this part are: shock wave 
in a straight pipe with a closed end; wave action in a straight pipe fitted with 
a nozzle; wave action in a straight pipe with a diffuser and discharge from 
cylinder into a straight pipe. For the second part of the study, the results of 
calculations are reported in Section (5.2). This section includes wave action 
results for engine with straight exhaust pipe and wave action results for engine 
with expansion chamber. Predictions of scavenging model as well as predictions 
of combustion model are presented in Section (5.3) and Section (5.4), respectively. 
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Furthermore, comparative studies of the predictions of Zucrow-Hoffman 
algorithm for wave action in flow systems along with the results of Benson 
algorithm (1964) and Modified algorithm (1986) were carried out for the 
various problems investigated in the above two parts. 
5.1 Performance Tests of the Numerical Procedure 
In order to assess the accuracy of wave action predictions for Zucrow-
Hoffman algorithm (1977), the numerical algorithms used previously were 
developed in the present work. As mentioned earlier, these algorithms are 
Benson classical algorithm (1964) and the Modified algorithm (1986). The 
following numerical tests are carried out for some unsteady flow problems 
encountered in engine simulation and solved earlier using Benson algorithm, 
see for example Benson (1982). 
5.1.1 Shock Wave in Straight Pipe with a Closed End 
Shock wave propagation can not be computed using isantropic relations. 
However, for a finite pressure ratio less than 1.8, there is little difference 
between particle velocities in a shock and in a finite pressure wave, and the 
isentropic relations may be used (Benson et al (1964). Benson et al (1964) 
examined the validity of this assumption for a straight pipe of length L=3ft 
closed at one end. The pressure in the pipe was initially atmospheric, and 
a constant pressure pulse of amplitude = 1.68 atm was applied at the open 
end of the pipe. The pressure pulse propagated to the closed end where it 
reflected with increased amplitude and returned to the inlet end. On arriving 
at the inlet end, the pressure pulse ceased and an expansion wave is propagated 
back into the pipe with subsequent reflection at the closed end. Benson et 
al (1964) predicted the pressure diagrams at mid pipe and at the closed end 
using the numerical non-mesh method. The non-mesh method is considered 
the most accurate since the solution follows the actual path of the characteristics 
with no need for interpolation. 
The above problem is solved in the present work to examine the performance 
of the aforementioned three algorithms compared with the non-mesh method 
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of solution. The results of the homentropic calculations are shown in Fig. 
(5.1) to Fig. (5.4) as pressure versus the non-dimensional time Z = a^ j^-t/L, 
where a^^ i^s the reference speed of sound which corresponds to the atmospheric 
temperature T^ ^^  = 288 K and t is time in seconds. Fig. (5.1a) shows the 
comparison of the pressure at mid pipe section calculated using non-mesh 
method (solid line) by Benson et al (1964) and using Zucrow-Hoffman algorithm 
(1977) (broken lines). Point A in Fig. (5.1a) represents the time of arrival 
of the shock wave at the mid pipe section, point B the time of arrival of the 
shock at mid pipe after reflecting from the closed end and point C represents 
the time when the shock started decaying at mid pipe section. The sensitivity 
of the solution using Zucrow-Hoffman algorithm to the number of corrections 
(i.e., ICOR) in the corrector step of the modified Euler predictor-corrector 
method of integration has been examined. It is observed that with no corrections 
(ICOR = 0), the calculated pressure overshoots to 3.148 atm on arrival of 
the discontinuity at mid pipe section and consequently the calculations fail 
(Fig. (5.1a)). With corrections, for example ICOR = 1-4, there is no overshooting 
as can be seen in the same figure. Fig. (5.1b) shows an enlarged view of the 
discontinuity at the time of its arrival at mid pipe section (point A). It is 
observed in Fig. (5.1b) that for ICOR = 1, there is a small instability which 
causes the pressure to rise to 1.707 atm instead of the correct value 1.68 atm. 
Increasing the number of corrections (ICOR) in the corrector step beyond one 
eliminates the instability. Further, a spread of the discontinuity over more 
number of meshes is observed with the increase in the number of corrections. 
Fig. (5.1c) shows also an enlarged view of the discontinuity at time of arrival 
at mid pipe (point B) after its reflection from the closed end. It is observed 
in Fig. (5.1c) that as the number of corrections increases, the spread as well 
as the amplitude of the reflected discontinuity at point B also increase. Table 
(5.1) shows the spread of the shock at the time of arrival at mid pipe (point 
A) and also the spread of the reflected shock at time of arrival to mid pipe 
(point B). It is observed that as ICOR increases the spread increases over 
more number of meshes. Further, the reflected shock at closed end is spread 
over more meshes by the time it reaches the mid point of the pipe (point B). 
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Fig. (5.2a) presents the results using Zucrow-Hoffman algorithm for predicting 
the pressure-time diagram at the closed end of the pipe as compared with the 
non-mesh method of solution represented by solid line. Point D represents 
the time of reflection of shock at the closed end and point E represents the 
time of decay of the wave at the closed end due to arrival of the expansion 
wave. Fig. (5.2b) shows an enlarged view of the discontinuity at the time of 
reflection at the closed end (point D). Similar behaviour as observed earlier 
at mid pipe is observed here also, that is, the increase of the spread of 
discontinuity with increasing ICOR. It may be concluded that, employing 
the corrector of the modified Euler predictor-corrector algorithm (ICOR), 
results into deterioration of the solution in terms of amplitude as well as 
sharpness of the profile for shock wave propagation. 
The effect of mesh size on the calculat ions using Zucrow-Hoffman 
algori thm as compared to the non-mesh method is presented in Figs. 
(5.3a-d). Fig. (5.3a) shows the predicted pressure time diagrams at mid point 
of the pipe using 10, 20, 40 and 60 meshes. It is observed that refining the 
mesh size, increases the steepness of the discontinuity and reduces its spread 
at points A, B and C. Further, it is also observed that with refining the mesh 
size, the arrival time of the discontinuity is closer to that predicted by the 
non-mesh method as can be seen in the enlarged view of point A shown in 
Fig. (5.3b). Fig. (5.3b) also shows a slight instability at point A which 
dampens by increasing the number of meshes from 10 to 40 and it vanishes 
completely when the number of meshes is increased to 60. The spreading of 
the discontinuity with coarse mesh size is also observed for the reflected shock 
at the closed end as shown in Fig. (5.3c) and the enlarged view in Fig. (5.3d). 
From Figs. (5.3a-c) it may be seen that Zucrow-Hoffman algorithm overpredicts 
the amplitude of the reflected wave at mid pipe and also at the closed end 
in comparison with results of the non-mesh method. 
Fig. (5.4a) and Fig. (5.4b) present comparison of the predicted pressure-
time diagrams at mid pipe and at the closed end, respectively using the three 
algorithms along with the non-mesh solution (solid line). Fig. (5.4c) is an 
enlarged view of pressure profile at mid pipe (point A) and Fig. (5.4d) is 
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an enlarged view of pressure profile at the closed end (point D). Fig. (5.4a) 
shows that Zucrow-Hoffman algorithm predicts correct arrival time of the 
shock at mid pipe. This can be seen more clearly in the enlarged view of Fig. 
(5.4c). Fig. (5.4a) also shows correct arrival time of the reflected shock at 
point B and delayed wave decay at point C. It is also observed in Fig. (5.4b) 
that Zucrow-Hoffman algorithm predicts correct wave arrival time at the 
closed end (point D) and delayed wave decay (point E). Both Benson algorithm 
and the Modified algorithm predict early arrival of the incident wave at mid 
pipe, (point A) in Fig. (5.4a), also early arrival of the reflected wave from 
the closed end (point B) and also early wave decay (point C). Fig. (5.4b) shows 
early wave arrival at closed end (point D) in case of both Benson and the 
Mo'dified algorithms and also early wave decay at point E. The early arrival 
of the incident wave when using Benson algorithm may be attributed to the 
linear interpolation of Riemann variables (X and P) between the mesh points. 
This is corrected to a certain extent when the Modified algorithm is used for 
the solution as can be seen by the enlarged views in Fig. (5.4c) and Fig. (5.4d) 
where the arrival time of the incident wave at mid pipe using the Modified 
algorithm lies in between the arrival times predicted using Benson algorithm 
and Zucrow-Hoffman algorithm. Modified algorithm as well as Zucrow-Hoffman 
algorithm assume linear variation of the velocity u and pressure p between 
mesh points rather than linear variation of the Riemann variables as it is the 
case with Benson algorithm. The enlarged views at mid pipe and at the closed 
end presented in Figs. (5.4c & d) show also the spread of the discontinuity 
by the three algorithms as compared to the solution by non-mesh method. 
It is concluded that Zucrow-Hoffman algorithm does not show the shock 
as a sharp discontinuity but spread over several meshes as compared to the 
non-mesh method which shows the shock as a true discontinuity. The same 
tendency is observed for Benson and Modified algorithms. This is because 
the three algorithms are based on mesh method wherein interpolation is carried 
out at pre-determined solution points. In case of Zucrow-Hoffman algorithm, 
employing the corrector of the modified Euler predictor-corrector method of 
integration for once or more causes more spread of the discontinuity as well 
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as increase in pressure amplitudes at mid pipe and at the closed end. On the 
other hand, refining the mesh size used for the calculations results into 
increasing the steepness of the discontinuity as compared to the solution by 
non-mesh method. 
5.1.2 Wave Action in Straight P ipe Fitted with Nozzle 
Benson (1982) carried out homentropic and non-homentropic calculations 
(with a friction factor f = 0.004) for predicting the pressure-time diagram at 
nozzle end of a single cylinder-single pipe configuration shown in Fig. (5.5a). 
The straight pipe is 106.68cm (42") in length and 3.175cm (1.25") in diameter 
terminated by a nozzle with an area ratio of 0.36 at one end. At the other 
end of the pipe, the measured pressure at cylinder end of the pipe (section 
1-1, Fig. (5.5a)) is used as an input pulse to the pressure wave phenomenon. 
This input pulse is shown in Fig. (5.5b). Benson (1982) reported that predicted 
pressure at nozzle end using non-homentropic calculations compared well with 
experimental data. 
In the present work, the numerical investigations are carried out to 
validate the two algorithms, namely the Modified algorithm and Zucrow-
Hoffman algorithm for predicting the pressure-time diagram at nozzle end of 
the flow system described by Figs. (5.5a-b). Non-homentropic calculations 
are carried out and the numerical results are presented for the three algorithms. 
Friction factor of 0.004 and number of meshes of 42 are taken. The 
results of calculations are given in Fig. (5.6) and Fig. (5.7). Fig. (5.6) 
represents the predicted pressure at nozzle end using the three algorithms 
plotted against the crankangle in degrees along with the experimental data 
of Benson (1982). It may be seen that the solutions obtained using the three 
algorithms are almost the same and compare well with the experimental data. 
It is of interest to note that the results of Zucrow-Hoffman calculations without 
applying the corrector step in the modified Euler predictor - corrector method 
of integration (i.e., ICOR = 0) compare well with those of Benson and the 
Modified algorithms and with the experimental data. 
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The effect of the number of corrections (ICOR) associated with Zucrow-
Hoffman algorithm is examined. Fig. (5.7) shows the effect of increasing the 
number of corrections, ICOR, from 1 to 5 on the calculated pressure at nozzle 
end. It is observed that as the number of corrections (ICOR) increases, the 
predicted pressure amplitude starts changing from the time the reflected 
waves from nozzle end meets the input pulse at about 20 deg crankangle (for 
engine speed 517 RPM and speed of sound = 347 m/sec). For example, 
applying the corrector for once increases the peak pressure by 0.6 atm while 
increasing the number of corrections from 1 to 3 increases the peak pressure 
by another 0.7 atm. It is also observed that increasing the number of corrections 
increases the depression which appears around 50 deg crankangle. The increase 
of the predicted amplitude of the pressure waves with increase in the number 
of corrections was also observed earlier in Section (5.1.1). However, increasing 
the number of corrections beyond three has no significant effect on the 
calculated pressure. 
5.1.3 Wave Action in Straight Pipe with Diffuser 
Wallace and Boxer (1956) carried out measurements and theoretical 
analysis of flow through the exhaust system of a two-stroke engine. The 
exhaust system is composed of a straight pipe and diffuser configuration as 
shown in Fig. (5.8a). The straight pipe of 6 ft length is joined to four diffuser 
cones having constant angle of divergence (a = 6.5 deg) and varying lengths. 
The length ratios (L/d) for the four diffusers are : 
First diffuser 
Second diffuser 
Third diffuser 
Fourth diffuser 
L/d = 1 
L/d = 2 
L/d = 3 
L/d = 3.5 
where L is diffuser length and d is the distance of the diffuser entry section 
from the apex of the produced cone as shown in Fig. (5.8a). 
Wallace and Boxer (1956) measured the pressure at the entry of the 
four diffuser (section B-B, Fig. 5.8a) at engine speed 600 RPM. They compared 
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the experimental results with the theoretical results obtained using the graphical 
method of characteristics. For the theoretical analysis, Wallace and Boxer 
(1956) considered the input pulse for the exhaust system shown in Fig. (5.8a) 
as the pressure wave generated during the blowdown period measured at the 
entrance of the straight pipe (section A-A, Fig. (5.8a)). The input pulse is 
shown in Fig. (5.8b) where the pressure ratio (p/pj varies with the non-
dimensional time Z = a^t/d. The reference speed of sound a^^ was taken as 
1000 ft/sec and it represent the temperature in the flow system corresponding 
to the reference pressure p^ . 
Fig. (5.9) shows the measured pressure ratio at the entry section of the 
four diffusers obtained by Wallace and Boxer (1956). As reported by Wallace 
and Boxer, all the diagrams indicate one common feature, namely the division 
of wave reflection process in the diffuser into two distinct stages. The first 
stage extends from the time of arrival of incident wave at diffuser entry up 
to the instant of arrival of reflected waves from the open end at the entry 
section. The second stage extends from this instant up to the termination of 
wave action. The transition from the first stage to the second stage is marked 
by a sudden drop in pressure as shown in Fig. (5.9). Lines 1,2,3 and 4 mark 
approximately the transition from the first stage to the second stage for the 
first, second, third and fourth diffusers, respectively. This is due to the arrival 
of waves to diffuser entry section from the open end having higher particle 
velocities than waves arriving during the first stage. The phasing of the 
transition from first stage to second stage depends on the length L of the 
diffuser. Thus as observed in Fig. (5.9), with increase in diffuser length, the 
second stage is displaced further to the right. 
The flow system analysed by Wallace and Boxer (1956) as shown in 
Fig. (5.8a & b) is studied in the present work. Non-homentropic calculations 
with a friction coefficient f = 0.005 are carried out using the three algorithms 
and the pressure ratio (p/p^) at diffuser entry section is predicted for the 
four diffusers. In all the predicted pressure diagrams shown in this section, 
time in milliseconds is counted (t=0) from the instant of entrance of the input 
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pulse in the straight pipe. The results are presented in Figs. (5.10-5.14) and 
discussed below. 
The effect of mesh size on the pressure development at diffuser entry 
section is investigated for the four diffusers mentioned above. The mesh size 
was reduced gradually for a particular diffuser, till the amplitude of the 
negative reflected wave is achieved or till the shock formed at diffuser entry 
whichever is earlier. Variation of pressure ratio (p/p^) with time at entry 
section of the first diffuser (L/d = 1) calculated using the three algorithms 
is shown in Figs. (5.10a-c). The results indicate shock formation at diffuser 
entry section using the three algorithms rendering the calculations unstable. 
Shock formation for the first diffuser was also indicated by Wallace and Boxer 
(1956) using the graphical method of characteristics. It is observed from Fig. 
(5.10b) that calculations using Benson algorithm have failed almost for all 
mesh sizes. However, shock formation occurs before approaching the mesh 
size which gives the correct amplitude of the negative reflected wave at 
diffuser entry section. In Figs. (5.10a-c), a phase shift of the peak of the 
incident pressure wave is also observed with coarse mesh sizes. For example 
in Fig. (5.10c), with refining the mesh size from 12" to 2", the peak of the 
positive wave is shifted from point c to point b in the figure approaching 
the experimental peak (point a) and thus more correct phasing is achieved. 
While a shift of the position of the minimum pressure to the right is observed 
although the phasing of the transition from first stage to the second stage 
is correct as compared with the experimental results. 
Similar calculations are carried out for the second diffuser (L/d=2). The 
results of pressure ratio with time at diffuser entry section are presented in 
Figs. (5.1 la-c) using the three algorithms. It is observed that by refining the 
mesh size, the amplitude of the reflected wave increases. Good agreement 
of the amplitude of the negative reflected wave with experimental results for 
the second diffuser is obtained for a mesh size of 0.67" in case of Zucrow-
Hoffman algorithm and a mesh size of 2" in case of Benson algorithm and 
a mesh size of 0.8" in case of the Modified algorithm. This implies that Benson 
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algorithm predicts higher amplitude of the suction wave than the other two 
algorithms for the second diffuser. 
Figs. (5.12a-c) show the effect of mesh size on pressure ratio 
(p/Po)"^ at diffuser entry section for the third diffuser (L/d = 3) calculated 
using the three algorithms and Figs. (5.13a-c) give the results for the fourth 
diffuser (L/d = 3.5). Fig. (5.12a) shows that, the mesh size which gives the 
correct amplitude of the negative reflected wave is same using the three 
algorithms for the third and fourth diffusers and is 0.2". For the third diffuser, 
it is observed that the phasing of the transition from the first to the second 
stage of reflection (point b) is deviated to the right of the experimental 
phasing (point a) as seen in Figs. (5.12a-c). The same trend is indicated for 
the fourth diffuser in Figs. (5.13a-c). It is also observed in Figs. (5.12 - 5.13) 
that using coarse mesh sizes rounds off the sharp pressure drop which marks 
the transition from the first stage of reflection to the second stage as shown 
by the starred curve in Fig. (5.12a). 
It is obvious that the mesh size has significant effect on the predicted 
amplitude of the negative reflected wave, therefore, it is not possible to judge 
as to which algorithm gives the best comparison with experimental results. 
In order to illustrate the differences of the predictions of the three algorithms, 
comparison of the results for the second, third and fourth diffusers for a 
particular mesh size in each case are presented in Figs. (5.14a-c) and the 
experimental results are not shown here. Fig. (5.14a) shows the predicted 
pressure ratio at second diffuser entry section using the three algorithms for 
mesh size = 0.8". It is observed that Benson algorithm predicts lower pressure 
particularly in the second stage of wave reflection. While the Modified 
algorithm results are closer to Zucrow-Hoffman algorithm results. It was also 
observed earlier in Fig. (5.10b) that Benson algorithm failed almost for all 
mesh sizes in case of the first diffuser which is not the case with the other 
two algorithms. This is because Benson algorithm predicts lower pressures. 
It is interesting to note that the predictions of the three algorithms are 
comparable for longer diffusers as can be seen in Fig. (5.14b) for the third 
diffuser and in Fig. (5.14c) for the Fourth diffuser and for mesh size = 0.5" 
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in both cases. It may be therefore concluded that as diffuser length reduces, 
Benson algorithm predictions deviate from the predictions of the other two 
algorithms. 
At this stage, it is worth noting the main differences between Benson 
algorithm and the Modified algorithm. In case of Benson algorithm, linear 
interpolation is carried out for the Riemann variables (A, and P) and velocity 
u and pressure p are calculated from the interpolated X and p. While in case 
of the Modified algorithm, linear interpolation is carried out for velocity u 
and pressure p first and X and p are derived later from the interpolated p and 
u. In case of short diffusers, the large velocities arriving at diffuser entry 
section implies large gradients in Riemann variables {X and P) which makes 
linear interpolation is not suitable under such conditions. This has resulted 
into pressure discontinuity (shock formation) in case of first diffuser for all 
mesh sizes when using Benson algorithm and also predicted deeper suction 
wave as it is the case in the second diffuser. 
It may be further noted that predicted pressure diagrams using Zucrow-
Hoffman algorithm show no effects of the number of corrections in the 
corrector step of the modified Euler predictor-corrector method of integration 
employed in case of Zucrow-Hoffman algorithm. However, the reasons are not 
clear to the author. 
Based on the results in this section it may be concluded that predictions 
using the numerical method of characteristics for diffusers are not as good 
as for straight pipes. And, as the length of diffuser increases for constant angle 
of divergence, the solution further worsens in terms of phasing. This is due 
to interpolation employed in the numerical methods which justifies why the 
graphical method of characteristics gives better results in terms of phasing 
as observed in Wallace and Boxer work (1956). 
5.1.4 Discharge from Cylinder into Straight Pipe 
The performance of the three algorithms are examined for a problem 
investigated earlier by Benson (1982) to test cylinder boundary conditions 
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using graphical method of characteristics. The details of the flow system in 
the above study are as follows : A single cylinder four-stroke engine with 
poppet exhaust valve and an exhaust pipe having a length of 0.5m and a 
diameter of 5 cm is considered. The pipe is terminated by a nozzle having 
an area ratio <[> = 0.5. The configuration is shown in Fig. (5.15a). The variation 
of cylinder pressure with crankangle a after exhaust valve opens (a.e.v.o) is 
given in Fig. (5.15b) and the variation of valve area with crankangle after 
exhaust valve opens is given in Fig. (5.15c). The release pressure p^J^ and 
the release temperature T ,^^  are 3.5 bar and 1072 K, respectively and the engine 
speed is 1000 RPM. The same problem is investigated in the present work. 
For the calculations, cylinder temperature is assumed to change isentropically, 
the ratio of specific heats y is taken as that of air = 1.4 and the friction 
coefficient is zero (f = 0). The reference temperature T^ ^^^ (= initial exhaust 
pipe temperature T^^ )^ is taken as that resulting from isentropic expansion 
from cylinder release conditions to the initial pipe pressure p^ j^. = p^ =1 atm. 
Therefore, T^ ^^  = T^^ ,, = T^ .,^  (Pref ^PCR^^^ '^ '^  ^ 750K. The results are compared 
with the homentropic calculations of Benson (1982) based on the graphical 
method of characteristics. 
Fig. (5.16a) and Fig. (5.16b) show the calculated pressure-crankangle 
diagrams in the exhaust pipe at cylinder end (section A, Fig. (5.15a)) and 
at nozzle end (section B, Fig. 5.15a). The exhaust pipe temperature T^^^ is 
taken as 750 K, the number of meshes (MESHN) used is 20 and the number 
of pathlines is 40. The stars in the figures represent Benson results using 
the graphical method of characteristics taking the initial pipe temperature as 
750 K. 
It is observed that the results of the numerical calculations using the 
three algorithms compare fairly well with the results of the graphical method 
of characteristics at both ends of the pipe. Further, the calculated pressure 
diagrams at both ends of the pipe using Benson algorithm and the Modified 
algorithm coincide. However, discontinuities are observed in the pressure 
diagrams at both ends of the pipe for both Benson and the Modified algorithms. 
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These discontinuities are not observed when using Zucrow-Hoffman algorithm. 
The discontinuity in pressure is observed first at the nozzle end of the pipe 
near about 47 deg crankangle (a.e.v.o.) as can be seen in Fig. (5.16b) and 
then propagates to the cylinder end of the pipe after a lapse of 5 deg crankangle 
as can be seen in Fig. (5.16a). 
Figs. (5.16c-d) show the calculated temperature diagrams at cylinder 
end and at nozzle end of the pipe, respectively. Fig. (5.16c) shows that a 
temperature discontinuity is set in the pipe at cylinder end immediately after 
exhaust valve opens which causes the temperature at cylinder end to rise from 
the initial temperature 750 K to the release temperature 1072K. The behaviour 
of the three algorithms for the temperature profile is same as can be seen 
in Fig. (5.16c). However, Fig. (5.16d) shows that in case of Zucrow-Hoffman 
algorithm, the temperature discontinuity set at cylinder end of the pipe is felt 
immediately at the nozzle end. This is because Zucrow-Hoffman algorithm 
employs mesh method for integrating the pathline equations and therefore, 
the interpolation at the solution points transmits the discontinuity immediately 
to the other end of the pipe. While in case of Benson algorithm, the initial 
temperature in pipe remains undisturbed until the temperature discontinuity 
which travels along the pathline with the particle velocity reaches nozzle end 
at 47 deg crankangle (a.e.v.o.). Once the temperature discontinuity reaches 
the nozzle end of the pipe and encounters the nozzle boundary, it results into 
a discontinuity in pressure which is reflected back to the cylinder end of the 
pipe. Calculations using the graphical method of characteristics by Benson 
et al (1982) for this problem did not also show such a discontinuity. This 
is because the graphical method of characteristics is based on homentropic 
calculations which do not take into consideration the effect of temperature. 
However, in absence of experimental pressure diagrams, it is not possible to 
know whether such a discontinuity in the pressure at both ends of the pipe 
happens actually or it is just a result of the numerical algorithm employed 
for the solution. Therefore, it is not possible to judge whether Zucrow-
Hoffman algorithm which does not indicate discontinuities gives the correct 
pressure diagrams or Benson and Modified algorithms which indicate discontinuities 
in the pressure diagrams. 
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In the forthcoming sections, sensitivity studies are carried out for 
physical parameters such as initial pipe temperature and certain parameters 
related to the numerical procedure. These parameters are listed below : 
1. Initial exhaust pipe temperature. 
2. Number of pathlines for Benson and the Modified algorithms 
3. Mesh size 
4. Number of corrections ICOR for Zucrow-Hoffman algorithm 
1. Initial Pipe Temperature 
Further calculations were carried out for the above problem, using the 
three algorithms for the following initial exhaust pipe temperatures T^^ j^  : 
1 . Tg^^ = 300 K corresponding to cold air temperature 
2 . Tg^ j^  = 1072 K corresponding to cylinder release temperature 
The results of the calculations are presented in Figs. (5.17a-d) for 
Zucrow-Hoffman algorithm and Benson algorithm. No experimental or theoretical 
studies are available for validation of the calculated pressure diagrams for 
the initial pipe temperatures 300K and 1072K. 
Fig. (5.17a«&b) show the pressure-crank angle diagrams at cylinder end 
and at nozzle end of the pipe, respectively for initial pipe temperature = 
300 K. It is observed that the discontinuity mentioned earlier at initial 
temperature of 750K is observed also in this case for Benson algorithm. The 
corresponding calculated temperature diagrams shown in Figs. (5.17c & d) 
also show the same behaviour as discussed previously for Figs. (5.16c&d). 
The results for the initial pipe temperature 1072K are shown in Figs. (5.18a-
d). Figs. (5.18a&b) of the pressure diagrams at cylinder end and nozzle end 
of the pipe show that Zucrow-Hoffman algorithm as well as Benson algorithm 
do not show the pressure discontinuity for initial pipe temperature=1072K 
and the predicted pressure diagrams using the two algorithms are similar. 
However differences in temperature diagrams at nozzle end are observed in 
Fig. (5.18d). The above results may be summarised as follows: 
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1 . Calculations using Zucrow-Hoffman algorithm tend to round off temperature 
and pressure discontinuities as shown in Figs. (5.16 - 5.18). On the 
contrary, Benson algorithm retains discontinuities throughout the 
calculations. 
2 . Calculations of pressure diagrams using Benson algorithm deviates 
from results of Zucrow-Hoffman algorithm when there is a difference 
in temperature between the released gases and the gases already existing 
in the pipe which is usually the case. 
The reason for the above discrepancy in the behaviour of the two 
algorithms is that Zucrow-Hoffman algorithm uses mesh method for the 
pathline calculations and the thermal discontinuity which travels along the 
pathline is smeared by interpolation. The interpolation also causes the temperature 
discontinuity set in the pipe at cylinder end when exhaust valve opens to be 
felt immediately at the nozzle end of the pipe. In case of Benson algorithm, 
non-mesh method is used for the pathline calculations which causes the 
thermal discontinuity to remain as a discontinuity throughout the calculations 
and the temperature discontinuity which travels with the particle velocity is 
felt at nozzle end only when the particle reaches there. 
The variation of flow variables along the exhaust pipe using the three 
algorithms are shown in Figs. (5.19a - e) for an initial pipe temperature = 
300K. Temperature, entropy level, density, pressure and velocity profiles are 
presented at the crankangle 35 deg (a.e.v.o.) as function of distance along 
the pipe. Fig. (5.19a) shows that for Benson algorithm, temperature discontinuity 
has travelled along the pipe unsmeared, on the contrary to Zucrow-Hoffman 
algorithm which smears the discontinuity. Similar behaviour is observed for 
the entropy level i^i=^J^ref^ as shown in Fig. (5.19b) and the density as given 
in Fig. (5.19c). Fig. (5.19d) and Fig. (5.19e) show the pressure and the 
velocity profiles along the exhaust pipe. It is seen that the results of pressure 
and velocity for the two algorithms do not show significant variations. This 
is expected, since across a thermal discontinuity both pressure and velocity 
remain same (see for example Rudinger, 1955). 
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The effect of initial pipe temperature on the pressure developed at both 
ends of the pipe using Zucrow-Hoffman algorithm are shown in Figs. (5.20a 
& b). It is observed that there is a decrease in the pressure amplitude with 
increase in the initial pipe temperature. This is due to the reflection of the 
compression waves from the hot/cold interface since the hot/cold interface 
acts as a partially closed end and the amplitudes of the reflected waves increase 
with increase in temperature difference across the interface (see for example 
Benson, 1955). Therefore, the highest pressure amplitude in the pipe is 
observed with the lowest initial pipe temperature = 300 K as shown in both 
figures (5.20a &, b). 
2. Number of Pathlines for Benson & Modified Algorithms 
Benson and Modified algorithms employ non-mesh method for pathline 
calculations and mesh method for the characteristic calculations, and therefore, 
the number of pathlines is independent of the number of mesh points. On 
the other hand, Zucrow-Hoffman algorithm employs mesh method for the 
characteristics as well as for pathline calculations. The mesh points represent 
the solution points where the two characteristics as well as the pathline pass 
and therefore, the number of pathlines is fixed by the number of mesh points. 
In this section the effect of number of pathlines on the calculations for Benson 
and Modified algorithms is investigated. The number of meshes for the exhaust 
pipe calculations is taken as 10 and the numbers of pathlines are taken as 
15 and 20. The calculations are carried out for the three initial pipe temperatures 
of 300K, 750K and 1072 K. Results of calculations for Benson algorithm are 
shown in Figs (5.21a-d) and for the Modified algorithm in Figs. (5.22a-d). 
Figs. (5.21a&b) show the variation of pressure in pipe with crankangle 
(a.e.v.o.) at cylinder end and at nozzle end using Benson algorithm for initial 
pipe temperature=300K. It is observed that the calculations for 15 pathlines 
result into discontinuities in pressure diagrams (dashed curves). These 
discontinuities were eliminated when calculations were carried out using 20 
pathlines as shown by the solid curves in (Fig. 5.21a-b). Similar behaviour 
is noted for an initial pipe temperature = 750K as shown in Figs. (5.21c-d) 
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although in this case the discontinuities have lower amplitudes. For an initial 
pipe temperature = 1072 K, the number of pathlines has no effect on calculations 
and no such discontinuities appeared, these results are not shown here. 
Figs. (5.22a-b) and Figs. (5.22c-d) show no significant effect of the 
number of pathlines on the calculations using the Modified algorithm for 
initial pipe temperatures 300K and 750K. Again calculations were unaffected 
by taking the initial pipe temperature as 1072K (results are not presented). 
From the above results it may be concluded that: 
1 . Calculations for Benson algorithm are very sensitive to the number of 
pathlines while calculations for the Modified algorithm are almost 
insensitive to the number of pathlines. 
2 . As the temperature difference increases between the released gases and 
the initial pipe temperature, the amplitude and the frequency of the 
pressure discontinuities increase. For initial pipe temperature equal to 
the release temperature (=1072K) the discontinuities disappeared. The 
reason for the formation of discontinuities in case of Benson algorithm 
is explained below: 
Fig. (5.23a) shows how a discontinuity (discontinuity in entropy level) 
is introduced by the engine boundary conditions after the exhaust valve opens. 
At time Z = 0, the exhaust valve is closed and the entropy level in the exhaust 
pipe is uniform and equal to 1. At time Z = AZ the exhaust valve opens and 
the engine boundary conditions give a small positive particle velocity and 
a pathline is introduced at the boundary point L = 1 with entropy level 
A 3, corresponding to the hot cylinder gas temperature. Fig. (5.23a) shows 
that for Benson algorithm, the calculated entropy level at the second mesh 
point L = 2 at time Z = 0 is equal to 1, obtained by interpolation from the 
surrounding pathlines A^, and K^^. At time Z = AZ, the entropy level at L=2 
rises suddenly to a value between A^, and A^^ depending on the distances 
of these pathlines from the mesh point. This sudden rise in entropy level causes 
a sharp discontinuity in the calculated pressure, since p = p (A/A )^ '^^ ~' and 
the amplitude of pressure discontinuity increases with increase in the difference 
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of entropy levels of the released gas A'^ ,, and of the gas already existing in 
the pipe A ,^ . 
In the Modified algorithm, the procedure of Benson algorithm is modified 
under such conditions (i.e., when valves/ports open) by creating a duplicated 
pathline at time Z = AZ which has an entropy level equal to the entropy level 
of the first pathline at the previous time (Z = 0), i.e., A^^ . The duplicated 
pathline is positioned very close to the first pathline at time Z = AZ as shown 
in Fig. (5.23b). Thus, the fluid between pathiines A'^, and A'^j ^oes not suffer 
an instantaneous entropy level change but continues to flow with an entropy 
level between A^, and A'^j ^^^ ^ strong entropy gradient appears only at the 
boundary (between A'^, and A^,). Thus evaluating the entropy level at the 
second mesh point L=2 from the surrounding two pathiines does not result 
into a sudden jump in the calculated pressure. 
As mentioned earlier in this section the pressure discontinuities which 
appear in the predicted pressure diagrams using Benson algorithm may be 
eliminated by simply increasing the number of pathiines used for the calculations 
as was shown in Figs. (5.21a-d). 
To set a criterion for the minimum number of pathiines to be used, 
repeated calculations using various numbers of meshes, and various numbers 
of pathiines for the same problem using Benson algorithm were carried out. 
It is found that at least two pathiines should pass in every mesh, regardless 
of the number of meshes used, in order that the aforementioned discontinuities 
do not form, this is demonstrated in Fig. (5.23c). At time Z=0 two pathiines 
are taken to pass in every mesh having an entropy level A^ = 1. At time Z 
== AZ, a new pathline is introduced by the boundary and one pathline is 
eliminated to keep the number of pathiines in the pipe constant. Under such 
conditions, at least one pathline with the entropy level of the previous time 
step Ag, passes in the first mesh. Thus when interpolating for the second 
mesh point L = 2, the calculated pressure does not suffer an instantaneous 
jump. Therefore it is concluded that sufficient number of pathiines should 
be used to ensure that any discontinuity in entropy level is transmitted 
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gradually to the neighbouring mesh points. The effect of increasing the number 
of pathlines on calculations is equivalent to the modifications introduced by 
the Modified algorithm and both Benson algorithm and the Modified algorithm 
would give the same results. 
3. Mesh Size 
The effect of mesh size on calculations using the three algorithms is 
investigated and only the results of Benson and Zucrow-Hoffman algorithms 
are presented. As concluded above, Benson algorithm and the Modified algorithms 
give the same results when the number of pathlines is taken as double the 
number of meshes. 5, 10 and 20 meshes were considered for the calculations 
and the calculated pressures in pipe at cylinder end and nozzle end are 
presented in Figs. (5.24a & b) for Zucrow-Hoffman algorithm and in Figs. 
(5.24c & d) for Benson algorithm. Figs. (5.24a & b) show insignificant effect 
of mesh refinement on calculations using Zucrow-Hoffman algorithm. Figs. 
(5.24c & d) show that by refining the mesh size, the pressure discontinuities 
which were discussed earlier for Benson algorithm in Figs. (5.16a & 5.16b) 
become more steep. This is expected since Benson algorithm employs non-
mesh method for pathline calculations and by refining the mesh size, any 
discontinuity along the pathlines is felt more quickly at the mesh points. 
4. Number of Corrections ICOR for Zucrow-Hoffman algorithm 
The effect of increasing the number of corrections ICOR in the corrector 
step of the modified Euler predictor-corrector method of integration employed 
in Zucrow-Hoffman algorithm ICOR was increased from 1 to 5 and the 
predicted pressure at cylinder end as well as at nozzle end are shown in Figs. 
(5.25a&b). For these calculations, the number of meshes is taken as 40 and 
the initial pipe temperature is 750K. It is observed that increasing the number 
of corrections from 1 to 5 results into increase in pressure amplitudes at both 
ends of the pipe and better comparisons with the results of the graphical 
method of characteristics in terms of amplitude are obtained. 
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5.2 Engine Simulation and Validation Studies 
The simulation of the engine Husqvarna-250 is carried out and the 
results of the numerical predictions are presented here. The engine is a two-
stroke racing engine having a 250 cc swept volume. The relevant specifications 
of the engine are given in Table (5.2). Blair and Ashe (1976) reported 
experimental studies for the above engine for two exhaust systems attached 
to the engine, namely MKl (standard) and MK4 exhaust systems. The experimental 
data include pressure - time diagrams at specific locations of the engine 
system as well as engine performance characteristics. 
In the present work, the predictions for the Husqvarna-250 engine are 
performed in two parts. In the first part, the engine with modified exhaust 
system is simulated, i.e., the exhaust system is considered to be a straight 
pipe of length 0.48m. This length is equal to the length of the first straight 
pipe of MKl standard exhaust system. Although there is no experimental 
evidence for this configuration, the objective of this study is to compare the 
performance of the three algorithms for predicting the wave action in straight 
exhaust pipes. The results for this part are available in Section (5.2.1). 
In the second part, the investigation is extended to exhaust systems 
having pipes of variable cross sectional areas as it is the case with MKl 
exhaust system. Thus, the exact configuration of the engine Husqvarna with 
MKl expansion chamber is simulated. The predicted pressure-time diagrams 
are presented along with the experimental data at specific locations of the 
engine system. 
As mentioned above, the three algorithms are employed for the solution 
of wave action in engine piping system. The in-cylinder processes that is, 
scavenging and combustion are simulated using models adopted from available 
literature. Sher (1985) model is adopted for the scavenging process, and for 
the combustion process Tabaczynski et al (1980) model as modified by Chen 
et al (1992) is used. 
The calculations are carried out for wide open throttle condition and 
therefore, carburettor resistance coefficient k is taken as k = 1.65 from data 
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reported by Benson et al (1974). The air-fuel ratios at different speeds are 
available in the experimental studies of Blair and Ashe (1976). The flow 
friction along the pipes is considered and the friction coefficient is taken as 
0.005 for the two engine speeds considered and the convective heat transfer 
between the gas and the pipe walls is also considered. The coefficients of 
discharge for various ports of the engine simulated in the present study are 
not available and, data from similar engines are adopted. Following Blair et 
al (1972), the coefficients of discharge for various ports are taken as follows: 
1. Exhaust Port: The coefficient of discharge varies linearly with piston 
position from 1.0 at exhaust port opening to 0.7 at bdc and constant 
at 0.7 till port closure. 
2. Transfer Port (exit to cylinder) : The coefficient of discharge varies 
linearly with piston position from 1.0 at transfer port opening to 0.75 
at bdc and constant at 0.75 till port closure. 
3. Transfer Pipe (entrance from crankcase) : The coefficient of discharge 
is taken constant at 0.7. 
4. Inlet Port : The coefficient of discharge varies linearly with piston 
position from 0.9 at inlet port opening to 0.7 at maximum opening and 
vice versa for inlet port closure. 
In the following sections the two parts of the study are described and presented 
with numerical results. 
5.2.1 Wave Action Predictions for Engine with Straight Exhaust 
Pipe 
In this part, the data of the engine Husqvarna-250 is used for the 
investigations with an assumed exhaust system consisting of a straight pipe 
of length 0.48m. A schematic representation of the engine system is shown 
in Fig. (5.26a). A comparative study of the wave action predictions in engine 
piping system using the three algorithms is carried out at the engine speed 
6500 RPM neglecting the effect of carburettor in the inlet pipe. 
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The predicted pressure variations as function of crankangle for the three 
algorithms are compared for the tenth cycle as shown in Figs. (5.27a-d) at 
the following locations: 
a. Exhaust pipe (near the exhaust port). 
b . Inlet pipe (near the inlet port) 
c. Transfer pipe (crankcase end). 
d. Transfer pipe (cylinder end) 
The general features of the above diagrams are as follows. The formation 
of a compression wave (blowdown pulse) in the exhaust pipe (Fig. 5.27a) 
demarks the discharge process which commences at the time the exhaust port 
opens at 90 deg atdc crankangle. Followed by a suction wave due to the 
reflection of the compression wave at the open end. By then the transfer ports 
have already opened at 120 deg crankangle atdc and the scavenging process 
has commenced. The transfer ports close at 240 deg crankangle atdc when 
the piston is moving towards the top dead centre, followed by the closure 
of the exhaust port at 270 deg crankangle atdc. The pressure waves in the 
exhaust pipe dampens away after the closure of the exhaust port. Fig. (5.27b) 
shows that at the time of opening of the inlet ports at 280 deg crankangle 
atdc, the inflow of fresh charge in the crankcase results into the formation 
of a suction wave in the inlet pipe which continues till around top dead centre. 
The suction wave is reflected at the open end of the inlet pipe resulting into 
a compression wave and after the inlet port closes at 80 deg atdc, the fluctuations 
in the inlet pipe dampen. Fig. (5.27c) shows the transfer pipe pressure at 
crankcase end and the pressure at the cylinder end is shown in Fig. (5.27d). 
The pressure rises in transfer pipe at both ends from the time the inlet ports 
open at 280 deg due to the rising crankcase pressure during the induction 
process. The pressure continues rising after top dead centre since the crankcase 
is on its compression stroke till the transfer port opens at 120 deg crankangle. 
The pressure in transfer pipe continues rising due to reverse flow from cylinder 
for about 15 deg crankangle as may be seen in Fig. (5.27d). After which inflow 
in the cylinder starts and the transfer pipe pressure at both ends reduces 
drastically. 
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The predicted pressure variation in exhaust pipe near the port using 
the three algorithms presented in Fig. (5.27a) show that the discrepancy 
between the solutions of the three algorithms is significant. The discrepancy 
is also significant in case of the pressure in the transfer pipe (at cylinder end) 
as may be seen in Fig. (5.27d). This discrepancy between the three algorithms 
is due to the large temperature gradients which characterise the flow in the 
exhaust pipe and in the transfer pipe when there is reverse flow. On the other 
hand, the discrepancy between the three algorithms is less significant in case 
of inlet pipe pressure as may be seen in Fig. (5.27b). This is because of the 
low temperature gradients encountered in inlet pipes even when there is 
reverse flow. 
It is concluded here, that the discrepancy in the predictions of the three 
algorithms increases when there are temperature gradients in the flow as it 
is the case of the exhaust pipe and the transfer pipe (in case of reverse flow). 
Under such conditions, Zucrow-Hoffman algorithm dampens the pressure 
waves the most among the three algorithms. While the Modified algorithm 
dampens pressure reflections the least. The reasons for this dampening in case 
of Zucrow-Hoffman algorithm, as reported earlier in Section (5.1.4), is that 
the algorithm uses mesh method for integrating the pathline equations as well 
as for the two characteristics equations. Therefore, any temperature discontinuity 
travelling along the pathline (as a discontinuity in density p) is smeared by 
interpolation and does not manifest as a discontinuity in the calculated 
pressure. On the other hand, in case of Benson and the Modified algorithms, 
mesh method is only used for integrating the equations of the right and left 
running characteristics while non-mesh method is used for integrating the 
pathline equations. As the temperature discontinuity travels along the pathline 
(as a discontinuity in entropy level A^) for Benson and Modified algorithms 
it is not smoothened and it maintains its characteristics throughout the flow 
field. 
Further, in case of the Modified algorithm, though mesh method is used 
for integrating the two characteristics, the integration is carried out at a certain 
mesh point using the characteristics passing in the surrounding pathline points 
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rather than the surrounding mesh points which is the case with Benson 
algorithm. Therefore, besides the fact that any thermal discontinuity along 
a pathline is not smoothened, it is also transmitted immediately to the nearest 
mesh points resulting into amplification of the calculated pressure as compared 
to Benson algorithm. Thus, a small change in entropy level A^ gives rise to 
approximately seven times magnification in pressure according to the relationship 
(p/p ) = (A/A )^ '^^ ^"'^  for Y = 1.4. This is the reason why for the Modified 
algorithm the pressure reflections are not dampened in both the exhaust and 
the transfer pipes where thermal discontinuities are present. More details of 
the integration procedure in case of the Modified algorithm are available in 
Appendix (A.2). 
The temperature-crankangle diagrams at cylinder end of the exhaust 
pipe (section A-A, Fig. (5.26a)) and at the open end are shown in Fig. (5.28a-
b) for the three algorithms. It may be seen in Fig. (5.28a) that the temperature 
before the exhaust port opens is between 400K-500K which is the average 
temperature of the residuals and the fresh charge left the exhaust port during 
the scavenging process of the previous cycle. When the exhaust port opens 
at 90 deg the temperature in the pipe (adjacent to the port) suddenly rises 
to 2100 K which is the temperature of the released gases as seen in Fig. (5.28a). 
Thereafter, the temperature reduces gradually during the blowdown period 
before the transfer ports open at 120 deg. After opening of the transfer ports, 
the temperature reduces drastically in the cylinder to about 800 K at the 
crankangle 165 deg crankangle atdc. Near bottom dead centre, the temperature 
drops again to (400K - 500K) and remains constant till the exhaust port opens 
in the next cycle. It may be seen that the temperature profiles at the cylinder 
end of the pipe are more or less the same for the three algorithms. 
Fig. (5.28b) shows the temperature-crankangle diagrams at the open 
end of the exhaust pipe. The temperature discontinuity which is set in the 
exhaust pipe (near the port), on the opening of the exhaust port, has travelled 
along the exhaust pipe and reached the open end after about 38 deg at the 
crankangle 128 deg atdc. It is observed that the discontinuity arrives with 
reduced amplitude by about 600K in case of both Benson and the Modified 
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algorithms and with a much reduced amplitude, by about 1000 K, in case of 
Zucrow-Hoffman algorithm. Furthermore, Zucrow-Hoffman algorithm rounds 
off the temperature discontinuity as compared to Benson and the Modified 
algorithms which maintain the discontinuity throughout the flow. 
Figs. (5.29a-g) show the predicted temperature profiles along the exhaust 
pipe during one cycle for the three algorithms at the following locations: 
a. At the crankangle 87 deg, just before the exhaust port opens 
b. At the crankangle 91 deg atdc, immediately after exhaust port opens 
c. At the crankangle 135.5 deg atdc, after scavenge ports open 
d. At the crankangle 245 deg atdc, after the scavenge ports close 
e. At the crankangle 274 deg atdc, after the exhaust port closes 
f. Near top dead centre at 1 deg crankangle 
It can be seen in Fig. (5.29a) that the temperature in the exhaust pipe 
near the exhaust port is low (400K - 500K) at crankangle 87 deg before the 
exhaust port opens as described previously. Fig. (5.29b) shows that the 
discontinuity set in the exhaust pipe once exhaust port opened, has been 
captured by all the three algorithms at cylinder end of the pipe and the 
temperature has risen to about 2100 deg K from 500K before opening of the 
exhaust port. It may be seen also in Fig. (5.29b) that the thermal discontinuity 
front from the previous cycle in case of Benson and Modified algorithms has 
reached a distance of 0.4m along the exhaust pipe when exhaust port opened. 
As discussed earlier, this discontinuity front is not observed in case of 
Zucrow-Hoffman algorithm which smears the discontinuity. Fig. (5.29c) shows 
that the temperature discontinuity which is set in the exhaust pipe for the 
three algorithms as was shown in Fig. (5.29b), remained as a discontinuity 
at the crankangle 135.5 deg atdc in case of both Benson and the Modified 
algorithms. This discontinuity is rounded off in case of Zucrow-Hoffman 
algorithm. Fig. (5.29d) shows that by the time transfer ports closed at 240 
deg atdc, the temperature near the port has dropped to (400K-500K), this is 
due to the cooling effect of the scavenge air escaping the exhaust port. The 
temperature remains so till the exhaust port opens in the next cycle at 90 deg 
atdc as observed in Figs.(5.29e&f)-
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It may be seen from Figs. (5.29a-f) that Zucrow-Hoffman algorithm 
attenuates as well as rounds off the temperature profiles as was observed 
earlier also in Section (5.1.4). On the contrary, Benson and the Modified 
algorithms maintain the discontinuity throughout the cycle. 
5.2.2 Wave Action Predictions for Engine with Standard MKl-Expansion 
Chamber 
In this part of study, the engine Husqvarna-250 with MKl exhaust 
system described by Blair and Ashe (1976) is simulated including the carburettor 
in the inlet system. The relevant dimensions of MKl exhaust system are given 
in Fig. (5.30). Numerical calculations are carried out for the above engine 
using the engine simulation model developed in the present work for two 
stroke engines. The investigations in this section include three parts. In the 
first part, the general features of the experimental pressure diagrams given 
by Blair and Ashe (1976) are described at two engine speeds. In the second 
part, the results of wave action predictions using Zucrow-Hoffman algorithm 
are validated against the experimental data. In the last part, the wave action 
predictions for Benson and the Modified algorithms are presented and compared 
with the predictions of Zucrow-Hoffman algorithm. 
5.2.2.1 Experimental Results 
In this part, the experimental results of the pressure-crankangle diagrams 
presented by Blair and Ashe (1976) at the following locations are examined. 
a. In the exhaust chamber (at a distance of 6" from the exhaust port) 
b. In the cylinder during the open period 
c. In the crankcase 
d. In the inlet pipe (at a distance of 2.25" from the inlet port). 
The measured pressure-crankangle diagrams at the above locations are 
shown in Fig. (5.31a) for the engine speed 6500 RPM. The exhaust port opens 
at 90 deg crankangle atdc and the cylinder pressure falls down rapidly. A 
compression wave is built up next to the exhaust port (blowdown pulse) and 
propagates along the pipe towards the open end of the pipe. When the blowdown 
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pulse reaches the diverging parts (lengths Lj, L3, L^, Fig. (5.30)), it is partially 
transmitted as a compression wave and partially reflected as a suction wave. 
Meanwhile, the transfer ports open at 120 deg crankangle atdc and the pressure 
diagrams show that cylinder pressure is higher than crankcase pressure which 
results into reverse flow from the cylinder to the crankcase till the cylinder 
pressure falls at 128 deg crankangle atdc below crankcase pressure and 
scavenging process commences. 
The suction wave which is reflected from diverging parts (diffuser) 
reaches the exhaust port at around bottom dead centre, thus assisting the 
scavenging process. The transmitted compression wave in the diffuser arrives 
at the nozzle portion (length L^, Fig. (5.30)) of the expansion chamber where 
it is again partially reflected as a compression wave and partially transmitted. 
The reflected compression wave (plugging pulse) reaches the exhaust port in 
the later part of the scavenging process around the transfer ports closure (at 
240 deg atdc). The plugging pulse blocks the outflow of fresh charge in the 
exhaust port till the exhaust port closes at 270 deg crankangle atdc. 
The inlet ports open at 80 deg crankangle btdc and the inlet pipe 
pressure is higher than the crankcase pressure as can be seen in the figure. 
Thus inflow into the crankcase commences as soon as the inlet ports open 
and crankcase pressure rises and the suction wave in the inlet pipe is extended 
till top dead centre. After top dead centre, the pressure starts rising in the 
inlet pipe due to the reflection of the suction wave at the open end of the 
pipe resulting into a compression wave (ramming wave) reaching the inlet 
ports. The ramming wave assists in charging the crankcase and prevents 
reverse flow from the crankcase into the inlet pipe. After the closure of the 
inlet ports, the residual pressure waves in the inlet pipe are dampened gradually. 
Similar behaviour of the pressure waves is observed for the experimental 
pressure-crankangle diagram at the engine speed 4000 RPM as seen in Fig. 
(5.31b). The major differences are in the exhaust pipe pressure diagram and 
crankcase pressure diagram. The exhaust plugging pulse arrives early at the 
exhaust port (at 195 deg atdc) and opposes the scavenging of the cylinder, 
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as the high pressure at exhaust port causes reverse flow from cylinder which 
refills the crankcase as may be seen in Fig. (5.3b) at the crankangle 215 deg. 
This results into high crankcase pressure at the time the inlet ports open as 
compared to crankcase pressure for the engine speed 6500 RPM, see Fig. 
(5.31 a). The high crankcase pressure at time of inlet ports opening deteriorates 
the induction of fresh charge and air in the crankcase for the next cycle and 
reduces the delivery ratio at the engine speed 4000 RPM. On the contrary, 
at 6500 RPM there is a very good tuning effect of the exhaust system which 
results into peak performance characteristics at 6500 RPM as may be seen 
in Table (5.3). 
5.2.2.2 Validation of the Numerical Results 
In this part, the wave action predictions are presented for the engine 
Husqvarna-250 with MKl expansion chamber. Zucrow-Hoffman algorithm is 
employed for the wave action analysis in engine piping system and the 
predicted pressure diagrams are compared with the measured diagrams by 
Blair and Ashe (1976). Calculations were carried out with the complete system 
of inlet pipes, carburettor, crankcase, transfer pipes, cylinder and exhaust 
expansion chamber as represented schematically in Fig. (5.26b) and with Sher 
scavenging model and Chen combustion model. 
The predicted pressure - crankangle diagrams after 5 cycles when 
conditions had stabilized are compared with the experimental data of Blair 
and Ashe (1976) at the following locations of engine system. 
a. In the exhaust chamber (at 6" distance from the exhaust port) 
b . In inlet pipe (at 2.25" distance from the inlet port) 
c . In the crankcase 
d. In the cylinder during open period 
The results of the comparative studies of the pressure variation at the 
above locations of the engine system are given in Figs. (5.32a-d) for the engine 
speed 6500 RPM. Fig. (5.32a) shows the predicted pressure diagram in the 
exhaust pipe (at 6" distance from port). It is observed in the figure that there 
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is overprediction of the pressure amplitude at many locations of the engine 
cycle. This can be either due to incorrect coefficients of discharge used and/ 
or incorrect temperature predicted in the exhaust system from the previous 
cycle before the exhaust port opens. 
Fig. (5.32b) shows the predicted pressure variation in the inlet pipe 
along with the measured pressure at the same location. It is observed here 
that the calculated amplitudes of the suction waves are lower than the measured 
ones. This is also associated with higher calculated crankcase pressure as may 
be seen in Fig. (5.32c). The higher crankcase pressure reduced its pumping 
action and consequently the mass flow rate through the engine. This is 
evidenced by the delivery ratio which is lower than the experimental value 
as will be seen later in the scavenging model predictions. 
Fig. (5.32d) shows that calculated cylinder pressure is lower than the 
measured pressure during the blowdown period and after transfer port closure 
at 240 deg till exhaust port closure at 270 deg. During the period in which 
scavenge ports are open (i.e.. 120-240 deg atdc). the calculated cylinder 
pressure is higher than the measured one for most of the period. 
Figs. (5.33a-d) show the results of predictions for the engine speed 4000 
RPM. The predicted pressure in the exhaust pipe shown in Fig. (5.33a) is again 
higher than the measured pressure at various crankangle of engine cycle as 
was observed earlier for the engine speed 6500 RPM. A phase shift of both 
the blowdown pulse and the plugging pulse is observed also in Fig. (5.33a). 
The phase shift is possibly due to a higher predicted release temperature of 
the gases obtained form the closed cycle analysis (i.e., combustion model). 
Fig. (5.33b) gives the pressure diagrams in the inlet pipe. Here also 
a discrepancy in amplitude as well as in phase is observed between the 
calculated and the measured pressures. The crankcase pressure is shown in 
Fig. (5.33c). It is observed that there is overprediction in the amplitude of 
the crankcase pressure between the crankangle 180 deg and 220 deg. i.e.. 
during the return of the plugging pulse to the e.xhaust port which caused 
reverse flow from cylinder to crankcase and thus refilled the crankcase. The 
- 1 6 4 -
higher predicted amplitude of the plugging pulse during this period (see Fig. 
5.33a) resulted into higher calculated pressure of the crankcase. The cylinder 
pressure diagram during the open period for the engine speed 4000 RPM is 
shown in Fig. (5.33d). Here also the calculated pressure is higher than the 
measured pressure particularly during the scavenging period, i.e., from the 
transfer ports opening to their closure. 
It may be concluded that a good agreement is achieved for the wave 
action predictions using Zucrow-Hoffman algorithm at the two engine speeds 
6500 RPM and 4000 RPM. However, coefficients of discharge used for the 
present simulation has to be revised, since the measured coefficients of 
discharge for this engine are not known and data from a similar engine were 
adopted as mentioned earlier. This is of paramount importance for engine 
predictions, since the accuracy of unsteady flow theories at boundaries can 
not be assessed without knowledge of the actual coefficient of discharge for 
a given boundary. For example, Kirkpatrick et al (1994) reported opposite 
observations to those in the present work. They carried out experimental 
evaluation of the theories of unsteady gas flow through engines using pulse 
generator. Kirkpatrick et al (1994) reported that the constant pressure theory 
used for analysing the outflow of gases through ports/valves underpredicts 
the peak amplitude of the blowdown pulse and that pressure recovery theory 
gives better comparisons. 
Further, the predicted temperature in engine piping system particularly, 
the temperature of the exhaust pipe affects the amplitude of the pressure waves 
due to large temperature gradients in the exhaust system. A lower predicted 
temperature during the gas exchange process of the outflowing gas can result 
into a higher amplitudes of the blowdown pulse of the next cycle due to hot/ 
cold interface as discussed earlier in Section (5.1.4). However, the temperature 
of the gas passing the exhaust port depends on the temperature at the end 
of the blowdown period (combustion model) as well as on the temperature 
of the induced fresh charge in cylinder (scavenging model). 
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The discrepancy between the predicted and measured pressure in the 
inlet pipe could be due to carburettor boundary calculations which was not 
possible to validate due to the lack of experimental evidence in the vicinity 
of the carburettor. In a similar work, Benson et al (1975b) reported that it 
was not possible to achieve a good agreement between measured and calculated 
pressure at the carburettor. Same carburettor boundary conditions used by 
Benson have been used also in the present work. 
5.2.2.3 Results of Benson and Modified algorithms 
In order to carry out comparative studies of the performance of Zucrow-
Hoffman algorithm versus the existing algorithms, calculations were also 
carried out for the same engine using Benson algorithm and the Modified 
algorithm to predict the wave action in engine piping system under firing 
conditions. It was found that Benson and the Modified algorithms became 
unstable in the second cycle shortly after transfer ports opened due to shock 
wave formation at diffuser entry section of the expansion chamber. On the 
other hand, in case of Zucrow-Hoffman algorithm, it was possible to continue 
the calculations for any desired number of cycles. Therefore, comparisons of 
the three algorithms were carried out for the first cycle from the time the 
exhaust port opened at 90 deg atdc till it opened again in the second cycle 
at the same position. 
The results of pressure-variation at various locations of the engine 
system are presented in Figs. (5.34a-g) for the first cycle at the engine speed 
6500 RPM. Comparisons of the results of the three algorithms are also 
presented for the second cycle from the top dead centre till the time of shock 
formation at diffuser entry in Figs. (5.35 - 5.39). 
Figs. (5.34a-c) show comparisons of predicted pressure-crankangle 
diagrams in the exhaust system for the three algorithms at the following 
locations of engine cycle: 
a. Adjacent to the exhaust port. Fig. (5.34a) 
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b. At 6" distance from the exhaust port along with experimental data, Fig. 
(5.34b) 
c. At diffuser entry, Fig. (5.34c). 
Fig. (5.34a) shows the blowdown pulse building up in the exhaust pipe 
(near the port) as soon as the exhaust port opens at 90 deg The blowdown 
pulse reaches at 6" distance from the port after about 8 deg crankangle as 
may be seen in Fig. (5.34b) and arrives at diffuser entry section after about 
25 deg crankangle (Fig. 5.34c). The suction wave which is initially formed 
at diffuser entry at the crankangle 157 deg (Fig. 5.34c) travels upwards 
reaching the exhaust port at around bottom dead centre as seen in Fig. (5.34a). 
The compression wave returning from the nozzle portion of the expansion 
chamber arrives the exhaust port at the crankangle 225 deg atdc (Fig. 5.34a). 
It is observed in Figs. (5.34a-c) that Zucrow-Hoffman algorithm tends to 
dampen the residual waves as described earlier in Section (5.2.1) for wave 
action predictions in straight exhaust pipe. Fig. (5.34b) gives the measured-
pressure diagram in the exhaust system by Blair and Ashe (1976) along with 
the numerical predictions of the three algorithms for the first cycle. It may 
be seen that predicted pressure for Zucrow-Hoffman algorithm compares 
better with the experimental results due to its dampening effect. A phase shift 
of the plugging pulse between experimental and theoretical results is observed 
in Fig. (5.34b). This is because the comparison is made for the first cycle 
and the results are affected by the assumed initial conditions, especially the 
gas temperature in the exhaust pipe. As observed earlier in Fig. (5.32a) for 
the pressure diagram at 6" distance from the port, better phasing is obtained 
after the solution stabilised. 
Figs. (5.34a-c) show also that calculations using Benson algorithm 
overestimate the amplitude of the suction wave which originates at diffuser 
entry (Fig. 5.34c) and travels towards the exhaust port, see Figs. (5.34a & 
b). as compared to the other two algorithms. This is because of the integration 
of Riemann variables (X and P) instead of the volumetric flow rate V (=uF) 
as it is the case with Zucrow-Hoffmart and the Modified algorithms as mentioned 
earlier also in Section (5.1.3) for wave action in diffusers. No pressure 
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discontinuity is noted at diffuser entry in the first cycle as may be seen in 
Fig. (5.34c). 
Fig. (5.34d) shows the predicted pressure-crankangle diagram in the 
crankcase for the three algorithms as well as the experimental results of Blair 
and Ashe (1976). At 90 deg crankangle atdc, the inlet port has already closed 
at 80 deg crankangle atdc and the pressure is increasing in the crankcase as 
the piston is moving towards bdc and the transfer ports are still closed. The 
three algorithms predict almost the same pressure till the transfer ports open 
at 120 deg crankangle atdc. The crankcase pressure starts reducing immediately 
for Benson algorithm, while it continues increasing for both the Modified and 
Zucrow-Hoffman algorithms. However, the maximum pressure attained for 
Zucrow-Hoffman algorithm is higher than for Modified algorithm. The reason 
for this discrepancy in predictions after transfer ports open may be explained 
by the help of the transfer pipe pressure diagrams at both ends shown in Figs. 
(5.34e & f). Fig. (5.34e) shows a discontinuity in the pressure diagram in 
the transfer pipe at cylinder end of the pipe as a consequence of reverse flow 
of hot gases from cylinder to the crankcase through the transfer passages which 
have cold fresh charge. The discontinuity does not occur in case of the 
Modified and Zucrow-Hoffman algorithms, instead a steep rise in the transfer 
pipe pressure at cylinder end is observed. The predicted pressure at the 
crankcase end of the transfer pipe is shown in Fig. (5.34f) for the three 
algorithms. It is observed that, the discontinuity which is set at the cylinder 
end of the transfer pipe (Fig. 5.34e) in case of Benson algorithm is felt at 
the crankcase end of the transfer pipe (Fig. 5.34f) as well as in the crankcase 
pressure diagram shown in Fig. (5.34d) at the same crankangle. 
Fig. (5.34g) gives the predicted pressure-crankangle diagram in the 
cylinder during the open cycle (from exhaust port opening to its closure) for 
the three algorithms along with the experimental data. It may be seen that 
during the open period, there is discrepancy in the predicted pressure among 
the three algorithms, while at the time of closure of exhaust port, the trapped 
pressure is almost the same for the three algorithms. It may be also seen that 
the predicted pressure for the three algorithms do not compare well with the 
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experimental results. However, better comparison of the cylinder pressure was 
obtained earlier from stabilized solution (see Fig. 5.32d). 
Shock Wave Formation in the Expansion Chamber 
It was mentioned earlier that the shock is predicted at diffuser entry 
in case of Benson algorithm and Modified algorithm shortly after the transfer 
ports open in the second cycle and calculations became unstable. Similar 
phenomenon of shock formation at diffuser entry in the exhaust system of 
a two stroke engine having divergent parts was also observed by Blair (1968, 
1990) and was handled using shock wave relations. Shock formation was not 
observed when using Zucrow-Hoffman algorithm for wave action analysis in 
the present work. In this part of study, only the results of Benson algorithm 
are compared with the results of Zucrow-Hoffman algorithm, as the Modified 
and Benson algorithms give more or less the same results. 
Figs. (5.35a-c) show the pressure-crankangle diagrams for the second 
cycle using Benson and Zucrow-Hoffman algorithms at the following locations 
in exhaust chamber : 
a. At diffuser entry section, (Fig. 5.35a) 
b. At 6" distance from the exhaust port. Fig. (5.35b) 
c. Adjacent to the exhaust port. Fig. (5.35c) 
Fig. (5.35a) gives the pressure-crankangle diagram at diffuser entry 
section at engine speed 6500 RPM. The formation of shock wave in case of 
Benson algorithm is observed at the crankangle 133 deg atdc. The shock which 
is initially formed at diffuser entry section travels upstream and appears in 
the pressure diagram at a distance of 6" from the port shown in Fig. (5.35b). 
Finally the shock reaches the exhaust port at around bottom dead centre as 
may be seen in Fig. (5.35c). The predicted temperature, pressure and velocity 
profiles along the exhaust system for Benson algorithm at various crankangles 
during the second cycle are shown in Figs. (5.36a-c). The temperature profiles 
along the exhaust chamber in case of Benson algorithm shown in Fig. (5.36a) 
depict the following characteristics. 
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1. The temperature discontinuity which is set in the exhaust system immediately 
after the exhaust port opens is retained at all crankangles throughout 
the cycle. 
2. The temperature profiles are relatively distorted at diffuser entry section 
(at 0.48m from the port) for the crankangles greater than 120 deg after 
transfer ports open. 
3 . Fig. (5.36b) shows a discontinuity in the pressure profile at the diffuser 
entry section for the crankangles after transfer ports open at 120 deg 
atdc and Fig. (5.36c) shows the same behaviour for the velocity profiles; 
i.e., a discontinuity in the velocity profile appears also at diffuser entry 
section for all crankangles after the transfer port opens. 
The predicted temperature, pressure and velocity profiles are presented 
in Figs. (5.37a-c) along the exhaust pipe at various crankangles of the second 
cycle for Zucrow-Hoffman algorithm. No discontinuity is observed in temperature, 
pressure and velocity profiles. 
Figs. (5.38a-c) present comparisons of Benson and Zucrow-Hoffman 
algorithms for pressure, temperature and velocity profiles along the exhaust 
chamber at 139 deg crankangle atdc after the shock formation for Benson 
algorithm. Fig. (5.38a) shows the pressure diagram at diffuser entry section 
(0.48m down the exhaust port) for Benson algorithm where the pressure 
dropped to a value of 0.4 atm. Fig. (5.38b) indicates a discontinuity in the 
temperature profile at the diffuser entry section in case of Benson algorithm 
while, a smooth temperature profile is observed for Zucrow-Hoffman algorithm. 
The corresponding rise in velocity at diffuser entry section in case of Benson 
algorithm is presented in Fig. (5.38c). 
Figs. (5.39a-c) present temperature-crankangle diagrams for first and 
second cycles using Zucrow-Hoffman and Benson algorithms at the three 
aforementioned locations. Fig. (5.39a) shows that the thermal discontinuity 
which is initially set in the exhaust chamber once the exhaust port opened 
at 90 deg atdc, at the commencement of calculations of the first cycle, has 
arrived the diffuser entry at the crankangle 355 deg atdc of the first cycle 
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as predicted by Benson algorithm. This caused a sudden temperature rise to 
1170 K. The temperature at diffuser entry has fallen to about 560 K by the 
time the exhaust port opened in the second cycle at 90 deg ca atdc. Once the 
transfer port opened at 120 deg. atdc, there was a sudden rise of temperature 
at diffuser entry to 1160 K at 127 deg atdc which is followed by the shock 
formation at 133 deg. On the other hand, Zucrow-Hoffman algorithm does 
not show such fluctuations in temperature profile at diffuser entry section 
as seen in Fig. (5.39a). Fig. (5.39b) shows the temperature profile at 6" 
distance from the exhaust port. Sharp rise in temperature is observed for 
Benson algorithm, firstly at the crankangle 132 deg atdc of the first cycle 
and secondly at 129 deg crankangle of the second cycle. The rise in temperature 
is also observed in case of Zucrow-Hoffman algorithm at the same locations, 
but with lower amplitudes and rounded profiles. However, the temperature 
profiles at the exhaust port are more or less the same for both Benson and 
Zucrow Hoffman algorithms as can be seen in Fig. (5.35c) which implies that 
the temperature instability starts at diffuser entry section and propagates 
towards the exhaust port. 
It may be concluded from the above investigations that in case of 
Zucrow-Hoffman algorithm, any discontinuity along the pathline is smeared 
by interpolation resulting into attenuation of temperature profiles and pressure 
profiles; A thermal discontinuity in exhaust system does not persist numerically 
for long and get diffused. This perhaps produces the same effect of the physical 
phenomenon described by Rudinger (1955, pp. 87-88) regarding disintegration 
of contact surfaces (thermal discontinuities), "If however, the two gases are 
accelerated towards the one of higher density, a plane interface is unstable 
and disintegrated rapidly by forming streamers of denser gas reaching deep 
into the other gas". This is the case during the blowdown period in the exhaust 
system of a two-stroke engine where the hot released gases are accelerating 
towards the cold denser gases existing in the exhaust chamber during the 
closed period. However. Benson and the Modified algorithms retain the thermal 
discontinuity throughout the calculations, that is to say. the thermal discontinuity 
is not disintegrated. 
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5.2 .3 S c a v e n g i n g M o d e l Studies 
Sher model (1985) is adopted in the present study for simulating the 
scavenging process in the engine under investigation. The detailed description 
of the model is available in Section (3.3). According to Sher model (1985) 
time variation of the mass fraction of the fresh charge in the gas passing 
through the exhaust port P is given by Eqn. (3.3.1) and re-written as : 
P = 1 - exp [-C X ( ) J (5.1) 
where X is delivery ratio and b and c are the form factor and the shape factor, 
respectively. For two-stroke engines, Sher (1985) recommended b = 2±.06 
and c = 2.1±.43 and the corresponding charging efficiency ri^ ,^  is given by 
Eqn. (3.3.3) rewritten here as : 
1* p dX/dt* 
^eh = ^ - J dt* (5.2) 
0 P + (1-P) TJT, 
where T^ , is instantaneous cylinder temperature, T^ is instantaneous temperature 
of the fresh charge entering the cylinder 
and t* = (a - a J / (a^^ - a J 
An increase of fraction of fresh charge lost to the exhaust p during the 
scavenging process reduces the charging efficiency and consequently the 
power developed during the combustion process, on the other hand it increases 
the hydrocarbon emissions and specific fuel consumption. 
For the engine under consideration, the experimental scavenging 
characteristics are given by Blair & Ashe (1976). These are charging efficiency 
r|^ ,^ scavenging efficiency r|jj.and are given in Table (5.3) at the two engine 
speeds 6500 RPM and 4000 RPM. The present investigations are carried out 
to validate the scavenging model of Sher (1985) by comparing the predicted 
scavenging characteristics with the experimental values. However, experimental 
evidence of time variation of fresh charge escaping the exhaust port P is not 
available. 
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It may be seen from Eqn. (5.1) that the fraction of fresh charge escaping 
the exhaust port p is a function of delivery ratio X, the form factor b and 
the shape factor c. However, delivery ratio X is almost independent of the 
scavenge model (Benson et al 1975b). Before investigating the effects of 
b and c on P and consequently on scavenging characteristics, the behaviour 
of fresh charge flow and exhaust flow during the open period are investigated 
at the two engine speeds 6500 RPM and 4000 RPM. 
The total fresh charge flow rate in scavenge ports is expressed as 
delivery ratio based on cylinder swept volume and given by Eqn. (3.3.2). Fig. 
(5.40a) presents the calculated delivery ratio for the two engine speeds 4000 
RPM and 6500 RPM during the scavenging process, i.e., from time transfer 
ports open at 120 deg crankangle till they close at 240 deg crankangle. It 
may be seen that in case of engine speed 6500 RPM, the delivery ratio (solid 
curve) starts rising only after reverse flow ceases in the ports and inflow starts 
at about 140 deg crankangle atdc and continues to rise till reverse flow starts 
again at the crankangle 223 deg atdc. After that, delivery ratio starts reducing 
till the closure of the ports at the crankangle 240 deg atdc. It may be seen 
also in Fig. (5.40a) that the delivery ratio at the engine speed 4000 RPM 
(dashed curve) starts rising immediately after the transfer ports open till the 
crankangle 181 deg atdc when the delivery ratio starts reducing indicating 
reverse flow in the ports. At 204 deg atdc, the delivery ratio again starts rising 
and again at the crankangle 226 deg atdc the delivery ratio starts reducing 
indicating reverse flow till the closure of the ports at 240 deg atdc. The 
predicted delivery ratio at the closure of the scavenge ports for both engine 
speeds are lower than their respective experimental values as may be seen 
in Table (5.3). For the engine speed 6500 RPM, the predicted delivery ratio 
at the time of closure of scavenge ports is 0.8 while the experimental value 
is 0.9. For the engine speed 4000 RPM, the predicted delivery ratio is 0.53 
while the measured value is 0.67. The reason for the discrepancy was discussed 
in Section (5.2.2). 
The mass flow rate passing through the exhaust port from the time the 
exhaust port opens at 90 deg ca atdc till its closure at the crankangle 270 
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deg is shown in Fig. (5.40b) for the engine speeds 6500 RPM and 4000 RPM. 
It may be seen in case of engine speed 6500 RPM (shown by the solid line) 
that there is outflow in the exhaust port from the time the exhaust port opens 
at 90 deg atdc up to the crankangle 214 deg atdc when reverse flow starts 
and continues upto the crankangle 237 deg and outflow continues till the 
closure of the port. The instantaneous mass flow rate in the exhaust port at 
the engine speed 4000 RPM is shown by the dashed line in Fig. (5.40b). It 
may be seen that outflow commences in the exhaust port from the opening 
of the exhaust port till the crankangle 173 when reverse flow starts and 
continues up to the crankangle 190 deg atdc when outflow again occurs till 
the closure of the port. 
5.2.3a Sensitivity Studies of b & c on Scavenging Characteristics 
(6500RPM) 
Fig. (5.40c) presents the instantaneous fraction of fresh charge in 
exhaust p from the time the scavenge ports open at 120 deg to their closure 
at 240 deg for the engine speed 6500 RPM. The shape factor c is increased 
gradually from 1.7 to 2.5 keeping the form factor b constant at the nominal 
value 2. It may be seen that the curves exhibit an s-type shape as suggested 
by Sher (1985). P starts rising after reverse flow ceases in scavenge ports 
at 140 deg atdc and continues on increasing till the closure of port. For a 
value of c = 1.7. the curve is terminated at the crankagnle 201 deg atdc as 
the scavenging process is completed. The whole cylinder content is fresh 
charge and the fraction of fresh charge in exhaust is found to be 0.43. Since 
the shape factor is low. the fraction of fresh charge escaping the exhaust port 
is low and the mass flow rate in the exhaust port contains more residuals and 
thus the cylinder is completely scavenged at the crankangle 201 deg. Fig. 
(5.40c) shows also that as c increases P increases. 
Fig. (5.40d) shows p during the scavenging period when c is kept 
constant at the nominal value 2.1 and b is increased gradually from 1.5 to 
2.5. It may he seen here also that P curves take an s-shape as suggested by 
Sher (1985). It may be seen also that as b increases there is a decrease in 
the instantaneous \a lue of p. 
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Fig. (5.40e) presents the predicted instantaneous charging efficiency 
at the engine speed 6500 RPM for constant b and varying values of c. On 
the other hand. Fig. (5.40f) gives the predicted instantaneous charging efficiency 
for varying values of b keeping c constant. It may be seen in Figs. (5.40e&f) 
that the charging efficiency starts rising after reverse flow ceases at 140 deg 
atdc and inflow starts in the scavenge ports. The charging efficiency keeps 
increasing as the amount of the charge entering the scavenge port is more 
than the charge leaving the exhaust port p. When reverse flow in scavenge 
ports start, charging efficiency decreases as the fresh charge is only leaving 
the exhaust port and consequently the amount of fresh charge trapped in the 
cylinder reduces. Fig. (5.40e) shows that with increase in c the charging 
efficiency reduces. This is due to the increase of the fraction of fresh charge 
escaping the exhaust as observed in Fig. (5.40c) and hence reducing the 
trapped charge. Fig. (5.40f) shows that with increase in b, the charging 
efficiency increases. This is because the instantaneous fraction of fresh charge 
P escaping the exhasut port reduces with increase in b as observed earlier 
in Fig. (5.40d). Fig. (5.40e) and Fig. (5.40f) conform the trend observed by 
Sher (1985), namely low c and high b result into high charging efficiency. 
This trend is also inferred from Eqn. (5.1), as high b and low c result into 
low p. that is, more charge is retained in the cylinder. 
The predicted values of the charging efficiency at the time of closure 
of the transfer ports is 0.745 as may be seen in Figs. (5.40e&f) for the nominal 
values of b = 2 and c =2.1. After transfer ports closure, the charging efficiency 
continues to decrease due to outflow of fresh charge in the exhaust and the 
final value of the charging efficiency is 0.71 which is lower than the experimental 
value. 
Fig. (5.40g) gives the instantaneous scavenging efficiency during the 
scavenging process taking b as constant and varying c and Fig. (5.40h) gives 
the scavenging efficiency for constant c and varying b. It may be seen in Figs. 
(5.40h&g) that the scavenging efficiency curves starts rising after the reverse 
flow in the transfer ports cease at about 140 deg atdc and continues rising 
till the crankangle 214 when reverse flow starts in the exhaust port as may 
- 1 7 5 -
be seen in Fig. (5.40b). The scavenging efficiency starts reducing due to the 
increase in the total cylinder mass due to reverse flow in the exhasut port. 
Fig. (5.40g) shows that as c increases, scavenging efficiency reduces due to 
the more fresh charge escaping the exhaust port. It may be seen from Fig. 
(5.40h) that as b increases the scavenging efficiency increases because the 
increase in b results into decrease of p and thus more fresh charge is retained 
in the cylinder and more residuals leave the cylinder. Fig. (5.40g«&;h) show 
that the scavenging efficiency at transfer ports closure at 240 deg crankangle 
atdc is 0.945. The calculated scavenging efficiency remains constant from 
the time the transfer ports close at 240 deg atdc till the exhasut port closes 
at 270 deg atdc as it is assumed that uniform charge leaves the exhaust port 
during this period. 
The experimental values of the scavenging efficiency is 0.9 which is 
lower than the calculated value. The only explanation for this is that the 
predicted trapped cylinder mass is lower than expected due to lower mass 
flow rates through the engine. This is evidenced by the predicted values of 
delivery ratio at both engine speeds which are less than their experimental 
values. 
5.2.3b Sensitivity Studies of b and c on the Scavenging Characteristics 
(4000 RPM) 
The above studies have been repeated for the engine speed 4000 RPM. 
The effect of shape factor c at constant b (= 2) on P is presented in Fig. (5.41a) 
and the effect of form factor b at constant c (=2.1) is shown in Fig. (5.41b). 
It may be seen that curves of P starts rising at about 135 deg atdc, this is 
because the calculated values of p before that are very small. It is observed 
also that the shape of the two curves is distorted from the s-type for all 
combinations of b and c in the period from the crankangle 181 deg atdc to 
the crankangle 204 deg atdc. This is because during this period the delivery 
ratio is reducing as may be seen in Fig. (5.40a) which results into slow rise 
of p curves as indicated by Eqn. (5.1). Fig. (5.41a) and Fig. (5.41b) show 
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the same trend observed earlier in Figs. (5.40c) and Fig. (5.40d) for the engine 
speed 6500 RPM, that is, p increases with c and decreases with b. 
The effect of b on charging efficiency for constant c during the scavenging 
period is presented in Fig. (5.41c) and the effect of con the charging efficiency 
for constant b is presented in Fig. (5.41d). As observed earlier for the engine 
speed 6500 RPM, the charging efficiency curve is closely related to the 
delivery ratio curve. The charging efficiency curves starts rising from the time 
of opening of the scavenge ports since there is inflow through the ports. The 
curves continue to rise till reverse flow occurs between the crankangles 181 
deg and 204 deg atdc and the charging efficiency curves reduce. From the 
crankangle 204 deg to 226 deg, the curve rises again till reverse flow starts 
again at about 226 deg crankangle and the charging efficiency reduces till 
closure of scavenge ports at 240 deg crankangle atdc. After transfer ports 
closure at 270 deg crankangle atdc, the charging efficiency continues on 
decreasing till exhaust port closure due to the escape of fresh charge through 
the exhaust port. The predicted charging efficiency at engine speed 4000 RPM 
is 0.52 as given in Table (5.3) which is lower than the experimental value 
0.56. 
Fig. (5.41e) shows the effect of varying c at constant b on the scavenging 
efficiency for this engine at the speed 4000 RPM and Fig. (5.41 f) shows the 
effect of varying b at constant c on the scavenging efficiency during the 
scavenging process. It can be seen that scavenging efficiency starts increasing 
from the time scavenge ports open upto the crankangle 173 deg atdc, when 
it starts reducing during the reverse flow in exhaust port as may be seen Fig. 
(5.40b) due to the increase of total cylinder mass. It starts rising again till 
the closure of transfer ports. Fig. (5.41 e) shows that as c increases the 
scavenging efficiency decreases at the time of closure of transfer ports and 
Fig. (5.41 f) shows that as b increases, the scavenging efficiency increases. 
The scavenging efficiency remains constant till the closure of the exhaust port 
as discussed earlier for the engine speed 6500 RPM. The predicted scavenging 
efficiency at the engine speed 4000 RPM is 0.96 which is higher than the 
experimental value 0.8. 
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5.2.3c Sensitivity Studies of b & c on Closed Cycle Predictions 
The effects of various combinations of b and c on the cylinder pressure 
and temperature during the closed period have been investigated at the engine 
speed 6500 RPM and the two bounding curves are shown in Fig. (5.42a) for 
cylinder pressure and in Fig. (5.42b) for cylinder temperature. The two curves 
in Figs. (5.42a & b) correspond to the following combinations of b & c : 
1. Nominal value of b = 2 and minimum value of c = 1.7 
2. Nominal value of c = 2.1 and minimum value of b = 1.5 
It is observed in Figs. (5.42a&b) that nominal value of b =2, and minimum 
value of c=1.7 give higher cylinder pressure and temperature, while nominal 
value of c and minimum value of b give lower cylinder pressure and temperature. 
This is because high c means higher fraction of fresh charge P escaping in 
exhaust and more residuals retained in cylinder which result into higher 
temperature of trapped charge and consequently lower peak pressure and 
temperature during the combustion process. High b means more mixing of 
fresh charge with the residuals in the cylinder and thus lower temperature 
of the trapped charge which results into higher peaks of pressure and temperature 
during the combustion process. 
Figs. (5.40e-h) and Figs. (5.41c-f) have shown that the effects of form 
factor b and shape factor c on the charging efficiency and on the scavenging 
efficiency are not appreciable for this engine. In absence of any informations 
about the fraction of fresh charge P passing in the exhaust port, the nominal 
values of the form factor b and the shape factor c, that is, b = 2 and c = 2.1 
have been selected here for full cycle calculations. The predicted charging 
and scavenging efficiencies at trapped conditions are given in Table (5.3) for 
the engine speed 6500 RPM and the engine speed 4000 RPM. As mentioned 
earlier, predicted charging efficiency and delivery ratio are lower than their 
experimental values while predicted scavenging efficiency is higher than the 
experimental value at both engine speeds. Nevertheless, qualitatively the 
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predicted scavenging characteristics for this engine give the correct trend with 
increase in engine speed. That is, the delivery ratio, charging efficiency and 
scavenging efficiency increase as the engine speed increases from 4000 RPM 
to 6500 RPM. The predicted results also show that the fraction of the fresh 
charge in the exhaust p increases as the engine speed increases. 
5.2.4 Combustion Model Studies 
For simulation of the combustion process in the present study, two 
models for calculating the burning rate are considered, namely Tabaczynski 
et al (1980) eddy entrainment model and Chen et al (1992) model which is 
a modification of Tabaczynski et al (1980) model. For the calculation of 
turbulent flame speed during the combustion process, two expressions are 
employed, one is of Hires et al (1978) and the other is of Chen et al (1991). 
For the engine under consideration, the experimental data are not available 
for the mass fraction burned or for the cylinder pressure during the closed 
period to assess the accuracy of the combustion model. Therefore, only the 
results of the theoretical study are presented here. However, the experimental 
value of brake mean effective pressure (BMEP) is available which is an 
indication of the pressure development during the combustion process. 
For the predictions, the turbulence parameters at the time of the spark 
given by the constants c, (Eqn. 3.4.11), Cj (Eqn. 3.4.13) and c^ (Eqn. 3.4.16) 
were selected following the work of Chen et al (1992) for four-stroke engines. 
The above turbulence constants for the present two-stroke engine Husqvarna-
250 are taken as c, = 0.6, Cj = 0.2 and C3 = Vl5. In choosing Cj isotropic 
turbulence is assumed in the cylinder during the combustion process (Daneshyar 
and Hill, 1987). However, for ported two-stroke engines, evidence of isotropic 
turbulence is not available (Eraser et al, 1986) as turbulence is less relaxed 
near top dead centre due to shorter time scales of various processes as 
compared to four stroke engines (Ghandhi et al 1992). 
The spark advance is taken as 21 deg btdc from the experimental data 
of Blair (1976) for the same engine. In Chen model (1992), the initial flame 
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radius is calculated by balancing the electrical energy discharged into the gas 
by the ignition system with the expansion work of the propagated diffusion 
wave. However, in the present work due to the lack of informations about 
the ignition system of the simulated engine, the process of spark ignition is 
replaced by an ignition delay period following Benson et al (1975a). Details 
of the calculations of the delay period and for initiation of the combustion 
process are available in Appendix-B. 
Theoretical predictions are carried out for the burning rate calculated 
using the two combustion models at the engine speed 6500 RPM and presented 
in Section (5.2.4a). The predicted Turbulent flame speed using Chen et al 
(1991) model and using Hires et al (1978) correlation are discussed in Section 
(5.2.4b). 
5.2.4a Burning Rate Predictions 
The mass burning rate (dm^/da) during the combustion process for Chen 
et al (1992) model is given by Eqn. (3.4.5a & b) and the burning rate for 
Tabaczynski model (1980) is given by Eqn. (3.4.5c). The rate of mass 
entrainment for both models is same and is given by Eqn. (3.4.1) 
Fig. (5.43a) shows the normalized burning rate, (dm^/da)/m|,. ploted 
against crankangle for both models at the engine speed 6500 RPM and equivalence 
ratio (j) = 1.136. The turbulent flame speed in both cases is calculated using 
Chen et al (1991) model given by Eqns. (3.4.6a-e). The figure shows that the 
actual combustion starts after an ignition delay of 5.5 deg crankangle. The 
combustion process is terminated at 6 deg atdc in case of Chen model and 
at 7.5 deg atdc for Tabaczynski model. The burn rate starts rising slowly after 
the ignition delay and then rapidly around tdc till the end of the combustion 
process. The burn rate peaks at the crankangle 2.5 atdc in case of Chen model 
for a value of 0.29. In case of Tabaczynski model the burn rate is slower and 
it peaks ai the crankangle 4.5 deg atdc for a value of 0.18. It is also observed 
in Fig. (5.43a) that the combustion process is terminated abruptly in case of 
Chen model as the burn rate falls from the peak value to zero. On the other 
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hand, the falling of the burn rate in case of Tabaczynski model is gradual 
as may be seen in the Figure. 
The higher burning rate for Chen model was observed also in the 
validation studies performed by Chen (1992). On the other hand, Tabaczynski 
et al (1980) reported that their model predicted slow burning rates as compared 
to measurements towards the end of the combustion process. The fraction of 
mass burned during the combustion process is shown in Fig. (5.43b). It is 
observed that in case of Chen model 40% mass is burned in the first 15 degrees 
crankangle of the combustion duration that is, up to tdc and the rest 60% is 
burned in the last 6 degrees. In case of Tabaczynski model as the burn rate 
is slower, only 23% of mass is burned till tdc and the rest 77% of mass is 
burned in the last 7.5 degrees 
The rate of pressure rise during the combustion process is shown in 
Fig. (5.43c) for the two models. It is observed that the two curves rise slowly 
for the first 10 deg crankangle after the start of combustion and the rate of 
pressure rise is almost the same for both the models upto 355 deg crankangle. 
From then onwards the rate of pressure rise is higher in case of Chen model. 
It is observed that the curves of pressure rise rate peak at the same crankangles 
as the burn rate curves. 
Figs. (5.43d&e) present cylinder pressure and temperature diagrams 
using both models during the combustion process. It may be seen that cylinder 
pressure and temperature rise slowly from the beginning of combustion till 
tdc, then the rise is steep due to the increase of burning rate. The higher 
pressure and temperature in case of Chen model are due to higher burning 
rates. 
5.2.4b Turbulent Flame Speed Predictions 
Two expressions for prediction of the turbulent flame speed during the 
combustion process are employed in this study. These are Chen et al (1991) 
model given by Eqns. (3.4.6a-e) and Hires et al (1978) correlation given by 
Eqn. (2.3.2). In the present study the above two expressions of turbulent flame 
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speed are incorporated into Chen combustion model (1992) and the predicted 
results are shown in Figs. (5.44a-e). Hires et al (1978) turbulent flame speed 
correlation includes a constant C^ which is a function of engine geometry 
and is determined experimentally. For the present work the constant Cg is 
varied till the calculated turbulent flame speed based on Hires correlation gave 
the same ignition delay as obtained using Chen model (1991) of turbulent 
flame speed. Under these conditions the constant Cg is found to be 0.5. 
Fig. (5.44a) shows the calculated turbulent flame speed during the 
combustion process using the two models, i.e., Hires et al (1978) and Chen 
et al (1991) turbulent flame speed models. It is seen in Fig. (5.44a) that the 
turbulent flame speed calculated using Hires expression rises from 20 m/sec 
at the beginning of the combustion process to 30 m/sec by the time the piston 
reaches at top dead centre. From top dead centre till the end of the combustion 
process at 14 deg atdc, the turbulent flame speed rises from 30m/sec to 
65m/sec. On the other hand, the turbulent flame speed calculated using Chen 
model at the commencement of combustion process is 34 m/sec and rises to 
68 m/sec near tdc and by the end of combustion process it reaches 147 m/sec. 
Chen model predicts higher turbulent flame speeds because it depends 
strongly on turbulence length scales as may be seen from Eqns. (3.4.6a-e). 
At the commencement of the combustion process immediately after the delay 
period the flame radius is found to be about 3.5 mm. This flame size is larger 
than the integral scale which is found to be 2.65 mm at the end of delay period 
and consequently the turbulent flame speed acquires the saturated value as 
given by Eqn. (3.4.6e) from the beginning of the combustion process. This 
resulted into higher turbulent flame speed throughout the combustion period 
and consequently into higher burning rates as will be seen later in this section. 
However, the turbulent flame speed calculated using Chen model is higher 
than the reported measured turbulent flame speed (Blair, 1990) in two stroke 
engines, which ranges from 20 m/sec - 50 m/sec. 
The turbulent flame speed as given by Eqns. (3.4.6a-e) for Chen model 
and by Eqn. (2.3.2) for Hires correlation is function of the laminar flame speed, 
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turbulence intensity and integral length scale. The behaviour of laminar flame 
speed and turbulence intensity during the combustion process for both expressions 
for turbulent flame speed is given in Figs. (5.44b-c). Fig. (5.44b) shows the 
calculated laminar flame speed when using Chen turbulent flame speed model 
(solid line) and Hires et al correlation (dashed line) for the engine speed 6500 
RPM. It may be seen in Fig. (5.44b) that the two models give the same laminar 
flame speed (about 2m/sec) at the beginning of the combustion process and 
remains almost constant till tdc. After tdc there is a sharp rise in the laminar 
flame speed in case of Chen expression due to sharp rise in cylinder pressure 
and temperature caused by higher burning rates. The rise is also observed 
in case of Hires correlation after the elapse of few crankangles, corresponding 
to the crankangle of maximum burning rate given by Hires correlation. 
Fig. (5.44c) presents the calculated turbulence intensity during the 
combustion process employing Chen turbulent flame speed model (1991) 
shown by solid line and using Hires et al correlation shown by the dashed 
line. The turbulence intensity for both the expressions at the commencement 
of the combustion process is same and equal to 8.5 m/sec as is seen in Fig. 
(5.44c). In the above two cases there is rise in the turbulence intensity till 
the position of maximum burn rate followed by a decay towards the end of 
the combustion process. This is because the turbulence intensity changes 
during the combustion process in proportion with the density of the unburned 
charge according to the rapid distortion theory (Wong and Hoult, 1979, Eqn. 
3.4.14). The density of the unburned charge increases with increase of cylinder 
pressure and in turn increases with the burn rate even after the top dead centre 
when the volume of cylinder is expanding. However, after burn rate peaks, 
the density reduces due to the dominating effect of expansion resulting into 
decay in turbulence intensity as may be seen in Fig. (5.44c). 
The entrained mass calculated from Eqn. (3.4.5) is shown in Fig. (5.44d) 
using the turbulent flame speed expressions of Chen et al (1991) and Hires 
et al (1978). It is seen in the figure that the rate of entrainment is higher 
in case of Chen model and the whole mass is entrained at 2.5 deg atdc. It 
may also be seen that Hires correlation predicts slower rate of entrainment 
- 1 8 3 -
and the whole mass is entrained at 13.5 deg crankangle atdc. This results into 
higher burning rates in case of Chen model and slower burning rates for Hires 
correlation as seen in Fig. (5.44e). The higher burning rates in case of Chen 
model resulted into shorter combustion duration as may seen in Fig. (5.44e) 
where the combustion process starts in both the cases at about 345 deg atdc 
and is terminated at 6 deg atdc in case of Chen model and at 14 deg atdc 
in case of Hires model. 
It may be concluded that the burn rate during the combustion process 
is influenced by the history of entrainment of the charge as seen from the 
results of Chen burning equation presented in Section (5.2.4a). The burn rate 
is also largely dependent on the turbulent flame speed as observed in Section 
(5.2.4b). However, the calculated indicated mean effective pressure (IMEP) 
based on single cycle results shows that the burn rate effect is not very 
significant, i.e., whether the burn rate is fast or slow, the difference in the 
calculated IMEP falls within 0.1 atm. This is the case when burn rate is 
calculated with Chen burn rate model or Tabaczynski model and when using 
Chen (1991) turbulent flame speed model or Hires et al (1978) model. However, 
the burn rate affects the release pressure and temperature which influence the 
gas exchange process for the next cycle and consequently the combustion 
process via the trapped conditions. Therefore, further investigations on the 
effects of burn rate on the stabilized solution are necessary. 
The calculated brake mean effective pressure with Chen burning equation 
is found to be 6.2 atm at the engine speed 6500 RPM which is lower than 
the experimental value 7.9 atm. This is due to lower delivery ratio as reported 
earlier which resulted into lower trapped cylinder mass. Therefore, smaller 
amount of fresh charge was available for the combustion reducing the power 
output. The calculated BMEP at the engine speed 4000 RPM is 3.9 atm which 
is also lower than the measured value 4.4 atm. 
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TABLE 5.1 
Shock Wave Spread Using Zucrow-Hoffman Algorithm 
Number of meshes over which shock is spread 
No. of applications 
of the Corrector 
Arrival of the inci-
dent wave at mid pipe 
(at point A) 
Arrival of the reflected 
wave at mid pipe 
(at point B) 
ICOR 
ICOR 
ICOR 
ICOR 
ICOR 
= 0 
= I 
= 2 
= 3 
= 4 
Solution fails 
1 mesh 
2 meshes 
3 meshes 
4 meshes 
Solution fails 
5 meshes 
8 meshes 
10 meshes 
11 meshes 
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Table 5.2 
Engine Specifications 
Husqvarna Single Cylinder, Loop-scavenged Two 
Model 
Bore 
Stroke 
Connecting rod centres 
Trapped compression ratio 
Crankcase compression ratio 
Exhaust port opens 
Transfer ports open 
Inlet ports open 
Number of exhaust ports 
Exhaust port width 
Number of transfer ports 
Total effective transfer ports width 
Number of inlet ports 
Total effective inlet ports width 
Maximum inlet port height 
Carburettor diameter 
Length of inlet tract 
Length of transfer passages 
stroke ] 
MI 
Engine. 
250 
69.5mm 
64.5mm 
12C 
7.0 
1.5 
90 
12C 
80° 
1 
42 
5 
77 
2 
42 
28 
36 
185 
76 
1 mm 
: 1 
: 1 
deg atdc 
) deg atdc 
btdc 
mm 
mm 
mm 
mm 
mm 
! mm 
mm 
-186-
Table 5.3 
Performance Characteristics of Husqvarna-MKl 
Two Stroke Engine 
6500 RPM 
P Charging Scavenging Delivery BMEP 
efficiency efficiency ratio (atm) 
Experimental U.87 0.90 0.92 7.9 
Predicted 0.8 0.71 0.945 0.8 6.2 
4000 RPM 
Charging Scavenging Delivery BMEP 
efficiency efficiency ratio (atm) 
Experimental 0.56 0.80 0.67 4.4 
Predicted 0.67 0.52 0.96 0.53 3.9 
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Exhaust Pipe 
L 
D 
• 
RPM 
T^, 
= 42 inch 
= 1.25 inch 
= 0.36 
= 51.7 
= 300 K 
(« ) 
8. 
3 
M 
10 70 30 40 50 60 70 ftO 90 100 110 120 
Crank angle (degrees) 
(b) 
Fig. (5.5) Wave Action in a Straight Pipe Fitted with a Nozzle (Benson, 1982). 
(a) Single Cylinder - Single Pipe Configuration 
(b) Pressure Input Diagram 
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Plane of 
Exhaust Ports 
I-
6 ft. 
a : angle of divergence 
First diffuser length ratio — 
Second diffuser length ratio -r-
Third diffuser length ratio - j -
Fourth diffuser length ratio -^ 
= 6.5'' 
= 1 
= 2 
= 3 
= 3.5 
(<Q«, 
I IB 
1 h 
Apex of Diffuser 
Diffuser Entry 
Cone Section 
Diffuser 
Exit 
Section 
(«) 
C O . " 
0 
3 
M 
M 
Fig. (5.8) 
1.08-
1.06-
104 -
.1.07 -
1-00 
8.0 10 30 4.0 64) 
Non. Dim. Time ( 5 f t l ) 
(b) 
Wave ActioB in a Straight Pipe with Diffuser (Wallace & Boxer, 1956) 
(a) Straight Pipe-Diffuser Configuration 
(b) Pressure Input Diagram 
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Fig. (5.15) Discharge from Cylinder into Straight Pipe (Benson, 1982) 
(a) Single Cylinder - Single Pipe Configuration 
(b) Cylinder Pressure Diagram 
(c) Exhaust Valve Area Diagram 
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6. CONCLUDING REMARKS 
The main objective of the present study was to develop a predictive 
procedure capable of predicting pressure, temperature and velocity at various 
locations of a small two stroke crankcase scavenged spark ignition engine and 
providing engine performance characteristics at the design stage. The focus 
of the present work was on the wave action phenomenon in engine piping 
system, particularly the exhaust system with divergent parts. 
A numerical algorithm based on the method of characteristics reported 
by Zucrow-Hoffman (1977) has been employed for the solution of one-
dimensional unsteady flow equations describing the flow in engine pipes in 
terms of the flow variables; pressure, velocity and density. The expressions 
of the boundary conditions needed for the simulation are derived in terms of 
the aforementioned variables. Models for the scavenging and combustion 
processes in engine cylinder are coupled with the wave action analysis in order 
to determine engine performance characteristics. The predicted pressure at 
various locations in the engine Husqvarna-250 with MKl expansion chamber 
as well as the performance characteristics have been validated against the 
experimental data of Blair &. Ashe (1976). Further, the predicted numerical 
results of Zucrow-Hoffman algorithm have been compared with the predictions 
of the existing algorithms, i.e., Benson algorithm and Modified algorithm. The 
comparisons are carried out for simple flow problems as well as for flow in 
engine piping system. 
The studies carried out in the present work led to the following conclusions. 
1. Zucrow-Hoffman algorithm, Benson algorithm and the Modified algorithm 
give similar results for wave action phenomenon when there is no 
temperature discontinuity in the flow. In the presence of thermal 
discontinuities, the predictions of Benson and the Modified algorithms 
deviate from those of Zucrow-Hoffman algorithm. Zucrow-Hoffman 
algorithm tends to attenuate and round off temperature and pressure 
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profiles due to the use of mesh method for integrating the pathline 
equations. On the contrary, Benson and the Modified algorithms retain 
the thermal discontinuity throughout the flow which results into higher 
amplitudes of the predicted pressure and discontinuous temperature 
profiles. 
2. The numerical calculations for the engine Husqvarna-MKl using the 
predictive procedure developed in the present work have shown that 
Benson and the Modified algorithms result into shock formation at 
diffuser entry and the solution becomes unstable. The shock was not 
predicted with Zucrow-Hoffman algorithm and it was possible to continue 
the engine calculations for any number of cycles. 
3. Fairly good comparisons of predicted pressure with experimental data 
were obtained at various locations of the two stroke engine Husqvarna-
MKl using the predictive procedure based on Zucrow-Hoffman algorithm. 
No shock formation was predicted in the pressure-crankangle diagrams 
of the exhaust system which is in conformity with the experimental data. 
4. The performance characteristics were found to be underpredicted when 
compared with the experimental data. Nevertheless, the correct trend 
for the performance characteristics with engine speed was obtained. 
However, it was not possible to examine the effects of various models 
of in-cylinder processes such as scavenging and combustion on performance 
characteristics in absence of the relevant experimental data. 
Some other conclusions drawn in the present work during various 
investigations are : 
1. Zucrow-Hoffman algorithm and the other two algorithms do not predict 
the shock (pressure discontinuity) as a true discontinuity but spread over 
several meshes. Increasing the number of corrections (ICOR) in Zucrow-
Hoffman algorithm results into further increase in the spread of the 
discontinuity. While refining the mesh size reduces the spread of discontinuity. 
2. Increasing the number of corrections ICOR in Zucrow-Hoffman algorithm 
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results into increase in the amplitude of the reflected pressure waves. 
3. The three algorithms do not predict correct phasing of the suction wave 
in case of diffuser calculations and as the diffuser length increases the 
phasing further deteriorates. 
4. For the case when there is no thermal discontinuity in the flow, Benson 
and the Modified algorithms give similar results. However, in presence 
of thermal discontinuities Benson algorithm results into pressure 
discontinuities if the number of pathlines per mesh is less than 2. 
Suggestions for Future work 
To improve the predictive capability of the prediction procedure in the 
present work, the following suggestions may be considered : 
1. Detailed models of in-cylinder phenomenon are to be incorporated and 
validated against more comprehensive experimental data such as fraction 
of fresh charge in exhaust during the scavenging process and cylinder 
pressure diagram during the combustion process. 
2. Measured coefficients of discharge of various ports are to be used for 
the direct flow as well as reverse flow situations. 
3. Effects of released conditions, particularly temperature on pressure 
development in the exhaust system requires investigations. 
4. Further validations of the carburettor boundary conditions are needed. 
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Appendix-A Solution of Unsteady Flow Equations 
A.l Benson Algorithm 
In Chapter 3, the characteristic equations (3.1.8 and 3.1.10) and the compatibility 
equations (3.1.9 and 3.1.11) are expressed in terms of p, p, a and u for Zucrow-Hoffman 
algorithm. For Benson and the Modified algorithms, these equations are expressed 
in terms of the variables a, u and a^  where a^  is the speed of sound at the reference 
pressure due to an isentropic change of state from the pressure p. a^ reflects the entropy 
level in the duct. U, A and A, are the non-dimensional values of u, a and a, and are 
a a 
defined as : 
U = u/a^ f^ , A = a/a,^ f , A^  = a/a^^, 
Expressing U and A in terms of Riemann variables (X & (3) gives 
U = (?i-P)/(Y-l) , A = (X+^) I 2 
The characteristic and compatibility equations (3.1.8 - 3.1.11) may be rewritten in 
terms of above variables as : 
1. Pathline 
( ^ ) = ( - ^ ) (A..) 
dZ Y ~ 1 
2. Right running characteristic 
^ dX X 
( — - ) = ( b X - a P ) (A.2) 
dZ 
3. Left running characteristic 
. dX X 
( - — ) - (aX - b P) (A.3) 
dZ 
where X is non-dimensional distance = x/x^ .^ -^
Z is the non-dimensional time = a^ eft/x^ f^ 
a and b are constants defined as 
(3 - Y) ^ ^ (Y + 1) 
a = and b = 
2(Y - 1) 2(Y - 1) 
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The compatibility equations 
Along the pathline 
y - 1 
5A, = 
^ 2 
qx ref 
ref 
4f X 
+ 
ref 
D 
d^  = dA + (-L_L) du = - { - ^ 
y -I ^ 2f X,,, (^ f^ )- D U^  u u [ l - ( y - l ) 
U^  
2. Along the right running Characteristic 
Y -1 \ . , , / y -1 ^ AU dF 
dX 
U 
] AZ (A.4) 
dZ + 
]dZ + 
A 
dA -
A 2 
(Y -1) q x,,f 
dZ 
ref 
Along the left running Characteristic 
Y -1 \ „ , / Y -1 dp = dA - ( 
Y-1 
2 / "^  2 ^ 
AU dF 
( . ) . ^^ ''^^f D 
U^ u 
u 
(Y - i r q X ref dZ 
ref 
(A.5) 
dx 
U 
dZ + dA + a 
[ 1 + (y - l ) - — ]dZ + 
(A.6) 
The solution of the characteristic and compatibility equations is performed in 
the Z-X field which is subdivided into a rectangular grid system as shown in Fig. 
(A.l). The grid pattern is chosen in the X-direction and the Z-coordinate is adjusted 
according to Courant et al (1928) stability criterion. 
Determination of X^ , P and A^ at the interior points 
For the grid shown in Fig. (A.2), it is required to calculate the conditions at 
point R' at time step (Z + AZ) from the conditions at time Z. The characteristics are 
drawn from point R' to cut the X-axis at points P. The slope of A,-characteristic is 
given by Eqn. (A.2) and Eqn. (A.3.) gives the slope of P-characteristic. To obtain 
the Riemann variables at points P, the values are linearly interpolated between mesh 
points (L-1) and (L) for X and between (L) and (L+1) for p, i.e., 
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Xp = X, - 4 ^ ( X, - X,_, ) (A.7) 
•^  Ax 
Pp = PL - 4 ^ ( PL - PL.I ) (A-8) 
•^  Ax 
The value of X at point R' is then given by 
X ^ . ^ l p ^ d X (A.9) 
where, dX is calculated from the compatibility equation along the right running 
characteristic, Eqn. (A.5). 
P at R' is given by : 
PR. = Pp + dp (A.IO) 
dp is obtained from the compatibility equation valid along the left running characteristic, 
Eqn. (A.6). 
For the pathline characteristic solution, non-mesh method is used as shown in 
Fig. (A.3). The location of the kth pathline at time step Z' = Z+AZ is found from the 
direction condition for the pathline given by Eqn. (A.l). The change of A along the 
pathline, SA^ is given by the pathline compatibility Eqn. (A.4) as: 
Aa,. -Aa^ + 5Aa^ (A.ll) 
The values of X^. and P^  are obtained by linear interpolation from the known 
values of X and p at the mesh points. The entropy level A at the mesh points are 
determined by linear interpolation of A at either side of the mesh point. 
Determination of X, p and A^ at Boundaries 
The boundary conditions described in Section (3.2) are expressed in terms of 
the Riemann variables, X^^, X^^^ so that. 
U = il! ?^HL_ (A.12) 
(Y - 1) 
X. + X 
— ^ (A.13) 
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where 
X,j^  is the known characteristic at the boundary. 
Xjjm is the unknown characteristic at the boundary. 
The known Riemann variable at the boundary is considered the incorrect value C^^J^ 
and the correct values of both the characteristics, Ck^^)^ and (A,j,y,)g are obtained from 
the solution of the appropriate boundary condition equations. Solutions of some of 
the boundary conditions are given below. 
Closed End Boundary Conditions 
For the closed end as in Section (3.2.1) the boundary condition is 
U = 0 
From Eqn. (A. 12), this gives X^^^ = Xj„. (A. 14) 
Open End Boundary Conditions 
From Section (3.2.2) 
7. For Subsonic Outflow 
P = Po 
Po ^ 2 y _ a„ _ ^ ^in + Pout ( _ £ ^ ) - = ^ = A 
Pref a^ef ^ 
Pou,= 2 A „ - X,^ = 2 ( - ^ ^ ) ' ' - X,^ (A. 15) 
Pref 
2. For Subsonic Inflow 
2 Pref 
substituting for U and A from Eqns. (A. 12) and (A. 13) and after rearranging: gives 
3 - y , 2 
— — ) i^n + — , 
y + 1 y + 1 
(A. 16) 
o^u. = ( :-r) ' ^ r A/ ^^ '-^ ^ ^o' + 2(i-y) x \ 
y + 1 y + 1 \ 
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Nozzle Boundary Conditions 
Nozzle boundary equations derived in Section (3.2.3) are expressed in terms 
of starred Riemann variables. This is of particular importance when nozzle boundary 
is used for the case of return flow in cylinder where the back pressure, p^ (cylinder 
pressure) is not equal to the reference pressure p^ j^. 
The starred Reimann variables are defined as : 
\ Pb (Aa)out Pb 
, * _ Kxt ( Pref ^ 2y 
out - T T T V — / 
(Aa)out Pb 
^ . ^ ^ in - ^ out ^^j ^- ^ ^ '" "" ^ °"' (A. 17) 
(y - 1) 2 
For Subsonic outflow 
The boundary condition for this case is given by Eqn. (3.2.8) rewritten below: 
u^  Y -1 - " p ' [(^)^-.] 
a 
^ 
Eqn.(3.2.8) 
t i^-)' -V-] 
smce. 
Pa \ 
and U = u /a, 
Eqn. (3.2.8) is rewritten as : 
2 
U ^ = 
[ A-^  - l] 
[ (f-)' ''- •] 
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substituting from Eqns. (A. 17) for U* and A in the above equation gives 
( A-' "' - V) (X',, -A-)' - ^ e (A-^ - l) = 0 (A.18) 
Eqn. (A.18) is solved by Newton Raphson method for A , and X, g^^ is determined 
from Eqns. (A. 17) as 
The velocity at the throat V^ in terms of the starred Riemaim variables is given as: 
U , = (A.19) 
2. Sonic Outflow 
The boundary conditions for sonic outflow from Section (3.2.3) is 
y+\ 
(JL) -^ i-h.) '^ (3.2.10) 
a p cr 
and 
¥- {^ - 4 (^) "'} (-^ ) ' (3.2.U) 
Y-1 Y-1 Pt cr p, cr 
expressed in terms of the starred Riemann variables as 
( i ^ ) =* / ( A - ) ^ (A.20) 
A cr 
and 
A 
where 
¥ - {^~ (A-0 } (A-)"" (A.2.) 
y - l y - l cr cr 
aj cr A, cr 
Eqn. (A.21) can be solved numerically by Newton Raphson method for A ^^  and X ^ ^ 
is obtained from Eqn. (A.20) using Eqns. (A. 12 & A. 13). 
- 2 6 1 -
3. Subsonic Inflow 
Boundary conditions similar to those described in Section (3.2.2) for subsonic 
inflow in an open end are used here. 
Cylinder Boundary Conditions 
The equations for cylinder boundary conditions are given in Section (3.2.4). 
1. Subsonic Outflow 
Eqn. (3.2.19) is solved as aquadratic to give : 
^ [y^ L^^/JJV. ^^  VF 
n . \] . 7 «. L _ V-1 , U . 7_ ? J J i-^y [.-4(^)r 
A. 2 A„ 
(A.22) 
where A^ , and p^ . are the non-dimensional speed of sound and pressure in the cylinder, 
respectively. 
An account has to be taken of the entropy change across the port which alters the 
value of the Riemann variable X.^^ as it enters the boundary calculation. The corrected 
value, p^, of the Riemann variable entering the boundary, ^^, due to entropy change 
is given by 
Pc = Pn + (A/AJ, (A3, - A J 
where n denotes the incorrect value and c denotes the correct value 
rearranging 
A. (AJ„ 
(Aa)c = - ^ (A.23a) 
Pn-Pc + A 
P^  may be written as 
P, = A - (Y-l)/2 U 
substituting for p in Eqn. (A.23a) gives 
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(Aj^ = ^- ^^-^" (A.23b) 
Pn + {(Y-l)/2} U 
^ 1 ^ 
since, ( ) = ( - T " ) 
Pa ^ a 
rewritten as : 
/ P P. \ 2^ A p + (Y-l)/2 U 
(_L 1^) = = —15—-^—- (A.24) 
Pc Pc \ (\\ 
2Y 
substituting for (p/p^) from Eqn. (A.22) into Eqn. (A.24) yields 
y-1 U 
P +- A, 
- ( )^ ( '- ) = 0 (A.25) 
Eqn. (A.25) is solved by Newton Raphson method for (U/A .^) 
2. Sonic flow in the Throat 
The boundary equation for this conditions from Section (3.2.4) is 
1 - V- ( ) 1 
2 A / I 
f (A.26) (U/A^) J 
substituting for (p/p^) from Eqn. (A.26) into Eqn. (A.24) yields 
Cfclj ^ tttH f 1-^^ ( ) "I 2Y 
A / Pa y+1 ^ ( u / \ ) J 
Y-1 
Pn + - ^ U 
- ( ^ ) = 0 ,A.27, 
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This equation is solved by Newton Raphson method for (U/A^). The corrected values 
of X.^, A,^ y,, Ag are obtained as follows. 
V y - 1 A / - U^ 2 
p^ = A - ( Y - 1 ) / 2 ) U 
K = 2A-P , 
The correct value of the entropy level is found from Eqn. (A.23b) as 
( P„ - Pc + A) 
Boundary Conditions at Joint of Two Pipes 
As described in Section (3.2.5), the boundary conditions at a joint of two pipes 
are: 
or 
or 
or 
P2 = Pi 
Pref. Pref. 
A - ^ A - ^ 
A A 
K+?>2\y-^ ( K+ P,\ Y-i 
v ^ r ; — ) = K-T:—') (A.28) 
2A,2 2A3, 
2. \J, - U, 
or 
/ ^i -PTX / ^ I ~ PI \ 
( -) = ( -) . (A.29) 
Y - 1 Y - 1 
3. A,, = A 2^ (A.30) 
Substituting from Eqn. (A.30) into Eqn. (A.28) and solving along with Eqn. 
(A.29) gives 
- 2 6 4 -
^n = K (A-31) 
P,n = P2n (A.32) 
The values of k^, p^ and (AJ^ depends on the direction of the flow. The following 
two conditions may prevail : 
(i) Positive flow (from pipe 1 to pipe 2) 
^in ' (\X and p2„ are known 
(A3,)c = (Aa,)„ 
(\2\ = (A„), 
and X.,^  = ?.,„ 
The correct value of Pj is given by 
"^ = ~ "^" ^ 2Aa,, ' ^^ 
From the condition of equal velocity 
(ii) 
and 
P.c = P2c 
Reverse flow (Flow from pipe 
i^n ' (\2\ and Pjn are known 
(Aa2)c = (Aa2)„ 
(Aa,)c = (Aa2)c 
P2c = P2n 
P.c = K 
'*2c " 
and 
2 to 
• ^ ' ^ 2 n ; 
pressure 
pipe 1) 
and the value X, is corrected in a similar manner as for Pj and from equal velocity 
and pressure condition 
2c 1 c 
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A.2 Modified Algorithm 
Payri et al (1986) reported that the algorithm given by Benson resuhs in some 
parasitic discontinuities in pressure for the exhaust and inlet pipes. To overcome this 
difficulty they suggested some modifications. These modifications are based on 
assuming linear variation of the pressure p and volumetric flow rate V between grid 
points instead of linear variation of speed of sound A and velocity U as it is the case 
with Benson algorithm. The suggestion of linear variation of pressure between grid 
points rather than linear variation of speed of sound is based on the fact that pressure 
is a thermodynamic property that is transmitted at a high speed which is not the case 
with temperature. Consequently pressure tends to reach equilibrium state much faster 
than the temperature. 
Linear distribution of the volumetric flow rate between grid points was proposed 
as an alternative to the linear distribution of the fluid velocity, since the velocity 
variation between two grid points depend mainly on the area variations. Therefore 
the fluid velocity distribution U in each grid element will be a function of the volumetric 
flow rate at the grid points and the area variations across the grid points, so that, 
V. 
U = (7t/4) D L ' 
where : V^ is volumetric flow rate, at mesh point L 
and DL is pipe diameter at mesh point L 
The other important modification relates to the generation and elimination of 
pathlines. According to Benson (1964), pathlines and therefore entropy levels are 
generated at the pipe ends and this information is transmitted towards the inside of 
the pipe. If in the next time step a change is produced in the flow direction such that 
the fluid starts travelling into the pipe, a new pathline will be generated with an entropy 
level whose value depends on the fluid state at the boundary and then the entropy 
level of the fluid between both pathlines acquires an intermediate value between the 
two values of entropy. This sharp change of entropy level can cause serious incongruities 
in the calculations if the values of entropy levels are appreciably different which is 
frequently the case when the valves/ports open and when reverse flow exists in the 
open end of the exhaust pipe. Payri et al (1986) proposed creating a duplicated pathline 
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with an entropy of the previous time step. This pathline is positioned very close to 
the new pathline introduced by the boundary at the pipe end so that the strong entropy 
gradient appears only in the boundary and the interior fluid does not suffer an 
instantaneous entropy level change. 
Determination of A,,P aod A^ at Interior Points 
Fig. (A.4) represents a grid element which includes characteristics lines for 
the grid points (L - 1) and L and for the interior points K and K - 1 through which 
pathlines pass at time Z. To obtain the values of the characteristics passing through 
point L at time (Z+AZ), denoted by point R'. it is necessary to find the position of 
a point P through which the same characteristic line passes at time Z. The graphical 
procedure for locating point P is represented in Fig. (A.5) for X characteristic. It 
includes the following steps. 
1. An initial solution for the location of point P is point 1 which is obtained on 
the line OR' at time Z. Where point O is defined as the intersection of the 
characteristics lines \ and 'k^._^_^ passing through the path points k and k+1 which 
are the two closest pathlines to point R'. as shown in Fig. (A.5a). 
2. The slope of the characteristic >., passing through point 1 is calculated and 
point (1') is then determined as the intersection of the line X^ and the time 
line (Z+AZ). 
The slope of X at point 1, ?L| , is determined as follows : 
AI and U, are obtained by interpolating from the mesh points L and (L - 1). 
The slope is then estimated as : 
dX/dZ = (A, + U|) 
and the location of point 1', X,, is found from the following equation 
X,, = X, + 6X| = X, + AZ (A, + U,) 
dZ I AZ 
where I = 
dX, ?., 5X, 
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3. The location of point 1' is checked whether it is to the right or to the left of 
point R' and thus the domain of the next estimation for point P, which is point 
2 is determined. Point 2 is obtained on the line 1 R' at time Z, where point 
1 is defined as the intersection of the characteristics A,, and X,^ ,^. Step 2 is 
repeated to locate point 2' as shown in Fig. (A.5b). 
Steps 2 and 3 are repeated till a point is found which is located to the right 
of R', e.g., point 2' as may be seen in Fig. (A.5b). 
4. Point 3 shown in Fig. (A.5b) is the location of the solution point P. This point 
represents the location along the time step Z, where the A, characteristics passess 
and intersect the time line (Z+AZ) at point R'. It can been seen from Fig. (A.5b) 
that 
13 i ^ ' 
and 
12 I T . 
where dash (-) refers to the length of the line. 
Once point P is located, interpolation is carried out for pressure p, volumetric 
flow rate V, diameter D and entropy level A^  as follows : 
(PL - PL-I) 
Pp - PL -
Vp = V , -
Dp = D L -
AX ^ 
'•^ ^ - ° - ' 6X, 
Aap = Aa, - ^^' ' y-'^ [X, - {(L-1) AX - 5Xp}] 
Now Ap and Up and Xp can be obtained from the following expressions: 
Pa 
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\ = A^+ [(Y-l)/2] Up 
and X^, = X,p + dXp 
where dXp is determined from the compatibility Eqn. (A.5). 
The same procedure is repeated for p characteristic. 
Determination of X, P and A^ at Boundaries 
Using X, P and Aa at interior points, the solution procedure for boundary 
conditions is same as that described for Benson algorithm in Section (A.l). 
Z+AZ 
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( ^ ' ) L - I 
(P')L-. 
(Aa')L_, 
L-1 
(?^\ 
(P\ 
(Aa\ 
L 
( ^ \ . i 
(P')L.. 
(Aa\„ 
L+1 M+1 
( ^ ) L - . 
(P)L-. 
(Aa)L_, 
(X.)L 
(P)L 
(Aa)L 
( ^ ) L . . 
(P)L.. 
(Aa)L., 
Fig. (A.l) Subdivision of Pipe into Meshes (Benson, 1982) 
Z+AZ 
Fig. (A.2) Grid Notation for Non-homentropic Flow (Benson, 1982) 
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Z' = Z+AZ 
k-l 
X'. 
|5X„ — 
(K-iy 
X . 
L / K /(K+1) (L+1) 
Aa, Aa, 
PK.1 
Aa K+l 
AZ 
Fig. (A.3) Pathlines Superimposed on Mesh Grid for Benson Algorithm 
(Benson, 1982) 
L- l K- l P ^ 
6X. 
Fig. (A.4) Pathlines Superimposed on Mesh Grid for the Modified Algorithm 
(Payri et al, 1986) 
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Fig. (A.5) : Graphical Procedure for locating the Solution Points using Modified 
Algorithm (Payri et al, 1986) 
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Appendix-B Combustion Initiation and Flame Geometry 
B.l Initiation of Combustion (Benson, 1975a) 
After the combustion of small Nucleus of the mixture during the delay period, 
the combustion chamber is divided into two zones, a burned zone and an unbumed 
zone. Following Benson 1975a, combustion is initiated in three steps as shown in 
Fig. (B.l). It is assumed that in the first step, the unbumed mixture undergoes 
compression from v, to Vj with a heat loss q^. The temperature and pressure at the 
end of this step are given by : 
(B.l) T'. 
P' 
^ (^x \VCv„ 
^2 
^2 T^l 
Im 
mn,CV^ 
(B.2) 
Subscripts 1 & 2 refer to the states at the beginning and end of the process, respectively. 
In the second step, the flame nucleus appears which is formed due to constant 
volume adiabatic combustion from T'^^^  resulting in high pressure p" and temperature 
Tp" of the products in the nucleus. The adiabatic flame temperature Tp" is calculated 
from the internal energy balance for unit mass of the mixture. The temperature of 
the products Tp" is adjusted until the specific internal energy of the products = the 
specific internal energy of the reactants. The steps for calculations are shown in the 
flow chart in Fig. (B.2) and is called subroutine ADIA. 
The corresponding pressure p" is calculated as 
P" = ( \ ^^, ) P' (B.3) 
m m 
The mass of the products in nucleus is estimated as 
mp = ( - i ^) +2x l0- ' ° (m, /v , ) (B.4) 
3v, 
where R^  is the flame radius and is given by 
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R,= [3/271 (V, - v^)]"' (B.5) 
and the last term in Eqn. (B.4) accounts for the increase in density of the products. 
The unburned mixture mass and volume become : 
mmj = m^ - mp (B.6) 
Vmj = mmj/m.Vj (B.7) 
and the total energy in the cylinder is 
U = mm2 u'^ + mpu"p (B.8) 
As a result of the second step, a pressure difference exists between the burned 
and the unburned zones therefore, the third step is carried on for equalization of the 
pressure. It is assumed that this step is an adiabatic constant volume process. The 
balance of internal energy before and after the third step gives : 
mmj u'^ + mp u"p = mm2 Umj + nip upj (B.9) 
which after rearrangement results into 
m.2 Cv, T'^ (-^^ - l ) = nip Cvp Pp ( l - ^ ) (B.IO) 
where 
Tp2 \ / P2 \ (T'p- ^^% 
P2 P2 P' P2 K T'„ 
P' P" P' Rp T"p 
(B.13) 
and Tmj is the mixture temperature at the beginning of the combustion process 
Tp2 is the products temperature at the beginning of the combustion process 
P2 is the uniform pressure in cylinder at the beginning of combustion 
mmj is the mixture mass at beginning of combustion 
m is the products mass at beginning of combustion 
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Combining Eqns. (B.IO - B.13) and letting 
1^2 / T'^ = S (B.14) 
and 
yn,/(yn,-o.(Yp-i)/yp = a (B.IS) 
m„ Cv„ T" 
— = A (B.16) 
mm, Cv„ T' 
"2 
( ^ ^ ) " ' - " " ' = B (B.17) 
p p 
we get 
8 - 1 = A(l-B5°) (B.18) 
Eqn. (B.18) is solved by Newton Raphson Technique for 6, where 
F(5) = 5 - 1 - A(l-B5") = 0 (B.19) 
and F'(5) = 1 + aAB6<°"'^ = 0 (B.20) 
The flow chart which describes the initiation of combusiton is given in Fig. 
(B.3) and is called subroutine INIT. 
B.2 Flame Geometry 
During the combustion, where the cylinder is divided into two zones of burned 
gases and of unburned gases seperated by the flame front, heat transfer areas of both 
gases to the chamber walls depend on the location of the flame front. The estimation 
of areas and volumes of both burned and unburned gases is carried out taking the 
spark plug to be located in the centre of the cylinder and the flame is assumed to 
propagate spherically from the spark plug. Following the notation shown in Fig. (B.4), 
there are five cases to be considered 
1. R > R, < Xp 
Ap = ^Rf' 
A„ = 2nR^ + n.D.Rf -
m I 
\ 
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= 27iR, (B.21) 
= (2/3)7iR/ 
where 
R 
A. 
piston displacement 
cylinder radius 
heat transfer area of burned gas (Products) 
heat transfer area of unburned mixture 
area of the flame front 
volume of burned gases (Products) 
volume of unburned mixture 
total cylinder volume 
2. Xp < Rf < R 
Define a = ( R / - Xp^  Y'^ 
A. 
V_ 
= Tia + TiRf 
= 27iR' 
= 2nRf . Xp 
na^ - 7IR/ + TiD.Xp 
= TtXp ( 127rR/ + 12a^ + 4Xp^ ) / 24 
= V. 
(B.22) 
R < R, < Xp 
a = ( R / - R ^ ) 1/2 
= 27i.R.a + 7iR^  
= 27 IR/ - 2nRf .a 
in 
= 27IR/ (Rf- a ) / 3 
= V - V 
(B.23) 
4, R < R^ > Xp 
a - ( R/ - R^ ) 1/2 
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X = Xp - a 
b = (R^ - X,' y" 
A_ = TiR^  + TiDa + Tib^ p 
.2 u2 A^ = TtD.X + 7t(R^ - b^) (B.24) 
2 Af = 27iR Xp + (7i/4) R 
Vp = TiR^a + (7rX/24)(12R^ + 12b^ + 4X^ ) 
m t. p 
m 
1/2 
5. R < Rf > X 
where X^ = (R^ + X^p) 
Vp = ^ R ' X p 
V . = 0.0 
Af • - 0 (B.25) 
A„ = 0 
A = 27rR^ + 27TR . Xp 
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Fig. (B.2) Flow Chart for Calculating the Adiabatic Flame Tempera-
ture, Subroutine ADIA 
(EyrRv) 
/ T„. p.,m.,»,RES I 
1.0< < 1.0 
T = T + 2S00 X • X RES • 
700 (• - 1) RES T^=T„+2500 X RES x ^ 
AT = T /4.0 
p p 
Calculate inteinal energy of mixture u__^  , at T^ , p^  
«-
Calculate internal energy of products u , at T , p^  
>0 
T = T + AT 
p p p T = T - AT p p p 
Au = I u - u^ 1 
AT = AT /2 
p . p 
I 0> 
AT 
> 10 
1 0< > 1.0 
Au 
T is the adiabatic flame 
temperature 
EXIT 
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Fig. (B.3) Flow Chart for Initiation of the Combustion Process, 
Subroutine INIT. 
(prrRY) 
/ T ,^ p . ,m. ,v , ,a , 6a / 
Vj = V ( a + 8 0 ) 
Calculate: T'^ , Eqn. (B.l) 
p' , Eqn. (B.2) 
Call subroutine ADIA to determine the 
adiabatic Flame temperature T" 
Calculate : p" , Eqn. (B.3) 
m^, Eqn. (B.4) 
R|.\ Eqn. (B.5) 
•"n,!' Eqn. (B.6) 
v^, , Eqn. (B.7) 
1= 1 
Calculate F(5), Eqn (B 19) 
P(8), Eqn. (B.20) 
6 , =8 
IF'(6) I 
> limit 
Calculate 
< limit 
6 = 6„., 
^ / 
T„,,Eqn. (B.14) 
T^ j , Eqn. (B 12) 
Pj. Eqn. (B.l3) 
^ f 
EXIT 
6 = 8 
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(1) R < R , < X . 
R 
(2) X < R f < R 
Piston 
(3) X > Rf > R 
R R 
(4) X < R, > R (5) X ^ < R , > R 
Fig. (B.4) : Localization of the Flame Front 
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Appendix-C Molar Composition of the Products and Thermal 
Properties 
C.l Determination of Molar Composition of the Products 
At high temperature, complete combustion does not occur as there is a dis-
sociation and the maximum temperature attained in the combustion is appreciably 
lower than that based upon complete combustion. In general, it is found that twelve 
combustion products are present in the cylinder, namely HjO, Hj, OH, H, Nj, NO, 
N, COj, CO, Oj, O, AR. If the hydrocarbon (is-octane) is represented by the equivalent 
chemical formula CynjHgOyN ,^ where W,Q,Y,Z, represent the number of atoms of C, 
H, O, and N, respectively in the reacting compound. The reaction is written as : 
A(C^ HgOyN^)^ riH^o + HH^ + HOH + HH + nN2+ HNO + HN + nco2+ nco 
+ no2+ no (C.l) 
where nH,0' ^H, etc. represent number of moles of the species, respectively. If 
A is defined as (1/n) where n is the total number of moles of products, the chemical 
reaction is then written as : 
MC^ HQOYN^)-^ XH^O + XH^ + XoH + XH + X}^^+ XNO + XN + Xco + Xco 
+ X02+ Xo (C.2) 
where 
n n 
AH,O , XH, etc. = , =— etc. 
n n 
represent the mole fractions of species, respectively. 
From mass balance of C, H^, O^ and Nj we get, 
A. W = X + X (C.3) 
CO, CO ^ ^ 
A. Q = 2X + 2X + X + X (C.4) 
H,0 H, OH H ^ ^ 
A. Y = X + X + X + 2 X + 2 X + X (C.5) 
H,0 OH NO CO, 0 , 0 
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A. Z = 2X + X + X (C.6) 
Nj NO N 
The fifth equation is written for mole fractions as : 
12 
Z Xj = 1.0 (C.7) 
i = l 
The equilibrium distribution of these species can be fully described by the 
following reactions : 
•/2H2 > H (C.8) 
'/2O2 > O (C.9) 
'/2N2 • N (CIO) 
H2 + Y2O2 > H j O (C.ll) 
'/2H2 + '/2O2 > O H (C.12) 
'/2N2 + '/2O2 > NO (C.13) 
C + O2 > CO2 (C.14) 
C + '/2O2 • C O (C.15) 
The equilibrium constant K for the stoichiometric reaction between the 
susbstances A, B, C, D , 
Vg A + Vj, B <=> Vj, C + Vj D can be expressed as 
where 
Kp 
9 
K^" • XH** ( V + V 
= c d pV c 
V V 
X. " . X, " 
a b 
V is the stoichiometric coefficient 
X is 
p is 
the molar fraction and 
the total pressure 
The equilibrium equations for the above reaction can be described as 
K, = -^—y Vp (C16) 
X 
K2 = ,y " ^P (C.17) 
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(C.18) 
(C.19) 
(C.20) 
(C.21) 
(C.22) 
(C.23) 
where K, .. Kg represent equilibrium constants for the reaction described by Eqn. (C.8 
- C.15). Also, the equilibrium constant for any species is expressed by a polynomial 
as function of temperature as : 
log Kp = A In T + B/T + C + DT + ET^ 
where T is the absolute temperature and A, B, C, D and E are constants given in Table 
(C.l) for different products. 
Defining B as : 
B = 5^ ^^ — (C.24) 
Y 
and arranging Eqns. (C.3 - C.7) and Eqns. (C.8 - C.15) and substituting for 
B, the equations for mole fractions can be written as : 
XH = — - r - ^ (C-25) 
K3 
K4 
K5 
Ka 
K7 
Kg 
= , "" Vp 
XHJO 1 
XH2 ^ X O , Vp 
XQH 
XH2 "^XQJ 
XNO 
>/XN2 >'XO2 
_ XcQ2 1 
Xc XQJ P 
_ X(-o2 1 
X^.VXo/ Vp 
Vp 
K j . B 
K4 . P 
^3^^m 
XQ = " IT (C-26) 
X , = - 7 ^ (C-27) 
-284-
'•02 
X OH 
X NO 
"•CO 
where a = 
X N2 
and p 
K3 VX„, . B 
K4VP 
Xco, -
XH, 
^6 ^^m • B 
K, Vp 
^ 8 • ^ C 0 2 • ^ 
K, . VXo,. Vp 
A.W.K7. VX02. p 
K,. VXo2. Vp + K, 
a la' 
+ 
A . Q 
2(B+1) 
B . K5 + K, K. 
2 (B + 1) . K, . p 
P 
+ V4 A . Z 
1 2 
+ 
2 K, . Vp 
(C.28) 
(C.29) 
(C.30) 
(C.31) 
(C.32) 
(C.33) 
(C.34) 
(C.35) 
(C.36) 
Eqns. (C.3 - C.7) along with Eqns. (C.24 - C.36) define the composition of a C-H-O-N 
system in terms of pressure, temperature and independent variables A and B. 
The solution of above equations is based on Vickland modified method (Vick 
and et al, 1964) where values of A and B are selected and all the values of mole 
fractions Xj given by Eqns. (C.3 - C.7) and Eqns. (C.24 - C.36) are checked with 
these calculated values for balance. A is estimated as follows : 
(i) For (j) >1.0 
A = 
1.3 
[(w + 0.5Q + 1.863 (- 2.W+0.5Q - Y 
-)] • Exp ( - ^ ) 
1000 
(C.37) 
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(ii) For(l)<1.0 
1.3 
A = 
r / f 2.W+0.5Q - Y X-, f .13T x (0.25Q + 2.363 ( ) Exp ( ) 
(C.38) 
where (|) is the equivalence ratio of the fuel 
B is estimated as follows 
(i) For T > 3000 K 
B = Exp [10.3 - (3.1 - 0.17 log (p)] (T/1000) (C.39) 
(ii) For T < 3000 K 
B = Exp [-9.0 + 0.5 log (p) + (3000/T)] (C.40) 
Newton Raphson adjustment is made to A and B for balance and calculations 
are repeated till the required accuracy is obtained. 
C.2 Determination of Thermal Properties 
Specific Heat at Constant Pressure 
Cpj = A + BT' + CT'^  + DT'^ + ET''' + FT'^ (C.41) 
T' = T - T„ 
where Cpj is the specific heat at constant pressure of the species i and T^^ is the base 
temperature = 298 K. A, B, C, D, E, F are constants and listed in Table (C.2) for 
the twelve products of combustion and for fuel (iso-octane - CgH,g). 
Specific heat of a mixture 
Cp = Z y. Cp. (C.42) 
y, = Nj /N (C.43) 
N = ENj (C.44) 
where yj is Mole fraction of species i 
Nj = Number of moles of species i in the mixture 
N = Total number of moles of the mixture 
Cpj = Specific heat at constant pressure of species i 
- 2 8 6 -
Gas Constant of Mixtures 
R = E R/m^ (C.45) 
n^ w = ^y-> '"wi (C.46) 
where Rj is the gas constant of species i 
m^i is molecular weight of species i 
m^ is molecular weight of mixture 
Specific Heat at Constant Volume of Mixture 
C, = Cp - R (C.47) 
Ratio of Specific Heats of the mixture 
y = Cp / Cv (C.48) 
Enthalpy of Species i 
hj = Icpi (P) d r + AH^, (C.49) 
where AH^ ^^  is the molar heat of formation at the base temperature T^ , 
Enthalpy of Mixture 
h - I yj h; (C.50) 
where hj is given by Eqn. (C.49) 
Internal energy of Mixture 
u = h - p v = h - R T (C.51) 
where h is given by Eqn. (C.50) 
Viscosity 
The calculation of viscosity and thermal conductivity of the fuel (iso-octane) 
and the products of combustion are obtained using relations given by Sherwood (1977). 
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The Champan-Enskog formula is used to calculate the viscosity as follows 
(0.002669 VMT) 
Ki = 
(CT^  Q , ) 
(C.52) 
where 
M 
T 
c 
Q. 
is viscosity in centipoise 
is the molecular weight 
is the temperature, K 
is the characteristic dimension of the molecule, A° 
is the collision integeral and determined differently for polar and nonpolar 
gases 
(a) Qy For Nonpolar Gases 
Neufeld proposed an empirical equation for determining Q^ as 
n. = 
and 
T* 
KT 
Exp (DT*) Exp (FT*) (C.53) 
(C.54) 
where : K is the Boltzman's constant 
6 is the characteristic energy 
and the constants in Eqn. (C.53) are : 
A = 1.16145 
B = 0.14874 
C = 0.52487 
D = 0.77320 
E = 2.16178 
F = 2.43787 
(b) Q^ For Polar Gases 
Q^ = Qy (for non polar) + 0.28^ (C.55) 
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where 6 is a polar parameter 
values of €/K, a and 8 are tabulated for various gases. 
(c) For Hydrocarbons (Iso-octane) 
The viscosity is calculated using the reduced properties as : 
^ ; = 4.61 T" '"" - 2.04 e-" '^'""^ + 1.94 e^°^«^' + 0.1 (C.56) 
where ^ = T J ' ^ . M""^ . p/'^ (C.57) 
T, = T / T^  (C.58) 
Tj, is the critical temperature, K 
Pj is the critical pressure, atm 
Thermal Conductivity 
(a) For polar and non-polar gases 
Euchen Correlation for thermal conductivity is : 
K = (Cv + 4.47) (n/M) (C.59) 
where K is the thermal conductivity 
Cv is the molar heat capacity in cal/(mole.K) 
\x. is the low pressure gas viscosity in poise 
Another modified form of Euchen relation is 
K = (1.32CV + 3.52) (^/M) (C.60) 
Good results are obtained by averaging the two estimated values from Eqn. (C.59) 
and Eqn. (C.60). 
(b) For Hydrocarbons (Iso-octane) 
K = 10^ (14.52 T^  - 5.14)^ ^^  (Cp/F) (C.61) 
where, r = T J ' ^ M " ' . p^"''^ (C.62) 
Cp is molar heat capacity in cal/(mole.K) 
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C.2 Viscosity and Thermal Conductivity of Mixtures 
The viscosity of the mixture is determined by Manson - Saxena method as 
follows 
(C.63) 
y. is the molar fraction of the i' species. 
<|)jj is a parameter defined as 
u. M. 
d).. = ^ ^ (C.64) 
[Vs{..(-^f}] 
M. 
and (|).j is found by interchanging subscripts or by 
«t'ji = - ^ • ^ • <t>ij (C-65) 
Mi Mj 
for a binary system of (1) and (2) 
M„,ix = • + (C.66) 
[i+(y2/y,)«l»,2] [i+(y,/y2)<t>2i] 
The thermal conductivity of gas mixture is determined in a similar way. In 
all the above calculations of viscosity and thermal conductivity, the effect of pressure 
is neglected. 
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APPENDIX - D 
COMPUTER FLOW CHARTS 
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Fig. (D.l) Flow Chart for the Engine Simulation Program 
/ReferingFig (3.1) / 
/ Read Data / 
t = 0 0 
I 
Initialize conditions in the cylinder, crankcase, inlet 
system, transfer pipes and exhaust system 
Calculate, the time step 'At* from the stability criterion at each 
mesh point for each pipe and find the minimum time step 'At' 
t = t + At 
Call subroutine 'INTER' at each mesh point of each pipe, 
except for the boundary points and determine 
p, u. p, Y, and R 
No Flow 
> 0 
u, = 0 
(Pi),..v= (P|), 
(P,U= (P,), 
(r,),..s,= (r,), 
<o 
Call subroutine OPENL 
and determine 
P,, U|, p , , y , ,and R, 
Call subroutine INFLL 
and determine 
p , ,U | ,P | ,T , .andR| 
Call subroutine 'CARB' and determine Properties upstream and down 
stream of carburettor Pj, u , , p , , y^, Rj , p , , u, , p , , y,, and R, 
Call subroutine 'CCASE" to determine p^ ^ and T^ ^ and the fluid proper-
ties at points 3 & 4, p , , u , , p , , y , , R, , p^, u, , p^, y,, and R, 
Call subroutine 'ENGINE' to determine p^  and T^  and the fluid proper-
ties at points 5 & 6, p , , u^. p , . y , , R,, p^, u,., p^, y^, and R,, 
Call subroutine 'JOIN' to determine fluid properties 
at point 7, p , . u , , p , , y , , R, 
Call subroutine 'JOIN' to determine fluid properties 
at point 8. P, . u , . p , , y , , R, 
T 
- 2 9 3 -
i 
Call subroutine 'JOIN' to determine fluid properties 
at point 9, p , . u,, p , , Y, , R, 
Call subroutine 'JOIN' to determine fluid properties 
at point 10. p,„, u,„, p,„. T,„, R,„ 
Call subroutine 'JOIN' to determine fluid properties 
atpoint l l , p „ . u „ , p „ . T i | . R | i 
Call subroutine 'JOIN' to determine fluid properties 
at point 12, p,;, u,;. p,;, y,;, R,. 
0 = ^ . 
^ ' 
u„ = 0 
(Pi.),..M= (Pn). 
(PiA*A.= (Pi,), 
(Tfi,Uv= (Ti,), 
( R n U = (R,,), 
^ 
^ <o 
> ^ 
> 0 
Call subroutine OPENR 
and determine 
Pi). " „ • Pi, . Yn- K 
s ^ 
^ 
' c 
<l 
V. _ 
Call subroutine INFLR 
and determine 
P,,, u „ , p „ , Y,,, R„ 
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Fig. (D.2) Flow Chart for Crankcase Calculations, Subroutine CCASE 
'input I. Engine Specifications. 
2 Engine Operating conditions. 
3. Fluid properties at boundary points adjacent toy 
the ports. 
4 At, a, ICOR, ICC2 I 
a, = a + 180 
ICC2 > 1 
No 
Yes 
Calculation of constants and 
crankcase conditions at 
release, p , T m 
cc ' cc 
1CC2 = ICC2 + I 
6a, = exRPMxAt 
_S' 
a, = a , + 6 a , 
Yes 
a, i 360 
No 
N' 
a, = a, - 360 
Set area ratio of delivery port=l 
v|/. = coefficient of discharge 
Call subroutine CBOUNDL to 
determine u^ . p .^ p ,^ YJ. RJ 
Calculate : 6mj = p^  Vj u^  
8mj = 6mjX6a/6N 
Snij = 8mj X no. of delivery ports 
(m,r = (m,)"-' + (5m,)" 
a, <IO 
No 
Yes 
a, >IC 
No 
Yes 
Inlet ports 
are open 
Inlet ports 
are closed 
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± 
Calculate the effective area ratio 
for inlet port v . 
Call subroutine CBOUNDR and 
determine u , p , p , Y , R 
y 
Call subroutine 
CLOSR to determine 
u , P , P , Y , R 
Calculate : 6m, = p, v , u, 
8m =6A x8a/6N 
I 
8m, = 6m, x no. of inlet ports 
(m.V = (m.r ' + (6m.r 
<C^^^^. >0)& (Sm^ >0T' 
No J, 
•<C^^. > 0) & (8m;< 0) 
No 1 
<C^m^ < 0) & (8mj > 0) 
No 1 
•<C^m^ < 0) & (8mj < 0) 
No I 
<:: ;^m, = O) & (Sm^ > O) 
No 1 
<^m^ = 0) & (6mj < 0) 
No 1 
STj.^ ., Eqn. (3.2.34) 
' 
1 f 
After replacing suffix 'c' by 'cc' and 
Calculate : 
T,^ . . Eqn. (3.2.48) , w^^ , 
8m,.^ .. Eqn.(3.2.46) . 6p,.,. . 
m .^^ .. Eqn. (3.2.47) , p^ .^ . , 
8v^ .^  . Eqn.(3.2.40) 
^ f 
Exrr 
. . . Y e s 
Calculate change in 
crankcase temperature 
8T,, by replacing suffix 
'c' by 'cc', 's' by 'a' & 
'e' by 'd' in Eqn. 
(3.2.28) 
- ^" J-
.^  Yes 
Yes 
- ^ Yes 
- ^^ t 
6Tj.^., Eqn. (3.2.29) 
87 .^^ ., Eqn. (3.2.30) 
6Tj.^., Eqn. (3.2.31) 
hT^^ , Eqn. (3.2.32) 
6T .^^ ., Eqn. (3.2.33) 
a' by 'a,' 
Eqn. (3.2.39) 
Eqn. (3.2.49) 
Eqn. (3.2.50) 
J ' 
-1' 
\ 
- 2 9 6 -
Fig. (D.3 ) Flow Chart for Cylinder Calculations, Subroutine ENGINE 
Input I. Engine Specifications. 
2. Engine Operating conditions. 
3. Conditions at boundary points adjacent to the 
ports. 
4. At.a, ICOR, ICCl 
a = EPO 
Calculation of constants and 
cylinder conditions at re-
lease, p. , T ,^ m^  n 
8a = 6xRPMxAt 
1^-
a = a + 8a 
Yes 
a = a - 360 
J 
Yes 
Yes 
Exhaust 
No I PO" 's 
open 
Calculate effective exhaust port 
area ratio, v|/^  , Eqn. (3.2.45b) 
Exhaust 
port is 
closed 
Call subroutine CLOSL 
and determine 
u . P . P . Y , R 
Call subroutine CBOUNDL and 
determine u , p , p , v , R 
Calculate : 8m, Eqn. (3.2.44) 
6m, Eqn. (3.2.42) 
•^  '' 
6m, = 8m, x no. of exhaust ports 
(m,)" = (m,)"-' + (6m,)» 
Yes 
Yes 
Scavenge 
ports are 
open 
Scavenge 
ports are 
closed 
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'^ 
L 
Call subroutine CBOUNDR and 
determine u . P, . P, . y, . R, 
Call subroutine CLOSR to 
determine u_, p,, p,. y,, R, 
CalcuUle : 6m^ , Eqn. (3 2 43) 
8m,. Eqn (3.2.41) I 
8m^  = 8m^ « no of scavenge ports 
(m,)"=(m,)''-' + (8m,)" 
No 
Yes Exhaust 
port is 
closed 
Call subroutine COMBUSTION 
to determine p^ , T^ , p^ , y . R. 
Call subroutine SCAVENGE to determine ri,^. T)_^  , Res 
6T^.. Eqn. (3.2.28) 
>. 6T^., Eqn (3 2.29) —^ 
> 6T^., Eqn (3.2 30) 
6T^ . .Eqn. (3 2 31) 
8T,. , Eqn (3 2 32) 
li. 8T^., Eqn (3.2 33) L ' ' 
Calculate : 
T^  . Eqn (3 248) . 
8m ,^ Eqn (3 2 46) 
m^  . Eqn (3247) 
8>; . . Eqn (3 2 40) 
\ ; . Eqn (3 2 39) 
8p^ . Eqn (3 2 49) 
p, . Eqn (3 2 50) 
EXIT 
