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Abstract. Halo masses and concentrations have been studied extensively, by means of N–
body simulations as well as observationally, during the last decade. Nevertheless, the exact
form of the mass–concentration relation is still widely debated. One of the most promising
method to estimate masses and concentrations relies on gravitational lensing from massive ha-
los. Here we investigate the impact of the mass–concentration relation on halo peak abundance
in weak lensing shear maps relying on the aperture mass method for peak detections. After
providing a prescription to take into account the concentration dispersion (always neglected
in previous works) in peak number counts predictions, we assess their power to constrain the
mass–concentration relation by means of Fisher matrix technique. We find that, when com-
bined with different cosmological probes, peak statistics information from near–future weak
lensing surveys provides an interesting and complementary alternative method to lessen the
long standing controversy about the mass-concentration relation.
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1 Introduction
Weak gravitational lensing (WL) has emerged over the last decade as one of the most promis-
ing methods for testing cosmology and gravity, and unveiling the nature of Dark Energy (DE)
and Dark Matter (DM). It relies on the accurate measurement of the small shape distortions
of background galaxies due to the bending of light by intervening matter distribution. The
smallness of these distortions requires high-quality data and a statistical approach so that the
lensing shear signal needs to be measured on a large number of sources.
A number of surveys (e.g. GaBoDS [1], CFHTLS1) have already shown the WL capac-
ity for constraining cosmological models through cosmic shear measurements (see e.g. [1–3]).
Several other, more ambitious, surveys both ground– (KIDS2, PanSTARRS3, DES4, LSST5)
and space-based (Euclid6, WFIRST7) are being performed or planned. They will map hun-
dreds of millions of galaxy redshifts and billions of galaxy images. For instance, the Euclid
mission [4, 5] aims to map half of the sky in imaging as well as in broad-band spectroscopy up
to a redshift z ∼ 2−3 with a median redshift of the order of unity. The information contained
in these data will permit to measure the matter clustering with unprecedented accuracy.
Among the WL probes, it has been shown that the abundance of peaks in shear maps
is a sensitive probe of cosmology [6]. This was tested by [7] and [8] using ray–tracing in N–
body simulations. Shear peaks are regions with high signal–to–noise ratios, snr, associated to
massive halos (or galaxy clusters) or produced by the alignment of smaller mass concentrations
along the line–of–sight. Their number and spatial distribution, therefore, carry information
about the underlying cosmology through fundamental parameters as the total matter density
1http://www.cfht.hawaii.edu/Science/CFHLS
2http://kids.strw.leidenuniv.nl
3http://pan-starrs.ifa.hawaii.edu
4http://www.darkenergysurvey.org
5http://www.lsst.org
6http://www.euclid-ec.org
7http://wfirst.gsfc.nasa.gov
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of the universe Ωm, the normalization of the power spectrum σ8, and the evolution of the DE
equation of state w(z).
Unlike other available techniques for detecting massive halos (e.g. optical and X–ray
identification, Sunyaev-Zeldovich effect, etc), WL does not require any assumption on their
dynamical or evolutionary state. Its advantage is to be only sensitive to the mass along
the line–of–sight offering, in principle, the opportunity to construct mass–selected halo sam-
ples, which can be compared directly with theoretical predictions (e.g. N–body simulations)
without assuming any mass–observable relation. Nevertheless, that WL provides truly mass–
selected halo samples it is not strictly true. Large scale structures (LSS), into which massive
halos are embedded, contribute to the lensing signal. Usually, these projection effects add
noise to the halo signal or can result in false positive peaks in the shear map [9–11]. Further,
intrinsic ellipticities of galaxies introduce an irremovable noise. All these sources of noise then
compromise purity and completeness of halo samples selected by WL.
Various theoretical aspects of WL halo detection have been widely investigated by a
number of authors [8, 12–16]. The search for shear peaks in data is exemplified in some works
[17–25] although, on the observational side, halo lensing studies have been mainly focused on
mass determination and halo properties, e.g. density profile and concentration [26, 27].
A basic method for shear peak detection, to which we will refer in the following, is
provided by the aperture mass (Map) technique proposed by [28]. Map is a measure of the
lensing signal in a shear map smoothed with a suitable filter. The method then relies on the
usual approach of searching for points of local maximum (peaks), with snr higher than a
given threshold, in the smoothed map.
Here, we investigate the impact of the halo concentration onMap and shear peak counts,
as compared to that of some cosmological parameters (i.e. Ωm and σ8). As already noted
by [29] and detailed in the following, the shear peak abundance, is quite sensitive to halo
concentration and its relation with the halo mass. This seems to point out peak counts as a
promising and complementary method to delineate the, still debated, relation between halo
mass and concentration (M − c relation). Our main interest here is to further deepen this
point quantifying the power of peak function to constrain the M − c relation.
Halo concentrations have been studied extensively, by means of N–body simulations as
well as observationally, during the last decade. The general trend is that the mean halo
concentration shows a strong correlation with the halo mass. Typically, it declines with
increasing the mass and redshift in accordance with the idea that the central density of halos
reflects the mean density of the universe at the time of their formation. Therefore, halos
collapsing earlier are expected to be denser than the more massive halos collapsing later.
However, there is enough uncertainty on the exact form of the M − c relation. Beside
discrepancies between theoretical predictions and observations, differences are found even
when comparing simulation results of different groups as well as different sets of observations
[26, 30–41].
One of the main predictions of N–body simulations is that the density profile of ha-
los assembled hierarchically and close to virial equilibrium, can be well approximated by a
Navarro, Frenk & White (NFW) profile [42], regardless of halo mass and the details of the
cosmological model, all the cosmological informations being contained in correlation between
the parameters of the NFW profile, i.e. in the M − c relation. The median M − c relation
predicted by simulations is well described by a power–law [34–36, 43, 44].
However, the variety of individual halo aggregation histories causes a scatter in con-
centration which can be modeled by a log–normal distribution with a variance ranging from
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∼ 0.15 up to ∼ 0.30 depending on the degree of relaxation of the halo [45]. On the other
hand, the redshift evolution of the concentration is less established. Recent results seem to
favor a weaker redshift dependence than previously supposed [35, 36, 46].
Probably, the best current results from simulations are those by [39] and [40]. They
found larger concentrations than those reported in [36] and [35], with a reasonable agree-
ment for galaxy–size halos (∼ 10 − 15% difference) but substantially larger values (∼ 40 −
50%) for cluster–size halos, more compatible with recent X–ray and kinematic observations.
Furthermore, these high–resolution large-volume simulations (Bolshoi and MultiDark, see
http://www.mutidark.org) seem to indicate a M − c relation more complex than previously
conceived showing a novel feature: at high redshift, concentration first declines with increasing
mass, then flattens and increases slightly at higher masses.
On the observational side, many different methods have been used to study masses and
concentrations resulting in an even more controversial picture and making the comparison
between observations and theory somewhat ambiguous.
Gravitational lensing is one of the most promising methods to estimate mass and con-
centrations. Strong and weak lensing have been used individually or in combination. More
classical methods relies on kinematic tracers, e.g. galaxies ([47, 48] and references therein)
and the hydrostatic analysis of X–ray intensity profile of halos. However, all these methods
are susceptible to bias effects and are presumably affected by systematics not fully understood
and/or modeled, yielding discrepant results.
For example, [37] used the stacked weak lensing signal from galaxies, groups and clusters
in the Sloan Digital Sky Survey (SDSS) finding a M − c relation slope consistent with the
simulations but a 2σ lower normalization. [38] performed a combined weak and strong lensing
analysis of a sample of clusters, reporting concentrations with a 7σ excess above the simulation
predictions. [26] performed a weak lensing analysis of X–ray selected clusters reporting a slope
somewhat steeper than in simulations although with an error of ∼ 50%. Other studies based
on lensing and X–ray data can be found in [32, 49–54].
Despite the qualitative agreement with simulation predictions, the general picture which
emerges from observations can be summarized briefly as follows. In almost all cases, the
observed slope of the M − c relation is consistent with or steeper than theoretical predictions.
Moreover, strong lensing measures of massive clusters and X–ray analysis give a normalization
factor higher than predicted by simulations, strong lensing concentrations being systematically
larger than X–ray concentrations. On the other hand, weak lensing methods seem to point
out a normalization lower than that found in simulations.
For what concerns the lensing measurements, the origin of these discrepancies should
be searched in some orientation and shape biases [55–57]. It has been shown that neglecting
halo triaxiality can lead to over– and under–estimates of a factor of 2 in concentrations
and up to 50% in halo mass other than underestimation of statistical uncertainties [58]. In
addition, as already outlined above, projection of structures along the line–of–sight can result
in apparently high concentration (e.g. [59]).
Further complications are due to baryonic processes. Although baryon physics is not
expected to drive the structure formation process on very large scales, its effects are likely to
be important for low–mass halos or in the central region of larger objects. It has been shown
that baryonic feedback and cooling can alter halo profiles. In particular, baryonic cooling
(see [60] and reference therein) can be responsible for the excess in concentration observed in
groups and low-mass clusters [61, 62].
Dynamical and X–ray techniques assume the halos are in virial and/or hydrostatic equi-
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librium. Most of real halos are not relaxed and have complex substructures making mea-
surements difficult to interpret. Mergers, active galactic nuclei, cosmic rays, magnetic fields,
turbulence and bulk motion of the gas can compromise the hydrostatic equilibrium leading
to underestimates of X–ray masses [63–67].
Although recent hydrodynamical simulations include a number of these non–gravitational
processes, they are very difficult to model. Furthermore, many of them take place at scales too
small to be resolved by simulations demanding radical simplifications and approximations.
It is also worth noticing that the above results were derived in the contest of the standard
cosmological model (ΛCDM). Discrepancies can also arise if the data–model comparison has
been made for the wrong cosmology. A number of studies have shown that alternative DE
cosmologies or modified gravity models can lead to a different evolution of matter perturba-
tions affecting the halo concentrations. For example, scalar field DE models with an earlier
structure formation resulting in more concentrated halos have been considered in [43, 68–72].
The paper is organized as follows: theMap method for shear peak detection is reviewed in
Section 2 while in Section 3 we investigate the impact of the M−c relation on the probability
distribution function of Map and provide a prescription to analytically calculate it taking
into account the dispersion in M − c relation. The impact on peak number counts is then
investigated and compared to that of Ωm and σ8. In Section 4 we perform a Fisher matrix
analysis in order to assess the capability of upcoming weak lensing survey in constraining the
M − c relation by means of peak counts. Section 5 is devoted to discussion and conclusions.
2 Aperture Mass
The gravitational field of a sufficiently high matter concentration causes a coherent shape
distortion of the images of faint background galaxies. Measurements of these shear distortions,
would thus permit to detect massive halos by searching for peaks in wide–field shear maps.
To this aim, different WL methods for halo detection, based on linear filtering techniques,
have been developed in the last decade [12, 28, 73–75] (for alternative approaches see [76–78]).
Here, we use the aperture mass, Map, [28] as peak finder. Map, is the projected mass
distribution, or convergence κ, smoothed on the angular scale ϑ0:
Map(ϑ0) =
∫
d2θκ(θ)U(|θ|) (2.1)
where θ = (ϑ cosφ, ϑ sinφ) and U(ϑ) is a compensated filter function, i.e.
∫ ϑ0
0 dϑϑU(ϑ) = 0,
which vanishes for ϑ > ϑ0. The main advantages in using compensated filters are that Map
is not influenced by mass–sheet degeneracy and the possibility of expressing Map in terms of
the (observable) tangential shear γt:
Map(ϑ0) =
∫
d2θγt(θ)Q(|θ|) (2.2)
where γt(θ) = −Re[γ(θ)e−2iφ] is the tangential component of the shear at position θ and Q
is a filter function related to U by:
Q(ϑ) =
2
ϑ2
∫ ϑ
0
dϑ′ϑ′U(ϑ′)− U(ϑ) (2.3)
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2.1 Filter function
Several filter functions Q(ϑ) have been considered depending on their specific application in
WL studies (cosmic shear, halo searching, etc.). The ideal choice for radially symmetric halos,
would be a filter profile proportional to the shear profile, i.e. Q(ϑ) ∝ γ(ϑ) thus to maximize
the signal–to–noise ratio snr associated to halo detections as shown in [28]. Some examples
of filters can be found in [79] (polynomial filter), [12] (Gaussian filter), [74] (optimized for
NFW halo and LSS noise suppression), [80] (non–parametric filter).
To our aim, a reasonable choice is the filter introduced by [73] and optimized for NFW
halos, approximating their shear signal with a hyperbolic tangent:
Q(x) =
[
piϑ0
(
1 + ea−bx + e−c+dx
)]−1 tanh (x/xc)
(x/xc)
(2.4)
where x = ϑ/ϑ0. The values a = 6, b = 150, c = 47 and d = 50 are chosen in order to have
exponential cut–offs at small and large radii while xc = 0.1 is a good choice for the filter
profile slope as empirically shown by [17]. The related filter U(ϑ) is obtained following the
procedure described in [14]. In the following we will always set ϑ0 = 7
′. We have checked
that this choice is the best compromise which maximizes the number of detections over the
redshift range of our interest.
2.2 Halo profile and mass–concentration relation
In order to compute the convergence κ of cluster-sized halos entering in (2.1), we model their
density profile by a Navarro, Frenk & White (NFW) profile:
ρ(r) =
ρs
(r/rs)(1 + r/rs)2
(2.5)
The finite extent of halos is taken into account by truncating the profile at the radius r200,
within which the average density, ∆200 ρcr, is 200 times the critical density of the universe
ρcr = 3H
2/8piG (H and G being the Hubble parameter and the Newton’s gravitational
constant respectively).
The scale radius rs is related to r200 through the concentration parameter c200 = r200/rs
giving:
ρs
ρcr
=
1
3
∆200f200 (2.6)
where:
f200 = c
3
200
[
ln(1 + c200)− c200
1 + c200
]−1
(2.7)
The halo mass is then defined as:
M200 =
4pi
3
∆200ρcrr
3
200 = 4piρsr
3
200f
−1
200 (2.8)
A number of heuristic models for the median mass–concentration relation, calibrated
against simulations, have been suggested [30, 31, 42, 44]. Here we assume the common simple
relation:
c200(M200, z) = c0
[
M200
M0
]α
g(z) (2.9)
with the concentration growth factor, g(z), as proposed by [36] and we setM0 = 10
14h−1M⊙.
Their model is a modification of the commonly used Bullock model [30], based on the simple
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assumption that the characteristic density of the halo, ρs, remain constant after the halo
forms. This results in a concentration growth factor:
g(z) =
[
H0
H(z)
]2/3
=
[
ρcr,0
ρcr(z)
]1/3
(2.10)
rather than g(z) = 1/(1 + z) of the original Bullock model. The normalization of the M − c
relation c0 is thus defined as the concentration c200 of a halo with mass M200 = 10
14h−1M⊙
at z = 0. Note that (2.10) seems more consistent with the idea that halo concentrations are
related to the ratio of the present background density, ρcr,0, and that at the halo formation
epoch. It reduces to the Bullock model in the case of Einstein–De Sitter universe and is
able to reproduce the M − c relation, in a ΛCDM universe, over a wide range of masses
(1010h−1M⊙ . M . 10
15h−1M⊙) probed by simulations. Its scaling with ρcr, however,
would suggest that it could be more suitable than the Bullock model in describing the mass–
concentration evolution in cosmologies different from ΛCDM . For simplicity, we assume
a constant slope α over the mass range considered although simulations indicate a slight
deviation at higher masses.
The convergence for a truncated NFW profile then reads [12]:
κ(ϑ, zh, zg) =
8piG
c2
ρsrs
DhDhg
Dg
f(x), (2.11)
where x = ϑ/ϑs, ϑs = rs/Dh, D denotes the angular diameter distance, the subscripts
h and g stand for lens and source galaxies respectively. Finally, the function f is given by:
f(x) =


−
√
c200−x2
(1−x2)(1+c200)
+ (1− x2)−3/2 arccosh x2+c200x(1+c200) x < 1
√
c2200 − 1 (2+c200)3(1+c200)2 x = 1
−
√
c200−x2
(1−x2)(1+c200)
− (x2 − 1)−3/2 arccos x2+c200x(1+c200) 1 < x ≤ c200
0 x > c200
2.3 Galaxy survey
If the source galaxies are distribute in redshift, the convergence κ entering in (2.1) is the
convergence averaged over the normalized source–redshift distribution p(zg) (zg being the
redshift of the source galaxies). For a NFW halo at a redshift zh with convergence κ(ϑ, zh, zg)
then we have:
κ(ϑ) =
∫
∞
zh
dzgp(zg)κ(ϑ, zh, zg) (2.12)
Here, we assume a distribution p(z) of the standard form:
p(Z) =
β
z0 Γ
(
a+1
b
)Zae−Zb (2.13)
where Z = z/z0 and we set a = 2, b = 1.5 and z0 = 0.6. We further assume an ellipticity
dispersion of the sources σǫ = 0.3, a galaxy number density n = 30 gal/arcmin
2 and a survey
area of 15000 deg2. With these values (2.13) provides a galaxy distribution as expected from
the Euclid survey, with a mean redshift zmean = 0.9 [4, 81].
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Cosmological parameters
WMAP9 + SNLS3 +BAO
Ωm Ωb σ8 H0 τ ns
0.291 0.047 0.828 68.98 0.087 0.969
M − c relation
parameters
c0 α σln c
4 −0.1 0.15
Table 1. Fiducial cosmological and M − c relation parameters.
3 Peak function
In real observations, the measured value of Map will differ from the real one due to several
effects. Statistical noise and halo shape induce scatter and bias in Map and hence in the
resulting shear peak counts. A detailed analysis on how noise and the halo structure affect
the probability distribution function (PDF) of Map and the peak counts was performed in
[12, 82] (and references therein, see also [83] and [84]) employing both analytical description
of halos and mock data of WL survey generated from numerical simulations. Statistical noise
due to intrinsic ellipticities, survey shot noise and projection effects of large scale structure
(LSS) along the line–of–sight, affect the peak heights and generate spurious peaks in the shear
maps resulting in an excess in real counts over the theoretical predictions.
On the other hand, the dark matter distribution in real halo is not spherically symmetric
but highly elongated [85] so that deviations from the universal NFW density profile are
expected. Furthermore, simulation results tell us that halo concentrations are log–normally
distributed among halos with a given mass, with variance ∼ 0.15− 0.3 [45].
All these effects have a large impact on WL measurements of halos and induce scatter
and bias in the peaks heights therefore affecting the peak counts. For simplicity, we do not
consider here deviation from sphericity and assume halos to have NFW profiles while we only
focus on the effects due to statistical noise and, in particular, concentration scatter. Impact
of halo triaxiality on WL peak searches was accurately studied in [82].
In order to predict the expected abundance of halo peaks we need to know the PDF of
Map and the halo mass function. As a fiducial model we assume a ΛCDM cosmology with
cosmological parameters set to the best fit values estimated from nine-years WMAP data in
conjunction with the Supernova Legacy Survey three–year sample (SNLS3) and baryon acous-
tic oscillations (BAO) measurements [86]. Fiducial cosmological parameters are summarized
in table 1 (Ωb, H0, τ and ns denoting the baryon density parameter, the present value of
the Hubble parameter, the optical depth to reionization and the spectral index of primordial
scalar fluctuations) together with the assumed fiducial parameters for the M − c relation.
3.1 Map probability distribution function
A significant part of the noise contribution to Map comes from intrinsic ellipticity and the
finite number of background galaxies used to measure the shear signal. Nevertheless, the
accuracy with which the lensing signal of individual halos can be measured is also limited by
the presence of large–scale structures (LSS) along the line–of–sight, representing an additional
statistical source of noise as discussed in [9, 74] (see also [79]).
Here we neglect the effects on Map measurements due to intrinsic alignments of back-
ground galaxies and LSS projections correlated with halo lens (although they might introduce
non–negligible bias and noise as discussed in [80, 87]) and we mainly focus on the impact of
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the concentration scatter and of the statistical noise from uncorrelated intrinsic ellipticities
and uncorrelated LSS.
Following [74] we roughly split the total signal in two independent contributions: the
signal from nonlinear scales due exclusively to massive halos and the LSS signal generated
by linearly evolved matter perturbations. Although questionable for many WL applications,
it would be sufficient for our purposes. The observed Map is then given by the sum of halo
and LSS signals plus the noise contribution Mgap due to intrinsic ellipticity of the galaxies and
survey shot noise:
Map = M
halo
ap +M
LSS
ap +M
g
ap (3.1)
Under the assumption of uncorrelated intrinsic ellipticities and uncorrelated LSS both
galaxy and LSS noise fields can be modeled as isotropic Gaussian random fields with zero
mean, 〈Mgap〉 =
〈
MLSSap
〉
= 0, and variances given respectively by (see [9, 74, 79] for the
derivation):
σ2g(ϑ0) =
piσ2ǫ
n
∫ ϑ0
0
dϑϑQ2(ϑ) (3.2)
(σǫ is the ellipticity dispersion of sources, n is the average number density of galaxies inside
the aperture), and:
σ2LSS(ϑ0) = 2pi
∫
∞
0
dl lPκ(l)g
2(l, ϑ0) (3.3)
Here, the function g(l, ϑ0) reads:
g(l, ϑ0) =
∫ ϑ0
0
dϑ ϑU(ϑ)J0(lϑ) (3.4)
while the power spectrum of the LSS convergence Pκ(l) is related to the power spectrum of
the three-dimensional density fluctuations Pδ(k) by Limber’s equation:
Pκ(l) =
9H20Ω
2
m
4c2
∫ χh
0
dχ
W 2(χ)
a2(χ)
Pδ
(
l
D(χ)
, χ
)
(3.5)
(χ and D(χ) being the comoving distance and the comoving angular diameter distance re-
spectively). For a given distribution of source galaxies, p(χ)dχ = p(z)dz, the weight function
W reads:
W (χ) =
∫ χh
χ
dχ′p(χ)
D(χ′ − χ)
D(χ′)
(3.6)
where χh is the distance to the last scattering surface.
The Gaussian noise σ2n = σ
2
g + σ
2
LSS then leads to a probability distribution function
(PDF) for Map given by:
pn(Map|M) = 1√
2piσn
exp

−1
2
(
Map −Mhaloap (M)
σn
)2 (3.7)
where Mhaloap (M) is the true value of the aperture mass of a halo with mass M .
Although observations and simulation results tell us that, for a given mass M , halo
concentrations are log–normally distributed with dispersion σln c ∼ 0.15 − 0.3 [45]:
p(c|M) = 1
c
√
2piσln c
exp
[
−1
2
(
ln c− ln cˆ(M)
σln c
)2]
(3.8)
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(cˆ(M) being the median concentration), it is common practice in theoretical calculations to use
the PDF (3.7) where Mhaloap is calculated assuming the median M − c relation and neglecting
any dispersion (hereafter, we will drop the subscript 200 to denote the halo concentration).
In order to take the concentration scatter into account, one should instead consider the
convolution:
p(Map|M) =
∫
dMhaloap pn(Map|M, c) pc(Mhaloap |M) (3.9)
where:
pc(M
halo
ap |M)dMhaloap = p(c|M)dc (3.10)
and now Mhaloap (M) = M
halo
ap (M, c). It is then easy to show with a little algebra that the
mean value of Map is:
〈Map〉 =
∫
dMap Map p(Map|M) =
∫
dMhaloap M
halo
ap pc(M
halo
ap |M) =
〈
Mhaloap
〉
(3.11)
while the total Map variance σ reads:
σ2 =
∫
dMap (Map − 〈Map〉)2 p(Map|M)
=
∫
dMhaloap
(
Mhaloap −
〈
Mhaloap
〉)2
pc(M
halo
ap |M) + σ2n
= σ2c + σ
2
n (3.12)
Note that, because of the non–linearity of the M − c relation 〈Map〉 =
〈
Mhaloap
〉 6= Mhaloap (〈c〉)
and the same holds for the median value Mˆap.
Finally, we define the signal-to-noise ratio, snr, associated to each peak detection as:
snr =
Mˆap
σ
(3.13)
(here we have defined snr in terms of the median Mˆap since p(Map|M) is expected to be
non–symmetric because of the asymmetry of (3.8)).
It is worth noticing that, unlike the statistical noise σn which is not related to halo
properties, σc depends on both lens mass and redshift zh, it increases (decreases) with M
(zh). This is shown in fig. 1 where the different contributions to the total variance σ are
displayed as a function of zh for different halo masses in the range 10
13 − 5 · 1015 h−1M⊙.
Inspection of the figure indicates that the scatter in M − c relation affects significantly the
Map variance (and hence snr) of halos with higher mass at relatively low redshifts. Its impact,
however, becomes negligible at higher zh. Fig. 2 shows the PDF p(Map|M) obtained from
(3.9) for lens masses of 1014 (left panel) and 1015h−1M⊙ (right panel) at zh = 0.2. For
comparison we also show the PDFs in the cases when only the statistical noise is considered
(pn(Map|M), eq. (3.7)) or only the effect of M − c relation scatter is taken into account
(pc(Map|M), eq. (3.10)). In the former case, σc ≃ σLSS ≪ σg so that p ≃ pn while in the
latter σc and σg are of the same order of magnitude (see also fig. 1).
The distorsions in the PDF caused by variations in the parameters c0, σln c and α of
the M − c relation are shown in the left, central and right panels of fig. 3. The solid line
indicates the fiducial model prediction. Increasing the normalization c0 shifts the mean value
〈Map〉 to larger values while changes in σln c mainly affect the width and the skewness of the
distribution which is only slightly altered by variations in α.
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Figure 1. Contributions to the total Map variance σ as function of lens redshift and mass, due
to intrinsic ellipticities and finite numer of background galaxies (σg), LSS (σLSS) and concentration
scatter (σc).
The dependence of snr on lens mass and redshift is shown in fig. 4. In the left panel
only statistical noise is considered while in the central panel we also include the concentration
scatter. The right panel displays the relative deviation ∆snr/snr between them. As discussed
above, concentration scatter significantly increases the Map variance of more massive halos.
In turn, the associated snr is strongly suppressed to no more than snr = 10.
We have also checked that shifts in the cosmological parameters σ8, Ωm, H0 and ns do not
appreciably modify the Map PDF and snr. This fact that they are almost independent of the
underlying cosmology, can be understood looking at how cosmology enters in the evaluation of
Map and σ. The convergence κ(ϑ) depends on the integrated Hubble rate through the lensing
efficiency function DhDhg/Dg which only weakly depends on cosmology since it involves a
ratio of distances which is then further integrated over the source redshift. Further, Map is
independent of ns and σ8. On the other hand, ns and σ8 affect the LSS convergence power
spectrum Pκ(l) entering the total noise σ through the σLSS term. Nevertheless, this latter is
always about one order of magnitude or more smaller than σg, yielding a negligible effect on
snr.
3.2 Halo mass function
Different semianalytic approaches and fits to simulation results, aimed to model the abun-
dance of halos [88–92], can be characterized by the scaled differential halo mass function
– 10 –
 0
 200
 400
 600
 800
 1000
 1200
 1400
 1600
 0.001  0.002  0.003  0.004  0.005  0.006  0.007  0.008
p 
(M
a
p|M
)
Map
M = 1014 h-1 MO.
zl = 0.2
p 
pn
pc
 0
 50
 100
 150
 200
 250
 300
 350
 400
 450
 0.008  0.01  0.012  0.014  0.016  0.018  0.02
p 
(M
a
p|M
)
Map
M = 1015 h-1 MO.
zl=0.2
p 
pn
pc
Figure 2. PDF (p(Map|M)) for lens masses of 1014 (left panel) and 1015h−1M⊙ (right panel) at
zh = 0.2 compared to the PDFs in the cases when only the statistical noise is considered (pn(Map|M)),
or only the effect of M − c relation scatter is taken into account (pc(Map|M)).
 0
 50
 100
 150
 200
 250
 300
 350
 0.005  0.01  0.015  0.02  0.025
p 
(M
a
p|M
)
Map
M = 1015 h-1 MO.
zl = 0.2
c0 = 3
c0 = 4
c0 = 5
c0 = 6
 0
 50
 100
 150
 200
 250
 300
 350
 0.005  0.01  0.015  0.02  0.025
p 
(M
a
p|M
)
Map
M = 1015 h-1 MO.
zl = 0.2
σln c = 0.10
σln c = 0.15
σln c = 0.20
σln c = 0.30
 0
 50
 100
 150
 200
 250
 300
 350
 0.005  0.01  0.015  0.02  0.025
p 
(M
a
p|M
)
Map
M = 1015 h-1 MO.
zl = 0.2
α = -0.08
α = -0.10
α = -0.12
Figure 3. Effect of varying the M − c relation parameters, c0 (left panel), σln c (central panel) and
α (right panel), on Map PDF. Results are shown for an halo of mass M = 1014h−1M⊙ located at
zh = 0.2.
 1
 10
 100
 0.2  0.4  0.6  0.8  1  1.2  1.4
sn
r
zl
15.5 = log (M/h-1MO. )
15.0
13.0
13.5
14.0
14.5
 1
 10
 100
 0.2  0.4  0.6  0.8  1  1.2  1.4
sn
r
zl
15.5 = log (M/h-1MO. )
15.0
13.0
13.5
14.0
14.5
-100
-80
-60
-40
-20
 0
 0.2  0.4  0.6  0.8  1  1.2  1.4
∆s
n
r/s
nr
 (%
)
zl
13.0
15.5
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introduced in [90]:
f(σM , z) ≡ M
ρm(z)
dnhalo(M,z)
d lnσ−1M
(3.14)
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where nhalo(M,z) is the number density of halos with mass M , ρm is the background matter
density and σM = σM (M,z) is the variance of the linear density field on the scale M . This
definition of mass function has the advantage that to a good accuracy it does not explicity
depend on redshift, matter power spectrum or cosmological parameters, their dependence
being all enclosed in σM . Hence, this “universality” of the mass function suggests that the
form of f should hold in all Gaussian hierarchical clustering model, at all times and in any
cosmology. Indeed, this has been verified to a good accuracy in several works by means of
N–body simulations for a vast class of cosmologies (see, however, [93] for a recent discussion
about the topic of the universality of the mass function).
For its simplicity, in the following, we make use of the fitting form provided in [90]:
f(σM) = 0.315 exp
[−| lnσ−1M + 0.61|3.8] (3.15)
3.3 Peak number counts
Having determined the theoretical mass function and having detailed how the Map PDF and
the snr for peak detection can be computed, we can now estimate the abundance of halos
that produce significant peaks in the aperture mass map.
Noticing that the probability for a halo of mass M to be detected as a shear peak with
snr above the threshold snr∗ = Mˆ∗ap/σ is:
P (> snr∗|M) =
∫
M∗ap
dMap p(Map|M) (3.16)
the shear peak function expected to be observed then reads:
Nhalo(> snr
∗) =
∫
dV
∫
dM
dnhalo(M,zh)
dM
P (> snr∗|M) (3.17)
where dV is the comoving volume element per unit solid angle8. The above expression gives
the observed number of halo peaks taking into account, through (3.9), the scatter in Map due
to statistical noise and concentration distribution.
The total number of observed shear peaks is, however, larger than Nhalo because of spu-
rious peaks caused by projection effects of LSS as well as shape and shot noise of background
galaxies.
An analytic approach suitable to quantify the level of spurious detections, has been
developed and applied in [14]. Analytic results were there compared to peak counts from
numerical ray–tracing simulations finding good agreement for different filter functions. We
remind here that this approach relies on peak counts in random Gaussian fields [94], very
well representing noise and LSS but not non–linear objects such as virialized halos which are
highly non–Gaussian. We also remind that, following [74] and according to eq. (3.1), we
define the LSS signal as being due to linearly evolved structures alone so that a Gaussian
description applies (see section 3.1).
According to [14], the number of spurious peaks may be estimated as:
Nsp(> snr
∗) =
1
(2pi)
3
2
(
σ1
σn
)2
snr∗ exp
[
−snr
∗2
2
]
(3.18)
8dV = dχ χ2 = dz
[∫ z
0
dz′/H(z′)
]2
dχ/dz in spatially flat cosmologies, χ being the comoving distance.
– 12 –
 2
 3
 4
 5
 6
 7
 1  2  3  4  5  6  7
lo
g 
N(
>s
nr*
)
snr*
Npeaks = Nsp+Nhalo
Nhalo
Nsp   
Nsp  
g     
Nsp
LSS
Figure 5. Number of detectable peaks as a function of snr∗ for the fiducial model. Black lines refer
to total number (solid) and the contribution from halo ( dash–dotted) and spurious (dotted) peaks.
Red lines refer to spurious peaks generated by galaxy noise (solid) and LSS (dotted).
 100
 1000
 10000
 100000
 4  4.5  5  5.5  6  6.5  7  7.5  8
N
ha
lo
(>s
nr*
)
snr*
c0 = 2
c0 = 8
σ8 ± 2σ
Ωm ± 2σ
 100
 1000
 10000
 100000
 4  4.5  5  5.5  6  6.5  7  7.5  8
N
ha
lo
(>s
nr*
)
snr*
c0 = 2
c0 = 8
σln c ± 25%
α ± 25%
−100
−75
−50
−25
 0
 25
 50
 75
 100
 4  4.5  5  5.5  6  6.5  7  7.5  8
∆N
ha
lo
/N
ha
lo
 
(%
)
snr*
c0 = 2
c0 = 8
−100
−75
−50
−25
 0
 25
 50
 75
 100
 4  4.5  5  5.5  6  6.5  7  7.5  8
∆N
ha
lo
/N
ha
lo
 
(%
)
snr*
c0 = 2
c0 = 8
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Figure 7. Top panels: Number of halo peaks in redshift bin of ∆z = 0.1 as a function of z for
snr∗ = 4. Shaded regions indicate deviations from the fiducial model predictions arising from shifts
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Bottom panels: Same as top panels but plotted in logarithmic scale to emphasize the behavior at high
redshifts.
where:
σ21 =
∫
dl l3P (l)
∣∣∣Qˆ(ϑ)∣∣∣2 (3.19)
Here Qˆ(ϑ) is the Fourier transform of the filter while P (l) = Pn+Pγ(l) is the power spectrum
of the statistical noise (Pn = σ
2
ǫ/2ngal and Pγ(l) = Pκ(l)/2 being the power spectra of galaxy
noise and LSS shear respectively).
The total number of observed peaks is finally given by:
Npeaks(> snr
∗) = Nhalo(> snr
∗) +Nsp(> snr
∗)
Fig. 5 shows Npeaks, Nhalo and Nsp as a function of the threshold snr
∗ for our fiducial model.
Spurious peaks generated by galaxy noise alone Ngsp and LSS alone NLSSsp are also shown for
comparison.
It is worth noticing that the abundance of spurious detections (although it can vary with
the filter and/or the filter scale, see [14]) is almost independent of the underlying cosmology,
the only dependence on cosmology being ascribed to the LSS power spectrum Pκ(l) entering
the ratio σ1/σn. Indeed, as observed at the end of section 3.1 (see also fig. 1), the LSS
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Figure 8. As in previous figure but for snr∗ = 6.
contribution to σ2n = σ
2
g + σ
2
LSS is always about one order of magnitude smaller than the
galaxy noise contribution and the same holds for σ21 = σ
2
1,g + σ
2
1,LSS. Hence, Nsp ≃ Ngsp (see
fig. 5) and the cosmological dependence is strongly suppressed. We have checked that no
substantial changes in the number of spurious peaks occur when varying the cosmological
parameters within the 2− σ current bounds.
As observed in [12, 14] spurious peaks dominates the counts at relatively small peak
amplitudes while the halo contribution becomes relevant slightly above snr∗ ∼ 3 and domi-
nates at higher values. Since we are mainly interested in how peak counts can constrain the
M − c relation, we have to select those peaks associated to real halos. Thus, in the following,
we consider only snr∗ ≥ 4 (otherwise, we implicitly assume that spurious contaminations are
avoided by means of suitable techniques, see below).
In the previous Section we have shown how theMap PDF and snr strongly depend on the
M − c relation while it is only scarcely affected by variations in the cosmological parameters.
Halo concentrations are then anticipated to be crucial in determining the number of halo
peaks. Nevertheless, σ8 and Ωm are intimately related to the halo mass function, eq. (3.14),
and hence expected to largely affect the peak function as well.
We then investigate the impact of halo concentration and cosmological parameters σ8
and Ωm on weak lensing peak counts. We do not consider the effects of H0 and ns which
have only a minor impact on the halo mass function.
Deviations from reference model predictions arising from shifts in normalization c0,
slope α and scatter σln c of M − c relation as well as cosmological parameters Ωm and σ8
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Figure 9. Percentage deviation from the fiducial model peak function due to shifts in σ8, Ωm and c0
as in the left panel of fig. 7.
are considered and compared in Fig. 6. The total number of halo peaks Nhalo(> snr
∗) in
the redshift range ∆z = 0.1 − 1.4 is shown in the left panels as a function of snr∗ while
the right ones display the relative deviation, ∆Nhalo/Nhalo = [Nhalo − Nhalo,fid]/Nhalo,fid,
from the prediction of the fiducial model. Note that, although future galaxy surveys will
likely extend over a much greater redshift range, as it will be shown later the number of halo
peaks is negligible for z & 0.9. Shaded regions in figure indicate departures in cosmological
parameters (top panels) within the current 2 − σ bounds, and ±25% offsets in α and σln c
(bottom panels). Solids lines refers to changes in c0.
Among M − c relation parameters, the normalization c0 has the major impact on peak
counts, yielding deviations from ∼ 25% to ∼ 75% at the increasing of snr∗ in the range
considered, when changing c0 of ±1. On the other hand, the effect of varying σln c and α is
quite modest (or negligible) at low snr∗. Nevertheless, the impact of σln c rapidly increases
at higher snr∗.
Observing that the range within which Ωm and σ8 are varied correspond to deviations of
only ∼ 3 − 4%, halo counts are certainly more sensitive to cosmological parameters. Within
this range, σ8 yields deviations in halo number of ∼ 25 − 50% while they are limited to
∼ 10− 15% when changes in Ωm are considered.
So far, we considered the total number of halo peaks evaluated from (3.17) by integrating
over the full redshift range ∆z = 0.1−1.4 thus smoothing out the dependence of the halo mass
function (3.14) and the Map PDF on z. Actually, the evolution of the mass function depends
on the underlying cosmology through σ8 and Ωm, while the redshift dependence of the PDF
is sensitive to the M − c relation. Thus, it is worth to investigate how peaks are distributed
in redshift bins in order to get further insights on the parameters under investigation. To this
aim we integrate (3.17) over bins of ∆z = 0.1.
Note that, when dealing with real observations, redshift measurements are needed in
order to assign a given halo peak to a bin. Redshift information can not be inferred from WL
data alone, but additional data are required, e.g. optical data (see the discussion in section
5). On the other hand, spurious peaks are fake detections, not related to a particular halo
and not having any real optical counterpart so that no redshift can be attributed to them.
Here, we are implicitly and naively assuming that redshifts were properly assigned to halo
peaks and spurious detections eliminated from the sample, e.g. by keeping only sufficiently
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Figure 10. Number counts are shifted toward lower values when concentration scatter is taken into
account. The relative shift in Nhalo(> snr∗) and Nhalo(> snr∗, z,∆z) from the case when only
statistical noise is considered, is shown in the left and right panel respectively.
high peaks and/or by matching WL and optical data (or by means of tomographic techniques,
see e.g. [75]).
The resulting peak redshift distribution Nhalo(> snr
∗, z,∆z) is plotted in figs. 7 and 8
for snr∗ = 4 and 6 respectively in both linear (top panels) and logarithmic (bottom panels)
scale in the y–axis to emphasize the behavior at low or high redshifts. Again, deviations from
fiducial model predictions due to cosmological (left panels) and M − c relation (right panels)
parameters are shown.
Fig. 9 displays the relative deviation, ∆Nhalo/Nhalo for the case snr
∗ = 4 due to shifts
in c0, σ8 and Ωm. Similar results are obtained for snr
∗ = 6 but with larger deviations.
Inspection of the figure indicates that probing the high–z tail of the peak function, where
it is most sensitive to cosmological parameters, could therefore be an indirect method to
investigate the halo mass function.
Finally, we want to show how the number counts change when the concentration scatter
is taken into account. As already observed, scatter inM−c relation can affect significantly the
Map variance reducing the snr for halo peak detections. The net effect is to shift the number
counts toward lower values. The relative shift in Nhalo(> snr
∗) and Nhalo(> snr
∗, z,∆z)
from the case when only statistical noise is considered, is displayed in the left and right panel,
respectively, of fig. 10.
4 Fisher matrix forecasts
In this Section, we employ the Fisher matrix (FM) approach to probe the sensitivities of WL
halo number counts to M − c relation and cosmological parameters p = (c0, α, σln c, σ8,Ωm).
Following [95], the FM for the number of halo peaks Nk(zk,p) = Nhalo(> snr
∗, zk,∆z)
in the k–th redshift bin of width ∆z = 0.1 can be written as:
Fij =
nbin∑
k=1
∂Nk
∂pi
∂Nk
∂pj
1
Nfidk
+
δij
σ2p(pi)
(4.1)
where Nfidk is the expected number of peaks in the fiducial model in the k–th bin, nbin is
the total number of bins and σp(pi) is a possible Gaussian prior on the parameter pi. The
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snr∗ σ(c0) σ(α) σ(σln c) σ(σ8) σ(Ωm) priors
4
0.598 0.198 0.128 0.025 0.027
no priors
(14.9%) (198.2%) (85.3%) (2.9%) (9.2%)
6
1.535 0.976 0.096 0.178 0.181
(38.3%) (975.7%) (64.0%) (21.5%) (62.1%)
4
0.392 0.062 0.073 0.009 0.009
σp(σ8) = σp(Ωm) = 0.01
(9.8%) (62.5%) (48.6%) (1.0%) (3.0%)
6
0.416 0.056 0.022 0.010 0.010
(10.4%) (56.5%) (15.0%) (1.2%) (3.4%)
4
− − − 0.0025 0.0024
c0, α, σln c fixed to fiducial values
− − − (0.3%) (0.8%)
6
− − − 0.0044 0.0064
− − − (0.5%) (2.2%)
Table 2. Fisher matrix forecasted 1−σ uncertainties on c0, α, σln c, σ8 and Ωm. Results are obtained
for snr∗ = 4 and 6 assuming: i) no priors, ii) a prior of 0.01 on both σ(σ8) and σ(Ωm), iii) a perfect
knowledge of M − c relation. The percentages in parentheses denote the relative error σ(pi)/pi.
snr∗ = 4 c0 α σln c σ8 Ωm
Ωm −0.52 0.93 −0.84 −0.81 1.00
σ8 −0.07 −0.94 0.42 1.00
σln c 0.85 −0.69 1.00
α −0.24 1.00
c0 1.00
snr∗ = 6 c0 α σln c σ8 Ωm
Ωm −0.69 0.99 0.68 −0.97 1.00
σ8 0.49 −0.99 −0.84 1.00
σln c 0.06 0.75 1.00
α −0.61 1.00
c0 1.00
Table 3. Correlation coefficients ρij = σij/σ(pi)σ(pj) for snr∗ = 4 (top) and snr∗ = 4 (bottom).
snr∗ Mpiv/10
14h−1M⊙ cpiv σcpiv
4 1.19 3.93 0.57 (14.5%)
6 1.27 3.91 1.19 (30.5%)
Table 4. Mpiv, cpiv, and σcpiv for snr
∗ = 4 and 6.
inverse of FM then gives the covariance matrix Cij , the diagonal elements of which represent
the lowest variance σ(pi) one can achieve on the parameter pi.
The forecasted uncertainties σ(pi) turn out to depend on the threshold snr
∗ and are
summarized in table 2 together with the percentage errors σ(pi)/pi (in parentheses) for snr
∗ =
4 and 6. In addition, the correlation coefficients ρij = σij/σ(pi)σ(pj) (σij being the covariance
between pi and pj) are shown in table 3.
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Figure 11. 1− and 2−σ marginalized Fisher ellipses for c0, α, σln c, σ8 and Ωm in the case snr∗ = 4.
We however warn the reader that the FM forecasts given in table 2, should be taken as
optimistic limits (see the discussion in the next Section).
In the absence of any prior information, we first note how peak statistics turns out to
be competitive with other cosmological probes in placing constraints on σ8 and Ωm. For
snr∗ = 4 we indeed obtain σ(σ8) = 0.025 and σ(Ωm) = 0.027 which are very close to the
current limits from Cosmic Microwave Background (CMB) or LSS data.
Turning to M − c relation, the most constrained parameter is the normalization c0. For
snr∗ = 4, we find σ(c0)/c0 ∼ 15%, which, at first glance, could look a not so encouraging
result. We stress, however, that this is still an appreciable result, considered the wide variety
of c0 values reported in literature. On the other hand, peak statistics alone seems less efficient
in putting limits on σln c and in particular on the slope α which is substantially unconstrained.
Going to snr∗ = 6 has the effect of reducing the overall number of peaks so that a worsening
of the constraints is expected because of the poorer statistics. This is not, however, the case
for σln c. This is likely related to the fact that larger snr probe larger masses which are more
sensitive to σln c especially at moderate low redshifts where the number of halo peaks is still
significative (compare figs. 7 and 8).
In light of these results, peak statistics alone seems not to be helpful in constraining the
M−c relation. We then consider the effect of combining peak counts with current/near–future
observations in order to probe whether the constraints can be improved.
Current data from CMB, LSS and type Ia Supernovae already constrain Ωm with an
uncertainty σ(Ωm) ∼ 0.01 while set the most stringent bounds on σ8 to σ(σ8) ∼ 0.015−0.018,
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Figure 12. 1− and 2 − σ constraints on the M − c relation parameters (c0, α, σln c) obtained for
snr∗ = 4 assuming: i) no priors, ii) a prior of 0.01 on both σ(σ8) and σ(Ωm).
depending on the dataset used (see e.g [86, 96]; see also [97] for an analysis based on WL
tomography). Nevertheless, assuming an uncertainty of σ(σ8) = 0.01 is not unreasonable. It
is just less than half of the current limit and, hopefully, it will be achieved by a joint analysis
of current and/or near future cosmological probes (see, however, [98] where cluster mass
function measurements are used in combination with other dataset to give σ(σ8) ∼ 0.01).
We thus include Gaussian priors σp(σ8) = σp(Ωm) = 0.01 in the analysis finding a
significant improvement in the constraints on M − c relation. Uncertainties on c0 reduce to
∼ 10% for both snr = 4 and snr = 6 while σln c is reasonably (marginally) constrained for
snr = 6 (4). Despite the large confidence interval, constraints on α are however competitive
with those from strong lensing and X–ray observations (se e.g. [37, 51, 54, 99]).
In fig. 11 we display the 2D 68% and 95% marginalized confidence regions for different
pairs of parameters for snr∗ = 4 and no priors added. Fig. 12 shows how the Fisher ellipses
for c0, α and σln c are reduced after placing the priors σp(σ8) = σp(Ωm) = 0.01. Finally, the
2D constraints for snr∗ = 4 and snr∗ = 6 are compared in fig. 13.
On the other hand, it is also interesting to investigate the power of the WL peak statistics
to constrain the cosmological parameters when one or more M − c relation parameters are
known with good accuracy. To this aim, we consider the following cases where a prior σp
is added on: i) c0, ii) α, iii) σln c, iv) all the M − c relation parameters. Fig. 14 shows
the uncertainties on Ωm and σ8 at the varying of σp for the cases snr
∗ = 4 and 6. Results
can be understood inspecting the correlation coefficients listed in table 3. Among the M − c
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Figure 13. 1− and 2 − σ constraints on the M − c relation parameters (c0, α, σln c). Results are
obtained for snr∗ = 4 and 6 placing a prior of 0.01 on both σ(σ8) and σ(Ωm).
relation parameters, the slope α is completely (anti)correlated with (σ8) Ωm so that it just
suffices to know α with a sufficient precision to significantly reduce the cosmological parameter
uncertainties. For our fiducial model and snr∗ = 4, constraints on σ8 and Ωm improve of
about ∼ 50%(∼ 70%) (with respect to the values reported in the first row of table 2) if α is
known with an uncertainty of σ(α)/α ≃ 1(< 0.1). Similar values are obtained for snr∗ = 6.
On the contrary, given their lower correlations, even with a perfect knowledge of c0 or σln c
limits on cosmological parameters are only modestly/scarcely reduced. The last two rows of
table 2 show the uncertainties on Ωm and σ8 in the ideal case in which the M − c relation
is perfectly known. Although these numbers are too good and too optimistic and can not
happen for real measurements, the above discussion highlights the importance of studies of
the halo concentration parameters (in particular the slope α) for future surveys.
Finally, it is reasonable to suppose that, the Map statistics can probe the inner structure
of halos only for sufficiently massive halos. It is then interesting to investigate which mass
scale can better constrain the concentration parameter. To this aim we follow [100] (see also
[101, 102] for the same approach in a different contest) and define a pivot mass Mpiv for the
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Figure 14. Fisher matrix forecasted 1 − σ uncertainties on σ8 and Ωm at the varying of the priors
on M − c relation parameters. Results are given for snr∗ = 4 (left panel) and 6 (right panel).
M − c relation. We then choose Mpiv such that the relative error:
σ2cpiv
c2piv
=
1
c2piv
∑
i,j
∂cpiv
∂pi
Cij
∂cpiv
∂pj
=
Cc0c0
c20
+
[
ln
(
Mpiv
M0
)]2
Cαα +
2
c0
ln
(
Mpiv
M0
)
Cc0α (4.2)
(here Cij = (F
−1)ij is the parameter covariance matrix and M0 = 10
14h−1M⊙, see (2.9)) on
the rescaled normalization cpiv = c0(Mpiv/M0)
α is minimized (i.e. the errors on cpiv and α
are uncorrelated). This occurs when
ln
(
Mpiv
M0
)
= − 1
c0
Cc0α
Cαα
yielding
σ2cpiv
c2piv
=
1
c20
[
Cc0c0 −
C2c0α
Cαα
]
The values of Mpiv, cpiv and σpiv as a function of snr
∗ are displayed in fig. 15. As the figure
shows, Mpiv is quite insensitive to the peak height threshold up to snr
∗ ≃ 7, ranging from
∼ 1.2 to ∼ 1.5 · 1014h−1M⊙. Then, it rapidly increases up to ∼ 3.5 · 1014h−1M⊙ at snr∗ = 8.
This is probably due to the fact that, for such high thresholds, the signal is mostly due to
more massive halos which, unlike the less massive ones, feel the impact of the concentration
scatter (see section 3.1). Results for snr∗ = 4 and 6 are very close to those reported in table
2 (first two rows) and are summarized in table 4.
It is worth mentioning, that peak number counts depend on the adopted filter function
so that the constraints here reported can change if a different filter is used. Investigating
which filter is optimal for peaks detection is outside the aims of this work. We only mention
that a filter which performs better than the one used here, would increase the number of
detections improving the counts statistics and consequently the constraints reported in table
2.
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5 Discussion and conclusions
Halo masses and concentrations have been studied extensively, by means of N–body simula-
tions as well as observationally, during the last decade. Nevertheless, the exact form of the
M − c relation is still widely debated. One of the most promising method to estimate masses
and concentrations relies on gravitational lensing, in particular shear peak counts from near–
future WL surveys seem a promising and complementary method to delineate the features of
the M − c relation, as pointed out in this work.
The method for shear peak detection we have considered here relies on theMap statistics.
Hence, we have firstly investigated the impact of the M − c relation on the PDF of Map. In
particular, we have provided a prescription to properly take into account the M − c relation
dispersion, always disregarded in previous work, in the PDF. We have then shown that such
scatter can affect significantly the PDF and, consequently, the snr for peak detection.
Secondly, we have investigated the impact of the M−c relation on peaks number counts
as compared to that of the cosmological parameters σ8 and Ωm.
Finally, we have performed a Fisher matrix analysis in order to assess the capability of
an Euclid–like survey in constraining theM−c relation and cosmological parameters by using
peak number counts. We have found that: i) peak function alone provides constraints on σ8
and Ωm which are competitive with those obtained from different probes. On the other hand,
only the normalization c0 of theM−c relation is reasonably (but not so strongly) constrained
if peaks with snr > 4 are considered; ii) adding prior informations on σ8 and Ωm as inferred
from current/near–future data, constraints on M − c relation improve significantly so that
peak statistics seems helpful in discriminating among the wide variety of M − c relation fits
found in literature although no substantial new information on the slope α is inferred.
Although results are quite encouraging, it is worth stressing that the Fisher matrix anal-
ysis here presented disregards the effects of the halo sample variance on the error estimates,
only Poisson noise being considered. Nevertheless, sample variance might be significant for
low mass halos at low redshifts where their abundance is much higher thus reducing the Pois-
son noise. To yield more accurate predictions, the covariance matrix for number counts Cij
9,
entering the FM expression, should then be written as: Cij = Pij + Sij where Pij = δijN
fid
i
9it should not be confused with the parameter covariance matrix of eq. (4.2) for which we use the same
simbol.
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and Sij = N
fid
i N
fid
j bibjσ
DM
ij are the Poissonian and sample variance contributions respec-
tively (here Nfidi and bi are the expected number of peaks and the mean halo bias in the i–th
redshift bin, while σDMij is the covariance of the dark matter fluctuations between the bins i
and j, se e.g. [103–105] for more details).
Sample variance effects on halo number counts have been considered in previous works,
e.g. [103–107]. In particular, [103, 105] conclude that sample variance is generally comparable
or greater than Poisson noise for number counts above mass thresholdMth . 1−4·1014h−1M⊙
depending on the survey width and depth. In our case, the mass thresholds corresponding to
given snr∗ and z can be deduced from the middle panel of fig. 4. According to [103, 105],
for snr∗ ≥ 4 we expect sample variance to have only moderate effects in the redshift range
∆z = 0.15− 0.45 where the counts signal is maximum, becoming negligible at the increasing
of z. For a raw estimate, we can assume Cij to be diagonal (i.e. halo correlation length
smaller than the bin width) and Sij = Pij (Sij = 2Pij) independently of the redshift. This
yields a worsening of the parameter constraints by a factor
√
2 (
√
3).
However, [103–105] neglect the information arising from the cosmological dependence of
the sample variance. When this information is included and considered as “signal”, it could
cause a smaller degradation in the constraints or, in case, even improvements [106, 107]. In
this case, the full FM can be well approximated as:
Fij = N
T
,iC
−1N,j +
1
2
Tr
[
C−1S,iC
−1S,j
]
+
δij
σ2p(pi)
where N = (Nfid1 , ..., N
fid
nbin ) and ,i denotes the derivative with respect to the parameter pi.
It is worth stressing that the second term, neglected in [103–105], beside the information
about the cosmological dependence of the sample variance, also contains information about
its dependence on M − c relation trough the derivative of Nfidi and possibly of bi. Indeed, it
was pointed out in [108, 109] that halo bias could depend not only on the halo mass but also
on additional halo properties, among which the concentration.
Adding sample variance information could then, in principle, provide an opportunity to
improve measurements of halo concentration (and cosmological parameters) with WL peak
statistics through self–calibration techniques for M − c relation similar to those for mass–
observable relation (see e.g. [106, 107]). This intriguing point, which deserve a detailed
analysis, is left for future works.
A second issue concerns the assumption that detected peaks can be properly assigned
to redshift bins. The redshift information, however, can not be extracted from WL data
only, but additional data need to be included. In order to split the peak sample in redshift
bins, optical finders (see e.g. [110–113]) could serve the purpose since they return reasonable
redshift estimates, especially because they can be applied on the same optical data retrieved
for lensing. Although the correlation between optical detections and WL peaks is not trivial,
in a Euclid–like survey, one can look at the position of the peaks in the optical images, and
then deduce the peak redshift z from the redshifts of the galaxies closest to the peak position.
In a first approximation, we can suppose that this method provides a Gaussian probability
distribution function for z with negligible bias and variance σz = σ0(1+ z), and then assume
a peak to be correctly assigned to a redshift bin roughly asking that the 3−σ uncertainty on
z is smaller than the bin width.
For our assumed value ∆z = 0.1, this translates in σ0 ≤ 0.03, a precision which could
be likely achieved if z is spectroscopically measured (σ0 ≃ 0.001 according to the Euclid red
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book), but could be too demanding if one relies on photometric redshift methods (σ0 ≃ 0.05
for Euclid). In this second case, one should add a non Poissonian uncertainty on Nhalo(snr >
snr∗, z,∆z) in the above Fisher matrix analysis and resort to the pull statistics [114]. On the
other hand, it is likely that the precision of the inferred redshift also depends on the snr of
peak so that the net effect should be included in the analysis by convolving the theoretically
computed Nhalo with an empirically determined selection function.
A further issue concerns the assumption of NFW spherical halos. Real halos are not
spherical and not all relaxed so that deviations from the universal NFW profile are expected.
The effects of the diversity of dark matter distributions in individual halos on peak counts has
been investigated in [80, 82] by means of numerical simulations and analytic methods. The
noise originated from halo shape is found to be comparable to the statistical noise discussed
in section 3.9. Furthermore, halo orientations cause a systematic bias in the peak heights.
In order to include these effects in the theoretical predictions, one should consider a triaxial
halo model (see [85]) which is shown to work quite well [82].
It is also worth mentioning that, in the FM analysis, we have only investigated a subset
of the full parameter space. Here, we were mainly interested in how peak statistics constrain
the M − c relation so that those parameters, as H0 and ns, which have a minor impact on
peak number counts and are expected to be scarcely constrained, were held fixed to their
fiducial values. Nevertheless, when dealing with real data, the full parameter space should
be considered. Allowing for a large number of parameters to be varied introduces further
degeneracies widening the confidence regions. This degradation in the constraining power,
can then be compensated by complementing peak statistics with further datasets, e.g. SNeIa
and CMB.
Investigating the above issue is however outside our aims here.
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