In addition to GA-deception, the lack of fitness differences among low-order schemata can also degrade GA's search. Therefore, a coding should present adequate superior low-order building blocks at the early stage of search. This paper aims to reveal the inherent periodicity in the search process of a genetic algorithm, and to show how to make use of this periodicity in the design of representation for fitness functions with periods of the reciprocals of positive integers so as to ensure the effective supply of superior order-1 building blocks. Finally, simulations are given to illustrate the effectiveness of the proposed method.
Introduction
The capacity of the genetic algorithms (GA's) to simultaneously process a large number of schemata leads to their success in exploring complex fitness. 1, 2 In order to make use of this parallel search capacity, coding and population size should be properly chosen so as to provide adequate initial building blocks for search. [1] [2] [3] [4] [5] However, an adequate supply of raw building blocks itself does not ensure the formation and growth of superior building blocks, and the effects of building blocks' fitness to the performance of GA's search should also be taken into account. Some features of fitness landscapes are relevant to GA's performance, and determine how schemata interact and combine during the typical evolution of the GA's search. 6 Moreover, representation can also affect building block dynamics and GA's ability to balance exploration and exploitation of building blocks. 7 Walsh analysis has been used to analyze the effects of coding and genetic operators to GA's behaviors. 2, [8] [9] [10] [11] [12] The analyses on schema fitness value reveal that GAhardness and GA-deception might mislead the search desired regions, it is necessary first to clarify whether or not a representation can really present superior building blocks in the initial population.
In this paper, based on the previous work Ref. 15 , the inherent periodicity in the search behavior of GA's is to be unveiled to show how to make use of this periodicity in the design of representation so as to get superior order-1 building blocks.
The rest of the paper is organized as follows. Section 2 gives some preliminaries, including the concept of locus factor as a measurement of fitness difference among order-1 schemata with the same fixed bit. The periodicity in the search behavior of genetic algorithms is introduced in Section 3. Section 4 shows how cardinality number m of the coding alphabet affects the supply of superior order-1 building blocks for single-period and multiple-period fitness functions with period m -i
. Simultation results for several typical cases are given in Section 5 to illustrate the effectiveness of the proposed method. Finally, Section 6 summarizes the paper.
Preliminaries (Fitness Difference and Locus Factor)
Let us consider a schema taken from the alphabet A ∪ {*} , where * stands for "don't care" bit, and
), is the coding alphabet of the genetic algorithm, named as mallelic coding alphabet for short. The number of the fixed bits of a schema is defined as the order of the schema. To simplify analysis, only schemata of order 1 are considered. A schema is called an order-1 schema at locus i, if its fixed position is at the i th bit of the string counted from the rightmost. For example, 1***, **0* are order-1 schemata at the 4 th and 2 nd locus, respectively. Accordingly, a highly fit order-1 schema at the locus is named as a superior order-1 building block at locus i. A string is said to be a sample of a schema, or the latter is said to be matching the former, if the string is identical to the schema at the schema's fixed positions. Here and throughout, the average fitness of all the examples of an order-1 schema in the whole search space is defined as the fitness of this schema. Without loss of generality, consider the fitness function ) (x f y = , where
, and with at least one point whose fitness value is larger than 0. Assume that the coding is linear weighted with mallelic coding alphabet, i.e., each solution of the search space, x , is encoded as
, where l is string length, and . Obviously, a superior order-1 building block at a certain locus indicates fitness variances among the order-1 schemata at this locus. In this paper, "locus factor" is introduced to describe the fitness variances.
Definition 1: The ratio of the maximal fitness to the average fitness of all the order-1 schemata at locus i is called the locus factor of this locus, denoted by 
The average fitness of all the order-1 schemata at the i
By Definition 1, the locus factor of the i th locus is given
Note that
A simple example below illustrates the concept of locus factor. Suppose that the 3-allelic coding of string length 2 is used, and the fitness values of the strings are:
. The average fitness of all the order-1 schemata at locus 2 is
is the maximum among the three fitness values of the order-1 schemata at locus 2, according to (3), the locus factor at locus 2 is 58
. By Definition 1, if the locus factor of locus i is significantly larger than 1, there will be a superior order-1 building block with fitness much higher than the other order-1 schemata at this locus. Here in this example, the superior building block is 2*.
Periodicity in GA's Search Behavior
In a GA's population, each individual can be viewed as a sampling point of the search space. The iterative mutation of the individual generates a serial of sampling points in the space. If a string bit-wisely mutates in such a manner that the allele value at a particular locus varies, while the allele values at the other loci remain unchanged, there will be a period among the serial of sampling points. For example, assume that a genetic algorithm is coded with the 3-allelic coding, i.e., give the first two/three points of the sampling with different periods. As is shown in Fig.1 b. , one of the sampled points is significantly fitter than the other, while in Fig.1 c. and d., the differences of the fitness values between/among the sampled points are much smaller. Actually, if the binary coding is used, all the sampled points with higher fitness values are matched by the schema *0**. Consequently, *0** is much fitter than *1**, which, by Definition 1, indicates that the locus factor of the 3 rd locus is significantly larger than 1. As for periods small that the locus factor of locus 2 of the binary coding and that of locus 3 of the 3-allelic coding cannot be large.
Function Period and Coding-Alphabet Cardinality
A straightforward suggestion from the periodicity behavior of the GA's is that, for a function with period i m − , the m-allelic coding may generate large locus factor at locus i. Consider a periodical function
, where k is a positive integer, and
In terms of (1), one has 
Thus, the locus factor of locus 
Some samples are given in Tables 1, 2 and 3, in which the binary coding, the 3-allelic coding, and the 5-allelic coding are used, respectively. As shown in Table  1 , the diagonal locus factors are much larger than the others. For each of the functions of period
), the binary coding does result in a large locus factor at locus
. Similar results are also shown in Table 2 and Table 3 , where large locus factors are gained on the diagonals of the tables.
As counterexamples, the locus factors of binary coding for the sine functions with periods k − 3 and k − 5 , respectively, are given in Table 4 , in which most of the locus factors larger than 1.00 are at the 10 th loci, rather than on the diagonal as shown in Tables 1, 2 , and 3. Moreover, as compared with the large locus factors in Tables 1, 2 , and 3, the large locus factors in Table 4 are much smaller, with the largest among them being merely 1.21. The above conclusion can be extended to a certain class of multiple-periodical functions. 
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Copyright: the authorsin Fig. 2 . Since the value of a sine function varies significantly within a period, the coding schemes of proper alphabet cardinalities can produce large locus factors at particular loci. Here, the binary coding of string length 10, the 3-allelic coding of string length 7, and the 5-allelic coding of string length 5 are respectively used to represent the solutions of these functions. The corresponding locus factors for ) ( 1 x f are given in Table  5 ; and those for )
are shown in Tables 6  and 7 , respectively.
In Tables 5, 6 , and 7, the locus factors are given in rows, and those larger than 1.1 are typed in boldface. As for ) ( 1 x f in Table 5 , there are totally 5 large locus factors when the binary coding is used, while only one large locus factor when the other coding schemes are employed. Therefore, when applied to ) ( 1 x f , the binary coding obtains more superior order-1 building blocks than the 3-allelic and 5-allelic coding. Similar results can be obtained for the other two functions, as shown in Tables 6 and 7 , where the 3-allelic coding for ) ( 2 x f and the 5-allelic coding for ) ( 3 x f surpass the other coding schemes at achieving more large locus factors. 
Simulations
In the simulations, genetic algorithms with the binary coding of string length 11, the 3-allelic coding of string length 7, and the 5-allelic coding of string length 5, respectively, are used to search for the maximal or submaximal values of the three functions given in Section 4. The algorithms employ roulette wheel and elitism selection, single-point crossover, and bitwise mutation. For the m-allelic coding, the mutation is to replace the original allele value with another integer randomly selected from
. The population size, crossover probability, and mutation probability are 30, 0.8 and 0.005, respectively. For every function, 1000 calculations are performed using each of the three coding schemes in turn, with each calculation runs for 20 generations.
The Schema Theorem states that a superior building block receives an exponentially increasing trial in subsequent generations. As a result, the superior building blocks will soon dominate the population. Thus, we introduced "domination rate" as an indication of superior order-1 building blocks. An order-1 schema is said to dominating the final population if all the individuals in the final population are examples of the schema. In this paper, the domination rate of a particular order-1 schema stands for the rate of the times at which it dominates the final populations to the total number of the calculations. The results are given in Tables 8, 9 , and 10, respectively. In the tables, the domination rates are listed for all the possible allele values at each locus, which stand for the domination rates of the corresponding order-1 schemata. High rates are highlighted in boldface.
For function Table 8 , the allele value "0" at the 11 th locus, which stands for the order-1 schema 0**********, dominates the final populations for 790 times. The schemata, *0*********, **0********, ***0*******, and ****0******, also have very high domination rates. They are all superior building blocks, and each of them has much higher chance to survive than the other order-1 schema at the same fixed position. In contrast, only the schema 0********** dominates the final populations with high rates for ) ( 2 x f and )
. Similar results can be observed in Tables 9 and 10 , in which the proper coding schemes generate more order-1 building blocks than the others.
We have also tried other positive integers as the coding alphabet cardinalities, e.g., 6-11, etc; the simulation results, which are omitted for sake of space limitation, were similar to those listed in Table 8 Given an arbitrary function, its main frequency components can hardly be expressed as 
