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This dissertation gives a comprehensive report of my doctoral research in time
series analysis from summer 2006 to spring 2009. It is comprised of two main efforts:
interval estimation for an autoregressive parameter and arc length tests for equiva-
lent ARIMA dynamics. Such problems are traditional in statistics, but three new
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Chapter 1
Opening Remarks and Preliminary
Concepts
This dissertation documents my research in time series analysis and describes
in detail two contributions to the field: the construction of a confidence interval to
estimate the autoregressive parameter for an AR(1) process and the creation of an arc
length test for equivalent autocovariances among two independent ARIMA processes.
The former was a collaboration with my primary Ph.D. advisor Colin Gallagher which
yielded a paper [17], while my other advisor Robert Lund has joined us for the latter
effort with a paper in progress.
Interval estimation and testing for equivalent dynamics are traditional themes
in time series analysis, with a long history of significant research continuing to this
day. We provide overviews of the main contributions most relevant to this work at the
start of Chapters 2 and 3. Our new approaches to these classic problems have yielded
results that compete respectably with some of these other research ideas. While seem-
ingly unconnected, these two ventures can both be applied to certain non-stationary
processes, and more importantly, they both call upon central limit theorems for de-
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pendent sequences of random variables. Before proceeding with the details, however,
we provide the following statistical definitions, conditions, and theorems that are
germane to this body of work.
Definitions 1 through 5 are called upon either directly or indirectly in most
any time series discussion, and can be found in Brockwell and Davis [6]:
Definition 1 The autocovariance of the process {Xt} is γX(t, h) = Cov(Xt, Xt+h).
Definition 2 The process {Xt} is said to be weakly stationary if E(X2t ) < ∞ and
if both E(Xt) and γX(h) are independent of t for all h ∈ Z.
Definition 3 The process {Xt} is said to be strictly stationary if the joint distri-
butions of (Xt1 , . . . , Xtk)
T and (Xt1+h, . . . , Xtk+h)
T are the same for all h ∈ Z and
k ∈ Z+. A strictly stationary time series with finite second moments is also weakly
stationary.
Remark Throughout this paper, “stationary” will mean weakly stationary. In this
case, γX(t, h) = γX(h).
Definition 4 If the process {Xt} consists of uncorrelated random variables with
mean zero and variance σ2, then {Xt} is said to be white noise, denoted
{Xt} ∼ WN(0, σ2).
2





σ2 if h = 0
0 if h 6= 0
.
If, in addition to being white noise, we have independence among the Xi’s, then we
write {Xt} ∼ IID(0, σ2).
Definition 5 A process {Xt} is an autoregressive moving average (ARMA) process
if it is stationary and
Xt − φ1Xt−1 − · · · − φpXt−p = Zt + θ1Zt−1 + · · · + θqZt−q
for all t, where {Zt} ∼ WN(0, σ2) and the polynomials 1 − φ1y − · · · − φpyp and
1+θ1y+ · · ·+θqyq have no common factors. We denote this by {Xt} ∼ ARMA(p, q).
Remark The Zt’s in an ARMA process are often referred to as “errors.”
Remark If q = 0, then
Xt − φ1Xt−1 − · · · − φpXt−p = Zt,
where {Xt} reduces to an autoregressive process, denoted {Xt} ∼ AR(p). If p = 0,
then
Xt = Zt + θ1Zt−1 + · · · + θqZt−q,
where {Xt} reduces to a moving average process, denoted {Xt} ∼MA(q).
3
Definitions 6 and 7 are specifically called upon in Chapter 2, which discusses
interval estimation for φ in the AR(1) series {Xt}, where Xt = φXt−1 + Zt:
Definition 6 The process {Xt} has a trend component mt, if for some other zero-
mean process {Yt}, we have
Xt = mt + Yt
where mt is a non-random function of t.





1 if Xt > 0
0 if Xt = 0
−1 if Xt < 0
.
Definitions 8 through 10 are specific to Chapter 3, which discusses the arc
length test for autocovariance equality:
Definition 8 The backward shift operator B works on an element of a series {Xt}
as follows:
BjXt = Xt−j j ≥ 1.
Polynomials in B are manipulated the same way as polynomials of real variables.
Definition 9 An ARMA(p, q) process {Xt} is said to be causal if there exist con-
4
stants {ψj} such that
∞∑
j=0





Remark For an ARMA(p, q) process, causality is equivalent to
1 − φ1y − · · · − φpyp 6= 0 for all |y| ≤ 1,
while stationarity is equivalent to
1 − φ1y − · · · − φpyp 6= 0 for all |y| = 1.
Example If {Xt} ∼ AR(1), then
Xt = φXt−1 + Zt {Zt} ∼ WN(0, σ2),
where {Xt} is causal and stationary for |φ| < 1.
Example If {Xt} ∼MA(1), then
Xt = Zt + θZt−1 {Zt} ∼ WN(0, σ2),
where {Xt} is causal and stationary for all θ ∈ R.
Definition 10 If (1 − B)dXt is a causal ARMA(p, q) process, where d is a non-
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negative integer, then {Xt} is said to be an ARIMA(p, d, q) process. If d > 0, the
ARIMA process is non-stationary, but if d = 0, then the process is stationary and
reduces to an ARMA(p, q) process.
Remark In this dissertation, we will only deal with ARIMA(p, d, q) processes where
d = 0 or 1. Specifically, we will need to transform non-stationary ARIMA(p, 1, q)
processes into stationary ARMA(p, q) ones, where
{Xt −Xt−1} ∼ ARMA(p, q) ⇔ {Xt} ∼ ARIMA(p, 1, q).
We close this chapter by stating two theorems which can be used to prove
central limit theorems for dependent random variables. Definitions 11 and 12 are
called upon in Chapter 2, when the martingale central limit theorem (Durrett [12])
is used to help prove Theorem 2.1:
Definition 11 A sequence of random variables {Xt}, t ≥ 0, is called a martingale
if for σ-algebra Ft, we have:
1. E|Xt| <∞ for each t
2. Xt is Ft measurable for each t
3. E(Xt|Fs) = Xs a.s. for each s ≤ t
Definition 12 Let {Xt} and {Yt} be two stochastic processes and Ft = σ(Yt, Yt−1, . . .)
be the smallest σ-algebra generated by {Yt, Yt−1, . . .}. Then {Xt} is a martingale dif-
ference sequence with respect to {Yt} if E(Xt+1|Ft) = 0 for all t.
6
Martingale Central Limit Theorem Suppose {Xt} is a martingale difference




















where B(·) is Brownian motion.
Definitions 13 and 14, Conditions 1 and 2, and the subsequent limit theorem
come from Ho and Hsing [19] and are used to prove a limit theorem in Chapter
3. In particular, this limit theorem allows for functions K that are not necessarily











where Fj is the distribution function of Xn,j, and




Definition 14 Let {Kj} be a general class of measurable functions and {Xn} an
ARMA(p, q) process, where Xn =
∑∞
i=1 aiZn−i for an absolutely summable collection
of coefficients {ai}∞i=1. Then when the tth derivative K
(t)





|K(t)j (x+ y)|, λ ≥ 0.




τ (x) exists for all x and K
(t)
τ is continuous















where the supremum is taken over all subsets I of {1, 2, . . .}.
Condition 2 E[K(X1) −K(X1,l)]2 → 0 as l → ∞.
Ho and Hsing’s Limit Theorem Assume that E(Z41) < ∞, Condition 2 holds
8
















V ar(SN,0,l) ∈ [0,∞).
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Chapter 2
Interval Estimation for the
Autoregressive Parameter
2.1 Introduction
Consider a time series with trend defined by
Yt = µ(t) +Xt (2.1)
where the Xt’s may either follow the stationary AR(1) model
Xt = φXt−1 + Zt t = 0,±1,±2,±3, . . . |φ| < 1 (2.2)
with observations X1, . . . , Xn or the non-stationary AR(1) model
Xt = φXt−1 + Zt X0 = 0 t = 1, 2, . . . , n φ ∈ R . (2.3)
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We assume that both the stationary and non-stationary AR(1) models have indepen-
dent identically distributed (iid) errors possessing a density symmetric about zero,
with E(Zqt ) <∞ for some q > 2.
Our focus is on interval estimation of the autoregressive parameter φ. More
specifically, the goal is to investigate simple intervals which require no numerical









to construct confidence intervals for φ centered at φ̃1 because of the asymptotic dis-
tribution of this estimator: for |φ| < 1, √n(φ̃1 − φ) is asymptotically normal (Mann
and Wold [24]); for |φ| > 1, φn(φ̃1 − φ)/(φ2 − 1) has asymptotic Cauchy Distribu-
tion provided the error distribution is normal (White [35]); when |φ| = 1, n(φ̃1 − φ)
has limiting distribution which can be expressed as the ratio of two functionals of
standard Brownian Motion (Rao [31]).
There are several reasons, however, why basing confidence intervals on the
asymptotic distribution of φ̃1 isn’t necessarily a good idea. It has long been known
that the least squares estimators of autoregressive coefficients can have large bias;
see, for example, Marriott and Pope [25], Shaman and Stine [32], and Newbold and
Agia [26]. Also, making a confidence interval when φ̃1 is near unity usually requires
considering parameter values crossing the three limiting cases given above, which is
especially problematic in the second case as the limiting distribution depends on the
distribution of the errors. Furthermore, even in the stationary case, the asymptotic
normal distribution provides a poor approximation for small to moderate sample sizes
when |φ| is near 1 (Ahtola and Tiao [1]). Most attempts at improving interval estima-
tion for φ are based on somehow modifying the asymptotically optimal least squares
11
estimator or by attempting to better approximate its finite sample distribution.
A variety of methods have been proposed to improve the finite sample distri-
butional approximation when the errors follow a normal distribution. Phillips [28]
derived a saddlepoint approximation to the probability density function which is very
accurate in the center of the distribution and Wang [34] and Lieberman [22] derive ac-
curate saddle point approximations to the distribution function. In the local to unity
case, Perron [27] provides a very accurate approximation which is robust against fixed
initial values x0. More recently, Ali [2] gives a nice review of these approximations
and proposes using a uniform asymptotic expansion of the distribution of φ̃1 in terms
of the joint characteristic function of the numerator and denominator of the estima-
tor. He gives evidence that his saddlepoint approximation method works well in the
asymptotic stationary, unit root and explosive root cases. These sophisticated meth-
ods tend to have two major drawbacks however. First, they are based on assuming
normality and are not necessarily robust to departures from normality. Second, they
require a good deal of computational approximation, and thus may not be attractive
to the applied practitioner.
Of course, other computational methods can be used to create accurate con-
fidence intervals. To improve small sample performance one can typically use boot-
strapping. Basawa et al [4] consider standard bootstrap intervals for |φ| = 1 and
show that in this case the bootstrap is asymptotically invalid. This result remains
true in the local to unity case, e.g., φn = 1− c/n, indicating that the näıve bootstrap
performs poorly when |φ| is near 1. Bootstrap intervals can be improved, for example,
by using the test-inversion bootstrap intervals of Carpenter [8] or using the grid boot-
strap of Hansen [18]. Elliot and Stock [14] take a different approach. They consider
inverting a sequence of asymptotically point optimal tests and create intervals by
numerical approximation of corresponding characteristic functions. Again, although
12
these methods can improve accuracy, they also require a fair bit of computational
work.
Another tack was taken by Fuller [15] and Andrews [3] who found a way
to circumvent the bias issues associated with |φ| ≈ 1 altogether by constructing
confidence intervals based around median-unbiased estimators. [3] considered these
estimators, which can be used to find finite sample intervals under the normal model;
φ is estimated by numerically inverting a median function which depends on φ, and
quantiles corresponding to 90% confidence intervals are given for various n and φ
values.






to construct intervals that have a shorter average length than those of [3], where St is
the sign function of Xt. [33] note that φ̃0 is approximately median unbiased as well.











is asymptotically normal, where σ̂ is a consistent estimator of σ. Phillips et al [29]
showed that the Cauchy estimator has asymptotically optimal precision properties in
a certain class of instrumental variable estimators. All conclude that intervals based
on the Cauchy estimator have good large sample properties.
In this chapter, we will show that for symmetric errors the distribution of
∑n
t=2 St−1Zt is the same as the distribution of the partial sums
∑n
t=2 Zt for finite
n and take advantage of this fact to construct confidence intervals for φ, extending
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our work to time series models possessing a parametric trend. This simple interval is
centered at a weighted average of φ̃0 and φ̃1, and requires no numerical computation or
approximation. For finite sample sizes n, it yields exact coverage probabilities under
models (2.2) and (2.3) when the error terms follow a normal distribution. Since the
proposed interval is based on self-normalized sums of the error terms, the coverage
properties remain very good for non-normal, but symmetric errors; self-normalized
sums of iid symmetric random variables converge very quickly to a standard normal
distribution (see Efron [13] and Bentkus and Götze [5]). The end points of the
interval we develop below converge very quickly to the endpoints of the interval given
in [33] and the interval given by formula (27) in [29]; see Figure 2.4 below. For small
sample sizes the proposed interval has slightly better coverage probability. Thus the
interval given in this chapter can be seen as a small sample correction of the intervals
investigated in [33] and [29].
Since the proposed interval will inherit the asymptotic properties of the interval
of [33], we focus our attention on the finite sample properties of the interval. We begin
by putting both φ̃0 and the least-squares estimator φ̃1 in a wider context by revealing
them to be special cases of a more general weighted least-squares estimator.



















and weight Wt = |Xt−1|p−1 .
Notice that when p = 1, we obtain the ordinary (unweighted) least-squares estimator
and when p = 0, we get the Cauchy estimator. φ̃p can also be thought of as an
instrumental variable estimator, as defined by [29]. Here the instrument generating
function F (x) = x〈p〉 has asymptotic order λp and limit homogeneous functionH(x) =
x〈p〉.
The following result can be proved using martingale difference central limit
theory or as a corollary of Theorem 5.1 from [29].
Theorem 2.1 Let r = max(2p, p + 1). Under both models (2.2) and (2.3), for all





















when |φ| < 1.




















































































The same result holds for model (2.3) by a similar argument. 
Clearly φ̃p is a consistent and asymptotically normal estimator of φ, regardless
of the value of p. Finite sample properties of φ̃p, however, are indeed a function of p.
Figures 2.1 and 2.2 show bias and mean squared error (MSE) results of a simulation
study under model (2.3) with 0 < φ ≤ 1 and Zt iid∼ N(0, σ2). Each point comes
from the average of 100,000 estimates, with n = 25 per estimate. In Figure 2.1,
bias is measured as a function of φ, for p = 0, 1, 2. As φ approaches zero, the bias
for p = 0, 1, 2 does as well, but as φ approaches 1, the values fan out. Notice that
the Cauchy estimator φ̃0 has the smallest absolute bias. Figure 2.2 shows MSE as a
function of 0 < φ ≤ 1, for p = 0, 1, 2. As φ approaches 1, the MSE approaches zero
16
























Figure 2.1: Simulated bias for select least-squares estimators.























Figure 2.2: Simulated MSE for select least-squares estimators.
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for p = 0, 1, 2. The Cauchy estimator φ̃0 starts off with a disproportionately larger
MSE, but closes the gap as φ heads towards 1. The MSE of both φ̃2 and the OLSE
φ̃1 decrease at the same rate, with φ̃1 having smaller MSE. Based on these simulation
results, and many not included in this chapter, it appears that the Cauchy estimator
minimizes finite sample bias, while the ordinary least-squares estimator seems to have
smaller finite sample MSE.
2.3 Interval Construction
2.3.1 AR(1) model
The result of the following theorem, combined with the desirable properties of
both φ̃0 and φ̃1, can be used to create confidence intervals for φ when we have a simple
AR(1) process such as those found in models (2.2) and (2.3). In fact, the pivotal
statistic will end up having an exact distribution for finite n when {Zt} iid∼ N(0, σ2),
and will converge very quickly to a standard normal when the errors are symmetric
about zero.
Theorem 2.2 Under both models (2.2) and (2.3), we have
{Z2S1, Z3S2, . . . , ZnSn−1} ∼ {Z2, Z3, . . . , Zn}
for all n ≥ 2.
Proof: The result follows easily from the independence and symmetry of the sequence
{Zt}. We give a direct proof using the principal of mathematical induction. First
18
note that P (Z2S1 ≤ c2) = P (Z2 ≤ c2). Now, assume that
Z2S1, Z3S2, . . . , Zk−1Sk−2 ∼ Z2, Z3, . . . , Zk−1
for some positive integer k. Using symmetry and the fact that Zk is independent of
X1, X2, . . . , Xk−1, we have
P (Z2S1 ≤ c2, . . . , ZkSk−1 ≤ ck) =
P (Z2S1 ≤ c2, . . . , ZkSk−1 ≤ ck, Sk−1 = −1)
+P (Z2S1 ≤ c2, . . . , ZkSk−1 ≤ ck, Sk−1 = 1)
= P (Z2S1 ≤ c2, . . . , Zk−1Sk−2 ≤ ck−1, Sk−1 = 1)P (Zk ≤ ck)
+P (Z2S1 ≤ c2, . . . , Zk−1Sk−2 ≤ ck−1, Sk−1 = −1)P (−Zk ≤ ck)
= P (Z2 ≤ c2, . . . , Zk−1 ≤ ck−1, Zk ≤ ck) .
Thus, by induction, we have
Z2S1, Z3S2, . . . , ZnSn−1 ∼ Z2, Z3, . . . , Zn for all n ≥ 2.
Q.E.D.
Given observations X1, X2, . . . , Xn, let Γt = ZtSt−1 and Γ =
∑n
t=2 Γt/(n− 1).


























(see [13]). If we assume that {Zt} iid∼ N(0, σ2), then Γ2,Γ3, . . . ,Γn iid∼ N(0, σ2), which
implies that T follows a t-distribution with n− 2 degrees of freedom (i.e., T ∼ tn−2).
If we wish to create a (1 − α) × 100% confidence interval for φ, then observe
that
1 − α = P
(
|T | < tn−2,α/2
)



















n− 2 + t2n−2,α/2
and tn−2,α/2 is the percentile with an area of α/2 to its right. Noticing that ZtSt−1 =
XtSt−1 − φ|Xt−1|, and after some algebra we find that the above probability can be
expressed in terms of a quadratic function in φ:
1 − α = P (aφ2 + bφ+ c < 0),
where























Provided that a > 0 and b2 − 4ac > 0 (see Appendix A), a (1−α)× 100% confidence
20





which are functions of both φ̃0 and φ̃1. In particular, the center of the interval is a













2.3.2 AR(1) model with parametric trend
For ease of presentation, let us consider an AR(1) model with linear trend:
Yt = β0 + β1t+Xt. (2.8)
Under this model, the detrended observations, X̂t = Yt − Ŷt, can be used to create
a confidence interval for φ. For general linear models one can use sequential least
squares and obtain Ŷt by regressing Yj on j for j ≤ t. This will keep X̂t and Zt+1
independent. Specifically, for a linear trend we can use the recursive detrending
scheme given in [29]. In this case, one can simply replace Xt and Xt−1 in (2.4), (2.5),
and (2.7) with
X̂t = Yt −
1






















for t ≥ 2. We now have
ZtSt−1 ≈ (X̂t − φX̂t−1)Ŝt−1 = X̂tŜt−1 − φ|X̂t−1|.
21
This approximate relationship can be exploited just as before to obtain confidence
intervals for φ.
2.4 Simulations
In this section, we investigate the small sample properties of the interval de-
veloped in this chapter and compare it to the intervals from So and Shin [33] and a
version of the interval given in Phillips et al [29], both of which are centered at the
Cauchy estimator and have form
φ̃0 ± s(φ̃0)zα/2,
where zα/2 is the standard normal quantile with an area of α/2 to its right. Following








(Xt − φ̃1Xt−1)2/(n− 2).







where σ̂2 is any consistent estimator of σ2. We took σ̂2 to be
∑n
t=1(Xt−φ̃0Xt−1)2/(n−
1). In all simulations discussed here, we assume {Zt} iid∼ N(0, σ2) and consider 95%
intervals. For symmetric non-normal errors, the results are similar. In all simula-
tions, we took φ ∈ (−1 − 1/√n, 1 + 1/√n) and simulated under models (2.3), and
(2.8) with (2.3). For each φ, we simulated 10,000 intervals using each method and
calculated empirical coverage probabilities and average lengths for all intervals con-
22
sidered. Under the model with linear trend, we considered detrending using (2.9) as
well as sequential least-squares. Based on many simulations we conclude that under

















Figure 2.3: Interval coverage as a function of φ under model (2.3).
the simple AR(1) models and small n (say n < 100), the proposed interval is slightly
wider than the other 2 intervals, and thus has simulated coverage closer to the nom-
inal level. The relative coverage is exemplified in Figure 2.3 which graphs simulated
coverage probabilities, when n = 16, for model (2.3) with 10,000 simulations for each
φ ∈ (−1.25, 1.25). The horizontal band is comprised of pointwise bounds used in
testing the null hypothesis that the true coverage probability of the interval is 0.95,
with type I error α = 0.05. We see that for several φ values the large sample intervals
have simulated coverage statistically smaller than the nominal 95% level. Also, the
proposed small sample interval has higher simulated coverage probability than either
of the large sample intervals. Not surprisingly, this larger coverage probability comes
23
at the cost of interval length.
The average length of the simulated intervals for n = 16 are plotted in part (a)
of Figure 2.4. The Phillips et al interval tends to be the narrowest, the interval based
on So and Shin tends to be slightly wider and the proposed small sample interval
is of course the widest. As the sample size increases, the three intervals become
indistinguishable. This can be seen in part (b) of Figure 2.4, which indicates that
by the time n = 100, the intervals are essentially the same. For 16 < n < 100,
simulations not included here indicate that the coverage improvement becomes less
pronounced as n increases. For the simple AR(1) models, the increase in coverage
























Figure 2.4: Average interval lengths for model (2.3).
time series trend estimates can be unreliable in the presence of autocorrelation, and so
we expect some loss of coverage due to difficulty in detrending the data. Generally,
the improvement of the proposed small sample interval is more pronounced under
24
linear trend. We show results of simulations under model (2.8) for n = 25 in Figure
2.5. The points show results for intervals created using the detrending scheme given
in (2.9) for φ ∈ (−1.05, 1.05). The pattern is a result of this detrending scheme,
which behaves well for φ in the vicinity of 1, but apparently behaves strangely for φ
near 0.6. The detrending (2.9) also worked poorly for |φ| > 1.1 with the proposed
interval having the highest coverage, but well below the nominal 95% level. Notice
also that in Figure 2.5 the intervals tend to be too wide (overcover) for φ ≤ −1.
We also consider detrending using sequential least-squares estimates for the trend

















Figure 2.5: Interval coverage using nonstationary AR(1) models with linear trend.
parameters. For both the So and Shin and Phillips et al intervals, detrending via
sequential least-squares resulted in lower coverage probability than detrending using
(2.9), so these results are not included. However, the curve in Figure 2.5 indicates
simulated coverage of the proposed interval using sequential least squares to detrend
the data; using this scheme, the coverage is quite good for φ ≤ 0.5. The poor coverage
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as φ approaches 1 is due to the effect of correlation on least-squares estimates of time
series trends.
2.5 Conclusions
In this chapter, we have developed a small sample interval for the autoregres-
sive parameter. Like the interval proposed by So and Shin, the interval works well
for |φ| < 1 as well as for |φ| ≥ 1. Under the assumption of normality, the interval
has exact (as opposed to asymptotic) coverage. For small sample sizes, the proposed
interval has higher coverage probabilities than either of the two intervals based on the
asymptotic distribution of the Cauchy estimator, both of which tend to have smaller
than nominal coverage. This higher coverage is of course at the cost of interval length.
As the sample size grows, the endpoints of the proposed small sample interval tend
very quickly to those based on So and Shin. In fact, careful inspection of the proposed
interval indicates that it should be asymptotically equivalent to that of So and Shin.
The self-normalized sum (2.6) and the So and Shin pivot converge to the same ran-
dom variable. Thus, the interval proposed can be seen as a finite sample correction
for intervals based on the asymptotic distribution of the Cauchy estimator, such as
those from So and Shin and Phillips et al.
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Chapter 3
Arc Length Tests for Equivalent
ARIMA Dynamics
3.1 Introduction
The autocovariance structure of a time series allows one to predict future values
of that series. If two series are known to have the same structure, then autocovariances
of one series can be used as a surrogate of the other. This chapter suggests a new
approach to testing the equality of such dynamics via sample arc length methods,
which are compared to some of the classical techniques for the problem. An excellent
summary of many different tests is contained in Caiado, Crato, and Peña [7].
If the two series are known to be stationary, Coates and Diggle [10] base autoco-
variance equality conclusions on comparisons of the spectral densities of the two series.
These methods rely upon the fact that two short memory stationary autocovariances
are equivalent if and only if the spectral densities agree at all frequencies (except on a
set of Lebesgue measure zero). Kakizawa, Shumway, and Taniguchi [21] also consider
spectral methods, handling the multivariate non-Gaussian case via Kullback-Leiber
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and Chernoff information criteria. In this work, the clustering of multiple series was
the focus.
In the time domain, Galeano and Peña [16] examine differences of the sample
autocorrelations to make equality conclusions. Lund, Bassily, and Vidakovic [23]
further these methods, handling the multivariate case and devising a quadratic form
of sample autocovariance differences at various lags. A chi-squared limit law for the
test statistic is proven from Bartlett’s asymptotic limit formula (see Chapter 7 of
Brockwell and Davis [6]). These tests are simple to use. Quinn [30] fits high-order
autoregressive processes to the two series and compares coefficients to assess equality
of series dynamics.
For non-stationary series, Huang, Ombao, and Stoffer [20] use the SLEX
(smooth localized complex exponential) model, which has the ability to extract lo-
cal spectral features of time series. Like [21], Kullback-Leiber distances drive the
methods. Choi, Ombao, and Ray [9] use wavelet methods to detect changes in the
autocorrelation structure of non-stationary series, examining the changes in the esti-
mated wavelet-based spectra of adjacent blocks of the series. Corduas and Piccolo [11]
investigate the statistical properties of the AR distance between ARIMA processes,
thereby measuring the dissimilarity of two time series through the corresponding
forecasting functions.
A different approach to the autocovariance equality problem utilizes the sample
arc lengths of the two series. This method is straightforward, intuitive and allows
for certain non-stationary models that other methods do not. In the next section,
arc length is described and assumptions are given. A formal test is then developed
along with a convergence result, with optional modifications discussed in Section 3.
In Section 4, simulations are run for selected ARIMA(p, d, q) series comparing some
basic properties of the arc length test to those of the spectral and time domain tests
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of [10] and [23], respectively. Section 5 closes the chapter with some remarks.
3.2 Arc Length Test
Let {Xt} and {Yt} be two independent time series. We wish to use an arc
length test to see if the two series have the same dynamics. If a univariate time series
is plotted, and if lines are drawn connecting adjacent points, then we take “arc length”
to mean the sum of the lengths of those lines. For example, the process in Figure 3.2
has a larger arc length than the process in Figure 3.1. Do significant differences in



























Assume that there are n observations from each process. If we define
SXt =
√
1 + (Xt −Xt−1)2 and SYt =
√
1 + (Yt − Yt−1)2 ,









t . For the multivariate case with m observations per time unit, i.e.
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Xt = (X1t, X2t, . . . , Xmt)










(Yjt − Yj,t−1)2 ,









The specifics of our test are as follows: Let {Xt} and {Yt} be causalARIMA(p, d, q)
processes, independent from one another. Let them also have i.i.d., mean-zero errors
{ZXt } and {ZYt }, with each error having a finite fourth moment. If γX∗ and γY ∗ are
the autocovariance functions of X∗t = (1 −B)dXt and Y ∗t = (1 −B)dYt, respectively,
then we wish to test
H0 : γX∗(h) = γY ∗(h) for all h vs.
H1 : γX∗(h) 6= γY ∗(h) for at least one h. (3.1)
Assume that d equals 0 or 1, so that SXt and S
Y
t are strictly stationary. Then we will














































where µ(SXt ) and µ(S
Y
t ) are the mean lengths of the arc length segments for the {Xt}























γSX (|j − i|)
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= (n− 1)γSX (0) + 2(n− 2)γSX (1) + · · · + 2γSX (n− 2)
= (n− 1)γSX (0) + 2
n−2∑
h=1
(n− 1 − h)γSX (h) .

























(n− 1 − h)γ̂SY (h) .
We truncate the sum at (the greatest integer less than or equal to) 3
√
n because the
estimator is still consistent and we avoid the bias associated with large h, while we
take γ̂ to be the traditional sample autocovariance function for a stationary time
series (see page 29 of [6]).
Theorem 3.1 If {Xt} and {Yt} are ARIMA(p, d, q) processes, with d equaling 0 or
1, then the statistic given in (3.2) converges in distribution (under H0) to a standard




We will use Ho and Hsing’s limit theorem. For simplicity, we pick τ and λ to
be 0 for both Conditions 1 and 2 from Chapter 1.
Let K(x) =
√
1 + x2. Then, K
(0)






1 + x2, both of which are defined and continuous for all x. Thus, part 1 of
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4 < ∞ and ∑ |ai| < ∞. Thus, part 2 of Condition 1 is satisfied for

















































|ξn| ≤ η, ξn a.s.→ ξ and E(η2) <∞.
By dominated convergence, E(ξ−ξn)2 → 0 as n→ ∞. Thus, Condition 2 is satisfied.














where σ2X = limn→∞ V ar(LX). An analogous result holds for the {Yt} process. Thus,
because {Xt} and {Yt} are independent,


























































since the denominator converges to σ2X + σ
2
Y in probability. 
If we test (3.1) at significance level α, then we reject H0 when |T | > zα/2, where
zα/2 is the standard normal critical value with area α/2 to its right. Specifically, we
have
{φX,1, . . . , φX,p, θX,1, . . . , θX,q}
and
{φY,1, . . . , φY,p, θY,1, . . . , θY,q}
as the vectors of parameters for the ARMA(p, q) processes {X∗t } and {Y ∗t }, respec-
tively, where γX∗(h) = γY ∗(h) for all h ≥ 0 if and only if φX,i = φY,i for all i = 1, . . . , p
and θX,j = θY,j for all j = 1, . . . , q. Conversely, γX∗(h) 6= γY ∗(h) for at least one h ≥ 0
if and only if φX,i 6= φY,i for at least one i ∈ {1, . . . , p} or θX,j 6= θY,j for at least one
j ∈ {1, . . . , q}.
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3.3 Modified Arc Length Test
In the univariate context, we know that SXt is the hypotenuse of a right triangle
with legs 1 and Xt −Xt−1, while SYt is the hypotenuse of a right triangle with legs 1
and Yt − Yt−1. Since one leg is constant, then the other leg and hypotenuse increase
and decrease together.
























and V Yt in (3.2).
Theorem 3.2 If {Xt} and {Yt} are ARIMA(p, d, q) processes, with d equaling 0 or
1, then the quantity given in (3.2) converges in distribution (under H0) to a standard
normal random variable, i.e. T
D→ N(0, 1), when SXt and SYt are replaced by V Xt and
V Yt .
Proof :


















where for p, q ∈ {0, 1}, the (p, q)th entry of covariance matrix MX is
(β − 3)γX∗(p)γX∗(q) +
k=∞∑
k=−∞
(γX∗(k)γX∗(k − p+ q) + γX∗(k + q)γX∗(k − p))
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and E(ZXt )
4 = β(V ar(ZXt ))














































3γ2X∗(k) + γX∗(k + 1)γX∗(k − 1) − 2γX∗(k)γX∗(k + 1)
]
.
Since all of the above results apply to the {Yt} process as well, define
ŴX = 4
(









3γ̂2X∗(k) + γ̂X∗(k + 1)γ̂X∗(k − 1) − 2γ̂X∗(k)γ̂X∗(k + 1)
]


















since {Xt} and {Yt} are independent and ŴX and ŴY are consistent estimators for
WX and WY , respectively. 
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Which arc length test do we use? Simulations in the next section reveal that
both tests perform virtually the same, and so we will retain the original one as the
primary focus of this paper. The modified test, however, is significant in that it
reveals a direct connection between the arc length concept and the autocovariance
function.
3.4 Simulations































Figure 3.3: Error and power for both arc length methods.
In this section, various simulations are run which reveal the Type I error and
power of the arc length (AL) and modified arc length (MAL) methods by the authors,
the time domain (TD) method of Lund, Bassily, and Vidakovic [23], and the spectral
density (SD) method of Coates and Diggle [10] for testing (3.1). For each figure,
n = 1, 000 and α = 0.05, with 10,000 hypothesis tests being run for each domain
value. For the error figures, each function value is the percentage of time a true
null hypothesis was rejected, while for the power figures, each function value is the
percentage of time a false null hypothesis was rejected.
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Figure 3.3 shows the Type I error for both arc length methods when {Xt} and
{Yt} follow an AR(1) process with −1 < φ < 1, and the power for both arc length
methods when {Xt} and {Yt} follow different AR(1) processes with φX = 0.6 and
0.4 ≤ φY ≤ 0.8. One method does not appear to differ from the other. This was also
the case for additional simulations run (not shown here) with {Xt} and {Yt} following
various other ARIMA processes. Henceforward, the modified arc length method will
not be called upon.





































Figure 3.4: Error and power when {Xt} and {Yt} are ARIMA(1, 1, 0).
Figure 3.4 shows the Type I error when {Xt} and {Yt} follow the same
ARIMA(1, 1, 0) process with −1 < φ < 1, and the power when {Xt} and {Yt}
follow different ARIMA(1, 1, 0) processes with φX = 0.6 and 0.4 ≤ φY ≤ 0.8. The
arc length method has better error and power than the time and spectral domain
methods, presumably since the latter two require stationarity.
If we difference the data, however, the time domain method improves consid-
erably (see Figure 3.5). Let X∗t = Xt −Xt−1 and Y ∗t = Yt − Yt−1. The Type I error
is for when {X∗t } and {Y ∗t } follow the same AR(1) process with −1 < φ < 1, and
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the power is for when {X∗t } and {Y ∗t } follow different AR(1) processes with φX = 0.6
and 0.4 ≤ φY ≤ 0.8. The arc length method now has better error when φ ≈ 1, but
the overall power has decreased. The spectral density method has better overall error
than before, but with weaker power as well.



































Figure 3.5: Error and power when {Xt} and {Yt} are AR(1).
Figure 3.6 shows the Type I error when {Xt} and {Yt} follow the same MA(1)
process with −1 < θ < 1, and the power when {Xt} and {Yt} follow different MA(1)
processes with θX = 0.6 and 0.4 ≤ θY ≤ 0.8. All three methods have nearly the same
error with only the time domain method having significant power.
In Figure 3.7, we examine the power of the three tests when {Xt} ∼ AR(1)
and {Yt} ∼ MA(1). We let θ = ±
√
φ2/(1 − φ2) so that γX(h) and γY (h) are equal
at lag 0, but unequal at subsequent lags. All three methods begin to lose their power
when the magnitude of the autoregressive parameter approaches zero, which is when
both processes reduce to white noise.
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Figure 3.6: Error and power when {Xt} and {Yt} are MA(1).
3.5 Conclusions
The arc length test is straightforward and intuitive. It competes respectably
with the methods of Coates and Diggle [10] and Lund, Bassily, and Vidakovic [23],


















Figure 3.7: Power when {Xt} ∼ AR(1) and {Yt} ∼MA(1).
connection between the arc length concept and the autocovariance function γ. How-
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ever, because this connection only involves γ at lags 0 and 1, it is conceivable that the
arc length test may lose power when two series have autocovariance functions that




Closing Remarks and Open
Problems
In this dissertation, we have seen new ways to tackle two classic problems of
time series analysis:
• Interval estimation of an autoregressive parameter.
• Hypothesis testing for differences in autocovariance dynamics.
The new methods presented certainly suggest other avenues and extensions that can
be pursued.
To extend the first problem, consider the AR(p) series
Xt − φ1Xt−1 − · · · − φpXt−p = Zt.
It should be possible to create a p-dimensional confidence interval to estimate the
vector of parameters (φ1, φ2, . . . , φp)
T , by exploiting some p-dimensional version of
the weighted least-squares estimator φ̃p. This in turn could lead to multidimensional
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intervals for the parameters of a general ARIMA(p, d, q) process.
For the second problem, consider an application to stock prices: Figures 4.1
and 4.2 show the daily stock prices for Exxon and Chevron from April 4, 2008 to April

























Figure 4.2: Chevron Stock Data.
series, we get T = −0.206. Since |T | < 1.645, we believe their autocovariances are










Figure 4.3: Microsoft Stock Data.
which shows the daily stock prices of Microsoft from April 4, 2008 to April 4, 2009.
When we run the arc length test (at a 5% significance level) on Exxon and Microsoft,
we get T = 1.82 > 1.645, and so we conclude that these two autocovariances most
likely have different structures (which, again, makes sense given the pictures).
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If we continue to run (pairwise) arc length tests on an entire set of stocks,
then the end results may suggest a clustering of stocks by model type. Simu-
lations (not shown here) reveal that daily stock data (e.g., Pepsi, Microsoft, or
Exxon) tend to have “long memories,” and so these model types will presumably be
FARIMA(p, d, q) (fractionally integrated ARIMA) processes. A FARIMA(p, d, q)
series is an ARIMA(p, d, q) process, only with d as any real number between −0.5 and
0.5. FARIMA models are used for long-memory processes, while ARIMA models
are used for short-memory ones.
This summer, I plan to begin pursuing this clustering concept, keeping in mind






Discussion of Necessary Quadratic
Conditions
Let V1, V2, . . . , Vn−1 be the order statistics for |X1|, |X2|, . . . , |Xn−1|. Thus,
with probability one,
0 < V1 < V2 < · · · < Vn−1 = M .
Assume
∑n−1
t=1 Vt > 4M . This reasonable assumption
1, along with the fact that




















which implies that A =
(∑n−1
t=1 Vt
)2 − x2∑n−1t=1 V 2t > 0, and if A > 0, then a > 0.



















1For 10,000 simulations with {ǫt} ∼ t3, this assumption always held for φ between -1.5 and 1.5
once n ≥ 12.
45













then if x2r < 1 (i.e., a > 0), we have b2 − 4ac > 0. Thus, once ∑n−1t=1 Vt > 4M , our
parabola opens upward and has real intercepts.
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