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RESUMO
Neste trabalho propomos algoritmos para resolver uma formulação primal-dual geral de
ponto fixo aplicada ao problema de Ridge Regression. Estudamos a formulação primal
para problemas de quadrados mínimos regularizado, em especial na norma L2, nomea-
dos Ridge Regression e descrevemos a dualidade convexa para essa classe de problemas.
Nossa estratégia foi considerar as formulações primal e dual conjuntamente, e minimi-
zar o gap de dualidade entre elas. Estabelecemos o algoritmo de ponto fixo primal-dual,
nomeado SRP e uma reformulação para esse método, contribuição principal da tese,
a qual mostrou-se mais eficaz e robusta, designada por método acc-SRP, ou versão
acelerada do método SRP. O estudo teórico dos algoritmos foi feito por meio da análise
de propriedades espectrais das matrizes de iteração associadas. Provamos a conver-
gência linear dos algoritmos e apresentamos alguns exemplos numéricos comparando
duas variantes para cada algoritmo proposto. Mostramos também que o nosso melhor
método, acc-SRP, possui excelente desempenho numérico na resolução de problemas
muito mal-condicionados quando comparado ao Método de Gradientes Conjugados, o
que o torna computacionalmente mais atraente.
Palavras-chave: Métodos primais-duais, Ridge Regression, ponto fixo, dualidade,
métodos acelerados.
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ABSTRACT
In this work we propose algorithms for solving a fixed-point general primal-dual formu-
lation applied to the Ridge Regression problem. We study the primal formulation for
regularized least squares problems, especially L2-norm, named Ridge Regression and
then describe convex duality for that class of problems. Our strategy was to consider
together primal and dual formulations and minimize the duality gap between them. We
established the primal-dual fixed point algorithm, named SRP and a reformulation for
this method, the main contribution of the thesis, which was more efficient and robust,
called acc-SRP method or accelerated version of the SRP method. The theoretical
study of the algorithms was done through the analysis of the spectral properties of
the associated iteration matrices. We proved the linear convergence of algorithms and
some numerical examples comparing two variants for each algorithm proposed were
presented. We also showed that our best method, acc-SRP, has excellent numerical
performance for solving very ill-conditioned problems, when compared to the conju-
gate gradient method, which makes it computationally more attractive.
Key-words: Primal-dual methods, ridge regression, fixed point, duality, accelerated
methods.
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Introdução
Ridge Regression é um método popular de regularização que foi introduzido
por Hoerl e Kennard em 1970 [35] e pode ser visto como uma aplicação da regulari-
zação Tikhonov [3, 4, 34, 57]. Estatisticamente, tem como finalidade a obtenção de
melhores resultados para a análise de regressão múltipla quando comparado à regressão
de quadrados mínimos usual, nos casos em que há presença de multicolinearidade nas
variáveis explicativas. Isso ocorre devido ao fato de que o método fornece estimativas
para o vetor de parâmetros com um menor comprimento que aquelas obtidas pelo mé-
todo de quadrados mínimos. Neste sentido, o objetivo da Ridge Regression é reduzir
o erro padrão dos coeficientes de regressão por meio da imposição de uma penalidade,
na norma L2, sob os coeficientes [14, 31, 56, 58].
Vários trabalhos têm sido destinados a resolver problemas de Ridge Regression
ou mesmo problemas com formulação geral, para os quais podem ser vistos como ca-
sos particulares. Alguns destes trabalhos consideram a formulação dual do problema,
propondo algoritmos estocásticos ou determinísticos. Por exemplo, problemas de pre-
dição, tais como regressão linear e classificação, foram introduzidos em [62] para um
formato geral para modelos lineares de predição regularizada, sob o qual foi derivada
uma representação dual. Uma outra versão dual para o problema Ridge Regression foi
proposta em [51], permitindo realizar a regressão não linear por meio da construção
de uma função de regressão linear em dimensões maiores. Outras abordagens, ainda,
podem ser encontradas em [32, 43, 50, 53, 61].
Nesta conjuntura de dualidade, existem algumas vantagens em trabalhar não
apenas com a versão dual mas com o par de problemas primal-dual, inicialmente pro-
posto por Dantzig, Ford e Fulkerson [12] para resolução de problemas lineares. O mé-
todo primal-dual é uma ferramenta padrão no projeto de algoritmos para problemas de
otimização combinatória, os quais podem ser modificados a fim de proporcionar bons
algoritmos de aproximação para uma grande variedade de problemas de complexidade
não polinomial (NP-hard) [19].
No contexto de programação linear, Zhu [63] apresenta os resultados de uma
pesquisa sobre vários algoritmos com estrutura unificada primal-dual, na qual essa
versão simultânea é empregada para melhorar os resultados, quando comparados aos
problemas primal e dual, separadamente. Zhu destaca que tais algoritmos alcançam
uma aceleração significativa em problemas de grande escala, atuando assim como uma
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metodologia computacional promissora para muitos outros problemas. É realizada uma
unificação entre as abordagens primal-dual, disponíveis na literatura, em um algoritmo
computacional comum, para o qual a análise de complexidade foi feita com base em
uma função exponencial.
Agora, envolvendo também conceitos de dualidade convexa mais gerais, a me-
todologia primal-dual ganha grande destaque em programação não-linear, contexto esse
em que se situa o problema Ridge Regression. As vantagens em se trabalhar com o par
de problemas primal-dual são apontadas por Komodakis e Pesquet [40], embasados em
recentes avanços em análise convexa, otimização discreta, processamento paralelo e oti-
mização não suave com ênfase nas questões de esparsidade. Além disso, Komodakis e
Pesquet propõem os princípios dessa abordagem a fim de mostrar os benefícios de algo-
ritmos primais-duais, tanto para resolver problemas de otimização convexa em grande
escala como os discretos, apresentando uma série de métodos de otimização primal-dual
utilizados para a resolução de problemas de sinal e processamento de imagem.
O problema de minimizar a média de um grande número de funções conve-
xas suaves penalizada com um regularizador fortemente convexo, o que também é um
problema do tipo Ridge Regression, é verificado em [50]. Os autores propõem um algo-
ritmo, nomeado Quartz, que resolve simultaneamente os problemas primal e dual. O
método consiste em, a cada iteração, selecionar e atualizar um subconjunto aleatório
das variáveis duais, sem qualquer suposição sobre a distribuição de probabilidade para
tais subconjuntos. Dessa forma, o diferencial do método consiste em ser o primeiro a
fazer uma análise sob uma amostragem arbitrária. As atualizações duais são usadas
para a atualização da variável primal, e o processo é repetido. Os experimentos numé-
ricos foram realizados para o problema linear de Support Vector Machine, com norma
L2 regularizada.
Chambolle e Pock [7] apresentam o estudo de um algoritmo primal-dual de
primeira ordem aplicado em problemas de otimização convexa onde o objetivo é calcular
o movimento aparente em sequências de imagens. Os autores mostram que o algoritmo
converge, com taxa ótima de O
(
1
N
)
sob o gap de dualidade e, particularmente, que
pode ser modificado, com uma nova taxa de convergência de O
(
1
N2
)
para quando os
problemas primal e dual são uniformemente convexos. Para essa modificação acelerada,
em problemas suaves, garantem que a convergência é linear, da ordem de O
(
1
eN
)
.
Outras aplicações da metodologia primal-dual podem ser vistas em [2, 19, 23].
Com base neste contexto de dualidade e regressão, neste trabalho, propomos
algoritmos primais-duais de ponto fixo aplicados a uma versão de problemas Ridge
Regression, que também são abordados, por exemplo em [50]. De acordo com [40], os
métodos primais-duais têm sido empregados principalmente em problemas de otimiza-
ção convexa com dualidade forte, obtendo sucesso quando aplicado a vários tipos de
funções não-lineares, que surgem em diversas áreas de aplicação, tais como processa-
mento de imagem, aprendizado de máquina, problemas inversos, entre outros.
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Assim, em relação ao comentário anterior, somos encorajados a acreditar que
esta é uma estratégia interessante para ser aplicada no problema Ridge Regression,
visto que o problema primal-dual estabelecido é quadrático e fortemente convexo. De-
finimos a versão do problema primal, Ridge Regression, a ser tratado no trabalho e sob
ele estabelecemos o problema dual, utilizando conceitos de dualidade convexa, em par-
ticular dualidade de Fenchel. Mostramos que o par de problemas satisfaz as condições
de dualidade e, definida a condição de otimalidade, estabelecemos o algoritmo SRP
assim como a sua prova de convergência linear, por meio de uma modificação que recai
no formato ponto fixo. Baseados nas características de possível melhoria do algoritmo,
quando utilizado o par primal-dual, propomos também uma versão acelerada para o
método, nomeada acc-SRP, sendo este o principal resultado desta tese.
Experimentos numéricos foram executados em Matlab, a fim de verificar a efi-
ciência e robustez dos algoritmos propostos. Os resultados indicam que a metodologia
proposta é competitiva com os métodos de regularização clássicos existentes pois, teo-
ricamente, possui garantias de convergência estabelecidas e, numericamente, apresenta
excelente desempenho quando comparado à uma metodologia clássica na resolução de
problemas muito mal-condicionados.
Este trabalho encontra-se estruturado conforme segue. No Capítulo 1 apresen-
tamos uma discussão sobre os métodos de regularização existentes e sua aplicação em
uma formulação do problema Ridge Regression no contexto estatístico. No Capítulo 2
revisamos alguns conceitos básicos de dualidade convexa e, em particular, construímos
o par de problemas primal-dual, utilizado na pesquisa. Os algoritmos propostos para
resolver o problema, assim como a análise de convergência teórica, estão apresentados
no Capítulo 3. No Capítulo 4 descrevemos alguns detalhes referentes à implementação
dos algoritmos SRP e acc-SRP, bem como os resultados numéricos obtidos a partir
dessa implementação. Por fim, apresentamos a conclusão do trabalho.
Capítulo 1
Problemas mal-postos e regularização
Neste capítulo discutimos alguns conceitos fundamentais no campo da reso-
lução de problemas mal-postos, a fim de justificar a teoria de regularização. Neste
sentido, a idéia é destacar alguns dos principais métodos de regularização existentes,
disponíveis na literatura, assim como suas vantagens e desvantagens. Tal discussão é
estruturada a seguir com base em [3, 26, 27, 28, 44].
1.1 Problemas mal-postos
O conceito de problemas mal-postos surgiu em 1923 devido a Hadamard [24],
que define problema mal-posto como aquele que não admite solução única ou quando
pequenas perturbações arbitrárias nos dados afetam consideravelmente a solução. Dessa
forma, um problema mal-posto é aquele que não satisfaz pelo menos uma dessas ca-
racterísticas, que dizem respeito à existência, unicidade e estabilidade da solução.
Neste sentido, considere o seguinte problema
min
x∈Rn
‖Ax− b‖ , A ∈ Rm×n e b ∈ Rm. (1.1)
Dizemos que (1.1) é um problema mal-posto se (a) os valores singulares de A decrescem
gradualmente até zero e (b) a razão entre o maior e o menor valores singulares não nulos
é grande. Podemos perceber tais características, também, em sistemas de equações
lineares e problemas lineares de quadrados mínimos resultantes da discretização de
sistemas mal-postos, por exemplo as equações integrais de Fredholm, tendo aplicações
nas mais diversas áreas [3, 8, 10, 11, 22, 27, 46].
A principal dificuldade em se trabalhar com os problemas mal-postos, por
exemplo (1.1), ocorre quando a matriz A possui um conjunto de valores singulares
muito próximos a zero. Por isso, é necessário incorporar mais informações sobre a
solução desejada, a fim de estabilizar o problema e destacar uma solução útil e estável.
Este é o propósito dos métodos de regularização, discutidos a seguir.
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1.2 Métodos de regularização
A obtenção de soluções exatas para problemas mal-postos tem sido de grande
interesse em diversas áreas do conhecimento, já que a solução proposta por quadrados
mínimos pode ser contaminada por ruídos. Neste sentido, a teoria de regularização
consiste na determinação de uma solução para problemas mal-postos que se aproxime
da solução exata e não seja afetada por ruídos. Para isso, intuitivamente, a análise e
solução de um problema mal-posto é feita via solução de um problema associado que
é bem-posto [3, 26, 27, 28, 42].
Os métodos de regularização são classificados em métodos de projeção, méto-
dos de penalidade e métodos híbridos [3, 26, 42, 55]. Dentre os métodos de projeção
podemos citar a Decomposição em Valores Singulares Truncada (TSVD) [28], a De-
composição em Valores Singulares Truncada Generalizada (TGSVD) [26], o Método de
Mínimos Resíduos Generalizado (GMRES) [6] e o Método de Regressão por Quadra-
dos Mínimos (LSQR) [47, 48], matematicamente idêntico ao Método dos Gradientes
Conjugados [3]. Dentre os métodos de penalidade podemos destacar a regularização
Tikhonov, o método da variação total e o método L1 [55, 57, 59]. Os métodos híbridos
consistem na combinação entre um método de penalidade e um método de projeção,
a fim de contornar a dificuldade de escolha do critério de parada, que surge quando
empregados separadamente. Entre os métodos híbridos, destacamos a bidiagonaliza-
ção de Golub-Kahan, também nomeado algoritmo Lanczos, o algoritmo Arnoldi, entre
outros [18, 41].
Os métodos de projeção caracterizam-se por considerar, logo nas primeiras ite-
rações, informações relevantes para o problema. No entanto, se as iterações persistirem,
as novas componentes passam a ser contaminadas por erros nos dados, possibilitando
a desestabilização da solução, já que a solução do problema é a mesma definida pelo
método dos quadrados mínimos usual [3]. Dessa forma, a dificuldade de aplicação dos
métodos de projeção é a determinação da iteração de parada.
Dentre os métodos de projeção, um que tem atraído grande atenção é o método
LSQR, por conter características de regularização e propriedade de semi-convergência
[25, 28, 30, 36, 38, 54]. A semi-convergência garante que à medida que as iterações
evoluem as soluções iteradas se aproximam da solução exata, porém a partir de dado
momento as mesmas passam a se distanciar e a estabilidade do algoritmo não é al-
cançada [3]. Isso ocorre pelo fato de que o ruído afeta progressivamente o subespaço
solução do problema após uma quantidade ótima de iterações, consequentemente, de-
teriorando a solução. Uma representação para tal comportamento pode ser visualizada
na Figura 1.1.
Neste contexto de regularização, um dos métodos empregados com maior
frequência na resolução numérica de problemas discretos mal-postos é a regulariza-
ção Tikhonov, a qual descrevemos brevemente a seguir, baseados em [17, 34, 57].
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Iterac¸o˜es
‖Ax− b‖2
Figura 1.1: Norma residual para um crescente número de iterações
1.2.1 Regularização Tikhonov
A regularização Tikhonov substitui o problema de quadrados mínimos
x = arg min
x∈Rn
‖b− Ax‖22 (1.2)
onde A ∈ Rm×n e b ∈ Rm, por
xλ = arg min
x∈Rn
{‖b− Ax‖22 + λ2 ‖L(x− x0)‖22} (1.3)
em que λ > 0 é o parâmetro de regularização, o vetor x0 ∈ Rn é uma aproximação
inicial para a solução e L ∈ Rq×n uma matriz dada. Quando L = I temos a formulação
de Tikhonov padrão, caso contrário, Tikhonov no formato geral. A primeira proposta
de resolução para o problema (1.3) é devida a Golub [20]. A ideia consiste em tratar
(1.3) como um problema de quadrados mínimos da forma
xλ = arg min
x∈Rn
∥∥∥∥∥
(
A
λL
)
x−
(
b
λLx0
)∥∥∥∥∥
2
2
. (1.4)
No entanto, a formulação padrão da regularização Tikhonov substitui o problema usual
de quadrados mínimos por
xλ = arg min
x∈Rn
{‖b− Ax‖22 + λ2 ‖x‖22} , (1.5)
ou seja, considerando L = I e x0 = 0.
A aproximação da solução xλ em relação à solução exata do problema depende
da escolha do parâmetro λ. Destacam-se na literatura diversos métodos para escolha
de tal parâmetro, entre os quais podemos citar a Curva-L [28, 29], a Validação Cruzada
Generalizada (GCV) [21], o Princípio da Discrepância [45], o Algoritmo de Ponto-Fixo
de Bazán [4], entre outros. O escopo desta tese não diz respeito à escolha do parâmetro
ótimo de regularização, mas à resolução do problema para uma variedade de parâmetros
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definidos aleatoriamente. Sendo assim, maiores detalhes sobre os métodos de escolha do
parâmetro de penalidade podem ser encontrados nos trabalhos anteriormente citados.
A formulação de Tikhonov, no formato padrão, pode ser observada como um
problema na Estatística, especificamente, em regressão múltipla. Ridge Regression é
considerada uma aplicação de Regularização Tikhonov no contexto estatístico, embora
tenham sido desenvolvidas independentemente [1]. Sendo assim, destinamos a seção
a seguir para a formulação do problema Ridge Regression, onde, por conveniência,
optamos por empregar a notação estatística padrão.
1.3 Definição do problema Ridge Regression
A análise de regressão é uma técnica estatística que visa investigar e modelar
a relação entre variáveis, sendo uma das ferramentas mais empregadas na análise de
dados. Um dos objetivos desta técnica é a estimação de parâmetros desconhecidos do
modelo. Geralmente, o interesse é avaliar a relação de uma variável de interesse Y em
relação a p variáveis independentes Xij, i = 1, . . . , n , j = 1, . . . , p.
Sendo assim, um possível modelo de regressão múltipla, no formato matricial,
pode ser expresso como
Y = Xβ + , (1.6)
onde Y ∈ Rn é a variável dependente ou resposta, X ∈ Rn×p, assumindo posto com-
pleto, representa as variáveis independentes ou regressoras, β ∈ Rp\{0} os coeficientes
de regressão estimados e  o erro residual.
A estimativa para os coeficientes β pode ser feita, por exemplo, pelo Método
dos Quadrados Mínimos (M.Q.M.) que consiste em minimizar a soma dos quadrados
dos resíduos. Definindo f(β) = ‖Y −Xβ‖22, temos então que o problema de minimizar
o quadrado da norma residual retorna como minimizador
β̂ = arg min f(β). (1.7)
Observe que f é uma função convexa, uma vez que ∇2f(β) = 2XTX é semi-definida
positiva. Como um resultado clássico em otimização, segue que qualquer minimizador
local de f é global. Assim, pela condição necessária de otimalidade de primeira ordem,
se β̂ for um minimizador local de f , então β̂ é solução do sistema ∇f(β) = 0. Portanto,
se XTX for não singular, β̂ será dado por
β̂ = (XTX)−1XTY, (1.8)
que representa o estimador de quadrados mínimos usual. Pode-se provar que β̂, dado
em (1.8), é um estimador não-tendencioso, ou seja, E
(
β̂
)
= β. No entanto, note
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que se XTX é singular, não existem estimadores únicos para o problema. Além disso,
mal-condicionamento, número de predições excedendo o número de observações, posto
incompleto e multicolinearidade afetam diretamente essa solução.
Para contornar esse problema são aplicados métodos de regularização, dentre
os quais o mais conhecido é o Método de Ridge Regression. Trata-se de uma meto-
dologia estatística aplicada na análise de dados de regressão múltipla que sofrem de
multicolinearidade ou não ortogonalidade. Neste caso, as estimativas de parâmetros
com base no método dos quadrados mínimos usual têm uma probabilidade alta de ser
insatisfatória, pois a variabilidade nos coeficientes é alta. Isso ocorre pelo fato de algu-
mas variáveis explicativas serem combinações lineares de outras e não há estimadores
de quadrados mínimos únicos para os parâmetros, pois a matriz XTX é singular.
Neste sentido, Ridge Regression é um método de estimativa com base na adi-
ção de pequenas quantidades positivas para a diagonal da matriz XTX, o que leva à
obtenção de estimativas tendenciosas, porém com menor erro quadrático médio.
Considerando o problema de quadrados mínimos usual, dado em (1.7), temos
que o problema Ridge Regression é definido como
min f(β) + λ ‖β‖22 . (1.9)
A existência de uma solução para (1.9) deve-se ao mesmo argumento apresentado para
o problema (1.7). Para simplificação, denotaremos a função objetivo por g(β) = f(β)+
λ ‖β‖22. Assim, temos que ∇2g(β) = 2XTX + 2λI é definida positiva, o que implica na
existência de um único minimizador para g. Então, o estimador de Ridge Regression,
solução do sistema ∇g(β) = 0, é dado por
β̂Ridge = (X
TX + λI)−1XTY. (1.10)
Note que, se α1, . . . , αp com α1 ≥ . . . ≥ αp, representam os autovalores de XTX e
v1, . . . , vp os autovetores associados, respectivamente, os autovalores de (XTX + λI)−1
serão, exatamente, (αi + λ)−1, i = 1, . . . , p. Se XTX for singular ou quase singular,
com autovalor mínimo αp, então o menor autovalor de (XTX + λI) será (αp + λ) e,
esta matriz não estará tão próxima da singularidade.
O estimador de Ridge Regression pode ser obtido por meio da resolução do
problema de otimização irrestrito, dado em (1.9). No entanto, esse problema de mini-
mização pode, também, ser reformulado através do seguinte problema de otimização
restrito
min ‖Y −Xβ‖22
s.a ‖β‖22 ≤ c
(1.11)
para algum c > 0. A existência de uma solução para o problema (1.11) é garantida
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pelo fato de se tratar de uma função contínua e um conjunto viável compacto. Uma
representação para a solução deste problema, para o caso em que p = 2 é ilustrada na
Figura 1.2.
βˆ
βˆRidge
β1
β2
Figura 1.2: Solução do problema Ridge Regression para um exemplo com p = 2
Mostraremos que os problemas (1.9) e (1.11) são equivalentes. Para isso, con-
sidere o estimador de Ridge Regression para o problema (1.9), definido em (1.10). Pela
condição necessária de otimalidade de primeira ordem, temos que ∇g(β̂Ridge) = 0, ou
seja,
∇f(β̂Ridge) + 2λβ̂Ridge = 0. (1.12)
Por outro lado, o problema de otimização restrito (1.11) pode ser resolvido
pelas condições de Karush-Kuhn-Tucker (KKT). Mostraremos que, para uma adequada
escolha de c, o estimador β̂Ridge, dado em (1.10), também é solução de (1.11). De fato,
como β̂Ridge 6= 0, a condição de qualificação de independência linear (LICQ) é satisfeita
em β̂Ridge. Além disso, usando (1.12), temos que existe ν∗ ≥ 0 tal que as condições de
KKT são satisfeitas: 
−∇f(β̂Ridge) = 2ν∗β̂Ridge,
ν∗
(∥∥∥β̂Ridge∥∥∥2
2
− c
)
= 0,∥∥∥β̂Ridge∥∥∥2
2
≤ c.
(1.13)
De fato, tome ν∗ = λ e c =
∥∥∥β̂Ridge∥∥∥2
2
. Assim, os problemas (1.9) e (1.11) têm a mesma
solução, sendo esta destacada em (1.10).
Contornada a singularidade envolta ao problema e verificada a equivalência
entre os problemas (1.9) e (1.11), estabeleceremos agora um comparativo entre o es-
timador de quadrados mínimos usual e o estimador de Ridge Regression, de acordo
com [9, 35, 60]. Para isso, consideramos inicialmente informações referentes ao valor
esperado para os coeficientes. Essa relação pode ser observada realizando a decompo-
sição espectral da matriz X, como X = UDV T , em que U ∈ Rn×n e V ∈ Rp×p são
ortogonais, D ∈ Rn×p e, usando (1.8) e (1.10), podemos escrever que o estimador de
quadrados mínimos usual é dado por
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β̂ = V D−2DTUTY, (1.14)
e o estimador de Ridge Regression
β̂Ridge = V (D
2 + λI)−1DTUTY, (1.15)
para o qual há um encurtamento tanto dos estimadores como dos valores singulares.
Além disso, note que, quando λ = 0, o estimador β̂Ridge coincide com β̂.
Com base no valor esperado para os estimadores, o método dos quadrados
mínimos retorna a melhor solução não-tendenciosa para o modelo, ou seja, E
(
βˆ
)
= β.
Por outro lado, βˆRidge é um estimador tendencioso para β quando λ 6= 0, uma vez que
E
(
βˆRidge
)
= XTX
(
λI +XTX
)−1
β.
Observando o valor esperado para os estimadores de Ridge Regression, justificamos o
fato do método encurtar os coeficientes obtidos pelo método de quadrados mínimos,
aproximando-os de zero. De fato, de acordo com [60] temos que
lim
λ→∞
E
(
βˆRidge
)
= lim
λ→∞
XTX
(
λI +XTX
)−1
β = 0.
Analisando, agora, a variância do estimador de quadrados mínimos temos que
V
(
βˆ
)
= σ2(XTX)−1, (1.16)
enquanto que a variância do estimador de Ridge Regression é dada por
V
(
βˆRidge
)
= σ2
(
XTX + λI
)−1
XTX
((
XTX + λI
)−1)T
. (1.17)
Além disso, fazendo
lim
λ→∞
V
(
βˆRidge
)
= lim
λ→∞
σ2
(
XTX + λI
)−1
XTX
((
XTX + λI
)−1)T
= 0,
podemos concluir que a variância de β̂Ridge é uma função decrescente de λ, o que
justifica a utilização do Método de Ridge Regression já que apresenta uma variância
inferior à variância do Método dos Quadrados Mínimos usual para um certo valor de
λ. Além disso, β̂TRidgeβ̂Ridge < β̂T β̂ para todo λ positivo e β̂TRidgeβ̂Ridge tende para zero
conforme λ cresce.
Agora, após apresentarmos o problema Ridge Regression no formato mais sim-
ples, é importante destacar que sua característica principal de formulação se trata da
minimização de uma função convexa suave sujeita a uma penalidade sob uma função
fortemente convexa. Essa característica é o que possibilita a generalização do problema
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a outras variações do tipo Ridge Regression. Por sua vez, é essa extensão que permite
classificar o problema utilizado nesta pesquisa como um problema do tipo Ridge Re-
gression. Para definir o problema proposto para estudo será necessário, também, a
construção do par de problemas primal-dual, no contexto de otimização convexa. De-
vido a isso, o próximo capítulo destina-se a elencar alguns conceitos fundamentais no
campo de dualidade convexa, a fim de estabelecer a relação entre os problemas consi-
derados.
Capítulo 2
Um caso de Dualidade
Neste capítulo, nosso objetivo é apresentar um esquema de dualidade que será
ferramenta para a construção do problema abordado nesta tese. Para o estudo dessa
ideia, faremos uso de dois conceitos da literatura: conjugada de Fenchel e dualidade
Lagrangiana. Iniciaremos com uma breve revisão destes tópicos.
2.1 A conjugada de Fenchel
A função conjugada foi introduzida por Fenchel em [16] e possui aplicações
nas mais diversas áreas da Ciência, tais como Otimização, Equações Diferenciais e
Economia. Apresentamos a seguir uma breve revisão sobre algumas propriedades que
são de interesse no desenvolvimento desta tese e podem ser encontradas em [5, 15, 39,
49].
Vamos inicialmente dar uma motivação geométrica para a noção de conjugação.
Dados u ∈ Rn e b ∈ R, definimos o hiperplano em Rn+1 por
H =
{
(x, λ) ∈ Rn+1 | uTx− λ = b} . (2.1)
Dada uma função f : Rn → R convexa, consideramos o problema de determinar b ∈ R
tal que o hiperplano H, que pode ser descrito por λ = uTx− b, seja tangente ao gráfico
de f , ou seja, o hiperplano H seja suporte do epigrafo1 de f . Isso é o que podemos
observar na Figura 2.1, em que para efeitos de ilustração o eixo horizontal corresponde
ao Rn e o eixo vertical corresponde a R.
Nesse sentido, note que se considerarmos −b como a distância vertical entre o
gráfico da função f e o hiperplano dado por λ = uTx, ou seja, se tomarmos
−b = inf
x∈Rn
{
f(x)− uTx} ,
1Seja f : Rn → R, definimos o epigrafo de f como epi(f) = {(x, µ) | x ∈ Rn, µ ∈ R, f(x) ≤ µ} ⊆
Rn+1.
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x
λ
λ = uTx− b
λ = uTx
epi(f )
Figura 2.1: Hiperplano H tangente ao gráfico de f
ou equivalentemente
b = sup
x∈Rn
{
uTx− f(x)} ,
o hiperplano H será suporte para epi(f) no ponto em que tangencia o gráfico de
f . Considerando essa introdução e motivação geométrica, definimos então funções
conjugadas.
Definição 2.1 Dada uma função f : Rl → R, a função conjugada de f , f ∗ : Rl →
R ∪ {+∞} é definida por
f ∗(u) = sup
x∈Rl
{uTx− f(x)}. (2.2)
Essa função é conhecida como Conjugada de Fenchel ou Conjugada Clássica.
Fazendo uma associação à motivação de conjugação apresentada, para uma função f
convexa, temos que o hiperplano
H =
{
(x, λ) | uTx− λ = f ∗(u), u ∈ Rn} , (2.3)
suporta o epigrafo de f no ponto em que tangencia o gráfico de f .
A fim de ilustrar a definição de função conjugada, considere o seguinte exemplo.
Exemplo 2.1 Seja a função f : R → R dada por f(x) = ex. Aplicando a Definição
2.1 temos que a conjugada de f é dada por
f ∗(u) = sup
x∈R
{ux− ex} ,
para todo u ∈ R. Para o caso em que u < 0, temos que a função definida como h(x) =
ux − ex cresce infinitamente à medida que x decresce. Logo, temos que f ∗(u) = +∞.
Considerando u = 0, temos que f ∗(u) = sup
x∈R
{−ex} = 0. Finalmente, para o caso em
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que u > 0, devemos analisar o comportamento da função h(x) = ux − ex. Note que,
neste caso, h possui maximizador global igual a x¯ = lnu. Logo, a conjugada é definida
como f ∗(u) = sup
x∈R
{ux− ex} = max
x∈R
{ux− ex} = u lnu− u. Sendo assim, temos que
f ∗(u) =

+∞, se u < 0
0, se u = 0
u lnu− u, se u > 0.
Uma ilustração para a reta suporte de f , no caso u > 0, pode ser observada na Figura
2.2. Note que para u < 0 nenhuma reta na forma λ = ux− b é suporte para epi(f).
x
λ
f
λ = ux− b
u > 0
Figura 2.2: Ilustração para a reta λ suporte de f
Finalizada a discussão do exemplo, apresentamos a partir de agora algumas
características das funções conjugadas. Conforme veremos no próximo resultado, se f
é fortemente convexa2, então f ∗(u) é finita para todo u ∈ Rl.
Proposição 2.2 Se f : Rl → R é uma função fortemente convexa, então f ∗(u) < +∞.
Demonstração. Considere u ∈ Rl fixado. Como f é fortemente convexa, existe uma
função quadrática q cuja Hessiana é positiva definida3, tal que
f(x) ≥ q(x),∀x ∈ Rl.
Assim, podemos escrever que
xTu− f(x) ≤ xTu− q(x),
e usando o fato de que a função xTu − q(x) é quadrática, cuja Hessiana é negativa
definida, então ela admite um maximizador x¯, e concluímos assim que f ∗(u) ≤ x¯Tu−
q(x¯) < +∞.
2Dado α > 0, dizemos que a função g : Rl → R é α−fortemente convexa quando para todo x, y ∈ Rl
e t ∈ [0, 1] temos que g((1− t)x+ ty) ≤ (1− t)g(x) + tg(y)− α2 (1− t)t ‖x− y‖2 .
3Seja f : Rl → R uma função α−fortemente convexa. Podemos mostrar que f(y) ≥ f(x) + v(y −
x) + α2 ‖x− y‖2 para todo v ∈ ∂f(x). Ver Teorema 6.1.2 em [33].
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O teorema a seguir apresenta algumas das propriedades que envolvem a função
conjugada.
Teorema 2.3 Sejam as funções f, g : Rl → R e f ∗, g∗ : Rl → R suas conjugadas,
respectivamente. Então
(i) f(x) + f ∗(u) ≥ uTx, para todo x, u ∈ Rl
(ii) inf
x∈Rl
f(x) = −f ∗(0)
(iii) Se f(x) ≤ g(x) para todo x ∈ Rl então f ∗(u) ≥ g∗(u) para todo u ∈ Rl.
Demonstração. (i) Consequência da Definição 2.1.
(ii) Note que, usando a Definição 2.1, podemos escrever
−f ∗(0) = − sup
x∈Rl
{
0Tx− f(x)} = inf
x∈Rl
f(x).
(iii) A hipótese f(x) ≤ g(x) para todo x ∈ Rl nos garante que uTx−f(x) ≥ uTx−g(x).
Portanto,
f ∗(u) = sup
x∈Rl
{
uTx− f(x)} ≥ sup
x∈Rl
{
uTx− g(x)} = g∗(u),
para todo u ∈ Rl, o que conclui a prova.
O resultado a seguir estabelece uma condição para que na propriedade (i) do
Teorema 2.3 possamos garantir a igualdade.
Proposição 2.4 Seja f : Rl → R fortemente convexa e diferenciável. Considere
x0, u0 ∈ Rl. Então, f ∗(u0) + f(x0) = xT0 u0 se, e somente se, u0 = ∇f(x0) e x0 =
∇f ∗(u0).
Demonstração. Primeiramente defina a função h(x) = xTu0 − f(x) e suponha que
f ∗(u0) + f(x0) = xT0 u0. Pela definição de conjugada de Fenchel, podemos escrever que
f ∗(u0) ≥ xTu0 − f(x), (2.4)
para todo x ∈ Rl. Temos que h(x0) = xT0 u0 − f(x0) = f ∗(u0) ≥ h(x), para todo
x ∈ Rl, ou seja, x0 é maximizador de h. Portanto, 0 = ∇h(x0) = u0 − ∇f(x0). De
forma análoga, considerando a função u 7→ xT0 u − f ∗(u), podemos estabelecer que
x0 = ∇f ∗(u0).
Para provar a recíproca, suponha que u0 = ∇f(x0). Portanto, ∇h(x0) = 0.
Isso implica que x0 é um ponto crítico da função côncava h, logo maximizador global.
Assim, temos que
h(x0) ≥ xTu0 − f(x),
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para todo x ∈ Rl. Em particular, temos que
h(x0) ≥ sup
x∈Rl
{
xTu0 − f(x)
}
= f ∗(u0).
Por outro lado, f ∗(u0) ≥ xT0 u0 − f(x0) = h(x0). Logo, f ∗(u0) + f(x0) = xT0 u0.
Note que esse teorema está condicionado à existência de x0, u0 ∈ Rl tais que
permitam a igualdade f ∗(u0) + f(x0) = xT0 u0. A validade desse teorema é estabelecida
com base no seguinte resultado.
Proposição 2.5 Sejam q : Rl → R uma função quadrática côncava e ξ : Rl → R uma
função contínua que satisfaz
ξ(x) ≤ q(x).
Então, existe x∗ tal que ξ(x) ≤ ξ(x∗) para todo x ∈ Rl.
Demonstração. Sabemos que ξ é limitada superiormente por uma função quadrática
côncava, logo existe M ∈ R tal que M = sup
x∈Rl
{ξ(x)} , ou seja, podemos afirmar que
existe uma sequência (xk) ⊂ Rl tal que
ξ(xk)→M. (2.5)
Afirmamos que (xk) é limitada. De fato, suponha por absurdo que a sequência (xk) é
ilimitada. Então, existe uma subsequência de (xk), digamos (xk)k∈N′ tal que
∥∥xk∥∥ N′→
+∞. Portanto, temos que q(xk) N′→ −∞, e como ξ(x) ≤ q(x), concluímos que ξ(xk) N′→
−∞, o que é uma contradição tendo em vista (2.5). Sendo assim, como (xk) é limitada,
existe uma subsequência (xk)k∈N′′ tal que xk
N′′→ x∗, logo
ξ(xk)
N′′→ ξ(x∗).
Assim, usando (2.5) temos que M = ξ(x∗), o que implica que a função ξ admite um
máximo.
Podemos empregar esse resultado para validar as hipóteses da Proposição 2.4.
Para isso, note que pelo fato da função f ser fortemente convexa, a função definida
por h(x) = uT0 x − f(x) é limitada superiormente por uma função quadrática côncava
q. Portanto, pela Proposição 2.5, a função h admite um maximizador. Logo, existe
x0 ∈ Rl tais que f ∗(u0) = uT0 x0 − f(x0).
Estabelecidos os conceitos fundamentais de conjugação, apresentamos a seguir
conceitos básicos em dualidade Lagrangiana. Tal estudo é o que motiva a construção
do par de problemas considerado nesta tese.
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2.2 Dualidade Lagrangiana
No contexto de otimização, a teoria de dualidade baseia-se em associar a um
problema de minimização de funções (primal), um outro problema, chamado dual,
que sob certas condições é equivalente ao primal e pode ser de resolução mais fácil.
Além disso, quando o problema primal é de natureza convexa, as relações de dualidade
estabelecidas são consideradas mais fortes. Discutimos a seguir alguns conceitos de
dualidade Lagrangiana que podem ser encontrados em [5, 39, 49].
Para apresentar o esquema de dualidade a ser empregado nesta tese, vamos
considerar o problema primal como
min f(x)
s.a x ∈ D, (2.6)
em que D = {x ∈ Ω | h(x) = 0, g(x) ≤ 0}, Ω ⊂ Rn, f : Ω → R, h : Ω → Rl e
g : Ω→ Rm. Nosso primeiro passo é reformulá-lo por meio da sua função Lagrangiana.
Para isso, recordamos que a Lagrangiana associada a esse problema é dada por
L : Ω× Rl × Rm → R
L(x, λ, µ) = f(x) + λTh(x) + µTg(x),
(2.7)
e que uma relação entre (2.6) e (2.7) pode ser expressa no teorema a seguir, conforme
[39].
Teorema 2.6 Dado o problema primal (2.6) e L a sua Lagrangiana associada, definida
em (2.7), temos que
sup
(λ, µ)∈Rl×Rm+
L(x, λ, µ) =
{
f(x), se x ∈ D,
+∞, se x ∈ Ω\D.
Demonstração. Inicialmente, note que se x ∈ D para todo (λ, µ) ∈ Rl ×Rm+ temos que
L(x, λ, µ) ≤ f(x), pois λTh(x) = 0 e µTg(x) ≤ 0. Além disso, temos que L(x, λ, 0) =
f(x). Portanto, para este caso temos que
sup
(λ,µ)∈Rl×Rm+
L(x, λ, µ) = f(x).
Considere, agora, x ∈ Ω\D. Neste caso, existe j ∈ {1, . . . , l} tal que hj(x) 6= 0 e/ou
existe j ∈ {1, . . . ,m} tal que gj(x) > 0. Supondo hj(x) 6= 0 para algum j ∈ {1, . . . , l},
definimos
λi =
{
thi(x), se i = j, t > 0
0, se i ∈ {1, . . . , l}\{j}.
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Tomando µi = 0, i = 1, . . . ,m, obtemos que
L(x, λ, µ) = f(x) + t(hj(x))
2 → +∞ quando t→ +∞.
Por outro lado, suponha agora que gj(x) > 0 para algum j ∈ {1, . . . ,m}. Considerando
λi = 0, i = 1, . . . , l, e
µi =
{
t, se i = j, t > 0
0, se i ∈ {1, . . . ,m}\{j},
obtemos que
L(x, λ, µ) = f(x) + tgj(x)→ +∞ quando t→ +∞,
o que conclui a prova.
Baseado neste teorema o problema primal (2.6) pode ser reformulado como
min
{
sup
(λ,µ)∈Rl×Rm+
L(x, λ, µ)
}
s.a x ∈ D,
(2.8)
onde D =
{
x ∈ Ω | sup
(λ,µ)∈Rl×Rm+
L(x, λ, µ) < +∞
}
. No entanto, uma pergunta natural
que surge é se a ordem das operações de minimizar e maximizar influencia na resolução
do problema (2.8), ou seja, será que é possível optar pela ordem mais conveniente?
Essa questão é o que motiva a construir o problema dual associado, como
max
{
inf
x∈Ω
L(x, λ, µ)
}
s.a (λ, µ) ∈ ∆,
(2.9)
em que ∆ =
{
(λ, µ) ∈ Rl × Rm+ | inf
x∈D
L(x, λ, µ) > −∞
}
. Definindo, então, a função
dual
ϕ : ∆→ R, ϕ(λ, µ) = inf
x∈Ω
L(x, λ, µ),
o problema dual pode ser reescrito como
max ϕ(λ, µ)
s.a (λ, µ) ∈ ∆. (2.10)
Essa estrutura de análise nos permite estabelecer a relação entre as formulações
primal e dual, dadas em (2.6) e (2.10), respectivamente, embasados pela dualidade
convexa. Neste contexto, levantamos alguns resultados fundamentais associando tais
problemas, que serão enunciados a seguir e encontram-se demonstrados em [39].
Inicialmente, veremos que o problema dual considerado consiste na maximiza-
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ção de uma função côncava num conjunto convexo, ou seja, toda solução local é global
e o conjunto de soluções é convexo. Esse resultado é garantido pelo teorema a seguir.
Teorema 2.2.1 Para qualquer problema primal do tipo (2.6), o conjunto viável ∆ do
problema dual (2.10) é convexo e a função dual ϕ : ∆→ R é côncava.
Demonstração. Veja o Teorema 5.2.1 em [39].
A título de ilustração apresentamos uma interpretação geométrica para o pro-
blema dual, proposta em [52]. Para isso, considere o problema primal na forma
min f(x)
s.a g1(x) ≤ 0
g2(x) ≤ 0
x ∈ X ⊆ R,
e o seu dual como sendo
max
µ≥0
{
min
x∈X
L(x, µ)
}
s.a inf
x∈X
L(x, µ) > −∞,
em que L(x, µ) = f(x) +µ1g1(x) +µ2g2(x). Considere o conjunto I ⊆ R3 a imagem de
X sob as três funções, f, g1 e g2, ou seja, I = {(z1, z2, z3) ∈ R3 | z1 = g1(x), z2 = g2(x)
e z3 = f(x) para algum x ∈ X}. Sobre este conjunto, a formulação equivalente do dual
é dada por
max
µ≥0
{
min
z∈I
L˜(z, µ)
}
s.a inf
z∈I
L˜(z, µ) > −∞,
onde L˜(z, µ) = z3 +µ1z1 +µ2z2. Para valores fixos dos multiplicadores µ¯1 ≥ 0 e µ¯2 ≥ 0,
temos que qualquer curva de nível da função L˜(z, µ¯) corresponde a um plano no R3.
Neste contexto, podemos interpretar geometricamente as soluções dos proble-
mas primal e dual, conforme ilustrado na Figura 2.3. O ponto de interseção de I com
o eixo z3, denotado por P ∗, é a imagem da solução ótima, x∗, do problema primal. A
função dual ϕ(µ) no ponto (µ¯1, µ¯2) corresponde à determinação do plano mais baixo e
paralelo a L˜(z, µ) que intercepta o conjunto I. Isto corresponde ao hiperplano suporte
pi tangente ao conjunto I no ponto P¯ representado. O ponto P ∗ corresponde aos valores
de µ¯1 e µ¯2 que maximizam z3. Portanto, o problema dual consiste na determinação
dos valores de µ¯1 e µ¯2 que definem a inclinação do hiperplano suporte do conjunto I,
tal que a interseção seja com a maior cota, representada por z¯3.
Nem sempre podemos garantir a existência de uma equivalência entre as for-
mulações primal e dual, porém, há uma rica relação entre suas funções objetivo, esta-
belecida no seguinte teorema.
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z1
z2
z3
P¯
P ∗
I
pi
z¯3
Figura 2.3: Representação geométrica do problema dual
Teorema 2.2.2 (Teorema da Dualidade fraca) Para qualquer par de problemas primal
e dual, tem-se que
ϕ(λ, µ) ≤ f(x),∀x ∈ D, ∀(λ, µ) ∈ ∆.
Em particular
w¯ = sup
(λ,µ)∈∆
ϕ(λ, µ) ≤ inf
x∈D
f(x) = v¯.
Demonstração. Veja o Teorema 5.2.2 em [39].
Caso as soluções ótimas sejam distintas, w¯ < v¯, temos que há uma brecha de
dualidade, ou gap de dualidade. No entanto, o próximo teorema nos fornece condições
que garantem a não existência do gap de dualidade, ou seja, quando os valores ótimos
dos problemas primal e dual coincidem.
Teorema 2.2.3 (Teorema da Dualidade Forte) Sejam Ω = Rn, f : Rn → R e g : Rn →
Rm funções convexas e h : Rn → Rl uma função afim. Suponha que o problema primal
(2.6) satisfaça a condição de Slater:
∃ x̂ ∈ Rn tal que h(x̂) = 0 e gi(x̂) < 0, i = 1, . . . ,m.
Se o valor ótimo de (2.6) é finito, ou seja, v¯ > −∞ (por exemplo, quando o problema
primal tem uma solução), então o problema dual (2.9) possui uma solução e não há
gap de dualidade.
Demonstração. Veja o Teorema 5.2.3 em [39].
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Deste modo, vemos que quando as hipóteses do teorema anterior forem satis-
feitas, temos liberdade de escolha do problema a ser resolvido (primal ou dual). Pelo
Teorema 2.2.2, temos garantia de que a função dual avaliada em um ponto viável do
dual sempre fornece uma cota inferior para o valor ótimo do problema primal.
Nosso foco agora é aplicar esta teoria para uma classe particular de problemas.
Temos interesse nessa aplicação, pois se trata do nosso objeto de trabalho e a dualidade
envolvida nos permitirá o desenvolvimento dos algoritmos propostos na tese.
2.2.1 Dualidade aplicada a uma classe de problemas
Considere A1, . . . , An ∈ Rd×m, λ > 0, w ∈ Rd, N = nm, β ∈ RN e a função
P (w) =
1
n
n∑
i=1
φi(A
T
i w) + λg(w), (2.11)
onde φi : Rm → R e g : Rd → R são funções fortemente convexas. Vamos aplicar a
teoria de dualidade sob a consideração de que o problema primal é dado por
min
w∈Rd
P (w), (2.12)
e que pode ser escrito como
min
{
1
n
n∑
i=1
φi(zi) + λg(w)
}
s.a zi − ATi w = 0, i = 1, . . . , n.
(2.13)
Pelo esquema da seção anterior, a função dual deste problema é dada por
ϕ(β) = inf
w∈Rd, zi∈Rm
L(w, z1, . . . , zn, β1, . . . , βn),
em que L(w, z1, . . . , zn, β1, . . . , βn) =
1
n
n∑
i=1
φi(zi) + λg(w) +
n∑
i=1
βTi
(
zi − ATi w
)
. Deste
modo, temos que
ϕ(β) =
n∑
i=1
inf
zi∈Rm
{
βTi zi +
1
n
φi(zi)
}
+ inf
w∈Rd

(
−
n∑
i=1
Aiβi
)T
w + λg(w)

= − 1
n
n∑
i=1
sup
zi∈Rm
{−nβTi zi − φi(zi)}− λ sup
w∈Rd

(
n∑
i=1
Aiβi
λ
)T
w − g(w)

= − 1
n
n∑
i=1
φ∗i (−nβi)− λg∗
(
1
λ
n∑
i=1
Aiβi
)
,
(2.14)
em que φ∗i e g∗ são as conjugadas de φi e g, respectivamente, obtidas de acordo com a
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Definição 2.1. Além disso, fazendo uma mudança de variáveis da forma αi = nβi, com
i = 1, . . . , n, podemos escrever que
ϕ(β)
def
= D(α) = − 1
n
n∑
i=1
φ∗i (−αi)− λg∗
(
1
λn
n∑
i=1
Aiαi
)
. (2.15)
Como D(α) > −∞ para todo α, o problema dual de (2.12) é dado por
max
α∈RN
D(α). (2.16)
No capítulo a seguir estabelecemos o problema a ser tratado, assim como os
métodos propostos para a sua resolução. Mostraremos que os problemas primal e dual
considerados são casos particulares dos problemas (2.12) e (2.16), respectivamente.
Veremos que, para estes casos, os Teoremas 2.2.2 e 2.2.3 serão válidos.
Capítulo 3
Métodos Propostos
Neste capítulo apresentaremos a formulação primal-dual do problema Ridge
Regression, foco da pesquisa. Discutiremos a sistematização dos métodos propostos
neste trabalho para a resolução do problema, os quais nomeamos algoritmos SRP e
acc-SRP. Tais algoritmos serão estabelecidos no formato ponto fixo e, a partir disso,
discutiremos as propriedades da análise de convergência teórica. Destacamos que a
relevância teórica do trabalho está embasada no tratamento do problema na versão
primal-dual. Por simplificação de notação, denotamos ‖·‖2 por ‖·‖ e empregamos uma
notação conveniente para os parâmetros.
3.1 O problema
Inicialmente, considere matrizes A1, . . . , An ∈ Rd×m, vetores y1, . . . , yn ∈ Rm e
um parâmetro de regularização λ > 0. Denotamos
A = (A1 · · · An) ∈ Rd×N e y = (yT1 · · · yTn )T ∈ RN , (3.1)
onde N = nm. Neste trabalho, consideramos o problema de minimização regularizado
min
w∈Rd
P (w)
def
=
1
2n
‖ATw − y‖2 + λ
2
‖w‖2 (3.2)
e associamos o problema dual
max
α∈RN
D(α)
def
= − 1
2n2λ
‖Aα‖2 − 1
2n
‖α‖2 + 1
n
αTy. (3.3)
Mostraremos que os problemas (3.2) e (3.3) são casos particulares de (2.12)
e (2.16), respectivamente, e conforme discutido no Capítulo 2, formam um par de
problemas primal-dual. Note que devido à sua natureza o problema (3.2) pode ser
tratado como um problema do tipo Ridge Regression, conforme destacado na Seção 1.3,
por ser a minimização de uma espécie de média de funções convexas suaves penalizada
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sob uma função fortemente convexa.
Sendo assim, nosso objetivo é analisar o par de problemas primal-dual por meio
de uma mistura das variáveis primais e duais, a fim de englobarmos as vantagens em se
trabalhar com tais variáveis, conjuntamente. Para isso, definindo x =
(
w
α
)
∈ Rd+N ,
nosso problema primal-dual tem natureza fortemente convexa e quadrática, consistindo
na minimização do gap de dualidade, expresso por
min
x∈Rd+N
f(x) = P (w)−D(α), (3.4)
em que P eD são definidas em (3.2) e (3.3), respectivamente. Considerando o problema
no formato geral, dado em (3.4), apresentamos a seguir algumas discussões acerca das
características de otimalidade e dualidade sob o mesmo e a relação de equivalência
entre as formulações primal e dual, no contexto de dualidade convexa.
3.1.1 Condições de otimalidade e relações de dualidade
A princípio, note que para o problema dado em (3.4), temos que
∇f(x) =

1
n
A
(
ATw − y)+ λw
1
n2λ
ATAα +
1
n
α− 1
n
y
 , (3.5)
e, a condição de otimalidade, ∇f(x) = 0, pode ser reescrita como 1nAAT + λI 0
0
1
n2λ
ATA+
1
n
I
( w
α
)
=
1
n
(
Ay
y
)
. (3.6)
Neste formato matricial, com λ, n > 0, podemos verificar que a matriz dos coeficientes
do sistema é definida positiva, o que implica na existência e unicidade da solução do
sistema, a qual representamos por x∗ =
(
w∗
α∗
)
∈ Rd+N .
Para discutir as relações que envolvem os problemas (3.2) e (3.3), buscamos
reescrever as funções P (w) eD(α), convenientemente, usando os conceitos de dualidade
convexa apresentados no Capítulo 2.
Neste contexto, com base nas características da matriz A ∈ Rd×N e dos vetores
y ∈ RN e w ∈ Rd, podemos escrever que
ATw − y =

AT1w − y1
AT2w − y2
...
ATnw − yn
 ,
Convergência dos métodos SRP e acc-SRP 25
o que nos leva a ∥∥ATw − y∥∥2 = n∑
i=1
∥∥ATi w − yi∥∥2 .
Assim, usando este fato, podemos reescrever P como
P (w) =
1
n
n∑
i=1
φi(A
T
i w) + λg(w),
conforme definido em (2.11), em que
φi(z) =
1
2
‖z − yi‖2 e g(w) = 1
2
‖w‖2. (3.7)
Similarmente, com o intuito de reescrevermos a função D, devemos encontrar
as conjugadas das funções φi e g. Usando a função φi, definida em (3.7), e a definição
de Conjugada de Fenchel (Definição 2.1), podemos escrever que
φ∗i (s) = sup
z∈Rm
{
sT z − 1
2
‖z − yi‖2
}
. (3.8)
Como a função h(z) def= sT z− 1
2
‖z−yi‖2 é quadrática côncava, o ponto crítico z¯ = s+yi
é maximizador, e assim, concluímos que
φ∗i (s) = h(z¯) =
1
2
‖s‖2 + sTyi. (3.9)
Analogamente, podemos verificar que a conjugada da função g, definida em
(3.7), é dada por
g∗(u) =
1
2
‖u‖2 (3.10)
e, assim, podemos reescrever D(α), definida em (3.3), como
D(α) = − 1
2n2λ
‖Aα‖2 − 1
2n
‖α‖2 + 1
n
αTy
= − 1
2n2λ
∥∥∥∥∥
n∑
i=1
Aiαi
∥∥∥∥∥
2
− 1
2n
n∑
i=1
‖αi‖2 − 1
n
n∑
i=1
(−αi)Tyi
= −λ
2
∥∥∥∥∥ 1nλ
n∑
i=1
Aiαi
∥∥∥∥∥
2
− 1
2n
n∑
i=1
‖αi‖2 − 1
n
n∑
i=1
(−αi)Tyi
= −λg∗
(
1
nλ
n∑
i=1
Aiαi
)
− 1
n
n∑
i=1
(
1
2
‖ − αi‖2 + (−αi)Tyi
)
= −λg∗
(
1
nλ
n∑
i=1
Aiαi
)
− 1
n
n∑
i=1
φ∗i (−αi)
(3.11)
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conforme função estabelecida em (2.15). Assim, estabelecemos a equivalência entre o
par de problemas (3.2) e (3.3) com (2.12) e (2.16), respectivamente, comprovando a
relação primal-dual entre as formulações.
Se definirmos
α¯ =
1
nλ
n∑
i=1
Aiαi, (3.12)
o gap de dualidade entre os problemas (3.2) e (3.3) pode ser reescrito como
P (w)−D(α) = λ(g(w)+g∗(α¯)−wT α¯)+ 1
n
n∑
i=1
(
φi(A
T
i w)+φ
∗
i (−αi)+αTi ATi w
)
. (3.13)
Além disso, note que a partir da definição de função conjugada podemos es-
crever que
g∗(α¯) ≥ wT α¯− g(w). (3.14)
Analogamente,
φ∗i (−αi) ≥ −αTi ATi w − φi(ATi w). (3.15)
Assim, usando (3.14) e (3.15) em (3.13), podemos então concluir que
P (w)−D(α) ≥ 0,
ou seja, comprovamos a dualidade fraca, dada pelo Teorema 2.2.2.
Podemos, também, verificar que a dualidade forte, Teorema 2.2.3, é equivalente
a
w = ∇g∗(α¯) e αi = −∇φi(ATi w). (3.16)
Para comprovar isso, basta aplicar a Proposição 2.4 para as funções g e φi. Em virtude
de (3.7), (3.10) e (3.12) podemos reescrever (3.16) como
w = α¯ =
1
nλ
Aα e α = y − ATw,
que é exatamente uma forma diferente para reescrever a solução do sistema (3.6).
Baseado neste contexto de dualidade convexa, mostraremos a seguir novas
metodologias aplicadas ao problema primal-dual de Ridge Regression, definido em (3.4).
Nosso diferencial consiste em trabalhar com a formulação primal-dual recaindo em
um problema no formato ponto fixo, sob o qual analisamos a convergência linear.
Apresentamos a seguir o método SRP, e uma reformulação acelerada, nomeada método
acc-SRP, propostos neste trabalho.
Convergência dos métodos SRP e acc-SRP 27
3.2 O método SRP
O método SRP foi estabelecido a partir da condição de otimalidade do pro-
blema (3.4) no formato matricial, dado em (3.6). Multiplicando a equação (3.6) por
θ
λ
, para θ, λ > 0, e adicionando o vetor
(
w
α
)
em ambos os membros da equação,
recaímos no sistema 
w = w − θw − θ
nλ
AATw +
θ
nλ
Ay
α = α− θ
nλ
α− θ
(nλ)2
ATAα +
θ
nλ
y
,
que pode ser reescrito no formato
x = G(θ)x+ θb, (3.17)
em que x =
(
w
α
)
, b =
1
nλ
(
Ay
y
)
e
G(θ) =
 (1− θ) I −
θ
nλ
AAT 0
0
(
1− θ
nλ
)
I − θ
(nλ)2
ATA
 . (3.18)
Usando a relação (3.17) podemos estabelecer o algoritmo a seguir.
Algoritmo 3.1 Método SRP
dados: x0 ∈ Rd+N ; θ > 0;
inicialização: k = 0
repita
xk+1 = G(θ)xk + θb
k = k + 1
Uma vez que a solução x∗ do problema satisfaz a relação (3.17), podemos
utilizar as relações xk+1 = G(θ)xk + θb e x∗ = G(θ)x∗ + θb, iterativamente, e verificar
que
x1 − x∗ = G(θ)(x0 − x∗)
x2 − x∗ = G(θ)(x1 − x∗) = G(θ)2(x0 − x∗)
...
xk − x∗ = G(θ)(xk−1 − x∗) = G(θ)k(x0 − x∗),
(3.19)
o que nos permite escrever que
∥∥xk − x∗∥∥ ≤ ∥∥G(θ)k∥∥∥∥x0 − x∗∥∥ . (3.20)
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Sendo assim, nosso objetivo é encontrar um limite para o espectro da matriz
G(θ), a fim de garantir a convergência do algoritmo tendo como base (3.20). Neste
contexto, definimos o raio espectral de uma matriz G ∈ Rq×q por
ρ(G) = max {|ζ| | ζ é um autovalor de G} .
Uma relação que leva em consideração o espectro de uma matriz é dada por meio do
seguinte resultado.
Teorema 3.1 Seja G ∈ Rq×q. Então, lim
k→∞
Gk = 0 se, e somente se, ρ(G) < 1.
Demonstração. Veja o Teorema 5.6.12 em [37].
Matrizes G ∈ Rq×q tais que lim
k→∞
Gk = 0 são chamadas convergentes e por isso
são de extrema importância na análise da convergência de processos iterativos. Com
base em tais resultados podemos então afirmar que a convergência do Algoritmo 3.1
dependerá do espectro da matriz G(θ). Mais precisamente, há garantia de convergência
se o raio espectral de G(θ) é menor do que 1, pois, neste caso, temos que G(θ)k → 0 e,
usando (3.20) ∥∥xk − x∗∥∥→ 0.
Além disso, a convergência é linear tendo em vista (3.19).
Utilizando, então, o Teorema 3.1 realizamos a seguir um estudo sobre as ga-
rantias de convergência do Algoritmo SRP, baseado nos autovalores da matriz G(θ).
3.2.1 Análise de convergência do Método SRP
Os autovalores da matriz G(θ), definida em (3.18), podem ser calculados a
partir da análise da sua estrutura especial. Para isso definimos, a partir dos blocos
diagonais, duas matrizes
G1(θ) = (1− θ) I − θ
nλ
AAT e G2(θ) =
(
1− θ
nλ
)
I − θ
(nλ)2
ATA, (3.21)
e os autovalores da matriz G(θ) passam a ser exatamente a união dos autovalores de
G1(θ) e G2(θ), calculados separadamente. Além disso, pelas características de tais
matrizes, seus autovalores podem ser obtidos por meio dos autovalores das matrizes
AAT e ATA, pois os parâmetros θ, λ, e n são constantes. Assumimos aqui uma hipótese
que ocorre em muitas aplicações práticas no contexto de regressão que é d < n ≤ N .
Para estabelecer tais resultados, considere a decomposição em valores singula-
res da matriz A, que nos permite escrever que
A = UΣV T (3.22)
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em que U ∈ Rd×d e V ∈ RN×N são matrizes ortogonais e
Σ =
(
Σ˜ 0
0 0
)
, (3.23)
com Σ˜ = diag(σ1, . . . , σp), onde σ1 ≥ · · · ≥ σp > 0 representam os valores singulares
da matriz A. Usando o fato de que os valores singulares de A correspondem às raízes
quadradas dos autovalores não nulos das matrizes AAT ou ATA e, substituindo (3.22)
em (3.21), concluímos que se posto(A) < d então os autovalores de G(θ) são{
1− θ − θσ
2
j
nλ
}
∪
{
1− θ
nλ
− θσ
2
j
(nλ)2
}
∪
{
1− θ, 1− θ
nλ
}
, j = 1, . . . , p. (3.24)
Por outro lado, se posto(A) = d, então a matriz AAT não possui autovalores nulos.
Logo, os autovalores de G(θ) são dados por{
1− θ − θσ
2
j
nλ
}
∪
{
1− θ
nλ
− θσ
2
j
(nλ)2
}
∪
{
1− θ
nλ
}
, j = 1, . . . , p. (3.25)
Note que a existência do autovalor
{
1− θ
nλ
}
não é afetada pelo posto de A
pois, pela definição de A, a matriz ATA sempre possuirá autovalores nulos. Assim, ob-
tidos os autovalores de G(θ), podemos estabelecer o intervalo de variação do parâmetro
θ para o qual o raio espectral de G(θ) seja menor que 1 e, consequentemente, garantir
a convergência linear do algoritmo. Esse resultado é estabelecido no teorema a seguir.
Teorema 3.2 Seja x0 ∈ Rd+N um ponto inicial arbitrário e considere a sequência
(xk)k∈N gerada pelo Algoritmo 3.1 com nλ ≥ 1 e θ ∈
(
0,
2nλ
nλ+ σ21
)
. Então, a sequência
(xk) converge linearmente para a solução do problema (3.4) com taxa de convergência
ρ(θ) = max
{∣∣∣∣1− θ − θσ21nλ
∣∣∣∣ , ∣∣∣∣1− θnλ
∣∣∣∣} .
Além disso, se escolhermos θ∗=
2nλ
nλ+ σ21 + 1
, a taxa de convergência será ótima e dada
por
ρ∗ =
σ21 + nλ− 1
σ21 + nλ+ 1
.
Demonstração. Com base nos autovalores da matriz G(θ) considere, sem perda de
generalidade, funções modulares na variável θ, definidas por
y1 = |1− cθ| , y2 =
∣∣∣1− c
nλ
θ
∣∣∣ , y3 = |1− θ| e y4 = ∣∣∣∣1− 1nλθ
∣∣∣∣ ,
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em que c = 1 +
σ21
nλ
, onde σ1 representa o maior valor singular de A. Os zeros dessas
funções são
θ1 =
1
c
, θ2 =
nλ
c
, θ3 = 1 e θ4 = nλ,
respectivamente. Uma representação gráfica para tais funções pode ser observada na
Figura 3.1.
θ
y(θ)
1
1
c 1 nλ
nλ
c
y1
y3
y4
y2
Figura 3.1: Representação das funções yi(θ), i = 1, 2, 3, 4 para o caso em que nλ ≥ 1.
Note que θ1 ≤ θ3 ≤ θ4 e θ1 ≤ θ2 ≤ θ4. Além disso, o zero da função y2
dependerá do valor de σ1. Como o raio espectral da matriz G(θ) é dado por
max
1≤i≤4
{yi(θ)} ,
é fácil ver que y2 e y3 não interferem no cálculo do raio espectral. Sendo assim, sem
perda de generalidade, para o caso nλ ≥ 1, não há interferência do posto de A na
análise, e o raio espectral de G(θ) passa a ser definido por
ρ(θ) = max {y1(θ), y4(θ)} ,
sendo explicitado graficamente na Figura 3.2.
Para obter a convergência linear, note que
∥∥xk+1 − x∗∥∥ ≤ ‖G(θ)‖∥∥xk − x∗∥∥ = ρ(θ)∥∥xk − x∗∥∥ ,
e a última igualdade é válida pois G(θ) é simétrica. Além disso, temos que ρ(θ) < 1, se
e somente se, cθ−1 < 1, o que implica que θ ∈
(
0,
2nλ
nλ+ σ21
)
, comprovando a primeira
afirmação.
Para finalizar a prova, note que pelo comportamento da função ρ(θ), o seu
minimizador é calculado por meio da igualdade 1− θ
nλ
= cθ − 1, resultando em θ∗ =
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θ
y(θ)
1
1
c 1 nλ
nλ
c
θ∗
y1
y3
y4
y2
ρ(θ)
Figura 3.2: Representação da função ρ para o caso em que nλ ≥ 1.
2nλ
nλ+ σ21 + 1
. Além disso, usando o valor ótimo, θ∗, obtemos a taxa de convergência
ótima ρ∗ =
σ21 + nλ− 1
σ21 + nλ+ 1
, completando a prova.
Analogamente, podemos descrever o resultado da convergência para o caso em
que nλ < 1. No entanto, agora a análise será influenciada pelo posto de A, pois a
função y3 também poderá definir a função ρ(θ). Uma representação gráfica para as
funções yi, com i = 1, 2, 3, 4, para o caso em que posto(A) < d, e para a função ρ(θ) é
dada na Figura 3.3.
θ
y(θ)
1
nλ
c
1
c
1nλθ∗
y2
y1
y3
y4
Figura 3.3: Representação das funções yi(θ), i = 1, 2, 3, 4 para nλ < 1 e posto(A) < d.
Para o caso em que posto(A) = d, não há existência do autovalor nulo para
AAT , logo, 1 − θ não é autovalor de G(θ). A função ρ(θ) para este caso, passa a ser
dividida em dois casos:
1
c
≤ nλ < 1 e nλ < 1
c
, conforme podemos observar na Figura
3.4.
Analogamente ao que foi feito no Teorema 3.2, podemos estender os resultados
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θ
y(θ)
1
nλ
c
1
c
nλθ∗
y2
y1
y4
ρ(θ)
(a) Caso 1c ≤ nλ < 1
θ
y(θ)
1
nλ
c
1
c
nλθ∗
y2
y1
y4
(b) Caso nλ < 1c
Figura 3.4: Representação das funções yi(θ) para nλ < 1 e posto(A) = d
para os demais casos, resultando em três novos teoremas. Por simplificação, optamos
apenas por explicitar os resultados. Sendo assim, resumimos as características espec-
trais para os casos em que posto(A) < d e os apresentamos por meio da Tabela 3.1.
posto(A) < d Intervalo ρ(θ) ρ∗ θ∗
nλ ≥ 1
(
0,
2nλ
nλ+ σ21
)
max
{∣∣∣∣1− θ − θσ21nλ
∣∣∣∣ , ∣∣∣∣1− θnλ
∣∣∣∣} σ21 + nλ− 1σ21 + nλ+ 1 2nλnλ+ σ21 + 1
nλ < 1
(
0,
2(nλ)2
nλ+ σ21
)
max
{∣∣∣∣1− θnλ − θσ21(nλ)2
∣∣∣∣ , |1− θ|} σ21 + nλ− (nλ)2σ21 + nλ+ (nλ)2 2(nλ)
2
σ21 + nλ+ (nλ)
2
Tabela 3.1: Propriedades de convergência do método SRP quando posto(A) < d
Na Tabela 3.2 apresentamos também as características espectrais para os casos
em que posto(A) = d.
posto(A) = d Intervalo ρ(θ) ρ∗ θ∗
nλ ≥ 1
(
0,
2nλ
nλ+ σ21
)
max
{∣∣∣∣1− θ − θσ21nλ
∣∣∣∣ , ∣∣∣∣1− θnλ
∣∣∣∣} σ21 + nλ− 1σ21 + nλ+ 1 2nλnλ+ σ21 + 1
1
c
≤ nλ < 1
(
0,
2(nλ)2
nλ+ σ21
)
max
{∣∣∣∣1− θnλ − θσ21(nλ)2
∣∣∣∣ , ∣∣∣∣1− θnλ
∣∣∣∣} σ21σ21 + 2nλ 2(nλ)
2
σ21 + 2nλ
nλ < 1
c
(
0,
2(nλ)2
nλ+ σ21
)
max
{∣∣∣∣1− θnλ − θσ21(nλ)2
∣∣∣∣ , ∣∣∣∣1− θ(1 + σ21nλ
)∣∣∣∣} 1− nλ1 + nλ 2(nλ)2(σ21 + nλ)(nλ+ 1)
Tabela 3.2: Propriedades de convergência do método SRP quando posto(A) = d
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Completamos, assim, a análise de convergência do Algoritmo 3.1 aplicado na
resolução do problema definido em (3.4). Neste mesmo contexto, propomos uma versão
acelerada para esse método, nomeada Método acc-SRP, discutida a seguir.
3.3 O método acc-SRP
Partindo do fato de que a solução ótima do nosso problema primal-dual, dado
em (3.4), satisfaz a relação (3.17), a idéia aqui consiste em considerar um sistema
aumentado e equivalente dado por{
x = z
x = G(θ)x+ θb
. (3.26)
Considerando um parâmetro não nulo γ ∈ R, multiplicando a primeira equação
por 1− γ e a segunda por γ, podemos escrever que{
x = (1− γ)z + γ(G(θ)x+ θb)
z = G(θ)x+ θb
, (3.27)
o que nos sugere o seguinte algoritmo.
Algoritmo 3.2 Método acc-SRP
dados: x0, z0 ∈ Rd+N ; θ, γ > 0;
inicialização: k = 0
repita
xk+1 = (1− γ)zk + γ(G(θ)xk + θb)
zk+1 = G(θ)xk + θb
k = k + 1
Note que se as sequências (xk) e (zk) convergem, digamos xk → x¯ e zk → z¯,
então x¯ = z¯ =
(
w∗
α∗
)
. De fato, temos que xk+1 → x¯ e zk+1 → z¯. Por outro lado,
xk+1 = (1− γ)zk + γ (G(θ)xk + θb)→ (1− γ)z¯ + γ (G(θ)x¯+ θb)
e
zk+1 = G(θ)xk + θb→ G(θ)x¯+ θb.
Portanto, (1 − γ)z¯ + γ (G(θ)x¯+ θb) = x¯ e G(θ)x¯ + θb = z¯, donde segue a afirmação.
Mostraremos a seguir que de fato as sequências (xk) e (zk) são convergentes. Além disso,
numericamente, veremos que esta reformulação conduz a uma vantagem computacional
significativa, uma vez que podemos alcançar uma convergência mais rápida em função
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da escolha do parâmetro γ. Analisaremos, a seguir, a convergência téorica do algoritmo
proposto.
3.3.1 Análise de convergência do Método acc-SRP
Nesta seção realizamos um estudo referente à convergência do Algoritmo 3.2.
O objetivo é, para certos valores de γ, encontrar todos os valores do parâmetro θ para
os quais há garantia de convergência para o algoritmo, assim como definirmos a taxa
de convergência.
Para isso, note inicialmente que o Algoritmo 3.2 também pode ser visto no
formato ponto fixo, uma vez que podemos escrever cada iteração do algoritmo na
forma compacta
vk+1 = Hγ(θ)v
k + r, (3.28)
em que v =
(
x
z
)
, r =
(
γθb
θb
)
e
Hγ(θ) =
(
γG(θ) (1− γ)I
G(θ) 0
)
. (3.29)
Assim, semelhante ao que foi discutido no Método SRP, em (3.19), podemos escrever
que
vk − v∗ = Hγ(θ)(vk−1 − v∗), (3.30)
em que v∗ =
(
x∗
x∗
)
. Dessa forma, a convergência do Algoritmo 3.2 dependerá das
propriedades espectrais da matriz de iteração Hγ(θ). Por uma questão de simplificação
de notação denotaremos, a partir de agora, Hγ(θ) por H e G(θ), G1(θ) e G2(θ) por G,
G1 e G2, respectivamente.
Assim, substituindo a matriz G, definida em (3.18), em (3.29) podemos escre-
ver que
H =

γG1 0 (1− γ)I 0
0 γG2 0 (1− γ)I
G1 0 0 0
0 G2 0 0
 , (3.31)
em que G1 e G2 foram definidas em (3.21). Para a análise dos autovalores da matriz
H, nos lemas a seguir, definimos q = p+ 1, σq = 0 e
µ1j = 1 +
σ2j
nλ
, µ2j =
1
nλ
(
1 +
σ2j
nλ
)
, j = 1, . . . , q. (3.32)
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Além disso, definimos as funções δij : [0,∞)→ R, i = 1, 2, j = 1, . . . , q por
δij(θ) = γ
2(1− µijθ)2 + 4(1− γ)(1− µijθ), (3.33)
e consideramos o seguinte resultado.
Proposição 3.3 Seja Qj ∈ Rl×l, j = 1, 2, 3, 4 matrizes diagonais cujos componentes
das diagonais são α, β, χ, κ,∈ Rl, respectivamente. Então
det
(
Q1 Q2
Q3 Q4
)
=
l∏
j=1
(αjκj − βjχj) .
Demonstração. Note que para l = 1, Qj ∈ R, j = 1, 2, 3, 4. Assim, por definição, temos
que
det
(
α β
χ κ
)
= ακ− βχ. (3.34)
Supondo agora o resultado válido para l, considere Qj ∈ R{l+1}×{l+1} e a matriz
R =

α1 0 · · · 0 0 β1 0 · · · 0 0
0 α2 · · · 0 0 0 β2 · · · 0 0
...
... . . .
...
...
...
... . . .
...
...
0 0 · · · αl 0 0 0 · · · βl 0
0 0 · · · 0 αl+1 0 0 · · · 0 βl+1
χ1 0 · · · 0 0 κ1 0 · · · 0 0
0 χ2 · · · 0 0 0 κ2 · · · 0 0
...
... . . .
...
...
...
... . . .
...
...
0 0 · · · χl 0 0 0 · · · κl 0
0 0 · · · 0 χl+1 0 0 · · · 0 κl+1

.
Note que permutando algumas linhas podemos escrever que
R
′
=

α1 0 · · · 0 0 β1 0 · · · 0 0
0 α2 · · · 0 0 0 β2 · · · 0 0
...
... . . .
...
...
...
... . . .
...
...
0 0 · · · αl 0 0 0 · · · βl 0
χ1 0 · · · 0 0 κ1 0 · · · 0 0
0 χ2 · · · 0 0 0 κ2 · · · 0 0
...
... . . .
...
...
...
... . . .
...
...
0 0 · · · χl 0 0 0 · · · κl 0
0 0 · · · 0 αl+1 0 0 · · · 0 βl+1
0 0 · · · 0 χl+1 0 0 · · · 0 κl+1

,
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e, novamente, permutando colunas, temos que a matriz resultante é
R
′′
=

α1 0 · · · 0 β1 0 · · · 0 0 0
0 α2 · · · 0 0 β2 · · · 0 0 0
...
... . . .
...
...
... . . .
...
...
...
0 0 · · · αl 0 0 · · · βl 0 0
χ1 0 · · · 0 κ1 0 · · · 0 0 0
0 χ2 · · · 0 0 κ2 · · · 0 0 0
...
... . . .
...
...
... . . .
...
...
...
0 0 · · · χl 0 0 · · · κl 0 0
0 0 · · · 0 0 0 · · · 0 αl+1 βl+1
0 0 · · · 0 0 0 · · · 0 χl+1 κl+1

.
Como o número total de permutações é par, o determinante da matriz resultante é
igual ao determinante da matriz original. Portanto,
det(R) =
l∏
j=1
(αjκj − βjχj) (αl+1κl+1 − βl+1χl+1) =
l+1∏
j=1
(αjκj − βjχj) .
Podemos agora determinar os autovalores da matriz H.
Lema 3.4 Os autovalores da matriz H, definida em (3.31), são dados por{
γ(1− µijθ)±
√
δij(θ)
2
, i = 1, 2, j = 1, . . . , q
}
. (3.35)
Demonstração. Realizando algumas permutações nas linhas e colunas da matriz tI−H,
podemos observar que o polinômio característico da matrizH pode ser construído como
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p(t) = det

tI − γG1 0 (γ − 1)I 0
0 tI − γG2 0 (γ − 1)I
−G1 0 tI 0
0 −G2 0 tI

= (−1)dN det

tI − γG1 0 (γ − 1)I 0
−G1 0 tI 0
0 tI − γG2 0 (γ − I) I
0 −G2 0 tI

= (−1)dN(−1)dN det

tI − γG1 (γ − 1)I 0 0
−G1 tI 0 0
0 0 tI − γG2 (γ − 1)I
0 0 −G2 tI

= det(H1) det(H2),
(3.36)
em que H1 =
(
tI − γG1 (γ − 1)I
−G1 tI
)
e H2 =
(
tI − γG2 (γ − 1)I
−G2 tI
)
.
Veremos agora como efetuar o cálculo dos determinantes das matrizes H1 e
H2. Inicialmente, considerando a matriz H1 e substituindo G1, conforme definido em
(3.21), obtemos que
H1 =

(
t− γ (1− θ)
)
I +
γθ
nλ
AAT (γ − 1) I
(θ − 1) I + θ
nλ
AAT tI
 .
Definindo as variáveis auxiliares reais
a = t− γ(1− θ), b = γθ
nλ
, c = γ − 1, r = θ − 1, s = θ
nλ
, (3.37)
e usando a decomposição em valores singulares de A, dada em (3.22), podemos escrever
que
H1 =
(
U 0
0 U
)(
aI + bΣΣT cI
rI + sΣΣT tI
)(
UT 0
0 UT
)
.
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Pelo fato de U ∈ Rd×d ser ortogonal e usando propriedades de determinantes, obtemos
det(H1) = det
(
U 0
0 U
)
det
(
aI + bΣΣT cI
rI + sΣΣT tI
)
det
(
UT 0
0 UT
)
= det
(
U 0
0 U
)
det
(
UT 0
0 UT
)
det
(
aI + bΣΣT cI
rI + sΣΣT tI
)
= det
((
U 0
0 U
)(
UT 0
0 UT
))
det
(
aI + bΣΣT cI
rI + sΣΣT tI
)
= det
(
aI + bΣΣT cI
rI + sΣΣT tI
)
.
(3.38)
Além disso, usando (3.23), temos que
det(H1) = det
(
aI + bΣΣT cI
rI + sΣΣT tI
)
= det

aI + bΣ˜2 0 cI 0
0 aI 0 cI
rI + sΣ˜2 0 tI 0
0 rI 0 tI
. (3.39)
Permutando, novamente, linhas e colunas podemos escrever que
det(H1) = det

aI + bΣ˜2 0 cI 0
0 aI 0 cI
rI + sΣ˜2 0 tI 0
0 rI 0 tI
 = det

aI + bΣ˜2 cI 0 0
rI + sΣ˜2 tI 0 0
0 0 aI cI
0 0 rI tI
 . (3.40)
Note que a matriz resultante é diagonal em blocos. Considerando a Proposição
3.3, o cálculo do determinante da matriz H1 resulta em
det (H1) = (at− cr)d−p
p∏
j=1
(
at+ bσ2j t− cr − csσ2j
)
e, substituindo as variáveis definidas em (3.37), temos que
det (H1) =
(
t2 − γ(1− θ)t− (θ − 1)(γ − 1)
)d−p
×
×
p∏
j=1
[
t2 − γ
(
1− θ − θσ
2
j
nλ
)
t− (1− γ)
(
1− θ − θσ
2
j
nλ
)]
.
Analogamente, podemos realizar o cálculo do determinante da matriz H2, re-
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sultando em
det(H2) =
(
t2 − γ
(
1− θ
nλ
)
t−
(
θ
nλ
− 1
)
(γ − 1)
)N−p
×
×
p∏
j=1
[
t2 − γ
(
1− θ
nλ
− θσ
2
j
(nλ)2
)
t− (1− γ)
(
1− θ
nλ
− θσ
2
j
(nλ)2
)]
.
Logo, usando (3.36), o polinômio característico da matriz H é dado por
p(t) =
(
t2 − γ(1− θ)t− (θ − 1)(γ − 1)
)d−p
×
×
(
t2 − γ
(
1− θ
nλ
)
t−
(
θ
nλ
− 1
)
(γ − 1)
)N−p
×
×
p∏
j=1
[
t2 − γ
(
1− θ − θσ
2
j
nλ
)
t− (1− γ)
(
1− θ − θσ
2
j
nλ
)]
×
×
p∏
j=1
[
t2 − γ
(
1− θ
nλ
− θσ
2
j
(nλ)2
)
t− (1− γ)
(
1− θ
nλ
− θσ
2
j
(nλ)2
)]
,
e o resultado segue pelas definições (3.32) e (3.33).
A partir de agora, denotaremos os autovalores dados em (3.35) por
λ−ij(θ) =
γ(1− µijθ)−
√
δij(θ)
2
e λ+ij(θ) =
γ(1− µijθ) +
√
δij(θ)
2
(3.41)
para i = 1, 2, j = 1, . . . , q e assumiremos que γ ∈ (1, 2).
A fim de identificar possíveis padrões de comportamento, realizamos a análise
gráfica dos autovalores da matriz H como funções de θ no plano complexo, conforme
ilustra a Figura 3.5. Note que, os autovalores são números reais ou complexos, de
acordo com o sinal da função δij. Além disso, podemos observar que uma parte da
trajetória é descrita por um segmento de reta, seguida por uma circunferência que
passa pela origem do plano complexo e, em seguida, por um segmento de reta ou por
uma semi-reta, dependendo da direção. Ainda, para certos valores de θ, os autovalores
tendem a −∞ por um lado, e pelo outro, se aproximam de um certo valor real no
intervalo (0, 1).
Nosso objetivo, então, é sistematizar esse comportamento, a fim de auxiliar a
Convergência dos métodos SRP e acc-SRP 40
−1 1
1 1 1
1 1 1
1 1
1 1 1
−1 −1
−1−1−1
0
0 0 0
0 0
0 0 0
000
Figura 3.5: Representação do comportamento dos autovalores como funções de θ
análise de convergência do método acc-SRP. Usando o fato de que
lim
θ→∞
λ+ij(θ) = lim
θ→∞
√
γ2(µijθ − 1)2 + 4(γ − 1)(µijθ − 1)− γ(µijθ − 1)
2
= lim
θ→∞
2(γ − 1)(µijθ − 1)√
γ2(µijθ − 1)2 + 4(γ − 1)(µijθ − 1) + γ(µijθ − 1)
= lim
θ→∞
2(γ − 1)√
γ2 + 4
(γ − 1)
(µijθ − 1) + γ
=
γ − 1
γ
,
(3.42)
podemos dizer que os autovalores λ+ij(θ) começam a trajetória no ponto (1, 0) e tendem
para
(
γ−1
γ
, 0
)
. Mais precisamente, podemos observar que, para cada par (i, j) fixado,
para θ variando de 0 até +∞, os autovalores λ+ij(θ) percorrem o caminho descrito pela
Figura 3.6(a).
Por outro lado, os autovalores λ−ij(θ) iniciam a trajetória no ponto (γ − 1, 0)
indo em direção a −∞, conforme destacado na Figura 3.6(b). Quando os autovalores
são complexos, eles percorrem a circunferência de raio γ−1
γ
centrada no ponto
(
γ−1
γ
, 0
)
.
Além disso, observamos que para i e θ fixados, os autovalores obedecem a uma fila
liderada por λ−i1(θ), seguido por λ
−
i2(θ), e assim sucessivamente. O mesmo ocorre com
λ+ij(θ).
A partir de agora, buscamos formalizar tais afirmações por meio de resultados
teóricos. Para isso, observe que os zeros das funções quadráticas δij, definidas em
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re(λ+)
Imag(λ+)
1γ−1
γ
(a) λ+ij , i = 1, 2, j = 1, . . . , q
re(λ−)
Imag(λ−)
γ−1
γ
γ − 1
(b) λ−ij , i = 1, 2, j = 1, . . . , q
Figura 3.6: A trajetória descrita pelos autovalores
(3.33), são dados por
θ−ij =
(
γ − 2
γ
)2
1
µij
e θ+ij =
1
µij
, (3.43)
com θ−ij < θ
+
ij . Note que os autovalores, λ
−
ij(θ) ou λ
+
ij(θ), i = 1, 2, j = 1, . . . , q, iniciam o
caminho sendo números reais, em seguida tornam-se complexos e novamente, tornam-
se reais. O resultado a seguir estabelece os valores de θ para os quais ocorrem tais
variações numéricas.
Lema 3.5 Considere os autovalores λ−ij(θ) e λ
+
ij(θ), definidos em (3.41), para i e j
fixados. Então, para γ ∈ (1, 2)
(i) Se θ ∈ [0, θ−ij ] os autovalores são números reais e
γ − 1 ≤ λ−ij(θ) ≤ 2
(
γ − 1
γ
)
≤ λ+ij(θ) ≤ 1;
(ii) Se θ ∈ (θ−ij , θ+ij) os autovalores são números complexos e∣∣∣∣λ−ij(θ)− γ − 1γ
∣∣∣∣ = ∣∣∣∣λ+ij(θ)− γ − 1γ
∣∣∣∣ = γ − 1γ ;
(iii) Se θ ≥ θ+ij os autovalores voltam a ser números reais e
λ−ij(θ) ≤ −λ+ij(θ) ≤ 0 ≤ λ+ij(θ) ≤
γ − 1
γ
.
Demonstração. (i) Inicialmente, note que δij(θ) ≥ 0 para todo θ ∈ [0, θ−ij ]. Além disso,
θ ≤
(
γ − 2
γ
)2
1
µij
implica que
1− µijθ ≥ 1−
(
γ − 2
γ
)2
=
4(γ − 1)
γ2
>
2(γ − 1)
γ
,
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pois γ ∈ (1, 2). Portanto, γ(1− µijθ)− 2(γ − 1) ≥ 0. Usando a definição de γ e δij(θ),
podemos escrever que
4(γ − 1)2 ≥ 0
δij(θ) + 4(γ − 1)2 ≥ δij(θ)(
γ(1− µijθ)− 2(γ − 1)
)2
≥ δij(θ).
Como δij(θ) ≥ 0, concluímos que
λ−ij(θ)− (γ − 1) =
1
2
(
γ(1− µijθ)− 2 (γ − 1)−
√
δij(θ)
)
≥ 0.
Para a segunda desigualdade, note que
λ−ij(θ)− 2
(
γ − 1
γ
)
=
1
2γ
(
γ2(1− µij(θ) + 4 (1− γ)−
√
γ2δij(θ)
)
.
Além disso,
γ2δij(θ) = γ
2(1− µijθ)
(
γ2(1− µijθ) + 4(1− γ)
)
≥ 0
implica que γ2(1− µijθ) + 4(1− γ) ≥ 0, pois (1− µijθ) ≥ 0. E, dessa forma, podemos
escrever que
4(1− γ) ≤ 0
γ2(1− µijθ) + 4(1− γ) ≤ γ2(1− µijθ).
Usando o fato de que
(
γ2(1 − µijθ) + 4(1 − γ)
)2
− γ2δij(θ) ≤ 0, obtemos então que
λ−ij(θ) ≤ 2
(
γ − 1
γ
)
. Analogamente, podemos verificar que λ+ij(θ)− 2
(
γ − 1
γ
)
≥ 0.
Para concluir este caso, observe que
λ+ij(θ)− 1 =
1
2
(
γ(1− µijθ)− 2 +
√
δij(θ)
)
,
e que γ(1 − µijθ) ≤ γ < 2. Uma vez que
(
2 − γ(1 − µijθ)
)2
≥ δij(θ), obtemos
λ+ij(θ)− 1 ≤ 0.
(ii) Neste caso, temos δij(θ) < 0. Assim, os números complexos λ−ij(θ) e λ
+
ij(θ) cumprem
a seguinte igualdade
∣∣λ−ij(θ)− c∣∣2 = ∣∣λ+ij(θ)− c∣∣2 = (γ(1− µij(θ))2 − c
)2
− δij(θ)
4
= c2,
em que c =
γ − 1
γ
.
Convergência dos métodos SRP e acc-SRP 43
(iii) Note que, neste caso, temos (1− µijθ) ≤ 0. Logo, podemos escrever que
λ−ij(θ) + λ
+
ij(θ) =
γ(1− µijθ)
2
+
γ(1− µijθ)
2
≤ 0,
o que resulta em λ−ij(θ) ≤ −λ+ij(θ).
A segunda e terceira desigualdades seguem do fato que γ(1 − µijθ) ≤ 0 e
δij(θ) ≥
(
γ(1− µijθ)
)2
. A fim de provar a desigualdade restante, note que
λ+ij(θ)−
γ − 1
γ
=
1
2γ
(
γ2(1− µijθ)− 2 (γ − 1) +
√
γ2δij(θ)
)
.
Usando o fato de que γ ∈ (1, 2) podemos escrever que
4(1− γ)2 ≥ 0
4γ2(1− µijθ)(1− γ) + 4(1− γ)2 ≥ 4γ2(1− µijθ)(1− γ)
(γ2(1− µijθ) + 2(1− γ))2 ≥ γ2(1− µijθ) (γ2(1− µijθ) + 4(1− γ))
(−γ2(1− µijθ)− 2(1− γ))2 ≥ γ2(1− µijθ) (γ2(1− µijθ) + 4(1− γ)) .
Uma vez que γ2δij(θ) ≤
(
− γ2(1−µij(θ)) + 2(γ− 1)
)2
e −γ2(1−µijθ) + 2(γ− 1) ≥ 0,
pois (1 − µijθ) ≤ 0 para todo θ ≥ θ+ij e γ ≥ 1, concluímos que λ+ij(θ) −
γ − 1
γ
≤ 0,
completando a prova.
Definida a trajetória descrita pelos autovalores, vamos estabelecer que os mes-
mos obedecem a uma fila para i e θ fixados. Para isso, observe na Figura 3.6 que para
os dois casos, (a) e (b), o caminho percorrido pelos autovalores é dividido essencial-
mente em três partes, de acordo com os valores de θ. Na primeira e terceira parte,
os autovalores estão sobre o eixo de números reais do plano complexo, e na segunda
porção do caminho eles estão sobre uma semicircunferência com centro em
(
γ−1
γ
, 0
)
e raio
(
γ−1
γ
)
, seguindo a orientação das flexas. Esta orientação é fundamental para
estabelecer o resultado a seguir.
Lema 3.6 Considere o caminho dos autovalores descrito como função de θ, repre-
sentado na Figura 3.6(a), começando no ponto (1, 0) e terminando em
(
γ−1
γ
, 0
)
. O
autovalor λ+ij(θ) inicia o percurso, sendo seguido por λ
+
ij+1(θ). Por outro lado, para
o caminho representado na Figura 3.6(b), que é inicializado no ponto (γ − 1, 0), com
direção a −∞ sob o eixo real, temos que o autovalor λ−ij(θ) inicia o trajeto, seguido por
λ−ij+1(θ).
Demonstração. Note que os zeros das funções δij e δij+1, j = 1, . . . , p, dados em (3.43),
cumprem θ−ij ≤ θ−ij+1 ≤ θ+ij ≤ θ+ij+1 ou θ−ij ≤ θ+ij ≤ θ−ij+1 ≤ θ+ij+1, conforme representado
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na Figura 3.7. A análise destes dois casos é similar, por isso, detalhamos apenas o
primeiro caso.
δij δij+1
θ
δ
θ−ij θ+ijθ
−
ij+1 θ
+
ij+1
(a) θ−ij ≤ θ−ij+1 ≤ θ+ij ≤ θ+ij+1
δij δij+1
θ
δ
θ−ij θ+ijθ
−
ij+1 θ
+
ij+1
(b) θ−ij ≤ θ+ij ≤ θ−ij+1 ≤ θ+ij+1
Figura 3.7: Representação da ordenação para as possibilidades de zeros das funções δij
e δij+1
Inicialmente, vamos mostrar que o autovalor λ+ij(θ) precede λ
+
ij+1(θ). Para
isso, também faremos a análise para cinco partições do domínio da função δij, dadas a
seguir.
(i) Considere θ ∈ (0, θ−ij] com i, j fixados, onde i = 1, 2, j = 1, . . . , p. Usando a definição
da função δij e o fato de que θ−ij ≤ θ−ij+1, podemos concluir que 0 ≤ δij(θ) ≤ δij+1(θ), o
que implica que λ+ij(θ) ≤ λ+ij+1(θ), pois (1− µij) < (1− µij+1).
(ii) Para θ ∈ (θ−ij , θ−ij+1], temos que δij(θ) < 0 e δij+1(θ) ≥ 0. Assim, λ+ij(θ) já pertence
à segunda porção do caminho, ou seja, à semicircunferência, enquanto λ+ij+1(θ) ainda
permanece na primeira porção, como ilustramos na Figura 3.6.
(iii) Neste caso, temos que θ ∈ (θ−ij+1, θ+ij). Usando a definição de δij, temos que
δij(θ) < 0 e δij+1(θ) < 0. Assim, pelo Lema 3.5, temos que
re
(
λ+ij(θ)
)
= γ (1− µijθ) ≤ γ (1− µij+1θ) = re
(
λ+ij+1(θ)
)
,
o que implica que λ+ij(θ) precede λ
+
ij+1(θ).
(iv) Para θ ∈ [θ+ij , θ+ij+1), temos δij(θ) ≥ 0 e δij+1(θ) < 0. Portanto, λ+ij(θ) já está na
terceira parte do caminho, enquanto λ+ij+1(θ) ainda permanece na segunda parte, como
observado da Figura 3.6.
(v) Considerando θ ≥ θ+ij+1 sabemos que δij(θ) ≥ 0. Para provar que os autovalores
cumprem λ+ij(θ) ≥ λ+ij+1(θ) basta relembrar que
λ+ij(θ) =
γ(1− µijθ) +
√
γ2 (1− µijθ)2 + 4(1− γ)(1− µijθ)
2
,
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µij ≥ µij+1 e que a função φ : [1,+∞)→ R definida por
φ(s) =
γ(1− s) +
√
γ2 (1− s)2 + 4(1− γ)(1− s)
2
é crescente. Para comprovar, considere sua derivada
φ′(s) =
−γ
√
γ2 (1− s)2 + 4(1− γ)(1− s)− γ2(1− s)− 2(1− γ)
2
√
γ2 (1− s)2 + 4(1− γ)(1− s)
. (3.44)
e o fato de que γ2 (1− s)2 + 2(1− γ) ≤ 0. Isso nos leva a escrever
4(γ − 1)2 ≥ 0
4γ2(1− s)(1− γ) + 4(γ − 1)2 + γ4(1− s)2 ≥ 4γ2(1− s)(1− γ) + γ4(1− s)2
(γ2(1− s) + 2(1− γ))2 ≥ γ2 (γ2(1− s)2 + 4(1− γ)(1− s))
−γ2(1− s)− 2(1− γ) ≥ γ√γ2(1− s)2 + 4(1− γ)(1− s),
e nos permite concluir que φ′(s) ≥ 0.
Analogamente, podemos provar que os autovalores λ−ij(θ) lideram a fila, segui-
dos por λ−ij+1(θ), o que conclui a prova.
Podemos concluir do Lema 3.6 que para um i fixado, o autovalor que lidera
a fila está sempre associado ao autovalor que possui o maior valor para o parâmetro
µij, e assim, sucessivamente. Esse resultado pode ser estendido para j e θ fixados, mas
variando i. Pela definição de µ1j e µ2j, temos que se nλ < 1, então µ2j > µ1j, θ−2j < θ
−
1j
e θ+2j < θ
+
1j. Assim, λ
+
2j(θ) lidera a fila sendo seguido por λ
+
1j(θ), e λ
−
2j(θ) lidera a fila,
sendo seguido por λ−1j(θ). Para o caso nλ ≥ 1, temos µ2j ≤ µ1j, θ−1j < θ−2j e θ+1j < θ+2j.
Logo, λ+1j(θ) precede λ
+
2j(θ), e λ
−
1j(θ) precede λ
−
2j(θ).
Essa observação sugere uma representação gráfica apenas entre os autovalores
λ−i1(θ) e λ
+
iq(θ), i = 1, 2, que são responsáveis pelo raio espectral, já que denotam os
autovalores que lideram ou findam a fila, respectivamente. Na Figura 3.8 podemos ver
a representação desses autovalores, especificamente, ao longo da trajetória.
Note que, na segunda parte do caminho, os autovalores λ+11(θ), λ
+
12(θ) e λ
−
11(θ),
λ−12(θ), são simétricos, respectivamente, em relação ao eixo real, assim como λ
+
21(θ),
λ+22(θ) e λ
−
21(θ), λ
−
22(θ). Portanto, possuem a mesma distância até a origem. Por esse
motivo, apenas por simplificação, representamos no gráfico apenas os autovalores λ−11(θ)
e λ−21(θ).
Agora, baseados nos Lemas 3.5 e 3.6, podemos estabelecer o raio espectral da
matriz Hγ(θ), dada em (3.29), por meio da função ρ : [0,+∞)→ R dada, para o caso
nλ < 1, por
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λ−21
λ−11
λ+1qλ
+
2q
λ−21 λ
−
11
λ+2q
λ+1q
λ−21 λ
−
11
λ+1q λ
+
2q
0 ≤ θ ≤ θ+21 θ+21 ≤ θ ≤ θ+1q θ ≥ θ+1q
(a) nλ < 1
λ−11
λ−21
λ+2qλ
+
1q
λ−11 λ
−
21
λ+1q
λ+2q
λ−11 λ
−
21
λ+2q λ
+
1q
0 ≤ θ ≤ θ+11 θ+11 ≤ θ ≤ θ+2q θ ≥ θ+2q
(b) nλ ≥ 1
Figura 3.8: Representação dos autovalores que lideram e findam a fila
ρ(θ)=

∣∣λ+1q(θ)∣∣ , se 0 ≤ θ ≤ θ+21
max
{∣∣λ+1q(θ)∣∣ ,−λ−21(θ)} , se θ+21 ≤ θ ≤ θ+1q
−λ−21(θ), se θ ≥ θ+1q
(3.45)
e, para o caso nλ ≥ 1 por
ρ(θ)=

∣∣λ+2q(θ)∣∣ , se 0 ≤ θ ≤ θ+11
max
{∣∣λ+2q(θ)∣∣ ,−λ−11(θ)} , se θ+11 ≤ θ ≤ θ+2q
−λ−11(θ), se θ ≥ θ+2q.
(3.46)
Embora a função ρ esteja definida para dois casos, separadamente, seu com-
portamento gráfico, Figura 3.9, é mantido para os casos nλ < 1 ou nλ ≥ 1.
Uma vez determinada a função ρ, podemos estabelecer o resultado que trata
da convergência do Algoritmo 3.2.
Teorema 3.7 Seja v0 ∈ R2(d+N) um ponto inicial arbitrário e considere a sequência
(vk) =
(
xk
zk
)
gerada pelo Algoritmo 3.2 com θ ∈
(
0,
2γ
2γ − 1
)
1
µi1
, onde i = 1 se
nλ ≥ 1 ou i = 2 se nλ < 1. Então, a sequência (xk) converge linearmente para
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Figura 3.9: Gráfico da função ρ
a solução única do problema (3.4) com uma taxa de convergência assintótica ρ(θ),
segundo definição (3.45) e (3.46), e o valor ótimo para o parâmetro θ é dado pela
solução da equação
∣∣λ+1q(θ)∣∣ = −λ−21(θ), se nλ < 1 (3.47)
ou ∣∣λ+2q(θ)∣∣ = −λ−11(θ), se nλ ≥ 1. (3.48)
Demonstração. Inicialmente, note que dado  > 0, existe uma norma matricial ‖·‖ tal
que ‖Hγ(θ)‖ ≤ ρ(θ) +  (Ver Lema 5.6.10 em [37]). Assim, usando (3.30) obtemos∥∥vk − v∗∥∥ ≤ ‖Hγ(θ)‖∥∥vk−1 − v∗∥∥ ≤ (ρ(θ) + )∥∥vk−1 − v∗∥∥ .
Portanto, a convergência assintótica segue de ρ(θ) < 1 o que equivale a
θ <
(
2γ
2γ − 1
)
1
µi1
.
De fato, de acordo com o Lema 3.6 o primeiro autovalor a deixar a região compreendida
pelo círculo complexo será λ−11(θ) ou λ
−
21(θ). Assim, para verificar a primeira vez em
que ρ(θ) = 1, para θ 6= 0, basta calcularmos −λ−i1(θ) = 1, cuja solução é
θ˜i =
(
2γ
2γ − 1
)
1
µi1
,
pois δi1(θ) ≥ 0 para todo θ ≥ 1
µi1
. Note que o valor mínimo de θ˜i está associado com
max
i=1,2
{µi1}. Usando a definição de µij, dada em (3.32), temos que
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max
i=1,2
µi1 =
{
µ11, se nλ ≥ 1
µ21, se nλ < 1
.
Finalmente, a solução ótima θ∗ para o problema
min
θ
ρ(θ)
pode ser obtida diretamente da análise da função ρ, dada por (3.45) ou (3.46), como
resultado das igualdades ∣∣λ+1q(θ)∣∣ = −λ−21(θ)
ou ∣∣λ+2q(θ)∣∣ = −λ−11(θ),
para os casos em que nλ < 1 e nλ ≥ 1, respectivamente.
Concluímos assim o estudo referente à convergência linear do método acc-SRP.
No próximo capítulo, apresentaremos os detalhes da implementação dos algoritmos,
assim como os resultados numéricos obtidos da aplicação dos algoritmos aqui propostos.
Capítulo 4
Resultados Numéricos
Apresentamos neste capítulo alguns resultados de testes numéricos realizados
considerando um conjunto de problemas obtidos a partir da geração de matrizes A ∈
Rd×N em Matlab, com variações nas dimensões e também no parâmetro λ, a fim de
analisar o desempenho dos algoritmos propostos. Iniciamos com uma breve discussão
envolvendo alguns detalhes da implementação, que foi feita em Matlab 8.4.0.150421
(R2014b) para Windows.
4.1 Algoritmo SRP
O algoritmo SRP, Algoritmo 3.1, consiste em, a partir de um ponto inicial, ge-
rar uma sequência
(
xk
)
que converge para um ponto estacionário, solução do problema
(3.4). O limite da sequência é um ponto estacionário para o problema (3.4), o qual,
dada natureza do problema, é, de fato, seu minimizador global. Destacamos a seguir,
o critério utilizado para escolha do parâmetro θ.
4.1.1 Escolha do parâmetro θ
Note que o parâmetro θ, Algoritmo 3.1, possui apenas a restrição θ > 0. Sendo
assim, para efeitos numéricos resolvemos utilizar duas variantes para a escolha deste
parâmetro, a fim de padronizar os valores. Adotamos o valor constante
1
L
, onde L
representa o maior autovalor da Hessiana de f e o valor ótimo θ∗. O primeiro valor é
obtido por meio da função objetivo, enquanto o valor ótimo θ∗ é o minimizador do raio
espectral, destacado nas Tabelas 3.1 e 3.2.
4.2 Algoritmo acc-SRP
O algoritmo acc-SRP, Algoritmo 3.2, objetiva gerar duas sequências
(
xk
)
e(
zk
)
, ambas convergindo para o mesmo ponto, solução do problema (3.4). No entanto,
49
Resultados Numéricos 50
a diferença em relação ao método SRP consiste em ser uma reformulação acelerada.
Mesmo atuando em uma dimensão maior, esse algoritmo tem a característica de ter o
mesmo custo numérico por iteração da versão não acelerada. A seguir, destacamos os
critérios para escolha dos parâmetros γ e θ, empregados no Algoritmo 3.2.
4.2.1 Escolha do parâmetro γ
O algoritmo acc-SRP foi estabelecido para os valores de γ > 0. No entanto,
para a análise de convergência teórica do método foi necessário fixar γ ∈ (1, 2). Logo,
a convergência do algoritmo é garantida para qualquer valor neste intervalo, além disso
há uma considerável melhoria no desempenho do método à medida que γ cresce. Neste
sentido, para verificar a eficiência numérica do algoritmo acc-SRP consideramos, nos
testes, valores de γ próximos a 2.
4.2.2 Escolha do parâmetro θ
Adotamos as mesmas escolhas para o parâmetro θ. Note que o valor constante
1
L
, onde L representa o maior autovalor da Hessiana de f segue da definição de f e
valor ótimo θ∗ é aquele que satisfaz as igualdades
∣∣λ+1q(θ)∣∣ = −λ−21(θ),
se nλ < 1, ou ∣∣λ+2q(θ)∣∣ = −λ−11(θ)
para o caso nλ ≥ 1, conforme definição do raio espectral, dado em (3.45) e (3.46),
respectivamente.
No entanto, tais igualdades não podem ser resolvidas explicitamente. Devido
a esse fato, resolvemos aplicar um método numérico intervalar para encontrar a raiz
das equações
∣∣λ+1q(θ)∣∣ + λ−21(θ) = 0 e ∣∣λ+2q(θ)∣∣ + λ−11(θ) = 0. Escolhemos o método da
bissecção aplicado aos intervalos
[
θ+21, θ
+
1q
]
ou
[
θ+11, θ
+
2q
]
, respectivamente, usando como
critério de parada a precisão de 10−4.
4.3 Resultados Numéricos
Analisamos a eficiência e robustez dos métodos SRP e acc-SRP com duas
variações para cada algoritmo, que se referem à escolha do parâmetro θ. A fim de
comparar os algoritmos, consideramos o número de iterações e o tempo computacional
como medidas de desempenho. Os testes foram executados em um processador Intel(R)
Core(TM) i5-3337U CPU, 1.8 GHz e 8.0 GB de memória RAM.
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4.3.1 Análise dos resultados
Os algoritmos SRP e acc-SRP foram aplicados com duas variações para a
escolha do parâmetro θ, conforme discutido anteriormente. Com o intuito de facilitar
a comparação entre o desempenho dos algoritmos em relação ao número de iterações
e o tempo computacional, optamos por usar os gráficos de desempenho propostos em
[13], os quais constituem uma ferramenta para avaliação e comparação de um conjunto
S de algoritmos aplicados a P problemas.
Para introduzir o formato de comparação, considere como medida de desempe-
nho o tempo computacional, por exemplo, e np e ns o número de problemas e o número
de algoritmos, respectivamente. Para cada problema p e cada algoritmo s, foi definido
tp,s como o tempo computacional requerido pelo algoritmo s para resolver o problema
p e utilizado como medida comparativa o índice de desempenho, definido como
rp,s =
tp,s
min {tp,s : s ∈ S} .
Considere um parâmetro rM ≥ rp,s para todo p, s escolhidos. Assim, definimos rp,s =
rM quando o algoritmo s não resolve o problema p. A fim de obter uma visão global
para o desempenho de cada algoritmo aplicado a um conjunto de problemas, foi definido
ρs(τ) =
1
np
card {p ∈ P : rp,s ≤ τ} ,
como a probabilidade do índice rp,s estar dentro de um fator τ do melhor índice possível.
Assim, ρs(1) é a proporção de problemas que o algoritmo s resolve no menor tempo.
De forma geral, considerando uma medida de desempenho arbitrária, ρs(τ)
representa a porcentagem de problemas que o algoritmo s resolve em τ vezes o valor da
medida de desempenho do melhor algoritmo. Nos gráficos de desempenho, os valores
do fator τ são indicados no eixo das abscissas, enquanto que no eixo das ordenadas são
representados os valores das respectivas probabilidades ρs(τ).
A fim de verificar o comportamento dos algoritmos propostos para resolver o
problema (3.4), fixamos os valores n ∈ {150, 200, 250, 300, 350}, d ∈ {10, 20, 30, 40,
50} e m = 1. Os elementos da matriz A foram gerados aleatoriamente, de forma que a
matriz ATA seja singular, e conforme discutido na Seção 1.3, o método de regularização
seja aplicado. Consideramos γ = 1.95 e como critérios de parada f(xk) ≤ 10−6, já que
o valor ótimo do problema (3.4) é f(x∗) = 0 e f é sempre não-negativa, e k = 30000
(número máximo de iterações).
Para o parâmetro de regularização usamos λ ∈ (0, 1), pois para λ ≥ 1 o
desempenho numérico foi mantido. A análise numérica foi realizada, especificamente,
para duas instâncias. A primeira consideramos 0.1 ≤ λ < 1 e a segunda 0 < λ ≤ 0.1,
e os resultados encontram-se discutidos a seguir.
Considere a primeira instância com 100 problemas resultantes da variação
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dos parâmetros n, d e m nos conjuntos já definidos e λ ∈ {0.6; 0.4; 0.2; 0.1}. Para
tais problemas, observamos que utilizando como medida de desempenho o número
de iterações, as duas variantes aplicadas aos algoritmos SRP e acc-SRP mostraram-
se igualmente robustas, no sentido de que obtiveram sucesso na resolução dos 100
problemas. Os algoritmos acc-SRP com θ = θ∗ e acc-SRP com θ =
1
L
resolveram
todos os problemas com o menor número de iterações, enquanto os algoritmos SRP
com θ = θ∗ e SRP com θ =
1
L
resolveram 47% e 1%, respectivamente, conforme pode
ser observado na Figura 4.1.
τ
1 1.5 2 2.5 3 3.5
ρ
s(τ
)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
SRP θ=1/L
SRP θ*
acc-SRP θ=1/L
acc-SRP θ*
Figura 4.1: Gráfico de desempenho para o número de iterações para a instância 1
O desempenho dos algoritmos em relação ao tempo computacional pode ser
observado na Figura 4.2, e para uma melhor visualização destacamos também o gráfico
em uma maior escala considerando 0 ≤ τ ≤ 20.5. O algoritmo acc-SRP com θ = θ∗
resolveu 86% dos problemas com o menor tempo computacional e o algoritmo acc-SRP
com θ =
1
L
, 14%. Para resolver todos os problemas, os algoritmos SRP com θ = θ∗ e
SRP com θ =
1
L
exigiram no máximo 65 e 198 vezes, respectivamente, o tempo exigido
pelo melhor algoritmo. Sendo assim, temos evidências numéricas que comprovam a
eficiência da versão acelerada.
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Figura 4.2: Gráfico de desempenho para o tempo computacional para a instância 1
Agora, realizamos os testes numéricos para a segunda instância de problemas,
considerando λ ∈ {10−1; 10−2; 10−3; 10−4}. Os algoritmos acelerados se mostraram
mais robustos, resolvendo pelo menos 92% dos problemas contra a porcentagem má-
xima de 64% resolvidos pelos métodos não acelerados. Além disso, verificamos que o
algoritmo acc-SRP com θ = θ∗ é o mais eficiente, resolvendo 87% dos problemas com
o menor número de iterações, conforme pode ser visto na Figura 4.3.
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Figura 4.3: Gráfico de desempenho para o número de iterações para a instância 2
O algoritmo acc-SRP com θ =
1
L
resolveu 75% dos problemas com o menor
número de iterações, enquanto os algoritmos SRP com θ = θ∗ e SRP com θ =
1
L
,
resolveram 26% e 1%, respectivamente.
Já na Figura 4.4 apresentamos o gráfico de desempenho para os quatro algorit-
mos referente ao tempo computacional, assim como um destaque em maior escala para
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0 ≤ τ ≤ 20.5. Note a eficiência dos algoritmos acelerados, uma vez que o algoritmo
acc-SRP com θ = θ∗ resolveu 79% dos problemas com o menor tempo computacional,
enquanto que para o algoritmo acc-SRP com θ =
1
L
, a porcentagem foi de 21%. Para
resolver 50% dos problemas o tempo computacional exigido pelo algoritmo SRP com
θ = θ∗ é no máximo 22 vezes, aproximadamente, maior que o tempo requerido pelo
melhor algoritmo.
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Figura 4.4: Gráfico de desempenho para o tempo computacional para a instância 2
Tendo em vista tais resultados, comprovamos a eficiência em relação ao nú-
mero de iterações e tempo computacional dos algoritmos acelerados, principalmente
do método acc-SRP com θ = θ∗, justificando a referência de reformulação acelerada
do algoritmo SRP. Observamos que tais algoritmos foram mais robustos, resolvendo
até 100% dos problemas quando foi considerada a primeira instância, ou seja, valores
maiores de λ.
Após constatarmos a eficiência e robustez dos algoritmos propostos, por meio
dos resultados numéricos, nosso objetivo foi realizar a comparação com um método
clássico. Tal discussão encontra-se estruturada a seguir.
4.3.2 Comparação com Gradientes Conjugados
Para realizar uma análise comparativa do desempenho numérico dos algorit-
mos propostos utilizamos o Método de Gradientes Conjugados (GC), considerando os
mesmos critérios de parada mencionados anteriormente (f(xk) ≤ 10−6 e k = 30000). A
escolha deste método deu-se por ser muito eficiente para minimização de funções qua-
dráticas, de fácil implementação e matematicamente idêntico ao método LSQR. Como
verificamos que o Método acc-SRP com θ = θ∗ mostrou-se numericamente superior em
relação aos demais algoritmos propostos, realizamos a comparação numérica entre tal
algoritmo e o Método de Gradientes Conjugados, aplicados ao problema (3.4), utili-
zando o número de iterações e o tempo computacional como medidas de desempenho.
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Os testes foram realizados utilizando os mesmos parâmetros discutidos na Se-
ção 4.3.1. No entanto, como era de se esperar, para problemas em que a Hessiana
da função f é pouco mal-condicionada, o Método dos Gradientes Conjugados mostrou
desempenho superior, uma vez que se trata de uma função quadrática. No entanto, à
medida que o número de condição dessa matriz aumenta, o desempenho desse método
cai, chegando a gastar mais que d+N iterações, enquanto que o Método acc-SRP apre-
senta um comportamento superior. Sendo assim, a fim de ilustrar essa característica
do Método acc-SRP, realizamos testes considerando matrizes muito mal-condicionadas,
com número de condição da ordem de 1010.
Comparamos inicialmente os algoritmos para os parâmetros n,m, d, γ fixados e
λ ∈ {0.6; 0.4; 0.2; 0.1}, resultando em uma nova instância. Observamos que o algoritmo
acc-SRP resolveu 100% dos problemas propostos, mostrando-se superior ao Método de
Gradientes Conjugados, que resolveu 98% dos problemas. Em relação ao número de
iterações, Figura 4.5, o algoritmo acc-SRP resolveu 97% dos problemas com o menor
número de iterações, enquanto que a porcentagem atingida pelo Método de Gradientes
Conjugados foi de 3%.
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Figura 4.5: Gráfico de desempenho para o número de iterações para a instância 3
Na Figura 4.6 apresentamos o gráfico de desempenho para os algoritmos con-
siderando como medida de desempenho o tempo computacional. Note que o algoritmo
acc-SRP com θ = θ∗ resolveu 54% dos problemas com o menor tempo computacional,
enquanto o Método de Gradientes Conjugados resolveu 46% dos problemas.
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Figura 4.6: Gráfico de desempenho para o tempo computacional para a instância 3
Consideramos agora λ ∈ {10−1; 10−2; 10−3; 10−4} e os demais parâmetros
anteriormente mencionados, originando a quarta instância de problemas. Para tal
instância, o algoritmo acc-SRP com θ = θ∗ resolveu todos os problemas propostos,
enquanto o Método de Gradientes Conjugados, 71%. O gráfico de desempenho para
os algoritmos em relação ao número de iterações encontra-se na Figura 4.7. Note que
o algoritmo acc-SRP com θ = θ∗ resolveu 95% dos problemas usando o menor número
de iterações, enquanto o Método de Gradientes Conjugados a porcentagem foi de 5%.
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Figura 4.7: Gráfico de desempenho para o número de iterações para a instância 4
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Na Figura 4.8 apresentamos um comparativo entre os algoritmos em relação
ao tempo computacional, com um destaque para 0 ≤ τ ≤ 2.5. Note que o algoritmo
acc-SRP com θ = θ∗ também apresentou um melhor desempenho, resolvendo 52% dos
problemas com o menor tempo computacional, contra 48% resolvido pelo Método de
Gradientes Conjugados.
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Figura 4.8: Gráfico de desempenho para o tempo computacional para a instância 4
Fazendo uma análise numérica comparativa do algoritmo acc-SRP e do Método
de Gradientes Conjugados, para as instâncias 3 e 4, observamos que o custo compu-
tacional considerando produtos matriciais, por iteração, é menor para a metodologia
proposta nesta tese, conforme pode ser observado na Figura 4.9. Isso significa que
as iterações do algoritmo acc-SRP são mais baratas que as iterações do Método de
Gradientes Conjugados sob esse critério. No entanto, os demais cálculos que caracte-
rizam cada iteração do algoritmo acc-SRP reduzem a diferença entre o desempenho
destes algoritmos em relação ao tempo computacional. Dessa forma, para matrizes
muito mal-condicionadas verificamos que o algoritmo acc-SRP se mostrou superior,
numericamente, ao Método de Gradientes Conjugados.
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Figura 4.9: Gráfico de desempenho para o custo computacional por iteração
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4.3.3 Conclusões dos resultados numéricos
Observamos que os algoritmos acc-SRP, com θ =
1
L
e θ = θ∗, destacaram-se
em relação às medidas de desempenho consideradas. Verificamos, em especial, que o
algoritmo acc-SRP, com θ = θ∗, apresentou melhor desempenho geral nos testes quando
considerados o tempo computacional e o número de avaliações de função.
Comparando os algoritmos propostos com o Método de Gradientes Conjuga-
dos, aplicados ao problema (3.4), verificamos que o algoritmo acelerado, acc-SRP com
θ = θ∗, mostrou-se numericamente superior à metodologia clássica quando considera-
das instâncias de problemas muito mal-condicionados. Os testes apresentados foram
realizados para 0 < λ < 1. No entanto, para valores superiores para o parâmetro λ o
Método de Gradientes Conjugados se mostrou melhor em relação ao algoritmo acc-SRP
com θ = θ∗ quando utilizado o tempo computacional como medida de comparação de
desempenho. Por outro lado, quando analisado o número de iterações, o algoritmo
acc-SRP com θ = θ∗ ainda mostrou-se superior, numericamente. Esse comportamento
pode ser explicado pelo fato de que à medida que o parâmetro λ aumenta, o condicio-
namento da Hessiana da função objetivo do problema (3.4) melhora, favorecendo assim
o desempenho do Método de Gradientes Conjugados.
Dessa forma, acreditamos que a nossa metodologia é promissora no campo de
regularização pelo fato de fazer uma abordagem teórica relevante, utilizando princi-
palmente informações das variáveis primais e duais e estabelecer teoricamente a con-
vergência linear, o que diferencia a nossa abordagem dos métodos específicos para
resolução do problema regularizado. Ressaltamos que essa abordagem é indicada para
ser aplicada a problemas de regularização cujo valor do parâmetro λ esteja definido
no intervalo (0, 1), o que na prática é o que fornecem os métodos de escolha de tal
parâmetro, conforme verificado em [35].
Conclusão
Neste trabalho, discutimos e estabelecemos novos algoritmos de ponto fixo
aplicados ao problema primal-dual de Ridge Regression. A característica comum aos
algoritmos propostos é que as formulações primal e dual foram tratadas simultanea-
mente e a análise de convergência foi estabelecida usando propriedades espectrais das
matrizes de iteração.
Propomos o algoritmo SRP e uma versão acelerada, acc-SRP, para tratar o
problema. Os resultados numéricos mostraram que o desempenho da reformulação
acelerada, Método acc-SRP, foi superior tanto em relação ao número de avaliações de
função quanto ao tempo computacional, quando comparado à versão não-acelerada,
Método SRP. Além disso, outra característica da reformulação acelerada é que embora
aplicada a uma versão aumentada, o custo computacional por iteração é equivalente ao
método SRP, pelo fato de estabelecer uma sequência com convergência mais rápida.
Fazendo um levantamento dos métodos específicos aplicados ao problema pe-
nalizado, em especial os métodos de projeção, verificamos que um inconveniente é a
característica da semi-convergência. Embora, numericamente, para tais métodos a con-
vergência seja rápida quanto ao número de iterações, a mesma está condicionada a uma
escolha acertível do critério de parada, a fim de minimizar a interferência do resíduo
na qualidade da solução. Nesse sentido, nossa estratégia foi, a partir do problema pri-
mal de Ridge Regression (3.2), abordar a formulação dual (3.3) e tratar o problema
na versão primal-dual. Com isso, estabelecendo as relações de dualidade, a partir do
conhecimento da solução ótima do problema reformulado, contornamos a dificuldade
de escolha do critério de parada e, por consequência, da qualidade de convergência
associada aos métodos de projeção.
Além disso, verificamos que numericamente o Método de Gradientes Conjuga-
dos perde em eficiência e robustez quando aplicado a problemas muito mal-condicio-
nados. Nesse sentido, constatamos que o algoritmo acc-SRP com θ = θ∗ mostrou-se
numericamente superior quando aplicado a tais problemas e com um custo computa-
cional mais baixo, por iteração.
Neste contexto, com base no excelente desempenho do Método acc-SRP apli-
cado ao problema (3.4), deixamos como sugestão para trabalhos futuros o desevolvi-
mento de métodos para a resolução de sistemas mal-condicionados gerais, a fim de
generalizar a metodologia estabelecida nesta tese.
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