Abstract. We study the Green function for the stationary Stokes system with bounded measurable coefficients in a bounded Lipschitz domain Ω ⊂ R n , for n ≥ 3. We establish existence, uniqueness, and various estimates for the Green function under the assumption (A1) that weak solutions of the systems enjoy interior Hölder continuity. We also prove that (A1) holds, for example, when the coefficients belong to the class of VMO. Moreover, we obtain the global pointwise estimate for the Green function under the additional assumption (A2) that weak solutions of the Dirichlet problem for the Stokes system are locally bounded up to the boundary of the domain. By proving L q -estimates for the Stokes systems with BMO coefficients on a Reifenberg flat domain, we verify that (A2) is satisfied when the coefficients belong to the class of VMO and Ω is a bounded C 1 domain.
Introduction
We consider the Dirichlet boundary value problem for the stationary Stokes system
where Ω is a domain in R n . Here, L is an n × n elliptic operator of the form
where the coefficients A αβ = A αβ (x) are n × n matrix valued functions on the entire space R n with entries a i j αβ that satisfy for any ξ, η ∈ R n×n and x ∈ R n , where λ > 0 is a positive constant. We do not assume that the coefficients A αβ are symmetric. The adjoint operator L * of L is given by L * u = −D α (A βα (x) tr D β u).
We remark that the coefficients of L * also satisfy (1.2) with the same constant λ. Our first focus in this paper is to study of the Green function for the Stokes system in a bounded Lipschitz domain Ω ⊂ R n , n ≥ 3. More precisely, we shall consider a pair (G(x, y), Π(x, y)), where G(x, y) is an n × n matrix valued function and Π(x, y) is an n × 1 vector valued function on Ω × Ω, satisfying Here, δ y (·) is Dirac delta function concentrated at y and I is the n×n identity matrix. See Definition 2.1 for the precise definition of the Green function. There has been some study of the Green function for the Stokes system with simple coefficients. The global pointwise estimate (1.4) for the Green function on a three dimensional Lipschitz domain was studied in [7] and [22] . Mitrea and I. Mitrea [26] establish regularity properties of the Green function for the system with Dirichlet boundary condition in a two or three dimensional Lipschitz domain. Recent progress may be found in the article of Ott, Kim, and Brown [29] . This work includes a construction of the Green function with mixed boundary value problem for the Stokes system in two dimensions.
In this paper, we are concerned with Green functions for the Stokes systems with bounded measurable coefficients. Indeed, there has been some interest in studying boundary value problems for the Stokes systems with L ∞ coefficients; see, for instance, [17] . In this context, it is natural to consider Green functions for the Stokes systems with L ∞ coefficients. We prove that if weak solutions of either
satisfy the following De Giorgi-Moser-Nash type estimate
then the Green function (G(x, y), Π(x, y)) exists and satisfies a natural growth estimate near the pole; see Theorem 2.1. It can be shown, for example, that if the coefficients of L belong to the class of VMO (vanishing mean oscillations), then the interior Hölder estimate (1.3) above holds; see Theorem 2.2. We also obtain the global pointwise estimate for the Green function:
|G(x, y)| ≤ C|x − y| 2−n , ∀x, y ∈ Ω, x y, (1.4) under the additional assumption that weak solutions of the Dirichlet boundary value problem (1.1) with nice data are locally bounded up to the boundary with a certain natural estimate; see the condition (A2) in Section 2.2. We show that this local boundedness condition (A2) is satisfied when the coefficients of L belong to the class of VMO and the domain Ω is a bounded C 1 domain. To see this, we employ the standard localization method and the global L q -estimate for the Stokes system with Dirichlet boundary condition, which is our second focus in this paper.
There are a relatively larger number of papers which can be compared to our main results mentioned above. The pointwise estimate of the Green function for elliptic equation was established in Littlemann, Stampacchia and Weinberger [25] . Grüter and Widman [19] proved existence and uniqueness of the Green function for elliptic equation. The corresponding results for elliptic systems with continuous coefficients were obtained in [10, 13] . We also refer the reader to [20, 26] and references therein for the study of Green functions for elliptic systems. In Hofmann and Kim [20] , the authors constructed Green functions for elliptic systems with bounded measurable coefficients and derived various interior estimates for Green functions in arbitrary domains Ω ⊂ R n , n ≥ 3, under the assumption that weak solutions of elliptic systems L u = 0 or L * u = 0 satisfy the interior estimate (1.3). Their result has been complemented by Kang and Kim [22] , where the global estimates of Green functions for elliptic systems are established.
Our second focus in this paper is the global L q -estimates for the Stokes systems of divergence form with the Dirichlet boundary condition. Here we prove that if the coefficients of L have SMO (small mean oscillations) on a Reifenberg flat domain Ω, then the solution (u, p) of the problem (1.1) satisfies the following L q -estimate:
We point out that there has been some study of L q -estimates for elliptic (parabolic) systems with the coefficients having SMO on a Reifenberg flat domain, notably by Byun and Wang [5] , Dong and Kim [11, 12] . Here we follow the approach of Dong and Kim, which in turn utilizes the idea used in Caffarelli [6] without the iteration argument.
As mentioned earlier, the L q -estimate for the Stokes system is the key ingredient in establishing the global pointwise estimate for the Green function. Moreover, the study of the properties of solutions to the Stokes system plays an essential role in the mathematical theory of viscous fluid flows governed by the Navier-Stokes system. For this reason, the L q -estimates for the Stokes systems are discussed in many papers. We refer the reader to Galdi, Simader, and Sohr [14] and references therein for the L q -estimates for the Stokes systems with simple coefficients on a more regular domain. Recently, the estimates in the Besov spaces for solutions to the Stokes systems with simple coefficients were obtained in Mitrea and Wright [27] .
The organization of the paper is as follows. In Section 2, we introduce some notation and state our main theorems, including existence and global pointwise estimates for Green functions, and their proofs are presented in Section 3. Section 4 is devoted to the study of the L q -estimate for the Stokes system with the Dirichlet boundary condition. In Appendix, we provide some technical lemmas.
Main results
Before we state our main results concerning Green functions for the Stokes systems, we introduce some notation and the definition of the Green function.
Throughout the paper, we use Ω to denote a bounded domain in R n , where n ≥ 2. For any x ∈ Ω and r > 0, we write Ω r (x) = Ω ∩ B r (x), where B r (x) is the usual Euclidean ball of radius r centered at x. We also denote B
For a function f on Ω, we denote the average of f in Ω to be (Ω) the closure of
(Ω). We say that
(Ω) is a weak solution of the problem
if we have div u = g in Ω (2.1) and
if we have (2.1) and
Definition 2.1 (Green function)
. Let G(x, y) be an n × n matrix valued function and Π(x, y) be an n × 1 vector valued function on Ω × Ω. We say that a pair (G(x, y), Π(x, y)) is a Green function for the Stokes system (SP) if it satisfies the following properties:
(Ω), then we have
Remark 2.1. The L 2 -solvability of the Stokes system with Dirichlet boundary condition (see Section 3.1) and part c) of the above definition give the uniqueness of a Green's function. Indeed, if (G(x, y),Π(x, y)) is another Green function for (SP), then by the uniqueness of the solution, we have
(Ω). Therefore, we conclude that (G, Π) = (G,Π) a.e. in Ω × Ω.
Existence of the Green function.
To construct the Green function, we shall introduce the following condition (A1).
(A1).
There exist constants µ ∈ (0, 1] and A 1 > 0 such that the following holds: let
, 
Also, for any x, y ∈ Ω satisfying 0 < |x − y| < d y /2, we have
Moreover, for any y ∈ Ω and R ∈ (0, d y ], we obtain
Then by the property c) of Definition 2.1 and the identity (2.4), we have the following representation for u:
Also, the following estimates are easy consequences of the identity (2.4) and the estimates i) -v) in Theorem 2.1 for G * (·, x): 
Then for any µ ∈ (0, 1), the condition (A1) holds with the constant A 1 depending only on n, λ, Ω, µ, and the VMO modulus ω ρ of the coefficients.
The following corollary is then immediate consequence of Theorems 2.1 and 2.2. (A2). There exists a constant A 2 > 0 such that the following holds:
(Ω) satisfy
The statement is valid, provided that L is replaced by L * .
Theorem 2.3.
Let Ω be a Lipschitz domain in R n , where n ≥ 3. Assume conditions (A1) and (A2). Let (G(x, y), Π(x, y)) be the Green function for (SP) in Ω. Then we have the following global pointwise estimate for G(x, y):
From the global L q -estimates for the Stokes systems in Corollary 4.1, we obtain an example of the condition (A2) in the theorem below. The proof of the theorem follows a standard localization argument; see Section 3.6 for the details. Similar results for elliptic systems are given for the Dirichlet problem in [22] and for the Neumann problem in [8] . 
Proofs of main theorems
In the section, we prove the main theorems stated in Sections 2.1 and 2.2.
L
2 -solvability of the Stokes system. In this subsection, we consider the L 2 -solvability of the Stokes systems with Dirichlet boundary conditions in a bounded domain Ω ⊂ R n , where n ≥ 2. For this, we introduce the following condition.
(D).
There exists a bounded linear operator B :
Remark 3.1. It is well known that if Ω is a bounded Lipschitz domain, then for any 1 < q < ∞, there exists a bounded linear operator B q :
where the constant C > 0 depends only on n, q, and the Lipschitz constant of Ω; see e.g., [4, Lemma 10] . In the case when
where
(Ω) of the problem
Moreover, there exists a constant C > 0, depending only on n, λ, Ω, and A, such that
3)
where q = 2 if n = 2 and q = 2n/(n + 2) if n ≥ 3. In the case when
4)
where (Ω) n . We also define P as the orthogonal projection from W
0 (Ω). Then from the above argument, there exists a unique function w := Bg ∈ H ⊥ (Ω) such that (3.5) . Also, by the LaxMailgram theorem, one can find the function v ∈ H(Ω) that satisfies
. By setting ϕ = v in the above identity, and then, using Hölder's inequality and the Sobolev inequality, we have
where C = C(n, λ, Ω) and q = 2 if n = 2 and q = 2n/(n + 2) if n ≥ 3. Therefore, the function u = v + w satisfies div u = g in Ω and the following identity:
Moreover, we have
where C = C(n, λ, Ω, A). To find p, we let
(Ω). Since
By using the above identity and the fact that B(L 2 0
for all ϕ ∈ H ⊥ (Ω). From (3.6) and (3.8), we find that (u, p) is the weak solution of the problem (3.2). Moreover, by setting ϕ = Bp in (3.8), we have
and thus, we conclude (3.3) from (3.7).
To establish (3.4), we observe that
. By using this inequality and (3.1), and following the same argument as above, one can easily show that the estimate (3.4) holds. The lemma is proved.
Auxiliary results.
In this subsection, we provide proofs for some lemmas used to prove the main theorems. Let us start with the following Caccioppoli's inequality.
Lemma 3.2 (Caccioppoli's inequality). Let Ω be a Lipschitz domain in R
n , where n ≥ 3. Assume that (u, p) satisfies
where x 0 ∈ Ω and R ∈ (0, diam Ω). Then we have
, then C depends only on n and λ.
Proof. Let us fix z ∈ Ω R (x 0 ) and r ∈ (0, dist(z, ∂B R (x 0 ))), but arbitrary. Notice from Remark 3.1 that there exists φ ∈ W
and
. We then find by the Sobolev inequality that
Therefore, by testing with φ in (3.9), we get
where C = C(n, λ, Ω). Let η be a smooth function on R n satisfying
Then by testing with η 2 u in (3.9), we have
for any δ > 0, where C δ = C δ (n, λ, δ). By combining (3.11) and (3.12), we obtain
. Therefore, by lemma 5.1, we get
This together with (3.11) implies that the inequality (3.10) holds. The lemma is proved. 
Lemma 3.3. Assume the condition (A1). Let (u, p) satisfy
Proof. To prove (3.14), we only need to consider the case 0 < r ≤ s/4. Also, by replacing u − (u) B s (x 0 ) if necessary, we may assume that (u) B s (x 0 ) = 0. Since
is a weak solution of (3.13), we get from Lemma 3.2 that
where C = C(n, λ). From this, (A1), and the Poincaré inequality, we have
where C = C(n, λ), which establishes (3.14). Next, we observe that (A1) and a well known averaging argument yield 
where C = C(n, µ, A 1 ). Therefore, for ε > 0, we have
|u| dx.
By applying Lemma 5.2 to the above inequality, we conclude
|u| dx (3.17) and in particular for ρ = R/2, we get (3.15).
Lemma 3.4.
Let Ω be a Lipschitz domain in R n , where n ≥ 3. Assume the condition
(Ω) be a solution of the problem
for any q > n/2 satisfying
Proof. Let us fix x ∈ B R/2 (x 0 ) and s
And then (u 1 , p 1 ) satisfies
From the estimate (3.3) and Hölder's inequality, it follows that
where C = C(n, λ), q > n/2, and µ 1 = 2 − n/q. For 0 < r < s, we obtain by Lemma 3.3 that
where C = C(n, λ, A 1 ). Therefore we get from (3.20) and (3.21) that
Then by Lemma 5.3, we have
for any x ∈ B R/2 (x 0 ) and r ∈ (0, R/2). From this together with Morrey-Campanato's theorem, we prove (3.18). It only remains us to establish (3.19) . Let f be supported in B R (x 0 ), and note that
where C = C(n). Then we obtain by (3.18) and the above estimate that
and thus, we get (3.19) from the inequality (3.3). The lemma is proved.
3.3. Proof of Theorem 2.1.
Approximation to the Green function.
Let y ∈ Ω and ε > 0 be fixed, but arbitrary. Fix an integer 1 ≤ k ≤ n and let (v ε , π ε ) = (v ε;y,k , π ε;y,k ) be a unique weak solution in W
(Ω) of the prblem
where e k is the k-th unit vector in R n . We define the approximated Green function
We also obtain by (3.3) that
where C = C(n, λ, Ω). We observe that the following lemma is an immediate consequence of Lemma 3.2.
Lemma 3.5. Let y ∈ Ω and ε > 0.
where C = C(n, λ).
Lemma 3.6. There exists a constant C
Proof. Let y ∈ Ω, R ∈ (0, d y ), and ε ∈ (0, R/2). We denote v ε to be the k-th column of
(Ω) is the solution of
where f ∈ L ∞ (Ω) n with supp f ⊂ B R (y). Then by testing with v ε in (3.26), we have
Similarly, we set ϕ = u in (3.23) to obtain
From the above two identities, we get 27) and thus, by the duality argument and (3.19), we derive
where C = C(n, λ, Ω, µ, A 1 ). Now, we are ready to prove the lemma. Let x, y ∈ Ω satisfy 0 < |x
Then by Lemma 3.3, we have
This together with (3.28) yields (3.25). The lemma is proved.
Lemma 3.7. For any y ∈ Ω, R ∈ (0, d y ], and ε > 0, we have
where C = C(n, λ, Ω, µ, A 1 ). Also, for any y ∈ Ω and ε > 0, we have
Moreover, for any y ∈ Ω, R ∈ (0, d y ], and ε > 0, we obtain
where C q = C q (n, λ, Ω, µ, A 1 , q). Finally, for any y ∈ Ω and ε > 0, we have 
On the other hand, if ε ∈ (0, R/12), then by setting ϕ = η 2 v ε in (3.23), where η is a smooth function satisfying
where C = C(n). Therefore, by setting ϕ = φ ε in (3.23), we get from Lemma 3.5 (ii) that
Then by combining (3.36) and (3.37), we find that
where we used Lemma 3.6 in the last inequality. Also, by using the fact that
the inequality (3.38) implies
This together with (3.35) gives (3.
y . Then by (3.29), we have
From this inequality and the fact that
where C q = C q (n, λ, Ω, µ, A 1 , q). Therefore, by combining (3.39) and (3.40), we obtain (3.32). Moreover, by utilizing (3.29), and following the same steps as in the above, we get (3.31) and (3.33).
In only remains to establish (3.34). From Hölder's inequality, we only need to prove the inequality with q ∈ (1, n/(n − 1)). Let q ∈ (1, n/(n − 1)) and q ′ = q/(q − 1), and denote
where we use the notation
Thereofore by Remark 3.1 and the Sobolev inequality, there exists a function φ ∈ W
We observe that
By setting ϕ = φ in (3.23), we get from (3.41) and (3.42) that
Notice from (3.29) and (3.33) that
This together with (3.43) gives (3.34). The lemma is proved.
Construction of the Green function.
Let y ∈ Ω be fixed, but arbitrary. Notice from Lemma 3.7 and the weak compactness theorem that there exist a sequence
tending to zero and functions G(·, y) andĜ(·, y) such that . By applying a diagonalization process and passing to a subsequence, if necessary, we may assume that
Similarly, by (3.34) in Lemma 3.7, there exists a function
(Ω) n such that, by passing to a subsequence,
We shall now claim that (G(x, y), Π(x, y)) satisfies the properties a) -c) in Definition 2.1 so that (G(x, y), Π(x, y)) is indeed the Green function for (SP). Notice from (3.45) that for any ζ ∈ C ∞ 0 (Ω) satisfying ζ ≡ 1 on B R (y), where R ∈ (0, d y ), we have
Since W 
Similarly, we get
(Ω) is the weak solution of the problem (SP * ), then by setting ϕ to be the k-th column of G ε ρ (·, y) in (2.2) and setting ϕ = u in (3.23), we have (see e.g., Eq. (3.27))
By letting ρ → ∞ in the above identity, we find that (G(x, y), Π(x, y)) satisfies the property c) in Definition 2.1. Next, let y ∈ Ω and R ∈ (0, d y ]. Let v and v ε be the k-th column of G(·, y) and G ε (·, y), respectively. Then for any g ∈ C ∞ 0 (B R (y)) n , (3.32) and (3.44) yield
where q ∈ [1, n/(n − 2)) and q ′ = q/(q − 1). Therefore, by a duality argument, we obtain the estimate iv) in Theorem 2.1. Similarly, from Lemma 3.7, (3.44), and (3.45), we have the estimates i) and v) in the theorem. Also, ii) and iii) are deduced from i) in the same way as (3.30) and (3.31) are deduced from (3.29) . Therefore, G(x, y) satisfies the estimates i) -v) in Theorem 2.1. For x, y ∈ Ω satisfying 0 < |x−y| < d y /2, set r := |x − y|/4. Notice from the property b) in Definition 2.1 that
Then by Lemma 3.3 and Hölder's inequality, we have
This together with the estimate i) in Theorem 2.1 implies
Lemma 3.8. For any compact set K ⊂ Ω \ {y}, we obtain, by passing if necessary to a subsequence, that
Notice that there exists ε B > 0 such that for ε < ε B , we have
Then by (A1) and (3.29), {G ε (·, y)} ε≤ε B is equicontinuous on B R/2 (x). Also, it follows from Lemma 3.3 that {G ε (·, y)} ε≤ε B is uniformly bounded on B R/2 (x). Therefore, we may assume, by passing if necessary to a subsequence, that
uniformly on B R/2 (x), which proves the lemma.
Proof of the identity (2.4).
For any x ∈ Ω and σ > 0, we define the approximated Green function (G * σ (·, x), Π * σ (·, x)) for (SP * ) by letting its l-th column to be the unique
where e l is the l-th unit vector in R n . Then by following the same argument as in Sections 3.3.1 and 3.3.2, there exist a sequence {σ ν } ∞ ν=1
tending to zero and the Green function (G
where K is a compact set in Ω \ {x}. Now, let x, y ∈ Ω and x y. We then obtain for ε ∈ (0, d y ] and σ
We define
Then by the continuity of G ε ρ (·, y) and Lemma 3.8, we have
Similarly, by the continuity of G * (·, x) and (3.47), we get
We have thus shown that
which gives the identity (2.4). Therefore, we get from (3.48) that
and lim
The theorem is proved.
Proof of Theorem 2.2.
We closely follow the argument as in [3, Sec 1.4.6]. The proof is based on establishing a reverse Hölder inequality and applying the idea of freezing the coefficients. The reverse Hölder inequality means that if (u, p) is an weak solution of the Stokes system, then a higher integrability of Du follows. Lemma 3.9 is a version of Gehring's lemma which is used to prove the reverse Hölder inequality. We refer to Giaquinta and Modica [18] for the proof of the lemma. See also [16, pp. 122-123] . Below, we denote
We also assume that f and g are nonnegative functions on Q 1 (0), and that
where s > q > 1.
Lemma 3.9 ([18, Proposition 5.1]).
Suppose that for every z ∈ Q 1 (0) and 0 < r ≤ dist(z, ∂Q 1 (0)), the following estimate holds
with b > 1. Then there exists a constant θ 0 , depending only on q, s, and n, such that if
where c and ε are positive constants depending only on b, θ, q, s, and n.
One can reformulate Lemma 3.9 with the cube Q r (x) replaced by a ball B r (x). Indeed, by scaling, one can see that if, for all z ∈ B R (x 0 ) and 0 < r ≤ dist(z, ∂B R (x 0 )), the following inequality holds
with b > 1 and θ < θ 0 , then 
Lemma 3.10 (Reverse Hölder inequality). Suppose that (u, p) satisfies
where C > 0 is a constant depending only on n and λ.
Proof. Let (u, p) satisfy (3.52). We claim that for z ∈ B R (x 0 ) and 0 < r ≤ dist(z, ∂B R (x 0 )), we have
where q 1 = 2n/(n + 2) and C δ = C δ (n, λ, δ). By following similar argument used in deriving (3.10), we have
Also, by Hölder's inequality and the Sobolev inequality, we derive
Therefore, we get from Cauchy's inequality that
From this together with (3.55), we obtain (3.54). Next, we note that the claim (3.54) corresponds to (3.50). Indeed, if we define g = |Du| 2/q , where q = 2/q 1 ,
then (3.54) implies
for any z ∈ B R (x 0 ) and 0 < r ≤ dist(z, ∂B R (x 0 )). Therefore, by using (3.51), we get the inequality (3.53). The lemma is proved. Now we are ready to prove Theorem 2.2. Let x 0 ∈ Ω and 0 < R ≤ min(d x 0 , R 0 ), where R 0 > 0 is a constant to be chosen later. Suppose that (u, p) satisfies
Fix y ∈ B R (x 0 ) and 0 < r ≤ dist(y, ∂B R (x 0 ))/2, and denote
By Lemma 3.1, there exists a unique solution (u 1 , p 1 
and we have
where C = C(n, λ). Let q 0 > 2 be the constant in Lemma 3.10, and denote q 1 = q 0 q 0 −2 . From (1.2) and Hölder's inequality, we have
, (3.57) where the last inequality is due to (3.53). By combining (3.56) and (3.57), we get
Therefore, we find by [17, Proposition 1.9, p. 186] that
From this together with (3.58), we conclude that
If r ≤ ρ ≤ 2r, the above inequality is trivially satisfied. Hence, changing 2r to r, we obtain
), where C = C(n, λ). Then by applying Lemma 5.3 to the above inequality, we obtain for µ ∈ (0, 1) that there exist constants R 0 and C 0 , depending only on n, λ, µ, and the VMO modulus of the coefficients, such that (recall R ≤ R 0 ) 
. Therefore, by a standard covering argument, we get
where C 2 is a constant depending only on n, λ, Ω, µ, and the VMO modulus of the coefficients. The theorem is proved.
Proof of Theorem 2.3.
Recall that for any y ∈ Ω and ε > 0, the approximated Green function (
where x ∈ Ω and r > 0 such that B r (x) ∩ B ε (y) = ∅. Then by (A2), we have
By using the same argument as (3.17) is deduced from (3.16), the following inequality is deduced from the above inequality:
(Ω) be the weak solution of the problem
Then by the Sobolev inequality and (3.3), we have
where C = C(n, λ, Ω). Also, by (A2), we have
From the above two inequalities, it follows that
where C = C(n, λ, Ω, A 2 ). Then, by (3.27), we conclude that
Therefore, by a duality argument, we have
Now, let x, y ∈ Ω and x y and take R = 3r = 3|x − y|/2. Then by (3.59) and (3.60), we obtain for ε ∈ (0, r) that
where C = C(n, λ, Ω, A 2 ). Therefore, by letting ε → ∞ in (3.61), and using (3.49), we obtain
The theorem is proved. 
where f ∈ L nq/(n+q) (Ω) n and g ∈ L q (Ω) for q > n, then we obtain that u belongs to C γ (Ω) n , where γ = 1 − n/q, with the estimate
Proof. Let us denote q ′ = nq/(n + q). Notice from the L q -estimate for the Stokes system (see Corollary 4.1 below) that (u, p) belongs to W
(Ω), and hence, by the Sobolev inequality, we get u ∈ L q (Ω) n . Letũ = ηu andp = ηp, where η : R n → R is a smooth function to be chosen later. Then (ũ,p) is the weak solution of the problem
where we used the notation
For i = 1, . . . , n, let v i be a solution of the Dirichelt problem
Then, by the regularity theory for second order elliptic systems (see, for instance, [9, 21] ), we have
Note that if we set
By applying the L q -estimates for the Stokes systems (see Corollary 4.1) to the above problem, we have the estimate
Therefore, it follows from (3.62) and (3.63) that
By choosing η ≡ 1 in (3.64), we find that u ∈ W 1,q 0
(Ω) n and
The lemma is proved.
Now we are ready to prove Theorem 2.4.
(Ω) is the weak solution of the problem
where f ∈ L ∞ (Ω) n . Let x 0 ∈ Ω and 0 < R < diam Ω be fixed but arbitrary. We also set
For given y ∈ Ω R (x 0 ) and 0 < ρ < r ≤ R, we choose the function η such that
Hereafter, we use the notation
Then by (3.64) with replacing p by p 0 , we have
We fix q > n and let k be the smallest integer such that k ≥ n(1/2 − 1/q). We set
Then we apply (3.65) iteratively to get
Since q k ≤ 2, by Hölder's inequality, we get from (3.66) that
By taking r = R/4 and ρ < r/2 in (3.67), for all y ∈ Ω R/4 (x 0 ), we have
We apply Caccioppoli's inequality (see Lemma 3.2) to the above estimate to get
for any y ∈ Ω R/4 (x 0 ) and ρ < R/8. Then by Morrey-Campanato's theorem, for all z, z ′ ∈ Ω R/4 (x 0 ), we have
By taking average over z ′ ∈ Ω R/4 and using the fact that
we have
Note that by Hölder's inequality and Young's inequality, we have
Therefore, by combining (3.68) and (3.69), we derive
This inequality implies
in the same way as (3.16) implies (3.17). The theorem is proved.
L q -estimates for the Stokes systems
In this section, we consider the L q -estimate for the solution to
We let Ω be a domain in R n , where n ≥ 2. We denote (A3 (γ)). There is a constant R 0 ∈ (0, 1] such that the following hold.
(a) For any x ∈ Ω and R ∈ (0, R 0 ] so that either B R (x) ⊂ Ω or x ∈ ∂Ω, we have
(b) (γ-Reifenberg flat domain) For any x ∈ ∂Ω and R ∈ (0, R 0 ], there is a spatial coordinate systems depending on x and R such that in this new coordinate system, we have
Theorem 4.1. Assume the condition (D) in Section 3.1. Then for 2 < q < ∞, there exists a constant γ > 0, depending only on n, λ, and q, such that, under the condition (A3 (γ)), the following holds:
(Ω) satisfies (4.1), then we have
2)
where C = C(n, λ, Ω, q, A, R 0 ).
Remark 4.1. We remark that γ-Reifenberg flat domains with a small constant γ > 0 satisfy the condition (D). Indeed, γ-Reifenberg flat domains with sufficiently small γ are John domains (and NTA-domains) that satisfy the condition (D). We refer to [1, 2, 23] for the details.
Since Lipschitz domains with a small Lipschitz constant are Refineberg flat, we obtain the following result from Theorem 4.1.
Assume Ω is a Lipschitz domain with sufficiently small Lipschitz constant L, depending only on n, λ, and q. Also, we assume that the coefficients of L belong to the class of VMO.
(Ω) of the problem (4.1).
Proof. Due to Lemma 3.1, it is enough to consider the case q 2. By using Theorem 4.1, the method of continuity, and the L q -solvability of the Stokes systems with simple coefficients (see [14, Theorem 2.1]), the corollary is valid when 2 < q < ∞. Then, from this together with the duality argument, we also obtain the solvability of the problem (4.1) in W
(Ω), where 1 < q < 2. This completes the proof of the corollary. 
where k is a constant. Then there exists a constant C
where k is a constant. Then there exists a constant C = C(n, λ) such that
Proof. See [17, Theorem 2.8, p. 207]
4)
where C = C(n, λ, ν). (ii) Suppose that (A3 (γ)) (a) and (b) hold at 0 ∈ ∂Ω with γ ∈ (0, 1/2). Then, for R ∈ (0, R 0 ], (u, p) admits a decomposition
and we have 
where C = C(n, λ). Therefore, by using the fact that
we obtain (4.3). To see (4.4), we note that (u 2 , p 2 ) = (u, p) − (u 1 , p 1 ) satisfies
Then by Lemma 4.1, we get
, and thus, we conclude (4.4) from (4.3).
Next, we prove assertion (ii). Without loss of generality, we may assume that (A3(γ)) (b) hols at 0 in the original coordinate system. Define L 0 as above. Let us fix y := (γR, 0, . . . , 0) and denote
Take a smooth function χ defined on R such that
We then find that (û(x),p(x)) = (χ(x 1 )u(x), χ(x 1 )p(x)) satisfies
where we use the notation G = Dχ · u + χg and
Then by testing withû 1 in (4.7), we obtain
Therefore, we obtain by Lemma 5.4 that 9) and hence, we also have
From (4.10) and Hölder's inequality, we get
Then, by applying (4.9)-(4.11), and the fact that (recall R ≤ R 0 ≤ 1)
to (4.8), we have
.
Similarly, we have
Therefore, from the above two inequality, we conclude that 12) where C = C(n, λ, ν). Now we claim that
Observe that by Hölder's inequality and Lemma 5.5, we have
We also have
(y)) , we recall that χ − 1 = 0 for x 1 ≥ 2γR. For any y ′ ∈ B ′ R , letŷ 1 =ŷ 1 (y ′ ) be the largest number such that y = (ŷ 1 , y ′ ) ∈ ∂Ω. Since |ŷ 1 | ≤ γR, we have
and thus, we obtain
Therefore, we find that 15) where r = r(y ′ ) = min 2γR, R 2 − |y ′ | 2 . We then get from (4.15) that
where C = C(n, ν). From the above estimates, we obtain (4.13), and thus, by combining (4.12) and (4.13), we conclude 16) where C = C(n, λ, ν). Now, we are ready to show the estimate (4.5). We extendû 1 andp 1 to be zero in
, by using the second inequality in (4.15) and Hölder's inequality as in (4.14), we see that
Moreover, it follows from Hölder's inequality that
Therefore, we conclude (4.5) from (4.16).
Next, let us set (u 2 ,
By Lemma 4.2, we get
(y)) , and thus, from (4.14) and (4.5), we obtain (4.6). This completes the proof of the theorem. Now, we recall the maximal function theorem. Let
For a function f on a set Ω ⊂ R n , we define its maximal function M( f ) by
where C = C(n, q). As is well known, the above inequality is due to the HardyLittlewood maximal function theorem. Hereafter, we use the notation
With Theorem 4.2 in hand, we get the following corollary.
Corollary 4.2.
Suppose that (A3 (γ)) holds with γ ∈ (0, 1/2), and 0 ∈ Ω. Let 2 < ν < q < ∞ and
(Ω) satisfies
(Ω). Then there exists a constant κ = κ(n, λ, ν) > 1 such that the following holds: If
then we have
Proof. By dividing U and F by s, we may assume s = 1. We prove by contradiction.
Suppose that there exists a point x ∈ Ω R/32 = B R/32 (0) ∩ Ω such that
In the case when dist(0, ∂Ω) ≥ R/8, we note that 
where C 0 = C 0 (n, λ, ν). From these inequalities and Chebyshev's inequality, we get 19) which contradicts with (4.17) if we choose κ sufficiently large. We now consider the case dist(0, ∂Ω) < R/8. Let y ∈ ∂Ω satisfy |y| = dist(0, ∂Ω). Then we have
in Ω R (y) and then, by (4.18), we have
From this, and by following the same steps used in deriving (4.19), we get
which contradicts with (4.17) if we choose κ sufficiently large.
4.3.
Proof of Theorem 4.1. We fix 2 < ν < q and denote ν ′ = 2ν/(ν − 2). Let κ = κ(n, λ, ν) be the constant in Corollary 4.2. Note that
where C 0 = N 0 (n, Ω, R 0 ). Therefore, from (4.21), Corollary 4.2, and Lemma 5.6, we have the following upper bound of the distribution of U; 
where C 2 = C 2 (n, λ, Ω, q, R 0 ) and C 3 = C 3 (n, λ, q). and thus, the Hardy-Littlewood maximal function theorem implies that
where C 4 = C 4 (n, λ, q). Notice from Lemma 3.1 and Hölder's inequality that
where C 5 = C 5 (n, λ, Ω, q, A). By combining (4.23) and (4.24), and then, taking γ = γ(n, λ, q) ∈ (0, 1/2) sufficiently small, we conclude (4.2).
Appendix
In this section, we provide some technical lemmas. We here give detailed proofs of lemmas for the reader's convenience. Let us start with the following variant of ε-lemma as presented in [17, Lemma 0.5]. The lemma is used to obtain Caccioppoli's inequality.
, where x 0 ∈ Ω and R > 0. Then for α > 0, there exists a constant δ 0 > 0, depending only on n and α, such that the following holds: If, for some 0 < δ ≤ δ 0 , the following inequality
f dx holds for any y ∈ Ω R (x 0 ) and r ∈ (0, dist(y, ∂B R (x 0 ))), then we have
where C = C(n, α, δ, C 0 ).
Proof.
To prove the lemma, we extend f , g, and h by zero on R n \ Ω R (x 0 ). Let us set By choosing τ such that τ α θ < 1, and then, letting i → ∞, we obtain (5.3). where C = C(n).
Proof. Note that |Ω R ∩ {x : x 1 < 2γR}| ≤ 2 n γR n . The following lemma is a result from measure theory on the "crawling of ink spots" which can be found in [24, 30] . See also [5] . For this, we denote by R the supremum of the radii of balls in U. Consider the partition of U in to sub collections U k , k ≥ 0, consisting of balls whose radius is in (2 −k−1 R, 2 −k R]. Let G 0 be a maximal disjoint subcollection of U 0 . We assume that G 0 , . . . , G k have been already determined. Then we let G k+1 be a maximal disjoint subcollection of 
