We solve two problems in modeling polynomial vector-exponential trajectories dependent on two independent variables. In the first one we assume that the data-generating system has no inputs, and we compute a state representation of the most powerful unfalsified model for this data. In the second instance we assume that the data-generating system is controllable and quarter-plane causal, and we compute a Roesser input-state-output model. We provide procedures for solving these identification problems, both based on the factorization of constant matrices directly constructed from the data, from which state trajectories can be computed. 1. Introduction. We consider two problems in modeling two-dimensional (2D) continuous trajectories from data. In both cases the data consists of polynomial vector-exponential trajectories, and we seek state-space models explaining it, i.e., systems of partial differential equations of first order in an auxiliary, "state" variable, and zeroth-order in the measured, "external" variable. The two situations differ in the model class we assume the data-generating system belongs to: in the first case we seek an autonomous state model, i.e., a system without inputs; in the second one we assume that an input/output partition of the external variable is given, and we compute an input-state-output (i/s/o) model.
Notation.
We denote by C m×n the set of all m × n matrices with entries in C. C
•×n denotes the set of matrices with n columns and an unspecified (finite) number of rows. Given A ∈ C m×n , we denote by where w i k1,k2 ∈ C w , k = 0, . . . , L i , = 1, 2 and λ i j ∈ C, i = 1, . . . , N, j = 1, 2, and t 1 and t 2 are two independent continuous variables. In the following we state two identification problems that differ from each other in the underlying assumptions on the model class the system generating the data (2.1) belongs to.
The autonomous case.
It has been shown in [32] that the data (2.1) can be modeled by the most powerful unfalsified model (MPUM ), i.e., the smallest linear subspace B * ⊆ C ∞ (R 2 , C w ) closed under differentiation that contains the trajectories (2.1). In [32] it is shown that the MPUM for (2.1) is autonomous: there are no free components in w, i.e., components which can take arbitrary values in C ∞ (R 2 , C w ); moreover, the MPUM is finite-dimensional as a subspace of C ∞ (R 2 , C w ). In the proof of [32, Thm. 3] an algorithm ultimately based on commutative algebra is provided to construct a state-representation of the MPUM, i.e., to compute n ∈ N and matrices A i ∈ C n×n , i = 1, 2, and C ∈ C w×n such that the MPUM is In [32] the matrices A i , i = 1, 2 and C of a (generally nonminimal) representation (2.2) are computed by inspection directly from the data (2.1). In section 4 of this paper we pursue a different approach to compute a minimal state representation (2.2) of the MPUM, based on the rank-revealing factorization of a constant matrix obtained from the trajectories w i and their derivatives at (t 1 , t 2 ) = (0, 0). Such rank-revealing factorization produces the values at (0, 0) of state trajectories x(·, ·) associated with the data (2.1) and their partial derivatives. The matrices A 1 , A 2 , C corresponding to a minimal state-space representation (2.2) of the MPUM can then be computed solving a system of linear equations involving the constructed state trajectories values and the data. An advantage of our approach over the method of [32] is that minimal state representations of the MPUM are obtained directly from the data, without any further computation, e.g., the reduction of a precomputed representation to a Kalman observability form suggested in [32, sect. 2].
The input-output case.
The second problem considered in this paper arises when an input-output partition w = col(u, y) of the variables is known, and moreover, the data-generating system is controllable (see [31] for a definition) and quarter-plane causal (see [27, sect. III] ). It is well-known that such a system can be represented by a Roesser i/s/o representation (introduced in [28] in the discrete-case):
where A ∈ C n×n , B := col(B 1 , B 2 ) ∈ C n×m , C := C 1 C 2 ∈ C p×n , D ∈ C p×m , and the external variable w := col(u, y).
In section 5 of this paper we show how to compute matrices A, B, C such that (2.3) are satisfied for some trajectories x i and the data w i = col(u i , y i ), i = 1, . . . , N in (2.1). Our approach to this identification problem is based on rank-revealing factorizations of constant matrices obtained from the data (2.1) and their dual trajectories, i.e., external trajectories of the dual system.
1 Such factorizations produce the values at (0, 0) of state trajectories x i corresponding to the data w i in some Roesser representation (2.3). Once the x i (0, 0), i = 1, . . . , N are known, the matrices A, B, C, and D can be computed in a straightforward way. In our approach an essential role is played by the calculus of bilinear differential forms and their representation as four-variable polynomial matrices.
Background material.
We give only the minimum amount of information needed; see [10, 17, 18] for more information and [11, 13, 14, 21, 23] for important details and for applications of 2D bilinear and quadratic differential forms.
Two-dimensional systems.
A subset B of the space C ∞ (R 2 , C w ) of infinitely differentiable trajectories in two independent variables is called a 2D linear differential behavior if it is the solution set of a system of linear, constant-coefficient partial differential equations (in the following PDEs) in two independent variables. That is, B is the subset of C ∞ (R 2 , C w ) consisting of all solutions to
where R is a polynomial matrix in the indeterminates ξ i , i = 1, 2. We call (3. 
, and M is a polynomial matrix in the indeterminates ξ i , i = 1, 2 with a suitable number of columns. Such a set of PDEs represents the full behavior B f ∈ L w+l 2 defined by
2) are satisfied} and the external behavior B
It can be shown that B belongs to L w 2 , in other words, it can be described by a set of kernel equations such as (3.1) (see [17] ).
In the following we need the notion of (weakly) autonomous 2D-behavior. In order to formalize such a concept we need to define the characteristic ideal and characteristic variety associated with a kernel representation (3.1). Let R ∈ R r×w [ξ 1 , ξ 2 ]; its characteristic ideal is the ideal of R[ξ 1 , ξ 2 ] generated by the determinants of all w × w minors of R, and the characteristic variety is the set of solutions common to all polynomials in the ideal. A behavior represented in kernel form by (3.1) is (weakly) autonomous if its characteristic ideal is not the zero ideal, or equivalently, if its characteristic variety is not all of C 2 . The characteristic variety is finite iff the behavior is finite-dimensional, i.e., it consists only of polynomial vector-exponential trajectories.
Finally, we introduce the notion of dual of a linear differential behavior. We denote by D(R 2 , C w ) the set of infinitely differentiable trajectories from R 2 to C w with compact support. Let J ∈ R w×w be an involution, i.e., J 2 = I w ; given a controllable behavior B ∈ L w 2 , we define its J-dual as
Using an integration-by-parts argument it can be shown (see also [16, sect. 5] 
If J = I, we denote B ⊥J by B ⊥ .
Two-dimensional bilinear differential forms.
In order to simplify the notation, define the vector t := (t 1 , t 2 ), the multi-indices k := (k 1 , k 2 ) and l := (l 1 , l 2 ), and the notation ζ := (ζ 1 , ζ 2 ) and η := (η 1 , η 2 
where the kth derivatives
In the following result we characterize equivalence of BDFs along behaviors in terms of properties of the associated polynomial matrices.
2 , and let
Proof. The proof of sufficiency is straightforward. To prove necessity, an argument analogous to that of [10, Prop. 10] can be used.
In the following we often differentiate a BDF with respect to one of the independent variables, i.e., from L Φ we define for i = 1, 2
It is easy to see that the partial derivative of a BDF is also a BDF. Using Leibniz's rule for the expression
, it can be verified in a straightforward way that the polynomial matrix representing
, where Ψ i,k,l is the (k, l)-coefficient of the ith component of Ψ. Finally, we introduce the notion of divergence of a VBDFs, the counterpart of the derivative of a BDF in the 1D case. Given a VBDFs L Ψ = col (L Ψi ) i=1,2 , we define its divergence as the BDF defined by 2 . In terms of the 4-variable polynomial matrices associated with the BDFs, the relationship between a VBDF and its divergence is expressed as (see [18, Thm. 4 
Using the fact that
it can be verified in a straightforward way that a representation (2.2) is observable if and only if Our approach is based on the analysis of two infinite matrices computed from the data (2.1), which we now introduce. Given
2 , we first define the matrix of the (k 1 , k 2 )th derivative of the data trajectories by
Now define the matrix of jets by
The matrix H(0, 0) of jets at (0, 0) is defined by
and
The following theorem is the main result of this section. 
Consequently, B * coincides with the image of the submatrix H of H consisting of its first w rows, and n = dim B * = rank H . Now choose a set of n linearly independent columns of H that generate im H , and consider the corresponding n columns of H. The linearity of the operation of partial differentiation implies that any other column of H is linearly dependent on the selected set. Consequently dim H = n.
To prove the second statement, let (2.2) be a minimal state representation of B, and denote by x i the state trajectory associated with w i in such state representation. Recall that
where the powers of A i , i = 1, 2, in the jth block row of O are ordered in the same way as the partial derivatives in the jth block row of H. Now define
x N (0, 0) and observe that
.
Since the chosen state-representation is minimal, it is also observable, and consequently rank(O) = n. From this and statement (1) it follows that rank X = n. We now prove that rank X (0, 0) = n; this will prove the second statement of the theorem. Select n linearly independent columns of H , the submatrix consisting of the first n rows of H. Consider the submatrix X (0, 0) consisting of the columns of X (0, 0) corresponding to this selection of columns of H ; denote its jth column by X j (0, 0). Now assume by contradiction that there exist α j ∈ C, j = 1, . . . , n, not all zero, such that n j=1 α j X j (0, 0) = 0. Then the trajectory of B * obtained by combining linearly the columns of H with the coefficients α j , j = 1, . . . , n is zero, since its corresponding state trajectory is n j=1 α j X j (·, ·) and it is zero at (0, 0). This leads to a contradiction: the chosen columns of H were linearly independent by assumption.
To prove the last part of the theorem, consider that given any two factorizations H = OX = O X , it holds that row span H = row span X = row span X , and consequently there exists a nonsingular matrix T ∈ R
•×• such that X = T X . Thus the columns of any matrix X obtained from a rank-revaling factorization of H are related by a nonsingular transformation to the vectors x i (0, 0) corresponding to the value at (0, 0) of the state trajectories x j corresponding to the w j .
It follows from Theorem 4.2 that any factorization H(0, 0) = OX of the matrix H(0, 0) such that rank O = rank X = rank H(0, 0) yields a set of vectors associated Downloaded 05/08/17 to 128.42.186.213. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
with the values at (0, 0) of state trajectories associated with
w i . We call such a factorization a rank-revealing factorization of H(0, 0). We now show how to exploit rank-revealing factorizations of H(0, 0) to obtain a state-representation of B * . Let H(0, 0) = OX be a rank-revealing factorization of H(0, 0), and let X be any finite submatrix of X of rank n = rank(X ). It follows from Theorem 4.2 that there exist matrices A i , i = 1, 2, and C of a minimal state-representation of B * such that each column of X is of the form A k1 1 A k2 2 x j (0, 0) for some k 1 , k 2 ∈ N and j ∈ {1, . . . , N}, where x j is the state trajectory corresponding to w j . Now denote by ∂ 1 X, respectively, ∂ 2 X, the n × n submatrix of X whose columns are A
x j (0, 0); we call these matrices the shifts of X in the ith direction. Proposition 4.3. Let H(0, 0) = OX be a rank-revealing factorization, and let X be any finite submatrix of X of rank n = rank(X ). Denote by ∂ 1 X, respectively, ∂ 2 X, the shifts of X in the first, respectively, second direction, and by Proof. It follows from Theorem 4.2 that given ∂ i X and X, there exist matrices A i of a realization of B such that the equations ∂ i X = A i X, i = 1, 2 are satisfied. Now use the assumption that X has full row rank n to conclude that
The last part of the proof follows in a straightforward way.
We now state an algorithm for computing a representation (2.2) of B * .
Algorithm 1.
Input: Vector-exponential trajectories w i e
Compute a rank-revealing factorization H(0, 0) = OX ; Select submatrix X of X such that rank(X) = rank(X ); Define ∂ i X to be the ith shift of X, i = 1, 2; Define A i := ∂ i XX † , i = 1, 2; Define C :=submatrix consisting of the first w rows and n columns of H(0, 0). Return A 1 , A 2 , and C.
We illustrate the application of Algorithm 1 with an example. Example 1. Consider trajectories whose value at (t 1 , t 2 ) is w 1 (t 1 , t 2 ) := e 2t1 , w 2 (t 1 , t 2 ) := t 1 e 3t1 e 5t2 . The matrix obtained from w 1 , w 2 and their derivatives with columns and rows ordered in the total degree lexicographic ordering up to (0, 2) is 
A full row-rank submatrix of X is that consisting of the first, second, and fourth column. The corresponding ∂ 1 X consists of the third, fourth, and eighth column of X ; ∂ 2 X consists of columns 5, 6, and 10 of X . Solving 
Roesser state models from i/o data.
This section is divided in three parts. In the first one we show that an inner product of external primal and dual trajectories is the divergence of a field whose components are the inner products of the first and second state variables of the primal and dual Roesser models. In section 5.2 we characterize zero-divergence fields, also along a pair of behaviors. In section 5.3 we show how to compute a Roesser model interpolating given vector-exponential trajectories on the basis of the decomposition of a constant matrix derived from the data in the sum of two lower-rank matrices. Finally, in section 5.4 we illustrate our procedure with a numerical example and comment on several issues.
Duality and divergence of fields of state variables.
We associate to a Roesser representation (2.3) its dual one, defined by the equations
The adjective "dual" is justified by the following result. A21 A22 accordingly to the partitions of x and x ; it is a matter of verification using 2D-Laplace transforms to check that ξ 2 ) . Consequently the external behavior of (2.3) is im
and that of (5.1) is ker N (−
) . To conclude the proof use (3.4).
In the computation of i/s/o representations from vector-exponential data, an important role is played by the following result.
Then there exist From Propositions 5.1 and 5.2 it follows that there exists a vector col(L Ψ1 , L Ψ2 ) of bilinear differential forms acting on the external variables of the primal and dual system, such that for every w ∈ B and w ∈ B ⊥ the following equality holds:
We show that w * w is the divergence of a VBDF's acting, respectively, on the first and second state variables associated to w and w in the primal and the dual system. 
Proof. The claim follows from the following chain of equalities: . Such a relation is at the basis of the 1D Loewner approach to rational interpolation; see [3] . Theorem 5.3 provides an analogous result in the 2D case.
Remark 2. From Theorem 5.3 follows an alternative proof of Proposition 5.1. Indeed, for any pair consisting of a compact support trajectory w = col(u, y) ∈ B and w = col(u , y ) ∈ B and associated state trajectories x, x , (5.3) implies that
where the last equality is justified by the fact that since the external trajectories have compact support, x also has compact support.
In the rest of the paper we assume that the data is purely vector-exponential, i.e.,
For the moment we also assume that a set of N dual trajectories is known; we show in Remark 5 that such an assumption is of little import, since dual trajectories are readily computed from primal ones. Consequently, for the time being we assume that the following data is available:
To such trajectories correspond vector-exponential state trajectories Define from (5.5), (5.6) the matrices
The following result, a straightforward consequence of Theorem 5.3, establishes the connection between matrices computed from the external data and matrices computed from the internal (i.e., state) ones.
Proof. The claim follows in a straightforward way considering the value at (0, 0) of (5.3) on the external data and their associated state trajectories.
We now give sufficient conditions under which the matrices X and X defined in (5.6) have rank equal to the dimension of the state variables Assume that N > n 1 + n 2 and that there exist n = n 1 + n 2 linearly independent trajectories among those in {w i } i=1,...,N and {w i } i=1,...,N , respectively. Then
Proof. We prove the first and third equalities; the other two follow in an analogous manner. Assume by contradiction that rank X := rank
Reordering the trajectories w i if needed, we can assume that the first n of them are linearly independent. Since rank X < n, the submatrix X of X consisting of its first n columns is such that there exist α i ∈ C, i = 1, . . . , n, not all zero, such that X col(α i ) i=1,...,n1+n2 = 0. The MPUM for the set {col(w i , x i )} i=1,...,n1+n2 is autonomous and finite-dimensional; moreover, since such behavior is a subset of the set of full (external, state) trajectories of a state representation of B, x is a state variable also for it. Now define w(·,
..,n1+n2 = 0, the value at (0, 0) of such state trajectory is zero. Given that the MPUM is autonomous, this implies thatŵ is also zero. This however is in contradiction with the linear independence of the first n external trajectories and the assumption that not all α i 's are equal to zero. Consequently X has rank n 1 + n 2 . This is readily seen to imply that rank x 1,1 (0) . . . 
Zero-divergence fields and their characterization. Given two controllable behaviors B, B
⊥ ∈ L w 2 described by (2.3) and (5.1), the n i ∈ N, matrices X i ∈ R ni×N , X i ∈ R ni×N , i = 1, 2, defined by (5.7) satisfy (5.8). If such X i , X i can be computed from the left-hand side of (5.8) and a "sufficiently informative" set of data is available, then matrices (A, B, C, D) of a Roesser model for the primal system can be computed solving a system of linear equations. However, given L * JR the solutions X i , X i , i = 1, 2 to (5.8) are nonunique, since the homogeneous matrix equation in
has nonzero solutions X i , i = 1, 2. Such nonuniqueness arises since the divergence operator appearing on the right-hand side of (5.3), from which (5.8) derives, is noninvertible: given a 2D function f , there are many fields F : R × R → R 2 such that ∇F = f . See also [29, sect. 27-4] on the issues arising in Maxwell's equations from the noninjectivity of the divergence operator.
The following result is a characterization of zero-divergence fields in terms of properties of the corresponding polynomial matrices.
The following three statements are equivalent: 
The following three statements are equivalent:
Proof. The equivalence of statements (1) and (2) follows from (3.7).
That (3) =⇒ (2) holds is a matter of straightforward verification. The implication (2) =⇒ (3) follows observing that if ( (3) follows readily from such equality.
To prove the second part of the claim, the equivalence of (4) and (5) follows from (3.7). The equivalence of (5) and (6) follows from (3.7) and Proposition 3.1.
The identifiability issues raised by the noninvertibility of the divergence operator will be considered elsewhere (see Proposition 5.5 below for a preliminary result); in the next section we present a procedure to compute Roesser models for the data (5.5). 
Computing
, such that the following equations hold: i , x 2,i ) , the state trajectories associated in such representations with w i , respectively, w i , i = 1, . . . , N. Now consider the value at (0, 0) of (2.3) and (5.1) with such externaland state trajectories. This argument proves the first part of the theorem and (5.11). The last part of the claim is straightforward.
From Theorem 5.7 it follows that the crucial issue in computing unfalsified models for the primal data is finding matrices S i , i = 1, 2, solving the Sylvester-type equation
from which matrices X i , X i , i = 1, 2, can be computed such that the first two equations in (5.11) are satisfied. The following result gives sufficient conditions on S 1 , S 2 and the data for this to happen.
admits a left inverse. From assumption (2) conclude that such a leftinverse can be chosen satisfying the first equation in (5.13). Now multiply both sides of (5.12) by such a left-inverse to conclude that
where A and B are defined by the first two equations in (5.14) . 
where C and D are defined by the last two equations in (5.14). The fact that A, B, C, and D define an unfalsified model for the primal data follows from (5.15) and (5.16) . This concludes the proof of the theorem.
Based on the results of Theorems 5.7 and 5.8, to compute a Roesser model for data (5.7) we can proceed as follows. Assume that the condition im Y ∩ im U = {0} with Y , U defined by (5.10) is satisfied. Beginning with (n 1 , n 2 ) := (1, 0) and following the total degree lexicographic ordering in N × N, we check the existence of a solution S 1 S 2 to (5.12) with rank S i = n i , i = 1, 2, satisfying conditions (1)- (2) of Theorem 5.8. Such check can be performed as follows: let S 1 S 2 be a solution of (5.12); note that a solution always exists, since the data belongs to a controllable model and consequently (5.3) is satisfied. Now define
and note that since (5.9) is a linear matrix equation, a parametrization of G is straightforward to obtain. We can now check whether there exist ( (1)- (2) yield an unfalsified model. If they do not, we can update (n 1 , n 2 ) to the next element of N×N in the total degree lexicographic order and start over. The model identified in this way is also of minimal complexity (state dimension) n 1 + n 2 among the unfalsified Roesser models for the data satisfying the conditions of Theorem 5.8.
Example and comments.
We give an example of the application of our procedure and some comments and remarks addressing important issues. 
We generate from such a primal system vector-exponential data at the frequencies (4, 3), (5, 4) , and (9, derived from the primal data directions [ 2 13 ], [ 7 17 ],
6
−7 . We conclude this section discussing several issues. First, we examine alternative approaches to the procedure used in Example 2. We then show how dual trajectories can be constructed from primal ones. Subsequently, we discuss the relation of our approach to the 2D Loewner one and to the solution to the bivariate Nevanlinna interpolation problem of Agler and co-authors. Finally, we consider applying duality ideas to the identification of Fornasini-Marchesini i/s/o models.
Remark 4 (computational issues). In Example 2 we used a mixed symbolicnumerical approach to compute Roesser models. Anecdotal evidence obtained dealing with only a few more interpolation points suggests that such an approach is impractical for larger scale problems, since verifying the parametric rank conditions (1)-(2) in Theorem 5.8 using Gröbner bases is computationally rather intensive. The bottleneck is the calculation of minimal rank solutions S 1 and S 2 to (5.12); checking whether such solutions satisfy the additional conditions of Theorem 5.8 is a matter of standard computations.
One pair of solutions to (5.12) is straightforward to compute, see (5.18) , and the set G in (5.17) is described by linear equations. Thus the computation of S i can be reduced to an affine rank minimization problem:
where A is a linear map, b is a vector obtained from L * JR, and A(S 1 , S 2 ) = b is a vector-formulation of (5.12). Several algorithms to solve this NP-hard problem are known; see, e.g., [26] .
Remark 5 (data dualization via mirroring). In general it is difficult to obtain data from the dual system, and only data coming from the primal one are available (unless of course the two systems coincide-see [22, 24] for examples in the 1D case). We now describe the mirroring technique, already used in the 1D case (see [8, 9, 25] ), to obtain dual data on the basis of primal ones. 
Remark 6 (bivariate rational interpolation in the Loewner approach). In [2] a Loewner approach to bivariate rational interpolation is developed for SISO systems, based on the Loewner matrix of the data, which we now introduce through BDFs. Let
from which it follows that
Since Remark 7 (operator-theoretic approaches to bivariate interpolation). Agler, McCarthy, and others worked on discrete nD metric interpolation problems (see [1, 4, 6] ) using operator-theoretic techniques; see also [5] . Interesting similarities exist between their formulas and ours; compare, e.g., [1, Thm. 11 .49] with (5.19) . A thorough investigation of the connections of such approaches with ours is a matter of pressing research, especially in view of the usefulness of BDF techniques in solving similar interpolation problems in the 1D case (see [8, 9, 25] It is a matter of straightforward verification to check that the dual of (5.21) is Given Theorem 5.3 and the equivalence of Roesser and Fornasini-Marchesini models, it is not surprising that the external bilinear form is the divergence of a field involving the primal and the dual state. However, partial derivatives of the state are present, and thus the right-hand side of the matrix equation obtained from (5.23) for vectorexponential trajectories is more involved than the right-hand side of (5.12).
Conclusions.
We considered two versions of the problem of modeling vectorexponential trajectories dependent on two independent variables with state-space models, and we provided two procedures to solve it, both essentially based on the factorization of constant matrices directly constructed from the data. Current research is aimed in several directions. First, we want to establish identifiability conditions based only on properties of the external data, since Proposition 5.5 falls short of being completely satisfactory. (See [15] on identifiability of nD systems.) Second, we need to develop a computationally efficient and numerically sound approach to the implementation of our procedure to compute Roesser models (see Remark 4) . A third research direction is the identification problem from general (i.e., not polynomial vector-exponential) discrete data; cf. [22] for a BDF approach to such problem in the 1D case. On a longer horizon and a broader perspective, we want to investigate the application of our duality-based approach to model reduction. Finally, Roesser models only describe quarter-plane causal systems, and we need to generalize our results to more general notions of "causality" (e.g., those considered in [27] in the discrete case).
