Analytical ultracentrifugation has reemerged as a widely used tool for the study of ensembles of biological macromolecules to understand, for example, their size-distribution and interactions in free solution. Such information can be obtained from the mathematical analysis of the concentration and signal gradients across the solution column and their evolution in time generated as a result of the gravitational force. In sedimentation velocity analytical ultracentrifugation, this analysis is frequently conducted using high resolution, diffusion-deconvoluted sedimentation coefficient distributions. They are based on Fredholm integral equations, which are ill-posed unless stabilized by regularization. In many fields, maximum entropy and Tikhonov-Phillips regularization are wellestablished and powerful approaches that calculate the most parsimonious distribution consistent with the data and prior knowledge, in accordance with Occam's razor. In the implementations available in analytical ultracentrifugation, to date, the basic assumption implied is that all sedimentation coefficients are equally likely and that the information retrieved should be condensed to the least amount possible. Frequently, however, more detailed distributions would be warranted by specific detailed prior knowledge on the macromolecular ensemble under study, such as the expectation of the sample to be monodisperse or paucidisperse or the expectation for the migration to establish a bimodal sedimentation pattern based on Gilbert-Jenkins' theory for the migration of chemically reacting systems. So far, such prior knowledge has remained largely unused in the calculation of the sedimentation coefficient or molecular weight distributions or was only applied as constraints. In the present paper, we examine how prior expectations can be built directly into the computational data analysis, conservatively in a way that honors the complete information of the experimental data, whether or not consistent with the prior expectation. Consistent with analogous results in other fields, we find that the use of available prior knowledge can have a dramatic effect on the resulting molecular weight, sedimentation coefficient, and size-and-shape distributions and can significantly increase both their sensitivity and their resolution. Further, the use of multiple alternative prior information allows us to probe the range of possible interpretations consistent with the data.
Introduction
Analytical ultracentrifugation is a classical first-principle technique for the characterization of biological macromolecules, widely used in the studies of proteins, [1] [2] [3] carbohydrates, [4] [5] [6] nucleic acids, 7, 8 as well as man-made macromolecules, including polymers, 9 compounds in supramolecular chemistry, 10, 11 drug delivery particles, 12 and others. [13] [14] [15] Because of improved instrumentation and data analysis approaches, analytical ultracentrifugation has experienced a renaissance, 16 in particular, for the characterization of reversible macromolecular self-and hetero-association processes. Analytical ultracentrifugation is uniquely suited to determine the number, size, and gross shape and conformation of non-reversible and reversible macromolecular complexes, to study their interaction with ligands, and to observe the assembly of multiprotein complexes. In particular, sedimentation velocity (SV) analytical ultracentrifugation, which is concerned with the time-course of migration of the macromolecular ensemble in the gravitational field, provides a combination of strongly size-dependent migrations that leaves the faster sedimenting protein complexes always in a bath of the slower sedimenting macromolecular components. Such a situation allows reversibly assembled complexes to be maintained throughout the experiment and their migration to be observed in a way that quantitatively reflects the equilibrium and kinetic properties of the interaction. SV has been transformed by the application of modern data analysis approaches that globally fit the raw sedimentation data directly with the partial differential equation for single or multicomponent sedimentation. [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] Frequently, the ensemble of sedimenting macromolecules is described by a sedimentation coefficient distribution. This can account for heterogeneity and for trace populations in the macromolecular sample, and due to the exquisite sensitivity of SV, is frequently required to achieve a satisfactory fit to the data and avoid misinterpretation of the boundary spread. Sedimentation coefficient distributions, and more general size-and-shape distributions, permit the interpretation of both the translation and the evolution of the shape of the sedimentation boundary, providing estimates for sedimentation coefficients, molar mass, and heterogeneity of the macromolecular sample under study. 21, [27] [28] [29] For example, a hydrodynamic scaling law can be used to extract a measure for the average degree of size-dependent diffusion from the shape of the sedimentation boundary, resulting in diffusion-deconvoluted sedimentation coefficient distributions, termed c(s). 21, 28 Many applications have taken advantage of the high resolution of this method, 30 its high sensitivity for the quantitation of trace components, [31] [32] [33] and its more recent extensions to multisignal analysis of multicomponent sedimentation processes. [34] [35] [36] [37] Mathematically, the decomposition of the experimental data in terms of signals from an unknown number of species sedimenting with different rates requires the inversion of a Fredholm integral equation. Such problems are common to many imaging disciplines and many experimental biophysical techniques, and their properties have been well-studied. 38 They are ill-posed and have the common characteristics that usually many different solutions fit the data equally well within the noise of the experimental data. Commonly, details of the experimental noise can be amplified and lead to dominant features in the calculated distributions. 39, 40 Although SV has very rich data sets (typically consisting of 10 4 to 10 5 data points with a signal-tonoise ratio between 10 2 and 10 3 ), and the signals from sizedependent migration allow for easier discrimination than the exponential signals encountered in many other biophysical techniques, this is still a major limitation in the resolution and sensitivity that can be achieved in the study of macromolecular sedimentation by SV.
To our knowledge, Provencher's computer program CONTIN was the first to introduce the regularization approach into the biophysical analysis. [39] [40] [41] Regularization is the introduction of a bias to select, among all possible statistically indistinguishable solutions, the one that conforms best with a pre-defined property. It can be understood to be a constrained optimization that selects the most parsimonious distribution among all distributions that fit the raw data statistically well. This selection can be justified by Occam's razor, and in countless applications in many different disciplines' regularization, it has proven to be a remarkably powerful approach. In the field of SV, it has been implemented in the programs SEDFIT and SEDPHAT, using maximum entropy (ME) 42, 43 and Tikhonov-Phillips (TP) 44, 45 regularization.
The ME principle can be understood in the more general framework of Bayesian statistics, in which data are interpreted in light of existing prior probabilities. 46, 47 Similarly, methods have been established for incorporating prior expectation in the generalized TP regularization. [48] [49] [50] It is well-established in modeling that, generally, the use of prior information can substantially enhance the ability to extract information from experimental data. 47, 51 Therefore, instead of selecting simply the most parsimonious distribution from all that fit the data indistinguishably well, prior probabilities allow for a better choice by selecting the distribution that is most consistent with existing a priori knowledge. Accordingly, the use of prior information is currently exploited in a wide range of fields to improve the inversion of Fredholm integral equations.
Nevertheless, so far in the implementation of the regularization for SV, only the simplest regularization approach was utilized, always assigning an equal a priori probability to the likelihood of all sedimentation coefficients to generate the most parsimonious distribution and in this way considering solely information residing in the data to be analyzed. Although this is conservative and many applications have shown it to be a very robust approach, it has several drawbacks. For example, the peak widths obtained depend on the signal-to-noise ratio of the data acquisition and the number of significant data points available, which makes them not easily interpretable. 52 Further, it does not take advantage of a wealth of specific knowledge that is frequently available about the macromolecular ensemble under study. Such knowledge can be derived from expectations based on hydrodynamic scaling laws, from sedimentation data acquired with different detection systems, and/or from characterizing separately different components of a multicomponent mixture under study.
In a hierarchical approach, some of this knowledge has been incorporated into a secondary analysis in the form of a fixed constraint (e.g., with the hybrid discrete/continuous distribution 29, [53] [54] [55] ), in combination with statistical analysis of the quality of fits obtained. However, in the present work, we examined a more subtle approach, which permits the experimental data to override our expectation if they contain sufficient information contrary to our expectation. This can be naturally achieved in the framework of incorporating prior expectations directly into the computed molecular weight distribution c(M) from SE and sedimentation coefficient distributions c(s) or size-and-shape distributions c(s,f r ) and their equivalents from SV. In the following, we will describe in theory and practice the incorporation of different forms of prior expectation applied to the analysis of different macromolecular systems and explore the relationship between the information content of the data and (correct or impostor) prior expectations as determinants of the computed distributions. We found that the incorporation of prior knowledge can have a profound influence on the sedimentation coefficient distributions and can frequently aid in obtaining more information from the experimental data. Dependent on the prior knowledge used, it can lead to greatly improved resolution, for example, for discriminating macromolecular complexes in solution or for examining microheterogeneity in size and/or conformation, and it can provide enhanced sensitivity and quantitation of trace components. This tool is implemented in the public domain software SEDFIT. 56 
Materials and Methods
Analytical Ultracentrifugation. Sedimentation velocity experiments were conducted as described in the experimental protocol. 57 Briefly, 400 µL samples of dilute protein solutions were loaded in the sample sector of Epon double-sector centerpieces, and the buffer was loaded in the reference sector. For details on the sample preparation, see ref 34 . The centrifugal cell assembly was inserted in an An50 Ti eighthole rotor, and the temperature was equilibrated for approximately 1 h at 20°C at rest in the chamber of an Optima XLI (Beckman Coulter, Fullerton, CA). After rotor acceleration to 50 000 rpm, the evolution of radial concentration profiles was observed in real-time with the absorbance and/or interference optical system. A series of scans comprising the entire sedimentation process were loaded in the software SEDFIT 56 and modeled over the entire time and radial range (excluding the regions of optical artifacts and back-diffusion) as described next, treating the exact meniscus position as an unknown parameter. Systematic time-invariant and radial-invariant noise contributions were determined by algebraic noise decomposition based on least-squares optimization. 20 Calculating Sedimentation Coefficient Distributions c(s). Sedimentation coefficient distributions c(s) were determined by numerical inversion of the Fredholm integral equation 21, 28 where a(r,t) denotes the experimentally measured signal and 1(s,D,r,t) denotes the normalized solution to the Lamm equation for a single species 58 using the symbol (r,t) for the macromolecular concentration distribution as a function of radial position and time, ω for the rotor angular velocity, and s and D for the macromolecular sedimentation and diffusion coefficients, respectively. Modifications of eq 2 to account for pressure effects from solvent compressibility and dynamic density a(r,t) = ∫ c(s) 1 (s,D(s),r,t)ds
gradients from sedimenting cosolvents have been described 59, 60 and can be inserted into the integral equations without affecting the applicability of the regularization strategy discussed in the present paper. Obviously, we request that c(s) is positive throughout. The relationship between D and s was approximated with the hydrodynamic scaling law where k denotes the Boltzmann constant, T the absolute temperature, V j the protein partial specific volume, and F and η the solvent density and viscosity. It is based on a weight-average frictional ratio (f/f 0)w of all sedimenting species. Other scale relationships are possible and have been implemented in SEDFIT, for example, for worm-like chains, for bimodal distributions with heterogeneous frictional coefficients, and for empirically user-defined relationships. Although the sedimentation coefficient distribution c(s) is based on a linear combination of Lamm equation solutions of non-interacting species, it was shown that it is applicable also to systems of rapidly interacting macromolecules. In this case, c(s) reports approximations of the asymptotic reaction boundary at infinite time described in the Gilbert-Jenkins theory 61 (i.e., transport properties of the coupled reacting system rather than the properties of the interacting species). 62 Eq 2 was solved for each pair of s and D values using finite element solutions as described in Brown, P. and Schuck, P., manuscript submitted. Calculating Size-and-Shape Distributions c(s,M) and General Sedimentation Coefficient Distributions c(s,*). For cases where the scaling law eq 3 is not applicable and no replacement can be identified, or where macromolecular mixtures are studied that are very heterogeneous in hydrodynamic friction and partial specific volume, a sizeand-shape distribution has been defined as with the symbol f r as an abbreviation for the frictional ratio f/f0 and again with c(s,fr) assuming only positive values. Using the Svedberg relationship, it can be transformed to the equivalent distributions of sedimentation coefficient and molar mass c(s,M), sedimentation coefficient and Stokes radius c(s,R), sedimentation and diffusion coefficient c(s,D), or size and shape c(M,f r). The inversion of the Fredholm integral equation (eq 4) is described in ref 27 and implemented in SEDFIT. It involves similar difficulties as the inversion of eq 1 but is slightly more ill-posed due to the typically much lower information content of experimental data on the diffusion dimension.
For cases where the diffusional dimension is not of primary interest, a general sedimentation coefficient distribution was defined as 27 c(s,*) can be considered a more general version of c(s), which does not make any assumptions on the diffusional properties of the macromolecular ensemble, yet still deconvolutes diffusional broadening on the basis of the experimentally measured sedimentation boundary shapes.
Molecular Weight Distributions from Sedimentation Equilibrium. The equilibrium between sedimentation and diffusion attained at long times by a single thermodynamically ideal species follows the Boltzmann exponential with M buoy ) M(1 -V jF) denoting the buoyant molecular weight, the abbreviation (r) ) ω 2 r 2 /2RT, the gas constant R, and absolute temperature T. 63 This expression describes the redistribution of the macromolecule at initial loading concentration c j in a sector-shaped solution column with meniscus m and bottom b. A mixture of macromolecular species produces a signal The index ω indicates that the data will depend on the rotor speed. As described in ref 64 , a significantly better estimate for the buoyant molar mass distribution c j(Mbuoy) can be achieved by globally fitting data sets acquired at different rotor speeds, using the constraints that total mass is conserved (i.e., c j is independent of ω).
Regularization with Prior Expectation. The numerical solution of eq 1 using maximum entropy (ME) regularization is obtained on a grid of s values between smin and smax (denoted as si with i ) 1,...,N; N ) ∼100-300). Accordingly, the discrete form of c(s) consists of a set of values ci(si), which are computed on the basis of the constrained optimization problem with the indices r and t denoting the radial and time points and rt (i) the Lamm equation solution for a species with si and D(si) at position r and time t. In eq 8, the first term represents the least-squares optimization of the fit to the data points art, while the second term represents the ME penalty term with the prior expectation (or short prior) pi. 47 The scaling parameter R is iteratively adjusted to a value that ensures that the goodness of fit is not significantly affected by the regularization term, as calculated using Fisher statistics for a predetermined confidence level (e.g., P ) 0.7 for the conventional one standard deviation). 21 This follows the strategy previously developed by Provencher in the program CONTIN. 39, 41 Because of the large number of data points of an SV experiment (∼10 5 ), the influence of the model parameters ci on the degrees of freedom is negligible here. For each value of R, eq 8 is minimized using the Marquardt-Levenberg method 65 implemented with positivity constraints for ci.
An alternative regularization approach was developed earlier independently by TP. 44, 45 Here, the penalty term is not the negentropy of the distribution but a measure for the norm of c(s), implemented in SEDFIT and SEDPHAT as the total curvature ∫(c′′) 2 ds. Generalizing this concept, in the presence of prior expectations, we minimize the total curvature of the distribution relative to the prior expectation, ∫[(c/p)′′] 2 ds. (This form is motivated by the requirement that in the absence of data, the regularization constraint will produce the expectation and by the consideration that knowledge of absolute concentrations should not be required.) In the discrete form, this leads to a constrained optimization problem analogous to eq 8 using the vector notation c b for the 1 × N matrix with components c 1,...,cN. H is a N × N matrix, which in the usual form (without prior expectation) will be identical to the square of the second derivative matrix H 0 . 65 The prior expectation leads to a modification of the matrix elements according to 
D(s)
The conventional sedimentation coefficient distribution obtained with uniform prior probability is termed c(s), while that obtained with specific prior expectations is termed c (P) (s). For the purpose of the present theoretical study, we identify the distributions with an impostor prior expectation as c (P * ) (s). In SEDFIT, we implemented the possibility to load an arbitrary distribution from an ASCII file to serve as prior expectations. As tools in selected commonly encountered situations, the following options were implemented: (1) superpositions of Gaussian distributions at position s k with user-defined widths σk and amplitudes Ak (with 0.001 serving as an arbitrary nonzero reference probability for the remaining distribution). This is motivated by a priori knowledge of s values of different species.
(2) The automatic selection of prior probabilities from an initial analysis with constant p i. Here, each peak in c(s) of the initial analysis is replaced by a finite grid approximation of a δ function that has the same weight-average s value, sw,k, and area, Ak, of the initial c(s) peak where and with the triangular hat or chapeau functions spanning the distribution. This leads to a refined analysis accounting for the expectation that the peaks should represent discrete species, which is termed c (Pδ) in the following.
(3) The predictions from Gilbert-Jenkins theory 62 for the amplitude and location of the undisturbed component and the shape of the asymptotic reaction boundary component. For example, for a bimolecular heterogeneous interaction of proteins A and B forming a reversible complex AB with mobilities V A, VB, and VC, respectively, the asymptotic boundary profile is given by the equation system which can be solved for each species' sedimentation coefficient distribution mA(V), mB(V), and mAB(V), in accordance with the mass action law mAmBK ) mAB (with the equilibrium association constant K), given each component's known total concentration. 66 The complete asymptotic boundary s(V) is given by the sum of each species' signal contribution m(V) 61 and mapped onto the discrete grid to produce the approximation pi(si). The undisturbed boundary component predicted by eq 13 is converted into a sharp peak in pi analogous to eqs 12a-d.
In this prior probability model, an initial analysis of the sedimentation profiles from a concentration series provides initial estimates for the binding constants and species sedimentation coefficients, which then can be used to refine the division of the sedimentation boundary in the undisturbed and reaction boundary component. This choice of prior probabilities reflects the expected correspondence between the diffusiondeconvoluted sedimentation coefficient distributions c(s) and the asymptotic boundary profile in the absence of diffusion. 61 (It should be noted, however, that provisions for repulsive nonideality are made in neither the asymptotic boundaries s(V) from eq 13 nor in the experimentally determined sedimentation coefficient distributions c(s) and c(s,f r) in eqs 1, 2, and 4. Sedimentation analysis at very high concentrations of either the macromolecules of interest or at low concentrations of a tracer in crowded solutions do not allow application of the c(s) method. Methods to incorporate first-order corrections for repulsive hydrodynamic nonideality are currently being pursued in our laboratory.)
All computational methods are implemented in the public domain ultracentrifugal data analysis software SEDFIT. 56 It can be downloaded from the website, where further supporting and tutorial material are available. Semiannual tutorial workshops for biophysical data analysis with the software SEDFIT and SEDPHAT are offered at the National Institutes of Health.
Results
Because the analysis of a distribution of exponentials occurs in many different fields and could be regarded as a benchmark for the performance of the modified regularization algorithm, we examine first the effect of prior knowledge on the analysis of SE molecular weight distributions. As an example, we generated synthetic long-column sedimentation equilibria attained by a mixture of three proteins (30, 50 , and 80 kDa at relative concentrations of 40, 30, and 30%, respectively) sequentially at four different rotor speeds, with sedimentation parameters and signal-to-noise ratios as typically encountered in experimental AUC studies 57 (inset in Figure 1 ). The conventional estimate of the molecular weight distribution c(M) Figure 1 . Sedimentation equilibrium analysis with prior knowledge. Sedimentation equilibrium profiles were calculated for a mixture of three proteins with 30 kDa (40%), 50 kDa (30%), and 80 kDa (30%) at sedimentation equilibrium at 10 000, 12 000, 15 000, and 20 000 rpm. A solution column from 6.75 to 7.18 cm was assumed, with a total loading signal of 0.5 OD, with 0.01 OD noise of the data acquisition (inset). This mimics the experimental design described in the protocol by Balbo et al. 57 and the typical experimental signal/ noise ratio. Such data may be acquired for a hypothetical mixture of two proteins with 30 and 50 kDa, respectively, forming an irreversible 80 kDa complex. The synthetic data were then analyzed with molecular weight distributions, with regularization scaled to one standard deviation (P ) 0.7). In the absence of prior knowledge, the molecular weight distribution c(M) is shown as dotted blue and red lines for ME or TP regularization, respectively. If prior knowledge is used about the two protein components used in the mixture (i.e., the knowledge that there may be a 30 kDa species and a 50 kDa species (implemented as Gaussians, black dotted lines)), the resulting c (P) (M) distributions are shown as solid green and purple lines for ME or TP regularization, respectively.
without prior knowledge using ME regularization (dotted blue line in Figure 1 ) results in a bimodal distribution, which demonstrates the well-known lack of resolution and presence of cross-correlation of the Boltzmann exponentials in sedimentation equilibrium. However, we may have knowledge prior to the analysis that species of 30 and 50 kDa should occur, and when the expectation for these two species is implemented by prior probabilities shown as dotted black lines in Figure 1 , a trimodal distribution c (P) (M) (with the superscript (P) indicating the incorporation of prior knowledge) is obtained, as shown by the solid green line, which correctly identifies the third species at 80 kDa. Similar results are obtained for both ME and TP regularization. This illustrates that prior knowledge can have a significant effect on the calculated distribution. Similar results were obtained when any combination of two species was known or when only the middle species was known, but only slight improvement was found when either the smallest or the largest species alone was known (data not shown). SV typically provides a higher resolution than SE, due to the smaller correlation of the signals from macromolecular species of different size. Nevertheless, regularization was also shown to be essential in SV analysis. 21 To demonstrate the effect of prior probabilities on the calculated sedimentation coefficient distribution from SV, we examined the experimental data from a mixture of two similar sized proteins ( Figure 2 ). We chose a mixture of a preparation of aldolase and IgG (nonreactive to the aldolase), which in individual experiments sedimented at rates of 7.2 S (blue line) and 8.2 S (green line), respectively. When the data from the mixture are analyzed without any regularization, the result is a series of peaks that do not correspond to any of the true sedimenting species (gray line). This is due to the well-known propagation and amplification of experimental noise in Fredholm integral equations. 39, 44 The magnitude of this effect depends on the noise level in the data and on the refinement of the discretization of the s values in the calculated distribution. This makes regularization indispensable for a meaningful analysis. The result of ME regularization with uniform prior knowledge, c(s), is shown as the solid black line. This is not using any specific knowledge except requesting the distribution to be parsimonious and not providing information unless statistically warranted solely by the data to be analyzed. Clearly, this does not enable us to resolve the two species (unless in the context of multisignal SV, when combined with an additional data signal and information on each protein's spectral properties 34 ). We then implemented prior knowledge derived from the s values of the two proteins observed in their separate sedimentation experiments (dotted red line, showing two Gaussian peaks of height 0.1 at 7.2 and 8.2 S on a background value of 0.001). From the resulting sedimentation coefficient distribution (termed c (P) (s) in the following), the two species can be readily recognized and resolved (solid red line). This example shows the profound effect that prior expectation can have on the shape of the calculated sedimentation coefficient distribution. We will examine in the following strategies how the interpretation of experimental SV data can be enhanced, and new information generated, when prior knowledge is utilized in the data analysis.
To study in more detail the effect of prior expectation on the resolution, we simulated sedimentation profiles of two species of 7.0 and 7.1 S, respectively, with normally distributed noise ( Figure 3A, inset) . As a measure of the diffusion-broadened average boundary shape in terms of apparent s values, we calculated the apparent sedimentation coefficient distribution ls-g*(s) (green line) (slightly broader distributions would be obtained from the dc/dt method 67 ). Despite the deconvolution of diffusion in c(s) (black solid line), the two species underlying the simulation cannot be resolved with the standard uniform prior. However, the two species can be correctly distinguished in c (P) (s) (solid red line) if we make use of the knowledge of the two s values in the prior probability assignment (dotted red line). On the other hand, the data can be equally well fit with an impostor prior expectation assuming that there is only one single species (blue line). (In the following, this distribution will be termed c (Pδ * ) (s), with the superscript (P) to indicate the use of prior knowledge, δ to denote the particular prior expectation that there be peaks approximating delta functions, and * to label in the context of the present paper that the prior expectation is impostor.) In this example, since the data do not carry sufficient information on the number and s values of species within the s range of 7.0-7.1 S, the calculated distribution will always reflect the prior probabilities underlying the ME regularization. In fact, species with arbitrarily small Sedimentation coefficient distributions c(s) with ME regularization scaled to one standard deviation (P ) 0.7) with uniform prior for the mixture (solid black line) and for the IgG1 and aldolase samples when studied individually in separate experiments at the same concentrations (solid blue and green lines, respectively). The c(s) distribution from the mixture without any regularization is shown as a gray line exhibiting several peaks. The solid red line is the c (P) -(s) distribution with ME regularization using prior expectations, with the prior expectation implemented as Gaussians with a width of σ ) 0.3 S, centered at the weight-average s value of the main peak observed in the individual experiments. The peak probabilities are 100-fold above the uniform prior in the rest of the distribution (dotted red line).
differences in s values may be baseline resolved (provided that there is appropriate discretization of the range of sedimentation coefficients), and in this sense, the resolution is much enhanced, but clearly this does not provide us with new information on the heterogeneity or s values in the sample. However, this analysis can extract from the data information on the concentration of each of the species.
A different situation is encountered when the distance between the s values of the two species is slightly larger, for example, 0.5 S ( Figure 3B ). The conventional c(s) analysis with ME regularization with uniform prior still results in a single peak, although it is slightly broadened (black solid line). Unfortunately, the peak width in c(s) will also depend significantly on the scaling of regularization, which is governed by the magnitude of noise in the data and the number of data points included in the analysis. This makes the peak width in practice not amenable to quantitative analysis. However, with the tool of ME prior expectations, this problem could be addressed: it is possible to hypothesize that the peaks from a first, conventional c(s) analysis are representations of what are truly discrete species. In the present case, this leads to the impostor prior expectation that there be only one species (dotted blue line). However, the resulting sedimentation coefficient distribution c (Pδ*) (s) (solid blue line) could only partially follow this expectation, and instead showed characteristic edge-effects of small extra peaks on each side (here at ∼6.7 and 7.8 S, respectively). (In the implementation in SEDFIT, the transition from c(s) to c (Pδ) (s) is automatically accompanied by an account of how much of the total sedimenting material is outside the δ peaks, to allow an assessment of the consistency of data and prior expectation.) From the clash of the prior expectation and the distribution obtained, it can be recognized that the single discrete species model is not sufficient to fit the data, and it can be deduced that there is heterogeneity in the sedimentation boundary. If, on the other hand, we used the true s values of the two species as prior expectations (dotted red line), again the two species can be correctly recognized and quantified (solid red line). In this case, no extra trace species are observed. We found the latter to be true even for mixture of species with heterogeneous friction ratios (such as 1.3 and 1.7), unless the (f/f 0 ) w for scaling c(s) was grossly deviating from the true values (data not shown).
Conversely, it is interesting to consider a case where the sedimentation boundary is truly formed by a single species, but the prior expectation is incorrect in suggesting the presence of two species differing in sedimentation coefficient, for example, by 0.5 S. As illustrated in Figure 3C , in this case, the resulting c (P*) (s) distribution (solid blue line) again did not follow the prior expectation (dotted blue line) but formed one peak at the s value of the underlying single species. Interestingly, it can be discerned that the peak is partially subdivided: this is a reflection of the fact that below the limit of experimental information (i.e., at very small differences in s values), the c (P*) (s) result adheres partially to the prior expectation, even though that model overall is clearly rejected. The subdivision of the central peak was found to be deeper with simulations that contain higher levels of noise, consistent with the idea that noisier data have less information and therefore are less able to refute incorrect prior expectations (data not shown). If, on the other hand, the peak s value from the initial analysis with uniform prior (black solid line) is taken and combined with the correct prior expectation that there be a single, discrete species, a single c (Pδ) (s) peak is obtained (red solid line) that is sharper than that in the conventional c(s) (black line) and better reflects the true sedimentation coefficient distribution. In this case, again no extra peaks are observed.
These examples highlight the opportunity to use prior probabilities derived from the hypothesis (or expectation) about the discrete nature of the sample to test for the presence or absence of heterogeneity in the sedimentation boundary and to increase the resolution and sharpness of the sedimentation coefficient distribution. They also illustrate that the calculated sedimentation coefficient distribution will deviate from the prior expectation if the information contained in the data is incompatible with the prior expectation. We observed qualitatively very similar results with both ME and TP regularization (data not shown).
As indicated above, the ability to modulate the prior expectation allows us to detect peaks with very high resolution (in the sense of distinguishing species with very small differences in s values) and to use peak integration to quantify the concentration of the corresponding species in the loading mixture. When using the common sedimentation coefficient distribution c(s) based on a single, weight-average frictional ratio for scaling sedimentation and diffusion (eq 3), the precision of the species concentrations will depend on whether or not the assumption of a single, weight-average frictional ratio is appropriate. Generally, there is a correlation between heterogeneity in f/f 0 and errors in measured species concentrations, and the strength of this correlation depends on the difference in the s values of the species. For species that do not form clearly separate sedimentation boundaries, errors in the approximation of the diffusional envelope of each species' sedimentation boundary will translate in errors in the magnitude of the species' contributions to the signal, but increasing separation of the two species boundaries will reduce this error. For example, we found for a simulated mixture of two species at equal loading signals with 80 kDa, 5 S, f/f 0 ) 1.33 and 240 kDa, 8 S, f/f 0 ) 1.73, respectively, sedimenting in a 10 mm column at 50 000 rpm, application of a standard c(s) with a single weight-average frictional ratio results in the estimates of 49 and 51% loading concentration (i.e., an error of 1% (data not shown)). With a smaller difference in the s value of the species (100 kDa, 6 S, f/f 0 ) 1.29 and 240 kDa, 8 S, f/f 0 ) 1.73, respectively), under equivalent conditions, the errors in the concentration estimates from the standard c(s) increase to 6%. Since the modulation of prior expectation in c (P) (s) allows us to baseline resolve species with much smaller differences in s values, larger errors can be encountered in the conventional assumption of a single, weightaverage frictional ratio: with two species at equal loading concentrations with 130 kDa, 7 S, f/f 0 ) 1.32 and 220 kDa, 7.5 S, f/f 0 ) 1.74, respectively, sedimenting in a 10 mm column at 45 000 rpm, the application of the c (P) (s) with prior knowledge of both speices' s values using a single weight-average frictional ratio (with best-fit value (f/f 0 ) w ) 1.54) results in the estimates of 22 and 72% loading concentration (i.e., an error of 20-30% (data not shown)). It is important, therefore, when using the prior knowledge of species' s values to enhance the c(s) resolution to consider the possibility of differences in frictional ratios in the two species. This can be accomplished in a c(s) model with a bimodal frictional ratio, which can be combined with modulated prior knowledge in the same way as the standard c(s). In the present example with two species at 7.0 and 7.5 S with dissimilar frictional ratios, this resulted in a reduction of the concentration errors to 6%.
A more general approach to address the analysis of macromolecular mixtures with dissimilar frictional ratios is to abandon the scaling relationship (eq 3) completely and determine twodimensional size-and-shape distributions, which are usually most conveniently computed as c(s,f/f 0 ) (eq 4). This is illustrated in Figure 4 , which shows different size-and-shape distributions obtained from noisy simulated data with one sedimenting species at 7.0 with f/f 0 ∼1.3 and a second sedimenting species at 7.5 S with f/f 0 ∼1.7. For this two-dimensional Fredholm integral equation (eq 4), it is even more important to use regularization to avoid misleading peaks arising from artifactual noise amplification obtained otherwise (see Figure 4A ). With regularization but in the absence of prior knowledge, as can be expected, we obtain only a single broad peak ( Figure 4B ). Introduction of prior expectation about the two s values allows for a fine structure of the peak to be discerned in the dimension of sedimentation coefficients ( Figure 4C ). Also shown in Figure  4 are the distributions obtained for the general c(s,*) (black solid lines in the back plane), which directly correspond to the sedimentation coefficient distribution c(s) but without any prior assumptions on macromolecular hydrodynamic shapes. 27 Integration of c(s,*) resulted in very good estimates for each species' concentration (error within 1%). In Figure 4D is shown the resulting distribution c (P) (s,f/f 0 ) we obtained when using prior expectation about both the existence of two discrete s values and the existence of two discrete f/f 0 values in the analysis. This resulted in well-defined peaks both in the sedimentation coefficient and in the frictional ratio dimension. Interestingly, the correct selection from among the four possible pairs of s value/f/f 0 0 value populations was obtained from the c (P) (s,f/f 0 ) analysis. This analysis points to an additional dimension of information that may be derived from the experimental data.
The potential of SV to detect trace amounts of oligomeric species with high sensitivity has important applications in the study of intermediates in the cooperative assembly of multiprotein complexes or aggregates of misfolded proteins, for example, in the study of protein fibrils and other structures, and in characterizing protein formulations in biotechnology. However, at very low concentrations, noise in the experimental data can obscure the precise sedimentation coefficients of trace components, complicating their quantitation and characterization. 52 To study the use of prior expectations in this class of applications, we simulated the sedimentation profiles of 0.25% of a dimeric species sedimenting in the leading edge of the diffusionally broadened sedimentation boundary of a monomer (inset Figure 5 -note the axis break at 0.01/S). Without prior knowledge constraints, the c(s) distribution did not resolve the dimer and showed broad features ( Figure 5 , solid blue line), which resulted in relatively large relative errors of the concentration estimates from the peak areas (0.06% within the range from 10 -to 15 S vs the underlying 0.25%). In contrast, when we implemented the ME prior expectation from the known s value of both the monomer and the dimer, the c (P) (s) peak was well-developed and provided much better estimates for the dimer concentration ( Figure 5 , solid red line) (0.23% vs the underlying 0.25%). However, the concentration estimate for the dimer was found to depend on the amplitude of the Gaussian describing the prior expectation for the dimer. Also, the improvement was found to be only minor if no prior expectation was used to describe the knowledge of the monodispersity of the monomer (data not shown). Similar behavior was observed whether or not the monomer and dimer have the same frictional ratio. For the problem of trace oligomer detection, we found ME regularization to be superior to TP regularization.
So far, we have considered stable macromolecular species. An increasingly important topic of hydrodynamic transport experiments by SV is protein interactions. Protein complexes can be distinguished with regard to their stability relative to the time-scale of sedimentation. Complexes behave as virtually stably sedimenting species in SV either if they exhibit dissociation rate constants slower than ∼1/h 68 or if concentrations are far above K D such that dissociating complexes will be driven by mass-action law to be readily reassembled and their timeaveraged state to be close to that of the complex. We have previously used as a model problem the SV data from the interaction of two peptides derived from the proline-rich domain of the adaptor protein SLP-76 and the SH3 domain of PLCγ and shown by multisignal analysis 34 and by direct global Lamm equation modeling 68 that it forms 1:1 complexes that are longlived on the time-scale of sedimentation. In the present context, we focus on the interference optical data only ( Figure 6A) as a model to assess the potential impact of prior knowledge on their analysis. Figure 6B shows the c(s) distributions of the individual proteins (solid blue and green lines) studied in separate experiments (original fringe data not shown). From an initial c(s) analysis, the s w of the peaks could be extracted, and for monodisperse samples, the prior expectation can be implemented that the peaks should be a discrete representation of δ-functions as described in eq 12. The result of this secondary analysis for the individual protein samples, c (Pδ) , is shown as dotted blue and green lines, respectively. This model provides a good description of the data but indicated a trace impurity at 1.35 S in the SLP-76 sample. For the mixture, the standard c(s) distribution with uniform prior knowledge shows only a single broad peak (solid black line), indicative of complex formation but not suitable for further characterization beyond the overall s w . Implementing the s values of the free species as prior expectations, we obtained the c (P) (s) distribution shown as a red solid line. With the prior knowledge on the free species, the complex peak emerges more clearly. The data analysis can proceed further by using the additional prior expectation that the complex forms a single species, as well (red dotted line). This causes an additional small peak at 1.25 S to emerge, which could be either a result of real aggregation or represent an edge effect from the incorrect single-species constraint applied to ensembles with microheterogeneity (here likely conformational heterogeneity of the highly elongated peptides). Thus, the gradual implementation of prior expectations from certain knowledge (s values of the free species) or hypothesized (monodispersity of the s values of the complex) allows one to draw more detailed conclusions from this single data set.
Sedimenting systems of interacting macromolecules with fast chemical kinetics on the time-scale of sedimentation (k off > 10 -3 /s 68 ) show sedimentation patterns much different from those of stable or dynamically stabilized species. For a two-component . Two-dimensional size-and-shape distribution with prior expectation. Sedimentation profiles were simulated for two species at equal loading concentrations with dissimilar frictional ratios: 130 kDa, 7 S, f/f0 ) 1.32 and 220 kDa, 7.5 S, f/f0 ) 1.74, respectively, sedimenting in a 10 mm column at 45 000 rpm. Normally distributed noise at 0.005-fold; the total loading concentration 1 was added. (A) Sedimentation data analyzed with a size-and-shape distribution c(s,f/f0) (eq 4) without the use of regularization. Shown are the c(s,f/f0) distribution, together with a contour line representation projected on the s-f/f0 plane. The bold solid line in the far s-c plane is the normalized general c(s,*) distribution, which is obtained from integration of c(s,f/f0) along the f/f0 axis (eq 5). (B) c(s,f/f0) distribution with TP regularization at a confidence level of P ) 0.7 but without the use of prior knowledge. (C) Size-and-shape distribution c (P) (s,f/f0) using prior knowledge about the s values of the two species, implemented as Gaussian peaks in the prior expectation at 7.0 and 7.5 S, respectively, with widths of 0.2 S and amplitudes 10-fold above the uniform baseline prior. TP regularization was used at a confidence level of P ) 0.7. (D) Size-and-shape distribution c (P) (s,f/f0) using prior knowledge about the s values as in panel C and in addition prior knowledge about the existence of two f/f0 values with Gaussian peaks at f/f0 ) 1.3 and 1.7, respectively. No knowledge was implemented about which s value correlates with which f/f0 value. mixture, only two boundary components are expected (independent of the number of complex species): (1) the undisturbed boundary consisting of the sedimentation of one free species (but not necessarily the species in molar excess) and (2) the reaction boundary consisting of a mixture of free species and complex(es) that (in the constant bath approximation) sediments and diffuses approximately like a single species 69 reflecting the time-average state of the sedimenting macromolecules. In a diffusion-free approximation, Gilbert and Jenkins have shown how to predict the asymptotic boundaries (i.e., approximations for the detailed sedimentation coefficient distributions of all species in the reaction boundary). 62 More recently, we have shown that the c(s) distribution can be understood as an approximation of these asymptotic boundaries and that isotherms derived from the weight-average s values and the amplitudes of the asymptotic boundaries calculated in Gilbert-Jenkins theory can be fitted to the corresponding quantities derived from c(s) analysis of experimental data. 61 In the present context, we asked the question as to whether the asymptotic boundary profiles from Gilbert-Jenkins theory based on an initial c(s) analysis can be used as prior expectations in a refined analysis of data by c (P) (s). In this context, open problems arising from the need for regularization in c(s) are (1) to what extent c(s) and the asymptotic boundary correspond to each other in the detailed shape (i.e., whether regularization would obscure possible inconsistencies) and (2) the lack of resolution of the undisturbed and reaction boundary at low signal-to-noise ratios. These questions can be addressed with the tool of inserting prior probabilities in c(s).
We simulated sedimentation profiles for a rapidly interacting system of two macromolecules forming a complex with 1:1 stoichiometry, using finite element solutions to systems of Lamm equations incorporating appropriate chemical reaction terms 68 and added normally distributed noise. The parameters were chosen as those in Figure 6 of ref 61 (except for using an instantaneous reaction rate): small interacting proteins with a moderately high affinity such that at concentrations lower than K D , only a poor signal-to-noise ratio was achieved. In the conventional c(s), despite the deconvolution of diffusion, at low concentrations, the ME regularization favors broader peaks consistent with the signal-to-noise ratio, and the bimodal boundary structure cannot be recognized (see Figure 6 of ref 61 and inset in Figure 7) . In contrast, when using the GilbertJenkins theory based prior expectation, the c (P) (s) exhibits sharp peaks for the undisturbed and reaction boundaries. In practice, the amplitudes of these peaks could be used as additional data points in a refined isotherm analysis. It is noteworthy that at Figure 5 . Detection of trace quantities of oligomers. Sedimentation profiles were generated for two species, a major monomeric species sedimenting at 7.0 S and a trace amount (0.25%) of a second dimeric species sedimenting at 10.0 S (in a 10 mm solution column, at 50 000 rpm, with f/f0 ) ∼1.3 for both species, and with a total loading signal of 1.0 with a normally distributed noise of 0.005). The analysis was performed after optimization of f/f0, allowing for systematic radial and time-dependent baseline offsets, and with ME regularization at a confidence level of P ) 0.7. Shown are the common c(s) values with uniform prior (blue solid line) and c (P) (s) (red solid line) using the prior expectation from the known s value of the monomer and dimer, implemented as Gaussians of width 0.1 and 0.5 S, respectively, and amplitudes of 100-fold the flat prior for the remaining distribution. The inset shows the complete distribution including the monomer peak (note the vertical axis break at 0.01), whereas the main panel is focused on the range of sedimentation coefficients for the oligomers. As a measure of the diffusional broadened boundary shape, the inset also shows the least-squares ls-g*(s) (green solid line). In a secondary analysis, the c (Pδ) (s) distributions of the separate experiments based on the prior expectation that each protein sample is monodisperse are shown as green and blue dotted lines, respectively. The prior expectation that both free protein species are monodisperse and should exhibit the same sharp peaks in the mixture as in the individual experiments is then implemented in the c (P) (s) distribution calculated from the sedimentation data of the mixture (solid red line). A tertiary analysis was applied to the mixture by calculating c (Pδ) (s) with the prior expectation that all peaks in the secondary analysis (solid red line) should be sharp peaks from monodisperse species (dotted red line).
concentrations eK D , the c (P) (s) peak shapes are quite consistent with the asymptotic boundaries from the Gilbert-Jenkins theory. At concentrations >K D , additional small peaks can be discerned in c (P) (s) that highlight deviations from the results of GilbertJenkins theory and from the c(s) approach. However, as shown previously, the weight-average s values over the reaction boundary virtually coincide in Gilbert-Jenkins theory and c(s), 61 which is consistent with the observation of c (P) (s) showing extra peaks on both sides of the asymptotic boundary. For this problem, similar results were obtained for ME and TP regularization.
Finally, we examined the case that for a rapidly interacting system, the time-scale of the reaction is not recognized, and false prior expectations are used in the analysis that assumes the presence of stable or dynamically stabilized species. This is illustrated in Figure 8 for a rapid monomer-dimer selfassociation, where we used the same synthetic data generated previously as a model to demonstrate the behavior of the conventional c(s): it exhibits peaks at a position intermediate to that of the monomer and dimer, with increasing s values at higher concentrations. 70 With the false prior expectation that the monomer and dimer s values should be populated (dotted lines in Figure 8 ), c (P * ) (s) distributions as shown as solid lines in Figure 8 were observed. Similar to the conventional c(s), the dominating peaks are at the intermediate s values, in a concentration-dependent location. As outlined previously, this behavior would indicate the presence of a rapid interaction on the time-scale of sedimentation, contrasting with the impostor prior. Only in the range of s values very close to that of the monomer and dimer did the prior expectation effect a condensing of the distribution to form a peak close (but not precisely at) to the position of the monomer and dimer s values. This result demonstrates that for fast reactions, the observation of s values intermediate to that of the interacting species (close to the time-average state, with a distribution predicted from Gilbert-Jenkins theory) is highly significant information contained in the experimental data. This feature of the experimental data is not subject to room for interpretation that arises from posing the analysis as the Fredholm integral equation and cannot be eliminated by incorrectly assigned prior expectations.
Discussion
As shown in the present study, the choice of prior knowledge can have a profound influence on the sedimentation coefficient and size-and-shape distributions derived from experimental sedimentation velocity analytical ultracentrifugation data, as well as molecular weight distributions derived from sedimentation equilibrium data. Because of this, we suggest different symbols (c (P) (M), c (P) (s), c (Pδ) (s), c (P) (s,f r ), etc.) for distributions that deviate from the conventional assumption of uniform prior and propose it should be applied with transparent origin of the prior knowledge implemented and with clarity about the flow of information.
Since the regularization with explicit prior expectations is new in AUC analysis, we recapitulate the concept and assumptions. As is well-known in the numerous disciplines of biophysics, geophysics, astronomy, image processing, and tomography where models for the observed data consist of Fredholm integral equations with more or less smooth kernels, frequently many different solutions (i.e., parameter distributions) exist that can explain the observed data almost equally well and are indistinguishable within the statistical limits imposed by the noise of the data acquisition. Commonly, strictly the best-fit solution is not realistic or at least not reliable as it tends to be dominated by a series of large spikes, the position and gross features of Prior knowledge in the analysis of interacting macromolecules reacting rapidly on the time-scale of sedimentation. Sedimentation data were simulated using Lamm equations incorporating reaction terms for the sedimentation of a 2.5 S, 25 kDa protein interacting with a 3.5 S, 40 kDa protein to form a 5 S complex with 1:1 stoichiometry at a KD of 3 µM. Sedimentation was simulated to take place in a 10 mm column at 50 000 rpm, as would be detected with the interference optical system from 12 mm centerpieces at a noise of 0.01 fringes. Sedimentation profiles (not shown) were calculated for equimolar protein concentrations of 0.3 µM (red), 1 µM (green), 3 µM (dark blue), 10 µM (cyan), and 30 µM (magenta), leading to total signals of approximately 0.07, 0.22, 0.65, 2.2, and 6.5 fringes, respectively. In the inset is shown the conventional c(s) analysis with ME regularization with P ) 0.9. All distributions are scaled relative to the loading concentration. The main panel shows the c (P) (s) distributions (bold solid lines) using the asymptotic boundary profiles calculated by Gilbert-Jenkins theory (dashed thin lines) as prior knowledge. Figure 8 . Analysis of a rapidly interacting monomer/dimer system with impostor prior expectation. Sedimentation velocity data were simulated with Lamm equation solutions incorporating reaction terms for a 100 kDa monomer in instantaneous equilibrium with a dimer, with an equilibrium constant of 2 µM, sedimenting at 50 000 rpm. Simulation parameters were chosen to mimic absorption optical detection at different wavelengths, with 0.01 OD noise (see ref 70) . Concentrations were 0.2 µM (magenta), 0.5 µM (blue), 1 µM (green), 2 µM (red), 5 µM (orange), and 10 µM (black). Unless proteins are very elongated, at the highest concentration of 1 mg/mL simulated here, repulsive hydrodynamic nonideality can still be neglected. Shown are the sedimentation coefficient distributions c (P*) (s) (solid lines) using the impostor prior expectation that sedimentation proceeds as if there were stable monomeric and dimeric species (dotted line). Regularization was performed using the TP method on a confidence level of P ) 0.7.
which may be determined by the details of the noise as well as the numerical discretization of the integral equation. Such behavior is to be expected from mathematical considerations (Lemma of Riemann-Lebesgue 39, 44 ) and shows up in familiar form in SV analysis. Regularization is the introduction of a bias to select, among all possible statistically indistinguishable solutions, the one that conforms best with a pre-defined property. In the form that was previously introduced in SV analysis, the bias defaulted toward the distribution with minimal information content or maximal smoothness, such that adventitious spikes in the solutions and noise amplification would be maximally suppressed. This is achieved by assigning each parameter value an equal prior expectation and minimizing the deviation from this flat prior expectation. (From a pragmatic point of view, TP and ME differ in the mathematical expression that penalizes this deviation and in their implicit prior expectations. 46 ) Guided by Occam's razor, this choice has proven to be remarkably powerful in the large literature of its application in SV analysis, 30 consistent with long-standing experience in many other disciplines. However, with consideration of specific knowledge available prior to and independently of the acquired data to be analyzed, the selection of the best solution from all possible ones can be made differently, by directing the bias toward the solution that is most consistent with the prior knowledge. According to Bayesian data analysis principles, this should result in the best estimate for the solution. 47 It must be recognized, though, that the optimality of this estimate depends on the truth of the prior knowledge implemented. For example, the expectation that a pure protein sample should result in a monodisperse sedimentation coefficient peak may be reasonable but could be wrong in the presence of microheterogeneity regarding the mass (e.g., glycosylation or other modifications) or microheterogeneity regarding hydrodynamic properties arising from the existence of an ensemble of different conformations with slow interconversion. Such complicating factors may not be recognized by the experimenter, and it is difficult to assign strict probability values to their presence. Therefore, we have no recipe for the numerical value of the scaling factors for A k (eq 11). However, when using ad hoc amplitude values varying between 10 1 -and 10 3 -fold the baseline value, for SV analyses, we found the balance between overall parsimony and honoring the prior expectation reasonable, and the results not to be overly sensitive to this parameter. For the same reason that there may be a small chance that the prior expectation is not precisely true, we have examined in the present paper some cases on how the impostor prior can be recognized given sufficiently informative experimental data. Generally, the c (P * ) (s) distributions will deviate from the expected shape, for example, generating secondary peaks in c (Pδ * ) (s). Such information can be useful when testing the implications of a particular hypothesis (e.g., the monodispersity of a sample) on the data analysis. This provides significantly greater detail of information and flexibility as compared to the rigid implementation of fixed constraints (which can only be tested whether or not they are fully consistent with the experimental data by comparison of the final goodness-of-fit but do not provide additional details in which way the constraint may be insufficient).
The source of the prior knowledge may be the direct knowledge of species with certain s values likely occurring in the solution, for example, from other samples studied side-byside in the same rotor or from analyses of other data from the same experiment, such as data acquired at a wavelength that selectively detects certain species or back-of-the-envelope estimations of likely sedimentation coefficients of complexes based on a hydrodynamic scaling law, such as the s ∼M 2/3 rule of thumb or the expectation of a certain shape of the distribution (like the theoretical asymptotic boundaries). In some cases, however, the prior knowledge may be more indirect and not include the specific s value, for example, the expectation of the monodispersity of the sample. Steinbach and co-workers have approached a similar problem by initially using a model with uniform prior, followed by adaptation of the observed peaks into the prior as Gaussians with reduced widths. 71 This was implemented in the program MemExp for the analysis of lifetime distributions. 72 We have implemented this strategy in SEDFIT by the optional automatic introduction of c(s) peaks as discrete representations on a fixed grid of delta-functions comprising the prior for c (Pδ) (s), over the background of a flat baseline prior probability for parameters outside the specific range. The initial flat prior is maximally non-committal, but when studying distributions of intrinsically discrete parameters (such as molecular weights of biomacromolecules), by convention, the resulting broad features of the distribution are usually interpreted to reflect a discrete species observed at limited resolution rather than a truly broad dispersion of parameter values. (This interpretation is very easily made, i.e., when reading the c(s) traces analogously to chromatographic traces on an inverted time-scale or as computationally sharpened variations of the diffusionally broadened apparent sedimentation coefficient distributions g*(s)sanalogies that are educationally useful but ultimately break down when interpreting the peak widths.) Making this interpretation explicit, for example, by calculating c (Pδ) (s), allows us to test this conventional interpretative step and to examine more quantitatively whether or not a discrete species model could really explain all aspects of the data, while continuing to make minimal assumptions for the s values outside the peak. SV data have information in different dimensions-sedimentation, diffusion, and extinction coefficients. From the systems studied in the present paper, we believe that they are largely independent with regard to the tools to incorporate prior knowledge and problems arising from incorrect assumptions. While the present study was concerned mainly with the introduction of prior knowledge on the sedimentation coefficients, additional prior knowledge can be implemented for the description of diffusion, either via hydrodynamic scaling laws, by using c(s) models with multimodal frictional ratios (available in different variations in SEDFIT and SEDPHAT), or by directly introducing prior knowledge on the frictional ratio distribution for calculating size-and-shape distributions ( Figure 4D ). It should be noted that the approach with the least amount of implicit prior knowledge is the general c(s,*), which does not make any assumptions about diffusion coefficients and extracts from the experimental data alone the information for the deconvolution of diffusion in the sedimentation coefficient distributions. We have not yet implemented the application of the prior probabilities to the multisignal c k (s) analysis, 34 but the same principles should apply, and we would expect similar advantages as in the c(s) and c(s,f/f 0 ) methods. However, at a simpler level, it is possible at the current state to use, for example, a c(s) distribution determined from a signal with a superior signal-to-noise ratio (leading to higher resolution) as a prior in the analysis of a second signal with a lower signalto-noise ratio (with conventional regularization exhibiting lower resolution) from the same sedimentation experiment, to discern in detail the differences and presence of additional species.
It is of interest to compare different regularization approaches in light of AUC analysis and the possibility of incorporating prior knowledge. Among ME and TP regularization, previously, it seemed preferable to choose ME for mixtures of discrete proteins, due to the nonlinear nature of the entropy penalty term allowing the description of sharper isolated peaks. 21, 46 Conversely, TP seemed advantageous for intrinsically broader distributions such as polydisperse polymers or diffusionally broadened apparent sedimentation coefficient distributions ls-g*(s) due to the well-known tendency of ME with uniform prior to generate ripples in broad distributions. 46, 71, [73] [74] [75] . Since the prior expectation of sharp peaks can be explicitly implemented in both ME and TP c (Pδ) (s) equally well as a second stage analysis from an initial conventional c(s), from a pragmatic point of view, the differences between TP and ME seem to become smaller and TP more attractive for its usually shorter computational time (even though there are fundamental differences in the concept of the two methods 46 ), provided that prior knowledge on the discrete nature of the sedimenting species is warranted. (To facilitate further exploration of the space of statistically indistinguishable solutions in this way, we have introduced a SEDFIT setting to display both distributions from ME and TP regularization.) However, we found that for trace detection of small peaks in the presence of unrelated large peaks, ME regularization performed better.
Historically, data transformations have been devised for estimating sedimentation coefficient distributions from experimental SV data 76, 77 (at different levels of approximation for diffusion resulting in overall lower resolution; for a comparison, see ref 28) , and recently, a new data transformation approach for the decomposition of exponentials was reported, 78 potentially applicable to SE. However, the direct numerical inversion of the integral equation in combination with regularization has distinct advantages, which besides preserving the statistical weights of the data, 79 include the possibility for extension to global fits of multiple data sets 80 and multidimensional distributions 27, 81, 82 and the well-known possibility to introduce prior knowledge and prior expectations as focused on in the present work. Both factors can significantly improve the robustness of the method, as well as the resolution and level of reliable detail extracted from the data.
Another, non-traditional approach for solving the Fredholm integral equation (eq 4) was recently described for application to SV analysis. Demeler and co-workers have embarked on a heuristic strategy to divide the parameter space in a series of subsets, perform a least-squares analysis for each subset, and merge the positive parameters into a final analysis. [83] [84] [85] This was motivated by the possibility of parallel computing in this scheme and by the saving in computational effort arising from the exclusion of sections of the parameter space in the final analysis. However, considering that different parameter regions in eqs 1 and 4 can be notoriously cross-correlated, it is an open question as to whether the final solution will in fact be the bestfit solutionsor even of statistically indistinguishable quality to the best-fit solution considering the full parameter spacesas would be required for a reliable data interpretation. Further, as Demeler's strategy permits refining the discretization in certain parameter regions surrounding the main peaks, if used in the absence of regularization, this method would be expected to exacerbate the amplification of noise in the data into large, artifactual spikes dominating the final solution. (With the methods described in the present paper, as implemented in SEDFIT and SEDPHAT, we find the computation time not to be critical, as it is typically an order of magnitude smaller, even on a single-processor desktop PC, than the experimental time.)
In the present work, we have further explored two particular applications of prior probabilities in ultracentrifugal sizedistribution analysis. The detection of trace oligomeric species in protein preparations has attracted significant attention, due to the importance of misfolded oligomers forming nuclei for protein fibrillation or aggregation. AUC experiments in conjunction with the c(s) analysis have found widespread use as a method orthogonal to traditional size-exclusion chromatography, providing only low throughput but offering the advantage of the absence of surfaces and matrices. [31] [32] [33] In the present study, using simulated data with a very low level of trace dimers close to the detection limit, we found that improved detection limits can be achieved when departing from the conventional ME regularization with uniform prior. Although regularization is essential for a reliable data analysis, it appears that the peak broadening of the main peak afforded by the noise level (even though less in ME than in TP regularization) can cause a delocalized pattern of peaks for the trace contaminants at higher s values. This effect can be effectively eliminated when using prior knowledge of the s value of the main peak to permit its description as a very sharp peak (delta-function), in conjunction with the localization of the dimer peak by introducing prior knowledge on its s value. The concept of introduction of prior knowledge for enhanced sensitivity of trace detection will be explored in more detail elsewhere (P. Brown, manuscript in preparation).
This effect appears to be closely related to the observation of discrete peaks causing ripples in well-separated neighboring broad distributions, as reported, for example, in the context of time-resolved fluorescence, 71 autocorrelation functions in dynamic light scattering, 74, 75 and astronomical image restoration. 46 Interestingly, in these fields, it was found that the introduction of prior knowledge that permits sharpening of the discrete peaks will diminish the ripples in the broad distribution 46, 71, 75 (see, e.g., Figure 2 of ref 71) . A more difficult problem is that of a main, sharp peak overlapping a broad distribution, and different computational strategies have been reported, including separate regularization of the peak and the broad background or by modifications to the entropy constraint to modulate the nonlinearity in the signal-dependence of the regularization. 46, 86 By analogy, such advanced strategies may be useful for future SV analysis with improved resolution and sensitivity to trace species sedimenting at s values similar to the main peak.
For trace detection, it may be of interest not only to use prior knowledge about the s values of monomers and oligomers but also to match the area under the monomer and oligomer peaks to the relative concentrations measured by other techniques, for example, by chromatography. Although we have not pursued this approach in the present work, it may allow us to directly test whether chromatographic and ultracentrifugal trace detection is consistent for a given sample: any departure from the prior would indicate significant differences between the two.
Finally, we used the c(s) with prior expectation to address a theoretical question regarding the correspondence between the c(s) analysis and the asymptotic boundaries from GilbertJenkins theory for rapidly reacting systems. On the basis of the constant-bath approximation of the Lamm equation for reacting systems, we have argued previously that diffusional deconvolution in c(s) is successful despite the reaction fluxes between different species not being accounted for in the kernel of eq 1 and that the sedimentation coefficient distributions c(s) so derived from experimental data should be closely related to the predictions from Gilbert and Jenkins in a diffusion-free approximation for the sedimentation of the reacting system. However, the finite signal-to-noise ratio of the experimental data causes the conventional regularization to generate broadened c(s) peaks, which cannot be directly compared with the asymptotic boundaries from the Gilbert-Jenkins theory. The tool of prior expectation allows us to overcome this limitation in c (P) (s) and to directly display features of c(s) that are inconsistent with Gilbert-Jenkins theory. While at concentrations smaller than or approximately at K D , the asymptotic boundaries provide an excellent description, at concentrations higher than K D , they cannot be described exactly by GilbertJenkins asymptotic boundaries. Extra peaks outside the sedimentation coefficient range predicted by Gilbert-Jenkins theory appear in c (P) (s), which seem to point to unaccounted diffusional transport of the reacting system at finite times, which neither Gilbert-Jenkins theory nor c(s) will describe precisely. However, we have shown previously that there exists an excellent quantitative correspondence of both the weight-average sedimentation coefficient averaged over the complete reaction boundary, as well as the amplitude of the reaction boundary, between the c(s) distributions and the predictions from GilbertJenkins theory. 61 We believe that these two quantities are left invariant because of the bidirectional nature of the diffusion processes.
The correspondence of the amplitude and weight-average s values of the reaction boundary is the basis for the quantitative analysis of diffusion-deconvoluted reaction boundaries in c(s) with isotherms derived from Gilbert-Jenkins theory, which exploits the bimodal boundary shape and thereby significantly extends (and can be combined in a global analysis with) the mass balance analysis of the overall weight-average s value, without requiring a detailed interpretation of the boundary shape (or c(s) shape, respectively). 61 The present strategy strengthens this approach by helping to resolve the undisturbed and reaction boundary even at very low concentrations, where previously the regularization with flat prior failed to resolve the two peaks. 61 In summary, we have implemented and examined the use of prior expectation in the regularization for ultracentrifugal sizedistributions. Prior information may be available from a variety of sources, including theoretical considerations, experimental data, or special properties of the macromolecules under study. Our results indicate that this can substantially increase the resolution and sensitivity of the analysis. In contrast to the implementation of fixed constraints, such as a discrete species model, the prior expectation introduces only a subtle bias, not leading to a statistically significant reduction of the quality of fit, and permitting the experimental data to supplement the prior expectation with additional essential features or essentially contradict it altogether. Even in the absence of certain prior knowledge, this more flexible strategy allows us to examine the consequences of different alternative hypotheses. We believe that this approach provides a flexible tool that should prove highly useful for the study of biological macromolecules by analytical ultracentrifugation.
