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U¨ber Blockversionen des Intervall-Cholesky-Verfahrens
1. Einleitung
Wir betrachten ein lineares Gleichungssystem
A˜x = b˜, A˜ ∈ IRn×n, b˜ ∈ IRn, (1)
wobei wir A˜ und b˜ explizit nicht kennen, sondern fu¨r jede Komponente von A˜ und b˜ lediglich untere und obere
Schranken zur Verfu¨gung haben. Dieses Problem entsteht z. B. dann, wenn Rundungsfehler, Messfehler und/oder
Diskretisierungfehler mit in die Rechnung einbezogen werden sollen. Falls wir fu¨r (1) die Zusatzinformation besitzen,
dass A˜ symmetrisch ist, so haben wir folgende Situation: Gegeben sind eine Intervallmatrix [A] ∈ IRn×n und ein
Intervallvektor [b] ∈ IRn, und wir betrachten eine Menge von linearen Gleichungssystemen
Ax = b, A = AT, A ∈ [A], b ∈ [b].
Da es zu aufwa¨ndig ist (siehe [1]), die Menge
Σsym([A], [b]) := {x ∈ IRn : Ax = b, A = AT, A ∈ [A], b ∈ [b]}
zu bestimmen, begnu¨gen wir uns, einen Intervallvektor [x] ∈ IRn zu berechnen, der Σsym([A], [b]) einschließt, falls
Σsym([A], [b]) beschra¨nkt ist. Denn dann ko¨nnen wir schließen:
Ist x˜ eine Lo¨sung von (1), so gilt x˜ ∈ Σsym([A], [b])⊆ [x].
Zur Warnung sei bemerkt, dass ein Intervallvektor [x], der der Gleichung [A][x] = [b] genu¨gt, Σsym([A], [b]) i. a. nicht
einschließt. Dies zeigt das einfache
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Mit 43 ∈ [1, 1610 ] =: [A] ∈ IR1×1 und 97 ∈ [1, 2] =: [b] ∈ IR1 erfu¨llt dann zwar [x] = [1, 54 ] die Gleichung [A][x] = [b],
aber die Lo¨sung x˜ = 2728 von (2) liegt nicht in [x].
Eine Mo¨glichkeit, ein [x] ∈ IRn zu ﬁnden, welches Σsym([A], [b]) einschließt, ist das Intervall-Cholesky-Verfahren.
2. Das Intervall-Cholesky-Verfahren ([2])
Das Intervall-Cholesky-Verfahren ist die direkte U¨bertragung des aus der Numerischen Mathematik bekannten
Cholesky-Verfahrens auf Matrizen mit Intervallen als Koeﬃzienten. Angewandt auf [A] ∈ IRn×n und [b] ∈ IRn
liefert es - falls das Verfahren durchfu¨hrbar ist - einen Intervallvektor, der Σsym([A], [b]) einschließt. In diesem Fall
muss Σsym([A], [b]) beschra¨nkt sein. Das Verfahren selbst besteht aus drei Hauptschritten: die LLT Zerlegung, die
Vorwa¨rtssubstitution und die Ru¨ckwa¨rtssubstitution. Es ist genau dann durchfu¨hrbar, wenn in jedem Einzelschritt
der LLT Zerlegung das Intervall in der 1,1 Komponente der betrachteten Intervalluntermatrix nur positive Werte
entha¨lt. Andernfalls bricht es ab. Fu¨r A˜ ∈ IRn×n ist das Cholesky-Verfahren bekanntlich genau dann durchfu¨hrbar,
wenn A˜ symmetrisch und positiv deﬁnit ist. Fu¨r eine Intervallmatrix [A] ∈ IRn×n gibt es bis heute leider kein derar-
tig abschließendes Ergebnis. So kann das Intervall-Cholesky-Verfahren abbrechen, obwohl jede symmetrische Matrix
A ∈ [A] positiv deﬁnit ist, wie man an speziellen 3×3 Beispielen zeigen kann. Es ist daher wichtig, wenigstens Klas-
sen von Intervallmatrizen angeben zu ko¨nnen, fu¨r die man die Durchfu¨hrbarkeit des Intervall-Cholesky-Verfahrens
zeigen kann. Wir verweisen diesbezu¨glich auf [2].
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3. Das Intervall-Cholesky-Verfahren angewandt auf Blockmatrizen
Oft - z. B. bei der Gebietszerlegungsmethode (siehe [4]) - kommt es vor, dass A˜ aus (1) eine Blockmatrix ist. Um
den aus der Gebietszerlegungsmethode gewonnenen Vorteil der Parallelisierbarkeit auch fu¨r eine Intervallversion des
Cholesky-Verfahrens auszunutzen, wollen wir das Intervall-Cholesky-Verfahren auf Blockmatrizen ausdehnen. Dabei
stellen wir fest, dass das Block-Intervall-Cholesky-Verfahren nicht eindeutig deﬁniert ist. Um dies zu verdeutlichen,
betrachten wir zuna¨chst den Fall, dass keine echten Intervalle als Eintra¨ge vorkommen. Außerdem setzen wir der
U¨bersicht wegen voraus, dass A lediglich aus vier Blo¨cken besteht; d.h. es ist
[A] = A =
(
A11 A12
AT12 A22
)
∈ IRn×n, [b] = b =
(
b1
b2
)
∈ IRn mit Aij ∈ IRni×nj , bi ∈ IRni, i, j = 1, 2,
wobei n1 + n2 = n gilt und A symmetrisch und positiv deﬁnit sein soll.
Ein Block-Cholesky-Verfahren muss aus drei Hauptschritten bestehen: die Block-LLT Zerlegung, die Block-Vorwa¨rts-
substitution und die Block-Ru¨ckwa¨rtssubstitution. Der erste Schritt einer Block-LLT Zerlegung besteht darin, eine
Matrix L11 zu bestimmen mit L11LT11 = A11. Dann werden L12 := O und L21 := AT12(LT11)−1 gesetzt. Der zweite (und
in diesem Beispiel letzte) Schritt besteht dann aus der Bestimmung einer Matrix L22 mit L22LT22 = A22−AT12A−111 A12.
Es wird dabei nicht gefordert, dass L11 eine untere Dreiecksmatrix ist, sondern lediglich, dass sich L11 auf
√
a11
reduziert, falls a11 = A11 ∈ IR1×1 ist. Analoges gilt fu¨r L22. Da mit A auch A11 symmetrisch und positiv deﬁnit ist,
ko¨nnen wir zwei Ideen verfolgen.
1. Idee: Wir wa¨hlen als L11 die untere Dreiecksmatrix, die man aus der Cholesky-Zerlegung fu¨r A11 gewinnt. (Analog
wird mit L22 verfahren.)
2. Idee: Wir wa¨hlen als L11 die eindeutig deﬁnierte symmetrische und positiv deﬁnite Wurzel
√
A11 von A11.(Analog
wird mit L22 verfahren.)
Durch Mischen dieser Ideen bekommen wir tatsa¨chlich 22 = 4 Block-Verfahren. Dies wollen wir allerdings nicht
betrachten.
Da die Berechnung der Wurzel einer symmetrischen und positiv deﬁniten Matrix i.a. einen zu großen Aufwand
hat, bezeichnen wir das Verfahren, das auf der 1. Idee basiert, das praktische Block-Cholesky-Verfahren und das
Verfahren, das auf der 2. Idee basiert, das theoretische Block-Cholesky-Verfahren. Beide Verfahren liefern fu¨r das
Problem Ax = b die eindeutige Lo¨sung x = A−1b.
4. Ergebnisse ([3])
Wir haben beide Ideen auf die Intervallrechnung u¨bertragen; d.h. wir haben basierend auf der 1. Idee ein prakti-
sches Block-Intervall-Cholesky-Verfahren entworfen und basierend auf der 2. Idee ein theoretisches Block-Intervall-
Cholesky-Verfahren. Beide Verfahren werden auf eine Intervallmatrix [A] und einen Intervallvektor [b] angewandt,
und sie enden beide - falls sie durchfu¨hrbar sind - mit einem Block-Intervallvektor, der Σsym([A], [b]) einschließt.
Bezu¨glich der Durchfu¨hrbarkeit gelten sinngema¨ß dieselben Aussagen wie in Abschnitt 2. Auch haben wir Klassen
von Intervallmatrizen gefunden, fu¨r die wir jeweils die Durchfu¨hrbarkeit der jeweiligen Verfahren zeigen ko¨nnen. Das
interessanteste Ergebnis ist allerdings vielleicht die Tatsache, dass sich bei Durchfu¨hrbarkeit beider Verfahren die
resultierenden Intervallvektoren voneinander unterscheiden ko¨nnen und dass man grundsa¨tzlich bezu¨glich der Gu¨te
der Einschließung von Σsym([A], [b]) kein Verfahren dem anderen vorziehen kann. Fu¨r die Details verweisen wir auf
[3].
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