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Abstract

McLemore, Donald. M.S. Egr., Department of Electrical Engineering, Wright State
University, 2009. Layered Sensing Using Master-Slave Cameras.

The objective of this thesis is to demonstrate the layered sensing concept
using Master-Slave cameras. The process of 2D camera calibration and several key
factors that can present error during such calibration are described. The analysis
and results are based on calibration of a pinhole model camera system. The
calibration is accomplished using OpenCV software and the results are analyzed
using MATLAB software. These results are divided into intrinsic and extrinsic
camera parameters. These parameters are then used to determine the position and
orientation of the object in the camera coordinate system. This thesis also explores
the use of two cameras as a Master-Slave system to demonstrate the layered sensing
concept. The Master camera’s orientation, zoom, and distance from the Slave
camera is fixed. Using the position and orientation of the object in the Master
camera coordinate system, the position of the object in the Slave coordinate system
is found using transformation matrices. This information is then used to determine
the pan/tilt angles of the Slave camera. The Slave camera is then directed to focus on
the object using servo control.

iii

Contents
Page
I.

Introduction……………………………………………………………1
1.1 Related work..…………………………………………………3
1.2 Motivation………………………………………………….....5
1.3 Organization of Thesis………………………………………..6

II.

Perspective projection…………………………………………………8
2.1 Pinhole model camera…………………………………..……9
2.2 CCD camera approach………………………………...........11

III.

Camera Calibration…………………………………………………..13
3.1 Comparison to Stereo Vision..…………………………..….24
3.2 Extrinsic versus intrinsic parameters….…..………………..25
3.3 The importance of Focal Length..…..……………………...29

IV.

Calibration error factors.………………………………………….....31
4.1 Distortion…………….……………………………………....31
4.2 Zoom………………………………………………………...32
4.3 Aperture……………………………………………………..34
4.4 Focus………………………………………………………...36
4.5 Other error factors……..…………………………………....38

V.

Transformation equations……………………………………………40
5.1 Master-slave camera system…………………………………40
5.2 Distance between Master and Slave….……………………...42

VI.

Results………………………………………………………………..48

VII.

Applications……………………………………………………….....53

VIII.

Summary and Conclusions…………………………………………..55
References……………………………………………………………57
iv

Appendix……………………………………………………………59

v

LIST OF FIGURES

Figure

Page

1.

Standard Perspective Projection . . . . . . .

. . 8

2.

Example of a pinhole model camera . . . . . . . . 10

3.

The Canon Vbi-50 PTZ Digital Camera . . . . . . . 11

4.

Typical camera calibration and calibration target 13

5.

Perfectly dimensioned checkerboard image . . .

6.

2D marker board for the co-planar correlations . .15

7.

Checkerboard perspectives . . . . . .

. 15

. . . .. . 18

(a) First perspective . . . . . . . . . . . . . . 18
(b) Second perspective. . . . . . . . . . . . . . 19
(c) Third perspective. . . . . .

. . . . . . . . 19

(d) Fourth perspective . . . . .

. . . . . . . . 20

(e) Fifth perspective . . . . . . . . . . . . . . 20

8. Checkerboard perspectives (camera-centered) . . . .21

9.

Checkerboard perspectives (world-centered) . . . .22
vi

10.

Stereo vision example . . . . . . . . . .

. .

11.

Focal length representation. . . . . . . . .

. . 27

12.

Blurred image of a checkerboard. . . . . . .

. . 32

13.

Dark checkerboard image

. . 35

14.

Light checkerboard image

15.

Far perspective of a checkerboard for calibration 37

16.

Near perspective of a checkerboard for calibration38

17.

Two-camera system . . . . . . . . . . . . . . . . 40

18.

Coordinate system with pan and tilt angle . . . . 44

19.

Planar surface with target objects. . . . . . . . 51

. . . . . . . . . .

. . . . . . . . .

. 25

. . .36

(a)

Wide field of view using the Master camera . 51

(b)

Small field of view on object 1 using the Slave
camera . . . . . . . . . . . . . . . . . . . 51

(c)

Small field of view on object 2 using the Slave
camera . . . . . . . . . . . . . . . . . . . 52

(d)

Small field of view on object 3 using the Slave
camera . . . . . . . . . . . . . . . . . . . 52

vii

ACKNOWLEDGMENTS
This research was funded by the Sensors Directorate at Wright-Patterson Air Force
Base through the ATR Center. Special thanks to Dr. Devert Wicker, Senior engineer at the
Sensors Directorate at Wright-Patterson Air Force Base; Dr. Rob Williams, TEC^Edge
project leader; Dr. Kuldip Rattan, Electrical Engineering Department of Wright State
University; Dr. Yanhua Ruan, Electrical Engineering Department of Wright State
University (formerly); Richard Van Hook and Ben McDonie from the Sensors Directorate,
and Dr. Arthur Goshtasby, Computer Engineering Department of Wright State
University,.

viii

I.

Introduction
Tracking and surveillance are both essential tools in dealing with the persistent

war on crime and terrorism. Over the years, numerous security tools have been utilized
for counteracting potential threats by various corporations, police departments, and
military personnel. For example, at red lights there are traffic cameras which are able to
properly zoom in on the license plates of traffic offenders. Corporations, police stations,
and military facilities make use of wide field of view security cameras that cover large
areas for surveillance. In order to ensure a safer America, many approaches have been
taken for cameras or other imaging instruments including infrared technology,
hyperspectral imaging, and radar. All of these useful tools and more have been used
effectively to perform both tracking and surveillance in specific applications using finetuned equipment. In the specific case of digital cameras, police and the military have
often used them for security purposes or to aid in capturing and mapping areas for
information crucial to surveillance, tracking, targeting, and navigation.
Foveal vision, which actually mimics the perceptive focus of the human eye, is
very useful for surveillance in that it allows for any perceived area to be provided with an
extremely high level of specific optical detail. Foveal vision is derived from the concept
of the fovea, which is located in the center of the human eye, and is the tool used to
access optical processing. The human eye makes good use of foveal vision whenever it is
necessary for specific information to process and send to the brain. For example, when
human beings read, watch television, movies, or attempt to make out specific people,
places, or objects in their field of view, they use foveal vision. Foveal vision aids the
1

method of zooming in on the exact details needed for processing and sending that
information back to the human brain.
Likewise, when performing surveillance or tracking a specific person or object,
cameras that are modeled according to the digital pinhole make use of a very similar
principle although on a slightly less accurate scale. By using the foveal vision principle, a
tiny pinhole takes in light and uses geometry to gain image information from perspective
projection. A pinhole model camera can be used to focus and zoom in on specified data
such as text, objects, or people. This is possible when a pinhole model camera is
calibrated such that the principal point of the lens and size of the camera sensor are used
to formulate a consistent coordinate system in the camera’s field of view. Most often the
field of view in such applications tends to be wide in order to cover a large amount of
area. However, despite the many advantages of using the pinhole model for image
capturing as well as tracking and surveillance, there are also several disadvantages and
error factors to take into consideration when calibrating a camera system for such an
operation. The eye and the human brain are typically more complex than a computer
system and allows for greater amounts of information to be stored. A digital camera
system can model and imitate the biology of the human eye but frequently does not
duplicate the same level of processing. Despite this, pinhole modeled digital cameras are
efficient tools that are very useful in photography, imaging and image processing, camera
calibration, and astronomy.
The Big Picture? Foveal vision, is the foundation of the pinhole camera model
and essentially can be used for a number of applications including surveillance, tracking,
2

navigation, and targeting mechanisms. The objective of this thesis is to test, analyze,
compute, and determine the accuracy of Electrical-Optical tracking and surveillance
using the pinhole camera model. One of the first methods this will be accomplished by is
through the use of two-dimensional camera calibration of a digital camera. The next step
will be to combine multi-camera calibration data with transformation equations to initiate
creating a two-camera (Master-Slave) system that is able to detail and focus on a specific
target. This thesis will also explain common calibration error factors found through
experimentation and the methods that can be used to avoid or compensate for these
factors. if it is at all possible.

1.1 Related Work
On two-dimensional camera calibration and Master-Slave camera systems used
for surveillance and tracking, many papers have been written. Among the previous
related research as well as equipment used to accomplish similar goals are the following:

1.1.1 Surveillance using Wireless Sensor Network and a Pan/Tilt Camera:
Recent advances in wireless sensor technology have made it possible to track
and navigate unmanned ground vehicles in both the outdoor and indoor applications such
as vehicle tracking, autonomous lawnmowers, etc. Desai and Rattan [13] presented a
system-level approach for indoor surveillance of objects using wireless sensor networks
and Pan/Tilt camera. The objects to be tracked carried a listener cricket mote, designed
especially for localization applications by MIT Computer Science and Artificial
3

Intelligence Laboratory, and beacon motes were mounted on the ceiling. The paper uses
the Time Difference of Arrival (TDoA) approach and multilateration to estimate the
distance and position of the object, respectively. The position of the object obtained from
the cricket motes are used to calculate the pan and tilt angles of the camera, also mounted
on the ceiling. Since the camera used did not have the zoom capability, a laser pointer
was used to constantly point a dot on the moving object [13].

1.1.2 Robotic Command Recognition System using Stereo Vision
The Robotic Vision Command Recognition System (RCS) controls the motion of
a robot with finger gestures. The commander simply moves his or her index finger
toward the camera to direct the robot to move forward or away from the camera to direct
the robot to move back. Two Logitech Fusion Cameras, positioned adjacent to each other,
stream left and right video feeds of the commander. Intel Corporations OpenCV toolkit
allows for C++ coding and, therefore, fast real-time performance. The theoretical
backbone of the RCS is Calibrated Stereo Reconstruction (CSR), a process in which 3D
information is calculated from two 2D images of an object. In addition, Principle
Component Analysis (PCA) is utilized to recognize the commander’s index finger [17].

1.1.3 Extrinsic Calibration of a Camera and a Laser Range Finder
The theoretical and experimental results for the extrinsic calibration of sensor
platform consisting of a camera and a 2D laser range finder, is presented in [18]. The
calibration is based on observing a planar checkerboard pattern and solving for
constraints between the “views” of a planar checkerboard calibration pattern from a
4

camera and a laser range finder. A direct solution minimizes an algebraic error from this
constraint, and subsequent nonlinear refinement is presented that minimizes a reprojection error. This is the first published calibration tool for this problem, which shows
how this constraint can reduce the variance in estimating intrinsic camera parameters.

1.1.4 A Master-Slave System to Acquire Biometric Imagery of Humans at
Distance:

The Distant Human Identification (DHID) system is a master slave, real-

time surveillance system designed to acquire biometric imagery of humans at distance. A
stationary wide field of view master camera is used to monitor an environment at
distance. When the master camera detects a moving person, a narrow field of view slave
camera is commanded to turn to that direction, acquire the targets, and track them while
recording zoomed-in images. These zoomed-in views provide meaningful biometric
imagery of the distant humans, who are not recognizable in the master view. Based on the
lenses that are currently used, the system can detect and track moving people at distances
up to 50 meters, within a 60o field of regard [19].

1.2 Motivation
In most of the previous applications, the camera systems instituted were calibrated
using stereo vision and some used laser range pointers to determine distance and position
of the camera with respect to the scene. In addition, these methods relied on a lengthy and
difficult three-dimensional reconstruction process in some cases. With the twodimensional camera calibration process, many of these issues can be eliminated by taking
5

the z-component as fixed and concentrating on a direct, faster method of mapping the
image plane coordinate system into an actual metric planar surface coordinate system to
find the position of an object. The methodology used in this thesis has many possible
applications. For example, this approach is specifically of interest and very useful to
current projects in progress by the United States Air Force. One such application is the
MAV (Micro Aerial Vehicle) camera system which takes advantage of foveal vision
above the ground on rescue or recovery missions. This system uses a layered sensing
method to achieve its objective and can be used for the MAV project. For example, two
MAV’s are deployed with the first one being elevated at a specific height to obtain a wide
field of view of the area. The second MAV below the first one is passed the terrain
information and is instructed by the first MAV on where to go. In addition, a similar
method can also be applied to the UAV (Unmanned Aerial Vehicle) for targeting,
tracking, and surveillance. Another application where this layered sensing methodology
is useful is for city security cameras looking down on streets for monitoring potential
criminal activity, which is directly a result of the Master-slave camera system.

1.3 Organization of Thesis:
The remaining chapters of this thesis are organized according to the following
structure: Chapter II briefly explains the principles of perspective projection and how the
digital pinhole model camera operates. Chapter III defines and details the process of twodimensional camera calibration in addition to contrasting the difference between stereo
6

vision and two-dimensional camera calibration. In Chapter IV, common factors that
cause significant error in the process of camera calibration are highlighted. Chapter V
gives the transformation equations for a two-camera system and the applications of such
a system are described. Chapter VI provides a thorough analysis of the results as well as a
summary of the error margin obtained. Chapter VII gives the summary and the
conclusions that are drawn from the research and experimentation.

7

II. Perspective Projection

Figure 1: Standard Perspective Projection.
This thesis describes two distinct processes for the objectives of calibrating
cameras and initializing a layered sensing approach to the tracking of an object on a 2D
planar surface is explored. The first of these two processes is the implementation of twodimensional camera calibration on a pinhole model digital camera. The second of the two
processes is the application of transformation equations. As shown in Figure 1, when a
camera operates under the principle of perspective projection, the camera center is sent
through the image plane via a vector that is projected. In this figure, x' represents the width
of the picture frame in pixels on the image plane, the y' is the height of picture frame in
pixels on the image plane, and r' is the diagonal size of the picture frame in pixels on the
8

image plane. These measurements are scaled onto the outside of the camera and are
largely responsible for establishing the reference for what is known as the translation of
the

camera.

The

x'

on

the

image

plane

projects

out

of

the

camera onto to the external scene outside of the camera as x the width portion of the area
seen by the camera, while the y' projects onto the scene as the height portion of the area, y.
The r' is simply a measure of the diagonal of the image plane projection. The distance that
x', y', and r' project onto the scene is along the z-axis (optical axis), originating from the
center of the camera [12]. The perspective projection geometry displayed in Figure 1 is the
general foundation of many, if not all, cameras. When the user adjusts the lens manually
or through the use of a software interface, the values of the x, y, and r components change
according to the image’s aspect ratio. The z-component changes very little, if at all, due to
lens adjustment and it tends to only change if the position of an object or the planar
surface that is focused on by the camera changes. In addition, the z-axis changes if the
camera is moved from its original position to a new position. For the specific purpose and
for the objective of the experimentation performed in the thesis, the x, y, and z
components will be the only axes that are focused on.

2.1 Pinhole model camera
This thesis describes the implementation of two-dimensional camera calibration
on a pinhole model digital camera. A pinhole camera takes advantage of a very narrow
view that allows for light to enter the camera on one side and project an inverted
9

representation of image data on the other side. To a great extent, the pinhole works
similar to the human eye in viewing a particular scene during a bright, sunny day. The
squinting that a human eye does in the presence of bright light makes it possible to focus
only on certain specific areas of a scene similar to how a camera’s aperture allows only
so much light in as specified by the user. Similarly, the aperture tells the camera how
much light is allowed into the “eye” of the camera. In the case of a pinhole camera model
which is practically light-proof, the smaller that the pinhole is in diameter, the more
precise the image information is projected using the sensor chip [1]. An example of how
the pinhole model camera works is displayed in Figure 2. The scene on the outside of the
camera is scaled according to basic principles of perspective projection as outlined in the
previous section. Because of this, there is a controlled amount of light that is allowed
onto the image plane.

Figure 2: Example of a pinhole model camera.
Most pinhole cameras operate without a lens cap or with a relatively thin lens
10

and generally can be adjusted manually by the user. In this experiment, the camera being
used is a Canon Vbi-50 PTZ digital camera (Figure 3) which possesses an operating
software user interface that allows for the internal settings such as focus and aspect ratio
to be adjusted. This same interface allows the user to control the pan, tilt, and zoom of the
camera. The size of the sensor used by the camera is vital to the calibration process. In
addition, it is crucial to use good calibration software that accurately detects corners and
edges on a systematic point-to-point basis as needed for the process of camera
calibration. Taking image pixels and converting the data into real-world coordinate
measurements is just one of the several objectives that are achieved by calibrating a
digital pinhole model camera.

Figure 3: The Canon Vbi-50 PTZ Digital Camera.

2.2 CCD Camera approach
Since the camera being used for the experimentation is digital and is driven by
sensor technology, the CCD camera approach is used for the convention of the
calibration work. The CCD, (Charge-Coupled Device), is a key tool in converting analog
11

signal information to digital and is used most often in digital cameras and astronomy. The
CCD camera approach takes into consideration the distinct possibility that the shape of
internal digital camera pixels may not be square or equally scaled in both axial directions
[4]. This approach also helps to factor in the possibility that there may be a skew factor in
the calibration process. While skew tends to be non-existent to negligible most of the
time when capturing images, it is always good for this to be a part of the formulation of
the intrinsic camera matrix. In addition, the camera calibration software used for this
experiment aids in establishing suitable coefficients for camera distortion.
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III. Camera Calibration

Figure 4: Typical camera calibration and calibration target.
Camera Calibration is the process of finding the specific, true parameters of a
camera from the image or images that it captures. Some of the parameters included in the
calibration results are intrinsic (inside the camera) while the others are extrinsic (outside
of the camera) in nature. The intrinsic camera parameters express how the camera is
capturing an image by establishing the relationship between the images and the internal
structure and function of the camera. Specifically, intrinsic camera parameters relate the
pixels in a two-dimensional image to the internal camera coordinate reference frame.
Examples of intrinsic parameters are the focal length (in both x and y direction which
should be approximately equal), principal or piercing point (which is technically
13

speaking the center of the camera’s image plane), and the aspect ratio of the camera
images

measured

per

pixel.

The

extrinsic

camera

parameters

express

the

relationship between the camera position and the position of the captured image in terms
of distance. Extrinsic parameters form the three-dimensional relationship between the
camera and the external real world coordinate reference frame. Examples of the
parameters that are outside of the camera are the 3x3 rotation matrix expressing the
geometric position of the camera with respect to the world and the 3x1 translation vector
of the camera that gives information about position and projection of the camera with
respect to the real world reference frame. The process of camera calibration acquires both
the intrinsic and extrinsic qualities of the camera which directly affect how camera
images are captured and processed. In this experiment, in order to accomplish successful
two-dimensional calibration of the digital pinhole camera, there are four major tools
utilized: an ideal checkerboard that has squares of equal height and width (Figure 5), a
flat two-dimensional plane such as a board or wall with which to use a reference for the
real world coordinate system (Figure 6), a calibration software that can accurately detect
corners and edges in the camera’s image plane, and software to store, process, and
display the results from the calibrated images.

14

Figure 5: Perfectly dimensioned checkerboard image.

Figure 6: 2D marker board for the co-planar point-to-point correlations.
When and why is the camera calibration necessary? Depending on which
application it is being used for, camera calibration is generally needed to establish how
the camera is recording an image for a camera system. Quite often, these parameters are
not initially provided to the user for the system that is using the camera(s) when capturing
a photograph and storing the image. If the user wishes to know how to appropriately
15

adjust the pan (left/right angle), tilt (up/down angle) and zoom of a camera in order to
focus on a person/object in real-time, they must know the parameters of the camera. First,
after the camera is fixed in position it must be set to a specific zoom, aperture, and focus
setting. The zoom setting used for this experiment is about 12.00 representing a 12 degree
field of view for the camera. The backlighting for the corner detection process is set to
high in order to obtain optimum results. The backlighting is high in order to gain distinct
contrast and brightness on the checkerboard, which as a result makes it much easier to
perform corner detection or calibration on the checkerboard for the real world conversion
method. The focus is set on “auto” so that the camera can provide an arbitrary and
fixed focus setting. For this specific calibration software, the measured height and width
of the squares on the checkerboard are an input to the program. Also, another input for
the program is the number of checkerboard images captured to be processed by the
software. The next step is to capture images of the checkerboard while it is at various
perspectives. Unlike stereo vision, in which the user is has several cameras to view an
object from multiple perspectives, the 2D camera calibration uses only one camera to
view the same object. Therefore, for point-to-point correlations, the checkerboard must
have its position and orientation changed multiple times in between snapshots. The
reason this is necessary is because the output data from the calibration software is always
computed as a result of correlating many different image coordinates and perspectives
together to form the intrinsic camera matrix and establish the rotation and translation
(projection) of the camera center to the 2D plane. The more data points and perspectives
that can be correlated in the captured images, the more accurate the results are. The
16

minimum number of perspectives for accurate results is a correlation of at least five
perspectives of the checkerboard in order to achieve successful calibration. This is why a
number of images, anywhere from 10 to 30, are captured for the calibration software to
perform corner detection. The minimum number of needed correlations may increase
depending on how many images are captured. In Figure 7 (a-e), five different
perspectives are taken of the same checkerboard. The total number of images captured for
this experiment is 15. After the images are captured by the camera, the next step is to
make sure that many of them are correlated by the calibration software. If the software
finds correlations for less than the minimum number of perspectives out of 15 images, the
results will not be accurate. In this experiment, 15 out of 15 images were successfully
correlated. Once the correlations are found by the calibration software, the data for
both the intrinsic camera matrix and the extrinsic rotation and translation of the camera
with respect to the real world is copied from the program storage file and fed into Matlab.
In this case, the numerical data in the camera matrix includes the camera image center or
piercing point (cx, cy) as well as the focal length in both x and y directions (αx, αy) of the
camera in pixels. Mathematically, the aspect ratio can be easily found by comparing the
ratio of the focal lengths derived from the intrinsic camera matrix, after converting them
into millimeters using the sensor size.

17

(a) First perspective.
The first perspective of the checkerboard is taken as the position where the checkerboard
is on the two-dimensional marker board plane. This is the position that will also be taken
as the last position as well for all images. This is an arbitrary convention and is only
helpful to the user in delineating the start and completion of the digital image capturing
process for camera calibration.

18

.
(b) Second perspective.
The second perspective of the checkerboard has a change in both rotation and translation
for the intrinsic camera matrix to form information about its relative position.

(c) Third perspective.
The third perspective of the checkerboard changes the rotation of the board with respect
to the previous translation and rotation. It is crucial that the checkerboard image is not
19

displaced greatly because the digital eye of the camera will most likely have to re-focus
in order to maintain the same aspect ratio of the checkerboard image. When such an
action occurs, this warps the information in the camera matrix often causing substantial
error in the results of camera calibration.

(d) Fourth perspective.

(e) Fifth perspective.

Figure 7: Checkerboard perspectives.
20

The remaining perspectives were taken to be arbitrary and they were used to generate a
good amount of information about the relative position of the checkerboard with respect
to the master camera. Only one camera is used in this calibration process, therefore, the
position of the object must change numerous times such that a perspective projection is
satisfied. In Stereo Vision, several to many cameras are used to duplicate this
phenomenon by capturing an object from multiple arbitrary perspectives. Figures 8 and 9
give an example of how this process is mapped onto the checkerboard plane.

Figure 8: Checkerboard perspectives (camera-centered).

21

Figure 9: Checkerboard perspectives (world-centered).
It is not reasonable to capture the same object at the same position in the image
plane when attempting to perform two-dimensional camera calibration. Using elements
of the intrinsic camera matrix,

the typical relationship between the focal length and the sensor size of the digital camera
is,
αx = fx • mx

(1)

αy = fy • my

(2)

22

where αx and αy are the focal lengths in pixels, fx and fy are the focal lengths in
millimeters. Using these values, mx and my, are solved as the pixel per millimeter
representations of the sensor size proportionally. Equations (1) and (2) can be used to
convert the focal length from pixel to millimeters. In addition, in order to form an
efficient mapping of the data from the camera matrix into real world results, the formula
used is,
x = KR [I -C']•X

(3)

where K is the intrinsic camera matrix, R is the rotation matrix, I is the identity matrix, C'
is a parameter used to form the translation vector, and X is the world coordinate frame.
This is because the intrinsic and extrinsic data of the camera cannot be separated in the
conversion process. The intrinsic camera matrix data mathematically forms the extrinsic
parameters as well as the intrinsic parameters. Equation (3) then can be re-written as
P = K[R t]

(4)

where t is the translation vector. By combining the 3x3 rotation matrix and the 3x1
translation vector, a 3x4 matrix is formed that is used to convert from pixel to mm and
perform mapping between image and world reference frames. Since the z-coordinate is
taken as fixed, the mathematical computation relies only on the resulting x and y
elements of the 3x1 translation vector at the output. After minor matrix manipulation that
includes removing the equivalent z portion of the matrix, the linear mapping between the
image coordinate and the real world coordinate systems is
X = P-1 x

(5)
23

where x is the image coordinate system.

3.1 Comparison to Stereo Vision
Previously, in order to calibrate a camera, the stereo vision approach was most
often used. Stereo vision, essentially takes advantage of an array of fixed cameras to view
one object from different perspectives in order to obtain information about the position of
the object and later register it according to techniques of three-dimensional
reconstruction. In contrast, the process of two-dimensional camera calibration uses only
one fixed camera to obtain projection or distance information about the camera with
respect to a given object. This is because in the 2D calibration scheme, the z-coordinate is
taken as fixed in the (x, y, z) correlation process. Therefore, all data points are co-planar,
that is, they exist in the same two-dimensional plane. If an object moves along the planar
surface, its relative position and orientation can be determined according to translation
and mapping of the image plane coordinates into real world metric coordinates. The
stereo vision approach to calibrating a camera is not the same as the two-dimensional
approach. In the stereo vision approach, it is necessary to have multiple cameras (which
are usually on an array) and in some cases multiple checkerboard images strategically
positioned in order to consider the various perspectives for the rotation matrix and
translation vectors. Stereo vision is somewhat akin to someone using binoculars to see the
same object [5]. An example of the stereo vision technique is shown in Figure 10. In this
specific case, unlike the setup in Figure 8, there are at least two cameras that are needed
24

to capture the checkerboard at various perspectives. In stereo vision, the user must use of
two or more cameras to attempt to correlate a vast number of points on a planar surface.
This

is

accomplished

with

only

one

camera

using

the

two-

dimensional camera calibration method.

Figure 10: Stereo vision example.

3.2 Extrinsic versus intrinsic parameters
3.2.1

Intrinsic camera parameters - The intrinsic camera parameters express how the

camera is capturing an image by establishing the relationship between the images and the
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internal elements of the camera. For example, intrinsic parameters relate the pixels in a
two-dimensional image to the internal camera coordinate reference frame. In order to
discover and formulate the intrinsic parameters of the camera, the user must start with the
relationship and position of the digital sensor and the image plane of the camera. The
intrinsic parameters of the camera are those that refer to the interior to the camera relating
the (x, y) image pixel coordinate systems.
Examples of the internal or intrinsic parameters of a camera include:
• Focal length: In optical systems, a measure of how strongly the system converges
(focuses) or diverges (diffuses) light is known as focal length. A system with a shorter
focal length has greater optical power than one with a longer focal length. For a
converging lens (a convex lens), the focal length is positive, and is the distance at which a
beam of collimated light will be focused to a single spot. For a diverging lens (a concave
lens), the focal length is negative, and is the distance to the point from which a collimated
beam appears to be diverging after passing through the lens. Focal length provides the
information on how much magnification that a lens has [2]. In the case of this calibration
program, the focal lengths are calculated in the x and y directions and should be
approximately equal. Figure 11 demonstrates how the focal length is generally
represented.
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Typical focal lengths and their 35mm format designations
< 20mm

Super Wide Angle

24mm - 35mm

Wide Angle

50mm

Normal Lens

80mm - 300mm

Tele

> 300mm

Super Tele

Figure 11: Focal length representation.
• Principal (piercing) point: the point where the camera center and image plane intersect
on the pixel coordinate system as a result of the perspective projection vector.
• Aspect ratio: the pixel ratio of the image height and width.
• Lens distortion: What occurs when an image is displaced or blurs as a result of
27

aberrations and irregularities in the lens.
3.2.2

Extrinsic camera parameters - The extrinsic camera parameters express the

relationship between the camera position and the position of a captured image in terms of
distance. For example, extrinsic parameters form the three-dimensional relationship
between the camera and the real world external coordinate reference frame.
• Rotation matrix: A 3x3 matrix that details the exact orientation of the camera with
respect to the (x, y, z) projection components is known as the rotation matrix. For
example, if rotation about x is performed by some arbitrary angle, θ, with respect to the
identity matrix, then the rotation is

R(x, θ) =

where the first row and the first column represent the x-component of the matrix. If the
rotation is performed about y by an arbitrary angle, Φ, then the rotation is

R(y, Φ ) =

where the second row and the second column represent the y-component of the matrix. If
the rotation is performed about z by an arbitrary angle, λ, then the rotation is

R(z, λ) =

where the third row and the third column represent the z-component of the matrix.
• Translation vector: A 3x1 vector that describe the position of the camera with respect
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to the checkerboard or the planar surface.
The extrinsic parameters are often times stated as completely separate entities
from the intrinsic parameters but it is important to understand that in two-dimensional
camera calibration, the extrinsic parameters almost entirely dependent upon the intrinsic
parameters. The extrinsic data is not derived from the intrinsic until after the calibration
results are extracted from the intrinsic camera matrix. Therefore, if there is drastic error
in the intrinsic camera results, this will tend to greatly affect the extrinsic camera results,
particularly the translation vector. This is because the translation vector measures and
maps the coordinate system from the image plane inside of the camera onto the scene
outside of the camera.

3.3 The importance of Focal Length
In Figure 11, the geometric representation of the inside of a camera is shown.
There is often confusion about the principles of focal length and how it affects image
capturing using digital pinhole model cameras. The illustration shows that the focal
length increases or decreases according to the field of view angle (i.e. zoom setting).
Therefore, the zoom and the focal length are directly related and have a numerical
inversely proportional relationship as dictated by field of view. It is important to note that
as the field of view angle increases to zoom out, the focal length decreases. Focal length
provides a necessary viewpoint to tell the user how much magnification is being initiated
by the zoom setting that is engaged. More specifically, from the diagram in Figure 11, the
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focal length tells the user how close or far the adjusted camera lens is from the digital
sensor inside of the camera when viewing the scene.
For example, a digital camera with a zoom setting of 15.00 (15 degree field of
view) has a greater focal length than when the same digital camera is set at 18.00 (18
degree field of view). Depending largely on the digital camera and sensor being used, the
15 degree field of view zoom setting will generally provide a focal length ranging from
about 10 to 14 mm whereas the 18 degree field of view zoom setting will generally
provide a focal length ranging from about 8.5 to 11.5 mm. Note that these calculations
are based on a specific Canon Vbi-50 digital pinhole model camera that possesses pan,
tilt, zoom and the numbers are based on whether the convention taken is horizontal or
vertical for the change in field of view. In this case, the lens actually moves closer to the
center point of the camera if the field of view zoom setting is increased and vice versa.
This is a problem that will be further elaborated on in Section 4.2. In this chapter, the
definition of two-dimensional camera calibration was thoroughly explained as
well as its delineation from stereo vision. In addition, a distinct explanation was given for
the difference between the intrinsic parameters and the extrinsic parameters of the
camera. Also, a pictorial representation of focal length was given to illustrate how it
generally affects the image capturing process. In Chapter IV, there is a examination of the
most common error factors of the camera calibration process as well as how to identify
and compensate for those errors.
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IV. Calibration error factors
While attempting to calibrate a camera, there are several factors that need
consideration. These factors can often cause significant error in the calibration process.
Unfortunately, it is not always easy to notice and identify such key error factors due to
the limitations of perception with human error as well as the lack of prior knowledge of
the camera settings and position, which is one of the reasons that a camera is calibrated.
Calibration programs and software can often identify if there is something wrong with the
correlated results but it is up to the user to observe and identify what went wrong in the
process. Even small errors in the program itself can become a problem and are usually
harder to fix.
In the event that a program is working as it should under ideal conditions, there
are several other factors that are separate from the calibration program that should be
addressed.

4.1 Distortion
A minor error factor that may arise is distortion or aberration in the image itself.
This blurring effect can potentially make it more difficult to detect edges and corners
using calibration software. An example of image burring or distortion is shown in Figure
12. This is an obvious source of error that usually can be easily identified by the user
almost immediately. Many calibration software programs are able to identify distortion
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and also depending on how severe the case, can compensate for this error factor.
However, in the event that this is not possible, it becomes the responsibility of the user to
adjust the camera settings accordingly to minimize this effect as much as possible. Image
blurring can be caused by several factors but are often due to improper focus or
magnification (zoom) settings.

Figure 12: Blurred image of a checkerboard.

4.2 Zoom
One of the major error factors that affect the calibration of the camera is the zoom.
Zoom is identified as the first major error factor of two-dimensional camera calibration
and often plays the biggest role in disruption of calibration results. In Section 3.3, it was
illustrated that adjusting the focal length is greatly by zoom. Zooming in or out, always
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changes the focal length of the camera, because the focal length is inversely
proportional to the zoom setting as dictated by the field of view of the camera. An
example specific to the Canon Vbi-50 is shown in the general linear relationships,
θ = zoom •
f=

(6)

tan ( )

(7)

where the zoom setting is converted from degrees to radians and m represents the sensor
size depending on the convention taken as the standard (horizontal or vertical). This
conversion technique that relates zoom to focal length is not entirely perfect or universal
but is very efficient in most cases for digital pinhole model cameras. Changing the zoom
while calibrating, automatically scrambles the data within the intrinsic camera matrix
that is output at the end of the process. Therefore, when attempting to calibrate a camera,
the user should establish and maintain a fixed, static zoom setting. However, while zoom
is proportional to the focal length of the camera, the two are not exactly one and the
same. The focal length is closely related to zoom because focal length provides insight as
a numerical representation of how much light can be diverged (diffused) and converged
(focused) by the camera system. As such, the focal length provides essential information
on the specific level of magnification (zoom) that a camera lens possesses [2]. Adjusting
the zoom also automatically changes the piercing point (camera center) of the digital
camera, making it impossible to obtain a legitimate intrinsic camera matrix which forms
the intrinsic and extrinsic camera parameters. However, unlike focal length, the zoom for
the Canon Vbi-50 does not possess a known linear relationship with the camera center. It
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changes arbitrarily beyond the control of the user when dealing with cameras that have
finite focus.

4.3 Aperture
From a calibration software perspective, depending on the specific type of camera
being used and the environment it is used in, the backlighting of the image as it is viewed
in the camera’s image plane is crucial. Sometimes it is necessary to adjust backlighting in
order to obtain generally good correlations from point to point on the test checkerboard.
For example, for these indoor experiments, the contrast, brightness, and level of image
distortion are significant factors that affect the ability of the calibration program to find
point-to-point correlations on the checkerboard in the image plane of the camera. When
the contrast and brightness is fairly high, the correlations tend to come about easier than
in darker views of the same checkerboard object in the image plane. Therefore, the
aperture, which is the second major error factor of two-dimensional camera calibration,
tends to be a considerable factor of the camera calibration process. This is because
aperture controls the amount of light that enters the camera’s lens and therefore affects
the contrast and brightness of the image itself. For the Canon Vbi-50, the use of a
“backlighting” command as specified by the user can automatically adjust the contrast
and brightness of the image suitably for camera calibration. If the backlighting is high,
the correlations in the software will be shown more clearly and appear as if the user has
shined a flashlight on the object being focused on in the image coordinate system.
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In indoor low lighting situations, accurate camera calibration is nearly impossible
unless there are aids for the camera imaging of the surrounding and the checkerboard. For
example, if the user wanted to calibrate at night a high degree of light, perhaps, even
infrared (night vision) must be used. In the experiment shown in Figure 13, the Canon
Vbi-50 camera has captured an image used for calibration in a situation where the
backlighting is switched off. In addition, practically no sunlight is allowed into the room
and the room is allowed to remain with the lighting switched off.

Figure 13: Dark checkerboard image.
As can be seen from Figure 13, the black and white squares on the checkerboard are
barely visible due to poor lighting. As a result, this made it very difficult for the corner
detection in the program to find the edges and the calibration was a failure because the
aperture was not adjusted properly for corner detection on the checkerboard to be
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accurately correlated. In another case shown in Figure 14, lighting is allowed in the
experiment, which should allow for moderate to extremely accurate results from the
calibration program. In all optimum cases, where lighting and backlighting are adjusted
accordingly, there will be many correlations and the results will be fairly to very accurate
unless another error factor interferes.

Figure 14: Light checkerboard image.

4.4 Focus
The third major error factor of the two-dimensional camera calibration is the focus
of the camera. When the user is capturing images, it is essential not to change the focus
of the camera in between images. One thing that would cause the camera focus to change
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is drastically altering the distance of the test checkerboard from the camera’s piercing
point in any direction. For example, take a situation where the user captures the first
image at a translated and projected distance of close to 7 meters (Figure 15) away from
the camera. The user then captures a second image at a distance less than 1 meter (Figure
16). In this case, the camera will re-focus in order to maintain the same aspect ratio of the
checkerboard object within the image plane. In the case of the Canon Vbi-50, the camera
will

often

re-focus

automatically

without

user

instruction

if

the

distance of the calibration checkerboard is changed dramatically for any reason as images
are captured, unless the user changes the camera settings to instruct it otherwise. As
shown in Figures 15 and 16, the checkerboard is moved greatly with respect to the
camera’s piercing point in between images. However, in theory, for a camera operating at
near-infinite to infinite depth of focus the effect of re-focusing is negligible [11].

Figure 15: Far perspective of a checkerboard for calibration.
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Figure 16: Near perspective of a checkerboard for calibration.

4.5 Other error factors
There are several other factors that can play a part in the error of calibration
results, few of which are avoidable and others ones are not. Thus far, most of error
factors that have been identified can be adjusted accordingly or immediately fixed.
However, in the case of tools that are used for the calibration, small human error factors
can become a problem. In these indoor experiments, the camera calibration uses
checkerboards to map from the internal pixel coordinate system of the camera to the
external metric plane outside of the camera. If the checkerboard constructed is not evenly
dimensioned, it can cause major error as images are captured at greater distances from the
digital camera’s piercing point. For example, in some earlier experiments a checkerboard
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was used for the camera that possessed this problem. Some squares on the
checkerboard was measured as being 56 mm while others were 52 mm and a couple of
the squares were approximately 50.5 mm. This becomes a problem for the calibration
software, especially as the distance increases between the camera and the test
checkerboard, because the height and width of the squares are supposed to be the same as
they are input to the program. The program operates on a precise level and asks the user
the dimension of the squares in millimeters that are used for corner detection. In addition,
the program assumes that the lines forming the checkerboard squares are both perfectly
parallel and perpendicular. The previously mentioned checkerboard also possessed an
angular error (a little more than 2 degrees) in which the lines were slanted. Also,
depending on how great the previous errors factor in, it may be necessary to capture more
images in order to increase the probability of accuracy in the calibration results. In earlier
experiments, the minimum number of images captured was 25 and the maximum number
of images captured was 30. However, the downside to this is that if more images are
captured, more correlations are necessary in order to attain reasonable accuracy in the
calibration results. In this chapter, the most common error factors of the two-dimensional
camera calibration process were identified and thoroughly explained. If these factors are
minimized or eliminated the results of the calibration process will be incredibly accurate.
In Chapter V, the second part of the layered sensing method, known as transformation
equations is illustrated. The transformation equations take advantage of the results from
the calibration.
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V.

Transformation Equations
Transformation equations are often used in robotics for the purpose of

mathematically instructing a part of a robot (arm, shoulder, etc.) on where to move. In
this experiment, transformation equations will be used in conjunction with the camera
calibration results in order to instruct a camera to move for tracking an object and its
displacement along a planar surface. In this situation, it is necessary to use and calibrate
two cameras in order to establish what is known as the master-slave camera system.

5.1 Master-Slave camera system

Figure 17: Two-camera system.
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The camera calibration procedure described in Chapter III is used in this chapter
to develop the master-slave camera system for surveillance to demonstrate the layered
sensing concept. Figure 17 shows the coordinate systems of the two cameras (master and
slave) along with the coordinate system of the object moving on the planar surface.
Camera 1 (master) is set up as a wide view (object is represented by a few pixels) camera
whose pan and tilt angles are fixed. This camera determines the position and orientation
of the object to be tracked and is given by a 4x4 homogeneous transformation
matrix,

. This matrix is transformed to the camera 2 (slave) coordinate system,

,

which is then used to find the pan and tilt angles of the camera 2 system. These angles
along with the zoom setting are used to track the object. Once the camera matrix has been
formed and stored, the conversion and camera control process can begin. There is a
Matlab code that converts the intrinsic camera matrix data into both intrinsic and
extrinsic parameters and then allows the user to exploit that data to establish the
transformation equations. Then, using the coordinate system of the first calibrated
camera, a second calibrated camera can be used to move and track along the twodimensional planar surface previously used in the calibration procedure. This is only
possible if both cameras are calibrated and their axes aligned with respect to the projected
translation to that said planar surface. It should also be noted that in Figure 17 the new
position of the object on the planar surface is shown. The new homogeneous
transformation matrix,

determines the position and orientation of the object to be

tracked. This variable is useful in transferring instruction to the calibrated camera 2 (the
slave) coordinate system to identify the new position and orientation of the object,
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with respect to change in both the horizontal and vertical directions. This transform is
then used to find the pan and tilt angles of the camera 2 system. These angles along with
the zoom setting are used to track the object. Even though the calibration used in this
specific project is 2D and not 3D, a similar principle of camera placement applies when
dealing with two cameras on different axes as they project to an object.

5.2 Distance between Master and Slave
This section describes the procedure to transform the position and orientation of
the moving object from the master camera coordinate system to the slave camera
coordinate system. It is assumed that the locations of the two cameras are fixed. It is also
assumed that the orientation of the master camera is fixed, i.e., the pan and tilt angles are
fixed. Therefore, the coordinate system of the master camera will be considered the
reference coordinate system. In Figure 17, the vector projected from the piercing point
(camera center) of both cameras must be aligned properly in order to determine the exact
distance that they are from one another. This is the third side of the triangle in Figure 17,
which establishes the position of C1 with respect to C2. Because the position is
determined from the master camera and the distance to the board, this may actually give
the slave camera a skew factor resulting in millimeter to centimeter error. In this
experiment both cameras were sufficiently mounted such that rotation of either camera
did not shift the base of the camera. Therefore, both cameras had fixed position with
respect to each other at all times. This minimized the skew factor considerably. Using the
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standard three-dimensions for each mounted camera frame (Figure 17) in terms of
position and translation, the results from the calibration program are combined using
transformation equations to find the distances between both cameras and the planar
surface and their distance from one another. The translation in the z-direction is the
projected distance the camera center is from the board. It should be noted that the
extrinsic camera parameters for C1 and C2 are on entirely different axis and in order to
align the z-axis or translation from camera to board for both C1 and C2 is by inverting
the extrinsic data within the matrix transformations. The first step is to find the position
and orientation of a reference point on the planar surface (point O0) with respect to the
and

two cameras coordinate systems (matrices

using the calibration procedure

described in Chapter III. Using these transformations, the position and orientation of the
slave camera can be found with respect the master camera system as
•
where

is the inverse of

(8)

Now, if the object moves to position 1 on the planar

surface, the master camera determines its position from the reference point 0 as ∆ =
[

Therefore, the position and orientation of object at position 1 with respect

to the reference point 0 is given by
(9)

=

where I is a 3x3 identity matrix. Therefore, the position and orientation of the object
located at position 1 can be found in the camera 1 coordinate systems using equations (8)
and (9) as
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=

•

(10)

Equations (8) and (10) can now be used to find the position and orientation of the object
at position 1 in camera 2 coordinate system as
•

The position of the object in the slave coordinate system

is the inverse of

where

(11)

is given by the 4th column of matrix given by equation (11) and is given by

.

Therefore the distance of the object (located at position 1) from the slave camera is given
by
(12)

d=

where d can later be used to establish what the zoom setting should be based on field of
view angle.

Figure 18: Coordinate system with pan and tilt angle.
Next, the pan and tilt angles of the slave camera are determined to direct the slave
camera to focus on the object located at position 1. The coordinate system of the slave
camera with the positive direction of the pan and tilt angles is shown in Figure 18. It can
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be seen from Figure 18 that the pan angle (positive in the clockwise direction) is the
rotation about the Y-axis and the tilt angle (position in the upward direction) is the
rotation about the X-axis. The objective is to find the pan and tilt angle so that the Z-axis
of the slave camera coordinate system pass through the center of the object. This will
align the piercing point of the camera (center of the camera’s image plane) with the
center of the object. To direct the slave camera toward the object, the camera coordinate
system has to be rotated about the Y-axis (Φ) and about the X-axis (θ). The rotation
matrix of C2 after the two rotations (pan and tilt) is given by

(13)

=

and

,

where

Then, the new

position of the object with respect to the rotated camera coordinate system, C2”P1 is given
by

C2”

(14)

P1 =

By substituting equation (14) in equation (13), the new position of the object with respect
to the rotated coordinate system, C2''P1 , can be rewritten as
C2''

P1 = (0, 0, d)T

(15)

Comparing equation (14) and (15) we get

C2''

P1 =

•

=
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(16)

Equation (16) is a generalized matrix to calculate the pan and tilt angles of the slave
camera. The individual values of the pan and tilt angles can be calculated by comparing
both side of matrices. Equating the x-component of the position vector, we get
(17)

X2(
Solving equation (17), the closed form solution of the pan angle, θ, is given by

(18)
Now equating the Y- and Z-components of the position vectors in equation (16), we get
X2SΦSθ + Y2CΦ + Z2SθCθ = 0

(19)

-X2CΦSθ + Y2SΦ + Z2CΦCθ = d

(20)

Since the pan angle, θ, is known, equations (19) and (20) can be written as
SΦ (X2Sθ - Z2Cθ)+ CΦ(Y2) = 0

(21)

SΦ -X2) + CΦ(X2Sθ - Z2Cθ) = -d

(22)
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The closed form solution of the tilt angle, Φ, can be found using equations (23) and (24)
as
Φ = atan2 (Y2, -A)

(25)

where A = X2Sθ - Z2Cθ.
The pan and tilt angle are then converted from radians to degrees,
pan = θ•

(26)

tilt = Φ•(180/π)

(27)

for the camera’s controlling convention.
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VI. Results
After the camera calibration steps are completed, the results are displayed in the
Matlab command window. In this experiment for the master camera (C1), the intrinsic
camera results for the focal lengths are measured as 14.53 mm and 14.60 mm for the x
and y directions, respectively. The actual result for the Canon Vbi-50 focal length at a
zoom of 16.00 degrees generally ranges from approximately 9.0 mm to 13.5 mm. For the
slave camera (C2), the intrinsic camera results for the focal lengths are measured as 15.81
mm and 14.35 mm for the x and y directions, respectively. The actual result for the
Canon Vbi-50 focal length at a zoom of 17.00 degrees generally ranges from
approximately 9.0 mm to 13.0 mm. This small disparity is due to an error margin ranging
from 0 to 3 millimeters (an average error of 1.5 millimeters or 0.15 centimeters). This
error is occurring in the mapping from the pixel coordinate system inside of the camera to
the world metric coordinate system outside of the camera. It should be noted that the
Canon Vbi-50 possesses a finite focal length range from 3.5 mm to 91.0 mm
(corresponding zoom from 41.26 to 1.97 degrees). In general, the smaller the field of
view zoom setting, the greater the focal length. Both of the image aspect ratios which
were about 1.01 (for C1) and 1.10 (for C2) fell in between the general range for this type
of camera (1 < image aspect ratio < 1.5). For the extrinsic camera parameters, the rotation
matrix seems to provide a perfectly normalized 3x3 matrix in which the magnitude of
each row is approximately equal to 1. If the rotation matrix provides norm results
significantly greater than or less than 1, the results are clearly and vastly inaccurate,
proving that the calibration was unsuccessful. The extrinsic translation vector, which
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describes the position of the camera with respect to the real world and the object, has
coordinate error as a result of the mapping. When comparing the computed result for
translation in the world coordinate frame to the actual measured results, both the x and y
coordinates have the average offset error margin of approximately 0.15 centimeters (X ±
0.15 cm, Y ± 0.15 cm). This is consistent with the mapping error margin and depends on
the point derived from the graphical input user interface, with respect to the origins of
both the image and world metric coordinate systems. As previously mentioned, the
mapping from image to world coordinates is still not perfect but very close for this
experiment. However, the calibration was very successful. If all of the rules were
followed and the tools were available, why does this error occur? The error is easily
attributed

to

one

of

the

four

major

tools

not

meeting

necessary

standards causing the imperfect mapping from the image to world coordinate system.
Furthermore, after a very precise measurement of the planar surface, it is found that the
marker board planar surface is skewed or tilted by a small angle (approximately 2
degrees) that at first glance is not noticeable. This makes the sides of the board not
entirely parallel and the corners not perfectly perpendicular. This makes it more difficult
to perfectly map from image to real-world coordinates. Because of this, the mapping and
translation results possess uniform error no matter how effective the calibration software
and mathematical computations. In perfectly ideal situations, the user should be able to
achieve accuracy that is less than 1 centimeter! Therefore, the results obtained in this
experiment have very reasonably met the appropriate results range and objectives despite
this problem.
49

The Master-Slave camera system is able to operate reasonably well in layered
sensing platform despite the error factors. On the planar surface, position is determined
with respect to the camera center or piercing point of C1 (Master) which was mapped to
the lower left corner (Quadrant 3). It should be noted that C2 (slave camera) in this
experiment possesses a different convention of angle adjustment, due to the fact that it
was mounted upside down. Therefore, while the master camera takes turning right as
positive pan adjustment and turning left as negative pan adjustment, the slave camera
reverses this convention. This also applies to tilt adjustment, where for the master camera
up is positive tilt and down is negative tilt, the slave camera also inverts this convention.
This means that the calculated angles must be reversed in order to control the slave
camera. In Figure 19a, the original wide field of view from the master camera is shown.
In the subsequent Figure 19b, the master camera directs the slave camera to displace to
the upper-left hand corner of the (the message box) and zooms in on that object. Notice
that the perspective of the camera is almost perfectly aligned to the selected coordinate
and the center point are aligned according to the initial offset obtained in the calibration
results, which in this case, is virtually negligible. The desired information is gained by
concentrating on isolating the area of the message box. In Figure 19c, another object in
the lower-right hand corner is selected on the board and the master camera directs the
slave camera to that position. The final position selected is in the top center of the board
and is shown in Figure 19d.
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(a) Wide field of view using the Master camera

(b) Small field of view on object 1 using the Slave camera
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(c) Small field of view on object 2 using the Slave camera

(d) Small field of view on object 2 using the Slave camera

Figure 19: Planar surface with target objects.
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VII. Applications
The research and experimentation in this thesis has many applications to realworld scenarios and projects. The following are several specific applications for this
methodology:
7.1

MAV Search and Rescue: The Micro Aerial Vehicle (MAV) is used for a number

of purposes. One such purpose is the “Search and Rescue” project which is currently of
interest to the United States Air Force Base. In the search and rescue project, the
objective is to use a camera system mounted on a MAV to find and recover missing
persons. For example, if someone is lost in the woods or is trapped in an environment that
has been ravaged by a natural disaster, the camera system aims to map the environment
and identify specific areas to locate the position of the missing person.
7.2

UAV Targeting system: The Unmanned Aerial Vehicle (UAV) is a remote-

controlled flying object that can be used to fly over terrain. The UAV also implements
layered-sensing and can be used for recovery missions, tracking, or targeting purposes.
7.3

Mounted Security camera (parking lot): Parking lot security cameras usually

take advantage of wide field of view in order to map the area. Using a multi-camera
system in which one fixed master camera commands one or more slave cameras is
helpful for multiple views of parking lots. Once a person or a vehicle is located in the
master field of view, specific information can be determined by the slave cameras from
zooming in.
7.4

City beat: “City Beat” is another project currently being funded by the United
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States Air Force in which a layered-sensing camera system is set in a city environment
for the primary purposes of surveillance, tracking, and city planning. This project uses
principles of image registration and field of view (zoom) adjustment currently as the
foundation of the camera system.
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VIII.

Summary and Conclusions

Foveal vision, as it is applied in digital camera systems is an effective tool for
capturing image information. In this thesis, the approach of two-dimensional camera
calibration combined with transformation equations is used to demonstrate the concept of
layered-sensing. The calibration approach to layered-sensing makes it possible for the
user to track an object that is displaced in the same plane in a scene as long as the object
is still within the field of view of the camera. This is possible for two cameras that are
calibrated, allowing one to be fixed and the other dynamic for tracking. In theory, this can
all be accomplished without the added use of a laser range finder which is often used to
determine distance and position. The tools used for the indoor experiments were a test
checkerboard, two user-interface controlled Canon Vbi-50 digital pinhole model cameras,
a calibration program using OpenCV, a marker board as the planar surface for direct
mapping, and a MATLAB program that converts and solves the data to metric results.
The calibration results in this experiment here possessed a maximum error margin of 0.3
centimeters (X ± 0.3 cm, Y± 0.3 cm) at approximately 8 meters distance between the
camera and the planar surface. The accuracy was tested using a combination of careful
physical measurements and cricket motes used for indoor calculation of distance and
position.
The importance of the two-dimensional camera calibration approach to layeredsensing is greatly dependent upon the user objectives. For example, using efficient
camera calibration techniques for a multi-camera layered sensing system, the user can
determine the following: (1) the area covered at specific zoom and focal length settings
55

when the camera is capturing an image, (2) the (X, Y) position of objects on the image
plane including the distance one object is from another without manually measuring it, or
(3) determine the position orientation and distance that the camera is from the twodimensional plane that it is capturing. In addition, this method is very applicable to
surveillance, tracking, and targeting purposes. The combination of two-dimensional
camera calibration and transformation equations can take away user guesswork
concerning position, distance, displacement, field of view, zoom factor. In addition,
calibration identifies how much focal length affects digital image capturing. As such, this
is a very effective method of implementing layered-sensing for digital camera systems.
This direct mapping approach can be useful for mounted cameras in city and traffic areas,
parking lots, businesses or military facilities for example. Layered-sensing using MasterSlave cameras are applicable to tasks set forth by corporations, police departments,
government and military personnel, or schools and universities. The experimentation and
research in this thesis has been proven to be very effective when dealing with digital
cameras operating with a finite depth of focus and field of view (zoom). In theory, these
processes, equations, and principles should actually be easier to use for cameras that
utilize infinite depth of focus and zoom as well.
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Appendix
% Camera Conversion and Control program
% Written by Donald McLemore, Jr.
clc
clear all
% Intrinsic Camera Parameters
Intrinsic = [2.58244092e+003, 0., 588.35791016; 0.,
2.59531226e+003, 541.22473145; 0., 0., 1.];

% Camera

matrix in pixels
Intrinsic2 = [2.81122778e+003, 0., -501.55810547; 0.,
2.55084155e+003, 121.80422974; 0., 0., 1.];

% Camera

matrix in pixels
Mx = 640/3.6;

% Camera pixels size vs sensor

size in x-dir
My = 480/2.7;

% Camera pixels size vs sensor

size in y-dir
Int = Intrinsic/Mx;

% Camera matrix in mm

Int2 = Intrinsic2/Mx;

% Camera matrix in mm

Cx = Int(1,3);
Cy = Int(2,3);
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Cx2 = Int2(1,3);
Cy2 = Int2(2,3);
frange = 41.26: -0.01: 1.97;
fbeta = frange*(pi/180);
fh = 1.8./tan(fbeta./2);
fv = 1.35./tan(fbeta./2);
beta = 16.00*(pi/180);
beta2 = 17.00*(pi/180);
fx = Int(1)

% Focal length in x-dir

fy = Int(5)

% Focal length in y-dir

f_vertical = 1.35/(tan(beta/2))
f_horizontal = 1.8/(tan(beta/2))
fx2 = Int2(1)

% Focal length in x-dir

fy2 = Int2(5)

% Focal length in y-dir

f2_vertical = 1.35/(tan(beta2/2))
f2_horizontal = 1.8/(tan(beta2/2))
if fx >= fy
alpha = fx/fy;

% Aspect ratio

else
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alpha = fy/fx;
end
if fx2 >= fy2
alpha2 = fx2/fy2;

% Aspect ratio

else
alpha2 = fy2/fx2;
end
% Extrinsic Camera Parameters
R = [0.95755845, 0.01929122, 0.28759280; -0.04623512, 0.97455812, 0.21931441; 0.28450674, -0.22330327, 0.93230444];

% Rotation Matrix

R2 = [-1.19029777e-004, 0.68081570, -0.73245478;
0.99969679, 0.01811577, 0.01667612; 0.02462235, 0.73223072, -0.68061143]; % Rotation Matrix
sum = [norm(R(1,:)); norm(R(2,:)); norm(R(3,:))];

%

Norm of the rows of the rotation matrix (should = 1)
sum2 = [norm(R(1,:)); norm(R(2,:)); norm(R(3,:))];

%

Norm of the rows of the rotation matrix (should = 1)
T = [-918.29125977; -473.48382568; 7.38673340e+003]
Translation vector
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%

T2 = [1.87547119e+003; 269.30847168; 7.02506836e+003]
Translation vector
Transform_1 = [R, T; 0 0 0, 1];
Transform_2 = [R2', T2; 0 0 0, 1];
T_O_C1 = double(Transform_1);
T_O_C2 = double(Transform_2);
T_C1_C2 = inv(T_O_C1)*(T_O_C2)
K = double(Intrinsic);
K2 = double(Intrinsic2);
R = R*eye(3);
R2 = R2*eye(3);
R = [(R(1,:)), T(1); (R(2,:)), T(2); (R(3,:)), T(3)];
R2 = [(R2(1,:)), T2(1); (R2(2,:)), T2(2); (R2(3,:)),
T2(3)];
R = double(R);
R2 = double(R2);
P = K*R;
P2 = K2*R2;
P = [P(:,1), P(:,2), P(:,4)];
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%

P2 = [P2(:,1), P2(:,2), P2(:,4)];
P = inv(P);
P2 = inv(P2);
x0 = 267.320;
y0 = 374.865;
X = P*[x0; y0; 1];
X = X./X(3);
X = [X(1); X(2); X(3)]
I = eye(3);
pixel_x = 320; pixel_y = 240;
image_ctr = P*[pixel_x; pixel_y; 1];
image_ctr = image_ctr./image_ctr(3)
factor = image_ctr-X
xx = 0.00;
yy = 480.00;
origin = P*[xx; yy; 1];
origin = origin./origin(3);
origin = [origin(1); origin(2); X(3)];
dx = origin(1)-X(1);
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dy = origin(2)-X(2);
offset = [dx; dy; 0];
O0prime_T_O0 = [I, offset; 0 0 0, 1];
T_C1_O0 = inv(T_O_C1)*O0prime_T_O0
image = imread('Target06.jpg');
imshow(image)
n = 1;
[x,y] = ginput(n)
disp = P*[x; y; 1];
disp = disp./disp(3);
disp = [disp(1); disp(2); disp(3)]
diff = [X(1)-disp(1); X(2)-disp(2)]
delta_x = diff(1)+factor(1);
delta_y = diff(2)+factor(2);
delta = [T(1)+delta_x; T(2)+delta_y; 0]
T_O_1 = [I, delta; 0 0 0 1]
T_1_C1 = inv(T_O_1)*T_C1_O0
T_C2_1 = inv(T_C1_C2)*inv(T_1_C1);
d = sqrt(T(1)^2+T(2)^2+T(3)^2);
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theta = atan2(-delta(1), T(3));
A = delta(1)*sin(theta)-T(3)*cos(theta);
phi = atan2(delta(2), -A);
C2_P_1 = [cos(theta), 0, sin(theta); sin(phi)*sin(theta),
cos(phi), sin(phi)*cos(theta); -cos(phi)*sin(theta), sin(phi),
cos(phi)*cos(theta)]*[T2(1); T2(2); T2(3)]
avg_error = 1.500;
pan = (theta)*(180/pi)-(7.0160)
tilt = (phi)*(180/pi)-(-3.6205)
orig_pan = -18.00;
orig_tilt = 3.50;
if (x >= 320) && (y <= 240)
quadrant = 1
new_pan = (orig_pan-pan)+(0.5)
new_tilt = (orig_tilt+tilt)-(0.5)
new_zoom = 2*atan(800/(fy2*2));
elseif (x <= 320) && (y <= 240)
quadrant = 2
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new_pan = (orig_pan-pan)+(avg_error)
new_tilt = (orig_tilt+tilt)
new_zoom = 2*atan(800/(fy2*2));
elseif (x <= 320) && (y >= 240)
quadrant = 3
new_pan = (orig_pan-pan)+(avg_error)
new_tilt = (orig_tilt+tilt)+(0.5)
new_zoom = 2*atan(800/(fy2*2));
elseif (x >= 320) && (y >= 240)
quadrant = 4
new_pan = (orig_pan-pan)+(0.5)
new_tilt = (orig_tilt+tilt)+(avg_error+0.5)
new_zoom = 2*atan(800/(fy2*2));
else
quadrant = disp('origin')
end
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