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Abstract
Design and analysis of cluster randomized trials must take into account correlation among out-
comes from the same clusters. When applying standard generalized estimating equations (GEE),
the first-order (e.g. treatment) effects can be estimated consistently even with a misspecified corre-
lation structure. In settings for which the correlation is of interest, one could estimate this quantity
via second-order generalized estimating equations (GEE2). We build upon GEE2 in the setting of
missing data, for which we incorporate a “second-order” inverse-probability weighting (IPW) scheme
and “second-order” doubly robust (DR) estimating equations that guard against partial model mis-
specification. We highlight the need to model correlation among missing indicators in such settings.
In addition, the computational difficulties in solving these second-order equations have motivated
our development of more computationally efficient algorithms for solving GEE2, which alleviates
reliance on parameter starting values and provides substantially faster and higher convergence rates
than the more widely used deterministic root-solving methods.
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1 Introduction
Cluster randomized trials (CRTs), in which individuals are randomly assigned to the intervention in
groups, have been increasingly implemented to evaluate efficacy and effectiveness of various intervention
programs. Design and analysis of CRTs must take into account possible correlation of outcomes within
randomized units. The intraclass correlation coefficient (ICC) measures the degree to which individuals
within a community are more similar to one another than to individuals in other communities and is cru-
cial to accurately compute sample sizes needed to achieve a certain power level in a CRT. The statistical
power and required sample size for a CRT can change substantially depending on the ICC. For example,
in a matched-pair CRT with 15 pairs and a sample size of 300 within each cluster as in the Botswana
Combination Prevention Project (BCPP) (Gaolathe et al., 2016, Wang et al., 2014), the power to detect
a 40% reduction in 3-year cumulative incidence from 2.5% to 1.5% decreases from 80% to 52% as the
ICC increases from 0.001 to 0.005. To achieve 80% power with an ICC of 0.005, assuming all else being
fixed, the number of clusters required is almost doubled (15 pairs to 27 pairs). When analyzing data from
CRTs, a commonly used and robust approach is based on comparisons of a community-level measure of
the end of interest. Tests constructed by giving equal weight to each cluster may not be fully efficient,
especially when the sizes of clusters vary substantially. The optimal weights depend crucially on the
ICC for both parametric test (e.g., t-test) (Hayes and Moulton, 2009) and nonparametric permutation
tests (Braun and Feng, 2001, Wang and De Gruttola, 2017). Despite its importance, obtaining reliable
estimates of ICC remains a major problem in designing CRTs (Donner and Klar, 2000, Gail et al., 1992,
Hayes and Bennett, 1999, Klar and Donner, 2001). Furthermore, ICC can vary considerably by interven-
tion group and community characteristics (e.g., community size) (Crespi et al., 2009, Wu et al., 2012).
In CRTs, interest often lies in estimating the causal effect of intervention on the cluster – the difference
between the outcome for the cluster when it receives intervention and the outcome when the cluster is
untreated (Carnegie et al., 2016, Halloran and Struchiner, 1991). The generalized estimating equations
(GEE) (Liang and Zeger, 1986) approach provides an attractive option. This estimation procedure is
semiparametric in that it does not require specification of a full likelihood, yet it can be made highly
efficient by further specifying a working model for the conditional correlation structure (i.e. for ICC)
of the correlated outcomes (Zeger et al., 1988). Even with a misspecified ICC model, GEE still yields a
consistent and asymptotically normal (CAN) estimator of the treatment effect, although estimators may
no longer be efficient (Fitzmaurice, 1995, Wang and Carey, 2003). As a result of this flexible feature,
one typically estimates the ICC using moment estimators from the Pearson residuals (McDaniel et al.,
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2013); when ICC is itself of primary interest, the method of moments approach can be inefficient and
unreliable. This motivates us to consider more efficient estimators for the ICC which can be achieved
via second-order generalized estimating equations (GEE2) (Liang and Zeger, 1992, Zhao and Prentice,
1990).
Several authors (Sutradhar, 2003, Ziegler et al., 1998) have noted of convergence problems regarding
GEE2’s, and we later demonstrate a much greater computational burden for GEE2 compared to GEE1.
GEE2 are notoriously hard to solve due to the far larger stack of estimating equations for the association
parameters, leading to excessive computing time for obtaining solutions to these equations. In our
preliminary work, we found that when increasing the cluster sizes to 300 as in the BCPP, solving GEE2
becomes difficult due to both convergence issue and memory allocation issues. Furthermore, it is common
to encounter missing outcomes in practice. When outcomes are assumed missing completely at random
(Rubin, 1976) (MCAR; the outcomes are missing independently of both observed and unobserved data),
GEE2 analysis performed on complete-case CRT data provides CAN estimators for the treatment and
ICC parameters. In the case of missing at random (MAR; outcome missingness is independent of the
unobserved variables conditional on the observed variables), GEE produces inconsistent estimates unless
all factors contributing to the propensity of being missing are included in a correctly-specified outcome
model. Currently, methods are available to account for a restricted missing at random mechanism (i.e.
outcome missingness depends only on observed covariates but not on observed outcomes) in the GEE1
case for the estimation of marginal treatment effects through the use of inverse probability weighting
(IPW) with augmentation of an outcome model (OM) (Prague et al., 2016). This augmented IPW
approach falls under the general framework of doubly robust estimation (Robins et al., 1994, Tsiatis,
2007, Van der Laan and Robins, 2003) and is doubly-robust (DR) in the sense that either the IPW
model or OM need be correctly specified in order to produce consistent estimator of the treatment effect.
However, how to extend the DR estimator in estimating the association parameters in the presence of
missing data has not been investigated. Properly incorporating IPW for association parameters requires
modeling the correlation among missingness indicators for correlated units within a cluster, a potential
complication which to the best of our knowledge has previously not been considered in the literature on
semiparametric methods for missing clustered data. Robins et al. (1995) modeled the joint missingness
process in the context of longitudinal data. In the context of CRTs, there is no natural ordering of the
outcomes within a community and the missingness pattern is non-monotone, making the problem much
more intractable (Tsiatis, 2007).
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In this paper, we investigate the use of IPW in GEE2s (IPW-GEE2) to account for outcome-missing
data. If the model for the missingness mechanism is estimated consistently, the first- and second-order
IPW provide CAN estimators of both the mean and high-order association effects by re-weighting com-
plete cases according to the probability of being observed (Liang and Zeger, 1986, Robins et al., 1994).
To guard against misspecification of the IPW model, we further propose a doubly-robust GEE2 estima-
tor (DR-GEE2), which, similar to Prague et al. (2016), produces consistent estimators for the mean and
association parameters if either the IPW model or OM is correctly specified.
Another purpose of this paper is to develop stochastic methods to alleviate the computational chal-
lenges associated with solving GEE2. These stochastic algorithms involve running Fisher scoring on a
different subset of the data at each iteration, in the spirit of minibatch stochastic gradient descent (mb-
SGD) and the more general class of Robbins-Monro (RM) algorithms. Under mild regularity conditions
(Blum, 1954), the algorithm almost surely converges to the same solution as if we performed standard
Fisher scoring on GEE2. However, in the setting of correlated data subject to informative missingness,
one cannot naively cycle through the subset of equations because some equations are given more impor-
tance than others, depending on the IPW and cluster characteristics. This unique combination not only
suggests, but requires the use of informative sampling schemes in properly cycling through the data.
In Section 2, we introduce GEE2 in the absence of missing data, and subsequently consider IPW-
GEE2 and DR-GEE2 to account for missing outcome data. Definitions of marginalized ICC, model
parametrization for GEE2, and joint models for the missing data process are discussed in this Section. In
Section 3, we introduce the RM algorithm and expand on the stochastic paradigm to model fitting, and
adapt this approach to fitting GEE2, which we coin as stochastic GEE2. Issues such as computational
complexity, efficient implementation, and parallelization as a further mechanism in reducing computing
time and computing error are explored here. We evaluate the performance of the proposed estimators
and the proposed computational algorithms with simulations in Section 4 and apply the new estimators
and algorithms to analyze the Bangladeshi sanitation data in Section 5. We end with a discussion in
Section 6. Proofs are relegated to the Appendix.
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2 Methods
2.1 Notation and Models
Henceforth, we work with binary outcomes Yij ∈ {0, 1} for subject j = 1, · · · , ni in cluster i = 1, · · · , I;
the framework is readily generalizable to continuous outcomes. Let Ai ∈ {0, 1} denote the treatment
randomized at the cluster level with P(Ai = 1) = pA; Zi ∈ Rq and Xij ∈ Rm as the baseline cluster- and
subject-level covariates, respectively; and Xi = {Xij}nij=1. We denote P (·) as the probability measure
associated with the argument i.e. P (a), P (z,x). Let πij = E[Yij |Ai,Zi,Xi] denote the conditional mean
outcome and
ρijj′ = Corr(Yij, Yij′|Ai,Zi,Xi) def= Cov(Yij, Yij′|Ai,Zi,Xi)
/√
Var(Yij|Ai,Zi,Xi)Var(Yij′|Ai,Zi,Xi)
denote the conditional ICC. The quantities of interest are π∗i = E[Yij |Ai] and ρ∗i = Corr(Yij, Yij′|Ai),
which are the treatment-specific mean outcome and ICC. It is clear that π∗i is a marginalization of πij
in the sense that π∗i = E[πij |Ai] =
∫
πijdP (zi,xi). But, ρ
∗
i 6= E[ρijj′|Ai] in general. Indeed, it is easy to
confirm that ρ∗i = E[ρ
†
ijj′|Ai], where
ρ†ijj′
def
= E
[
(Yij − π∗i )(Yij′ − π∗i )
π∗i (1− π∗i )
∣∣∣∣Ai,Zi,Xi
]
=
(πij − π∗i )(πij′ − π∗i ) + ρijj′
√Vijj′
π∗i (1− π∗i )
(1)
where Vijj′ = πij(1− πij)πij′(1− πij′).
Let π̂ij be an estimator of πij , converging to the limit πij, which may or may not equal the true
πij . Likewise, define ρ̂ijj′ and ρijj′. Standard models for π̂ij include logistic or probit regression, while
a model for ρ̂ijj′ would be a generalized linear model with link function g(x) = atanh(x), the Fisher
z-transform. The Fisher z-transform is commonly used as a variance-stabilizing transformation for the
sample correlation coefficient, but we apply it here to map the [−1, 1] support of ρ∗i onto R.
Similarly, let π̂∗i and ρ̂
∗
i be estimators for π
∗
i and ρ
∗
i with limits π
∗
i and ρ
∗
i , respectively. For example,
inference for the effect of Ai can be estimated under the model
logit(π∗i (β
∗
Y ;Ai)) = β
∗
0Y + β
∗
AYAi
atanh(ρ∗i (α
∗
Y ;Ai)) = α
∗
0Y + α
∗
AYAi
(2)
to produce estimators (β̂
∗
Y , α̂
∗
Y ). Eq 2 will be referred to as the canonical treatment model (TM). In
the absence of missing data, and since Ai is binary, the canonical TM is guaranteed to yield consistent
π∗i = π
∗
i and ρ
∗
i = ρ
∗
i . In the standard GEE2 framework, we would estimate (β̂
∗
Y , α̂
∗
Y ) as the solution to
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the equations
0 =
I∑
i=1
D⊺i V
−1
i Ei
def
=
I∑
i=1
SYi (Ai,β
∗
Y ,α
∗
Y ) (3)
where
Di =
∂(pi∗i (β
∗
Y ;Ai),ρ
∗
i (α
∗
Y ;Ai))
∂(β∗Y ,α
∗
Y )
⊺
Vi = Cov

 Yi
E(Yi)

 Ei =

 Yi − pi∗i (β∗Y )
E(Yi)− ρ∗i (α∗Y )


and
E(Yi) =
[
(Yij − π∗i )(Yij′ − π∗i )
π∗i (1− π∗i )
]
j<j′
Note that the working covariance matrix Vi need not be correctly specified to produce consistent esti-
mates, but doing so may lead to improved efficiency. We discuss forms of Vi in Section 3. The expression
above involving the standardized residuals E(Yi) is one particular parametrization of GEE2 (Ziegler et al.,
2000), but we note there are others (Liang and Zeger, 1992, Zhao and Prentice, 1990). We pick the above
parametrization because it specifically targets estimating the treatment-specific ICC ρ∗i instead of, say,
the cross moments or covariances as in the other parametrizations. The focus of this paper is on making
valid inferences about the treatment-specific mean and ICC, as quantified by (β∗Y ,α
∗
Y ), in the presence
of missing data.
2.2 IPW-GEE2
Accounting for missing outcome data in CRTs is challenging under the missing at random (MAR) assump-
tion because there is no natural ordering of the outcomes within a cluster and the missingness can not be
considered as monotone. We consider a submodel of MAR, restricted MAR (rMAR) as in Prague et al.
(2016). If Rij is the missingness indicator for Yij with Rij = 0 indicating Yij is missing, then rMAR
is equivalent to P(Rij = 1|Yi, Ai,Zi,Xi) = P(Rij = 1|Ai,Zi,Xi). To continue with valid inference, we
assume that P(Rij = 1|Ai,Zi,Xi) > 0, commonly known as the positivity assumption (PO). We propose
the inverse-probability weighting second-order generalized estimating equations (IPW-GEE2) as
0 =
I∑
i=1
D⊺i V
−1
i W
R
i Ei
def
=
I∑
i=1
ΦYi (Ai,β
∗
Y ,α
∗
Y ,βR,αR)
0 =
I∑
i=1
SRi (Ai,Zi,Xi,βR,αR)
(4)
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where we have incorporated the following inverse-probability weighting matrix:
WRi = diag

 Ri1πRi1(βR) , · · · ,
Rini
πRini(βR)︸ ︷︷ ︸
IPW1
,
Ri1Ri2
ηRi12(βR,αR)
, · · · , Ri(ni−1)Rini
ηRi(ni−1)ni(βR,αR)︸ ︷︷ ︸
IPW2


SRi is structurally the same as Eq 3, except with a full model for Ri instead of a treatment-specific model
for Yi. Here, (βR,αR) are nuisance parameters that must be estimated, but of no interest for inference.
Within the IPW matrix, πRij(βR) is a model (parametrized by βR) for π
R
ij = P(Rij = 1|Ai,Zi,Xi) and
ηijj′(βR,αR) is a model (parametrized by βR,αR) for η
R
ijj′ = P(Rij = Rij′ = 1|Ai,Zi,Xi); we shall refer
to them as the first-order and second-order propensity scores (PS1 & PS2), respectively. Since ηRijj′ is a
function of πRij , π
R
ij′, ρ
R
ijj′, it suffices to fit a model for ρ
R
ijj′. W
R
i itself is the inverse-probability weighting
(IPW) matrix, which can be decomposed into IPW1 and IPW2 portions. We refer to the first equation
of Eqs 4 as the treatment model estimating equation (TMEE) portion, while the second equation of Eqs
4, which produce estimators π̂Rij (converging to π
R
ij) and ρ̂
R
ijj′ (converging to ρ
R
ijj′), as the propensity score
estimating equation (PSEE) portion.
IPW-GEE1 been explored before in Prague et al. (2016). The IPW2 portion is derived by considering
that the (j, j′)th element of E(Yi) is missing when either Yij or Yij′ is missing; this is exactly represented by
the product of their missingness indicators, RijRij′, for which we would then need to model η
R
ijj′(βR,αR).
To the best of our knowledge, this is the first instance in which a model is required for the joint missingness
indicator RijRij′ in the context of clustered data. Not properly accounting for the correlation among
missingness indicators will in general lead to biased estimates for the association parameters. Unlike
the treatment model, the PS can possibly be misspecified; if so, then estimators (β̂
∗
Y , α̂
∗
Y ) may not be
consistent.
2.3 DR-GEE2
The augmented GEE (AUG) methods, which adds a term to the standard GEE that relates the outcome
to covariates and treatment, have been proposed to improve estimation efficiency by leveraging baseline
covariates in the setting of CRTs (Stephens et al., 2012). Prague et al. (2016) proposed a doubly robust
estimator based on augmentation for estimating the marginal treatment effect in CRTs when data are
rMAR to guard against misspecification of either the OM and PSM. Here we extend to the GEE2
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framework, which we call DR-GEE2:
0 =
I∑
i=1
[D⊺i V
−1
i W
R
i E
′
i + ζi]
def
=
I∑
i=1
Φ˜Yi (Z
∗
i ,Xi,Ri,β
∗
Y ,α
∗
Y ,βR,αR,βY ,αY )
0 =
I∑
i=1
SRi (Z
∗
i ,Xi,βR,αR)
0 =
I∑
i=1
SYi (Z
∗
i ,Xi,βY ,αY )
(5)
where
E ′i =

 Yi − pii(βY )
E(Yi)− ρ†i(αY )

 , E ′′i =

pii(βY )− pi∗i (β∗Y )
ρ
†
i (αY )− ρ∗i (α∗Y )


ζi =
1∑
a=0
paA(1− pA)1−aD⊺i (A = a)V −1i E ′′i (A = a)
where πij is a model for πij and
ρ†ijj′ =
(πij − π∗i )(πij′ − π∗i ) + ρijj′
√
V ijj′
π∗i (1− π∗i )
akin to Eq 1, with models replacing each population quantity. The third set of equations in Eq 5, which
we refer to as the outcome model estimating equations (OMEE), fits π̂ij (converging to πij) and ρ̂ijj′
(converging to ρijj′), collectively known as the outcome models. If the OM are correctly specified, then
under the rMAR assumption, (βY ,αY ) can be consistently estimated based on the complete-case data.
The DR estimator is doubly robust in the sense that it is CAN under correct specification of either the
OM [i.e. πij = πij and ρijj′ = ρijj′] or PS [i.e. π
R
ij = π
R
ij and ρ
R
ijj′ = ρ
R
ijj′] (see proof in Appendix 7.1).
2.4 Inference
Variance of (β̂
∗
Y , α̂
∗
Y ) is estimated by the sandwich estimator. Denote κ = (β
∗
Y ,α
∗
Y ,βR,αR,βY ,αY ) and
Ψ(κ) =


Φ˜Yi (Ai,Zi,Xi,Ri,β
∗
Y ,α
∗
Y ,βR,αR,βY ,αY )
SRi (Ai,Zi,Xi,βR,αR)
SYi (Ai,Zi,Xi,βY ,αY )


A standard Taylor expansion paired with Slutsky’s theorem and the central limit theorem provide the DR-
GEE2 sandwich estimator adjusted for estimation of nuisance parameters in the OM and PS: Var(κ̂) =
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Γ−1∆(Γ−1)⊺, where ∆(κ) = E [Ψ(κ)Ψ(κ)⊺] and Γ(κ) = E [∂Ψ(κ)/∂κ⊺], from which we can extract
components corresponding to just (β̂
∗
Y , α̂
∗
Y ). An estimator V̂ar(κ̂) can be obtained by replacing ∆ with
∆̂ = 1
I
∑I
i=1 Ψ̂(κ̂)Ψ̂(κ̂)
⊺ and Γ with Γ̂ = 1
I
∑I
i=1 ∂Ψ̂(κ̂)/∂κ.
3 A stochastic algorithm for solving GEE2’s
In this section, we make the following assumption regarding the working covariance matrix for GEE2,
similar to Yan and Fine (2004) in their R package geepack: Cov(Yi, E(Yi)) = 0ni×(ni2 ) and Var(E(Yi)) =
I(ni
2
), and similarly for the working correlation structure on the PSEE and OMEE. That is, we are
imposing a working correlation structure in our GEE2 where the off-diagonal blocks are all zeros, and the
lower-right block corresponding to variance-covariance components of E(Yi) is just the identity matrix.
This latter assumption is commonly done in practice due to the difficulty in specifying models for higher
moments. We include the treatment-specific ICC estimates from the GEE2 embedded within the working
correlation structure Var(Yi) of the GEE1 portion. Correct specification of the working correlation
structure for GEE in the absence of missing data is theoretically optimal and have been demonstrated
in simulations to have vast efficiency gains (Fitzmaurice, 1995), while cases have also been noted where
the use of independence correlation structure is just as efficient (McDonald, 1993, Zeger, 1988).
These additional assumptions allow us to separate our IPW/DR-GEE2 equations for Yij into two
portions:
0 =
I∑
i=1
Gβi
def
= Gβ GEE1 portion
0 =
I∑
i=1
Gαi
def
= Gα GEE2 portion
(6)
where gradient Gβi equals the GEE1 portion of either Φ
Y
i in Eq 4 or Φ˜
Y
i in Eq 5, and similarly for Gαi.
Define Hβ = −E
[
d
dβ⊺
Gβ
]
and Hα = −E
[
d
dα⊺
Gα
]
as the expected Fisher information (negative Hessian)
of the β,α components. Then the Fisher scoring (Newton-Raphson) iterations to solve the IPW-GEE2
take the following form:
βω+1 = βω +H
−1
β(ω)Gβ(ω)
αω+1 = αω +H
−1
α(ω)Gα(ω)
Each iteration of the GEE1 portion involves vectors and square matrices of dimension ni and ni × ni,
respectively. The GEE2 portion involves dimension
(
ni
2
)
and
(
ni
2
) × (ni
2
)
vectors/matrices, which do not
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scale well and lead to the aforementioned convergence rate and convergence time problems. Our solution
is to refine Fisher scoring with the Robbins-Monro (RM) algorithm (Robbins and Monro, 1951).
3.1 Background: Robbins-Monro Algorithm
The Robbins-Monro (RM) algorithm (Robbins and Monro, 1951) states that, in solving for the zero θ0
in the equation ψ(θ) = 0, if we instead have the random variable φ(θ) such that E[φ(θ)] = ψ(θ), then we
may iterate
θω+1 = θω − γωφ(θω)
where learning rates γω > 0 satisfy
∑
ω
1
γω
=∞ and ∑ω 1γ2
ω
<∞. Given these previous conditions, and
a few other mild regularity conditions (collectively known as the Robbins-Monro conditions), we have
that θω → θ0 in L2-mean. Blum (1954) provides a proof that θω → θ0 almost surely. The RM algorithm
is useful whenever we can find such a φ which is also significantly faster to compute than ψ. For example,
consider the general M-estimation problem (for which GEE is a special case) and suppose our estimating
equation takes the form ψ(θ) =
∑I
i=1 ψi(θ). It is easy to confirm that
φ(θ) =
∑
i∈s
ψi(θ)
pi
satisfies E[φ(θ)] = ψ(θ), where s is a randomly chosen subset of U = {1, · · · , I} according to some
sampling design D with pi = P(i ∈ s). Here, instead of performing I function evaluations, we only need
to perform |s| evaluations. If we take D to be a simple random sample without replacement (SRSWOR)
of size υ, this reduces to minibatch stochastic gradient descent (mbSGD) (see Cle´menc¸on et al. (2015)
for general sampling schemes).
3.2 SGEE2
In CRTs such as the Botswana Combination Prevention Project (BCPP) (Gaolathe et al., 2016), re-
searchers are often faced with few clusters and large cluster sizes. Hence, the design of the proposed
class of stochastic GEE2 (SGEE2) algorithm differs from the standard mbSGD in that we are improv-
ing iteration speed not through evaluating fewer of the functional summands {ψi}Ii=1 (i.e. evaluating
fewer clusters), but rather evaluating an unbiased and computational-easier estimate of each summand
ψi (done through sampling a subset of individuals per cluster). More intuitively, mbSGD is akin to cluster
sampling, while SGEE2 is akin to stratified sampling.
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Another improvement of SGEE2 over the mbSGD framework is the inclusion of the Hessian. Much
of the literature derived from the Robbins-Monro framework does not incorporate the Hessian matrix
into the iterations, instead relying on adaptive gradients and adaptive learning rates (Duchi et al., 2011,
Nesterov, 1983, Zeiler, 2012). Traditionally, Hessians are omitted because they are hard to compute
(Bottou, 2012). The Hessians are simply the negative Fisher information, which in the GEE2 framework,
is straightforward to calculate. We exploit this closed-form to arrive at an unbiased and computationally-
easier estimate of the observed Hessians. Since we are estimating the Hessians as well, our SGEE2
algorithms also fall under the class of quasi-Newton or variable metric methods (Luksˇan and Spedicato,
2000).
Even for simple functions, Fisher scoring / Newton-Raphson are known for divergence issues related
to stationary points; that is, on the iteration trail to the solution of the gradient / score equations,
there are evaluation points for which the Hessians / observed information are nearly zero. One way to
overcome this barrier is by trying different initial values that avoid these stationary values. This technique
is more formally known as multistart search (Ugray et al., 2007) and attempts to scatter starting points
in hopes that a few are within the set of points which always converge to a solution, known as basins of
attraction from the numerical analysis literature. In deterministic Fisher scoring, if one is within a basin
of attraction, any future iteration point will also be within a basin of attraction by definition; the inverse
is also true. SGEE2 naturally solves this issue because, even if one were not within a basin of attraction,
the stochastic nature of the algorithm makes it very likely to “jump” off the path of divergence back en
route to a solution. This is a double-edged sword, because it may also be possible to be jerked off the
path of convergence. This is mostly not an issue, because in practice the basins of attractions are often
far larger than the basins of repellents, and our simulation study in Section 4.2 confirms this.
3.3 S-IPW-GEE2
The Fisher scoring for IPW-GEE2 equations have gradients and negative Hessians of the form
Hβ(ω) =
I∑
i=1
D⊺βi(ω)V
−1
βi(ω)W
R
βi(ω)Dβi(ω), Gβ(ω) =
I∑
i=1
D⊺βi(ω)V
−1
βi(ω)W
R
βi(ω)Eβi(ω)
Hα(ω) =
I∑
i=1
D⊺αi(ω)W
R
αi(ω)Dαi(ω), Gα(ω) =
I∑
i=1
D⊺αi(ω)W
R
αi(ω)Eαi(ω)
(7)
For what we define as the standard S-IPW-GEE2, we take our universe Uobs = (Uobs1 , · · · , UobsI ), where
each Uobsi correspond to the indices of the observed outcomes in cluster i, and let mi = |Uobsi | be the
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number of non-missing observations per cluster. At each iteration ω, sample si ∼ SRSWOR(Uobsi , υi), and
concatenate s = (s1, · · · , sI). That is, each cluster sample si is a simple random sample without replace-
ment of υi indices of the nonmissing data. The default context chooses υi = ⌈πS|Uobsi |⌉ for some sampling
proportion πS ∈ (0, 1). Notationally, we can treat s as our observed sample, in which case defining
stochastic versions H˜βi(ω), G˜βi(ω), H˜αi(ω), and G˜αi(ω) simply requires modifying the IPW matrices in the
full Fisher scoring with the induced missingness from subsampling, resulting with W˜Rβi(ω) =
mi
υi
WRβi(ω)[si]
and W˜Rαi(ω) =
mi(mi−1)
υi(υi−1)
WRαi(ω)[(si)2], where [si] is a 0–1 diagonal matrix indicating if observation j is in-
cluded in subsample si, and similarly defined with two-way combinations for [(si)2]. It is easy to verify
that
E[H˜β(ω)|D] = Ĥβ(ω), E[G˜β(ω)|D] = Ĝβ(ω)
E[H˜α(ω)|D] = Ĥα(ω), E[G˜α(ω)|D] = Ĝα(ω)
(8)
where D is the observed data and the expectation is taken with respect to the conditional law P (s|D).
The expressions in Eqs 8 are simply marginalizing out the induced randomness from choosing our subset s
of our given data. Hence, by the RM conditions, we have that S-IPW-GEE2 produces estimates (β˜, α˜)→
(β̂, α̂) almost surely with respect to the conditional law P (s|D). Furthermore, the stochastic Hessians
leverage information about the curvature of the objective function, hence providing faster convergence
as well. We present the full details in pseudocode of S-IPW-GEE2 in Algorithm 1 in Appendix 7.2.
3.4 S-DR-GEE2
The gradients and negative Hessians under DR-GEE2 are
Hβ(ω) =
I∑
i=1
1∑
a=0
pa(1− p)1−aD⊺βi(ω)(A = a)V −1βi(ω)Dβi(ω)(A = a)
Gβ(ω) =
I∑
i=1
[D⊺βi(ω)V
−1
βi(ω)W
R
βi(ω)E
′
βi(ω) + ζβi(ω)]
Hα(ω) =
I∑
i=1
1∑
a=0
pa(1− p)1−aD⊺αi(ω)(A = a)Dαi(ω)(A = a)
Gα(ω) =
I∑
i=1
[D⊺αi(ω)W
R
αi(ω)E
′
αi(ω) + ζαi(ω)]
(9)
The expressions are more complex than those from IPW-SGEE2 due to the addition of the augmentation
term ζ·i(ω). Structurally speaking, the PS term E
′
i comprises of the true data Yij that can be missing,
while the OM term E ′′i comprises of OM predictions that are never missing. Hence, in the construction
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of the S-DR-GEE2 algorithm, using the same subsample si of indices of E
′
i for the indices of E
′′
i would
result in a biased estimator of ζ·i(ω). Specifically, consider the following candidates for stochastic versions
of ζ·β(ω):
ζ
(1)
·β(ω) =
1∑
a=0
paA(1− pA)1−aD⊺βi(ω)(A = a)V −1βi(ω)W˜Rβi(ω)E ′′βi(ω)(A = a)
ζ
(2)
·β(ω) =
1∑
a=0
paA(1− pA)1−aD⊺βi(ω)(A = a)V −1βi(ω)
mi
υi
[si]E
′′
βi(ω)(A = a)
ζ
(3)
·β(ω) =
1∑
a=0
paA(1− pA)1−aD⊺βi(ω)(A = a)V −1βi(ω)W˜R
′
·i(ω)E
′′
βi(ω)(A = a)
where W˜R
′
·i(ω) =
mi
υ′
i
[s′i] and s
′
i ⊆ {1, · · · , ni} denotes an independent sample of υ′i indices for the en-
tire cluster, not just the observed Uobsi . In general, E[ζ
(1)
·β(ω)|D] 6= ζ·β(ω) and E[ζ (2)·β(ω)|D] 6= ζ·β(ω), while
E[ζ
(3)
·β(ω)|D] = ζ·β(ω) as desired. Details are presented in Algorithm 2.
3.5 Exploiting sparsity
S-IPW-GEE2 and S-DR-GEE2 in their current forms are not any faster than their deterministic counter-
parts. Rather, the convenient matrix notation in Eqs 7 and 9 obscures the fact that WRi(ω) is a diagonal
matrix, so one need not perform the standard matrix multiplication but rather resort to vectorized op-
erations. The stochastic W˜Ri(ω) not only is diagonal, but also encompasses many zeros along its diagonal
for which we can further exploit sparsity operations.
More formally, for a b× b diagonal matrix Λ, a× b matrix M , and b× c matrix N , computing M(ΛN)
through schoolbook matrix multiplication would have total complexity O(b2c+ abc). But, most of these
computations are redundant, since they involve multiplying or adding zero. Denote Λ′ as the b′ × b′
diagonal matrix with the zero diagonal entries of Λ removed, and denote λ′, λ as the vectorizations of
the diagonal entries of Λ′,Λ, respectively. Define colλ : R
b×b → Rb×b′ as the function which removes the
columns of its input corresponding the zero entries of λ, and rowλ : R
b×b → Rb′×b similarly for the rows.
Then we see that M(ΛN) = colλ(M)(λ
′ ◦ rowλ(N)), where ◦ denotes the Hadamard product, yet the
complexity of colλ(M)(λ
′ ◦ rowλ(N)) through schoolbook matrix multiplication is O(b′c+ ab′c). Relating
back either S-IPW-GEE2 or S-DR-GEE2, the induced IPW matrices W˜R·i(ω) and W˜
R′
·i(ω) play the role of
Λ, hence motivating our subsampling schemes where b′ ≪ b to greatly improve iteration speed. The
bottleneck in computation lies with the working correlation structure. We summarize time complexity
results in the Theorem below.
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Theorem: Let πS ∼ (maxi ni)−1. In the presence of standard Fisher scoring, an iteration of the GEE1
portion with
(i) arbitrary correlation matrix
(ii) equicorrelation matrix
(iii) no correlation are of complexities
are of complexities (i) O(maxi n3i ), (ii) O(maxi ni), and (iii) O(maxi ni). Similarly, standard Fisher
scoring on the GEE2 portion yields (i) O(maxi n6i ), (ii) O(maxi n2i ), and (iii) O(maxi n2i ); stochastic
Fisher scoring on the GEE1 portion yields (i) O(maxi n3i ), (ii) O(maxi ni), and (iii) O(1); stochastic
Fisher scoring on the GEE2 portion yields (i) O(maxi n6i ), (ii) O(maxi n2i ), and (iii) O(1).
See proofs in Appendix 7.3. Table 1 expresses a clearer schematic of the Theorem, with the addition
of the identity covariance structure as a special case of independence covariance structure. These time
complexities are true for all of TMEE, OMEE, and PSEE; hence for the rest of this section, we refer to
just full or stochastic GEE2.
[Table 1 about here.]
If we choose to model with equicorrelated ρijj′ = ρi, as commonly done in CRT’s (Crespi et al., 2009,
Hayes and Moulton, 2009) and assume identity working correlation for the GEE2 portion in both cases,
then the full GEE2 would have O(maxi ni) for the GEE1 portion and O(maxi n2i ) for the GEE2 portion,
hence the overall complexity isO(maxi n2i ). With SGEE2, while the GEE1 portion remains atO(maxi ni),
the GEE2 portion now becomes O(1), and hence SGEE2 has overall complexity of O(maxi ni). Therefore,
SGEE2 cuts down the computation per iteration from roughly a quadratic rate to roughly a linear rate. If
we allow the GEE1 portion to also have an independence correlation structure, then the effect of SGEE2
is even more dramatic, cutting complexity from O(maxi n2i ) to O(1). Additionally, SGEE2 is endowed
with two more advantages. Firstly, as mentioned before, the noisier gradient calculated at each step is
more likely to jerk the algorithm out of divergence due to, say, a poor initialization. Secondly, again due
to sparsity, we require far less memory allocation. With full GEE2, all
(
ni+1
2
)
entries of the Ei matrix
would need to be stored, while SGEE2 requires
(
υi+1
2
)
entries. Since πS ∼ (maxi ni)−1, υi is bounded, the
number of entries needed to be stored does not increase with respect to ni.
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3.6 Par-SGEE2
While SGEE2 algorithms allow faster computations in its iterative fitting procedure, each iteration is not
as informative due to the variation from the induced missingness. Hence, more iterations of SGEE2 would
be needed in order to solve the estimating equations, although in practice the additional time in running
more iterations is far less significant than the computational savings per iteration. Nevertheless, in
pursuit of a SGEE2 variant requiring fewer iterations, we propose the Parallel SGEE2 (Par-SGEE2) class
of algorithms. The general technique of parallelized SGD is expanded upon in Zinkevich et al. (2010),
and one specific example applied on S-DR-GEE2 is given in Algorithm 3 in Appendix 7.2. The basic
idea is, after sufficiently enough iterations of SGEE2, the stochastic estimates will become unbiased and
further iterations are meant to reduce variation from the stochastic nature of the algorithm. Rather, one
can run K independent chains of SGEE2 and average the resulting convergent estimates. Both running
more iterations on a single chain or averaging over multiple chains has the same effect in reducing the
variation in estimates, but with the former, the iterations must be done sequentially and hence the user
must wait, while with the latter, the chains can be run in parallel.
As discussed in Section 3.2, SGEE2 reduces the frequency of divergence, but generally not all of it;
there remains a non-negligible probability that the algorithm will diverge. Par-SGEE2 inherently solves
the convergence issue because at least some of the chains would have converged. The average of these
convergent solutions is one estimator, or better yet, one can then feed this estimator as an initial value on
another run of Par-SGEE2, since the provided estimate would act as a better initial starting value and
reduce the number of divergences. In a sense, Par-SGEE2 is very similar to multistart search because
each chain initially fluctuates around the search space, effectively acting as a scattering of starting values.
At the same time, this scattering is informative because each chain is still trying to fit on a subset of
data. Hence, Par-SGEE2 offers an advantage in intrinsically incorporating information in its multistart
search rather than truly random scattering.
4 Simulation
We perform two sets of experiments. The first set explores the statistical properties of IPW-GEE2 and
DR-GEE2 under combinations of correctly specified / misspecified PS model and correctly specified /
misspecified OM, all of which include the ICC estimates embedded in the working correlation structure in
the GEE1 portion. We include analogous estimates from a parametric mixed effects model and GEE1 with
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independence working correlation structure for comparison, as per the discussion in Section 2.4. In the
second set of simulations, we compare the algorithmic properties (convergence & run-time) of stochastic
DR-GEE2 and standard DR-GEE2 under various cluster size / number of cluster combinations.
We consider the following two data generation processes for binary data Yij (or Rij):
Parzen’s method


logit(πij) = (β0Y + β0AYAi) + (βZY + βZAYAi)
⊺Zi
+(βXY + βXAYAi)
⊺Xij
atanh(ρi) = (α0Y + α0AYAi) + (αZY +αZAYAi)
⊺Zi
(Li,Ui) =
(
−
√
min(pii)
1−min(pii)
,
√
1−max(pii)
max(pii)
)
(δi, ǫi) =
(
Ui(−UiLi−ρi)
(Ui−Li)ρi
, −Li(−UiLi−ρi)
(Ui−Li)ρi
)
ξi|Ai,Zi ∼ (Ui − Li)Beta(δi, ǫi) + Li
Yij|Ai,Zi,Xi, ξi ∼ Bernoulli
(
πij + ξi
√
πij(1− πij)
)
Random intercept


logit(πij) = (β0Y + β0AYAi) + (βZY + βZAYAi)
⊺Zi
+(βXY + βXAYAi)
⊺Xij
ξi|Ai ∼ N(0, (13 + 12Ai)2)
logit(pij) = ξi + logit(πij)
Yij|Ai,Zi,Xi, ξi ∼ Bernoulli (pij)
(10)
Parzen’s method (Parzen, 2009) offers a random-effects form that attains nominal levels of πij and ρi
(i.e. P(Yij|Ai,Zi,Xi) = πij and Corr(Yij, Yij′|Ai,Zi) = ρi) and specifically generates equicorrelated data.
To ensure 0 ≤ πij + ξi
√
πij(1− πij) ≤ 1, one must ensure that −UiLi − ρi ≥ 0 for all i. The random
intercept is the traditional approach in inducing correlation among observations in a cluster. With a
normal random intercept, the marginal probability of success
P(Yij = 1|Ai,Zi,Xi) =
∫
P(Yij = 1|ξi, Ai,Zi,Xi)dP (ξi) =
∫
eξi+L(β;Ai,Zi,Xi)
1 + eξi+L(β;Ai,Zi,Xi)
dP (ξi) (11)
where L(β;Ai,Zi,Xi) is the linear function, is not of the logistic form and will not have a closed-form.
Furthermore, the ICC is induced linearly on the logit scale, yet the manifested ICC after performing
the expit function and appropriate marginalization will vary within-cluster and hence is unsuitable for
simulation of equicorrelated data. We use Parzen’s method to generate the ideal case of equicorrelated
outcomes, while we use random intercept to induce non-equicorrelated outcomes. Furthermore, since the
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normal random intercept is not of the logistic form, any OM we fit with logistic regression is necessarily
a misspecified model, yet we show that the marginalization interpretation ρ∗i = E[ρ
†
ijj′|Ai] holds.
4.1 Consistency and efficiency of IPW-GEE2 & DR-GEE2 schemes
Let U(a, b) denote the continuous uniform distribution on (a, b), and let U{a, b} denote the discrete
uniform distribution on {a, a + 1, · · · , b − 1, b}. To evaluate the asymptotic properties of GEE2, we
set the number of clusters to an unrealistic I = 2000 with cluster sizes ni ∼ U{80, 140} so that we
have average cluster size E[ni] = 110. The setting with large number of clusters allows us to observe
asymptotic properties more quickly and to avoid computational issues that will be explored in Section
4.2. We generate Ai ∼ Ber(1/2) and choose Xij ∈ R3 and Zi ∈ R. Details regarding generation of Xij , Zi
and choice of coefficients for Yij are presented in Table 2. We also generate Rij with these same covariates
and coefficients for simplicity.
[Table 2 about here.]
The values in Table 2 are carefully chosen to guarantee −UiLi − ρi ≥ 0 in Parzen’s method. The
resulting values for P(Yij = 1|Ai,Zi,Xi) and Corr(Yij, Yij′|Ai,Zi,Xi), after marginalizing out ξi, are in
the range [0.324, 0.733] and [0.004, 0.306], respectively. For the random-intercept method, the values of
P(Yij = 1|Ai,Zi,Xi) and Corr(Yij, Yij′|Ai,Zi,Xi) are in the range [0.333, 0.738] and [0.022, 0.134], respec-
tively. The true treatment coefficients (β∗Y ,α
∗
Y ) in the canonical TM can be calculated by numerically
integrating out all other covariates except for Ai in πij and ρ
†
ijj′:
expit(β∗0Y + β
∗
AYAi) =
∫
R4
πijdP (xij)dP (zi)
tanh(α∗0Y + α
∗
AYAi) =
∫
R7
ρ†ijj′dP (xij)dP (xij′)dP (zi)
(12)
Under Parzen’s method, we obtain the values (β∗Y ,α
∗
Y ) = (0.1413, 0.1808, 0.1238, 0.0755), and under
random intercept, we obtain (β∗Y ,α
∗
Y ) = (0.1378, 0.1429, 0.0307, 0.1032).
The results in Table 3 display biases, replicate standard errors, and average sandwich standard errors
of estimated parameters from several models with R = 1000 replicate generations of missingness and
outcome, both using Parzen’s method. For the mixed effects model, we fit the following on the complete
case data:
logit{P(Yij = 1|Ai, ξi)} = β˜0 + β˜AAi + ξi
ξi|Ai ∼ N(0, σ˜2Ai)
(13)
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which takes nearly the functional form of the random intercept generation process in Eq 10, less the
baseline covariates. Using the marginalizations in Eqs 11 and 12, we can obtain (β∗0Y , β
∗
AY , α
∗
0Y , α
∗
AY )
from (β˜0, β˜A, σ˜
2
0, σ˜
2
1) and standard errors for β
∗
0Y , β
∗
AY from the standard errors of β˜0, β˜A through the
delta method. Unfortunately, analytical standard errors for α∗0Y , α
∗
AY require standard errors of σ˜
2
0, σ˜
2
1 ,
for which methods are less well-developed (Bates, 2010, McCulloch and Searle, 2001, Wu et al., 2012).
Hence, while we report replicate standard errors for σ˜20 , σ˜
2
1, we omit sandwich error standard errors. Mixed
effects models naturally handle MAR if the true generation process follows the form in Eq 13. Certainly,
both generation processes in Eq 10 do not; Parzen’s method does not follow the mixed effects framework
and our random intercept method, while is a mixed effects model, incorporates additional covariates for
which Eq 13 does not.
[Table 3 about here.]
For the IPW-GEE2 fits, we distinguish G1(R) IPW and G2(R) IPW as the IPW models with and
without accounting for the correlation among the missingness indicators, respectively, as discussed in
Section 2.2. For GEE1, there naturally is no model for correlated missingness, and that block is omitted.
The fitted OM and correctly-specified PSM are
logit(πij) = (β0Y + β0AYAi) + (βZY + βZAYAi)
⊺Zi + (βXY + βXAYAi)
⊺Xij
atanh(ρijj′) = (α0Y + α0AYAi) + (αZY +αZAYAi)
⊺Zi
(14)
i.e. the exact model used to generate Rij , Yij from Parzen’s method. The fitted misspecified PSM is
logit(πij) = β0Y + βAYAi + β
⊺
ZYZi + β
⊺
XYXij
atanh(ρijj′) = α0Y + αAYAi +α
⊺
ZYZi
(15)
i.e. the model with interaction terms of Ai with Zi,Xi are omitted.
[Table 4 about here.]
The following discussion in comparing the performance of each estimation procedure is based on the
replicate Wald statistic W =
√R · Bias
Std Error
and checking whether |W | > 2. Using this metric and the
information from Table 3, when PSM is correctly specified, complete case analysis (for both mixed effects,
GEE1, and GEE2) leads to severe bias in estimating all parameters. G1(R) IPW-GEE2 and IPW-GEE1
provide consistent estimates for the mean parameters β∗0Y and β
∗
AY , although the former still fails to
correctly estimate the association parameters α∗0Y and α
∗
AY . G2(R) IPW-GEE2 and doubly-robust GEE2
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and GEE1 produce consistent estimates for all parameters estimable under their respective models. When
PSM is misspecified, we note that only DR-GEE2 and DR-GEE1 produce consistent estimates. Note that
the sandwich variance estimators in general are close to the true sampling variance with the exception of
β0Y under the DR-GEE2 model, for which it is somewhat conservative. We also observe that DR-GEE1
(with independence correlation structure) standard errors of the mean parameters β∗0Y , β
∗
AY are smaller
than the DR-GEE2 standard errors of β∗0Y , β
∗
AY .
The results in Table 4 display biases, replicate standard errors, and sandwich standard errors of
estimated parameters from several models with R = 1000 replicate generations of missingness using
Parzen’s method and outcome using random intercepts. We still fit the correct OM and PSM using Eq
14 and incorrect PSM using Eq 15. Note that the true OM is no longer of the logistic form, and hence the
fitted OM will be misspecified. Nevertheless, we reach nearly identical conclusions regarding the validity
of models as done with Table 3. Especially noteworthy is that, even when the PSM is misspecified,
the DR-GEE2 produces consistent estimates of all its parameters. Consistent estimation of the mean
parameters may be due to the fact that random intercept generation is still “linear enough” with respect
to the covariates. Consistent estimation of the association parameters is a bit more surprising, because
it ultimately means that, even when the outcome ICC is non-equicorrelated, we may still model it with
an equicorrelated OM and still produce roughly consistent estimates of the treatment ICC.
4.2 Algorithmic Characteristic of DR-GEE2 vs S-DR-GEE2
Having established the consistency of DR-GEE2, in our second set of experiments we now compare against
S-DR-GEE2. We generate both missingness and outcome using Parzen’s method and the information
from Table 2, and we fit with both PSM and OM correctly specified. We now vary the number of cluster
I and cluster sizes ni, and consider the following three scenarios: (I,E[ni]) = (30, 30), (300, 30), (30, 300).
Because the termination condition for stochastic methods based on error thresholds are a bit uncertain,
since it’s possible to choose a subset that, by chance, gives a very low error, we decide a prior on the
number of iterations. For S-DR-GEE2, under the scenarios with expected cluster size 30, we run ω = 20
iterations to fit the PSM and OM and ω = 10 iterations to fit the treatment model with sampling
proportion πS = 0.30. For the scenario with expected cluster size 300, we run ω = 25 iterations to fit the
PSM and OM and ω = 12 iterations to fit the treatment mode with sampling proportion πS = 0.15 and
learning rates γω = (ω+1)
−1. Tables 5 and 6 present the statistical and algorithmic results, respectively,
of DR-GEE2 and S-DR-GEE2.
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[Table 5 about here.]
[Table 6 about here.]
From Table 5, and using the Wald statistic metric to evaluate model validity, the association pa-
rameters from the I = 30 sub-experiments all are biased. This is readily explained by the fact that
the asymptotics for the association parameters depend on I rather than
∑I
i=1 ni, and hence at these
small number of clusters, asymptotics haven’t fully kicked in. Other than this, overall, the parameter
estimates and standard errors are very similar between DR-GEE2 and S-DR-GEE2, albeit the standard
errors under S-DR-GEE2 are slightly higher. This slightly higher variability can be done away with by
simply asking for a few more iterations. Even so, at a small cost of higher variability, the computational
savings of S-DR-GEE2 are apparent. From Table 6, even at small cluster sizes, which S-DR-GEE2 was
not designed to be optimal, we still see moderately higher convergent solutions and somewhat less time
to fit each model. We see these results further accentuated when expected cluster size is 300. Here, for
all of OM, PSM, and TM, we see that S-DR-GEE2 provides up to 80% reduction in returned errors (i.e.
divergence, large condition numbers of Hessians) and approximately 90% reduction in run-time.
We also fit a complete-case TM in each replicate simulation using the geese command from the
geepack package. We see that geese fits faster than our algorithms in the (30, 30) and (300, 30) cases,
while our code runs far faster and leads to fewer errors in the (30, 300) case. Granted, the comparisons
are not the most commensurate: geese performs all calculations in the C programming and wraps the
results into R, while our implementation is fully in R, not to mention the additional time in incorporating
the IPW or DR portions. On the other hand, our use of geese specifies a custom correlation structure
for each cluster to handle the different treatment arms, while our implementation fully exploits analytical
inverses of the equicorrelation structure.
5 Application to Sanitation Data
Guiteras et al. (2015) investigated the efficacy of alternative policies in encouraging use of hygienic latrines
in developing countries. A total of 380 communities in rural Bangladesh were assigned to different
marketing interventions – community motivation, subsidies, supply-side market, a combination of the
three and a control group. Results based on a mixed-effect model suggested supply-side market alone did
not increase hygienic latrine ownership (+0.3% points, p-value = 0.90). We reanalyzed this dataset with
GEE2 approaches assuming that the outcome are rMAR, letting Ai = 1 for supply-side market alone and
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Ai = 0 for control group. We excluded all observations with missing covariates, given the low rate at
which they were missing (< 1%). The final dataset contains 4768 individuals across 100 clusters with ten
individual-level covariates (report diarrhea indicator X1, male indicator X2, age X3, education indicator
X4, Muslim indicator X5, Bengali indicator X6, agricultor indicator X7, stove indicator X8, water pipes
indicator X9, phone indicator X10) and five (excluding marketing intervention) cluster-level covariates
(village population Z1, # of doctors Z2, % landless Z3, % almost landless Z4, % access electricity Z5).
[Table 7 about here.]
Table 7 present results upon fitting complete-case, G1 IPW, G2 IPW, and DR GEE2. Variables selected
for the PSM and OM of the main effects were determined by backward stepwise logistic regression based on
AIC, where the full model is a linear function of all covariates and the interactions terms between market
intervention and all other covariates. We include all selected cluster-level covariates in the PSM and OM
for the ICC (see Table 7). We experienced convergence issues in fitting the PSM and OM to the data
when using full GEE2. To overcome this, we fitted 50 parallel stochastic GEE2 (described in Section
3.6), and averaged the convergent estimates. Complete-case and IPW-GEE2 analysis suggest similar
non-significant supply-side effect (log OR ≈ 0.20, p-value ≈ 0.18 in all cases), but DR-GEE2 provides
evidence of a significant effect (log OR = 0.46, p-value < 0.01). The propensity scores among non-missing
control-group subjects are within the range [0.745, 1.000] with mean 0.964 and among the non-missing
supply-side intervention group subjects are within the range [0.621, 0.995] with mean 0.956. Due to
the approximate constancy and balance of the PS within both groups, the IPW-adjustment offers minor
reweighing of observations and no tangible change in estimates. This could be due to small proportion
of missingness (about 3.5%), data are missing completely at random, or the PS model is misspecified
(missing important covariates or the functional form of the covariates may be misspecified). DR-GEE2
provides protection against misspecification of the PS model through augmentation. We would expect
that DR-GEE2 provide consistent estimates if the OM is correctly specified. The OM suggests that
households with higher education and economic status (through more stoves, water pipes, and phones)
are more likely to have a hygienic latrine. Incorporating covariates that are associated with the outcome
is expected to improve the efficiency of the estimation of intervention effects. All methods conclude
that there is significant treatment-specific ICC within clusters e.g. ICCControl = tanh(0.098) ≈ 0.098
and ICCSupply Side = tanh(0.101) ≈ 0.101 from the DR-GEE2, each with p-value < 0.01. As none of
the methods finds evidence of different treatment-specific ICC’s between supply-side and control group
(p-values = 0.60, 0.62, 0.60, 0.89), we also estimate an overall ICC of about 10%.
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6 Discussion
In this paper, we proposed DR-GEE2 for estimating the marginal treatment effect and treatment-specific
ICCs in cluster randomized trials. Our estimators are most useful in the settings where estimation
of ICCs is the focus. If the interest is solely on the treatment effect on the outcomes, using working
independence correlation matrix is an attractive approach due to its high efficiency in many settings
and its simplicity in avoiding the need to estimate high-order association parameters. In the absence of
missing data, standard GEE2 is highly efficient with a correctly specified working covariance structure.
More concretely, the class of estimating functions which satisfy the canonical TM in Eq 2 and are regular
asymptotically linear (RAL) must be of the form
0 =
I∑
i=1
h(Ai)Ei
The choice of index function h(Ai) = D
⊺
i V
−1
i , which reduces back to GEE2, results in the efficient score
for the canonical TM, hence attaining the minimum asymptotic variance RAL estimator for (β∗Y ,α
∗
Y )
(Chamberlain, 1986). However, in the case of IPW-GEE2 or DR-GEE2, this choice is no longer optimal
and the actual hopt(Ai) to achieve the efficient score is far more complicated (Stephens et al., 2014).
Stephens et al. (2014) showed in simulation studies the efficiency gains from using hopt(Ai) are modest
and very sensitive to the correct specification of all components that comprise hopt(Ai), which in practice is
nearly impossible to achieve. With little computational support for hopt(Ai) and no theoretical support for
h(Ai) = D
⊺
i V
−1
i , one might just simplify the entire process by letting Vi have an independent correlation
structure altogether. Our simulation studies in Section 4 also provide corroborative evidence supporting
the use of an independent correlation structure when estimating the first-order effects.
Although the discussion centered around cluster randomized trials, the DR-GEE2 estimator can be
used in other settings when estimation of ICCs is of interest such as in reliability and agreement studies.
We focused our discussion on binary outcomes, but the approach can be adapted to other types of
exponential family outcomes in a straightforward manner by modifying the link function and variance
function for the likelihood in question. When outcomes within clusters are not equicorrelated, our ICC
estimators marginalize out factors which contribute to the non-exchangeable structure and returns an
estimate which can be construed as an “average” correlation.
We also proposed a stochastic algorithm to obtain the solutions to GEE2s. This new algorithm
substantially increased convergence rate and reduced the run-times. It is in particular useful in settings
where either the number of clusters or the size of clusters is large. Accurate estimation of ICCs in general
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requires adequate number of clusters relative to the cluster size. When the cluster size is large relative to
the number of clusters, the standard algorithm suffers from convergence issues. The stochastic algorithm
alleviates this problem by performing the estimation on a subsample from each cluster.
In the presence of informative missing data, the correlation among missingness indicators needs to
properly accounted for to arrive at the consistent estimators for the association parameters. We assumed
rMAR in the current work. Future research on further relaxing this assumption would be useful.
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7 Appendices
7.1 Proof of CAN for DR estimator
It suffices to show E[Φ˜Yi (Z
∗
i ,Xi,Ri,β
∗
Y ,α
∗
Y ,βR,αR,βY ,αY )] = 0 from Eq 5 whenever the OM or PS is
correctly specified.
Case 1: OM is correctly specified
Under this case, we have πij = πij and ρijj′ = ρijj′, so we have that E[πij|Ai] = π∗i and E[ρ†ijj′|Ai] = ρ∗i .
From this, it is easy to verify E[E ′i|Ri,Xi,Zi, Ai] = 0 and E[ζi] = 0. Hence,
E[Φ˜Yi ] = E[D
⊺
i V
−1
i W
R
i E
′
i + ζi]
= E[E[D⊺i V
−1
i W
R
i E
′
i|Ri,Xi,Zi, Ai]] + E[ζi]
= E[D⊺i V
−1
i W
R
i E[E
′
i|Ri,Xi,Zi, Ai]] + 0
= E[D⊺i V
−1
i W
R
i · 0]
= 0
Case 2: PS is correctly specified
Under this case, we have πRij = π
R
ij and ρ
R
ijj′ = ρ
R
ijj′; together, this implies that E[W
R
i ] = I. First, using
the fact that E ′i + E
′′
i = Ei, we may express
Φ˜Yi = D
⊺
i V
−1
i W
R
i Ei −D⊺i V −1i WRi E ′′i −D⊺i V −1i E ′′i +D⊺i V −1i WRi E ′′i + ζi
= D⊺i V
−1
i W
R
i Ei︸ ︷︷ ︸
Q1
+D⊺i (V
−1
i − V −1i WRi )E ′′i︸ ︷︷ ︸
Q2
+ ζi −D⊺i V −1i E ′′i︸ ︷︷ ︸
Q3
It now suffices to show E[Q1],E[Q2],E[Q3] = 0. We have E[Q1] = 0 by standard IPW-GEE2. Next,
E[Q2] = E[D
⊺
i V
−1
i E[I−WRi |Xi,Z∗i ]E ′′i ] = E[D⊺i V −1i (I− I)E ′′i ] = 0
Finally,
E[Q3] = E[ζi]− E[D⊺i V −1i E ′′i ]
= E[E[D⊺i V
−1
i E
′′
i |Di \ Ai]]− E[D⊺i V −1i E ′′i ]
= E[D⊺i V
−1
i E
′′
i ]− E[D⊺i V −1i E ′′i ]
= 0
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Under certain regularity assumption defined in Van der Vaart (2000), we can demonstrate with the
Slutsky’s theorem and the central limit theorem that any estimator solving this Doubly Robust estimating
equation is CAN.
7.2 Pseudocode for Stochastic Algorithms
Algorithm 1 S-IPW-GEE2 algorithm
Require: Y, Ai,Zi,X,W
R, πS,γ,Ω
1: β0,α0 ← 0
2: for ω = 0 : (Ω− 1) do
3: Uobsi ← indices of observed Yi for i = 1 : I
4: υi ← ⌈πS|Uobsi |⌉ for i = 1 : I
5: si ∼ SRSWOR(Uobsi , υi) for i = 1 : I
6: W˜Rβi(ω) ← miυi WRβi(ω)[si] for i = 1 : I
7: W˜Rαi(ω) ← mi(mi−1)υi(υi−1) WRαi(ω)[(si)2] for i = 1 : I
8: H˜βi(ω) ←
∑I
i=1D
⊺
βi(ω)V
−1
βi(ω)W˜
R
βi(ω)Dβi(ω)
9: G˜βi(ω) ←
∑I
i=1D
⊺
βi(ω)V
−1
βi(ω)W˜
R
βi(ω)Eβi(ω)
10: H˜αi(ω) ←
∑I
i=1D
⊺
αi(ω)W˜
R
αi(ω)Dαi(ω)
11: G˜αi(ω) ←
∑I
i=1D
⊺
αi(ω)W˜
R
αi(ω)Eαi(ω)
12: β(ω+1) ← β(ω) + γωH˜−1βi(ω)G˜βi(ω)
13: α(ω+1) ← α(ω) + γωH˜−1αi(ω)G˜αi(ω)
14: end for
15: return β(Ω),α(Ω)
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Algorithm 2 S-DR-GEE2 algorithm
Require: Y, Ai,Zi,X,W
R,pi,ρ†, πS,γ,Ω
1: β0,α0 ← 0
2: for ω = 0 : (Ω− 1) do
3: Uobsi ← indices of observed Yi for i = 1 : I
4: Ui ← indices of all Yi for i = 1 : I
5: υi ← ⌈πS|Uobsi |⌉ for i = 1 : I
6: υ′i ← ⌈πS|Ui|⌉ for i = 1 : I
7: si ∼ SRSWOR(Uobsi , υi) for i = 1 : I
8: s′i ∼ SRSWOR(Ui, υ′i) for i = 1 : I
9: W˜Rβi(ω) ← miυi WRβi(ω)[si] for i = 1 : I
10: W˜Rαi(ω) ← mi(mi−1)υi(υi−1) WRαi(ω)[(si)2] for i = 1 : I
11: W˜R
′
βi(ω) ← niυ′
i
[s′i] for i = 1 : I
12: W˜R
′
αi(ω) ← ni(ni−1)υ′
i
(υ′
i
−1)
[(s′i)2] for i = 1 : I
13: ζ˜βi(ω) ←
∑1
a=0 p
a(1− p)1−aD⊺βi(ω)(A = a)V −1βi(ω)W˜R
′
βi(ω)E
′′
βi(ω)(A = a) for i = 1 : I
14: ζ˜αi(ω) ←
∑1
a=0 p
a(1− p)1−aD⊺αi(ω)(A = a)W˜R
′
αi(ω)E
′′
αi(ω)(A = a) for i = 1 : I
15: H˜βi(ω) ←
∑I
i=1
∑1
a=0 p
a(1− p)1−aD⊺βi(ω)(A = a)V −1βi(ω)W˜Rβi(ω)Dβi(ω)(A = a)
16: G˜βi(ω) ←
∑I
i=1[D
⊺
βi(ω)V
−1
βi(ω)W˜
R
βi(ω)E
′
βi(ω) + ζ˜βi(ω)]
17: H˜αi(ω) ←
∑I
i=1
∑1
a=0 p
a(1− p)1−aD⊺αi(ω)(A = a)W˜Rαi(ω)Dαi(ω)(A = a)
18: G˜αi(ω) ←
∑I
i=1[D
⊺
αi(ω)W˜
R
αi(ω)E
′
αi(ω) + ζ˜αi(ω)]
19: β(ω+1) ← β(ω) + γωH˜−1βi(ω)G˜βi(ω)
20: α(ω+1) ← α(ω) + γωH˜−1αi(ω)G˜αi(ω)
21: end for
22: return β(Ω),α(Ω)
Algorithm 3 DR-ParSGEE2 algorithm
Require: Y,Z∗,X,WR,pi,ρ†, πS,γ,Ω, K
1: for k = 1 : K do
2: (β(k),α(k))← DR-SGEE2(Y,Z∗,X,WR,pi,ρ†, πS,γ,Ω)
3: end for
4: return β = 1
K
∑K
k=1 β
(k),α = 1
K
∑K
k=1α
(k)
26
7.3 Time Complexity Proofs
In proving the time-complexities associated with iterations of standard Fisher scoring or stochastic Fisher
scoring, we make many uses of the following facts:
Fact 1: The time complexity of multiplying matrix An×m and Bm×p is O(nmp).
Fact 2: The complexity of inverting an n× n matrix is O(n3).
Fact 3: O(f(n)) +O(g(n)) = O(max(f, g)(n)).
Omit the R and Y indices, for the computational complexity results are the same in both cases. Let
dβ = dim(β), dα = dim(α). We make the assumptions that dβ, dα, I are fixed; hence O(dβ) = O(dα) =
O(I) = O(1). Furthermore, we conduct the proofs as if we have no natural missingness in data, for proofs
with the latter return the same complexities. We can decompose a covariance matrix V = U1/2CU1/2,
where C is a correlation matrix, and U is a diagonal matrix with variance entries.
Table 1 contains a total of 12 complexities. We break them down into four sub-theorems. Additionally,
we require the assumption that πS ∼ (maxi ni)−1; that is, our subsample size does not grow with respect
to ni.
Sub-theorem 1
In the presence of standard Fisher scoring, an iteration of the GEE1 portion with
(i) Arbitrary correlation matrix
(ii) Equicorrelation matrix
(iii) No correlation
are of complexities O(maxi n3i ),O(maxi ni),O(maxi ni) respectively.
Proof. (i) Let us list the steps required in the computation:
1. Computing V −1βiω:
(a) Compute C−1βiω and U
−1/2
βiω , which are of complexities O(n3i ) and O(ni), since Uβiω is diagonal.
The time complexity in computing C−1βiω, through either Gauss-Jordan elimination or Cholesky
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decomposition, is O(n3i ) and cannot be sped up except through highly specialized numerically-
optimized matrix algorithms (i.e. Coppersmith–Winograd algorithm).
(b) Compute C−1βiωU
−1/2
βiω . Because U
1/2
βiω is diagonal, this becomes just multiplying the diagonal of
U
−1/2
βiω against each row of C
−1
βiω, and has complexity O(n2i ).
(c) Left-multiply C−1βiωU
−1/2
βiω with U
−1/2
βiω . This is also O(n2i ).
Hence, computing V −1βiω has complexity O(n3i ).
2. Computing H−1βiω, having already computed V
−1
βiω:
(a) Compute V −1βiωDβiω. This has complexity O(dβn2i ) = O(n2i ).
(b) Left-multiply V −1βiωDβiω by D
⊺
βiω; this has complexity O(d2βni) = O(ni).
(c) Invert the resulting D⊺βiωV
−1
βiωDβiω. This is time complexity O(d3β) = O(1).
Hence, complexity in computing Hβiω is O(n2i ).
3. Computing Gβiω, having already computed V
−1
βiω:
(a) All steps are almost the same as computing Hβiω, except for 2(a), where we have V
−1
βiωEβiω,
which is still O(n2i )
Overall, computing Gβiω is O(n2i )
4. Computing H−1βiωGβiω, having already computed H
−1
βiω and Gβiω, is just O(dβ) = O(1).
Overall, steps 1 – 4 is of O(n3i ), due to computing V −1βiω.
resume Perform steps 1 – 4 for each i. The time complexity is
∑I
i=1O(n3i ) = O(maxi n3i ).
resume Summing up H−1βiωGβiω is O(I) = O(1), and then adding this resulting quantity is O(1).
Overall, we have O(maxi n3i ).
(ii) Since Cβiω is equicorrelated, we have that
C−1βiω = (1− ρi)−1
(
Ini −
ρi
1 + (n− 1)ρiJni
)
28
by Woodbury’s formula, where Jni is an ni×ni matrix of 1’s. Hence, in computing Hβiω = D⊺βiωV −1βiωDβiω,
we would compute
(1− ρi)−1D⊺βiωU−1βiωDβiω︸ ︷︷ ︸
Q1
− ρi
(1 + (ni − 1)ρi)(1− ρi)D
⊺
βiωU
−1/2
βiω JniU
−1/2
βiω Dβiω︸ ︷︷ ︸
Q2
Since U−1βiω is diagonal, we can perform an element-wise product with the diagonal, and hence computation
of Q1 is O(ni). In computing Q2, notice that to compute JniU−1/2βiω Dβiω is to
1. Perform U
−1/2
βiω Dβiω, which can be done through element-wise product.
2. Sum each column of the resulting U
−1/2
βiω Dβiω into a row vector.
3. Repeat each row ni times into a matrix.
This has time complexity O(ni). Then, left-multiplying this quantity by U−1/2βiω and then again by D⊺βiω
is O(ni) and O(d2βni) = O(ni). Overall, computing H−1βiω is now O(ni). Analogous steps can be done
to calculate Gβiω, which is now O(ni). The rest of the proof follows steps 4 – 6 of (i), which results in
O(maxi ni).
(iii) For no correlation, inverting Vβiω requires inverting the diagonal entries; this is still of complex-
ity O(ni). Rest of the proof follows as (i).
7.3.1 Sub-theorem 2
In the presence of standard Fisher scoring, an iteration of the GEE2 portion with
(i) Arbitrary correlation matrix
(ii) Equicorrelation matrix
(iii) No correlation
are of complexities O(maxi n6i ), O(maxi n2i ), O(maxi n2i ) respectively.
Proof. All rows and columns in the proofs for GEE1 now have lengths
(
ni
2
) ∼ n2i in place of ni. Hence,
all exponents in computational complexities in Theorem 7.3 are doubled.
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Now, let’s continue with stochastic Fisher scoring. Define Dsubβiω, E
sub
βiω as the resulting Dβiω, Eβiω with only
rows corresponding to subsample si; we see that, the dimensions of these matrices are now υi × dβ and
υi×1, respectively. Let W˜Rsubβi(ω) equal W˜Rβi(ω) except with both rows and columns associated with zero diag-
onal elements removed; this has dimension υi× υi. We can analogously define this for Dsubαiω, Esubαiω, W˜Rsubαiω ,
where any dimension with a
(
ni
2
)
is replaced with
(
υi
2
)
.
7.3.2 Sub-theorem 3
In the presence of stochastic Fisher scoring, an iteration of the GEE1 portion with
(i) Arbitrary correlation matrix
(ii) Equicorrelation matrix
(iii) No correlation
will be of complexities O(maxi n3i ),O(maxi ni),O(1) respectively.
Proof. (i) We cannot exploit sparsity here, for the largest complexity object, V −1βiω, would still need
to be computed, which is O(n3i ).
(ii) Let’s list again the steps in computing the quantities.
1. Computing H˜−1βiω: Using Woodbury’s formula, the computation of H˜βiω would be
(1− ρi)−1D⊺βiωU−1βiωW˜RβiωDβiω −
ρi
(1 + (ni − 1)ρi)(1− ρi)D
⊺
βiωU
−1/2
βiω JniU
−1/2
βiω W˜
R
βiωDβiω
Exploiting sparsity, this is the same as
(1− ρi)−1D⊺βiω(U subβiω)−1W˜Rsubβiω Dsubβiω︸ ︷︷ ︸
Q˜1
− ρi
(1 + (ni − 1)ρi)(1− ρi)D
⊺
βiωU
−1/2
βiω Jni×υi(U
sub
βiω)
−1/2W˜Rsubβiω D
sub
βiω︸ ︷︷ ︸
Q˜2
(a) Computing Q˜1 first performs the following steps:
W˜Rsubβiω D
sub
βiω 7→ U−1βiωW˜ SβiωDβiω 7→ D⊺βiωU−1βiωW˜ SβiωDβiω 7→ (1− ρi)−1D⊺βiωU−1βiωW˜ SβiωDβiω
which sequentially, conditioned on performing the previous computation, is O(dβυi), O(dβυi),
O(d2βυi), and O(d2β). The sum of these three complexities is O(υi).
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(b) Computing Q2 first performs the following steps:
W˜Rsubβiω D
sub
βiω 7→ (U subβiω)−1/2W˜Rsubβiω Dsubβiω
7→ Jni×υi(U subβiω)−1/2W˜Rsubβiω Dsubβiω
7→ U−1/2βiω Jni×υi(U subβiω)−1/2W˜Rsubβiω Dsubβiω
7→ D⊺βiωU−1/2βiω Jni×υi(U subβiω)−1/2W˜Rsubβiω Dsubβiω
7→ ρi
(1 + (ni − 1)ρi)(1− ρi)D
⊺
βiωU
−1/2
βiω Jni×υi(U
sub
βiω)
−1/2W˜Rsubβiω D
sub
βiω
The time complexities of each step is O(dβυi), O(dβυi), O(dβυi), O(dβni), O(d2βni), and O(d2β).
Notice that the third step cannot be simplified due to the Jni×υi matrix separating D
⊺
βiω and
W˜Rsubβiω .
(c) Inverting Hβiω is again O(d3β), which is dominated by the other steps.
Hence, calculating H−1βiω is O(ni).
2. Steps in computing G−1βiω are analogous to step 1, and also O(ni)
Repeat steps 4 – 6 of Theorem 7.3 (i), we again have O(maxi ni).
Remark: For the cases of a general or equicorrelated Cβiω, the time complexities of standard and
stochastic Fisher scorings are the same. Intuitively, although we want to feed a subset of the data into
the scoring equations, we cannot make full use of sparsity because the inverse-covariance matrix V −1βiω
forces a “mixing” of all the observations, including into missing vector slots. The next two settings no
longer have any correlations, and hence we can make full use of sparsity.
(iii) We present just the proof of computing H˜βiω, since this and G˜βiω are bottlenecks in the compu-
tation, and both have the same complexities. We now just need to compute
D⊺βiωUβiωW˜
R
βiωDβiω = (D
sub
βiω)
⊺U subβiωW˜
Rsub
βiω D
sub
βiω
Sequentially, the steps in computing
W˜Rsubβiω D
sub
βiω 7→ U subβiωW˜Rsubβiω Dsubβiω 7→ (Dsubβiω)⊺U subβiωW˜Rsubβiω Dsubβiω
are of O(dβυi),O(dβυi),O(d2βυi); overally, this is of time complexity O(υi) = O(1), if we choose πS ∼
(maxi ni)
−1.
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7.3.3 Sub-theorem 4
In the presence of stochastic Fisher scoring, an iteration of the GEE2 portion with
(i) Arbitrary correlation matrix
(ii) Equicorrelation matrix
(iii) No correlation
will be of complexities O(maxi n6i ),O(maxi n2i ),O(1) respectively.
Proof. Apply Sub-theorem 3 with υi replaced with
(
υi
2
) ∼ υ2i , and we are done.
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Full Stochastic
GEE1 portion GEE2 portion GEE1 portion GEE2 portion
Arbitrary structure O(maxi n3i ) O(maxi n6i ) O(maxi n3i ) O(maxi n6i )
Equicorrelated O(maxi ni) O(maxi n2i ) O(maxi ni) O(maxi n2i )
Independence O(maxi ni) O(maxi n2i ) O(1) O(1)
Identity O(maxi ni) O(maxi n2i ) O(1) O(1)
Table 1: Time complexities for SGEE2 algorithms under various working covariance structures.
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Covariate Intercept Xij Zi
Generation – U(20, 60) U(1, 10) U(4, 25) U{80, 140}
Main-effects β·Y 0.11 −0.007 −0.020 −0.040 0.009
Interaction β·AY 0.67 0.012 0.030 0.060 −0.018
Main-effects α·Y −0.32 – – – 0.004
Interaction α·Y 0.96 – – – −0.008
Table 2: Information regarding the generation process
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Averaged bias
(Replicate SE)
(Averaged sandwich SE)
Averaged bias
(Replicate SE)
(Averaged sandwich SE)
β∗0Y β
∗
AY α
∗
0Y α
∗
AY β
∗
0Y β
∗
AY
Complete Case Mixed Effects
0.0421 −0.0238 0.0016 −0.0009
(0.0227) (0.0364) (0.0053) (0.0088)
(0.0238) (0.0373) — —
—
GEE GEE2 GEE1
Complete Case
0.0349 −0.0239 0.0113 −0.0016
(0.0245) (0.0379) (0.0070) (0.0121)
(0.0238) (0.0380) (0.0069) (0.0117)
0.0413 −0.0228
(0.0262) (0.0404)
(0.0260) (0.0416)
PSM Correctly Specified
G1(R) IPW
−0.0006 0.0020 0.0024 −0.0008
(0.0257) (0.0398) (0.0064) (0.0112)
(0.0249) (0.0400) (0.0064) (0.0111)
−0.0003 0.0010
(0.0252) (0.0391)
(0.0252) (0.0405)
G2(R) IPW
−0.0005 0.0019 −0.0001 0.0002
(0.0258) (0.0399) (0.0066) (0.0112)
(0.0249) (0.0401) (0.0063) (0.0109)
—
Doubly-Robust
−0.0006 0.0018 −0.0003 0.0003
(0.0262) (0.0399) (0.0061) (0.0111)
(0.0297) (0.0389) (0.0060) (0.0108)
−0.0004 0.0010
(0.0251) (0.0391)
(0.0246) (0.0404)
PSM Misspecified
G1(R) IPW
0.0341 −.0124 0.0112 −0.0018
(0.0255) (0.0414) (0.0068) (0.0116)
(0.0255) (0.0411) (0.0068) (0.0117)
0.0341 −0.0121
(0.0264) (0.0401)
(0.0260) (0.0416)
G2(R) IPW
0.0326 −0.0092 0.0089 0.0022
(0.0252) (0.0411) (0.0067) (0.0117)
(0.0255) (0.0411) (0.0067) (0.0117)
—
Doubly-Robust
0.0000 0.0005 −0.0002 −0.0001
(0.0251) (0.0401) (0.0061) (0.0107)
(0.0303) (0.0397) (0.0064) (0.0114)
−0.0002 0.0007
(0.0252) (0.0392)
(0.0253) (0.0415)
Table 3: Biases & Standard Errors from 1000 replicate simulations with both Yij, Rij simulated with
Parzen’s method.
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Averaged bias
(Replicate SE)
(Averaged sandwich SE)
Averaged bias
(Replicate SE)
(Averaged sandwich SE)
β∗0Y β
∗
AY α
∗
0Y α
∗
AY β
∗
0Y β
∗
AY
Complete Case Mixed Effects
0.0343 −0.0244 −0.0005 −0.0001
(0.0144) (0.0290) (0.0020) (0.0058)
(0.0139) (0.0279) — —
—
GEE GEE2 GEE1
Complete Case
0.0340 −0.0266 −0.0005 −0.0004
(0.0143) (0.0291) (0.0022) (0.0071)
(0.0140) (0.0284) (0.0022) (0.0070)
0.0400 −0.0239
(0.0145) (0.0303)
(0.0143) (0.0299)
PSM Correctly Specified
G1(R) IPW
−0.0001 −0.0020 −0.0002 0.0003
(0.0148) (0.0295) (0.0023) (0.0070)
(0.0143) (0.0297) (0.0022) (0.0071)
−0.0002 0.0003
(0.0143) (0.0297)
(0.0143) (0.0299)
G2(R) IPW
−0.0001 −0.0021 −0.0001 0.0002
(0.0150) (0.0296) (0.0023) (0.0070)
(0.0143) (0.0297) (0.0022) (0.0071)
—
Doubly-Robust
−0.0001 −0.0020 −0.0001 0.0003
(0.0149) (0.0294) (0.0023) (0.0070)
(0.0212) (0.0248) (0.0022) (0.0071)
0.0000 0.0003
(0.0139) (0.0297)
(0.0137) (0.0299)
PSM Misspecified
G1(R) IPW
0.0328 −0.0157 −0.0005 −0.0003
(0.0145) 0.0303 (0.0022) (0.0071)
(0.0143) (0.0297) (0.0022) 0.0070
0.0327 −0.0134
(0.0145) (0.0302)
(0.0143) (0.0299)
G2(R) IPW
0.0313 −0.0128 −0.0005 −0.0005
(0.0145) (0.0304) (0.0022) (0.0071)
(0.0142) (0.0297) (0.0022) (0.0071)
—
Doubly-Robust
−0.0006 −0.0006 −0.0001 −0.0001
(0.0145) (0.0296) (0.0022) (0.0070)
(0.0211) (0.0247) (0.0022) (0.0069)
−0.0008 0.0013
(0.0141) (0.0302)
(0.0137) (0.0299)
Table 4: Biases & Standard Errors from 1000 replicate simulations with Rij simulated using Parzen’s
method and Yij simulated using random-intercept method.
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Scenarios
Full DR-GEE2
Averaged bias
(Replicate SE)
(Averaged sandwich SE)
S-DR-GEE2
Averaged bias
(Replicate SE)
(Averaged sandwich SE)
β∗0Y β
∗
AY α
∗
0Y α
∗
AY β
∗
0Y β
∗
AY α
∗
0Y α
∗
AY
(I,E[ni]) = (30, 30)
0.0067 −0.0082 −0.0153 0.0010
(0.2563) (0.3973) (0.0629) (0.1140)
(0.2541) (0.3516) (0.0535) (0.0983)
0.0025 0.0071 −0.0041 −0.0095
(0.2724) (0.4084) (0.0715) (0.1203)
(0.2533) (0.3513) (0.0580) (0.1012)
(I,E[ni]) = (300, 30)
−0.0004 −0.0004 −0.0021 0.0004
(0.0707) (0.1144) (0.0199) (0.0338)
(0.0840) (0.1106) (0.0199) (0.0339)
0.0015 0.0046 −0.0009 −0.0002
(0.0759) (0.1188) (0.0218) (0.0362)
(0.0842) (0.1109) (0.0201) (0.0339)
(I,E[ni]) = (30, 300)
−0.0005 0.0034 −0.0124 −0.0010
(0.2103) (0.3364) (0.0552) (0.1033)
(0.2155) (0.2970) (0.0388) (0.0782)
−0.0051 0.0067 −0.0083 −0.0029
(0.2141) (0.3486) (0.0468) (0.0872)
(0.2170) (0.2952) (0.0388) (0.0737)
Table 5: Comparison of statistical and computational characteristics of full DR-GEE2 vs S-GEE2. R =
2000 replicate simulations.
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geese Full DR-GEE2 S-DR-GEE2
(I,E[ni]) (30, 30) (300, 30) (30, 300) (30, 30) (300, 30) (30, 300) (30, 30) (300, 30) (30, 300)
Convergence
% PSM error only — — — 4.22% 0.41% 7.97% 0.58% 0.10% 1.68%
% OM error only — — — 9.03% 0.86% 11.80% 9.38% 0.77% 6.30%
% PSM or OM error — — — 0.36% 0.00% 0.49% 0.12% 0.00% 0.11%
% Conditional TM error 0% 0% 26% 2.13% 0.00% 3.97% 1.23% 0.00% 0.41%
Run-time (sec)†
PSM fitting — — — 0.38 3.88 25.69 0.29 2.84 1.76
OM fitting — — — 0.20 2.05 8.01 0.25 2.33 0.81
TM fitting 0.10 0.86 1174 0.40 4.24 27.59 0.31 3.14 1.53
Table 6: Algorithmic analysis of standard and stochastic DR-GEE2. R = 2000 replicate simulations.
Run-time values are computed on runs which converged. The conditional TM error is the error rate
among simulations whence PSM and OM converged.
† Each replicate simulation was executed in R on a dual-core node on the Orchestra cluster supported by
the Harvard Medical School Research Information Technology Group.
43
Estimates Sandwich SE p-value Run-time (sec)†
β∗AY α
∗
0Y α
∗
AY β
∗
AY α
∗
0Y α
∗
AY β
∗
AY α
∗
0Y α
∗
AY PS OM TM
CC GEE2 0.207 0.090 0.015 0.151 0.016 0.029 0.17 < 0.01 0.60 — — 1.06
G1(R) IPW-GEE2 0.198 0.090 0.014 0.151 0.016 0.029 0.19 < 0.01 0.62 0.10 — 4.39
G2(R) IPW-GEE2 0.204 0.089 0.015 0.151 0.016 0.029 0.18 < 0.01 0.60 3.19∗ — 4.02
DR-GEE2 0.457 0.098 0.003 0.093 0.016 0.022 < 0.01 < 0.01 0.89 3.19∗ 3.09∗ 5.49
TM: logit(pi∗i ) = β
∗
0Y + β
∗
AY Ai
TM: atanh(ρ∗i ) = α
∗
0Y + α
∗
AY Ai
PSM: logit(piRij) = β0R + βARAi +
∑
k∈{2,3,5,6,7,8,10} β
(k)
XRXijk +
∑
k∈{1,2,3,4} β
(k)
ZRZik
PSM: +Ai
∑
k∈{5,6,8} β
(k)
AXRXk +Ai
∑
k∈{2,3,4} β
(k)
AZRZik
PSM: atanh(ρRi ) = α0R + αARAi +
∑
k∈{1,2,3,4} α
(k)
ZRZik +Ai
∑
k∈{2,3,4} α
(k)
AZRZik
OM: logit(piij) = β0Y + βAYAi +
∑
k∈{1,2,3,4,5,8,9,10} β
(k)
XYXijk +
∑
k∈{1,2,3,4,5} β
(k)
ZY Zik
OM: +Ai
∑
k∈{1,3,8} β
(k)
AXYXk +Aiβ
(5)
AZY Zi5
OM: atanh(ρi) = α0Y + αAY Ai +
∑
k∈{1,2,3,4,5} α
(k)
ZY Zik +Aiα
(5)
AZY Zi5
Table 7: Effects of the supply side-market vs. control on the probability of hygienic latrine ownership in
the sanitation data analysis (Guiteras et al., 2015) using the complete-case GEE2, IPW-GEE2 adjustment
(non-adjusting and adjusting for missingness ICC), and DR-GEE2, assuming outcomes are rMAR.
∗ Fitted with 50 parallel stochastic GEE2, and averaging convergent estimates. Reported are median
times among convergent estimates.
† Executed in R on a desktop with Intel(R) Core(TM) i5-4460 CPU 3.20GHz
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