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Experimental measurements of physical systems often have a limited number of independent
channels, causing essential dynamical variables to remain unobserved. However, many popular
methods for unsupervised inference of latent dynamics from experimental data implicitly assume
that the measurements have higher intrinsic dimensionality than the underlying system—making
coordinate identification a dimensionality reduction problem. Here, we study the opposite limit,
in which hidden governing coordinates must be inferred from only a low-dimensional time series
of measurements. Inspired by classical techniques for studying the strange attractors of chaotic
systems, we introduce a general embedding technique for time series, consisting of an autoencoder
trained with a novel latent-space loss function. We show that our technique reconstructs the strange
attractors of synthetic and real-world systems better than existing techniques, and that it creates
consistent, predictive representations of even stochastic systems. We conclude by using our technique
to discover dynamical attractors in diverse systems such as patient electrocardiograms, household
electricity usage, and eruptions of the Old Faithful geyser—demonstrating diverse applications of
our technique for exploratory data analysis.
I. INTRODUCTION
Faced with an unfamiliar experimental system, it is
often impossible to know a priori which quantities to
measure in order to gain insight into the system’s dy-
namics. Instead, one typically must rely on whichever
measurements are readily observable or technically fea-
sible, resulting in incomplete measurements that fail to
fully describe a system’s important properties. These
hidden variables seemingly preclude model building, yet
history provides many compelling counterexamples of
mechanistic insight emerging from simple measurements—
from Shaw’s inference of the strange attractor driving
an irregularly-dripping faucet, to Winfree’s discovery of
toroidal geometry in the Drosophila developmental clock
[1, 2].
Here, we consider this problem in the context of re-
cent advances in unsupervised learning, which recently
has been applied to the broad problem of discovering dy-
namical models directly from experimental data. Given
high-dimensional observations of an experimental system,
various algorithms can be used to extract latent coor-
dinates that are either time-evolved through empirical
operators or fit directly to differential equations [3–9].
This process represents an empirical analogue of the tra-
ditional model-building approach of physics, in which
approximate mean-field or coarse-grained dynamical vari-
ables are inferred from first principles, and then used as
independent coordinates in a reduced-order model [10].
However, many such techniques implicitly assume that the
degrees of freedom in the raw data span the system’s full
dynamics, making dynamical inference a dimensionality
reduction problem.
Here, we study the inverse problem: given a single, time-
resolved measurement of a complex dynamical system, is
∗ wgilpin@fas.harvard.edu
it possible to reconstruct the higher-dimensional process
driving the dynamics? This process, known as state space
reconstruction, is the focus of many classical results in non-
linear dynamics theory, which has demonstrated various
heuristics for reconstructing effective coordinates from the
time history of the system [11, 12]. Such techniques have
broad application throughout the natural sciences, partic-
ularly in areas in which simultaneous multidimensional
measurements are difficult to obtain—such as ecology,
physiology, and climate science [13, 14]. However, these
embedding techniques are strongly sensitive to hyperpa-
rameter choice, system dimensionality, non-stationarity,
and experimental measurement error—therefore requiring
extensive tuning and in-sample cross-validation before
they can be applied to a new dataset [15]. Addition-
ally, current methods cannot consistently infer the un-
derlying dimensionality as the original system—making
them prone to redundancy and overfitting [16]. Several
of these shortcomings may be addressable by revisiting
these classical techniques with contemporary methods,
thus motivating our study.
Here, we introduce a general method for reconstructing
the d-dimensional attractor of an unknown dynamical sys-
tem, given only a univariate measurement time series. We
introduce a custom loss function and regularizer, the false-
nearest-neighbor loss, that allows recurrent autoencoder
networks to successfully reconstruct unseen dynamical
variables from time series. We embed a variety of dynam-
ical systems, and we formalize several existing and novel
metrics for comparing an inferred attractor to a system’s
original attractor—and we demonstrate that our method
outperforms baseline state space reconstruction methods.
We test the consistency of our technique on stochastic
dynamical systems, and find that it generates robust em-
beddings that can effectively forecast the dynamics at long
time horizons, in contrast with previous methods. We
conclude by performing exploratory analysis of datasets
that have previously been hypothesized to occupy strange
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Figure 1. Overview of problem and approach. A univariate time series y1(t) is observed from a multivariate attractor
Y = [y1(t) y2(t) y3(t)]. This signal is converted into a time-lagged Hankel matrix X, which is used to train an autoencoder with
the false-nearest-neighbor loss LFNN. The latent variables reconstruct the original coordinates.
attractors, and discover underlying attractors in systems
spanning earth science, neuroscience, and physiology.
II. BACKGROUND AND DEFINITIONS
Suppose that a d-dimensional dynamical system y˙ =
f(y, t) occupies an attractor A. The time-evolving state
variable y may be represented abstractly by compo-
sition with a flow operator, y(t) = F ◦ y(t0). At
any given instant in time, a measurement x(t) corre-
sponds to composition with the operator, M, such that
x(t) =M◦ y(t) =M◦ (F ◦ y(t0)), where dm ≡ dimxt.
We define the data matrix X = [x>1 x
>
2 · · · x>N ]> as a col-
lection of N evenly-spaced measurements with timestep
∆t. Many standard unsupervised embedding techniques
for dynamical systems, such as proper orthogonal de-
composition or dynamic mode decomposition, implicitly
require that dm is sufficiently large that the measure-
ment operator’s basis spans that of the original system,
span(M) ≥ span(F) [5, 17]. This condition makes it
possible to infer A with sufficient measurements.
Here, we consider the case where high-dimensional
time-resolved measurements are unavailable, span(M) <
span(F), making it more challenging to infer the under-
lying dynamics. A common example is the univariate
case dm = 1, such that X = [x1 x2 · · · xN ]>. A stan-
dard solution in time series analysis is to augment the
dimensionality of the measurements via the method of
lags, in which the T previous measurements are appended
to each timestep, producing a multidimensional surrogate
measurement xi = [xi−T xi−T+1 · · · xi]>. In principle,
T should be large enough that x (and potentially y) un-
dergoes sufficient variation to provide information about
the dynamics of each component yj of the underlying
system. After augmenting dimensionality with lags, the
measurement matrix X ∈ RT×N has Hankel structure
along its diagonals, and here it will serve as the input for
an unsupervised learning problem:
We seek a parametric similarity transformation yˆ =
gθ(x) such that Yˆ ∼ Y , where Yˆ , Y ∈ RN×L. Y =
[y>1 y
>
2 · · · y>N ]> refers to the point cloud correspond-
ing to a finite-duration sample from the true attractor
A, and the point cloud Yˆ = [yˆ>1 yˆ
>
2 · · · yˆ>N ]> refers to
the embedding coordinates generated from x at the same
timepoints. We seek similarity Yˆ ∼ Y , rather than Yˆ = Y
or even Yˆ ∼= Yˆ , because a univariate measurement series
cannot contain information about the relative symmetry,
chirality, or scaling of the different coordinates compris-
ing y. This can be understood by considering the case
where the measurementM corresponds to a projection of
the dynamics onto a single axis, a process that discards
information about the relative ordering of the original
coordinates.
For general dynamical systems, the embedding function
g satisfies several properties. While dimg = L, because
the embedding coordinates may be linearly dependent, the
dimension of the embedded attractor dE satisfies dE ≤ L.
Additionally, for chaotic systems the original attractor
A may be a manifold with fractal dimension dF ≤ d,
which can be estimated from Y using box-counting or
related methods. Under weak assumptions on f and M,
the Whitney embedding theorem states that any such
attractor A can be continuously and invertibly mapped
to a dE-dimensional embedding E as long as dE > 2dF .
This condition ensures that structural properties of the
attractor relevant to the dynamics of the system (and
thus to prediction and characterization) will be retained
in the embedded attractor as long as dE is sufficiently
large.
However, while the Whitney embedding theorem af-
firms the feasibility of reconstructing A from a low-
dimensional measurement, it does not prescribe a spe-
cific method for finding g from an arbitrary time se-
ries. In practice g is commonly constructed using the
method of delays, in which the embedded coordinates
comprise a finite number of time-lagged coordinates,
g(xi) = [xi−dEτ xi−(dE−1)τ · · · xi]>. This technique
3is motivated by Takens’ theorem, a corollary of the Whit-
ney theorem that states that Yˆ will be diffeomorphic to
Y for any choice of lag time τ [18]. However, the various
properties of Yˆ strongly vary with the choice of lag time
τ [12]. Additional theoretical and empirical studies with
lagged coordinates suggest that, for many measurements
M, it may be possible to construct embeddings Yˆ that
are not only diffeomorphic, but also isometric in the sense
of preserving local neighborhoods around points on an
attractor [19, 20]—a property implicitly required for fore-
casting and dynamical analysis based on reconstructed
attractors [13]. This has led some authors to speculate
that certain embedding techniques satisfy the Nash em-
bedding theorem, a strengthening of the Whitney theorem
that gives conditions under which an embedding becomes
isometric for sufficiently large dE [21].
III. RELATED WORK
The method of lagged coordinates for state space recon-
struction is widely used in fields ranging from ecology, to
medicine, to meteorology [12, 13, 22]. Many contemporary
applications of the technique apply classical methods for
determining τ and dE for time-delay embeddings [11, 23],
although recent advances have reduced the sensitivity of
the resultant embeddings to hyperparameters such as the
embedding timescale [16, 24]. Other works have explored
the use of multiple time lags [25] and the selection of time
lags based on topological considerations [26]. These em-
beddings often suffer from poor generalization to unseen
data, especially in the presence of noise, and thus require
cross-validation and Bayesian model selection to ensure
the robustness of the fitted attractors [15, 27].
Several recent studies construct g(.) via singular-value
decomposition of the Hankel matrix, producing a set of
“eigen-time-delay coordinates” [28–30]. These have re-
cently been used to construct high-dimensional linear
operators that can evolve the underlying dynamics [3, 31].
Other methods of constructing g include time-delayed
independent components [32] and Laplacian eigenmaps
[33, 34]. Recent studies have sought to construct g(.)
using feedforward neural networks [35] and reservoir com-
puters [36].
Within the statistical learning literature, several tech-
niques developed for time series forecasting implicitly lift
the time series into a higher-dimensional state space [20].
This may be achieved by applying a nonlinear kernel
function prior to support vector or maximum-likelihood
regression [37, 38], which may yield interpretable em-
beddings of chaotic systems [39]. Additionally, neural
networks can be leveraged to learn arbitrary nonlinear
kernels [40]. More broadly, rather than mapping a set
of timepoints to latent variables (such as in an autoen-
coder), a set of timepoints can be mapped instead to the
parameters of a probability distribution governing the
dynamics (as in a variational autoencoder), producing a
probabilistic model of the dynamics—including Markov
models [41, 42] and Gaussian processes [43]. For the
former, existing regularizers promote low-dimensionality
by enforcing low-rank in the stochastic transition matrix
[4, 44, 45]. Several recent studies use a state space model
inferred from partially-observed time series to jointly learn
both governing coordinates and a differential equation
model [46, 47].
Here, we are interested in the related, but distinct, prob-
lem of finding governing coordinates that most closely
approximate the true dynamical attractor of the under-
lying system. Accordingly, we seek coordinates that are
informative and parsimonious, which we quantify with a
variety of similarity metrics described below. Our general
approach consists of training a stacked autoencoder on
the Hankel matrix of the system via a novel, sparsity-
promoting latent-space regularizer, which seeks dE ≈ d,
dE ≤ L.
IV. METHODS
A. Approach
We create physically-informative attractors from time
series by training an autoencoder on the Hankel measure-
ment matrix for the system: Xˆ = g′(g(X)) ≈ X, with g
applied columnwise. After training the autoencoder, an
embedding may be generated either from training data
or unseen test data using the encoder portion of the net-
work, Yˆ = g(X). To train g′ and g, we introduce a new
sparsity-promoting loss LFNN, which functions as a latent-
space regularizer, and we find similar results across several
distinct autoencoder architectures (described below). Our
approach is outlined in Figure 1.
Our loss function LFNN represents a variational formu-
lation of the false-nearest-neighbors method, a popular
heuristic for determining the appropriate embedding di-
mension dE when using the method of lags [11]. The
intuition behind the technique is that a d-dimensional
embedding with too few dimensions will have many over-
lapping points, which will undergo large separation when
the embedding is lifted to d+ 1. These points correspond
to false neighbors, which only co-localize in d dimensions
due to having overlapping projections (Figure 2). The
traditional false-nearest-neighbors technique asserts that
the true embedding dimension dE occurs when the frac-
tion of false nearest neighbors first approaches zero as d
increases.
Here, we modify the technique in order to apply it
during each step of training via gradient descent: at each
optimization step, the fraction of false neighbors is cal-
culated as a function of the number of latent variables.
Latent variables that fail to substantially decrease the
fraction of false neighbors are then de-weighted. The
regularizer LFNN accepts as input a batch of L latent ac-
tivations h ∈ RB×L and outputs a set of weights F¯ ∈ RL.
which are then used as a weighted activity regularizer
LFNN =
∑L
m=2(1− F¯m)h¯2m (see Appendix for a detailed
4calculation of F¯m)). For the embedding problem studied
here, h corresponds to the network’s current estimate
of the attractor Yˆ generated from an input comprising
B length-T rows randomly sampled from the full mea-
surement matrix X. However, we note that our activity
regularizer may be applied to any network with hidden
layers, independent of the time series embedding problem
studied here.
Altogether, the loss function for the autoencoder has
the form
L(X, Xˆ, Yˆ ) = ‖X − Xˆ‖2 + λLFNN(Yˆ )
where ‖.‖2 denotes the mean square error averaged across
the batch, and λ is a hyperparameter controlling the
relative strength of the regularizer.
Figure 2. A set of near neighbors in a two-dimensional
projection of three-dimensional point cloud (circled blue and
red points). False neighbors (red) separate when the system
is lifted to a higher dimension.
B. Experiments
Models. We illustrate the utility of the loss function
across different architectures by using two standard au-
toencoder models for all experiments: a single-layer long
short-term memory network (LSTM) and a three-layer
multilayer perceptron (MLP), each with L = 10 latent
units. These architectures were chosen because they have
a comparable number of parameters (520 and 450, re-
spectively), which is small compared to the minimum
of 5000 timepoints used for all datasets (see supplemen-
tary material for additional model details). We obtain
comparable results with both models, and we include the
MLP results in the appendices. As baseline models, we
use eigen-time-delay coordinates (ETD) [29, 31], time-
lagged independent component analysis (tICA) [32], and
unregularized replicates of the autoencoders (λ = 0).
Across all experiments, the only hyperparameters that
are tuned are the regularizer strength λ and the learn-
ing rate γ. Because blind embedding is an unsupervised
learning problem, we do not change the network archi-
tecture, optimizer, and other parameters. As a general
heuristic, we tune λ to be just small enough to avoid
dimensionality collapse in the reconstructed attractor (an
easily-recognized phenomenon discussed in the next sec-
tion), and we adjust γ only to ensure convergence within
the constant number of training epochs used for all ex-
periments. For all results, we perform 5 replicates with
random initialization.
Datasets. We study datasets corresponding to several
chaotic or quasiperiodic systems: stochastic simulations
of the three-dimensional Lorenz “butterfly” attractor, the
three-dimensional Ro¨ssler attractor, a ten-dimensional
Lotka-Volterra ecosystem, a three-dimensional quasiperi-
odic torus, and an experimental dataset corresponding to
centroid measurements of a chaotic double pendulum (an
effectively four-dimensional system over short timescales)
[48]. For all datasets, 5000 timepoints are used to con-
struct separate Hankel matrices for training and validation
of g and g′, and 5000 separate timepoints are used as
a test dataset for embedding. For exploratory analysis
of datasets with unknown governing equations, we use
datasets corresponding to: temperature measurements
of the irregularly-firing “Old Faithful” geyser; a human
electrocardiogram; hourly electricity usage measurements
for 321 households; and spiking rates for neurons in a
mouse thalamus. Dataset timescales and sampling rates
are chosen so that the dominant Fourier peaks align.
Evaluation. Because time series embedding consti-
tutes an unsupervised learning problem, for testing perfor-
mance against baselines, we train our models by choosing
a single coordinate y1(t) from a known dynamical system
y(t), which we use to construct a Hankel measurement
matrix Xtrain. We then train our autoencoder on Xtrain,
and then use it to embed the Hankel matrix of unseen data
Xtest from the same system, producing the reconstruction
Yˆtest. We then compare Yˆtest to Ytest, a sample of the full
attractor at the same timepoints. Because the number of
latent coordinates L is the same for all models, but the
tested attractors have varying underlying dimensionality
d ≤ L, when comparing Y to Yˆ we lift the dimensionality
of each timepoint in Y by appending L− d zeros.
Measures of attractor similarity. We introduce
several methods for comparing the original attractor Y
with the reconstruction Yˆ . We emphasize that this com-
parison does not occur during training (the autoencoder
only sees one coordinate); rather, we use these metrics
to assess how well our unsupervised technique can re-
construct known systems. We describe these metrics in
greater detail in the supplementary materials.
Pointwise comparison. Before comparing the point
clouds Yˆ and Y , we first align them using the Procrustes
transform, which applies translation, rotation, and re-
flection (but not shear) to Yˆ so that it closely aligns
with Y . This compensates for X (and thus Yˆ ) lacking
information about the symmetry and chirality of the full
attractor Y , and thus prevents relative orientation from
affecting distance calculations. After alignment, we calcu-
late and the pointwise Euclidean distance, and normalize
it to produce the Euclidean similarity Sproc. We obtain
5similar results if we instead use the dynamic time warp-
ing distance, a related quantity frequently used for time
series classification [20]. Together these metrics general-
ize previously-described metrics for comparing strange
attractors obtained from lagged embeddings [49].
Forecasting.We also quantify the ability of the recon-
structed attractor Yˆ to predict future values of the original
attractor Y , a key property of state space reconstructions
used in causal inference methods [22]. We use the cross-
mapping forecasting method [50]; in this algorithm, a
simplex comprising the dE + 1 nearest neighbors of each
point on Y are chosen, and then used to predict future
values of each point on Yˆ at τ timesteps later. We use
the average accuracy of this forecast across the all points
as a measure of similarity Ssimp.
Local neighborhoods. We introduce a novel measure
of global neighbor accuracy that describes the average
number κ¯(k) of the k-nearest neighbors of each point
on Yˆ that also fall within the k-nearest-neighbors of the
corresponding point i on Y . This quantity is bounded
between κ¯(k) = k (perfect reconstruction) and κ¯(k) =
k2/N , corresponding to the hypergeometric distribution
(a random sort). Similar to an ROC-AUC, we sum this
value from k = 1 to k = N−1 and scale the resulting value
between these limits, producing a neighbor similarity Snn.
Attractor dimensionality. A key feature of our tech-
nique is its ability to determine an appropriate latent
dimensionality dE for the attractor Yˆ . We use the vari-
ance of each latent coordinate as a continuous measure of
its relative “activity” on the fitted attractor, and compare
this quantity to the true attractor to generate a continuous
measure of attractor dimension similiarity, Sdim.
Topological features. We quantify the degree to which
Yˆ retains essential structural features of Y , such as the
presence of holes, extrema, and voids (such as the double
scrolls of the Lorenz attractor). We calculate this metric
using the Wasserstein distance between the persistence
diagrams of Yˆ and Y , which quantifies the persistence of
different topological features as the cloud is coarse-grained
across increasing length scales [51]. This technique was
recently found to effectively capture global similarity be-
tween strange attractors [26, 52]. Following previous work,
we normalize the Wasserstein distance by the distance be-
tween the Y and a null attractor with no salient features,
resulting in a similarity metric Shomol.
Fractal structure. We also calculate the similarity
Scorr between the correlation fractal dimensions of Yˆ
and Y . We use the correlation dimension instead of
related physical properties (such as the Lyapunov expo-
nents or Kolmogorov-Sinai entropy) because the correla-
tion dimension can be calculated deterministically and
non-parametrically from finite point sets [53].
V. RESULTS
A. Reconstruction of known attractors
Figure 3A shows example embeddings of datasets with
known attractors using the LSTM autoencoder with
LFNN, illustrating the qualitative similarity of the learned
embeddings to the true attractors. Figure 3B shows the
results of extensive quantitative comparisons between the
embeddings and the original attractors, across a variety of
measures of attractor similarity (raw results table in Ap-
pendix). Compared to baselines, the regularized network
either matches or improves the quality of the embedding
across a variety of different metrics and datasets. Sdim
consistently improves with the regularizer, demonstrat-
ing that LFNN fulfills its primary purpose of generating
a latent space with appropriate effective dimensionality
dE . Importantly, this effect is not simply due to LFNN
indiscriminately compressing the latent space; for the
ecosystem dataset, d = L = 10 and so achieving high
Sdim requires that all latent units remain active after
training. The other metrics encompass measures of co-
homology, dynamical similarity, multivariate time series
distance, and point cloud similarity, demonstrating that
the learned embeddings improve on existing methods
across several measures.
Snn and Sproc both indicate that the regularized LSTM
consistently captures global neighborhood properties
and relative placement of points compared to the full-
dimensional attractor Y . Performance is weaker for Ssimp
and Scorr, which we hypothesize arises due to informa-
tion loss from the constraints on the latent space. We
observe that worse performance is generally obtained for
metrics that are close to one on the baselines; the primary
improvements offered by LFNN seem to arise from cap-
turing properties for which the baseline models strongly
underperform.
Importantly, we observe that the regularized autoen-
coder nearly always improves on the non-regularized
model, suggesting that the regularizer has a clear and
beneficial effect on the representations obtained by the
model. We hypothesize that the stronger test performance
of the regularized model occurs because the regularizer
compresses the model more effectively than other latent
regularization techniques such as activity regularization
(see appendix for comparison) thereby reducing overfitting
without sacrificing dynamical information. We emphasize
the consistency of our results across these datasets, which
span from low-dimensional chaos (Lorenz and Ro¨ssler at-
tractors), high-dimensional chaos (the ecosystem model),
noisy non-stationary experimental data (the double pen-
dulum experiment), and non-chaotic dynamics (the torus).
B. Forecasting noisy time series
Existing attractor reconstruction techniques are often
sensitive to noise [15, 54]. This limitation may be fun-
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Figure 3. (Top) Embeddings produced by the autoencoder with LFNN, trained on only the first coordinate of each system.
(Bottom) For each attractor, a variety of baseline models are trained, and the resulting embeddings are compared to the original
attractor via multiple similarity measures. Hue indicates mean across 5 replicates scaled by column range (1.0 is lightest yellow;
0.0 is darkest blue) and red boxes indicate the column maximum, or values falling within one standard deviation of it.
damental: Takens’ theorem and its corollaries provide
no guarantee that a small perturbation to the attrac-
tor Y will lead to a small perturbation to Yˆ . However,
recent theoretical and numerical results have sought at-
tractor reconstruction methods or measurement protocols
that remain stable against noise [13, 19, 54]. We there-
fore quantify the robustness of our technique to noise by
performing a series of simulations of the Lorenz equa-
tions that include time-dependent forcing by uncorrelated
Brownian motion. We vary the relative amplitude of
the the noise term, and then train separate models for
each amplitude. We use the same hyperparameters as
for the case without noise, as described above. Figure
4B shows the cross-mapping forecasting accuracy as a
function of forecasting horizon, τ , and the relative noise
amplitude, ξ0 ∈ [0, 1] [50]. Consistent with the results
for the attractor similarity measures, we find that the
prediction accuracy decays the slowest for the regularized
LSTM model, and that the advantage of the regularized
model is more pronounced at long forecasting horizons.
Moreover, when we train replicate networks with differ-
ent random initializations (Figure 4A), we find that the
regularized models consistently converge to similar sets
of coordinates—suggesting that our method successfully
identifies the salient signal in a noisy time series, and
finds a general solution independent of the noise or initial
weights.
C. Inferring the dimensionality of an attractor
We next investigate in detail the effect of the regularizer
strength λ on the embedding. Figure 5A shows the effect
of increasing the regularizer strength on the variance of
the activations of the L = 10 ranked latent coordinates for
embeddings of the Lorenz dataset. Identical experiments
with the MLP model are included in the appendix. As
λ increases, the distribution of activation across latent
variables develops increasing right skewness, eventually
producing a distribution of activations similar to that
of weighted principal components. Figure 5B shows the
final dimensionality error 1− Sdim for replicate networks
trained with different regularizer strengths. The plots
show that the dimensionality accuracy of the learned
representation improves as long as λ is greater than a
threshold value. However, the error begins to increase if λ
becomes too large, due to the learned attractor becoming
overly flattened, and thus further from the correct di-
mensionality. This nonlinearity implies a simple heuristic
for setting λ for an unknown dataset: keep increasing
lambda until the effective dimensionality of the latent
space rapidly decreases, and then vary it no further.
D. Exploring datasets with unknown attractors
To demonstrate the potential utility of our approach
for exploratory analysis of unknown time series, we next
embed several time series datasets for which the governing
equations are unknown, but for which low-dimensional
attractors have previously been hypothesized. Figure
6 shows embeddings of various systems using the FNN
loss with the LSTM model. For all systems, a differ-
ent training dataset is used to construct g(.) than the
testing dataset plotted. Several qualitative features of
the embedded attractors are informative. For the elec-
trocardiogram dataset, the model successfully creates a
nested loop geometry reminiscent of that described in
7Figure 4. (A) Embeddings of the stochastic Lorenz dataset with and without the false-nearest-neighbors regularizer. Replicates
correspond to different random initializations of the Brownian noise force and initial network weights, with random rotations
removed via the Procrustes transform. (B) The cross-mapping forecast accuracy as a function of noise strength ξ0 and (C) of
forecasting horizon τ for several embedding methods. For (A) τ = 20, and for (B) ξ0 = 0.5. Ranges correspond to standard
error across 5 random initializations.
Figure 5. (A) The distribution of normalized latent variances
as a function of regularizer strength from λ = 0 (blue) to
λ = 0.1 (red), with the normalized variance for the full solution
(solid black line) and for the final best-performing LSTM
(dashed black line). (B) The dimensionality error 1− Sdim as
a function of λ. Error ranges correspond to 5 replicates.
analytical models of the heart [55]. This structure arises
despite the plotted embedding corresponding to an ECG
from a different patient than the one used to train the
model. For the Old Faithful dataset, the model iden-
tifies a low-dimensional quasi-periodic attractor that is
consistent with a long-speculated hypothesis that the
geyser’s nearly-regular dynamics arise from a strange at-
tractor (spanning a small number of governing pressure
and temperature state variables) [56]. The dense regions
of the attractor correspond to eruption events—which
occur with consistent, stereotyped dynamics—while the
diffuse, fan-like region of the attractor corresponds to the
slow recovery period between firings, which has a broader
range of dynamics and timings. For the electricity usage
dataset, the embedding reveals a circular limit cycle con-
sistent with a stable daily usage cycle, in agreement with
other time-series analysis algorithms [41]. For the mouse
neuron spiking rate dataset, the model identifies a double-
limit-cycle structure, consistent with higher-dimensional
measurements that suggest that the neuronal dynamics
lie on an intrinsic attractor manifold [57].
VI. DISCUSSION
We have introduced a method for reconstructing the
attractor of a dynamical system, even when only low-
dimensional time series measurements of the system are
available. By comparing our technique to existing meth-
ods across a variety of complex time series, we have shown
that our approach constructs informative, topologically-
accurate embeddings that match the intrinsic dimension-
ality of the original system. Because our technique has
essentially one governing hyperparameter, the regular-
izer strength λ, it may easily be applied to unknown
time series, which we have demonstrated using a vari-
ety of datasets from areas spanning from physiology to
neuroscience. Our technique readily generalizes to multi-
dimensional time series, and in future work we hope to
further draw upon classical results in the theory of chaotic
systems in order to more directly relate quantitative prop-
erties of the learned attractors—such as the Lyapunov
exponents and fractal dimension—to statistical features
of the underlying time series. More broadly, we hope that
our approach can inform efforts to learn differential equa-
tion models that describe latent dynamics [3, 58], which
have recently been shown to exhibit a tunable tradeoff
between accuracy and parsimony [59]—an effect that may
be mitigated by more constrained latent representations.
8Electrocardiogram Old Faithful eruptions Neural spikingElectricity usage
Figure 6. Embeddings of an electrocardiogram (160 heartbeats), temperature measurements of the erupting “Old Faithful”
geyser in Yellowstone National Park (200 eruptions), average electricity usage by 321 households (200 days), and spiking activity
of a single neuron in a mouse thalamus. Datasets are sampled to have matching characteristic timescales, and then partitioned
into 10000 timepoints each for fitting and embedding.
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I. CALCULATION OF THE
FALSE-NEAREST-NEIGHBOR REGULARIZER
Let h ∈ RB×L denote activations of a latent layer with
L units, generated when the network is given an input
batch of size B. For the embedding problem studied here,
h corresponds to a partial embedding ∼ Yˆ generated
from an input comprising B length-T rows randomly
sampled from the full Hankel measurement matrix X.
However, here we use general notation to emphasize that
this regularizer can be applied to hidden layers in an
arbitrary network.
We define the dimension-indexed, pairwise Euclidean
distance D ∈ RB×B×L among all points in the batch,
D2abm =
m∑
i=1
(hai − hbi)2.
This tensor describes the Euclidean distance between
samples a and b when only the first m latent dimensions
are considered. Calculation of this quantity therefore
breaks ordering invariance among the latent dimensions.
We now define two related quantities: D˜abm ∈ RB×B×L
corresponds to Dabm sorted columnwise, while D˜
′
abm ∈
RB×B×(L−1) contains each column of Dabm ordered by
the sort order of the previous column. We calculate
these quantities first by calculating the index tensor g ∈
RB×B×L, where each column ga,:,m contains the indices
of all members of the batch sorted in ascending order
of their relative distance from a when only the first m
dimensions are considered. We then use g to define
D˜abm =
B∑
β=1
δβ,gabmDaβm, D˜
′
abm =
B∑
β=1
δβ,gab,m−1Daβm.
These quantities allow computation of the normalized
change in distance to a given neighbor as m increases,
labelled by its relative distance, Sabm = (D˜
′2
abm −
D˜2abm)/D˜
2
abm, where m ≥ 2.
A false neighbor is an m− 1 dimensional near-neighbor
that undergoes a jump greater than Rtol when lifted to m
dimensions. We therefore define a binary tensor describing
whether each point a undergoes a jump of this magnitude
in its mth dimension,
Rabm =
{
1 Sabm ≥ Rtol
0 Sabm < Rtol
.
The threshold Rtol can be chosen arbitrarily; in practice
we find that it has little effect on our results, and so we
set it to a constant value Rtol = 10 (a standard value) for
all experiments [11].
In regions of the attractor where the dynamics proceeds
relatively quickly, the uniformly-spaced time series com-
prising Yˆ undersamples the attractor. This can lead to
points undergoing large shifts in position relative to the
scale of the attractor as m increases, leading to an addi-
tional criterion for whether a given point is considered
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a false neighbor. We define the characteristic size of the
attractor in the first m latent coordinates,
R2m =
1
mB
B∑
b=1
m∑
i=1
(hbi − h¯i)2,
where h¯i = (1/B)
∑B
b=1 hbi. This quantity defines a sec-
ond criterion,
Aakm =
{
1 D˜abm ≥ AtolRm
0 D˜abm < AtolRm .
The behavior of the regularizer does not strongly vary
with Atol, as long as this hyperparameter is set to a
sufficiently large value. We therefore set Atol = 2.0, a
standard value in the literature, and keep it constant for
all experiments.
We define the elementwise false neighbor matrix as
satisfying either or both these criteria,
Fabm = Θ(Rabm +Aabm)
where Θ denotes the left-continuous Heaviside step func-
tion, Θ(x) = 1, x > 0, Θ(x) = 0, x ≤ 0. We next contract
dimensionality by averaging this quantity Fabm across
both the batch and the set of K nearest neighbors to a,
F¯m =
1
KB
K∑
k=1
B∑
b=1
Fkbm.
The hyperparameter K determines how many neighbors
are considered close enough to be informative about the
topology of the attractor. Because varying this hyper-
parameter has a similar effect to changing B, we set
K = max(1, d0.01Be) and otherwise leave this parame-
ter constant; as with the original false-nearest-neighbors
method, our approach performs well even when K = 1
[11]. Having obtained the dimension-wise fractional false
neighbor count F¯m, we now calculate the false neighbor
loss,
LFNN =
L∑
m=2
(1− F¯m)h¯2m.
where F¯m, h¯m and thus LFNN implicitly depend on the
batch activations h. Overall, LFNN has the form of an
activity regularizer acting on the latent coordinates. The
overall loss function for the autoencoder is therefore
L(X, Xˆ, Yˆ ) = ‖X − Xˆ‖2 + λLFNN(Yˆ )
where ‖.‖2 denotes the mean square error averaged across
the batch, and λ is a hyperparameter controlling the
relative strength of the regularizer.
II. DESCRIPTION OF REFERENCE DATASETS
Lorenz attractor. The Lorenz equations are given
by
x˙ = σ(y − x) (A1)
y˙ = x(ρ− z)− y (A2)
z˙ = xy − βz (A3)
We use parameter values σ = 10, ρ = 28, β = 2.667. The
system is simulated for 500 timesteps, with a stepsize ∆t =
0.004. The system is then downsampled by a factor of 10.
We fit the model using x(t), which we divide into separate
train, validation, and test datasets corresponding to the
first, second, and last 5000 timepoints from a 125000 step
trajectory. For stochastic simulations of this system, an
uncorrelated white noise term ξ(t), 〈ξ(t)ξ(t′)〉 = ξ20δ(t−t′)
is appended to each dynamical variable, the integration
timestep is decreased to ∆t = 0.0004, and the integration
output is downsampled by a factor of 100.
Ro¨ssler attractor. The Ro¨ssler attractor is given by
x˙ = −y − z (A4)
y˙ = x+ ay (A5)
z˙ = b+ z(x− c) (A6)
We use parameter values a = 0.2, b = 0.2, c = 5.7, which
produces a chaotic attractor with the shape of a Mo¨bius
strip. The system is simulated for 2500 timesteps, with
a stepsize ∆t = 0.125. The system is then downsampled
by a factor of 10. We fit the model using x(t), which we
divide into separate train, validation, and test datasets
corresponding to the first, second, and last 5000 time-
points.
Ecological resource competition model. We use
a standard resource competition model, a variant of the
Lotka-Volterra model that is commonly used to describe
scenarios in which n distinct species compete for a pool of
k distinct nutrients. We let Ni(t) denote the abundance
of species i, and Rj(t) denote the availability of resource
j.
N˙i = Ni
(
µi(R1, ..., Rk)−mi
)
(A7)
R˙j = D(Sj −Rj)−
n∑
i=1
cji µi(R1, ..., Rk)Ni (A8)
where the species-specific growth rate is given by
µi(R1, ..., Rk) = min
(
riR1
K1i +R1
, ...,
riRk
Kki +Rk
)
.
This model is strongly chaotic for a range of parameter
values, and it was recently used to argue that chaotic
dynamics may account for the surprising stability in long-
term population abundances of competing phytoplankton
species in the ocean [60]. We use parameter values from
this study, which corresponds to n = 5 species and k = 5
resources. The full parameter values are: D = 0.25,
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ri = r = 1, mi = m = 0.25, S = [6, 10, 14, 4, 9], K =
0.39 0.34 0.3 0.24 0.23
0.22 0.39 0.34 0.3 0.27
0.27 0.22 0.39 0.34 0.3
0.3 0.24 0.22 0.39 0.34
0.34 0.3 0.22 0.2 0.39
 ,
c =

0.04 0.04 0.07 0.04 0.04
0.08 0.08 0.08 0.1 0.08
0.1 0.1 0.1 0.1 0.14
0.05 0.03 0.03 0.03 0.03
0.07 0.09 0.07 0.07 0.07
 .
We simulate this system for 200000 units of time, with
timestep ∆t = 0.1. We discard the first 100000 timepoints
to eliminate any transients, and then downsample the
time series by a factor of 10. We fit the model using R1(t),
which we divide into separate train, validation, and test
datasets corresponding to the first, second, and last 5000
timepoints.
Three-dimensional torus. We parametrize a torus
as a continuous-time, quasiperiodic dynamical system
x˙ = −an sin(nt)cos(t)− (r + a cos(nt)) sin(t) (A9)
y˙ = −an sin(nt) sin(t) + (r + a cos(nt)) cos(t)(A10)
z˙ = an cos(nt) (A11)
where we use the parameters r = 1 (the outer radius),
a = 1/2 (the cross-sectional radius), n = 15.3 (the winding
number). Because n is not an integer, trajectories of this
system are non-recurring and quasiperiodic. The system
is simulated for 2000 timesteps, with a stepsize ∆t = 0.02.
The time series is then downsampled by a factor of 8. We
fit the model using x(t), which we divide into separate
train, validation, and test datasets corresponding to the
first, second, and last 5000 timepoints.
Double pendulum experimental dataset. We use
an existing experimental dataset comprising a 400 fps
video of a double pendulum experiment, recorded on a
high-speed Phantom Miro EX2 camera [48]. The video
was segmented by the original authors, and the centroid
positions were recorded for the pivot attachment to the
wall, the joint between the first and second pendula, and
the tip of the second pendulum. We convert this dataset
into new time series corresponding to the angles that
the first and second pendulum make with the vertical
direction, (θ1, θ2). These time series are then numer-
ically differentiated, in order to produce a time series
of the angular velocities (θ˙1, θ˙2). For an ideal double
pendulum, the four coordinates (θ˙1, θ˙2, θ1, θ2) canonically
parametrize the Hamiltonian of the system, and so these
four coordinates are used as the definition of the attractor.
However, we note that, for the experimental dataset, the
time-averaged kinetic energy T ∝ θ˙12 + θ˙22 gradually
decreases throughout the course of the experiment. This
additional coordinate was not included in the reference
description of the attractor, due to its slow dynamics
and non-stationarity, and so it constitutes an external,
non-autonomous source of variation for which the model
must account.
We downsample the raw time series by a factor of 3
and us θ˙1(t) as the input to the model. For training
and validation, we use the first and second sequences of
5000 timepoints from the first experimental dataset. For
testing, we use the first 5000 timepoints from the second
experimental dataset.
III. DESCRIPTION OF EXPLORATORY
DATASETS
Electrocardiogram. We use recordings from the Phy-
sioNet QT database, which comprises fifteen-minute, two-
lead ECG recordings from multiple individuals [61, 62].
Measurements are spaced 0.004 seconds apart. To remove
high-frequency components, datasets were smoothed with
a third-order Savitzky-Golay filter with a window size of
15 timepoints. The datasets are then downsampled by
a factor of 10. For the analysis presented here, we use
10000 datapoints (post-subsampling) from the dataset
sel102.dat as training data, and for testing data we use
10000 datapoints from the dataset sel103.dat (which
corresponds to a different patient).
Electricity usage. We use a dataset from the UCI
machine learning database [41, 63], comprising residen-
tial power consumption by 321 Portuguese households
between 2012 and 2014. Raw data is measured in units
of kilowatts times the fifteen minute sampling increment.
We create a consolidated dataset by taking the mean of all
residences at each timepoint, adjusting the sample size as
necessary at each timepoint to account for missing values
for some households. We use the first, second, and last
10000 timepoints training, validation, and testing data.
Geyser temperature measurements. We use tem-
perature recordings from the GeyserTimes database
(https://geysertimes.org/), which consist of tempera-
ture readings from the main runoff pool of the Old Faithful
geyser, located in Yellowstone National Park. Tempera-
ture measurements start on April 13, 2015 and occur in
one-minute increments. The dataset was detrended by
subtracting out a version of the data smoothed with a
moving average over a one-day window, which effectively
removes gradual effects like seasonal variation from the
attractor. For the analysis presented in the main text,
we use the first, second, and last 10000 datapoints from
the Old Faithful dataset as training, validation, and test
datasets, respectively, corresponding to ≈ 400 eruptions
of the geyser.
Neural spiking. We use a dataset from a recent
study characterizing the intrinsic attractor manifold of
neuronal firings of freely-moving mice [57]. The raw
spike count data is available from the CRCNS database
(http://crcns.org/data-sets/thalamus/th-1), and
we process this data using the authors’ included code
and instructions, in order to generate time series corre-
sponding to spiking rates for single neurons. We use the
first, second, and last 10000 timepoints training, valida-
tion, and testing data.
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IV. MODELS
We apply eigen-time-delay (ETD) embedding as in
previous studies [31], using principal component anal-
ysis as implemented in scikit-learn [64]. We apply
time-structure independent component analysis (tICA)
as implemented in the MSMBuilder software suite [65].
For numerical integration of chaotic systems, we use the
LSODA method as implemented in scipy [66].
Autoencoders are implemented using TensorFlow [67].
The single-layer LSTM autoencoder has architecture:
[Input-GN-LSTM(10)-BN]-[GN-LSTM(10)-BN-ELU-
Output]. The three-layer multilayer perceptron has
architecture: [Input-GN-FC(10)-BN-ELU-FC(10)-
BN-ELU-FC(10)-BN]–[GN-FC(10)-BN-ELU-FC(10)-
BN-ELU-FC(10)-BN-ELU-Output]. ELU denotes an
exponential linear unit with default scale parameter 1.0,
BN denotes a BatchNorm layer, GN denotes a Gaussian
noise regularization layer (active only during training)
with default standard deviation 0.5, and FC denotes a
fully-connected layer. 10 hidden units are used in all
cells, including for the latent space L = 10, and network
architecture or structural hyperparameters are kept the
same across experiments. For both architectures, no
activation is applied to the layer just before the latent
layer, because the shape of the activation function is
observed to constrain the range of values in latent space,
consistent with prior studies [9].
V. EXTENDED DESCRIPTION OF
SIMILARITY METRICS
Evaluation metrics. We introduce several methods
for comparing the original system Y with its reconstruc-
tion Yˆ . We emphasize that this comparison does not
occur during training (the autoencoder only sees one co-
ordinate); rather, we use these metrics to assess how well
our models can reconstruct known systems.
1. Dimension accuracy. A basic, informative prop-
erty of a dynamical system y˙(t) is its dimensionality,
d = dim(y), the minimum number of distinct variables
necessary to fully specify the dynamics. Embeddings
with dE < d discard essential information by collapsing
independent coordinates, while embeddings with dE > d
contain redundancy. We thus introduce a measure of
embedding parsimony based on the effective number of
latent coordinates present in the learned embedding.
We equate the activity of a given latent dimension
with its dimension-wise variance Var(yˆ), calculated across
the ensemble of model inputs {xi}N1 . We compare the
distribution of activity in the reconstruction Yˆ to the
original attractor Y , padding the dimensionality of the
original attractor with zeros as needed:
Sdim = 1− ||SORT(Var(y))− SORT(Var(yˆ))||||Var(y)|| . (A12)
This quantity is maximized when the number of active
latent dimensions, and their relative activity, matches that
found in the original attractor. We further discuss this
score, and general properties of the embedding dimension
dE , in the next section.
2. Procrustes distance. Because a univariate measure-
ment cannot contain information about the symmetry
group or chirality of the full attractor, when comput-
ing pointwise similarity between the true and embedded
attractors, we first align the two datasets using the Pro-
crustes transform,
P = arg min
P˜
‖P˜ Yˆ − Y ‖F s.t. P˜>P˜ = I,
where I is the identity matrix. This transformation lin-
early registers the embedded attractor to the original
attractor via translation, rotation, reflection, but not
shear. For example, after this transformation, mirror
images of a spiral would become congruent, whereas a
sphere and ellipsoid would not. After calculating this
transform, we compute the standard Euclidean distance,
which we normalize to produce a similarity metric,
Sproc = 1− ||PYˆ − Y ||||Y − Y¯ ||
where the mean square error ||.||2 is averaged across the
batch, and Y¯k =
∑N
b=1 Ykb. This metric corresponds to a
weighted variant of a classical attractor similarity measure
[49]. In addition to the mean-squared error, we also
calculate several other distance measures between PYˆ and
Y , such as the dynamic time warping distance, the Frechet
distance SFrech, and the undirected Hausdorff distance.
Due to space constraints, we only include these metrics
in the supplementary material; however, the results were
largely the same as those for the Sproc.
3. Persistent Homology. The persistence diagram for a
point cloud measures the appearance or disappearance of
essential topological features as a function of length scale.
A length scale  is fixed, and then all points are replaced
by -radius balls, the union of which defines a surface.
Key topological features (e.g., holes, voids, and extrema)
are then measured, the parameter  is increased, and the
process is repeated. This process produces a birth-death
diagram for topological features parametrized by different
length scales. We refer to a recent review [51] for further
details of the technique. Here, we build upon recent
results showing that the Wasserstein distance between
two persistence diagrams can be used as a measure of
topological similarity between the attractors [26, 52]. We
express this quantity as a normalized similarity measure
Shomol(PY ,PYˆ ) = 1−
db(PY ,PYˆ )
db(PY , 0)
where PY ,PYˆ denote the persistence diagrams associated
with the point clouds Y and Yˆ , and the denominator
denotes distance to a “null” diagram with no salient
topological features. Two attractors will have a high
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Wasserstein similarity if they share essential topological
features (such as holes, voids, and extrema). We compute
birth-death persistence diagrams using the Ripser soft-
ware package [68], and we compute Wasserstein distances
between diagrams using the persim software package.
4. Local neighbor accuracy. We seek to quantify
whether points on Yˆ are embedded in the same neigh-
borhood as they are on Y , using simplex cross-mapping
[22, 50]. We summarize this technique here: We pick a
single datapoint yˆi from the attractor Yˆ , and then find
the set {j}k1 comprising its k nearest neighbors. Following
standard practice, we use the minimum number of neigh-
bors to form a bounding simplex, k = dE + 1 [50]. We
then select the corresponding {j}k1 points from the attrac-
tor Y , producing the set {yj}k1 . The centroid of {yj}k1 is
used to generate an estimate y˜j for the position of point
yj . The procedure is repeated for all values of i, and the
difference between y˜j and yj averaged across all points
is used as the distance measure between Yˆ and Y . In
order to generate a time-delayed prediction, a factor τ is
added to the indices of all points in {j}k1 . We convert this
distance into a similarity metric Ssimp by normalizing by
the dimensionwise-summed variance of the positions of all
points in Y , and then subtracting the resulting quantity
from one [6]. Generally Ssimp decreases smoothly with τ ,
and so we report results for several values of τ .
5. Global neighbor coverage. For the ith point of the
N embedded points in Yˆ , we define κi(k) as the number
k nearest neighbors that correspond to true neighbors
in the original dataset Y . For example, if the indices of
the three closest neighbors to point 1 in Y are 11, 14, 29
in order of relative distance, whereas its three closest
neighbors are 11, 29, 15 in Yˆ , then κ1(1) = 1, κ1(2) =
1, κ1(3) = 2. We average this quantity across all points
in Yˆ , κ¯(k) =
∑B
b=1 κb(k). We note that, for a random
shuffling of neighbors, κ(k) is given by the hypergeometric
distribution describing a random sample of k objects from
a collection of N distinct objects without replacement,
κ(k) ∼ f(N,N, k), κ¯(k) = k2/N ; in contrast, a set of
perfectly matching neighbors will exhibit κ¯(k) = k. We
use these bounds to define the neighbor similarity as the
area under the curve between the observed κ¯(k) and the
random case, normalized by the best-case-scenario
Snn = 1
N
N−1∑
k=1
κ¯(k)− k2/N
k − k2/N
Similar to an ROC AUC, this metric depends on the
fraction of correct neighbors within the closest k neighbors,
as the parameter k is swept. We illustrate calculation of
this quantity diagrammatically in Figure S1.
6. Fractal dimension. As an example of a physically-
informative quantity that can be computed for an attrac-
tor, but not a raw time series, we compare the correlation
dimension (a type of fractal dimension) of the original at-
tractor cY and its reconstruction cYˆ using the symmetric
mean absolute percent error
Scorr(cY , cYˆ ) = 1−
∣∣cY − cYˆ ∣∣
|cY | −
∣∣cYˆ ∣∣ .
We use the correlation dimension instead of related
physical properties (such as the Lyapunov exponent, or
Kolmogorov-Sinai entropy) because, unlike other proper-
ties, the correlation dimension can be robustly measured
in a parameter-free manner, without random subsampling
of points [53].
Figure S1. Calculation of the nearest-neighbor coverage
metric, Snn. (Left) the number of matching k nearest neighbors
as a function of k for two identical point clouds, an empirical
reconstruction of a point cloud, and a cloud of random points
(for which the fraction of matching nearest neighbors is given
by the hypergeometric distribution). (Right) the cumulative
sum of the quantities on the left, scaled to lie in the interval
between the two values.
VI. ADDITIONAL EXPERIMENTS
A. Application to time series clustering
Outside of physics, a significant application of attractor
reconstruction lies in improving the representation and
featurization of time series datasets [20, 41, 42]. We apply
our technique to four time series classification tasks from
different application domains: (1) a synthetic dataset
consisting of the x coordinate of simulations of the Lorenz
equations with different initial conditions, labelled by the
exact values of the parameters defining the equations, (2)
the first principle component of the body shape of crawl-
ing C. elegans worms, labelled by the genetic mutant; (3)
electrocardiogram recordings of patients undergoing either
standing, walking, or jumping; (4) electroencephalogram
measurements of patients imagining one of two possible
movements [62, 69, 70]. We do not tune hyperparameters,
and instead use the same default hyperparameters used
to train the Lorenz attractor in the previous experiments.
We use a 1-nearest-neighbor classifier with dynamic time
warping (a standard baseline for time series classification)
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[71], and summarize our results in Table S1. Across a
variety of data sources and numbers of classes, classi-
fiers using attractors obtained from our method achieve
higher balanced accuracy than classifiers trained on the
bare time series, or that use alternative embedding tech-
niques. We obtain these results with no hyperparameter
tuning, demonstrating that our method can generically
extract meaningful features at each point in a time series—
suggesting potential application of our approach as an
initial featurization stage for general time series analysis
techniques.
Table S1. The balanced classification accuracy for different
time series. The number of classes in each dataset is indicated
in parentheses.
Dataset Raw tICA ETD LSTM LSTM-fnn
Lorenz (8) 0.18 0.22 0.18 0.21 0.23
Worm (5) 0.52 0.45 0.39 0.60 0.61
ECG (3) 0.40 0.20 0.47 0.40 0.47
EEG(3) 0.46 0.43 0.43 0.44 0.51
B. Consistency and Repeatability
We evaluate the repeatability and consistency of the
learned representations by training an ensemble of models
on the Lorenz dataset. All hyperparameters are held con-
stant, and the only difference across replicates is the ran-
dom weight initialization. As a baseline, we also trained
a set of models with no false-neighbors regularization.
Example embeddings of the test data for models with and
without regularization are shown in Figure S2. Before
plotting, the Procrustes transform was used to remove
random rotations.
The figure demonstrates the regularizer produces sig-
nificantly more consistent embeddings across replications,
implying that the regularizer successfully constrains the
space of latent representations. We quantify this effect
by computing the pairwise topological similarity Shomol
among all replicates (Table S2), and we observe that the
median topological similarity is larger for the regularized
models.
Table S2. The median and standard error of the median across
20 replicate models.
LSTM LSTM-fnn
〈Shomol〉 0.09± 0.05 0.21± 0.07
Figure S2. An ensemble of reconstructed attractors for the
Lorenz dataset, generated by models with different initial ran-
dom weight initializations but identical hyperparameters. Up-
per portion of the plot shows models with no regularizer, and
lower portion shows models with the false-nearest-neighbors
regularizer. Before plotting, attractors were aligned using the
Procrustes transform in order to remove random rotations.
C. Effect of regularizer on alternate models
We repeat the experiment (described in the main text)
in which the regularizer strength λ is varied, and show sim-
ilar results for both the LSTM and the MLP autoencoders
in Figure S4.
D. Comparison to vanilla activity regularization
We also compare the false-neighbor regularizer to a
standard L1 activity regularizer (across a variety of differ-
ent regularizer strengths), and find that the false-neighbor
regularizer shows improvement across the different metrics
used in the main text.
VII. ALL ATTRACTOR COMPARISON
RESULTS
Table S3 shows the full results of attractor comparison
experiments with all datasets, models, and metrics.
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Table S3. Results for five datasets with known attractors. Errors correspond to standard errors over 5 replicates with random
initial weights.
Metric ICA tICA ETD MLP LSTM MLP-fnn LSTM-fnn
Lorenz
Ssimp 0.42 0.74 0.82 0.79± 0.03 0.82± 0.02 0.81± 0.03 0.93± 0.02
Scorr 0.992 0.985 0.978 0.91± 0.01 0.87± 0.02 0.953± 0.009 0.98± 0.02
Shomol 0.049 0.123 0.668 0.01± 0.01 0.04± 0.03 0.47± 0.05 0.3± 0.1
Sproc -0.015 0.037 0.212 0.09± 0.05 0.20± 0.03 0.23± 0.08 0.37± 0.02
Sdtw 0.237 0.21 0.27 0.25± 0.04 0.31± 0.03 0.39± 0.09 0.47± 0.03
Snn 0.277 0.296 0.384 0.25± 0.06 0.25± 0.06 0.40± 0.02 0.40± 0.02
Sdim 0.171 0.394 0.628 -0.4± 0.1 -0.06± 0.08 0.88± 0.02 0.66± 0.01
Double Pendulum
Ssimp -0.24 -0.06 0.30 0.35± 0.03 0.36± 0.02 0.39± 0.02 0.41± 0.01
Scorr 0.985 0.861 0.822 0.96± 0.01 0.966± 0.006 0.951± 0.003 0.986± 0.008
Shomol 0.191 0.202 0.176 0.18± 0.03 0.19± 0.02 0.26± 0.03 0.25± 0.02
Sproc 0.002 0.001 0.003 0.013± 0.004 0.008± 0.005 0.013± 0.003 0.016± 0.006
Sdtw 0.026 0.069 0.108 0.11± 0.02 0.11± 0.01 0.136± 0.009 0.132± 0.008
Snn 0.019 0.031 0.055 0.041± 0.003 0.042± 0.002 0.05± 0.001 0.060± 0.001
Sdim -1.772 -1.914 0.927 -0.6± 0.2 -0.8± 0.3 0.801± 0.006 0.97± 0.01
Ecosystem
Ssimp 0.527 0.532 0.525 0.89± 0.02 0.92± 0.03 0.95± 0.02 0.93± 0.03
Scorr 0.856 0.890 0.820 0.876± 0.004 0.877± 0.004 0.904± 0.009 0.888± 0.003
Shomol 0.185 0.066 0.256 0.17± 0.03 0.09± 0.04 0.36± 0.03 0.33± 0.03
Sproc 0.055 0.024 0.025 -0.01± 0.03 -0.1± 0.05 0.04± 0.03 0.08± 0.05
Sdtw 0.111 0.115 0.051 0.11± 0.02 0.05± 0.03 0.12± 0.02 0.15± 0.03
Snn 0.133 0.133 0.146 0.304± 0.005 0.304± 0.004 0.30± 0.03 0.313± 0.005
Sdim -0.882 0.60 0.664 0.38± 0.08 0.51± 0.05 0.90± 0.02 0.92± 0.02
Torus
Ssimp 0.984 0.996 0.994 0.998± 0.001 0.999± 0.001 0.999± 0.001 0.998± 0.002
Scorr 0.994 0.952 0.993 0.982± 0.006 0.87± 0.03 0.994± 0.004 0.99± 0.01
Shomol 0.001 -1.442 -0.827 -0.6± 0.06 -0.4± 0.2 -0.3± 0.2 0.33± 0.09
Sproc 0.157 -0.102 -0.008 0.1± 0.1 -0.07± 0.08 0.4± 0.1 0.4± 0.1
Sdtw 0.403 0.292 0.586 0.24± 0.07 0.19± 0.07 0.60± 0.08 0.50± 0.09
Snn 0.269 0.194 0.444 0.28± 0.03 0.28± 0.01 0.42± 0.01 0.45± 0.02
Sdim -0.619 -0.652 0.722 0.1± 0.1 -0.3± 0.3 0.96± 0.04 0.71± 0.01
Ro¨ssler
Ssimp 0.988 0.997 0.997 0.999± 0.001 0.997± 0.001 0.999± 0.001 0.999± 0.001
Scorr 0.771 0.994 0.999 0.94± 0.02 0.87± 0.03 0.985± 0.003 0.997± 0.003
Shomol 0.001 0.06 0.501 0.08± 0.04 0.08± 0.07 0.27± 0.04 0.55± 0.07
Sproc 0.123 -0.002 0.027 0.01± 0.09 0.33± 0.04 0.3± 0.1 0.25± 0.06
Sdtw 0.351 0.547 0.527 0.23± 0.07 0.43± 0.05 0.52± 0.09 0.62± 0.05
Snn 0.332 0.742 0.762 0.43± 0.03 0.42± 0.03 0.64± 0.01 0.75± 0.06
Sdim -0.48 0.423 0.727 0.64± 0.04 0.5± 0.1 0.694± 0.05 0.753± 0.08
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Figure S3. (A) The distribution of normalized latent variances
as a function of regularizer strength from λ = 0 (blue) to
λ = 0.1 (red), with the normalized variance for the full solution
(solid black line) and for the final best-performing model
(dashed black line). (B) The dimensionality error 1− Sdim as
a function of λ. Error ranges correspond to 5 replicates.
Figure S4. Reconstruction accuracies for an LSTM model on
the Lorenz dataset, using the false-nearest-neighbors regular-
izer (red) and a standard L1 activity regularizer (blue) on the
latent units. While the regularizer strength is varied, all other
hyperparameters are held constant at the values used in other
experiments.
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