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We study phase separation in a dilute two-component Fermi system with attractive interactions
as a function of the coupling strength and the polarization or number density asymmetry between
the two components. In weak and strong couplings with a finite number density asymmetry, phase
separation is energetically more favorable. A heterogeneous phase containing a symmetric super-
fluid component and an asymmetric normal phase has lower energy than a homogeneous normal
phase. We show that for a small number density asymmetry, taking into consideration the leading
order corrections at order kF a of the interaction parameter, phase separation is stable against the
normal phase in the whole BCS range. We investigate the consequences of the consideration of the
leading order kFa corrections to the thermodynamic potentials of the normal and BCS phase on the
Chandrasekhar-Clogston limit. We have also investigated the stability of a Bose-Fermi mixture in
the far-BEC limit. We find that the molecular BEC is locally stable against an external magnetic
field h, provided |h| is smaller than the pairing gap ∆gap.
I. INTRODUCTION
It is well known that attractive interactions among
fermions at sufficiently low temperature destabilize the
Fermi surface. This instability, which is successfully ex-
plained by the Bardeen-Cooper-Schrieffer (BCS) theory
of superconductivity, is characterized by pairing between
spin-up and spin-down particles with opposite momenta
near their common Fermi surface and results in the ap-
pearance of superfluid properties by the system. Besides,
there is also the emergence of an energy gap in the exci-
tation spectrum. Recent experiments on cold fermionic
atoms, demonstrating an enormous ability to tune sev-
eral physical parameters in a broad range, such as tem-
perature, number density of different species (spin-up
≡↑ and spin-down ≡↓) and atom-atom interaction [1–
5], have motivated a great theoretical interest in fermion
superfluids [5–8].
The pairing in spin-polarized systems, where there is
a mismatch in the two-species Fermi surfaces, raises the
possibility of unconventional and even exotic phases since
this unfavorable situation precludes the system to have
a standard BCS ground state. Several candidates have
been proposed as, for example, a gapless superfluid [9–
13]; phase separation (PS) between the BCS and normal
components [14, 15]; a “magnetized” paired superfluid
(SFM) [16], and the elusive Larkin, Ovchinnikov, Ferrel
and Fulde (LOFF) phase, in which pairing may occur
with a spatially varying superfluid order parameter [18,
19].
It has been shown that in weak-coupling an asym-
metry between the density of the two spin-species re-
sults in phase separation both in three [14, 15] and
in two-dimensions [17]: a mixed (heterogeneous) phase,
composed by a superfluid paired core surrounded by
a shell of expelled normal unpaired fermions. Never-
theless, experiments on trapped population imbalanced
Fermi gases are mostly focused on the unitary regime
−1 < 1/kFa < 1. Indeed, experiments in the strongly in-
teracting regime have observed phase separation by two
independent groups [20], and [21, 22]. Then, the theo-
retical investigation of PS in strong coupling is not only
of academic interest. Our main concern here is the ex-
ploration of phase separation in a spin-polarized system
beyond mean-field. To this aim, we take into account the
leading order kFa corrections to both normal and BCS
free-energies and as a consequence, all relevant quantities
of interest carry this dependency. We show that PS is
stable against the normal phase in the whole BCS range
−∞ < 1/kF |a| < 0. We have calculated the magnetiza-
tion of a partially polarized normal Fermi gas and also
in the normal region of the PS state. We also employ a
phenomenological approach to describe the observed [23]
superfluid-normal transition of a phase-separated Fermi
gas at unitarity in terms of the number imbalance δn.
We also verified the consequences on the
Chandrasekhar-Clogston limit after the considera-
tion of the leading order kF a corrections to the grand
potentials of the normal and BCS phase. We find
analytical expressions for the ratio of the critical chem-
ical potential imbalance and the pairing gap, and the
critical polarization to leading order in the interaction
parameter kF a, showing a clear improvement of standard
mean-field results.
For completeness, we have also investigated the stabil-
ity of a Bose-Fermi mixture in the far-BEC limit. We
find that the molecular BEC is locally stable against an
external magnetic field h, provided |h| < ∆.
The paper is organized as follows. In Sec. II we present
the model Hamiltonian describing the system of interest,
and provide some basic definitions. In this section we in-
vestigate the conditions of equilibrium between the nor-
2mal and superfluid phases, of the phase-separated state,
and find the critical chemical potential imbalance and the
critical polarization (at which superfluidity is disrupted),
both corrected with the first-order kF |a| correction. In
addition, we shall present a zero temperature phase di-
agram in the δµc/∆ − kF |a| plane. In this section, we
also investigated the stability of a Bose-Fermi mixture in
the BEC limit. In Sec. III we compare our results with
previous related work. We conclude in Sec. IV.
II. MODEL HAMILTONIAN AND METHODS
We consider a zero temperature homogeneous (i.e.,
in the absence of a trapping potential) two-component
Fermi system in three-dimensions (3d), consisting of non-
relativistic spin-up and spin-down fermions at finite po-
larization, whose Hamiltonian is given by
H =
∑
k,s=↑,↓
εska
†
k,sak,s + g
∑
k,p,q
a†k+q↑a
†
p−q↓ak↑ap↓, (1)
where g is an effective four-fermion contact interaction
whose strength at low energy is completely controlled
by the two-body scattering length a, εsk =
h¯2k2
2m − µs is
the single-particle dispersion relation for spin species s
and momentum k, m is the fermion mass, and a†k,s, ak,s
are the creation and annihilation operators for the spin-
↑ particles (and the same for the spin-↓ particles). To
represent an attractive s-wave interaction between the
spin-↑ and spin-↓ atoms we take g < 0. From now on we
set h¯ = 1.
For the two component system, the spin-up and spin-
down chemical potentials may be written as µ↑ = µ+ δµ
and µ↓ = µ − δµ, respectively, where δµ = µ↑−µ↓2 ≡ h
plays the role of an effective external (Zeeman) magnetic
field. The density n = n↑ + n↓ determines µ and the
polarization density δn = n↑ − n↓ determines δµ. In
trapped atom experiments this (imbalanced) regime is
reached by calibrating the population of the spin-up and
spin-down species.
There is a solid amount of material describing the
crossover from the BCS regime of long-range Cooper
pairs to the BEC regime of tightly bound molecules, both
theoretical and experimental. See, for instance, refer-
ences [5, 8]. We shall focus on the phase separation in
the BCS regime and on the Bose-Fermi mixture in the
BEC regime.
A. Results for the BCS side
The “BCS limit” on the BCS regime a < 0, and µ > 0,
corresponds to kF |a| ≪ 1. In previous works it was not
considered the inclusion of the leading order kFa correc-
tions to the thermodynamic potential [14, 15]. Consid-
ering these corrections [28, 30], the (mean-field) grand-
canonical thermodynamic potential or free energy of the
normal and BCS states are given, respectively, by
ΩNormal(µ↓, µ↑) = −
k5F↑
30π2m
− k
5
F↓
30π2m
(2)
− a
9π3m
k3F↑k
3
F↓,
ΩBCS(µ¯) = − k
5
F
15π2m
− mkF
4π2
∆2 − a
9π3m
k6F, (3)
where kF↑↓ =
√
2mµ↑↓, and the zero temperature gap ∆
in the weak-coupling limit, ∆/µ¯≪ 1, is given by
∆(kFa) ≈ 4µ¯e−2−
pi
2kF |a| , (4)
with µ¯ ≡ µ↑ + µ↓, and kF ≡ √mµ¯ =
√
2mµ. Notice in
Eq. (2) the presence of a term proportional to the s-wave
scattering length a. The interaction-dependent (Hartree)
term is the first beyond mean-field contribution to the
mean-field equation of state of the normal phase. As
remarked in Ref. [25], in order to describe reliably the
phase separated state it is crucial to take into account
the interaction effects in the normal phase [26, 27]. The
normal energy contribution to the BCS phase in Eq. (3)
also received a first beyond mean-field correction propor-
tional to kF a.
The number densities in the normal and BCS phase are
given, respectively, by n↑↓ = −∂ΩNormal∂µ↑↓ and n = −∂Ω
BCS
∂µ ,
yielding
n↑ =
k3F↑
6π2
+
a
3π3
k3F↓kF↑, (5)
n↓ =
k3F↓
6π2
+
a
3π3
k3F↑kF↓, (6)
and
n =
k3F
6π2
+
ak4F
3π3
+
m2∆2
8π2kF
(
5 +
π
kF |a|
)
. (7)
From equations (5) to (7) it is clear that the chemical
potentials in the normal and BCS phases also receive
corrections at order kF a.
The magnetizations (in the individual and indepen-
dent phases) are given by δnBCS = −∂ΩBCS∂δµ , and δn =
−∂ΩNormal∂δµ , which give
δnBCS = 0, (8)
as expected, and
δn =
1
6π2
[
k3F↑
(
1 +
2kF↓|a|
π
)
− k3F↓
(
1 +
2kF↑|a|
π
)]
.(9)
3From the above equation, we can obtain a simple ex-
pression for the magnetization of the normal phase for
the case of small δµ/µ. Expanding Eq. (9) in powers of
δµ/µ, we find
δn =
k3F
6π2
δµ
µ
[
3 +
4kF |a|
π
]
. (10)
The facts that the BCS phase is unpolarized and the
normal phase is always (partially) polarized for any finite
chemical potential asymmetry δµ are well known. What
is new here is the kF |a| correction to the magnetization
of the normal phase.
The spin susceptibility χN , is defined as
χN =
∂δn
∂δµ
=
k3F
3π2
1
µ
[
1 +
2kF |a|
π
]
. (11)
Thus, we can write the magnetization as
δn = χ0Nδµ
[
1 +
2kF |a|
π
]
, (12)
where χ0N ≡ k
3
F
3π2
1
µ is the standard (without the leading-
order kF |a| correction) susceptibility of the normal phase.
We want to investigate now the cases of fixed particle
numbers of the different species since this is the pertinent
situation to cold atoms experiments. The (Helmholtz)
energy of the normal and superfluid phases are expressed
as
ENormal = ΩNormal + µ↑n↑ + µ↓n↓ ≡ EN (13)
=
k5F↑
20π2m
+
k5F↓
20π2m
+
a
3π3m
k3F↑k
3
F↓,
EBCS = ΩBCS + µ↑n↑ + µ↓n↓ = ΩBCS + µn (14)
=
k5F
10π2m
+
2ak6F
9π3m
+
m∆2kF
8π2
(
3 +
π
kF |a|
)
,
where we have used that in the BCS phase n↑ = n↓ = n
and µ↑ + µ↓ = µ.
Writing the chemical potentials as a function of the
respective number densities, and inserting in the above
equations, we obtain the normal and BCS energies as a
function of the densities in both phases as
EN(n↑, n↓) =
(6π2n↑)
5
3
20π2m
+
(6π2n↓)
5
3
20π2m
+
12πan↑n↓
m
,(15)
EBCS(n) =
(6π2n)
5
3
10π2m
(
1 +
10|a|(6π2n) 13
3π
)
(16)
− 2|a|(6π
2n)2
9π3m
− m∆
2(6π2n)
1
3
4π2
(
1− 14|a|(6π
2n)
1
3
3π
)
.
We notice that if we write the concentration of the
minority spin-↓ atoms as the ratio of the densities y =
n↓/n↑, the expression of the partially polarized normal
gas in Eq. (15) can be expressed as
EN(y) = E↑
[
1 +Ay + y5/3
]
, (17)
where E↑ ≡ (6π
2n↑)
5
3
20π2m is the ideal gas Fermi energy,
and A ≡ 20kF↑a3π , in which the term Ay represents the
“binding” energy of the ↓ atoms to the Fermi gas of ↑
atoms [29]. For y = 0 the partially polarized normal
gas reduces to the fully polarized normal one, EN(y =
0) = E↑. The other extreme is reached when y = 1,
that corresponds to an unpolarized normal phase, which
is unstable against the superfluid phase (a < 0), giving
EN(y = 1) = E↑ [2 + A].
1. Phase separation
A remarkable feature of Ref. [22] is the observation
of phase separation between the normal and superfluid
phases in experiments with imbalanced trapped fermionic
atoms. We would like to emphasize that as we mentioned
before, in this work we address only the situation of a ho-
mogeneous configuration i.e., an infinite system without
an external trapping potential.
In the phase separation state, n↑ and n↓ particles are
accommodated in a volume V of a “box” in such a way
that in a fraction x of this volume the particles are “free”
having densities n˜↑ and n˜↓, and in the rest of the volume
there is pairing formation between the spin-↑ and spin-↓
species with number densities nBCS↑ = n
BCS
↓ = n [14, 15].
Then, the number densities in each component of the
mixed or heterogeneous phase read
n↑ = xn˜↑ + (1− x)n, (18)
n↓ = xn˜↓ + (1− x)n,
with 0 ≤ x ≤ 1. The preferable phase separated state for
given n↑ and n↓ particle densities is the one which has
the lowest energy
EPS(n↑, n↓) =Minx,n
{
xEN(n˜↑, n˜↓) + (1− x)EBCS(n)
}
,
(19)
where EN, the energy of the normal (unpaired) particles,
is given by
EN(n˜a, n˜b) =
(6π2)
5
3
20π2m
(
n↑ − (1− x)n
x
) 5
3
(20)
+
(6π2)
5
3
20π2m
(
n↓ − (1− x)n
x
) 5
3
+
12πa
m
(
n↑ − (1 − x)n
x
)(
n↓ − (1− x)n
x
)
,
4and EBCS(n) is given by Eq. (16). At x = 0 in Eqs. (18)
and (19), respectively, the whole system is a conventional
BCS superfluid, with n↑ = n↓ = n, and at x = 1 the
entire system is in the normal phase with n↑ = n˜↑ and
n↓ = n˜↓.
In Eq. (20) we neglected the surface energy [31, 32]
at the interface between the BCS and normal phases,
since this term is negligible in the thermodynamic limit
considered here. The surface energy contribution may be
important in describing experiments on highly elongated
traps, which provide some evidence for the breakdown of
the local density approximation [31, 33].
In order to obtain an analytic expression for
EPS(n↑, n↓), we consider that n↑ = n↓ + δn, where the
“magnetization” δn is assumed to be small, i.e., δn≪ n↓.
Besides, we set the density of the superfluid component
of the PS as n = n↓. This immediately gives for the den-
sities which enter Eq. (20), n˜↓ = n↓, and n˜↑ = n↓ + δnx .
Then, after expanding Eq. (20) up to second order in
δn/n↓, the expression for EN(n˜a, n˜b) turns out to be
EN(n˜a, n˜b) =
(6π2n↓)
5
3
10π2m
[
1 +
5
6
δn
n↓x
+
5
18
(
δn
n↓x
)2]
+
12πan2↓
m
[
1 +
δn
n↓x
]
. (21)
After inserting Eqs. (21) and (16) in Eq. (19), the min-
imization of EPS(n↑, n↓) with respect to x gives
xmin =

 (6π2n↓) 5336π2m
F (kF↓|a|) +G(∆(kF↓|a|))


1
2
δn
n↓
, (22)
where F (kF↓|a|) ≡ − |a|9π3m (6π2n↓)2 −
12π|a|n2↓
m = −
4|a|(6π2n↓)2
9π3m , and G(∆(kF↓|a|)) ≡
m
4π2∆(kF↓|a|)2(6π2n↓)
1
3
(
1− 14|a|(6π2n↓)
1
3
3π
)
. In Fig. 1
we show xmin versus δ ≡ δn/n↓ for several values of
(6π2n↓)
1
3 |a|/π. The upper (solid) curve is without the
kF |a| corrections. The next three curves (long dashed,
dashed and dotted), are for (6π2n↓)
1
3 |a|/π = 0.4, 0.6,
and 0.8, respectively. These results show that for a
same given imbalance δn/n↓ the greater the value of
(6π2n↓)
1
3 |a|/π the smaller the volume fraction xmin
occupied by the normal phase.
Finally, we can write EPS in terms of xmin as
EPSxmin(n↑, n↓) =
(6π2n↓)
5
3
10π2m
[
1 +
5
6
δn
n↓
+
10
36
(
δn
n↓
)2]
+
12πan2↓
m
[
1 +
δn
n↓
]
(23)
− (1− xmin)2 [F (kF↓|a|) +G(∆(kF↓|a|))] .
FIG. 1: (Color online). The volume fraction xmin of the
normal phase in the PS as a function of δ = δn/n↓ for various
values of kF |a|/pi. The top curve is the weak-coupling result.
The other ones, from top to bottom, are for (6pi2n↓)
1
3 |a|/pi =
0.4, 0.6, and 0.8.
We can also find the energy difference between the PS
and the normal phase, ∆E ≡ EPSxmin−EN, which is given
by
∆E = − 1
x2min
(1− xmin)2 (6π
2n↓)
5
3
36π2m
(
δn
n↓
)2
(24)
= −(1− xmin)2 [F (kF↓|a|) +G(∆(kF↓|a|))] .
In the equation above we have made use of Eq. (22). This
last form tells us that we can analyze this result in two
different ways. The first one is that of fixed n↓ and |a| so
that we can define a non-dimensional energy difference
as
∆˜E ≡ ∆E
F (kF↓|a|) +G(∆(kF↓|a|)) (25)
= −(1− xmin)2 < 0.
which is a function only of δn/n↓ (see Eq. (22)), the same
trend found at weak coupling [14, 15]. The second one
is that of fixed δn/n↓, which means that ∆E in Eq. (24)
do depend on kF↓|a| (i.e., (6π2n↓) 13 |a|), differently from
the weak coupling results [14, 15]. In both cases ∆E will
be < 0 while G(∆(kF↓|a|)) + F (kF↓|a|) > 0, or
m
4π2
∆(kF↓|a|)2(6π2n↓) 13
(
1− 14|a|(6π
2n↓)
1
3
3π
)
(26)
− (6π
2n↓)
5
3
π2m
4|a|(6π2n↓) 13
9π
> 0.
We have verified numerically that this condition is satis-
fied for all values of kF↓a in the BCS regime. This means
5that to first order in kF a, and small δn we are consid-
ering here, PS is stable and robust in the wide range
−∞ < 1/kF↓a < 0.
2. Chandrasekhar-Clogston limit
The presence of a spin imbalance between the spin-up
and spin-down species necessarily brings about the pres-
ence of two Fermi surfaces, which makes pairing difficult.
When the imbalance between the two Fermi surfaces is
large enough, superfluidity is broken apart and the sys-
tem undergoes a quantum first-order phase transition to-
ward the normal state. The existence of such a transition
at a critical value of the polarization was first proposed
by Clogston [34] and Chandrasekhar [35], in the context
of conventional superconductivity. This is known in the
literature as the Chandrasekhar-Clogston (CC) limit of
superfluidity.
Let us now verify how the CC limit is modified with
the consideration of the leading order kF a corrections to
the thermodynamic potentials in Eqs. (2) and (3).
To find an analytical expression for the critical
chemical potential imbalance δµ(kF a) = (µ˜↑(kFa) −
µ˜↓(kF a))/2 at which superfluidity is destroyed is a rather
involved problem. The interaction dependent chemi-
cal potentials are given as µ↑↓(kF a) ≡ µ˜↑↓ = µ↑↓ +
2a
3πmµ
3/2
↓↑ [30]. As a first approximation, to take into
account both h and kFa, we assume µ˜↑↓ = µ↑↓(h) −
2a
3πmµ
3/2
↓↑ (h), such that
µ˜↑↓ = µ[1± h/µ(1 + 2kFa/π)− 4kFa/3π]. (27)
In order to obtain closed functions for the the N and
BCS pressures as a function of these “renormalized”
chemical potentials, we expand µ˜↑↓ in ΩN and ΩBCS up
to order kFa and (h/µ)
2.
Thus, the Gibbs conditions of equilibrium between the
normal and the superfluid phase, −ΩN = −ΩBCS, and
µBCS ≡ µ˜ = (µ˜↑+ µ˜↓)/2 = µ(1− 4kF a/3π) [14, 15], give
P0
{
2− 20kFa
3π
+
15
4
(
h
µ
)2(
1 +
4kFa
π
)
+
10kFa
3π
[
1− 3
2
(
h
µ
)2]}
= P0
(
1− 10kFa
3π
)[
2 +
10kFa
3π
+
30
16
∆2
µ˜2
]
,
where P0 ≡ (2mµ)5/2/30π2m, whose solution (neglecting
the term of order (kF a)
2) is
δµc
∆
=
1√
2
√
1 + 8kF |a|3π√
1 + 4kF |a|3π
, (28)
where again, δµ = h = (µ↑ − µ↓)/2. Eq. (28) allows
us to construct the phase diagram of the 3d imbalanced
Fermi gas. We show in Fig. 2 the behavior of the ratio
δµc/∆, corrected with the first-order kF |a| correction, as
a function of kF |a|. The resulting curve agrees with pre-
vious investigation [30], which showed for the first time
an increase in δµc/∆ with increasing kF |a|.
FIG. 2: (Color online). The zero temperature phase diagram
of an imbalanced gas of fermionic atoms in 3d. The verti-
cal axis (with kF |a| = 0) shows that the mean-field ratio of
the critical chemical potential imbalance to the pairing gap
happens at the CC value (solid blue circle) δµc/∆ = 1/
√
2.
Taking into account the first-order kF |a| correction, the crit-
ical ratio δµc/∆ increases with kF |a|.
From Eq. (10) it is very easy to see that the number
density difference δn can be expressed as,
δn = 3n
δµ
µ
(
1 +
4kF |a|
3π
)
. (29)
This expression can be written in terms of the polariza-
tion p, defined as
p =
n↑ − n↓
n↑ + n↓
=
δn
n
. (30)
Combining equations (28), (29) and (30) yields the criti-
cal polarization pc, the value of the polarization at which
the transition normal-phase separation occurs
pc =
3√
2
(
2
e
)2
e
− pi
2kF |a| (31)
×
√
1 +
8kF |a|
3π
√
1 +
4kF |a|
3π
.
In an earlier result obtained by Pilati and Giorgini [25],
subjected to the same equilibrium conditions, it was
6found pc = 3/
√
8 (2/e)7/3 e
− pi
2kF |a| , to leading order in
pc. While pc in Eq. (31) is obviously not expected to
be valid at unitarity, it is clearly an improvement over
the mean-field result p0c , where p
0
c =
3√
2
(
2
e
)2
e
− pi
2kF |a|
is obtained from the standard CC limit δµ = ∆√
2
. No-
tice that a purely mean-field result at unitarity predicts
pc = 0.93 [36], whereas in Ref. [29] they found pc = 0.77,
and in Ref. [25] it is found pc = 0.39, both results ob-
tained by means of quantum Monte Carlo simulations.
Experiments found pc ≈ 0.75 at the Feshbach resonance,
and pc ≈ 0.52 for kFa ≈ −3.7 (at the BCS side) [22]. In
Fig. 3 we show the behavior of the critical polarization
pc for the imbalanced Fermi gas as a function of the in-
teraction parameter kF |a|. The lower (dashed) curve is
the mean-field result, while the top (doted) curve shows
the mean-field corrected to leading order in kF |a|.
FIG. 3: (Color online). The critical polarization pc for the
imbalanced Fermi gas as a function of the interaction param-
eter kF |a|. The top curve shows the mean-field corrected with
the first-order kF |a| correction, while the lower curve is the
mean-field result.
3. Magnetizations
The magnetization in the BCS and normal phases of
the PS can be obtained, respectively, as
MBCS = 0, (32)
by the construction of the PS state (see Eq. 18). Notice
that as pointed out in Ref. [23], the superfluid phase is
not polarized, whatever the chemical potential imbalance,
while in normal phase the magnetization is given by
MN ∝ n˜↑ − n˜↓ = C(n˜↑ − n˜↓) = C δn
x
, (33)
where C is proportional to the normal susceptibility. At
the minimum x = xmin, so that
MN = C
δn
xmin
= Cn↓

F (kF↓|a|) +G(∆(kF↓|a|))
(6π2n↓)
5
3
36π2m


1
2
.(34)
It is worth to notice that observations of the polar-
ization p in the superfluid phase of the unitary Fermi
gas show that it remains equal to 0 and then jump to
p ≈ 0.4 at the superfluid/normal transition (for µ1−µ2 ≈
0.4 × 2EF ) [23]. In order to describe this observed be-
havior of the polarization of a unitary Fermi gas, and
since the system is phase separated [37], we adopt a phe-
nomenological approach by imposing an ansatz for the
number densities in the PS,
n↑ = xn˜↑ + (1− x)nBCS↑ , (35)
n↓ = xn˜↓ + (1− x)nBCS↓ ,
where nBCS↑ ≡ n+ θ(δn − δnc)δn and nBCS↓ ≡ n. θ(x) is
the Heaviside step function and δnc is a critical value for
the number density asymmetry, introduced to represent
the jump in p from 0 to ≈ 0.4 at the superfluid/normal
transition in [23]. Setting n = n↓ as before, we find from
Eq. (35) n˜↓ = n↓ and n˜↑ = n↓+ δnx [1+θ(δn−δnc)(x−1)].
Thus, the magnetizations in the BCS and normal phase,
respectively, now read
MBCS = C(nBCS↑ − nBCS↓ ) = Cθ(δn− δnc)δn, (36)
and
MN = C(n˜↑ − n˜↓) = C
[
δn
x
+ θ(δn− δnc)δn(1− 1
x
)
]
,(37)
which increases linearly with δn for δn ≥ δnc, and the
same for MBCS i.e., MBCS = MN ≡ M = Cδn signal-
izing the “melting” of the PS, while for δn < δnc the
results are given by Eqs. (32) and (34). Notice from
Eq. (34) that MN(δn < δnc) within the PS is a con-
stant for a given (fixed) n↓ and kF |a|, and is ∝ 1/α,
where α is the slope of the respective curve xmin ver-
sus δn/n↓ in Fig. 1. Defining now the density in the
BCS phase which enter Eq. (16) as nBCS ≡ n
BCS
↑ +n
BCS
↓
2 ,
we find nBCS = n+ θ(δn−δnc)δn2 , and following the same
steps as before, we find
xmin =

 (1−θ(δn−δnc))(6π2n↓) 5336π2m
F˜ (kF↓|a|) + G˜(∆(kF↓|a|))


1
2
δn
n↓
, (38)
where we have defined F˜ (kF↓|a|) =
|a|(6π2n↓)2
6π3m
(
1 + 43f(θ)
)
, and G˜(∆(kF↓|a|)) =
7m
4π2∆(kF↓|a|)2(6π2n↓)
1
3
(
1− 14|a|(6π2n↓)
1
3
3π
)(
1 + f(θ)3
)
,
with f(θ) ≡ δnn↓ θ(δn − δnc). Notice that at δnc i.e., at
the superfluid-normal transition, xmin → 0 since there
is only one (a normal homogeneous) phase now.
In Fig. 4 we show the “reduced” polarizations
MBCS/N/C for the imbalanced Fermi gas in the unitary
regime as a function of the density asymmetry δn.
FIG. 4: The reduced polarization MBCS/C for δn < δnc and
M/C for δn ≥ δnc for the imbalanced Fermi gas in the unitary
regime as a function of the density asymmetry δn. The curve
shows a jump at δnc = 0.4 signalizing the first-order quantum
superfluid/normal phase transition [24], as observed in [23].
B. Results for the BEC side
On the BEC side of the resonance, a > 0, and µ < 0,
where the “BEC limit” is characterized by kFa≪ 1, the
mean-field equation of state describing a mixture of nb =
n↓ bosonic dimers and na = n↑ − n↓ unpaired fermionic
atoms [38, 39], and chapter 11 of [8], is
EBF =
binding energy of dimers︷ ︸︸ ︷
E(ǫb) +
dimer−dimer interaction︷ ︸︸ ︷
gbbn
2
b
2
+
atom−dimer interaction︷ ︸︸ ︷
gabnanb +
energy of unpaired atoms︷︸︸︷
Ea , (39)
where E(ǫb) = nbǫb, ǫb = − 1ma2 is the binding energy
of dimers, Ea =
(6π2na)
5
3
2m =
3
5naEFa, and where EFa =
k2
Fa
2m =
(6π2na)
2
3
2m is the Fermi energy of the remaining
(unpaired) atoms. Recalling the standard definitions of
the interactions in the equation above in terms of the
scattering lengths gbb =
4πabb
mb
, where mb = 2m is the
dimer mass and abb is the dimer-dimer scattering length,
which is assumed as positive, gab =
4πaab
mab
, where mab =
2mmb/(m + mb) and aab is the atom-dimer scattering
length. abb and aab are given in terms of the two-body
s-wave scattering length a as abb = 0.6a [40, 41], and
aab = 1.2a [42]. Thus, Eq. (39) can be rewritten as
EBF = (ǫb + gabna)nb +
gbbn
2
b
2
+ Ea. (40)
In order to obtain the grand potential Ω = E − µana −
µbnb, which is useful to investigate the CC limit in the
boson-Fermi mixture, we follow an interesting analysis
in chap. 11 of [8]. From the equation above we find the
chemical potentials µa and µb,
µb = −|ǫb|+ gabna + gbbnb = µ↑ + µ↓ = 2µ¯, (41)
µa = gabnb + EFa = µ↑ = µ¯+ h,
where, as usual, µ¯ ≡ (µ↑ + µ↓)/2, and h ≡ (µ↑ − µ↓)/2
is the same as defined before, and represents an effective
external Zeeman magnetic field. Then,
Ω = Ω(nb)− (|h|+ µ¯− gabnb)na + Ea. (42)
where Ω(nb) = ǫbnb +
gbbn
2
b
2 − 2µ¯nb is the pure (unpolar-
ized) superfluid potential. It is convenient to introduce
the gap ∆gap =
|ǫb|
2 +(gab− gbb2 )nb [43], which corresponds
to one-half of the energy required to break a pair [44].
After the introduction of µ¯ from Eq. (41)-a in Eq. (42),
it is straightforward to verify that
Ω ≡ Ω(na, nb)− Ω(nb) (43)
= −(|h| −∆gap)na +An
5
3
a − gab
2
n2a,
where A ≡ (6π2)
5
3
2m .
8It should be noticed that although Ω in Eq. (43) is not
the grand potential yet, it will serve our purposes. Since
in Eq. (43) and in Eq. (11.22) of [8] Ω = Ω(na, nb, µ¯, h)
and the true grand potential Ω has to be a function of µ¯
and h only. Strictly speaking one should find na and nb
as a function of µ¯ and h from Eqs. (41) and plug them in
Eq. (43). The equations to be solved for na and nb from
Eqs. (41) are
nb =
(|h|+ µ¯− EFa)
gab
, (44)
and
g2abna − gbbEFa − (2µ¯− ǫb)gab+ (µ¯+ |h|)gbb = 0, (45)
where EFa = AFan
2
3
a , with AFa ≡ (6π
2)
2
3
2m . Solving
Eq. (45) for na and inserting na in Eq. (44) one finds
nb, where now both na,b = na,b(µ¯, h), and of course, they
will also depend on gab, gbb, ǫb and A in the following way:
writing Eq. (45) as na − gbbg2
ab
EFa − (2µ¯ − ǫb) 1gab + (µ¯ +
h) gbb
g2
ab
≡ na − Bn2/3a + C = 0, where B = gbbg2
ab
AFa, and
C = (ǫb − 2µ¯) 1gab + (µ¯ + h) gbbg2
ab
, we find three solutions,
one real
na,1 = B
(
1
6
F (B,C) +
2
3
B2
F (B,C)
+
1
3
B
)2
− C, (46)
where F (B,C) =
(−108C + 8B3 + 12√−12B3C + 81C2) 13 ,
and the other two solutions, although are similar to the
one in Eq. (46), are not useful since they are complex,
and na,2 = n
∗
a,3.
In Fig. 5 we show the “grand potential” Ω =
Ω(na, nb) − Ω(nb) in Eq. (43) of a Bose-Fermi mixture
as a function of the excess (unpaired) atoms with den-
sity na, for various values of |h|−∆gap. The atom-dimer
interaction gab was taken also as positive (aab = 1.2a).
From top to bottom, the first two curves (long dashed
and dashed) are for |h| < ∆gap, the third curve (solid)
is for |h| = ∆gap, and the bottom curve (dotted) is for
|h| > ∆gap. A graphical inspection of Fig. 5 shows that
there is a second-order phase transition from the unpolar-
ized to the polarized superfluid for |h| > ∆gap. This may
be due to the mean-field approximation used to describe
the Bose-Fermi mixture in the far-BEC limit, and the
actual transition may be of first-order [8]. Nevertheless,
in any of the situations, we confirm previous findings,
chapter 11 of [8], that the molecular BEC is locally sta-
ble against an external magnetic field on condition that
|h| < ∆gap.
III. COMPARISON WITH A RELATED WORK
A similar analysis also including interactions in the
normal phase to leading order, was carried out by Carl-
FIG. 5: (Color online). The grand potential Ω = Ω(na, nb)−
Ω(nb) of a Bose-Fermi mixture as a function of the unpaired
atoms density na for several values of |h|−∆gap. From top to
bottom, the first two curves are for |h| < ∆gap, the third curve
is for |h| = ∆gap, and the bottom curve is for |h| > ∆gap.
son and Reddy in Ref. [30]. In Fig. 1 of Ref. [30] the
ratio δµ/∆ of the critical chemical potential difference
to the pairing gap is given as a function of the coupling
strength 1/kFa. In the deep BCS limit (kF |a| → 0) this
ratio gives 1/
√
2, as in Eq. (28). The results in Fig. 1
of Ref. [30] indicate that the ratio δµ/∆ increases with
increasing coupling strength (i.e., kF |a| → ∞), as we
found in Eq. (28), although our expression is not valid at
unitarity.
Regarding the result we obtained, that the unpolarized
Bose-Fermi mixture on the BEC side of the Feshbach
resonance is stable provided |h| < ∆gap, it is worth to
comment on the “apparent” disagreement between this
result and the one obtained also by Carlson and Reddy in
Ref. [30]. In Ref. [30] they found that the chemical poten-
tial difference h is much larger than the gap ∆ deep in the
BEC regime. The reason for this supposable discrepancy
lies in the different definitions of the gaps in the two cases.
In Ref. [30] the gap ∆ “is the corresponding energy in
the superfluid component of the normal-superfluid mixed
phase state”, while here ∆gap is, by definition, one-half
of the energy required to break a pair, which also takes
into account interactions between unpaired particles and
dimers, properly treated at the mean-field level [44].
As mentinoned above, in Ref. [30] it was found that in
the extreme BEC limit, h/∆ ≫ 1, where the gap ∆ in
the BEC limit is given by ∆BEC =
4πaab
mab
nb = gabnb [30].
Thus, we can rewrite ∆gap as ∆gap =
|ǫb|
2 +∆BEC− gbb2 nb.
The condition for the stability of the molecular BEC is
then |h| < |ǫb|2 +∆BEC − gbb2 nb, or |h|∆BEC < 1+
|ǫb|
2∆BEC
−
gbb
2∆BEC
nb. After substituting the values of gab, gbb, mb
andmab given below Eq. (39), we find
|h|
∆BEC
< 56+
|ǫb|
2∆BEC
or, equivalently, h∆BEC > − 56 + 12ma2 1∆BEC which goes
to 12ma2
1
∆BEC
≫ 1 in the strongly interacting molecular
9limit (a→ 0), which shows that there is no contradiction.
IV. CONCLUSIONS
In summary, we have theoretically investigated phase
separation in a two-component imbalanced Fermi gas at
zero temperature beyond mean-field. Considering a sys-
tem with n↓ and n↑ = n↓ + δn fermionic atoms, with
δn≪ n↓, and taking into account the leading order kFa
corrections we found that PS is stable against the normal
phase in the entire “BCS” range −∞ < 1/kF↓a < 0. We
have calculated the magnetization of a partially polar-
ized normal Fermi gas and in the normal region of the
PS state. For completeness, in order to describe qualita-
tively the superfluid-normal transition of an imbalanced
Fermi gas at unitarity, we have calculated the polariza-
tion of the BCS and normal phases in the PS. For a cer-
tain critical imbalance δnc there is a first-order quantum
phase transition from the superfluid to the normal phase
with the consequential melting of the PS.
We have also verified the consequences on the
Chandrasekhar-Clogston limit with the consideration of
the leading order kF a corrections to the thermodynamic
potentials of the normal and BCS phase. We find that
as a result, the ratio δµc/∆ and the critical polarization
pc received corrections which also depends on the inter-
action parameter kFa, showing a clear improvement of
previous standard MF results. We have also presented a
zero temperature phase diagram for the 3d imbalanced
Fermi gas in the δµc/∆− kF |a| plane, displaying the re-
gions of phase separation and normal phase.
Finally, now on the other side of the resonance, we
investigated the stability of a Bose-Fermi mixture in
the far-BEC limit, where the interactions can be safely
treated by the mean-field approximation. We find that
the molecular BEC is locally stable against an external
effective magnetic field h, provided |h| < ∆gap.
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