Electric Very Long Baseline Interferometry (e-VLBI) is a typical astronomical interferometry used in radio astronomy. It allows observations of an object that are made simultaneously by many radio telescopes to be combined, emulating a telescope with the size equal to the maximum separation between the telescopes. The main requirements of transporting e-VLBI data are the high and constant transmission rate. However, the traditional TCP and its variants cannot meet these requirements. In an effort to solve the problem of transporting e-VLBI data in fast long distance networks, we propose an application-based TCP (AppTCP) congestion control algorithm, using Closed-Loop Control theory to keep the stable and constant transmission rate. AppTCP can swiftly reach the required transmission rate by increasing the congestion control window, and keep the transmission rate and allows the other TCP flows to share the remaining bandwidth. We further conduct extensive experiments in both fast long distance network test-bed and actual national networks (i.e., from Beijing to Shanghai in China) and international networks (i.e., from Hongkong in China to Chicago in USA) to evaluate and verify the performance and effectiveness of AppTCP. The results show that the AppTCP can effectively utilize the link capacity and maintain the constant rate during the data transmission, and its performance significantly outperforms that of the existing TCP variants.
Introduction
The efficiency of bulk data transmission over fast long distance networks (FLDnets) is critically required for many scientific applications, e.g., e-VLBI transmissions [1] . In order to support the e-VLBI experiments conducted by global radio telescopes, high volume e-VLBI data need to be transported globally. Although we can provide a link with a high bandwidth for e-VLBI data transmission, we still encounter the short-term congestion resulted from the burst flow in the IP link which greatly degrades the performance of transporting the e-VLBI data. That is because the current version of TCP cannot meet the requirements of e-VLBI data transmission, including reaching a high transmission rate swiftly by aggressively grabbing the available bandwidth from the link, maintaining the transmission rate as long as possible, and sharing the bandwidth friendly with other flows once the required transmission rate is obtained.
A number of improved TCP variants have been proposed to increase the efficiency of TCP in FLDnets, e.g., HSTCP [2] , STCP [3] , HTCP [4] ,Westwood [5] , BIC [6] , CUBIC [7] , Yeah [8] , ACP [9] , etc. Although these TCP variants have achieved success in certain issues, there are still many challenges that cause researchers widespread concerns [10] , such as the efficiency, stability and fairness of TCP for bulk data transmission in FLDnets. To the best of the authors' knowledge, there is no effective approach proposed in the current literature to meet the data transmission requirements of e-VLBI. Although Circuit TCP [11] made a step in this field, however, it completely removes the congestion control mechanism, which makes it only suitable for dedicated optical networks.
In an effort to tackle the problems of e-VLBI data transmission in fast long distance networks, this paper presents a new application-based TCP (AppTCP) based on the Closed-Loop Control theory [12] . With the proposed protocol, the transmission can swiftly reach the required rate by increasing the congestion control window (cwnd) aggressively; in addition, it keeps the transmission rate and allows the other TCP flows to share the remaining bandwidth. We further implement AppTCP on Linux platform, and conduct extensive experiments in the both FLDnet test-bed and the actual national and international networks to verify the efficiency of the proposed AppTCP. The experimental results show that the performance of AppTCP in bulk data transmission in FLDnets significantly outperforms that of the existing TCP variants.
The remainder of the paper is organized as the follows. Section 2 describes the related work. Section 3 presents the design of AppTCP algorithm. Extensive experiments of AppTCP in the FLDnet test-bed and in actual networks are conducted in Section 4 and Section 5, respectively. Finally, Section 6 concludes this study.
Related work
To increase the transmission efficiency of the traditional TCP in FLDnets, a number of TCP variants have been proposed. The proposed protocols can be classified into the following categories according to the congestion control strategies: Lossbased Congestion Algorithm (LCA), Delay-based Congestion Algorithm (DCA) and Compound Congestion Algorithm (C-CA) which combines the LCA and DCA. LCA adopts the packet loss as the only indicator of congestion, while DCA uses the variation of Round Trip Time (RTT) to reflect the network's condition. Table 1 shows the classified description of the popular TCP variants. STCP [3] altered standard TCP's AIMD (Additive Increase Multiplicative Decrease) congestion avoidance scheme to MIMD (Multiplicative Increase Multiplicative Decrease). Specifically, STCP increases its cwnd by 0.01 times of the current size on each received ACK (acknowledgement) and decreases it to its 0.875 times upon a packet loss. In contrast, HSTCP [2] still adopts the AIMD scheme, but it polishes the increase and decrease parameters.
BIC [6] adopted a binary search growth and linear growth to adjust its cwnd. Binary search growth is similar to the classical binary search algorithm. If the distance between the current cwnd and the desired cwnd is too large, BIC adopts the linear growth strategy instead of the binary search growth. However, BIC's cwnd updating rate appears too aggressive, especially under short RTT or in low speed networks. CUBIC [7] is the revised version of BIC. It simplified the cwnd updating algorithm of BIC to increase the TCP friendliness.
Vegas [13] was a typical DCA TCP variant and its cwnd is adjusted by the RTT variation of the link. If the RTT is gradually increasing, the link is considered to be congested and the cwnd will be decreased; otherwise, the congestion is alleviated and the cwnd will be increased.
ACP [9] used the estimation of the bottleneck queue size and fairness ration to achieve high utilization and friendly share network resources.
CTCP [14] combined the loss based CAA (Congestion Avoidance Algorithm) and delay based CAA to achieve high bandwidth utilization and TCP friendliness. Delay based CAA is achieved by introducing dwnd (delay window), and then the sending window is controlled by both cwnd and dwnd. The delay-based component has a scalable window increasing rule that not only probes the link capacity, but also reacts early to avoid congestion by sensing the changes of RTT.
In [8] , the network has two status: Fast and Slow. In Fast state, the increase of cwnd is expeditious just like STCP, while in Slow state, cwnd increases moderately as Reno dose to avoid network congestion.
Although these TCP variants have achieved certain success in their respective target areas [15, 16, 17] , there is no effective approach which is proposed to meet the requirements for applications in e-VLBI environments. Therefore, in this paper we target this problem to propose an AppTCP to facilitate the data transmission for e-VLBI.
The proposed application-based TCP

Closed-Loop Control system
In this section, we first introduce the Closed-Loop Control system [12] , a popular control system theory in Mechanical Engineering which can facilitate the design of AppTCP. A typical Closed-Loop Control system can be represented by the general block diagram shown in Fig. 1 
The theory of AppTCP
A Closed-Loop Control system is able to regulate itself in the presence of disturbance or variations in its own characteristics, and thus has obvious advantage in keeping the output at a constant rate. We, therefore, apply the Closed-Loop Control system theory to the design of AppTCP as shown in Fig. 2 . In this model, tp Input (throughput input) and tp Output (throughput output) represent the required transmission rate of an application and the actual transmission rate we can obtain, respectively. AppTCP acts as both the Controller and the Process in our Closed-Loop Control system. The feedback of actual transmission rate (measured tp Output) is applied with the required transmission rate tp Input, and the difference between the tp Input and measured tp Output is applied to the AppTCP.
In responding to this difference, AppTCP acts on its congestion control algorithm, which forces tp Output to change in the direction that will reduce the difference between the tp Input and the measured tp Output. This chain of events continues until a time is reached when tp Output approximately equals tp Input.
The implementation of AppTCP
In implementation of the AppTCP, the tp Input can be obtained from the applications. To calculate the measured tp Output, we get the current RTT (RT T current) from the ACKs which are sent from the client, and the current cwnd from the AppTCP. For a cwnd number of packets are transmitted per RTT, the measured tp Outut [13] can be described as
where the MSS is the Maximum Segment Size, with the default value of 1460 byte in the standard TCP [18] . Similar to the standard TCP [18] , the Slow Start mechanism is adopted to aggressively grab the available bandwidth of the link, which means that AppTCP doubles its cwnd from the initial size within the time of RTT. In contrast, the ClosedLoop Control mechanism is introduced to keep the constant transmission rate, with which the cwnd of AppTCP is dynamically adjusted by the difference between the tp Input and the tp Output. Specifically, the cwnd will be changed with the aim of reducing the difference between the tp Input and the tp Output. The detailed congestion control algorithm of AppTCP can be given by
where the index i denotes the reception of the ith ACK and the AI cnt is the Additive Increase count which is introduced to smooth the cwnd adjusting rate [3] . The cwnd will not be adjusted until AI cnt number of ACK is received in the Closed-Loop Control phase of AppTCP. From Eq. (2), we can find that both the Slow Start and Closed-Loop Control result in a discrete exponential increase with RTT, but their bases are different. In Slow Start, the base is 2, while in Closed-Loop Control, the base is 1 ± 1 AI cnt . The reason why we use the ± symbol is that the value of (tp Output − tp Input) could be positive or negative. If the value is positive, the cwnd should be decreased, otherwise, the cwnd is increased. Consequently, the cwnd evolution in time can be given by
where t represents the elapsed time with the unit of RTT. t γ and γ are the time and the cwnd, respectively, when AppTCP exits the Slow Start phase. Thus, it is easy to get t γ = RT T log 2 γ. From Eq. (3), we can find that the larger the cwnd (the higher throughput), the greater the cwnd adjustment rate, which is helpful for AppTCP to effectively increase the cwnd in highspeed networks. The Slow Start phase ends when the cwnd is equal to cwnd base, which is the minimum cwnd (calculated using the RT T base) that the AppTCP can achieve the required transmission rate. The cwnd base can be expressed as
After that, the AppTCP enters the Closed-Loop Control phase, and the transmission rate is dynamically adjusted by the Closed-Loop Control mechanism of AppTCP. When packet loss happens, cwnd will be set to the cwnd base and then dynamically adjusted by the Closed-Loop Control mechanism.
The performance of
The operating systems of all servers are CentOS with the Linux kernel of 2.6.18, and the specifications of the servers are shown in Table 2 . Experiments are performed by sending 2 GB file from server to client. For AppTCP, as the Closed-Loop Control mechanism can restrain the throughput fluctuation, the AI cnt is set to be 10 [3] . For the following experiments, each experiment is repeated 5 times, and thus we get 5 sets of data for each experiment. The largest and the smallest value of these data are dropped and the average value of the other three is taken as the valid data. 
Required transmission rate vs. Actual throughput
Since the AppTCP is designed to meet the requirements of e-VLBI applications with the characteristics of constant transmission rate, the experiment is conducted to evaluate if AppTCP can effectively control the transmission rate. In this experiment, the RTT and bottleneck bandwidth of the link are set to be 300 ms and 622 Mbps, respectively. The required transmission rate varies from 100 Mbps to 600 Mbps to investigate if the actual throughput can be achieved precisely.
In Fig. 3 , we compare the required transmission rate and the actual throughput we get from AppTCP. It is clearly to see that the difference between the required transmission rate and the actual throughput is quite small, which indicates that AppTCP can effectively control the transmission rate of the applications. 
RTT vs. Throughput
In this experiment, we set the bottleneck bandwidth to be 622 Mbps and varies RTT from 2 ms to 512 ms to investigate the effects of different RTTs on the efficiency of AppTCP's transmission. 
Link loss vs. Throughput
In this experiment, the bottleneck and RTT are set to be 622 Mbps and 300 ms, respectively, and the packet loss probability varies from 0 to 1E-4 to investigate the efficiency of AppTCP under different link loss probabilities. Mbps. With the increase in loss probability, the performance of CUBIC and HSTCP degrades significantly, which indicates that they are sensitive to the link loss. The performance of AppTCP is undeniably affected by the increase of loss probability, but it is still higher than that of the other TCP variants regardless of the varying of the loss probability.
Friendliness evaluation
To evaluate the friendliness of AppTCP when it competes bandwidth with other TCP flows. Fig. 6 depicts the experiment where the RTT is fixed to be 300 ms and the bottleneck bandwidth is set to be 622 Mbps without any loss in the link. BIC is used as the competing flow because it is the default TCP variant in CentOS. In this section, we mainly investigate the performance of AppTCP in actual network environments. To verify its effectiveness in different scenarios, we conduct our experiments both in an international network and a national network as shown in Fig. 7 , respectively. The international network used in this section is the GLORIAD [19] link from Hong Kong to Chicago. The link bandwidth is 1 Gbps and the RTT is 139 ms (±1 ms). The national network adopted in this section is the link from Beijing to Shanghai. The link bandwidth is 1 Gbps and the RTT is 20 ms (±1 ms).
Dynamic transmission rate
One of the key contributions of AppTCP is that it can achieve high and stable transmission rate in FLDnets. In order to evaluate and verify this feature, the network testing tool Iperf [20] is adopted to measure the packet transmission rate. Each experiment runs for 60 seconds and the transmission rate is recorded every second. We compare the performance of all the TCP variants including BIC, CUBIC, HSTCP, etc. in Linux 2.6.18, and the results are shown in Fig. 8 . In the international network, the server in Chicago is installed with the AppTCP stack. It can be seen from Fig. 8(a) that the transmission rate of AppTCP quickly rockets to around 850 Mbps at the very start of the test, and keeps the rate in the remaining of the experiment. HTCP, Hybla, and Westwood also achieve stable transmission rate, but their transmission rates are only about 500 Mbps, which is much lower than that of AppTCP. For the other TCP variants, they perform much poorer than AppTCP either in reaching high transmission rate, or in the ability to keep a constant rate. Vegas and Veno are the worst cases in this international network.
In the national network, the server in Beijing is installed with the AppTCP stack. It can be seen from Fig. 8(b) that AppTCP still quickly reaches and keeps a stable transmission rate over 900 Mbps. BIC, CUBIC, HSTCP, HTCP can also reach a high transmission rate, however, they require much longer time to go up to such a transmission rate, and the stability is not as good as the AppTCP. It is remarkable that like in the international network, Vegas and Veno remain the worst cases in this national networks. Westwood also performs poorly in this environment, and its transmission rate is much lower than that in the international network. Considering that FTP is widely used in bulk data transmission, in this section, FTP is employed to transport 2 GB files from Chicago to Hong Kong and from Beijing to Shanghai, respectively, to investigate the performance of AppTCP. We select VSFTP as the FTP server because it is the default FTP server in Linux CentOS. In order to obtain the accurate results, all experiments run for five times. After removing the maximum and minimum value, the mean of the other experiments is taken as the final result, which is presented in Fig. 9 . Fig. 9 shows that the performance of AppTCP is much better than the existing TCP variants both in the international and national networks. Specifically, in the international network, AppTCP can reach around 650 Mbps in average throughput, while in the national network, its average throughput is close to 900 Mbps. Hybla and HTCP perform well in the international network, since Hybla increases the cwnd update rate in networks with larger RTTs, and HTCP is designed to increase the transmission efficiency of TCP in FLDnets. The experimental results verifies their effectiveness. While in the national network BIC and HSTCP are efficient. Vegas is the worst case in transmission efficiency both in the international and national networks.
Average throughput
Stability
The stability can be depicted by the standard deviation of the throughput of the protocols. The standard deviation of the throughput of AppTCP as well as that of the other TCP variants are presented in Fig. 10 . Fig. 10 shows that the standard deviation of the throughput of AppTCP is under 0.1 in the both international and national networks, which verifies that AppTCP's stability is the best among the evaluated TCP variants. It also can be seen from Fig.  10 that the stability of TCP variants in international networks is worse than that in the national network, which indicates that the RTT has significant effect on the TCP stability. Specifically, Hybla is the most unstable one in the international network, and its throughput standard deviation is close to 15. In the national network, Veno, STCP and Reno are also unstable in throughput.
Rate control
In addition to the advantages we mentioned above, another contribution of AppTCP is its ability to achieve the required transmission rate according to the requirements of the applications. To evaluate this feature, we vary the required transmission rate from 100 Mbps to 800 Mbps and compare the differences between the required transmission rate and the actual throughput in Fig. 11 . Fig. 11 shows that the difference between the required transmission rates and the actual rates are quite small in the both international and national networks, which indicates that the demands of data transmission rate of the applications can be effectively satisfied using AppTCP.
Conclusions
In order to reduce the jitter of TCP transmission rate and meet the demands of transporting e-VLBI data, this paper has proposed the AppTCP for FLDnets. The Closed-Loop Control theory is adopted in AppTCP to keep the stable transmission rate. To evaluate the performance of AppTCP, extensive experiments have been conducted in the both FLDnet test-bed and in the actual networks, including an international network from HongKong in China to Chicago in USA and a national network from Beijing to Shanghai in China; the performance of the AppTCP has been compared with that of many existing TCP variants. Experimental results have verified that AppTCP can keep a high and constant transmission rate based on the requirements of applications, and can effectively utilize the link capacity and obtain the desirable transmission stability. In addition, AppTCP can also achieve a high degree of friendliness when the required transmission rate is satisfied. This work has its significance for reference of investigating the performance of the TCP owing to its comprehensive comparison with many existing TCP variants in both test-bed and actual networks.
