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We present a method, based on Feynman path integrals, to describe the propagation and proper-
ties of the quantised electromagnetic field in an arbitrary, nonlinear medium. We provide a general
theory, valid for any order of optical nonlinearity, and we then specialise the the case of second or-
der nonlinear processes. In particular, we show, that second-order nonlinear processes in arbitrary
media, under the undepleted pump approximation, can be described by an effective free electro-
magnetic field, propagating in a vacuum, dressed by the medium itself. Moreover, we show,that
the probability of such processes to occur is related to the biphoton propagator, which contains
informations about the structure of the medium, its nonlinear properties, and the structure of the
pump beam.
PACS numbers: 03.70.+k, 42.50.Nn, 42.65.-k, 42.50.-p
I. INTRODUCTION
Since the early days of laser physics, nonlinear optics,
i.e., the study of the nonlinear interaction of the electro-
magnetic field with matter, has been a very successful,
and intriguing field of research. The possibility of creat-
ing electromagnetic waves oscillating at new frequencies,
with respect to the one possessed by the impinging beam,
for example, is at the basis of modern laser-based devices,
such as supercontinuum light sources [1]. The study of
nonlinear dynamics of light, moreover, contributed to
give a lot of insight in the physics of photonic crystals
[2], optical fibers [3], and discrete optical systems [4].
Nowadays, with the advent of quantum technologies,
nonlinear optics has become the vital part of any quan-
tum optics experiment, as spontaneous parametric down-
conversion (SPDC), i.e., the generation of a photon pair
from a bright laser beam [5], constitutes the primary
source of entangled photons [6]. In the last years, a signif-
icant effort has been made, to incorporate these sources
of entangled photons in integrated on-chip platform, with
the ultimate goal of realising fully integrated quantum
devices, which will, ultimately, constitute the basis for
quantum computers [7]. To this aim, integration of non-
linear effects in different nanostructures, such as quan-
tum dots [8], quantum wells [9], photonic waveguides [10–
12], plasmonic structures [13], and metamaterials, have
been thoroughly investigated. Metamaterials, in particu-
lar, have the advantage of offering a simple way to tailor
and enhance nonlinear processes [14–16]. Metamaterials,
however, are quite complex structures, and understand-
ing and controlling their nonlinear properties, is not a
simple task. A full understanding of their nonlinear prop-
erties, as well as the possibility to understand and control
their onset, however, is a key feature, towards the use of
plasmonic and metamaterial nanostructures for fully in-
tegrated quantum devices. For these reasons, having at
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disposal numerical and analytical techniques, to correctly
model the nonlinear interactions of the electromagnetic
field in such structures, is of paramount importance, as
it provides the fundamental guidelines for the design of
efficient structures and devices. The majority of theo-
retical frameworks currently available, however, has been
developed for lossless systems (such as, for example, opti-
cal waveguides), systems made of dispersionless elements
only [17–19], or complex geometries, but only interacting
with few optical modes [20–22]. An exception to this is
represented by a recent work, where a method based on
Green functions and Born approximation has been pro-
posed, to study the nonlinear wave mixing of light fields
in metal-dielectric nanostructures of arbitrary geometry
[23].
On a seemingly unrelated matter, Feynman path in-
tegrals have proven to be a very elegant, and successful
instrument, to describe very complicated systems, rang-
ing from quantum field theoretical problems, to many
body problems in condensed matter, and financial mar-
kets [24]. Firstly introduced in quantum mechanics by
Richard Feynman in his PhD thesis [25], this method
is based on the idea, that the evolution of a quantum
system can be described as a sum over all the possible
paths, that the system can take, in its evolution from
the initial to the final state of its dynamics. Despite
path integrals are especially useful in quantum field the-
ories (where they can lead to the introduction of Feyn-
man diagrams, and they represent the correct way, for
example, to solve the quantisation problems for the elec-
tromagnetic field, due to gauge freedom [26–29]), they
have been introduced into optics a number of times, as a
way to describe the properties of the electromagnetic field
in terms of coherent state representation [30], investigate
parametric amplification [31] , atom-field interactions be-
yond the rotating wave approximation [32], quantum de-
coherence and dephasing in nonlinear spectroscopy [33],
and the study retardation effects and radiative damping
[34], to name a few. Moreover, path integral methods
have been used in optics to describe beam propagation
2[35], optical fiber communications [36], nonparaxial op-
tics [37], and, to describe the propagation of the electro-
magnetic field in homogeneous [38], and inhomogeneous
[39] media. In recent years, Bechler [40] proposed a path
integral approach to describe quantum electrodynamics
in linear dispersive media. Despite the big advantage
path integrals represent, in describing very complicated
systems in an easy, and manageable way, they have not
yet been applied, to the best of our knowledge, to study
the problem of quantum electrodynamics in nonlinear ar-
bitrary media.
With this in mind, in this work we then develop a
path integral-based theory describing the interactions of
the quantised (non-relativistic) electromagnetic field in
an arbitrary, nonlinear medium. We develop a complete
theory for the quantised electromagnetic field solely, and
show, that in this regime, nonlinear effects can be de-
scribed by an effective vector quantum field, freely prop-
agating in a dressed vacuum, which accounts for the
properties of the medium, which, in our analysis, have
not been quantised. We leave the full interaction with
the quantised electromagnetic field with quantised mat-
ter (i.e., photon-polariton interactions) for future works.
Here, in fact, we focus our attention only on optical non-
linearities, with particular emphasis on second-order pro-
cesses, and, in particular, to SPDC. Our findings show,
how the cross section for second-order processes can be
expressed, within the undepleted pump approximation,
in terms of the biphoton propagator, which describes the
free propagation of signal and idler modes in the dressed
vacuum of our theory, in the presence of nonlinear inter-
actions. Finally, we will present some examples of ap-
plication of our formalism to simple examples, to show,
how our formulas reduce to well known results of nonlin-
ear optics. Moreover, we will also apply our formalism to
discuss the link between successive cascaded SPDC, and
the onset of squeezing, and we will show, how the non-
linear properties of the medium influence the squeezing
parameter.
This work is organised as follows: in Sect. II, we intro-
duce the formalism of path integrals, which constitutes
the main tool used throughout the paper, and we calcu-
late the effective action for an electromagnetic field in a
linear, arbitrary medium, in terms of the vector poten-
tial solely. The quantisation of this effective theory is
presented in Sect. III, where also a Fourier representa-
tion of the dressed photon propagator is given. In Sect.
IV, we discuss the nonlinear interaction of the effective
electromagnetic field, while its representation in terms
of Feynman diagrams, for the specific case of χ2 nonlin-
earity, is given in Sect. V. In Sect. VI, we apply our
formalism to some explicit cases, namely SPDC from a
1D medium, and the generation of squeezed light by re-
peated cascaded χ(2)-processes. Finally, a summary of
our findings is then given in Sect. VII, and Conclusions
are then drawn in Sect. VIII.
II. PATH INTEGRAL DESCRIPTION OF THE
ELECTROMAGNETIC FIELD IN ARBITRARY
MEDIA
In this section, we briefly review the basic formalism
developed in Ref. [40], to describe, using the method
of path integrals, the propagation of an electromagnetic
field in an arbitrary linear medium. The basic idea be-
hind the work of Bechler [40], is to develop an effec-
tive theory of the electromagnetic field in an arbitrary
medium from a microscopic point of view, where the
only accessible degrees of freedom are the electromag-
netic ones, and all the information about the medium and
its dynamics, can be collectively represented by an effec-
tive (i.e., mean field, macroscopic) dielectric constant.
This leads to the definition of an effective partition func-
tion, i.e.,
Zeff [E,B] =
∫
D{q}e i~S[E,B;{q}] ≡ e i~Seff [E,B], (1)
which constitutes the main quantitiy of interest of this
analysis. In the equation above, E ≡ E(x, t) (B ≡
B(x, t)) is the electric (magnetic) field, while {q} rep-
resents a collection of degrees of freedom associated with
matter only (such as, as it will be specified later, matter
polarisation and loss channels, for example). This effec-
tive partition function is obtained from the total action
of the system
S[E,B, {q}] =
∫
dt d3xL[E,B, {q}], (2)
with L being the Lagrangian density, by integrating on
all the possible configurations of the matter degrees of
freedom, collectively described by {q}. From a quantum
mechanical point of view, this corresponds in tracing out
those degrees of freedom, upon which we have either no
control, or upon which we have no interest [41]. By doing
this, in fact, one can describe the dynamics of the elec-
tromagnetic field in an arbitrary medium, as the one of a
free electromagnetic field“dressed” by the medium itself.
Thanks to the integration over the undesired degrees of
freedom (pertaining to the medium), in fact, the effect of
the medium can be treated macroscopically, by means of
an effective dielectric constant [40].
The knowledge of Zeff or, analogously, its quantum
counterpart, allows us to express any observable quan-
tity associated to the electromagnetic field in terms of
ensemble average (in a similar manner, to what it is com-
monly done in statistical mechanics [42]) with respect to
the partition function Zeff , i.e.,
〈f [E,B]〉 ∝
∫
dE dB f [E,B]Zeff [E,B], (3)
or, for the quantum case
〈Oˆ〉 ∝
∫
dE dB OˆZ[E,B]. (4)
3Notice, that in both cases, integration over the electric
and magnetic fields is understood as path integration.
It is then clear, that in order to have a viable expression
for the partition function Zeff , we need to find a suitable
expression for the action S[E,B, {q}] of the particular
system considered. This is then the aim of this section.
In particular, starting from the Huttner and Barnett ac-
tion [43], we will derive the effective action Seff [E,B],
and, thus, the classical partition function Zeff . The de-
termination of its quantum counterpart will be the sub-
ject of the next sections.
Rather than considering the problem in terms of elec-
tric and magnetic fields, as it is done in Ref. [40], how-
ever, here we will derive the effective action in terms
of the electromagnetic potentials A ≡ A(x, t), and Φ ≡
(x, t), which are related to the electric and magnetic fields
via the well known relations [44]
E = −∂A
∂t
−∇Φ, (5a)
B = ∇×A. (5b)
The main advantage of this approach is, that the effective
action, and the resulting effective partition function, will
be already in a ready-to-be-quantised form, as they will
be expressed in terms of the electromagnetic potentials.
The price, that we have to pay for using this representa-
tion, however, is given by the fact, that while the electric
and magnetic fields are manifestly gauge invariant, the
electromagnetic potentials are not, and we therefore need
to specify a gauge. This, in particular, is a necessary step
for quantisation.
Although there is a very well-known method for in-
cluding the gauge choice in the path integral quantisation
of the electromagnetic field, i.e., the so-called Faddeev-
Popov gauge quantisation [29], here we assume, for the
sake of simplicity, and because we are dealing with non-
relativistic fields, to work in a specific gauge, namely the
Weyl (temporal) gauge where Φ = 0 [45]. Although this
is a rather exotic gauge for quantum field theory, it is a
rather natural choice in this context. From the point of
view of optics, in fact, the Weyl gauge corresponds to the
situation, in which the vector potential is not transverse
anymore, i.e., ∇·A 6= 0, which is a direct consequence of
the fact, that in general, in a dielectric medium, Gauss’
law is formulated for the displacement vector D, rather
than for the electric field E. Moreover, the Weyl gauge
naturally emerges when quantising the electromagnetic
field in a dielectric medium, by using the well known
method of the noise currents [46].
With this in mind, and following Ref. [40], we model
our system using the Huttner and Barnett Lagrangian
density fucntional [43], which, as a function of the vector
potential, can be written as follows:
L[A,P,Yω] = Lem[A] + Lmat[P] + Lres[Yω]
+ Lfm[A,P] + Lmr[P,Yω], (6)
where the first three terms are, respectively, the La-
grangian density of the free electromagnetic field, the
matter polarisation field P ≡ P(x, t), and the reservoir
field Yω ≡ Yω(x, t). Their explicit expressions are re-
ported in Appendix A. The interaction of light with mat-
ter is described by the term Lfm[A,P], and it is assumed
to be in a minimal coupling form (namely, electric dipole
approximiation), i.e.,
Lfm[A,P] = g(x) A˙ ·P, (7)
where g(x) accounts for the medium geometry, and it is a
function, which is equal to the dielectric constant of the
medium in the region of space filled with the medium,
and zero elsewhere. In this model, moreover, the elec-
tromagnetic losses are modelled as a reservoir of continu-
ously distributed harmonic oscillators, each characterised
by a frequency ω, which interacts only with the matter
polarisation field via the term
Lmr[P,Yω] = −g(x)
∫ ∞
0
dω f(ω,x)P ·Yω , (8)
with f(ω,x) being the spectral coupling function between
the reservoir field, and the matter field [47].
We can use the Huttner and Barnett Lagrangian
density (6) to construct the action S[A,P,Yω] =∫
d3x dtL[A,P,Yω] of the electromagnetic field prop-
agating in an arbitrary mediuim. Then, we can use Eq.
(2) with {q} = {P,Yω} to obtain the effective action,
and the effective partition function, i.e.,
Zeff [A] =
∫
DPDYωe i~S[A,P,Yω ] = e i~Seff [A], (9)
where the integration over P and Yω is to be understood
as a path integration, and DP, and DYω are some suit-
able positive measures defined on an appropriate man-
ifold, which makes the path integration being correctly
defined [24, 48]. This, ultimately, will allow us to de-
scribe the dynamics of the electromagnetic field in such
a system, as if it would be a free field “dressed” by the
presence of the dielectric. The details about the calcula-
tion of the integrals above are sketched in Appendix B.
A more detailed discussion on the general method to ap-
proach such integrals can be found in Ref. [24], and, for
the specific problem at hand, a rather detailed discussion
is given in Appendix A of Ref. [40].
Using the results highlighted in Appendix B, the effec-
tive action for the electromagnetic field propagating in
an arbitrary medium assumes the following form
Seff [A] = Sem[A]
+
1
2
∫
dt dt′ d3x g(x)A˙(t,x)Γ(t− t′,x)A˙(t′,x), (10)
where the expression for the function Γ(t− t′,x) is given
in Appendix B. Notice, that the above expression of the
action is quadratic in the vector potentialA. In field the-
ories, quadratic actions correspond to free fields. In this
case, then, we can interpret the effective action Seff [A],
as the action describing an effective free electromagnetic
4field, dressed by the presence of the medium. The in-
formations about the medium properties are contained
in the function Γ(t − t′,x), whose Fourier transform is
closely related to the dielectric function of the medium
(see, for example, the short discussion in Appendix B, or
Ref. [40]).
III. QUANTISATION AND THE EFFECTIVE
FREE THEORY
The results obtained above, namely the effective action
Seff [A], can be used to predict the classical dynamics of
the electromagnetic field in an arbitrary medium. If one
is interested in its quantum properties, however, a fur-
ther step is needed, to quantise the theory represented
by Zeff . In quantum field theory, this is typically done
by using the Faddeev-Popov gauge quantisation method
[27, 29], which allows, once the electromagnetic field has
been represented in the form of a path integral, to au-
tomatically take into account the gauge dependence of
the 4-potential, thus allowing a correct quantisation of
the electromagnetic field. This is typically obtained by
first inserting a coupling term in the action of the electro-
magnetic field, which takes into account the interaction
of the electromagnetic field with a fictitious source cur-
rent J(t,x), i.e.,
Sq[A,J] = Seff [A] +
∫
dt d3xJ ·A (11)
and then integrate over all the possible field configura-
tions A, with a suitable measure, which accounts for
gauge freedom [27, 49]. For the case under analysis,
however, since we are dealing with non relativistic fields,
and since we have already made a choice of gauge (i.e.,
the Weyl gauge) to obtain the classical partition function
Zeff , the vector potential is already uniquely determined
by A, and path integration now gives a properly regu-
larised result [50].
The quantity of interest for our calculations is therefore
the free quantum partition function
Z0[J] =
∫
DA e i~Sq[A,J], (12)
which is used to calculate the dynamical properties of the
electromagnetic field. To compute the above integral, we
use the method highlighted in Appendix B. To do that,
we first need to write Sq[A,J] as a quadratic form of
the type (A, RˆA) + (b,A), where b = Jδ(x − x′), and
the explicit expression of the operator Rˆ is given in Ap-
pendix C. If we now define the dressed photon propagator
as D(t − t′,x − x′) ≡ Rˆ−1(t − t′,x − x′), and we solve
the above integral using Gaussian integration, we get the
following result:
Z0[J] = N0e i2~
∫
dt dt′ d3x d3x′ J(t,x)D(t−t′,x−x′)J(t′,x’),
(13)
where N0 is a suitable normalisation constant, which is
related to Z0[0]. Notice, moreover, that the dressed pho-
ton propagator D(t − t′,x − x’) is a tensor of rank two,
as it connects different components of the vector fields
J(t,x), and J(t′,x′). A closer inspection to the above
equation reveals, that the action
S0[J] =
1
2
∫
dt dt′ d3x d3x′ J(t,x)D(t−t′,x−x′)J(t′,x’),
(14)
appearing in the exponent of Eq. (13), has the typical
form of the action of a free vector field J, whose dynamics
are described by the dressed propagatorDµν(t−t′,x−x’).
Notice, moreover, that the knowledge of the quantum
partition function Z0[J] is sufficient, to derive all the dy-
namical properties of the field. In particular, for exam-
ple, the propagator can be obtained through functional
derivation of Z0[J] with respect to the fields J, i.e. [27],
Dµν(t− t′,x− x’) = i~ δZ0[J]
δJµ(t,x)δJν(t′,x′)
∣∣∣∣∣
J=0
, (15)
where δ/δJ is the functional derivative [24], defined such
that
δJµ(t,x)
δJν(τ,y)
= δµνδ(x− y)δ(t− τ). (16)
Equation (15) links the µ-component of the field at time t
and position x, with the ν-component of the field, at time
t′ and position x′, through the dressed photon propagator
Dµν(t − t′,x − x′). It is not difficult to show, that, ac-
cording to standard path integral theory [26], the dressed
photon propagator defined above can be put in relation
to the field operators as follows
Dµν(t− t′,x− x′) = i
~
〈
T
{
Aˆµ(t,x)Aˆν(t
′,x′)
}〉
, (17)
where T {.} represents the time-ordering operator, and
〈Oˆ〉 is the expectation value of the operator Oˆ [46].
From the point of view of optics, Eq. (15) tells us, how
the µ-component of the electromagnetic field influences
its ν-component, i.e., their correlation, while propagating
in the medium. Such behaviour, for example, is typical
in anisotropic crystals, where, in general, each field com-
ponent impinging on the crystal, affects the propagation
of every other one [5].
A. Fourier representation of the dressed photon
propagator
The result given by Eq. (15) is very general, and, in
principle, allows us to describe the propagation of the
electromagnetic field in an arbitrary medium, in time
domain, provided, that we know the temporal proper-
ties of the medium. In optics, however, the information
on the dielectric function of a certain medium is typi-
cally given in frequency domain, as it is easier, and more
5practical from an experimental point of view, to access
informations as a function of the frequency [44]. More-
over, most of the nonlinear optical phenomena of interest,
such as SPDC, and parametric processes, are typically
described in frequency domain [5]. For this reason, it is
useful to find a suitable representation for the dressed
photon propagator in frequency domain, rather than in
time domain. Developing a frequency-domain path inte-
gral, therefore, will allow us to directly calculate quan-
tities, such as the photon generation probability, or the
efficiency of certain nonlinear processes, in a form, that
can be directly compared with the correspondent quan-
tities available in literature.
To this aim, then, let us notice, that the dressed photon
propagator D(t− t′,x− x′) is the Green function of the
integro-differential operator Rˆ, defined in Appendix C,
i.e., [(
ε0
∂2
∂t2
− 1
µ0
∇2
)
δµα +
1
µ0
∂2
∂xµ∂xα
]
Dαν(x− x′)
+ g(x)
∫
dτ
[ ∂2
∂t2
Γ(t− τ,x)
]
Dµν(τ − t′,x− x′)
= δµνδ(x− x′), (18)
where summation over repeated indices is implicitly un-
derstood, and the shorthand x ≡ {t,x} has been used.
If we take the Fourier transform (with respect to time t)
of the above equation, call Gµν(ω,x) the Fourier trans-
form of the dressed propagator, consider only positive
frequencies (namely, we restrict our analysis to ω > 0),
and use the results of Appendix B to link the Fourier
transform of Γ(t − t′,x) to the dielectric function of the
medium ε(ω,x), we can rewrite the above equation in the
following way:
[(
− δµα∇2 + ∂
2
∂xµ∂xα
)
− ω
2
c2
ε(ω,x)δµα
]
Gαν(ω,x− x′) = µ0δµνδ(x− x′). (19)
This allows us to interpret Gµν(x) as the Green func-
tion of the Helmholtz equation for a monochromatic elec-
tromagnetic field, propagating in an arbitrary medium,
whose properties are described by the dielectric function
ε(ω,x) [46]. This result also gives us the possibility to
consider the effects and properties of the medium from
a macroscopic point of view only, through the dielectric
function ε(ω,x), which can be calculated, and experi-
mentally measured, using different techniques [51–53].
We can then rewrite Eq. (13), using the Fourier repre-
sentation Gµν(ω,x) of the photon propagator, given by
the equation above, as follows:
Z0[J] = e i2~
∫
dω d3x d3x′ Jµ(ω,x)Gµν(ω,x−x
′)Jν(ω,x
′). (20)
This is the first result of our work. The dynamics of
the electromagnetic field in an arbitrarily shaped, lin-
ear medium, can be interpreted as the ones of an effec-
tively free field, propagating in a “vacuum” dressed by
the properties of the medium, which define the photon
propagator Gµν(ω,x).
IV. INTERACTING THEORY
The partition function given in Eq. (20) fully describes
the dynamics and correlation properties of photons in
an arbitrary, linear medium. Once the dressed photon
propagator is known, in fact, the standard methods of
quantum field theory can be applied to Eq. (20) to ex-
tract any quantity of interest, such as correlations, or
absorption/emission rates [26]. However, Eq. (20) can-
not describe any nonlinear interaction of the field in the
medium. To do that, we need to introduce a proper in-
teraction Lagrangian, which correctly takes into account
for the nonlinear interaction of the electromagnetic field,
for the various relevant kinds of optical nonlinearities [5].
To implement such Lagrangian, we first recall, that
optical nonlinearities are typically quite small in magni-
tude, and can be therefore treated within the framework
of perturbation theory. This will allow us to express the
interaction Lagrangian in a suitable power series expan-
sion, which will facilitate the introduction of Feynman
diagram, and the calculation of the cross sections of the
various nonlinear processes.
Then, we can construct a suitable interaction La-
grangian, by looking at the way optical nonlinearities are
inserted in optics. In such cases, in fact, nonlinearities
enter Maxwell’s equation through the field polarisationΠ
, which is typically expressed in power series of the elec-
tric field, i.e., Π = ε0
(
χ(1)E+ χ(2)E2 + χ(3)E3 + · · · ),
where χ(n) ≡ χ(n)(ω,x) is the n-th order susceptibility
tensor, with 1 + χ(1) = ε being the dielectric function of
the medium [5]. It is not difficult to show, that this kind
6of interaction can be generated by a Lagrangian of the
form
Lint[A] =
∞∑
n=2
(iω)n+1
(n+ 1)!
χ
(n) ·An+1
= − iω
3
3!
χ(2)µνσAµAνAσ +
ω4
4!
χ(3)µνστAµAνAσAτ
+ higher orders, (21)
where summation over repeated indices has been implic-
itly understood, and {µ, ν, σ, τ} ∈ {x, y, z}. With this
result, we can write the partition function for the inter-
acting, nonlinear, theory as follows [27]
Z[J] = N e i~
∫
dω d3xLint[ 1i
δ
δJ ]Z0[J], (22)
where N is a suitable normalisation constant, and the
argument of the interaction Lagrangian appearing in the
exponent above has the meaning of replacing every entry
of the vector potential A with a functional derivative
with respect to the correspondent current component,
according to the identity [27]
〈Aµ(ω,x)〉 = 1
i
δZ0[J]
δJµ(ω,x)
∣∣∣∣∣
J=0
. (23)
Equation (22) can be then expanded perturbatively, by
assuming that the interaction Lagrangian is defined in
terms of a small parameter, which in the present case, is
the strength of the nonlinear interaction. In particular,
we have to assume, that the magnitude of each nonlinear
susceptibility tensor appearing in Eq. (21) is very small
(compared to the linear susceptibility), i.e., |χ(n)| ≪ χ(1),
∀n ≥ 2, and that the higher order nonlinearities are pro-
gressively smaller, i.e., |χ(n+1)| ≪ |χ(n)|, ∀n ≥ 2. Un-
der these assumptions, which are verified for typical non-
linear optical materials, we can expand the exponential
term appearing in Eq. (22) into a power series, to obtain
the following result
Z[J] = Z0[J] +
∞∑
k=2
Z(k)[J] + Zcross[J], (24)
where Z0[J] is the partition function of the free theory,
as given by Eq. (20), Z(k)[J] represents the correction to
the partition function due to the presence of k-th order
nonlinearity in the medium, whose explicit form is given
by
Z(k)[J] =
∞∑
n=1
ik+1
n!(k + 1)!
(
i
~
)n
×
[∫
dω d3xωk+1 χ(k) ·
(
1
i
δ
δJ
)k+1]n
Z0[J], (25)
and Zcross[J] is the cross nonlinearity term, which con-
tains informations about the interplay between the dif-
ferent orders of nonlinearities (i.e., it contains terms pro-
portional to Πkχ
(k)
χ
(k+1)
χ
(k+2) · · · ).
In practical situations, however, this term can be ne-
glected, as it is typically of higher order, with respect to
the order of the considered nonlinearity. Let us assume,
for example, to consider a medium, in which both second-
, and third-order nonlinearities are present. Typical val-
ues of the magnitudes of such nonlinearities are, respec-
tively |χ(2)| ≃ 10−12 m/V , and |χ(3)| ≃ 10−24 m2/V 2 [5].
A cross-interaction term involving both nonlinear pro-
cesses, then, will be of the order of |χ(2)|× |χ(3)| ≃ 10−36
m3/V 3, which is orders of magnitude smaller, that the
two separate processes, and can therefore be neglected.
Accounting for this approximation, we then have
Z[J] =
{
1 +
∞∑
k=2
∞∑
n=1
ik+1
n!(k + 1)!
(
i
~
)n
×
[∫
dω d3xωk+1 χ(k) ·
(
1
i
δ
δJ
)k+1]n}
Z0[J], (26)
where the index k runs through the nonlinearities, that
are present in the medium, and the index n accounts
for the various terms of the power series expansion of
the exponential term in Eq. (22). This result represents
the most general nonlinear interaction of the electromag-
netic field, with a medium containing all orders of optical
nonlinearities, each one described by its own nonlinear
susceptibility χ(n). Written in this form, moreover, the
above expression can be easily translated in the language
of Feynman diagrams.
In optics, however, typically only second- and third-
order processes are considered, as they are, wuth the
present technology, the only accessible nonlinear pro-
cesses experimentally. For this reason, then, it makes
sense to specialise this formalism, to the study of χ(2)−,
and χ(3)−processes, solely. In this work, however, we
limit our attention to χ(2)−processes, leaving the more
rich structure of χ(3)−nonlinearities to future investiga-
tions.
A. Interaction Lagrangian for second order
nonlinear processes
Second-order nonlinear processes involve the interac-
tion of three photons, often called pump, signal and idler
modes [5]. In this case, the nonlinear susceptibility is a
rank 3 tensor χσµν (ω,x), and, according to Eq. (21), the
interaction Lagrangian density describing such processes
can be written as
L(2)int[A] =
1
3!
χσµν (ω,x)A
(p)
σ A
(s)
µ A
(i)
ν , (27)
where the superscripts {p, s, i} stands for pump, signal,
and idler photon modes, respectively. Notice moreover,
that in the equation above, the nonlinear susceptibility
χσµν(ω,x) has been redefined in such a way, to include
the term −iω3 appearing in Eq. (21), for later conve-
nience.
7With the above interaction Lagrangian, it is possible
to describe all possible second-order processes, such as
second harmonic generation (SHG), sum (difference) fre-
quency generation (SFG/DFG), and (spontaneous) para-
metric down conversion (SPDC). While SHG consist in
the conversion of two degenerate signal and idler modes
into a pump one (with SPDC being, practically, its in-
verse process), SFG (DFG) describes the scattering of
a signal (idler) photon, into an idler (signal) one, medi-
ated by the presence of a pump photon [5, 6]. SPDC, in
particular, is of great importance in modern optical lab-
oratories, as it is the main mechanisms used to generate
entangled photon pairs [54] and squeezed light [6].
B. Undepleted pump approximation and the
quantum optical dressed vacuum
The interaction Lagrangian described by Eq. (27) is
exact, and correctly describes all the possible second-
order nonlinear processes. However, it implicitly as-
sumes, that all three modes involved in the process,
namely signal, idler, and pump, are quantum fields, and,
ideally, contain only few photons. In practical situations,
however, nonlinear optics experiments are typically car-
ried out by using a very intense pump, which stimulates
the onset of nonlinear processes. The reason behind this
is very simple: as nonlinear processes are very weak, high
intensities , i.e., a high number of photons, are needed,
in order to make the process probable enough to be ob-
served. Under these working condition, then, the so-
called undepleted pump approximation is used. Under
this assumption, the pump mode A
(p)
σ contains a large
number of photons, and it is often described in terms
of coherent states. The occasional conversion of energy
from the pump to the signal and idler modes (regulated
by the energy conservation constraint ωp = ωs+ωi), then,
does not affect the number of photons contained in the
pump mode (i.e., the intensity of the pump beam), which,
in first approximation, can be considered to remain con-
stant. For this reason, therefore, the pump mode is often
considered as a classical object, and it enters in the dy-
namics only parametrically, de facto contributing in the
definition of an effective nonlinear coefficient.
In our theory, we can account for this approximation,
by promoting the pump field A
(p)
σ to be a classical field,
and by introducing the effective nonlinear coupling con-
stant λµν(ωx) = χσµν(ω,x)A
(p)
σ , so that Eq. (27) can be
written as
L(2)int[A] =
1
3!
λµν(ω,x)A
(s)
µ A
(i)
ν . (28)
Notice, how applying the undepleted pump approxima-
tion to the interaction Lagrangian (27) resulted in re-
moving the pump mode from the dynamics, thus leaving
an effective two-photon interaction term, i.e., a quadratic
effective interaction Lagrangian.
Before proceeding any further, it is worth to discuss the
consequences of this result. First, notice, that quadratic
Lagrangians in quantum field theories typically describe
the dynamics of free fields. In this case, the quadratic
nature of the interaction Lagrangian comes from a form
of effective self-interaction of the field. This, ultimately,
hints at the possibility of describing the nonlinear interac-
tion of the electromagnetic field in an arbitrary medium,
in terms of the dynamics of a free, self-interacting field,
i.e., a non-abelian gauge field [55].
Second, and more relevant to the present discussion, is
the meaning of the effective coupling constant λµν (ω,x),
defined in terms of the pump field A
(p)
σ . We have seen
in the previous section, in fact, that the propagation of
an electromagnetic field in an arbitrary medium, can be
understood in terms of the partition function Z0[J], de-
scribing the dynamics of a free effective electromagnetic
field, dressed by the medium.
In other words, the vacuum state of such a free theory
automatically accounts for the presence of the medium,
as it is proven, by the fact, that the vacuum expectation
value of the two-point correlation function of such an ef-
fective electromagnetic field gives as result the dressed
photon propagator Gµν(ω,x) [see Eq. (17)]. The intro-
duction of the nonlinear interaction, and the correspon-
dent undepleted pump approximation, on the other hand,
adds another layer of structure to this vacuum, practi-
cally dressing it with the properties of the pump beam.
The true vacuum state of the effective electromagnetic
field, then, can be written as
|0〉 ≡ |{0ω}D;ωp〉, (29)
where {0ω}D is a shorthand for describing all the fre-
quency modes of the dressed electromagnetic field, and
ωp highlights the fact, that the vacuum state is dressed
by the pump mode, which, under the undepleted pump
approximation, parametrises the nonlinear interaction.
Within this framework, for exmaple, SPDC can be then
described as the spontaneous generation of a signal-idler
photon pair from the vacuum, i.e., |0〉 → |1s, 1i〉 =
|{0ω, · · · 1ωs , 1ωi, · · · 0ω, · · · };ωp〉, where 1ωs,i indicates,
that a signal (idler) photon has been generated in the
mode at frequency ωs,i, respectively, according to the
energy conservation contraint ωs + ωi = ωp.
This is the second result of our work. Within the un-
depleted pump approximation, the nonlinear dynamics
of the electromagnetic field in a χ(2)-medium, can be un-
derstood as the free dynamics of a self-interacting field,
whose vacuum has been suitably dressed, accounting for
both the properties of the medium the electromagnetic
field is propagating into, and the properties of the pump
beam, used to trigger the nonlinear processes.
8C. Partition function for second order nonlinear
phenomena in the undepleted pump approximation
We are now in the position to calculate the ex-
plicit expression of the partition function Z[J], for χ(2)-
nonlinearities in the undepleted pump approximation.
To do that, we substitute the expression of the inter-
action Lagrangian density given by Eq. (28) into the
expression of Zk[J], with k = 2, and, for the sake of sim-
plicity, we limit ourselves to consider only the first order
of the expansion of the exponential term appearing in
Eq. (22). Higher orders, in fact, can be easily derived
using the same line of reasoning presented here. With a
bit of algebra, it is not difficult to show, that Eq. (26)
can be then written as Z[J] = Z0[J] + Z1[J] + O(λ2),
where Z0[J] is given by Eq. (20), and
Z1[J] = i
3!~
∫
d4z λαβ(z)
δ2Z0[J]
δJα(z)δJβ(z)
=
{
− i
2~
∫
d4z λαβ(z)Gαβ(0)
+
(
1
2~
)2 ∫
d4x d4y d4z λαβ(z)Jµ(x)
× [Gµα(x− z)Gβν(z − y)] Jν(y)
}
Z0[J], (30)
where summation over repeated indices is implicitly un-
derstood, and the shorthands x = {ω′,x′}, y = {ω′′,x′′},
and z = {ω,x} have been used, for the sake of clarity.
Formally, the first term diverges. However, this
amounts to a loop correction of the vacuum state (in
terms of Feynman diagrams), and can be properly regu-
larised through standard renormalisation [27]. In terms
of nonlinear optics, this term corresponds to the pro-
cess of a signal-idler photon pair being created from the
“dressed” vacuum, and immediately recombine. Since
we are under the undepleted pump approximation, this
process is of no interest, since it only amounts to a local
fluctuation of the pump intensity, and we can therefore
neglect it. If we then normalise the partition function
Z[J] to the non-interacting partition function Z0[J], and
consider only the interacting part (the zero-order term
would be the identity, which corresponds to the non-
interacting case, and thus gives no information on the
interaction), we obtain the following result
Z[J]
Z0[J] =
(
1
2~
)2 ∫
d4xd4yJµ(x)X (2)µν (x− y)Jν(y),(31)
where
X (2)µν (x− y) =
∫
d4zGµα(x− z)λαβ(z)Gβν(z− y), (32)
is the two-mode (or bi-photon) propagator, which de-
scribes the dynamics of the signal and idler fields under
the effect of the nonlinear interaction.
(a)
Jµ(x)
Jν(y)
ωs
ωi
(b)
Jµ(x)
Jν(y)
ωs
ωi
(c)
Jµ(x)
Jν(x)
ωi
ωs
FIG. 1. Relevant Feynman diagrams for χ2-processes, corre-
sponding to the various terms composing Z[J]. (a) Genera-
tion of a signal (ωs)-idler (ωi) photon pair from the dressed
vacuum (SPDC). (b) Scattering of a photon from the signal
mode ωs, to the idler mode ωi (DFG). (c) Annihilation of a
signal-idler photon pair in the dressed vacuum (SFG). The
Feynman diagrams depicted in this figure, and all the other
throughout the whole manuscript, have been generated using
TikZ-Feynman [59]
This is the main result of our work. Second-order non-
linear processes in the undepleted pump approximation
are described by the quantum partition function given in
Eq. (31), which is in the form of the partition func-
tion of a free quantum field, characterised by the bi-
photon propagator X (2)µν (x− y). This result constitutes a
generalisation of the traditional bi-photon wave function
approach to nonlinear optical processes [56–58], since it
does not only contain information about the various fre-
quency modes involved in the dynamics, as in the tradi-
tional approach, but it also contains information about
the spatial distribution of the electromagnetic field inside
the medium, and the properties of the medium itself.
V. FEYNMAN DIAGRAM REPRESENTATION
FOR Z[J]
To make our result more clear, and easily understand-
able, in this section we rewrite Eq. (22) in terms of Feyn-
man diagrams, and we then introduce the relevant dia-
grams for χ(2)-nonlinearities, i.e., for Eq. (31). To start
with, we make use of the standard methods of quantum
field theory, to rewrite Eq. (22), for the case of second-
order nonlinearity, in the following form, which can be
then readily translated into the Feynman diagrams for-
9malism:
Z[J] = N e i~
∫
dω d3xLint[ 1i
δ
δJ ]Z0[J]
= N
∞∑
V=0
1
V !
[
i
3!~
∫
d4zλαβ(z)
(
1
i
δ2
δJα(z)δJβ(z)
)]V
×
∞∑
P=0
1
P !
[
i
2~
∫
d4xd4y Jµ(x)Gµν (x− y)Jν(y)
]P
(33)
The expression above has been obtained fromEq. (22),
with Eq. (28), and by performing a double series ex-
pansion, one with respect to the interaction parameter
λαβ(z), and the other, with respect to the current J.
Notice, moreover, that while the index P is connected to
the free partition function, and, thus, counts the number
of propagators to be displayed in the Feynman diagram
(the last line in the above equation, in fact, is the power
series expansion of Z0[J]), the index V is related to the
nonlinear interaction, and, essentially, counts the number
of vertices (i.e., interactions).
If we compare Eqs. (33), and Eq. (31), it is not diffi-
cult to see, that Eq. (33) reduces to Eq. (31) for V = 1,
and P = 2. This means, that Eq. (31) only contains
single interaction events (V = 1 means, in fact, that
only one vertex is allowed in the correspondent Feynman
diagram), and two photon modes, represented by 2 prop-
agators (hence, P = 2).
We can then introduce the Feynman rules for χ(2)-
nonlinearities as follows:
• a dashed line segment represents the dressed vac-
uum state |0〉 ≡ |{0ω}D;ωp〉;
• a wiggled line represents the dressed photon prop-
agator Gµν(x− y)/(i~);
• a dashed crossed dot indicates an external source
current Jµ(x);
• a black dot indicates a vertex, where at maximum
2 lines can join (the dashed line representing the
dressed vacuum does not count, towards this limit).
To each vertex, representing the nonlinear interac-
tion, the term (i/3!~)
∫
d4zλαβ(z) is associated;
• at each vertex, energy conservation must be ful-
filled.
In other terms, the following identifications have to be
understood:
→ |0〉, (34)
→ 1
i~
Gµν(x − y), (35)
→ i
∫
d4xJµ(x), (36)
→ i
3!~
∫
d4z λαβ(z). (37)
Having defined the above rules for drawing Feynman di-
agrams, gives us the possibility, to calculate the parti-
tion function Z[J], and the related correlation functions
〈Aµ(x1) · · ·Aν(xn)〉 in a very intuitive way.
Let us illustrate this with an example, which makes
use of the Feynman diagram representation of the free
partition function Z0[J]. In terms of the Feynman dia-
grams introduced above, in fact, Z0[J] can be written as
follows:
Z0[J ] =
Jµ(x) Jν(y)
+ higher orders, (38)
where only the first order term in the P -expansion ap-
pearing in Eq. (33) has been shown [60], and each current
node has been labelled with its correspondent current
term, for later convenience. Assume now, that we are in-
terested in calculating the two-point correlation function,
ie., the dressed photon propagator, 〈Aµ(x1)Aν(x2)〉. Ac-
cording to the results presented in the previous section,
this can be calculated via the relation
< Aµ(ω,x1)Aν(ω,x2) >∝ δ
2Z0[J ]
δJµ(ω,x1)Jν(ω,x2)
∣∣∣∣∣
J=0
.
(39)
In terms of Feynman diagrams, this can be understood as
follows: every functional derivative in the equation above
removes a source (crossed dot) from Z0[J], and labels
the correspondent endpoint with the coordinate x1,2 ≡
{ω,x1,2}, at which that specific functional derivative is
taken, namely
< Aµ(ω,x1)Aν(ω,x2) >=
δ2Z0[J]
δJµ(ω,x1)δJν(ω,x2)
∣∣∣∣∣
J=0
=
δ2
δJµ(ω,x1)δJν(ω,x2)
{ Jα(x) Jβ(y) }∣∣∣∣∣
J=0
=
(ω,x1) (ω,x2)
= Gµν(ω,x1 − x2). (40)
The end result of this calculation is, as expected, the
dressed photon propagator Gµν(ω,x1 − x2). This, then,
describes the propagation of a single photon (of frequency
ω) inside the medium, from point x1 to point x2.
A. Relevant diagrams for Z[J]
We can now introduce the relevant diagrams for the
partition function for χ(2)-processes. To do that, notice,
that in writing Eq. (31), we have assumed to consider
only terms up to first order in λ. This corresponds to con-
sider terms up to V = 1, and P = 2, in Eq. (33), i.e., Eq.
(31) is described only by Feynman diagrams with V = 1
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vertices, and P = 2 propagators (associated to the signal,
and idler, mode, respectively). The fundamental Feyn-
man diagrams for χ(2)-processes are shown in Fig. 1. As
it can be seen, there are 3 relevant diagrams, describing
the three basic χ(2) processes of SPDC [Fig. 1(a)], i.e.,
the spontaneous generation of a signal-idler photon pair
from the dressed vacuum, DFG [Fig. 1(b)], i.e., the scat-
tering of a signal photon into an idler one, and SFG [Fig.
1(c)], namely the recombination of a signal-idler photon
pair into vacuum (i.e., into a pump photon). However,
as χ(2) processes involve three photons, one would expect
six different diagrams (as there are 3! = 6 different ways
to arrange the three different diagrams appearing in Fig.
1). The missing three diagrams, can be easily obtained
from the ones depicted in Fig. 1, by exchanging the role
of the signal and idler modes. Moreover, notice, that
SHG is a special case of Fig. 1(c), when the signal and
idler photons are degenerate, i.e., ωs = ωi = ωp/2.
Notice, moreover, that the diagrams in Fig. 1 also pos-
sess an extra symmetry, deriving from the possibility, to
exchange the current endpoints in each diagram, with-
out changing the meaning of the diagram itself. This
amounts to an extra three equivalent diagrams.
In terms of Feynman diagrams, then, the partition
function for χ(2) processes can be written, at the order
O(λ), as follows:
Z[J] =
ωs
ωi
+
ωs
ωi
+
ωi
ωs
+ ωs ↔ ωi (41)
B. Cross section for χ(2) processes
From a physical point of view, the processes depicted
in Fig. 1 are very different. SPDC, for example, is a
spontaneous process, originating from the dressed vac-
uum. DFG and SFG, on the other hand, require the
pre-existing presence of signal and/or idler photons, that
can seed the process, and make it possible. These seeds
can be either present in the initial state of the electro-
magnetic field (i.e., a weak signal (idler) pulse, which
impinges into the nonlinear medium, together with the
pump beam), or they can appear as a result of cascaded
nonlinear processes in the medium itself, which are typ-
ically described by higher order interactions [i.e., V > 1
terms in Eq. (33)]. The initial state of the electromag-
netic field before the nonlinear interaction (or, in case
of cascaded processes, the types of allowed higher order
interactions) plays then an important role, to select out,
which processes can take place inside the medium.
Despite the physical and conceptual difference be-
tween the various nonlinear processes described by χ(2)-
nonlinearities, however, their cross section is the same
for any of such processes, and proportional to the two-
point correlation function 〈Aµ(x)Aν(y)〉. The reason for
this resides in the fact, that, in the undepleted pump ap-
proximation, the interaction Lagrangian describing χ(2)-
processes is quadratic in the vector potential. Within
the undepleted pump approximation, therefore, nonlin-
ear interactions can be described in terms of effective ,
self-interacting free fields, for which, as it is well known
in quantum field theory [26], the only relevant quantity
is the two-point correlation function.
For the case of SPDC, for example, we have
σSPDC = < Aµ(x)Aν (y) >=
δ2Z[J]
δJµ(x)δJν(y)
∣∣∣∣∣
J=0
=
x
y
ωs
ωi
=
1
~2
X (2)µν (x − y)
=
1
~2
∫
d4zλαβ(z)Gµα(x − z)Gβν(z − y),(42)
where x = {ωs,x}, and y = {ωi,y}
For DFG, on the other hand, we have
σDFG = < Aµ(x)Aν(y) >=
δ2Z[J]
δJµ(x)δJν (y)
∣∣∣∣∣
J=0
= x
y
ωs
ωi
=
1
~2
X (2)µν (x − y)
=
1
~2
∫
d4zλαβ(z)Gµα(x− z)Gβν(z − y). (43)
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An analogous result can be obtained for the cross section
of SFG.
This, in principle, states, that, ideally, SPDC, SFG,
and SFG, despite being three different physical nonlin-
ear processes, have the same likelihood to happen, inside
a nonlinear medium. This is not surprising, since the
diagrams in Fig. 1 can be easily transformed into one
another, and are therefore equivalent. Again, the initial
state of the electromagnetic field will define, which pro-
cesses will take place. If we assume, for example, that
the electromagnetic field is initially in its dressed vac-
uum state (i.e., only the pump beam impinges onto the
nonlinear medium), then, the only possible process would
be SPDC, as it is the only Feynman diagram, capable of
generating a photon pair out of vacuum [Fig. 1(a)]. If,
instead, we assume, that the electromagnetic field is, say,
initially in the state |1s〉, then, not only SPDC (which,
it being a spontaneous process, is always present) will
be possible, but also the scattering processes, that are
described by Feynman diagrams, which convert a signal
photon, into an idler one [Fig. 1(b)]. The same is valid,
if the initial state of the electromagnetic field would be
|1i〉, instead.
It is worth noticing, that this line of reasoning is valid,
when the electromagnetic field is in an initial state con-
taining exactly one signal (idler) photon. If we consider
a more realistic situation, where the signal (idler) field is
described by a weak coherent state |αs〉, with |αs|2 ≪ 1,
then we are in the situation, that the cross section for
DFG events will be |αs|2 times larger, than the SPDC
one [54]. This, again, is not surprising, since, within our
theory, DFG is a stimulated process, while SPDC is a
spontaneous one.
As a last remark, notice, that since Z[J] only con-
tains first-order terms in the V -expansion of Eq. (33),
these processes depicted in Fig. 1 are the only possible
processes. However, in a real experiment, cascaded pro-
cesses, such as, for example, |0〉 → |1s, 1i〉 → |2i〉, may
be triggered. These processes, however, are described by
a two-vertex Feynman diagram, as the one depicted in
Fig. 2, and correspond to terms of order O(λ2), which
are neglected in Eq. (31).
C. Cascaded χ(2) processes
If we want to account for higher order processes, like
the one depicted in Fig. 2, we need to expand the ex-
pression of Z[J], so that it accounts also for higher pow-
ers of the coupling constant λ. These processes, in op-
tics, are known as cascaded processes. To describe such
processes within the framework developed in the previ-
ous section, we need to write the partition function as
Z[J] = Z0[J] + Z1[J] + Z2[J] + O(λ3), where Z2[J] ac-
counts for the occurrence of nonlinear interactions with 2
vertices, whose explicit expresison can be derived analyt-
ically from Eq. (26), by keeping terms up to n = 2, and
then use this result into Eq. (33), by keeping terms up
Jµ(x) Jν(y)
ωs
ωi
ωi
FIG. 2. Higher order Feynman diagram depicting the pro-
cess |0〉 → |1s, 1i〉 → |2i〉. First, a signal-idler photon pair is
created from the dressed vacuum (first interaction point), as
described by Fig. 1(a). Then, since the state of the system
after this interaction is given by |1s, 1i〉, a second first-order
process (second interaction point), namely the scattering of a
signal photon into an idler one [Fig. 1(b)] might take place.
However, since this process involves V = 2 vertices, it is a
process of order O(λ2), and therefore not present in the ex-
pression of Z[J], which only contains processes up to O(λ).
to V = 2. The explicit expression of Z2[J], however, is
rather cumbersome, but it can be written easily written
in terms of Feynman diagrams as follows:
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Z2[J] =
ωs
ωi +
ωs
ωi
ωi
+
ωs
ωi
ωs
ωi
+
ωi
ωs
ωi
ωs
+
ωs
ωi
ωs
+
ωs
ωi
ωs
+ ωs ↔ ωi (44)
Notice, that although the first diagram in the above equa-
tion contains a loop, this loop gives a finite result, as it
corresponds to the process of SPDC, followed by SFG,
which, essentially, cancel each other, leaving only pho-
tons in the pump mode.
Contrary to first order processes, which, as we dis-
cussed above, have all the same cross section, in this
case, the cross section is different for different processes.
A careful analysis of the diagrams presented above, in
fact, reveals, that they can be grouped into two groups,
namely those diagrams containing two current sources,
and those containing four. Processes belonging to these
two classes will have different cross sections. Ultimately,
this is due to the extra symmetry given by the presence of
the current sources, and the fact, that by interchanging
these sources, the resulting diagram will be equivalent to
the original one. However, diagrams with only 2 sources
will have an extra factor of 2 in their cross section (as
there are 2! = 2 equivalent diagrams, corresponding to
the two different way to arrange two current sources),
while the processes containing four current sources will
have an extra factor of 24, as we can arrange the four
current sources in 4! = 24 different ways.
As an example, we report the cross section for the cas-
caded SPDC process, i.e., for the third diagram appear-
ing in Eq. (44)
σcascSPDC =
x1 x3
x2 x4
ωs
ωi
ωs
ωi
=
24
~4
X (2)µν (x1 − x2)X (2)αβ (x3 − x4), (45)
where x1,2 = {ωs,i,x1,2} are the coordinates associ-
ated to the first signal-idler photon pair, while x3,4 =
{ωs,i,x3,4} are associated to the second signal-idler pho-
ton pair. In general, x1,2 6= x3,4, since the two photon
pair might be generated at a slightly different frequency
(especially, if a broadband is used for this process), or
they might be generated in different points inside the
nonlinear medium. In the special case, in which the sig-
nal and idler modes are degenerate, the above expression
simplifies to σcascSPDC = 24 [σSPDC ]
2
. This result will be
useful, when describing the generation of squeezed light.
VI. SOME EXAMPLES
In this section, we apply the formalism developed
above to two simple examples, namely the occurrence
of SPDC in a one dimensional, homogeneous, nonlinear,
lossy medium, and the generation of squeezed light from
repeated cascaded SPDC processes.
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A. SPDC in a one dimensional lossy waveguide
Let us consider a one dimensional, homogeneous, non-
linear, medium. For the sake of simplicity, we could imag-
ine this medium to be an optical waveguide of length L
along the x-direction, characterised by a refractive index
n(ω), and a nonlinear susceptibility χ
(2)
µνσ ≡ χ, since we
have assumed the medium to be homogeneous. With this
definition, we can introduce the signal, and idler wave
vectors in the medium, as ks,i(ω) = k0nr(ωs,i) ≡ ks,i.
Moreover, if we assume, that the pump beam can be writ-
ten as a plane wave, the nonlinear coupling constant ap-
pearing in Eq. (43) assumes a simpler expression, namely
λαβ(z) = χAp exp [i(kpx− ωpt)], and, in particular, is in-
dependent on z.
According to the results presented in Sect. V.B, the
cross section associated to the generation of a signal-idler
photon pair from an SPDC event, assuming the initial
state of the effective electromagnetic field to be |0〉 is
given by Eq. (43), i.e.,
σSPDC =
1
~2
X (2)µν (x− y), (46)
where the biphoton propagator is given by
X (2)µν (x− y) =
∫
d4zGµα(x− z)λαβ(z)Gβν(z − y). (47)
For a one dimensional, homogeneous medium, the
dressed photon propagator can be easily calculated from
Eq. (19), which, in this case, reduces to[
∂2
∂x2
+ k20n
2(ω)
]
G(ω, x− y) = δ(x − y), (48)
where k0 = ω/c is the vacuum wave vector, and the ex-
plicit expression of the dressed propagator is given by
[26]
G(ω, x− y) = 1
2ik(ω)
[
Θ(x− y)ei[k(ω)(x−y)−ωt]
+ Θ(y − x)e−i[k(ω)(x−y)−ωt]
]
, (49)
where Θ(x) is the Heaviside step function [61]. More-
over, of the two propagators appearing in Eq. (47), one
describes the dynamics of the signal field, and must be
then evaluated at the signal frequency ωs, while the other
describes the dynamics of the idler field, and must then
be evaluated at the idler frequency ωi.
We can now calculate the explicit expression of the
biphoton propagator X (2)µν (x − y), which in this casse is
given by
X (2)(x− y) = Θ(x− y)G(x, y)ei∆ωtL sinc
(
L∆k
2
)
+ phase mismatched terms, (50)
where ∆ω = ωp − ωs − ωi is the frequency mismatch,
constrained to be zero by energy conservation, i.e., by
ωp = ωs+ωi [5], ∆k = kp+ks+ki is the phase mismatch,
and
G(x, y) = χAp
4kski
e−i(ksx+kiy). (51)
The label “phase mismatched terms” in the above equa-
tion, moreover, refers to those terms in the expression of
X (2)(x−y), that violate either the energy, or the momen-
tum conservation laws, and that are therefore forbidden.
Notice, moreover, that since nonlinear processes con-
serve not only energy, but also momentum, ∆k = 0 must
be also fulfilled. This means, that kp = −(ks + ki), i.e.,
that the only possibility for SPDC to take place in a one
dimensional system is, that the signal and the idler pho-
tons are emitted in the opposite direction, with respect
to the direction of propagation of the pump beam.
The probability for a SPDC event to occur is then given
by
P (L) ∝ |σSPDC |2 ∝ L2 sinc2
(
L∆k
2
)
, (52)
which is in accordance with standard results [5].
B. Squeezing
In this second example, we consider the situation of the
occurrence, inside a nonlinear medium, of N cascaded
SPDC processes, and we investigate, how this process
can be connected to squeezing. To make things easier,
let us assume, that SPDC is degenerate, i.e., that the
signal-idler photon pair has the same frequency, namely
ωs = ωi ≡ Ω, and it gets created in the same frequency
mode. Since we are only interested in SPDC events, we
can consider only the part of the partition function, that
accounts for SPDC solely. In a real experiment, of course,
this would not be the case, as many other nonlinear ef-
fect will take place concurrently with SPDC, but for the
sake of this discussion, we can neglect this fact. The
partition function describing this process then contains
all the SPDC events, up to order N in the expansion in
power series of λ, i.e,
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Z[J] =
Ω
Ω
+
Ω
Ω
Ω
Ω
+
Ω
Ω
Ω
Ω
Ω
Ω
+
Ω
Ω
Ω
Ω
· · ·
Ω
Ω
, (53)
where the last diagram contains N cascaded SPDC pro-
cesses. The diagrams shown above, describe processes
of the type |0〉 → |0〉 + |2〉 → |0〉 + |2〉 + |4〉 → · · · →
|0〉+ |2〉+ |4〉+ · · ·+ |2N〉.
As we. have seen in the previous section, for cascaded,
degenerated SPDC, we have, that σcascSPDC ∝ σ2SPDC .
Hence, we can generalise this result, to an arbitrary N-
fold cascaded process, by simply saying, that σ
(N)
SPDC =
σ
N/2
SPDC . If we now let N →∞, and reconstruct the final
state of the electromagnetic field, as the sum of all these
interactions, we obtain
|ψ〉 =
∑
k∈{even}
ψk (σSPDC)
k |k〉, (54)
where ψk is ja suitable normalisation constant, chosen in
such a way, that 〈ψ|ψ〉 = 1. A closer inspection on |ψ〉
reveals, that it only contains modes with an even number
of photons in them. This is the typical form of a single
mode squeezed state [6], i.e.,
|ξ〉 =
√
sech s
∑
k∈{even}
√
(2k)!
k!
(
−1
2
eiθ tanh s
)k
|k〉,
(55)
where ξ = s exp (iθ) is the squeezing parameter.
If we compare Eq. (54) with Eq. (55), we can relate,
up to a normalisation constant, the squeezing parameter
ξ with the SPDC cross section, and, therefore, with the
properties of the nonlinear medium. We then have
ψkσ
k
SPDC =
√
sech s
(2k)!
k!
(
−1
2
)k
tanhk seikθ. (56)
If we now call σSPDC = ρσe
iϕσ , where, according to Eq.
(43),
ρσ =
1
~2
∣∣∣X (2)µν (x− y)∣∣∣ , (57a)
ϕσ = Arg
{
X (2)µν (x− y)
}
, (57b)
and substitute these expression into Eq. (56) we have,
up to a normalisation constant,
tanh s = ρsigma =
1
~2
∣∣∣X (2)µν (x− y)∣∣∣ , (58a)
θ = ϕσ = Arg
{
X (2)µν (x− y)
}
. (58b)
For the particular case of one dimensional SPDC treated
above, we can analytically calculate the modulus and
phase of the squeezing parameter using Eq. (50), which
gives, in case of perfect phase matching (i.e., ∆k = 0),
and assuming, that Ap = |Ap| exp (iφp), the following
result:
s = ln
√
4kski + χ|Ap|L
4kski − χ|Ap|L, (59a)
θ = φp − (ksx+ kiy). (59b)
This is an interesting result, because it generalises the
standard results concerning single mode squeezing, where
the properties of the pump beam define the squeezing pa-
rameter ξ [6]. In particular, we see from the above equa-
tions, that while the squeezing strength s only depends
on the pump amplitude, and the nonlinear coefficient χ,
the squeezing phase depends on the phase of the pump
beam and, surprisingly, on the position at which the sig-
nal and idler photons are actually detected.
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VII. SUMMARY
In this work, we have used the formalism of path
integrals, to describe the properties of the (quantised)
electromagnetic field in an arbitrary nonlinear medium.
Starting from the well known microscopic model investi-
gated by Huttner and Barnett [43], we have obtained the
effective action (10), i.e.,
Seff [A] = Sem[A]
+
1
2
∫
dt dt′ d3x g(x)A˙(t,x)Γ(t− t′,x)A˙(t′,x), (60)
and we have shown, that Γ(t− t′,x) contains all the in-
formations about the medium, and can be interpreted
as the Fourier transform of the dielectric constant of the
medium itself. This result has allowed us, to describe
the linear dynamics of the electromagnetic field in an
arbitrary medium, as the ones of an effective free field,
dressed by the presence of the medium. We then used
the effective action above, to calculate the classical [Eq.
(9)] and quantum [Eq. (13)] partition function for the ef-
fective free theory. In particular, we have shown, that for
the quantum free theory, the main quantity of interest is
the Fourier transform of the dressed photon propagator,
i.e., Gµν(ω,x− x′).
In the second part of our manuscript, we concentrated
on developing an interacting theory, describing the non-
linear interaction of the electromagnetic field in an ar-
bitrary medium. By using standard results of quantum
field theory, and the formalism of path integrals, we have
shown, for second-order nonlinear processes in the unde-
pleted pump approximation, that the quantity, that reg-
ulates the cross section of the various nonlinear processes
is the biphoton propagator X (2)µν (x− y),i.e,
X (2)µν (x− y) =
∫
d4zGµα(x− z)λαβ(z)Gβν(z− y). (61)
This is the main result of our work: the cross section
(and, hence, the probability) of a second-ordeer pro-
cess to happen inside an arbitrary nonlinear medium,
is given, essentially, by the biphotn propagator defined
above, which contains informations about both the sig-
nal, and the idler photons generated by the nonlinear
processes, and individually described by their respective
dressed propagators. This result is quite interesting, as it
generalises the usual concept of biphoton wavefunction,
frequently used in nonlinear optics [6, 54].
Moreover, we have pointed out, how second-order non-
linear phenomena in the undepleted pump approximation
can be treated, de facto, as effective free theories, as their
correspndent integraction Lagrangian is quadratic in the
electromagnetic field.
Last, we have presented two examples of application
of our framework. In the first example, we have derived
the usual sinc2-law for the generation of SPDC in a one
dimensional crystal, and we have illustrated, how to cal-
culate explicitly the biphoton propagator in such a simple
example.
Then, we have applied our result to a more compli-
cated problem, namely the onset of progressive cascaded
SPDC, and the onset of squeezing, and we have shown,
how the familiar squeezing parameter ξ = s exp (iθ) can
be linked to the linear, and, especially, nonlinear, prop-
erties of the medium [see Eqs. (58)]. For the particular
case of SPDC in a one dimensional system, moreover, we
have presented an explicit expression of the form of the
modulus and phase of the squeezing parameter, as a func-
tion of the properties of the medium, and the dynamics
of the signal and idler field.
VIII. CONCLUSIONS AND OUTLOOK
In conclusion, our work presents a complete toolkit,
based on the method of path integrals and Feynman di-
agrams, for calculating the classical and quantum prop-
erties of the electromagnetic field in an arbitrary, nonlin-
ear medium. In particular, we have presented how this
method can be used to describe second order nonlinear
processes, and that the quantity of interest in this case is
the biphoton propagator defined in Eq. (32). Moreover,
we have presented two examples of application of our
formalism, one to the very simple, and well known, case
of SPDC from a one dimensional nonlinear crystal, and
the other based on the origin of squeezing from multiple
cascaded SPDC events.
In future works, we intend to refine this formalism, by
formalising the fact, that the nonlinear interaction of the
electromagnetic field in a χ(2)-medium under the unde-
pleted pump approximation, can be seen as the effective
free propagation of a suitable non-abelian field. More-
over, we intend to extend our results to the case of third
order nonlinearities, as well as to include the quantum
effects of matter, by studying photon-polariton interaci-
tons. The model developed in this work, in fact, already
contains informations about polaritons in the medium,
as it has been pointed out already in Ref. [40]. A more
detailed study of the interaction, at a quantum level,
of photons and polaritons in arbitrary media, moreover,
could shine new light on the origin of nonlinear effects
in complex media, such as, for example, metamaterials,
and metasurfaces.
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APPENDIX A: LAGRANGIAN DENSITIES OF
THE FREE FIELDS
In this appendix, we report the explicit expressions
for the free terms of the Lagrangian density appearing
in Eq. (6)., namely the Lagrangian density of the free
electromagentic field
Lem[A] = ε0
2
A˙
2 − 1
2µ0
(∇×A)2 , (62)
the Lagrangian density of the free matter polarisation
field
Lmat[P] = g(x)
2ε0ω20β(x)
[
P˙
2 − ω20P2
]
, (63)
and the Lagrangian density of the reservoir field
Lres[Yω] = g(x)
∫ ∞
0
dω
ρ(x)
2
[
Y˙
2
ω − ω2Y2ω
]
. (64)
In the above equations, the dot indicates derivation with
respect to time. Notice, moreover, that the matter po-
larisation field is modelled by a harmonic oscillator with
resonant frequency ω0. The coefficeint β(x) is dimen-
sionless, and represents the static polarisability of the
medium. The quantity ρ(x) appearing in Lres, more-
over, is the mass density per unit frequency associated
with each reservoir oscillator.
APPENDIX B: DERIVATION OF THE
EFFECTIVE PARTITION FUNCTION
In this appendix, we will show, how to calculate the
integrals appearing in Eq. (9), using simple arguments,
based on Gaussian integrals. We start by recalling the
expression of a Gaussian integral in N dimensions. To do
that, let us consider the variable x = {x1, x2, · · · , xn} ∈
Rn, a constant vector b ∈ Rn, and a nonsingular n × n
matrix A ∈ C. Moreover, let us define the scalar product
on Rn as (x,y). The following result then holds [62]
∫
dnx e−
1
2
(x,Ax)−(b,x) =
√
pin
detA
e
1
2
(b,A−1b). (65)
We can extend this results to fields, instead of vectors
in Rn, and use the above result to calculate Gaussian
functional integrals involving fields. The trick to use, is
to discretise the field, in such a way that, for example,
the measure Dφ can be expressed in terms of regular
integrals, i.e., Dφ ∝ Πkdφ(xk), which can be performed
using Gaussian integration in N dimensions. A more
complete and rigorous discussion on this method can be
found, for example, in Ref. [24].
One important thing to remember, however, is that in
the case of fields, the matrix A appearing in the above
equation, is replaced by an operator Aˆ acting on those
fields. One then needs to deal with the inverse of an
operator, i.e., Aˆ−1 to compute the integral above. It is,
however, not difficult to prove, that the inverse of an
operator is the Green function associated to that oper-
ator [62]. Moreover, the solution of the integral above
requires, for the case of fields, the knowledge on how to
calculate the determinant of an operator. For our pur-
poses, however, this will only amount to a global normal-
isation constant, and we can, for the sake of simplicity,
neglect it. For more informations about how to calculate
the determinant of an operator, however, the reader is
addressed, foe exmaple, to Ref. [24].
Before proceeding with the integration, let us rewrite
Eq. (9) in the following form, which will be easier to deal
with in the next subsections:
Zeff [A] = e i~Sem[A]IP [A], (66)
where
IP [A] =
∫
DP e i~ (Smat[P]+Smf [A,P])IY [P], (67)
and
IY [P] =
∫
DYω e i~ (Sres[Yω ]+Smr[Yω,P]), (68)
and the various actions defined above are defined accord-
ing to the definitions of the correspondent Lagrangian
densities defined in Eq. (6).
B1: Calculation of IY [P]
To calculate IY [P], we need to rewrite it in a form
similar to that of Eq. (65). To do so, we need to write
the exponent in Eq. (68), i.e.,
Sres[Yω] + Smr[Yω,P] =
∫
dt d3x
∫ ∞
0
dω g(x)
×
[
ρ
2
Y˙
2
ω −
ρω2
2
Y2ω − f(ω)P · Y˙ω
]
, (69)
as a quadratic form, i.e., (Yω, AˆYω) [63]. To bring the
above term in the desired form, we can first integrate by
parts, with respect to time, the last term, to shift the
time derivative, from the reservoir field, to the matter
field. Then, we can transform the first term by using the
identity (
∂φ
∂t
)2
=
∂
∂t
(
φ
∂φ
∂t
)
− φ∂
2φ
∂t2
, (70)
and then integrate once more by parts, with respect to
time. We can then rearrange the result to obtain
Sres[Yω] + Smr[Yω,P] =
∫
dt dt′ d3x
∫ ∞
0
dω g(x)
×
[
−1
2
(
Yω(t
′), Aˆ(t, t′)Yω(t)
)
− (b(t′),Yω(t))
]
, (71)
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where a second time integration has been included to
express the operator Aˆ = Aˆ(t′, t), so that it can be inter-
preted as an actual propagator (or Green function), and
Aˆ→ iρg(x)
2~
(
∂2
∂t2
+ ω2
)
δ(t− t′), (72a)
b→ − i
~
g(x)f(ω)δ(t − t′)P˙. (72b)
We are now in the position to solve the integral in Eq.
(68) using Eq. (65), which gives
IY [P] = NY e 12 (b,Aˆ
−1b), (73)
where NY is a normalisation constant, and
(b , Aˆ−1b) = − i
~
[ ∫
dt d3x
∫ ∞
0
dω
|f(ω)|2g(x)
ρ
P(t)2
+
∫
dt dt′ d3x
g(x)
ρ
P(t)G(t − t′, x)P(t′)
]
, (74)
where we have defined
G(t− t′, x) =
∫ ∞
0
dω ω2|f(ω)|2DF (t− t′, ω), (75)
as the time-domain Green function of the reservoir field.
Notice, that the inverse operator Aˆ−1 appearing above,
can be calculated from the following solution of the one
dimensional wave equation(
∂2
∂τ2
+ ω2
)
DF (τ, ω) = δ(τ), (76)
where
DF (t− t′, ω) =
∫
dΩ
2pi
eiΩ(t−t
′)
ω2 − Ω2 , (77)
is the Feynman propagator [27]. With this in mind, it is
then not difficult to show, that
Aˆ−1 → ~
iρg(x)
DF (t− t′, ω). (78)
B2: Calculation of IP [A]
We can now turn our attention on the integral in Eq.
(67), given the results we obtained above for IY [P]. The
method to solve this integral, is pretty much the same,
as the one outlined above, and it consists in first rewrit-
ing IP [A] in the form of a Gaussian integral, and then
using Eq. (65) to calculate it. To this aim, let us first
notice, that the exponent of Eq. (73) contains a term
proportional to P2, which can be summed with the cor-
respondent quadratic term appearing in the free part of
the matter action Smat[P]. To do this, we first define the
quantity v(ω) = f(ω)
√
ε0ω20βρ, and introduce the scaled
resonance frequency
ω˜20 = ω
2
0 +
∫ ∞
0
dω
|v(ω)|2
ρ2
, (79)
so that, when summing the two terms proportional to P2
we have [
− g(x)
2ε0ω20β
ω20 −
∫ ∞
0
dω
g(x)|f(ω)|2
2ρ
]
P2
=
g(x)ω˜20
ε0ω20β
P2. (80)
Essentially, Eq. (79) describes a shift in the material
resonance frequency, due to the presence of absorption.
The next step is then to integrate by parts the
term proportional to P˙
2
, and introduce an extra time-
integration, so that the total exponent appearing in the
integral (67) can be then written as (P, AˆP) + (b,P),
where in this case
Aˆ→ ig(x)
~ε0ω20β
(
∂2
∂t2
+ ω˜20
)
δ(t− t′)
− ig(x)
~ρ
G(t− t′, x), (81)
b = − ig(x)
~
A˙. (82)
We can now carry out the integration with respect to the
matter degrees of freedom P using Gaussian integration.
This gives the following result
IP [A] = e i2~
∫
dt dt′ d3x g(x) A˙(x,t)Γ(t−t′,x)A˙(x,t′), (83)
where Γ(t− t′, x) is the solution of the following, integro-
differential equation [40]
1
ε0ω20β
(
∂2
∂t2
+ ω˜20
)
Γ(t− t′, x)
− 1
ρ
∫
dτ G(t− τ, x)Γ(τ − t, x) = δ(t− t′). (84)
B3: Physical meaning of Γ(t− t′, x)
Equation (84) is, in general, very complicated, and
does not admit analytical solutions. However, the func-
tion Γ(t − t′, x) contains all the informations about the
medium, in which the electromagnetic field is propagat-
ing, and can be interpreted, as a kind of effective di-
electric constant for the “dressed” electromagnetic field.
This, moreover, is corroborated by the calculations pre-
sented in Ref. [40], where it is shown, that, essentially,
Γ(t − t′, x) can be interpreted as an effective dielectric
constant. To understand this, let us assume, that Γ˜(Ω, x)
is the Fourier transform of Γ(t− t′, x). The effective La-
grangian associated to the effective action defined in Eq.
18
(10), can be written, in terms of the electric and magnetic
fields in Fourier domain as follows
Leff [A] = ε0|E(Ω, x)|2 + 1
µ0
B(Ω, x)|2
+ g(x)Ω2Γ˜(Ω, x)|E(Ω, x)|2. (85)
According to standard field theory [64], the electric dis-
placement D(Ω, x) can be directly derived from the ef-
fective Lagrangian as follows:
D(Ω, x) =
∂Leff
∂E∗
= ε0E(Ω, x)
+ g(x)Γ˜(Ω, x)E(Ω, x). (86)
From the above equation, and by recalling the constitu-
tive relation D = ε0εE [44], it is possible to define the
(positive frequency) effective dielectric constant as
ε+(Ω, x) = 1 +
g(x)
ε0
Γ˜(Ω, x), (87)
while the negative frequency part of the dielectric con-
stant can be obtained by analytic containuation, namely
ε−(Ω, x) = ε
∗
+(Ω, x). The result above, whose deriva-
tion is given in great detail in Ref. [40], is consistent
with standard results in electromagnetic theory [44], and
therefore means, that essentially the effect of the reser-
voir, and the matter polarisation of the medium, in which
the electromagnetic field propagates, can be globally de-
scribed by the dielectric function of the material itself.
Appendix C: Explicit expression of the Rˆ operator
The differential operator Rˆ introduced in Sect. III
to express the action Sq[A,J] in a quadratic form, is a
vector operator, which can be written as Rˆ = Rˆ(0) −
+g(x)∂2Γˆ/∂t2, where Γˆ is the operator, whose Green
function is given by Γ(t − t′, x), as defined in Eq. (84),
and Rˆ(0) is a vectorial operator, whose components Rˆ
(0)
µν
are given as follows:
Rˆ(0)µν (t− t′, x− x′) =
[(
ε0
∂2
∂t2
− 1
µ0
∇2
)
δµν
+
1
µ0
∂
∂xµ
∂
∂xν
]
δ(t− t′)δ(x − x′), (88)
where (µ, ν) ∈ {1, 2, 3}, and we set {x, y, z} ≡
{x1, x2, x3}.
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