Aiming to understand how high-performance CUDA programming can be done for NVIDIA's new Kepler architecture, we have investigated a specific case of simulating sediment transport. The arisen stencil computations have distinct features connected to the two nonlinear partial differential equations that constitute the mathematical model. Consequently, the required CUDA programming effort differs for the two corresponding CUDA kernel functions. While Kepler's new read-only data cache brings enough benefits for one kernel function, performance of the other kernel function is further enhanceable through using the shared memory and so-called halo threads. The highest achieved performance of the stencil computation amounts to 190.45 GFLOPs on a Tesla K20 GPU.
Introduction
While providing increased computational capabilities, new advances in computer hardware may require cumbersome software adjustments. GPU computing is certainly no exception in this respect, see e.g. [1] . As NVIDIA recently rolled out its Kepler architecture, the hardware differences between Kepler and its predecessor Fermi have to be considered by the programmer, see e.g. [2] , if high computational efficiency remains the objective. According to [3] , the L1 cache on Kepler is reserved for local memory accesses such as register spills and stack data, i.e., global loads are cached in L2 only. It means that Kepler's shared memory has to be given more attention again, like on the old Tesla architecture. This is somewhat contrary to the Fermi architecture where L1 caches the global loads, thus making the shared memory less important in this respect. Moreover, the newly introduced read-only data cache on Kepler can take much of the role of Fermi's L1 cache, providing an additional on-chip resource. The key to performance on Kepler is, as on Fermi, good utilization of the on-chip resources together with minimizing data traffic from/to the device memory. However, concrete strategies of CUDA performance programming can differ on the two architectures. Two examples of the existing results that address the performance of applications and data structures on both Kepler and Fermi are [4, 5] .
As an attempt to shed more light on the specific impact of the new Kepler architecture, we investigate in this paper some performance-enhancing strategies for CUDA programming. This is done in the context of simulating sediment transport, which involves numerically solving two coupled nonlinear partial differential equations by the finite difference method. We believe that our findings from this real-world application are relevant for similar stencil-based computations.
Mathematical model and numerical method

A coupled system of two equations
We adopt the mathematical model of Rivenaes [6, 7] to study the transport of sediments in a basin, by considering diffusion as the driving force. The model is capable of tracking two sediment types, such as sand and mud. In the language of mathematics, the model is made up of the following coupled system of two nonlinear partial differential equations:
The primary unknowns are h(x, y, t) and s(x, y, t), where h denotes the basin height as a function of space and time, while s and 1 − s denote the volume fraction of the two sediments. The diffusion coefficients associated with the two sediment types are known as α(x, y) and β(x, y). The constants C s and C m are given as the compaction ratio of the two sediments, while the constant A in (2) is a prescribed value representing the thickness of a sedimenttransport top layer of the basin, see [6] . As initial conditions, h(x, y, t) and s(x, y, t) are given at t = 0. As boundary conditions, the flux rate of the two sediments are prescribed over the entire boundary.
An explicit numerical method based on finite differences
Many numerical methods can be used to solve the above mathematical model (1)-(2). Five different schemes are described in [8] , and the CPU computing speed of all these methods is dictated by data movement within CPU's memory hierarchy. This means that the performance of a CUDA translation is likely also bound by data traffic, not the amount of floating-point operations.
We have chosen for this paper a fully-explicit numerical method, see e.g. [9] , both because earlier numerical experiments in [8] showed that this explicit method has the fastest overall computing speed on CPUs, and also because it has the best ratio of floating-point operations vs. data traffic, thus the best candidate for GPU computing.
The temporal domain 0 ≤ t ≤ T is divided into a series of equal-distanced time levels: t 0 , t 1 , t 2 , . . . , T , where t = Δt. During each time step, the fully-explicit scheme first solves (1), and then (2). The forward Euler scheme is used in the temporal discretization, while central differences and upwind differences are used in the spatial discretization. Suppose we use h i, j and s i, j to denote the numerical solutions at t = t and x = x i = (i − 1)Δx, y = y j = ( j − 1)Δy. The complete numerical discretization of (1) is as follows:
where the half-index subscripts in the above formula mean some form of averaging for a quantity in the middle of two spatial mesh points. For example, we typically use an arithmetic mean as follows:
For (2) the complete numerical discretization reads:
It is remarked that (2) has been treated as a convection-diffusion equation with respect to s, where −∇h gives the convection velocity, thus requiring the upwind differencing that is used in (4). The reason for labeling the whole numerical scheme (3)- (4) as fully-explicit is because h +1 can be calculated straightforwardly by (3) when h and s are known, and similarly, calculating s +1 is straightforward by (4) when h , h +1 and s are ready.
Performance programming strategies
Data structure
Suppose the number of mesh points in the x-direction is N x , whereas N y is for the y-direction. In order to treat the flux-type boundary conditions by central differencing, it is customary to add one layer of ghost points around the entire computational mesh. Therefore, two arrays of length (N x + 2)(N y + 2) are needed in any code implementation to store, alternately, the computed values of h i, j and h It can be observed from the numerical scheme (3)- (4) i, j value, while the use of on-chip shared memory is avoided for the ease of programming. Such a baseline CUDA implementation tends to have quite reasonable performance on the Fermi architecture, because the L1 cache on Fermi offers a comparable benefit as that provided by explicit usage of the shared memory on the Tesla architecture. However, as mentioned earlier, Kepler's L1 does not cache loads from the global memory, such a baseline implementation will thus incur unnecessary global memory loads that are duplicated between neighboring threads in the same thread block.
Enhancement by using Kepler's read-only data cache
Read-only data cache is a new hardware feature on the Kepler architecture, where each streaming multiprocessor (SM) has 48 KB. Programming-wise this on-chip storage is very easy to use, only requiring two special key words, const and restrict , to label the name of an array pointer together with using the compile option -arch=sm 35. The detailed implementation can be seen in lines 7-10 of the code segment in the appendix of this article. For the kernel function that calculates h +1 i, j , we can use the read-only data cache to store the needed segment of the α, β, h , and s arrays. For the kernel function that calculates s +1 i, j , the α, h +1 and s arrays can make use of the read-only data cache. The purpose is to avoid duplicated data loads that happen in the baseline implementation, and the performance enhancement can be substantial.
Enhancement by using shared memory
Suppose the read-only data cache is large enough to store the needed global memory loads of arrays that are accessed via a five-point stencil. The on-chip shared memory can, in particular, bring performance benefits to the calculations related to (3). More specifically, each thread now only needs to compute for itself are computed by the left-neighbor thread, lying in the shared memory ready to be used. Similarly, the rightneighbor, lower-neighbor and upper-neighbor threads all contribute to the shared memory. For most threads in a thread block, twelve floating-point operations can thus be saved. For threads lying on the boundary of a thread block, more computations associated with αs and β(1 − s) are needed, but nine or six floating-point operations can still be saved.
One comment is in order here: This performance enhancement strategy will probably not benefit the kernel function calculating s +1 i, j , because due to upwind differencing only two multiply operations (associated with αs) can be saved. Another comment is that this way of using the on-chip shared memory is not meant for reducing the data traffic from the device memory, which is supposed to be already taken care by the read-only data cache.
Introducing halo threads
There are more on-chip resources per SM on Kepler than on Fermi, meaning that the thread blocks can potentially be larger. Turning this statement around, it means that we may afford to not fully use all the threads of a block. Under-utilization of the threads can be beneficial in connection with the above strategy of shared memory usage, which stores intermediate calculation results and thereby reduces duplicated floating-point operations between neighboring threads.
More specifically, we can enlarge each thread block with a layer of halo threads. Shown as line 4 in the code segment in the appendix, the thread block size is configured as (BLOCK X + HALO) × (BLOCK Y + HALO), where the value of HALO is 2, meaning one halo element in each direction. The introduction of halo threads can ensure that all threads calculate precisely one set of intermediate αs and β(1 − s) values, such as shown by code lines 16-21. (Otherwise, an if-test is needed per side of the thread block to ask the boundary threads to do additional memory loads and calculations.) We thus avoid the scenario that the boundary threads need more time, thus delaying the interior threads at the explicit thread synchronization command (code line 22). One important remark is that, when using the halo threads, the mapping between a thread block and its designated segment of the solution domain (of size BLOCK X × BLOCK Y) still only considers the number of non-halo threads. This is exemplified by code lines 15-19. After the shared memory is filled with intermediate calculation results, the remainder of the h-kernel function will only make use of BLOCK X × BLOCK Y threads to continue with the calculation of h i, j , as shown after code line 23. That is, some threads (equaling the number of the halo threads) will simply skip over, thus resulting in a certain level of thread under-utilization. Nevertheless, this strategy of using halo threads may still be overall beneficial.
Numerical experiments
We used two NVIDIA GPUs, Kepler K20 and GTX 590, for our numerical experiments. The detailed architecture information can be found in Table 1 . All the measurements were associated with a global mesh of dimension N x = N y = 4096, and all the computations used double precision. In Tables 2 and 3, we use of the read-only data cache, as described in Section 3.3. For GTX 590, OPT-1 means configuring the L1 cache to its maximum size using the cudaDeviceSetCacheConfig(cudaFuncCachePreferL1) function. For both GPUs, OPT-2 refers to enhancing OPT-1 with usage of the shared memory, as described in Section 3.4, whereas OPT-3 refers to enhancing OPT-2 with the use of halo threads, as described in Section 3.5. It should be noticed that the L1 cache used the default configuration (16KB per SM), when using OPT-2 and OPT-3 on both Kepler K20 and GTX 590. We can observe in Table 2 that using the read-only data cache on Kepler results in a substantial performance increase for both kernel functions. For the h-kernel function, OPT-2 and OPT-3 deliver additional performance improvements. For the s-kernel function, however, OPT-2 and OPT-3 are counter productive, as feared earlier.
In Table 3 , we can see that the performance of the baseline implementation on GTX 590 is very close to that of K20, with the baseline version of the s-kernel being even faster. Although the memory bandwidth and the doubleprecision capability of GTX 590 are lower than those of K20, the L1 cache on the Fermi architecture seems capable of exploiting the spatial locality and effectively utilizing the memory bandwidth. Another interesting phenomenon on GTX 590 is that configuring the L1 cache size as 48KB (PreferL1) didn't bring too much performance improvement, compared with the default L1 cache size (16KB). This is probably because the advantage of an increased L1 cache size is counteracted by a reduced possibility of data reuse between the thread blocks. Similar to K20, the best performance of the h-kernel also comes from OPT-3 on GTX 590, while the s-kernel works best with OPT-1. On GTX 590, the number of registers per SM is only half of that on K20. Therefore, to relieve the pressure on the registers, we used the shared memory to store one additional array on GTX 590.
Using the best combination, i.e., OPT-3 for the h-kernel and OPT-1 for the s-kernel, the achieved overall GFLOPs rate were 165 on K20 and 82 on GTX 590, respectively. In our earlier work [10] , a CUDA implementation that made use of the shared memory achieved slightly more than 50 GFLOPs on an M2050 Fermi GPU. Interestingly, the new K20 GPU together with enhanced programming thus produces a three-fold performance increase for the same sediment transport computations.
Concluding remarks
It should be readily admitted that the numerical experiments that we have used are far from exhaustive. A fine performance tuning with respect to, e.g., adjusting the thread block dimensions and strategically dividing data arrays between the on-chip shared memory and read-only data cache, will result in higher GFLOPs rates. Chunking, i.e., to let each CUDA thread compute more than one h +1 i, j or s +1 i, j value, can also be tested. Nevertheless, we think that our preliminary investigation shows that the resurgent benefit of the shared memory and the easily obtainable benefit of the new read-only data cache call for programmers' care when using NVIDIA's Kepler architecture. 
Appendix A. Fragments of a CUDA implementation that targets Kepler
