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On a difficulty in the formulation of initial and boundary conditions for eigenfunction
expansion solutions for the start-up of fluid flow
Ivan C. Christov
Department of Mechanical and Aerospace Engineering, Princeton University, Princeton, NJ 08544, USA
Abstract
Most mathematics and engineering textbooks describe the process of “subtracting off” the steady state of a linear parabolic partial
differential equation as a technique for obtaining a boundary-value problem with homogeneous boundary conditions that can be
solved by separation of variables (i.e., eigenfunction expansions). While this method produces the correct solution for the start-up
of the flow of, e.g., a Newtonian fluid between parallel plates, it can lead to erroneous solutions to the corresponding problem for
a class of non-Newtonian fluids. We show that the reason for this is the non-rigorous enforcement of the start-up condition in the
textbook approach, which leads to a violation of the principle of causality. Nevertheless, these boundary-value problems can be
solved correctly using eigenfunction expansions, and we present the formulation that makes this possible (in essence, an application
of Duhamel’s principle). The solutions obtained by this new approach are shown to agree identically with those obtained by using
the Laplace transform in time only, a technique that enforces the proper start-up condition implicitly (hence, the same error cannot
be committed).
Keywords: start-up flows, Stokes’ first problem, eigenfunction expansions, Jeffreys fluid, Laplace transform, Duhamel’s principle
1. Introduction: Stokes’ first problem on a strip (start-up
of plane Couette flow)
Suppose an incompressible Newtonian fluid with kine-
matic viscosity ν fills the gap between two parallel hori-
zontal plates a distance d apart. We are interested in the
problem of the bottom plate suddenly being set into mo-
tion at t = 0+ with constant velocity U0 in the positive x-
direction. Known as plane Couette flow, this is a variation
on a problem first considered by Sir George Gabriel Stokes
(Stokes, 1851), nowadays called “Stokes’ first problem,” which
has applications in rheometry and creep tests of deforma-
tion (Nijenhuis et al., 2007). Stokes-type problems remain
an important aspect of modern non-Newtonian fluid mechan-
ics (Duarte et al., 2008; Pritchard et al., 2011; McArdle et al.,
2012; Vasquez et al., 2013). Choosing the dimensionless vari-
ables u = u⋆/U0, y = y⋆/d and t = t⋆/(d2/ν), we must solve an
initial-boundary-value problem (IBVP) for the x-component of
the velocity field, u = u(y, t), of the fluid (see, e.g., Batchelor,
1967; Leal, 2007):
∂u
∂t
=
∂2u
∂y2
, (y, t) ∈ (0, 1) × (0,∞), (1a)
u(y, 0) = 0, 0 < y < 1, (1b)
u(0, t) = 1, t > 0, (1c)
u(1, t) = 0, t > 0. (1d)
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In what follow we shall contrast the latter IBVP with an
example IBVP corresponding to the plane Couette flow of an
incompressible rate-type non-Newtonian fluid, the rheology of
which we take to have the dimensionless form
σ + τ
∂σ
∂t
= γ˙ + α
∂γ˙
∂t
, (2)
where σ is the shear stress, γ˙ = ∂u/∂y is the rate of strain,
τ = λ1/(d2/ν) is the dimensionless relaxation time, and α =
λ2/(d2/ν) is the dimensionless retardation time with 0 < λ2 <
λ1 in order to have a causal and well-posed model (see, e.g.,
Bird et al., 1987, Sect. 5.2b). Now, eliminating σ between
Eq. (2) and Cauchy’s first law ∂u/∂t = ∂σ/∂y (see, e.g.,
(Tanner, 1962; Christov, 2010)), the non-Newtonian version of
IBVP (1) that we shall consider takes the form(
1 + τ
∂
∂t
)
∂u
∂t
=
∂
∂y
(
1 + α
∂
∂t
)
∂u
∂y
, (y, t) ∈ (0, 1) × (0,∞),
(3a)
u(y, 0) = ∂u
∂t
(y, 0) = 0, 0 < y < 1, (3b)
u(0, t) = 1, t > 0, (3c)
u(1, t) = 0, t > 0. (3d)
To the best of our knowledge, the correct solution to IBVP (3)
cannot be found in the literature.
Equation (2) is attributed (Joseph, 1986; Bird et al., 1987)
to Sir Harold Jeffreys (Jeffreys, 1929, 1932), and it appears
to have been independently proposed as a constitutive re-
lation for polymeric suspensions (Frohlich and Sack, 1946).
Preprint submitted to Mechanics Research Communications February 19, 2018
This model has been successfully applied to experimental data
(Toms and Strawbridge, 1953), it has been generalized in a
frame-indifferent manner to multiple dimensions by Oldroyd
(1950), and more recently it was extended to apply to bub-
bly liquids as well (Llewellin et al., 2002). Jeffreys’ rheol-
ogy1 covers the well-known relaxation model due to James
Clerk Maxwell (Maxwell, 1867) as special case in the limit of
α → 0. Meanwhile the rheology of the so-called second-order
(or second-grade) fluid (Coleman and Noll, 1960, Sect. 7) un-
dergoing planar unidirectional flows is recovered in the limit of
τ → 0. Thus, for our purposes, IBVP (3) is a sufficiently gen-
eral non-Newtonian start-up problem. Finally, note that Eq. (3a)
is also a generic model for the evolution of linearly dissipative-
dispersive wave packets (Christov, 2008).
Though it is standard practice (Carslaw and Jaeger, 1959;
Batchelor, 1967; Leal, 2007) to write the boundary conditions
as done in Eqs. (1c) and (3c), note that this leaves a piece of
the problem somewhat vague, i.e., not explicitly stated. That
is, prior to start-up (i.e., for t < 0) u ≡ 0. This means that the
boundary condition for Stokes’ first problem suffers a jump dis-
continuity across the plane t = 0. Hence, the mathematically-
correct way of writing it is u(0, t) = H(t). The purpose of
the present article is to show that this is not merely a seman-
tic distinction of no consequence, and that it fundamentally
affects the method of solution. Specifically, one cannot ar-
rive at the correct solution of IBVP (3) using the boundary
condition u(0, t) = 1 together with the textbook techniques
(Carslaw and Jaeger, 1959; Batchelor, 1967; Leal, 2007; Bruus,
2008). Meanwhile, the solution to IBVP (1) happens to be un-
affected. This has significant implications not only for prob-
lems of viscoelastic fluid flow (as in the featured example) but
also for problems of hyperbolic, delayed or otherwise nonclas-
sical heat conduction, wherein similar IBVPs arise (Tzou, 1997;
Straughan, 2011). Such IBVPs are also relevant in acoustics,
where they are referred to as signaling problems (Crighton,
1998). Historically, identifying such apparent mathematical
“difficulties” has proven worthwhile, e.g., the theory of shock
waves was developed, in part, because of Stokes’ paper “On a
difficulty in the theory of sound” (Stokes, 1848).
This paper is organized as follows. In Sect. 2, the solutions of
IBVPs (1) and (3) are found by the textbook eigenfunction ex-
pansion technique. In Sect. 3, the solutions are derived by using
only the Laplace transform in time, showing that the Laplace-
transform solution to IBVP (3) does not agree with the solution
found in Sect. 2. Then, in Sect. 4, the textbook eigenfunction
expansion technique is modified to satisfy causality and shown
to reproduce identically the (correct) solutions to both IBVPs
found in Sect. 3. Sect. 5 gives a critical discussion of the litera-
ture on start-up flows in the context of the present work.
1Though many recent papers refer to Eq. (3a) as corresponding to an
“Oldroyd-B fluid,” it should be noted that the contribution of Oldroyd is in the
nonlinear terms of the rheological model, which are self-canceling for planar
unidirectional flows. Therefore, there is no sense in which to distinguish be-
tween Oldroyd’s upper-convected (“B”) and lower-convected (“A”) time rates,
and it is more appropriate to credit this equation to Jeffreys, as done in the
textbook of Bird et al. (1987).
2. Solution by separation of variables through a transfor-
mation to homogeneous boundary conditions
If we assume u is independent of t, then we obtain the steady-
state solution of both IBVPs (1) and (3), namely
uss(y) = 1 − y. (4)
Using this observation, the textbook approach
(Carslaw and Jaeger, 1959; Batchelor, 1967; Leal, 2007;
Bruus, 2008) is to now make the change of dependent variable
u(y, t) = v(y, t) + uss(y), (5)
where v(0, t) = v(1, t) = 0, unlike u(y, t). Noting that ∂uss/∂t =
∂2uss/∂y2 = 0, IBVP (1) becomes
∂v
∂t
=
∂2v
∂y2
, (y, t) ∈ (0, 1) × (0,∞), (6a)
v(y, 0) = −uss(y), 0 < y < 1, (6b)
v(0, t) = 0, t > 0, (6c)
v(1, t) = 0, t > 0. (6d)
Similarly, IBVP (3) becomes(
1 + τ ∂
∂t
)
∂v
∂t
=
∂
∂y
(
1 + α ∂
∂t
)
∂v
∂y
, (y, t) ∈ (0, 1) × (0,∞),
(7a)
v(y, 0) = −uss(y), ∂v
∂t
(y, 0) = 0, 0 < y < 1, (7b)
v(0, t) = 0, t > 0, (7c)
v(1, t) = 0, t > 0. (7d)
It is well known (Titchmarsh, 1962) that the eigenvalue prob-
lem
d2
dy2
ψn(y) = −λnψn(y), ψn(0) = ψn(1) = 0 (8)
possesses a complete set of orthogonal eigenfunctions
{ψn(y)}∞n=1, namely
ψn(y) = sin
( √
λn y
)
, λn = n
2π2,∫ 1
0
ψn(y)ψm(y) dy = 12δnm, (9)
where δnm is the Kronecker delta symbol and n,m = 1, 2, . . ..
With this in mind, the method of separation of variables
(see, e.g., Sneddon, 2006, Chap. 6, Sect. 4) suggests the ansatz
v(y, t) = ∑n an(t)ψn(y). Substituting the latter into Eq. (6a) and
using the orthogonality relation from Eq. (9), we see that an
must satisfy
dan
dt = −λnan, (10)
whence an(t) = an(0)e−λnt and an(0) = 2
∫ 1
0 v(y, 0)ψn(y) dy =−2/(nπ). Thus, we would be led to believe that the solution to
IBVP (1) is
u(y, t) = (1 − y) − 2
π
∞∑
n=1
exp
(
−n2π2t
) sin(nπy)
n
. (11)
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Indeed this is precisely the dimensionless version of the ex-
pression found in Eq. (1) (with v1 = 1, v2 = 0 and f (x) =
0) in Sect. 3.4 of the book of Carslaw and Jaeger (1959), in
Eq. (4.3.14) in Sect. 4.3 of the book of Batchelor (1967) and
in Eq. (3-158) in Chap. 3F of the book of Leal (2007). How-
ever, notice that (due to our choice in notation) we must keep in
mind that this solution does not apply for t < 0 because prior to
start-up u ≡ 0, which is not true for the expression in Eq. (11).
Similarly, for the Jeffreys fluid, by substituting the ansatz
v(y, t) = ∑n an(t)ψn(y) into Eq. (7a) and using the orthogonality
relation from Eq. (9), we see that an must satisfy(
1 + τ
d
dt
)
dan
dt = −λn
(
1 + α
d
dt
)
an. (12)
The characteristic polynomial of this ordinary differential equa-
tion (ODE) is τr2 + (1 + λnα)r + λn; its roots are r± =
−
[
(1 + λnα) ±
√
∆n
]
/(2τ), where∆n := (1+λnα)2−4λnτ. Thus,
three cases can be distinguished based on the sign of ∆n, and we
arrive at
an(t) = exp
(
−1 + λnα
2τ
t
)
×

cn sinh
( t
2τ
√
∆n
)
+ dn cosh
( t
2τ
√
∆n
)
, ∆n > 0,
cnt + dn ∆n = 0,
cn sin
( t
2τ
√
|∆n|
)
+ dn cos
( t
2τ
√
|∆n|
)
, ∆n < 0,
(13)
where the constants cn and dn are determined from the initial
conditions in Eq. (7b) as follows
− 2
nπ
= an(0) = dn, (14a)
0 = dandt (0) =

−1 + λnα
2τ
dn +
√|∆n|
2τ
cn, ∆n , 0,
−1 + λnα2τ dn + cn, ∆n = 0.
(14b)
Thus, we would be led to believe that the solution to IBVP (3)
is
u(y, t) = (1 − y) − 2
π
∞∑
n=1
exp
(
−1 + λnα
2τ
t
)
An(t) sin(nπy)
n
, (15)
where
An(t) =

1 + λnα√
∆n
sinh
( t
2τ
√
∆n
)
+ cosh
( t
2τ
√
∆n
)
, ∆n > 0,
1 + λnα
2τ
t + 1, ∆n = 0,
1 + λnα√|∆n|
sin
( t
2τ
√
|∆n|
)
+ cos
( t
2τ
√
|∆n|
)
, ∆n < 0.
(16)
Again, due to our choice in notation, we must keep in mind that
this solution does not apply for t < 0.
Let us now find the start-up solutions by another analyt-
ical technique. If we have not made any mistakes so far,
then the existence and uniqueness theorems for linear BVPs
(Courant and Hilbert, 1962) guarantee that any solutions found
by a different technique must agree with the solutions from this
section.
3. Solution using only the Laplace transform in time
An alternative solution technique is to apply the Laplace
transform in time (see, e.g., the classic comprehensive treat-
ment by Doetsch (1974)), namely
L{u(y, t)} :=
∫ ∞
0
e−stu(y, t) dt ≡ u¯(y, s), s ∈ C. (17)
Now, the condition of start-up, i.e., u(0, t) ≡ 0 for t < 0 is
implicit because the Laplace transform is only well defined
for distributions whose action on tests functions with support
in t ∈ (−∞, 0) vanishes identically (Doetsch, 1974, Sect. 12).
(This is related to the principle of causality (Toll, 1956), i.e.,
the Laplace transform is a causal operator only for u(·, t) such
that u(·, t) ≡ 0 for t < 0.) As a consequence, L{1} must be
understood in the sense L{H(t)}, where L{H(t)} = 1/s, while
initial conditions imposed on u must be understood in the sense
of limt→0− u(y, t) because limt→0+ u(y, t) does not have to at-
tain this same value (see Doetsch (1974, pp. 70–71, 129) and
Miller and Mattuck (2010)).
Applying the Laplace transform to IBVP (1) gives the sub-
sidiary boundary value problem
su¯ =
∂2u¯
∂y2
, y ∈ (0, 1), (18a)
u¯(0, s) = 1
s
, (18b)
u¯(1, s) = 0. (18c)
The solution of the latter BVP is easily found to be
u¯(y, s) =
sinh
[√
s(1 − y)
]
s sinh(√s) . (19)
Noting that the poles (in the complex plane) of the right-hand
side are at s such that s = 0 or
√
s = inπ, n = 1, 2, . . ., it is a
standard exercise (see, e.g., Carslaw and Jaeger, 1963, Sect. 40)
to evaluate the Laplace inversion integral using a Bromwich-
type contour in the complex plane and the residue theorem, ar-
riving at
u(y, t) = H(t)
(1 − y) − 2π
∞∑
n=1
exp
(
−n2π2t
) sin(nπy)
n
 . (20)
Note the steady state is, as expected, uss(y) ≡ limt→∞ u(y, t) =
1−y but the change of variables given in Eq. (5) does not elimi-
nate this term from the solution in Eq. (20) because this change
of variables does not leave the solution identically equal to zero
for t < 0, as required by the condition of start-up. We shall
further elaborate on this point below.
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Similarly, IBVP (3) can be transformed into
s(1 + τs)
1 + αs
u¯ =
∂2u¯
∂y2
, y ∈ (0, 1), (21a)
u¯(0, s) = 1
s
, (21b)
u¯(1, s) = 0. (21c)
The solution of the latter BVP is easily found to be
u¯(y, s) =
sinh
[ √
ζ(s)(1 − y)
]
s sinh
[ √
ζ(s)
] , ζ(s) := s(1 + τs)
1 + αs
. (22)
The poles of u¯ are at s such that
√
ζ(s) = inπ, i.e., at s =
{0,−τ−1, s±n }, where
s±n =
−(1 + n2π2α) ±
√
(1 + n2π2α)2 − 4τn2π2
2τ
, n = 1, 2, . . . .
(23)
As before, we can use the Laplace inversion formula with
a Bromwich-type contour, and all that is left to do is find
the residues of estu¯(s, t) at the poles (see (Carslaw and Jaeger,
1963)).2
The pole at s = 0 is of order 2 because both s and
sinh
[ √
ζ(s)
]
vanish, hence the residue is given by
lim
s→0
d
ds
s2
est sinh
[ √
ζ(s)(1 − y)
]
s sinh
[ √
ζ(s)
]
 = 1 − y. (24)
The pole at s = −τ−1 is simple and its residue is easily found to
be zero. Then, since s±n =
[
− (1 + n2π2α) ± √∆n
]
/(2τ), where
∆n = (1 + n2π2α)2 − 4τn2π2, the poles at s = s±n for the case
∆n , 0 are simple and the corresponding residues are given by
es
±
n t sinh
[
inπ(1 − y)]
d
ds
(
s sinh
[ √
ζ(s)
])∣∣∣∣
s=s±n
=
es
±
n t sinh
[
inπ(1 − y)]
s cosh
[ √
ζ(s)
]
ζ′(s)
2
√
ζ(s)
∣∣∣∣∣
s=s±n
. (25)
Note that sinh[inπ(1 − y)]/ cosh(inπ) = −i sin(nπy) and
 s
ζ′(s)
2
√
ζ(s)
∣∣∣∣∣∣∣
s=s±n

−1
=
∓1 ± n2π2α + √∆n
inπ
√
∆n
. (26)
Hence, the expression on the right-hand side of Eq. (25) equals
− sin(nπy)
nπ
es
±
n t
(±1 ∓ n2π2α√
∆n
+ 1
)
. (27)
Since Eq. (27) corresponds, for a given n, to the residues at two
distinct poles, and eventually we have so add-up all residues,
2For these calculations the reader is encouraged to make use of a computer
algebra system such as the software package Mathematica.
we can sum these now to obtain
− 2 sin(nπy)
nπ
exp
(
−1 + n
2π2α
2τ
t
)
×

1 − n2π2α√
∆n
sinh
( t
2τ
√
∆n
)
+ cosh
( t
2τ
√
∆n
)
, ∆n > 0,
1 − n2π2α√|∆n|
sin
( t
2τ
√
|∆n|
)
+ cos
( t
2τ
√
|∆n|
)
, ∆n < 0.
(28)
Finally, for the case of ∆n = 0, we note that the limit ∆n → 0
is well-defined from both above and below because taking it in
either expression in Eq. (28) yields
− 2 sin(nπy)
nπ
exp
(
−1 + n
2π2α
2τ
t
) (
1 − n2π2α
2τ
t + 1
)
, (29)
hence this is the residue for ∆n = 0.
Setting λn = n2π2, adding the expressions in Eqs. (24), (28)
and (29) together, where the last two must also be summed over
all allowed n, and premultiplying by H(t), we obtain the solu-
tion to IBVP (3):
u(y, t) = H(t)
(1 − y) − 2π
∞∑
n=1
exp
(
−1 + λnα
2τ
t
)
An(t) sin(nπy)
n
 ,
(30)
where
An(t) =

1 − λnα√
∆n
sinh
( t
2τ
√
∆n
)
+ cosh
( t
2τ
√
∆n
)
, ∆n > 0,
1 − λnα
2τ
t + 1, ∆n = 0,
1 − λnα√|∆n|
sin
( t
2τ
√
|∆n|
)
+ cos
( t
2τ
√
|∆n|
)
, ∆n < 0.
(31)
Evidently the only difference between Eqs. (16) and (31) is that
in the pre-factors of the sinh, t and sin terms +λnα has been
changed to −λnα.
Let us now try to resolve the apparent contradiction that
Eqs. (15)–(16) and Eqs. (30)–(31), which are not identical, were
both found to be solutions to the same linear IBVP.
4. Resolution to the apparent difficulty, or how to find the
correct solution using an eigenfunction expansion
It should be obvious that Eqs. (11) and (15) are not mathe-
matically equivalent to Eqs. (20) and (30) due to “implicit as-
sumptions” about start-up. Only Eqs. (20) and (30) account for
all the stipulations of the start-up problem in a self-contained
mathematical fashion. Thus, guided by these expressions, we
modify the transformation in Eq. (5) as follows:
v(y, t) = u(y, t) − H(t)uss(y). (32)
Of course, one may argue this is merely a semantic point be-
cause it is understood that uss(y) in Eq. (5) only “makes sense”
4
for t > 0. However, because the governing PDEs contain par-
tial time derivatives, the transformations in Eqs. (5) and (32) are
not equivalent. Thus, it is important that the start-up condition
is always written explicitly (though the appropriate H(t) pre-
factor) to obtain the physical solution to the start-up problem
and, moreover, to not alter the state of rest prior to start-up.
Noting that ∂
(
H(t)uss(y))/∂t = δ(t)uss(y), where δ(t) is the
Dirac delta distribution, and ∂2(H(t)uss(y))/∂y2 = 0, IBVP (1)
becomes
∂v
∂t
=
∂2v
∂y2
− δ(t)uss(y), (y, t) ∈ (0, 1) × (0,∞), (33a)
v(y, 0) = 0, 0 < y < 1, (33b)
v(0, t) = 0, t > 0, (33c)
v(1, t) = 0, t > 0. (33d)
The initial condition, being understood as the state prior to start-
up, i.e., as limt→0− u(y, t), naturally remains zero. This inter-
pretation is a demonstration of Duhamel’s principle (Duhamel,
1833; Bartels and Churchill, 1942; Sneddon, 2006), namely,
that a time-varying boundary condition can be “exchanged” for
a homogeneous boundary condition at the “cost” of adding a
time-varying source term to the linear BVP. Notice that the text-
book approach exchanges the inhomogeneous boundary con-
ditions for a homogeneous boundary condition at the cost of
an inhomogeneous initial condition. Philosophically, this is al-
ready problematic because the cumulative effects of the bound-
ary condition from t = 0 up to t = ∞ have been “condensed”
into an initial condition and imposed t = 0, an act that readily
violates the principle of causality, namely “no output before the
input” (Toll, 1956).3
As before, the method of separation of variables suggests
the ansatz v(y, t) = ∑n an(t)ψn(y). Substituting the latter into
Eq. (33a) and using the orthogonality relation from Eq. (9), we
see that an must satisfy
dan
dt = −λnan −
2
nπ
δ(t), an(0) = 0. (34)
Taking the Laplace transform, we obtain (s + λn)a¯n = −2/(nπ),
and it follows that an(t) = −2/(nπ)H(t)e−λnt.4 Thus, the com-
plete solution to IBVP (1) is precisely
u(y, t) = H(t)
(1 − y) − 2π
∞∑
n=1
exp
(
−n2π2t
) sin(nπy)
n
 , (35)
which is identical to the Laplace-transform-in-time-only solu-
tion given in Eq. (20). Unlike the expression in Eq. (11), the
solution in Eq. (35) is valid for all t ∈ R, identically satisfying
the condition that the fluid is at rest prior to t = 0.
3It should be noted that there are deeper issues regarding causality in relation
to viscous (compressible) flow that are beyond the scope of the present work
(Jordan et al., 2000).
4Notice that the Laplace domain solution is identical to the corresponding
one for the ODE in Eq. (10), where the −2/(nπ) term is contributed by the initial
condition an(0) = −2/(nπ).
Similarly, IBVP (3) becomes
(
1 + τ ∂
∂t
)
∂v
∂t
=
∂
∂y
(
1 + α ∂
∂t
)
∂v
∂y
− [δ(t) + τδ′(t)]uss(y),
(y, t) ∈ (0, 1) × (0,∞), (36a)
v(y, 0) = ∂v
∂y
(y, 0) = 0, 0 < y < 1, (36b)
v(0, t) = 0, t > 0, (36c)
v(1, t) = 0, t > 0. (36d)
Once again we note the effect of Duhamel’s principle: the in-
homogeneous boundary condition was exchanged for a source
term. Substituting the separation of variables ansatz into
Eq. (36a) and using the orthogonality relation from Eq. (9), we
find that an satisfies(
1 + τ ddt
)
dan
dt = −λn
(
1 + α ddt
)
an − 2
nπ
[δ(t) + τδ′(t)],
an(0) = dandt (0) = 0. (37)
Taking the Laplace transform of the latter, we obtain
(1 + τs)sa¯n = −λn(1 + αs)a¯n − 2
nπ
(1 + τs). (38)
Meanwhile, if we take the Laplace transform of Eq. (12), we
find that
(1+τs)sa¯n−(1+τs)an(0)−τdandt (0) = −λn(1+αs)a¯n+λnαan(0),(39)
which, after imposing the initial conditions from Eq. (14), be-
comes
(1 + τs)sa¯n = −λn(1 + αs)a¯n − 2
nπ
(1 + τs + λnα). (40)
Clearly, Equation (40) does not agree with Eq. (38) unless α =
0 (a point on which we comment in Sect. 5).
Solving for a¯n from Eq. (38), we find that
a¯n(s) = − 2(1 + τs)
nπ[(1 + τs)s + λn(1 + αs)] = −
2(τ−1 + s)
nπ(s − s•+)(s − s•−)
.
(41)
where s•± = −
[
(1 + λnα) ±
√
∆n
]
/(2τ) with ∆n := (1 + λnα)2 −
4λnτ. Using entries 11 and 18 from the Table of Laplace Trans-
forms in (Doetsch, 1974, pp. 317–321) for ∆n , 0 and entries 8
and 17 for ∆n = 0, once again three cases can be distinguished
and, finally, we arrive at the correct solution:
u(y, t) = H(t)
(1 − y) − 2π
∞∑
n=1
exp
(
−1 + λnα
2τ
t
)
An(t) sin(nπy)
n
 ,
(42)
where
An(t) =

1 − λnα√
∆n
sinh
( t
2τ
√
∆n
)
+ cosh
( t
2τ
√
∆n
)
, ∆n > 0,
1 − λnα
2τ
t + 1, ∆n = 0,
1 − λnα√|∆n|
sin
( t
2τ
√
|∆n|
)
+ cos
( t
2τ
√
|∆n|
)
, ∆n < 0.
(43)
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Clearly, this solution agrees exactly with the solution found in
Sect. 3 using only the Laplace transform in time, specifically
Eqs. (31) and (43) are identical. Thus, though it may appear the
differences between the Jeffreys-fluid solutions in Sect. 2 and
this section are minor (almost typographical in nature), these
two Fourier series representations have fundamentally different
properties as illustrated in Fig. 1.
One independent check on the exact solution for the start-up
of plane Couette flow of a Jeffreys fluid found above is a di-
rect numerical inversion of the Laplace-domain solutions (i.e.,
Eq. (22)). This can be achieved by a Riemann-sum approxima-
tion (Tzou, 1997, Sect. 2.5.1):
u(y, t) ≈ e
4.7
t

1
2
u¯
(
y,
4.7
t
)
+ Re

M∑
m=1
(−1)mu¯
(
y,
4.7 + imπ
t
)
,
(44)
where the value 4.7 has been fine-tuned numerically to ensure
the accuracy of the approximation (Tzou, 1997, p. 41), and
M ≫ 1 is taken large enough to ensure that the sum has con-
verged. Another independent check on the exact solution is a
comparison to a numerical solution of IBVP (3) by the second-
order-accurate finite-difference scheme constructed by Christov
(2010, Sect. 3.2) (using the same number of spatial and tempo-
ral grid points as therein). Both of these are shown as discrete
symbols in Fig. 1.
Since α and τ are dimensionless, for the purposes of Fig. 1 we
take them to be O(1) without loss of generality. In accordance
with experimental observations (Toms and Strawbridge, 1953),
we choose them such that α/τ = 0.5.
0.2 0.4 0.6 0.8 1.0
u
0.2
0.4
0.6
0.8
1.0
y
Figure 1: Approach to steady-state of the start-up flow of a Jeffreys’ fluid (with
τ = 1 and α = 0.5) between two parallel plates: 50 terms of Eqs. (15)–(16)
(bold dashed curves), 25 terms of Eqs. (42)–(43) (bold solid curves), Tzou’s
Riemann sum inversion from Eq. (44) (open symbols), numerical solution of
IBVP (3) (filled symbols) and the steady-state from Eq. (4) (thin line). Darkest
colors (blue online), intermediate dark colors (red online) and lightest colors
(yellow online) correspond, respectively, to the solutions at t = 0.01, 0.1 and 1.
5. Discussion
In this paper, we expounded on some subtle but critical as-
pects of the method of solution for transient/start-up problems
in continuum mechanics. To the best of our knowledge, the
erroneous approach of Sect. 2 was first introduced for the non-
Newtonian case with τ = 0 by Rajagopal (1982). However,
it did not become prominent in the literature until the paper
by Bandelli and Rajagopal (1995) brought renewed interest to
the topic (see also (Jordan, 2005)). Meanwhile, the incor-
rect solution to the start-up plane Couette flow of a Jeffreys
(nowadays referred to as “Oldroyd-B”) fluid appears to have
been supplied by Hayat et al. (2001, 2004).5 As a result of
many authors applying the erroneous technique from Sect. 2
to just about every variation of non-Newtonian rheology and
boundary conditions, a vast literature of works presenting er-
roneous solutions now exists. For example, the incorrect so-
lution for the start-up of plane Couette flow of a second-order
fluid from (Rajagopal, 1982) has made its way into textbooks
(Truesdell and Rajagopal, 2000, Sect. 7.2).
Here, we do not attempt to catalogue the various erroneous
solutions, including those in which the lower plate velocity is
set into oscillatory or otherwise time-dependent motion such
that u(0, t) = H(t)F(t), in which case matters are compli-
cated by the fact that the mathematical error is self-canceling
if F(0) = 0. Detailed case studies by Christov (2010, 2011) and
Christov and Jordan (2012) correct a related subset of the lit-
erature on non-Newtonian fluid mechanics in which erroneous
solutions have been derived due to a (more mundane) mistake in
applying the Fourier sine transform to a mixed derivative term
(see also (Christov and Jordan, 2009; Christov and Christov,
2010)). Furthermore, while the present work only deals with
planar unidirectional flows, the same reasoning applies to start-
up problems in cylindrical domains wherein a fluid (respec-
tively, a heat-conducting material) fills a cylinder or the gap
between two cylinders, one or both of which is rotating and/or
translating (respectively, one or both of which is differentially
heated). Indeed, Bandelli and Rajagopal (1995, Sect. 6) com-
mit the error from Sect. 2 for a cylindrical geometry and τ = 0,
but proceed to (mistakenly) claim that the earlier solution to the
same problem by Ramkissoon (1985) is wrong. Nevertheless,
the approach of Ramkissoon (1985) is not rigorous because the
non-zero value of the imposed boundary condition at t = 0 has
been set to zero. A careful derivation (Christov, 2011) shows
that despite this arbitrary and unjustified assumption, one can
obtain the correct solution (for the wrong reason).
For α = 0 both the erroneous (Eqs. (15)–(16)) and correct
(Eqs. (42)–(43)) solutions reduce to the correct solution to the
problem of start-up of plane Couette flow of a Maxwell fluid
(Denn and Porteous, 1971).6 For τ = α = 0 the Newtonian
5It should be noted that Hayat et al. (2001, 2004) do not present their so-
lution technique, instead they only state the final form of the solution. Since
(Rajagopal, 1982) is cited in (Hayat et al., 2001) and (Hayat et al., 2001) is
cited in (Hayat et al., 2004), we are led to believe that Hayat et al. (2001, 2004)
arrived at the wrong solution by the textbook technique (as in Sect. 2 herein).
6The solution given by Denn and Porteous (1971) is indeed the correct
6
solution is recovered in all cases. Of course, reducing one’s so-
lution to a published result in some limit is not a proof that the
former is correct, claiming so would be a logical fallacy. The
only conclusion that can be drawn is that terms of the solution
that cannot be verified to be correct are multiplied by the pa-
rameter that is being taken to zero. Nevertheless, the pernicious
fact that the even erroneous solutions reduce to correct ones in
such limits seems to have deterred proper verification of some
solutions in the literature.
At the heart of the problem presented in this paper is the mat-
ter of the start-up jump.7 This is the phenomenon in which the
solution to a start-up problem is discontinuous across the plane
t = 0. It appears to have been first identified by Tanner (Tanner,
1962) in solving the classical first problem of Stokes for the
Jeffreys fluid. In general, it is thought that start-up jumps are
due to the presence of mixed derivatives in the governing par-
tial differential equation, as confirmed by a number of exam-
ples in the literature most recently for start-up flows of dipo-
lar fluids (Jordan and Puri, 2002, Eq. (4.1)) and bubbly liquids
(Jordan and Feuillade, 2006). However, the first exact solutions
obtained by Ting (1963) for the second-order fluid (τ = 0) and
by Waters and King (1970) for the Jeffreys fluid did not exhibit
start-up jumps, which appears to have led to the incorrect sup-
position in the literature that start-up jumps cannot occur for
such non-Newtonian fluids (see, e.g., Truesdell and Rajagopal,
2000, p. 121).8
In conclusion, it is the author’s recommendation that the text-
book description of start-up problems of fluid flow and of tran-
sient heat conduction be revised to include the approach from
Sect. 4, so that the treatment is mathematically rigorous and
applicable to non-classical problems.
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