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Abstract 
The theory of chaos has emerged from a multidisciplinary encounter of mathematics, physics, and other sciences. The 
study of chaotic (microscopic) dynamics is now contributing in a major way to our understanding of nonequilibrium 
statistical mechanics. In particular one does not want to be restricted to situations close to equilibrium. We shall 
discuss some of the successes and challenges that have been met in this new development. 
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1. Prologue: the past 
Our Symposium is dedicated to the celebration of 50 years of chaos. This will lead to some technical 
discussion, but allow me, before that, to evoke the spirit of those fifty years that were so important for 
many of us. I want to think particularly of the foundational period centered on the 1970's and 1980's. Let 
me begin with a basic fact: the foundation of chaos theory was a period of intense multidisciplinary 
interaction. It is true that the work of Ed Lorenz was first known only to meteorologists. Also, the paper 
by Floris Takens and myself on turbulence was first received with a certain skepticism. But then, in the 
course of the 1970's, the idea became popular that sensitive dependence on initial condition is relevant to 
many phenomena in the world around us. This is what we now call chaos. Some people had hit upon the 
idea of chaos very early (notably Henri Poincaré) but did not have the tools to develop a theory. When the 
modern theory of chaos got started fifty years ago, the necessary tools had been developed, or could be 
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developed. These were mathematical tools (the ergodic theorem - 1932 - which was not known to 
Poincaré, hyperbolic dynamics, etc.), experimental tools in various branches of science (hydrodynamics, 
chemical kinetics, etc.), and most importantly computing tools (fast digital and analog computers). A 
remarkable multidisciplinary development then took place: new theoretical techniques were introduced, 
and various areas of the sciences were tested to find if the ideas of chaos led to a new understanding of 
reality. This was hard work, but very exciting. As far as I am concerned, I came to visit labs and talk to 
experimentalists like Jerry Gollub and Harry Swinney who studied hydrodynamics, and I discussed with 
meteorologists, chemists, physiologists, economists, etc. There were a number of small meetings where 
ideas were freely exchanged, mainly in the US, but also in Japan, etc. These meetings were very important 
for the development of the ideas of chaos.  
Multidisciplinary interactions thus played a central role in the foundational period of the theory of 
chaos. Let me make a couple of remarks about this. First, these interactions were a bottom up 
phenomenon: people in various fields thought that chaos might be relevant to their studies, got positive or 
negative results, and then went on to do something else. This is contrary to a tendency which is more and 
more common, where the power to make scientific decisions is taken away from working scientists (who 
are ahead of fashion) to be given to administrators (who follow fashion). Second, there was a remarkably 
free exchange of ideas during the formative period of chaos that I remember. I mean that the fight for 
priority seems to have had less of a sterilizing effect on scientific development than is often the case. I like 
to think that the founding fathers of the theory of chaos were in fact particularly nice people; this certainly 
applies to Ed Lorenz, Mitch Feigenbaum, and to a number of Russian, American, and Brazilian 
mathematicians with whom I interacted.  
Let me now discuss some of the results that have emerged from the ideas of chaosb. By chaos I mean 
here sensitivity to initial condition for a large (positive measure) set of initial conditions. Of major 
importance is the application (originating with Lorenz) to meteorological predictions: we now understand 
quantitatively why weather forecasts become meaningless after a few days or weeks. Important is also the 
realization that hydrodynamic turbulence is chaotic (theory by Ruelle, Takens, and others, experiments by 
Gollub, Swinney, Libchaber, and others). Eventually, the ideas of chaos should be integrated in a theory 
of developed turbulence, but this has not happened yet. One must admit that the problem is difficult; I 
would guess that the lack of integration of chaos into turbulence theory explains the relative stagnation of 
the subject in recent decades. The discovery of chaos in oscillating chemical reactions (Belousov-
Zhabotinski) went against some preconceived ideas, and led to animated discussions. Oscillations in 
biological chemical reactions may revive the subject. The evidence that there is chaos in the dynamics of 
the solar system (Jack Wisdom [10], Jacques Laskar [6], and further work) also went against received 
ideas, and created quite a commotion. Clearly this is again a major application of chaos, with important 
geological implications.  
An important fact is that the methods of chaos are now taught in university courses, and applied 
routinely to all kind of problems. These applications may be less important than the major applications 
just mentioned, but they constitute globally a considerable contribution to our understanding of the world.  
b
In a review such as this, it would be easy to give a vast number of references. I feel that this would not be useful, and I shall thus 
limit myself to mentioning the two well-known reprint books [1], [4]. I shall also give a few specific references, concerning more 
recent work, later in this review.
29 David Ruelle /  Procedia IUTAM  5 ( 2012 )  27 – 33 
While there is a rough agreement as to what have been the major past applications of the ideas of chaos, 
there will also be some divergent opinions. And there will be greater divergences when we now turn to the 
future.  
But, while we are still with the past, let me express my pleasure to see at this Symposium some of the 
friends, in particular Yoshisuke Ueda [11], from the early days of strange attractors, sensitive dependence 
on initial condition, turbulence and chaos theory. At the same time, I want to give a thought to the many 
friends who have died and cannot be with us today. One of them is of course Ed Lorenz. I shall mention 
only two more names: Floris Takens and Rufus Bowen because I felt particularly close to them. 
2. What about the future of chaos? 
The word chaos is a convenient label for an interesting class of applications of differentiable dynamics 
to the world around us. What other applications can we hope for in the future? In the present section I 
shall make some remarks about that question. Then, in the next section, I shall devote some time to a 
specific issue of current interest: an application of chaos to nonequilibrium statistical mechanics.  
There are only few successful applications of chaos in the sense of giving useful quantitative 
information concerning the real world. This is because the current methods of chaos theory require a very 
precise knowledge of the deterministic dynamics of the system of interest. Such precise knowledge may 
be available experimentally for simple dynamics (the case of chemical oscillations) or theoretically 
(astronomy of the solar system). But such clean situations are exceptional, and do not occur for financial 
time series for example. The question is this: can one make a useful analysis of partially uncontrolled 
dynamics? Suppose that a system in the real world exhibits both elements of deterministic nonlinear 
dynamics and other, uncontrolled, elements. Can one then make a nontrivial analysis with useful 
predictions? The answer up to now is negative; as an example, the attempted analysis of dynamical 
dimension for real systems has shown how rarely such an analysis is possible. A new idea is needed to 
escape the straitjacket of linear analysis. Recurrence plots [5] go in the right direction, but not far enough. 
Obviously, a breakthrough in this area would be of considerable practical importance.  
Another problem for the future has already been mentioned: integrating chaos into hydrodynamic 
turbulence theory. That may be the key to a good theory of turbulence (the question of universality, the 
role of Navier-Stokes).  
The theory of differentiable dynamical systems is central to our understanding of chaos, but has other 
applications as well, notably to classical nonequilibrium statistical mechanics. I have spent much time on 
this question in recent years, and particularly on the problem of linear response. The theory of linear 
response discusses how a nonequilibrium steady state (NESS) changes under small perturbations of the 
dynamics. Traditionally, linear response is studied close to equilibrium (Green-Kubo relation, etc.), but it 
turns out that the theory can be adapted to apply also far from equilibrium. In particular, dispersion 
relations extend to the regime far from equilibrium. This means that the frequency dependent 
susceptibility has an analytic extension to the upper half complex plane, a fact from which useful integral 
relations can be derived. In particular, Valerio Lucarini ([8], and related publications) has launched a 
program to study the climate using linear response far from equilibrium, including dispersion relations. It 
remains to be seen how successful the program will be but, at least, the basic idea is sound. 
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3. The present:nonequilibrium classical statistical mechanics 
There are reasons to believe that in order to study nonequilibrium statistical mechanics, one should 
assume that the microscopic dynamics is chaotic. The ``chaotic hypothesis'' of Gallavotti-Cohen in fact 
assumes uniform hyperbolicity, i.e., the time evolution is Anosov (see below). For uniformly hyperbolic 
dynamics one can prove a linear response formula, i.e., the NESS depends differentiably on parameters 
defining the time evolution, and there is an explicit formula for the derivative (this is a nontrivial result!).  
Remember now that a chaotic dynamical system typically has an uncountable family of ergodic states. 
We should choose one (or a few) of those to define a physical NESM, then one can study the dependence 
of this NESM on parameters, i.e., linear response. For uniformly hyperbolic dynamics, there is a natural 
choice of NESM, the so-called SRB state (Sinai, Ruelle, Bowen). We shall in the next section see that 
another choice of NESM has been made by Dolgopyat, namely u-Gibbs states for partially hyperbolic 
dynamical systems. Obviously, the proper choice of NESM is an important physical issue, and ideas on 
this question may still evolve, depending on the mathematical results that can be proved.  
Consider now a chain of N + 1 little mechanical systems which we call nodes. We put a coupling 
between consecutive nodes, and ask about the conduction of heat in the chain. Physically, one expects 
that for a long chain and a small difference of imposed temperatures at the ends of the chain, a steady 
state will be reached, corresponding to a linear temperature profile. This is Fourier's law, and it can be 
justified using linear response theory close to equilibrium (Green-Kubo, etc.). However, linear response 
close to equilibrium is not a fundamental theory; it is physically reasonable, but not proved from first 
principles. To see how serious the problem is, we note that for a chain of harmonically coupled harmonic 
oscillators, Fourier's law is not satisfied (Lebowitz and Spohn [7]). It is thus very desirable to derive 
Fourier's law from microscopic dynamics, as stressed repeatedly by Joel Lebowitz, and to have explicit 
conditions of applicability.  
Let me repeat that we have a reasonable understanding of linear response for uniformly hyperbolic 
dynamical systems. Uniform hyperbolicity means that at each point of the s + u +1-dimensional phase 
space one can continuously define an s-dimensional direction which is uniformly contracted by the time 
evolution, a u-dimensional direction which is uniformly expanded, and there remains the 1-dimensional 
flow direction which is neither contracted nor expanded. Let us come back to our chain of little 
mechanical systems (nodes) for which we want to study heat conduction. Before the N + 1 nodes are 
coupled, the time evolution is given by a product of N + 1 uniformly hyperbolic dynamical systems. This 
product is no longer hyperbolic, because there is a N + 1-dimensional ``neutral'' subspace which is neither 
contracted nor expanded. We have thus partially hyperbolic dynamics, which we want to perturb by 
coupling the consecutive nodes of the chain. Proving a linear response formula for partially hyperbolic 
dynamics is much more difficult than for hyperbolic dynamics, and results have been obtained only 
recently in this direction (by Dmitry Dolgopyat [2], with related work by Carlangelo Liverani, Masato 
Tsujii, and Viviane Baladi). To make a long story short, let me say that one can almost prove Fourier's 
law from realistic microscopic deterministic dynamics. There is a paper to this effect by Dolgopyat and 
Liverani [3], which ``cheats'' (in my opinion) by taking a macroscopic limit. I have my own approach [9], 
to be discussed in the next section, where the ``cheating'' consists in removing temperature fluctuations in 
the intermediate nodes of the chain.  
Let me summarize the situation. Proving linear response formulas is mathematically difficult, and 
progress in this area has been slow. But it is a theoretically important issue if one wants a rigorous 
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understanding of nonequilibrium close to equilibrium, for instance of Fourier's law of heat conduction. 
Linear response theorems will also be practically important to understand situations far from equilibrium. 
4. A model for Fourier’s law of heat conduction 
Consider a chain of N + 1 nodes with Hamiltonian  
H  H j
j 0
N
¦ O W q j -1,q j 
j 1
N
¦  . 
Here Hj = ¢pj, pj²/2m is the kinetic energy for the geodesic flow on a n-dimensional compact Riemann 
manifold with negative curvature. The force O Xj on the j-th node is given by  
X j  X j
  X j
   ,    X j
  wq j W q j1,q j    ,    X j  wq j W q j ,q j1  . 
[We assume ³ dqj-1 W(qj-1 , qj) = ³ dqj W(qj-1 , qj) = 0.] 
Define  
Dˆj  X j ,p j  Dˆj
 Dˆj
     ,      Dˆj
r  X j
r ,p j
D j  Dˆj p j ,p j  D j
 D j
     ,      D j
r  Dˆj
r p j ,p j  . 
We shall consider a thermostatted time evolution ( f t ) defined by  
d
dt
p j
q j
§
©
¨
·
¹
¸ 
wq j H j  OX j  OD j p j
wp j H j
§
©
¨¨
·
¹
¸¸ . 
The terms -ODj pj are isokinetic thermostats, which have the effect that the Hj are constant under ( f t ). We 
shall thus restrict ( f t ) to S = u0
N Sj, where Sj = {(pj, qj) : Hj = Kj} for j = 0,}, N. The Kj will be chosen 
below to yield a stable temperature profile.
Note that ( f t ) is a perturbation of a time evolution fu
t  on S obtained by putting O = 0. We have 
fu
t  u0
N f j
t  where f j
t  is the geodesic flow restricted to Sj, and there is an absolutely continuous measure 
Uj on Sj, ergodic under f j
t . Since Uj is SRB and exponentially mixing for f jt  on Sj, the measure 
Uu  u0
N U j  is SRB and exponentially mixing for fu
t  on S. Is there a physically natural measure 
corresponding to Uu when O z 0? There need not be any SRB measure for fu
t  on S. But since fut  is 
partially hyperbolic on S, we may follow an idea of D. Dolgopyat and look for u-Gibbs states, as we now 
explain. 
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A dynamical system ( f t ) on the compact Riemann manifold S is said to be partially hyperbolic if 
there is a continuous invariant splitting  
TS = Eu  Ecs
such that, for suitable constants C > 0, T1, T2 < 1, and all t t 0, we have  
v  Eu  Tf t v d CT1t v
x  S  Tf t  Excs Tf t  Exu 1 d CT2t  . 
One can then define local (strong) unstable manifolds   j x
u ; the corresponding global manifolds form a 
continuous foliation   j
u  of S with smooth leaves, which is tangent to Eu.  An ( f t )-invariant probability 
measure on S is called u-Gibbs if it has conditional measures on the unstable manifolds that are absolutely 
continuous with respect to the leaf Lebesgue measure. 
In the situation under discussion, a perturbation theorem by Dolgopyat [2] applies to give estimates on 
any u-Gibbs state U for ( f t ) when O is small.  Using the fact that fu
t  is volume preserving on S, we may 
reformulate Dolgopyat's result for the expectation value of a smooth function A as follows  
U (A) - Uu(A) = OZ (A) + o (O)
where  

Z A   Uu
k 0
f
¦ div Y> @ A o fuk> @     ,     Y  df
1
dO
o f 1
§
©
¨
·
¹
¸ O 0 .
This yields   

U A  Uu A  O n 1  dW
0
f³ Uu D j
j 0
N
¦
§
©
¨
¨
·
¹
¸
¸
A o fu
W 
§
©
¨
¨
·
¹
¸
¸ o O 
hence  

U Dˆj
r  Om dW0
f³ U j U jr1  E j Dˆjr  E jr1 Dˆjr1m Dˆjr o fuW > @ o O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with temperatures defined by E j
1  2K j / n 1 . These integrals may be used to compute rates of energy 
transfer.
Writing

dW
f
f³ U j1 U j  Dˆj1 Dˆj1 o fuW > @ ) p j1 , p j 
one finds that the rate of energy transfer from the thermostatting force to the j-th node is  
 O
m
U Dˆj
 Dˆj
   12
O2
m2
E j  E j1 ) p j1 , p j  E j  E j1 ) p j , p j1 > @ o O2  . 
We define a stable temperature profile by fixing E0 < EN, and choosing E1, }, EN-1 such that the above 
rates are = 0 for j = 1, }, N-1. This means that the average energy transfers from the thermostats to the 
intermediate nodes vanish (but the thermostats prevent kinetic energy fluctuations at these nodes). There 
are technical difficulties in studying stable temperature profiles, but one can show that the approximate 
stable temperature profiles, such that  
E j  E j1 ) p j1 , p j  E j  E j1 ) p j , p j1  0
conform to Fourier’s law for small EN - E0 and large N.
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