Knowledge-based rules for delineating the second derivative of photoplethysmogram (SDPTG), which is widely used as an indicator of arterial stiffness, are proposed in this study. The SDPTG facilitates the distinction of five sequential waves, namely the initial positive wave (IPW), the early negative wave (ENW), the late upsloping wave (LUW), the late downsloping wave (LDW), and the diastolic positive wave (DPW). An analysis of these waves indicates that the SDPTG is a slowly time-varying signal and that the difference between two adjacent pulses cannot go beyond a certain range. It also indicates that the diastolic positive wave can be accurately estimated from the envelope of the SDPTG signal even with a noisy signal. To delineate the SDPTG, pulse waveforms are first divided into pulse segments, each of which contains one period of the SDPTG signal, using the slope sum function with an adaptive thresholding scheme, which simplifies detecting pulse onsets by enhancing the upslope of the pulse signal and suppressing the remainder of the signal. After pulse segmentation, IPW is first identified by picking the maximum positive peak in the segment. DPW is then extracted using a knowledge-based rule that uses the envelope of the SDPTG signal. In the range from IPW to DPW, ENW, LUW, and LDW are sequentially determined using knowledgebased rules. The proposed method is evaluated using the HIMS database, which includes 1,386 pulses. A positive predictive value of 99.71% and a false negative rate of 1.02% are obtained, and thus the proposed rules are expected to facilitate pulse diagnosis using SDPTG signals.
Introduction
Arterial stiffness has recently received a lot of attention since it is associated with increased risk of cardiovascular diseases, dementia, and death [1] . A considerable number of studies showed that advanced arterial stiffness in the ascending aorta is one of the latent causes of cerebral emboli and an independent risk factor of ischemic stroke [2, 3] . Furthermore, studies have demonstrated that arterial stiffness is a strong independent predictor of all-cause and mainly cardiovascular mortality in subjects with end-stage renal disease [4, 5] . The estimation of arterial stiffness is thus a popular research subject [6] [7] [8] .
Methods for the noninvasive estimation of arterial stiffness can be divided into three main categories [7, 9] : those based on (a) medical imaging, (b) pulse wave velocity (PWV), and (c) the photoplethysmogram (PTG). Medical-imaging-based techniques show high predictive accuracy, but they are expensive and require expertise to use [7] . Similarly, the PWVbased approach shows reasonable performance, but it has poor usability since it involves the measurement of two physiological signals, requires more physical space for the acquisition of signals, and needs a skilled technician for operating the specialized equipment [7] . The PTG-based approach is thus drawing attention as an alternative noninvasive measurement of arterial stiffness. However, although photoplethysmographic parameters derived from PTG signals such as the stiffness index and the reflection index can easily be estimated from a pulse wave with prominent systolic and diastolic peaks such as in healthy subjects without significant arterial stiffness, the systolic and diastolic peaks are ill-defined in the aged and those with premature arterial stiffening [10, 11] . Therefore, the second derivative of photoplethysmogram (SDPTG), which is also referred to as the acceleration photoplethysmogram, has been widely used for pulse wave analysis since it can stabilize the baseline drift and enable the individual pulses to be visualized [12, 13] .
In the SDPTG signal, there are five distinct characteristic points ( Fig. 1 ): initial positive wave (IPW; "a" wave), early negative wave (ENW; "b" wave), late upsloping wave (LUW; "c" wave), late downsloping wave (LDW; "d" wave), and diastolic positive wave (DPW; "e" wave) [14] . IPW and ENW are included in the early systolic phase of the PTG, whereas LUW and LDW are in the late systolic phase [15] . DPW is related to the diastolic phase of the PTG. Early investigations showed that the relative heights of these waves (b/a, c/a, d/a, and e/a ratios) are highly correlated with age [16] , arterial blood pressure [17] , large artery stiffness [18] , and effects of vasoactive drugs [18] . In addition, an aging index, which is defined as (b-c-d-e)/a, was derived for assessing arterial stiffness [16] . It is higher for subjects with diabetes mellitus, hypertension, hypercholesterolemia, and ischemic heart disease than for age-matched healthy control subjects [13] . Even though many researchers have investigated the usefulness of the SDPTG, there is a lack of technical research on delineating the SDPTG signal. Most previous studies have only focused on the relationships between SDPTG features and cardiovascular events [2] [3] [4] [5] [6] [7] 9, 12] and the clinical usefulness of SDPTG features [15, 19] . Therefore, an SDPTG delineating algorithm is required to automate the assessment of the cardiovascular status using the SDPTG signal. In this study, knowledge-based rules for delineating the SDPTG waveform are proposed and their efficacy is verified in terms of the positive predictive value (PPV) and the false negative rate (FNR).
Methods and materials

Database
In this study, the HIMS (Health Improvement and Management System) database [7] was employed for training and testing the algorithm. Of particular concern in the proposed method is the use of the same dataset for training and testing. A portion of the HIMS database was utilized for training and the remaining dataset was used for testing the algorithm.
In the HIMS database, a computer-aided photoplethysmograph (HUBI Brain) was utilized for the PTG acquisition [20] . In order to induce users to detect the pulse signal with the least amount of movement, the HUBI Brain was ergonomically designed the exterior of the equipment keeping in views to shade the index finger to avoid ambient light interference. A clip held the index finger to avoid possible motion artifacts and to reduce the effect of holding pressure on the acquired waveform [13, 20] . Pulse signals can be obtained from both sides of the index finger. HUBI Brain uses a red LED with a wavelength of 660 nm as the light source and an active low-pass filter to suppress abrupt noise caused by external conditions. The signal is then sampled at 512 Hz with a 12-bit resolution and transferred to a personal computer via the universal serial bus (USB) for further processing. Details of HUBI Brain can be found elsewhere [20] .
Using the database, the SDPTG was calculated from the obtained PTG waveforms by applying the morphological method [21] . The PTG signal is firstly smoothed by the linear fitting algorithm, which is a signal correction technique, to eliminate the very-high-frequency components caused by the quantization process. The first derivative of photoplethysmogram (FDPTG) is then calculated by applying a lowpass finite impulse response (FIR) filter to the differentiated signal of the filtered PTG signal. The low-pass FIR filter for the FDPTG calculation was designed with a pass-band ripple of 1 dB, a stop-band ripple of 40 dB, and a cut-off frequency of 15 Hz [21] . The SDPTG is obtained by applying another lowpass FIR filter to the differentiated signal of the FDPTG. The low-pass FIR filter for the SDPTG calculation was designed with a pass-band ripple of 1 dB, a stop-band ripple of 40 dB, and a cut-off frequency of 75 Hz [21] . The filter orders of the low-pass FIR filters for FDPTG and SDPTG calculations were calculated using Kaiser's formula as 59 and 24, respectively [21] .
Training and testing datasets
The training and testing data acquisition protocol included the collection of PTGs using HUBI Brain. The collection of PTG waveforms was approved by the ethics committee of Inje University Sanggye Paik Hospital and recorded data were obtained with subject consent. Subjects were required to maintain a supine posture before the acquisition of data to acquire cardiovascular stability. For the acquisition of the PTG signal, subjects were required to maintain a sitting posture while holding the HUBI Brain apparatus in a natural way. The PTG signals were obtained for one minute from the subject's left index finger.
All the characteristic points of the PTGs and SDPTG were manually annotated by two biomedical engineers. For the PTG and SDPTG annotation, the datasets were randomly divided into two sub-datasets, each of which contained half the data, and then two biomedical engineers annotated the signals with the each different datasets. Therefore, there is a single timepoint for each characteristic point in the database. The training dataset contained PTG and SDPTG data from 113 subjects (47 male, 66 female; age range: 16-67 years; total pulses: 8,567; test time: 1 min). The testing dataset contained PTG and SDPTG data from 21 subjects (9 male, 12 female; age range: 20-73 years; total pulses: 1,387; test time: 1 min).
Overall architecture
The proposed method for delineating the SDPTG signal is divided into two main stages: pulse segmentation and SDPTG feature extraction. In the pulse segmentation stage, the PTG signal is first converted into the slope sum function (SSF) signal. Pulse onsets, which can be considered as a start or end point of a pulse period, are then determined by picking the onset of the SSF signal followed by SSF peaks. The SSF peaks are estimated through an adaptive thresholding scheme. After pulse segmentation, five distinct waves in the SDPTG signal are detected using knowledge-based rules. IPW is first identified by picking the maximum value within the pulse segment, and then an envelope signal is established by connecting the first negative valley and the peaks following IPW in the SDPTG signal. In the envelope signal, DPW is detected by comparing the first peak of the envelope signal with the second largest peaks in the SDPTG signal. Finally, ENW, LUW, and LDW are sequentially identified using the characteristics of each feature and their time-varying characteristics. Details of the proposed algorithm are described in Section 2.3 and Section 2.4.
Pulse segmentation
Slope sum function
The SSF uses the degree of the slope to detect pulse onsets in a PTG waveform. It enhances the upslope of the PTG waveform and suppresses the remainder of the pulse waveform [22] , and thus the characteristic points, such as pulse onset, prominently appear in the transformed SSF signal. The windowed SSF at time i, SSF i , is defined as:
where w is the length of the analyzing window; 1 + w ≤ i ≤ N, N is the total number of PTG samples in the record; ΔS k =S k -S k-1 , where S k is the kth recorded PTG signal. To maximize the SSF, w is chosen to be approximately equal to the typical duration of the upslope of the PTG signals [22] [23] [24] [25] . In this study, the analyzing window, w, is set to 128 ms (approximately 65 samples for a sampling frequency of 512 Hz). Figure 2 shows the relationship between the PTG and SSF signals.
The resulting transformed signal SSF is more robust than the PTG signal itself, since it has [24] : (1) less baseline wander than that of the PTG signal; (2) a prominent peak for the robust detection of pulses; (3) well-defined separation between consecutive pulses; and (4) information related to ascending portion of PTG signal is well confined at the boundaries of the transformed signal. Figure 2 shows that the onset of the SSF pulse generally coincides with the onset of the PTG pulse since the SSF signal can only rise when the PTG signal (or noise not removed) rises [24] . However, additional false onsets can exist since the PTG waveform contains several distinct waves, such as the tidal wave and the dicrotic wave. These waves can cause the incorrect detection of pulse onsets when the SSF is used. To cope with this problem, the pulse onset detection process should consider the onsets of the SSF signal and those of the following SSF peaks. 
Adaptive thresholding scheme
Generally, the PTG signal comprises a pulsatile physiological waveform attributed to cardiac synchronous changes in the blood volume with each heartbeat, and is superimposed on a slowly varying baseline with various lowerfrequency components attributed to respiration, sympathetic nervous system activity, and thermoregulation [13] . The baseline wandering component causes problems for delineating the pulse signal since the low-frequency components can severely affect the visual interpretation of the signal as well as the results obtained from computer-based pulse analysis [26] . The threshold must thus be updated repeatedly, as shown in Fig. 3 , for identifying the correct SSF peaks. Figure 3 . Flow chart of pulse segmentation process (Fs: sampling frequency; PO: pulse onset; SP: SSF peak).
In this study, a simple median filter, whose order of 5, is used to satisfy the aforementioned requirements for updating the threshold. The previously determined SSF peaks are used as the input data for the median filter and half of the resultant output is used as the threshold for the SSF peak determination.
The output signal is then input into the median filter as the new input repeatedly. For the implementation of the median filter, the quicksort algorithm is used to select the median value since it is on average the fastest known sorting algorithm [27] . In addition, it is generally accepted that the quicksort algorithm makes O(nlogn) comparisons to sort n items and is often faster in practice than other O(nlogn) algorithms [28] .
Pulse onset detection
As noted in Section 2.3.1, the onset of the SSF pulse corresponds to the onset of the PTG waveform. However, the pulse onset cannot be simply extracted from the SSF signal since it contains false onset information caused by either the additional distinct waves or noise in the PTG waveform. The onset of the SSF signal and those of the following SSF peaks must thus be considered for pulse onset detection. The procedure of the proposed method is as follows:
(1) Calculate half of the maximum SSF value within the first 3 seconds and consider it as an initial threshold, T. Although the proposed algorithm is works well for a PTG waveform with baseline wander, it can miss the true pulse onsets or detect false onsets in a PTG waveform corrupted by abrupt noise. To solve this problem, knowledge-based rules are designed based on the fact that the PTG is slowly time-varying and the difference between two adjacent PTG pulses cannot go beyond a certain range [7] . Figures 4 and 5 show the procedures for estimating missed pulse onsets and eliminating falsely detected pulse onsets, respectively. The algorithm first re-estimates the missed onsets and then removes falsely detected onsets from the results.
SDPTG feature extraction
In this study, IPW, DSW, ENW, LUW, and LDW are sequentially extracted from the SDPTG waveform. Details of the proposed method are given below.
Initial positive wave
IPW is identified by picking the maximum positive peak in the SDPTG waveform. To implement this, the algorithm sets the first half of the pulse period as a search range since IPW is generally located within the first half of the period. This approach reduces the computations required for detecting IPW.
Diastolic positive wave
The basic idea of detecting DPW is derived from observations of SDPTG waveforms in the training dataset. In a previous study, quantitative classification rules were proposed for classifying the SDPTG waveform into 7 types [29] . It Figure 4 . Flow chart of re-estimating missed pulse onsets. If interval between two consecutive pulse onsets is larger than 1.5 times median value of previous five intervals, the algorithm additionally estimates a pulse onset by finding local minimum PTG with zero SSF in range from Is to Ie. was shown that DPW always has a positive value and typically equals either the first peak of the envelope signal or the second largest value in the SDPTG waveform. Based on this observation, DPW is detected as follows:
Pulse onsets
(1) Construct the envelope signal by connecting the first negative valley and all the peaks following IPW (see Fig. 6 ). (2) Find the first peak with a positive value, P, in the envelope signal. (3) Find the second largest peak, L, in the SDPTG signal. (4) If P equals L, then P is considered as the first candidate (DPW1) of DPW. Otherwise, the first positive SDPTG peak after IPW is considered as DPW1. (5) If P equals L, a new envelope signal which starts from a valley point following DPW1 is established. Find the first positive peak in the newly established envelope signal as the second candidate (DPW2) of DPW. Otherwise, find the largest positive peak after the zero-crossing point ((+) → (-)) following DPW1 and then consider it as DPW2. (6) Calculate the differences between DPW1, DPW2, and the median value of the previous five diastolic positive waves. (7) Select the candidate with the minimum difference as DPW. Figure 6 . Examples of SDPTG feature extraction using proposed method. Characteristic points of the SDPTG are accurately detected by proposed method in various types of pulse waveform. DPW can be accurately determined by picking the first positive peak in the envelope signal (dotted line).
The extracted IPW and DPW limit the search range for the detection of remaining SDPTG features.
Early negative wave
To detect ENW, the basic idea of the extraction of the DPW is used. The minimum value of the SDPTG waveform is selected as the first candidate of ENW. The second candidate is then identified by selecting the first valley point of the SDPTG waveform. If two candidates are the same, then the candidate is considered as ENW; otherwise, the two candidates are compared with previously detected ENWs and the candidate with the least distance is considered as ENW.
Late upsloping wave
LUW can be simply detected by picking the maximum peak between ENW and DPW.
Late downsloping wave
LDW can be simply determined by selecting the minimum value between the LUW and DPW.
Performance evaluation
To evaluate the performance of the proposed method, PTG and the SDPTG data from 21 subjects were used. In the experiments, the following two hypotheses are verified: (1) the proposed method can estimate pulse onsets accurately; (2) the proposed method can detect SDPTG features from the waveform correctly. To verify these hypotheses, two performance measures, namely PPV and FNR, were employed.
PPV, or precision, is the probability that the characteristic waves are correctly detected given that the algorithm detects the waves [30] . It gives a direct assessment of the usefulness of the algorithm in practice [31] . PPV is therefore generally applied to evaluate the repeatability, precision, and reproducibility of algorithms [32] . PPV is defined as:
number of true positives PPV total number of positive instance  (2) FNR, or the false negative fraction, is the probability that the characteristic waves are missed given that they are actually present [33] . It is equal to 1 minus the sensitivity, which is widely used for evaluating the ability to detect characteristic waves when the waves are actually present [34] . A lower FNR indicates better predictive results. FNR is defined as: The aforementioned performance measures are expressed as percentage terms.
Results
Pulse segmentation
To verify the performance of pulse segmentation, two quantitative measures (PPV and FNR) were employed. Here, TP, FP, and FN are defined as follows:
TP-pulse onsets correctly identified FP-non-pulse onsets identified as pulse onsets FN-pulse onsets missed
Tests of the algorithm on the testing datasets reveal a PPV of 99.78% and an FNR of 2.00%. Figure 6 shows examples of SDPTG feature extraction using the proposed method. Examples of detecting DPW using the envelope signal are also shown. In the examples, the envelope signal starts from the first negative valley following IPW, and then connects all the peaks following the valley. DPWs are then selected as the first positive peak of the envelope signal. IPW is also detected by picking the maximum positive peak in the SDPTG segment. ENW, LUW, and LDW are then sequentially identified using knowledge-based rules, as 
SDPTG feature extraction
Discussion
The proposed algorithm attained PPV values of 99.78% for pulse segmentation and 99.71% for SDPTG feature extraction. The results indicate that among those which had characteristic waves, which are pulse onsets and SDPTG features in this study, with the positive detection, the probabilities of the actual waves are 99.78% and 99.71%, respectively. That is, for pulse segmentation, if the algorithm detects pulse onsets, then the probability that the detected pulse onsets are actual ones is 99.78%. Similarly, for SDPTG feature extraction, if the algorithm detects SDPTG features, then the probability that the detected features are actual ones is 99.71%. The proposed pulse segmentation and SDPTG feature extraction are thus useful.
The proposed algorithm attained FNR values of 2.00% for pulse segmentation and 1.02% for SDPTG feature extraction, corresponding to sensitivities of 98.00% and 98.98%, respectively. That is, the results indicate that the probabilities of the proposed algorithm correctly detecting the actual pulse onsets and SDPTG features are 98.00% and 98.95%, respectively. The proposed pulse segmentation and SDPTG feature extraction thus perform well.
From these results, it can be concluded that the proposed method can facilitate pulse diagnosis using SDPTG signals. It is highly applicable to cases where pulse-segment-based analysis is required.
This study proposes knowledge-based rules to identify SDPTG features (IPW, ENW, LUW, LDW, and DPW) based on the two observed facts: 1) SDPTG is a slowly time-varying physiological signal and thus the difference between two consecutive pulses cannot go beyond a certain range, and 2) SDPTG envelope signal facilitate identifying DPW more easily and accurately, even with a noisy signal. In order to delineate SDPTG with these facts, the proposed method first divides PTG waveforms into several segments, each of which contains one period of PTG signal, using the SSF and an adaptive thresholding scheme (Pulse segmentation). IPW, DPW, ENW, LUW, and LDW are then sequentially identified by knowledge-based rules in a SDPTG signal of each PTG segment (SDPTG feature extraction).
The proposed method was separately evaluated with two parts (pulse segmentation and SDPTG feature extraction) and tested on the HIMS database using PPV and FNR. The method attained PPV values of 99.78% for the pulse segmentation and 99.71% for the SDPTG feature extraction, respectively. It also respectively attained FNR values of 2.00% for the pulse segmentation and 1.02% for the SDPTG feature extraction. These results show that the proposed pulse segmentation and SDPTG feature extraction perform well in real applications. Further they indicate that the proposed method can facilitate pulse contour analysis (PCA) based pulse diagnosis using SDPTG signals and is highly applicable to cases where pulse segment based analysis is required.
Conclusion
A knowledge-based method for delineating the SDPTG signal was proposed. After pulse segmentation based on the SSF and an adaptive thresholding scheme, the characteristic points of the SDPTG waveform are determined using knowledge-based rules. Based on the characteristic points labeled in the training dataset, initial thresholds are estimated; the thresholds are then adaptively updated during the process. Each characteristic point of the SDPTG waveform is determined by selecting the value that is the most similar to the previously detected ones. The proposed method was tested using the HIMS database and evaulated using PPV and FNR. From the results, it can be concluded that the proposed method can delineate the characteristic points of the SDPTG waveform accurately, and is thus expected to be useful in improving SDPTG-based pulse diagnosis.
