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ABSTRACT
Our research aims at facilitating the design of ’Remotely Instructed
Robots’ for future glove-boxes in the nuclear industry. The twomain
features of such systems are: (1) They can automatically model the
working environment and relay that information to the operator
in virtual reality (VR). (2) They can receive instructions from the
operator that are executed by the robot. However, the deiciency
of these kind of systems is that they heavily rely on knowledge of
expert programmers when the robot’s capabilities or hardware are
to be reconigured, altered or upgraded. This late breaking report
proposes to introduce a third important advancement on remotely
instructed robots: (3) Intuitive programming modiications by op-
erators who are non-programmers but have basic knowledge of
hardware, andmost importantly, have experience of the weaknesses
in particular handling tasks.
CCS CONCEPTS
· Computer systems organization→Robotics; ·Human Cen-
tered Computing→Robot Programming for Non-experts.
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1 INTRODUCTION
Gloveboxes for treating nuclear waste require personnel to put their
hands in dangerous environments as they regularly come into close
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proximity to nuclear materials. This is done with assumed levels of
radiation under acceptable limits. However, accidents happen, and
then the allowed radiation limits may exceed. A big hazard is the
puncturing of an operator’s glove by a sharp item and also moving
parts that can tear the glove open. This makes working within a
glovebox particularly hazardous. Due to the nature of this working
environment, personal protective equipment is required, by which
an operator’s dexterity and the task’s visibility may be impaired.
In addition, the working environment within a glovebox can be
cramped and restrictive to movements, and the views provided by
the glovebox windows can be limited and obscured by dust or dirt.
For all these reasons, robotic enhancement of gloveboxes has
great potential to improve operational safety and reliability 1. Ωith
recent advent of sensor technologies, which can be implemented
inside or outside the glovebox, depending on radiation levels, the
way forward is to use multi-arm robotic manipulators inside glove-
boxes and operate them remotely through intuitive and efective
interfaces, which would ensure productivity.
In the nuclear industry it is common to rely on tele-operation and
there are a multitude of available solutions [1, 4]. Mostly hand held
controllers are in use for various tele-operations [13, 16]. However,
recently, Jang et al. [6] developed a hands-free leap motion based
tele-operation system [2], where the operator’s hand gestures are
translated intomovements of the robot. There also exist exoskeleton
glove interfaces [5, 9] with haptic force feedback to remotely tele-
operate robotic systems.
Even with these improvements, glovebox operators typically
work in shifts of 6 to 8 hours usually, and under such circumstances
human-controlled tele-robotics can cause muscle fatigue [11] lead-
ing to [7] high cognitive load on the operator. Therefore, to achieve
high productivity and reduce operator fatigue, the focus needs to
be on developing interactions, which can improve perception of
the operators and signiicantly reduce fatigue. Ωith this vision,
the authors developed Remotely Instructed Robots (RIRs), which
still rely on human intelligence but can accept high and low level
instructions (such as "pick up object B and place it into container
C") from the operator through voice and execute tasks based on
operators’ descriptions and at a variety of complexity levels. The
general idea is a virtual reality model of the working environment
presented to the operator, and also rendering the actual robot’s
status as a digital twin. The operator can point to locations, interact
1https:⁄⁄www.gamechangers.technology⁄challenges⁄gloveboxes⁄
with the created virtual model in VR, and then communicate their
intent to the system through voice.
To develop a seamless interaction with RIR manipulators, two
aspects have been addressed in the past: (1) sensing and perception
inside gloveboxes to produce a VR model in realtime (2) VR inter-
action by pointing within the virtual environment and voice. This
paper proposes a third innovation that we identiied from practical
industry experience: (3) intuitive reconiguration and programming
by non-expert operators is needed. The beneits, which such novel
HRI can bring about, include cost efectiveness, increased safety,
higher productivity and reduced operator workload. The main pur-
pose of this paper is to introduce an approach to designing an
implementing an intuitive programming interface for non-expert
users of RIRs.
2 INTUITIVE PROGRAMMING FOR RIR
The nuclear industry is conservative in the uptake of robotic solu-
tions as these are designed in controlled environments and therefore
do not cater for dynamic real-world deployments, where, without
expert programmers, systems often become limited. In order to
adapt changes in robotic capabilities and hardware, it is neces-
sary to have a simpliied programming interface of RIRs, so that
non-programmer operators can easily create program sequences,
according to their needs. This will signiicantly reduce the time and
cost of operations, by enabling rapid programming and training
without specialised skills. Primarily, it removes the requirement
for a trained programmer to interpret user requirements and then
translate them into lines of code for a compiler, because this process
is prone to communication errors, leading to slipped⁄missed require-
ments. Although previous research [8, 12, 12] have highlighted the
need for intuitive programming interfaces for non-expert robot
users, the topic has not been researched thoroughly in the ield of
robotics for nuclear industry.
Thus, the main focal point is to design an operator’s program-
ming interface through natural language programming (NLP) [3, 10,
14, 15], which is an ontology assisted way of programming using
controlled natural language sentences. Each sentence can carry out
an atomic robotic action in the environment and an ontology is ba-
sically a formal description of the data structures that can be used in
sentences. Figure 1 depicts an example of NLP ontology classes for
RIR’s perception and sensing system, where ">..>" indicates class
hierarchies, "@" is for class properties with types after ":". A set of
NLP sentences is provided to the robot user, with the associated
ontology. Relying on these, users are able to create a customised
coniguration of their system by arranging the sentences. The user
can quickly understand how the system has been designed, and
how it will behave in operation, without having the knowledge of
low level program steps. Documentations of industry procedures
become convenient. The syntax of the program scripts needs no
further descriptions or comments to be understood, so the program
itself can be converted directly into an easily readable document
for the operators and managers. Figure 2 depicts an example ar-
rangement of sentences that can be used to design RIR’s perception
system.
Figure 1: Ontology classes for RIR’s perception and sensing
system
Figure 2: Example sentences for robot perception based on
Figure 1 ontology
3 CONCLUSION AND FUTUREWORK
This late breaking report introduced the concept and the need for an
intuitive programming interface to conigure robotic manipulators
inside nuclear gloveboxes, which can be used by non-expert robot
users. Such an interface is currently being implemented in our
laboratory environment. The next step will be to quantitatively and
qualitatively evaluate the interface with our end users. Hence we
are in the process of setting up a test bed in collaboration with our
industry partners, with whom trials will be carried out. Using our
demonstrator, placed at our test bed, industrial users will be able to
appreciate the beneits of our system for their adoption. They will
be able to enhance their system’s AI capabilities with precision and
also expand their operational capabilities.
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