ABSTRACT Space-time adaptive processing (STAP) for airborne radar has recently been enriched owing to the development of methods based on sparse recovery techniques. These methods have shown advantages over the conventional ones. However, there are still difficulties in practical situations, for example, when many clutter components are not located on the discretized sampling grids of the dictionary, which will result in significant performance loss. To deal with such off-grid problem, this paper proposes a sparse Bayesian learning-based STAP (SBL-STAP) with an off-grid self-calibration method, which can effectively mitigate the off-grid effect. In the proposed method, the clutter plus noise covariance matrix is estimated via SBL. Meanwhile, we construct a small-scale complementary dictionary with an adaptive approach to calibrate the uniformly discretized dictionary. In each iteration of the SBL, the atoms of the complementary dictionary renew themselves by an approach based on weighted least squares. In this way, the atoms of complementary dictionary can converge to the clutter ridge adaptively when off-grid occurs. The simulation results show that the clutter ridge spreading caused by off-grid can be mitigated effectively, and the output signal-to-clutterplus-noise ratio of the STAP is significantly improved. The benefits come at the cost of negligible increase of computational complexity.
I. INTRODUCTION
Space-time adaptive processing (STAP) plays an important role in clutter suppression for the advanced airborne early warning radar systems [1] , [2] . The performance of the STAP filter is dependent on the estimation accuracy of the clutter plus noise covariance matrix (CNCM) in the cell under test (CUT). Usually, the CNCM is estimated by using the training samples that are adjacent to the CUT [3] . The training samples have to satisfy the following conditions: (i) all selected training samples should be independent and identically distributed (IID) and share the same statistic with the clutter in the CUT; (ii) the amount of training samples should be larger than twice the system degrees of freedom (DOF) to maintain a 3 dB output SCNR loss [4] , [5] . So, conventional STAP algorithms usually require adequate training samples from homogeneous clutter environments. However, in actual scenarios, it is difficult to be satisfied, especially in nonhomogeneous clutter environment. Consequently, this results in significant performance loss for the conventional STAP approaches [6] , [7] .
In order to improve the convergence of full-rank STAP, a number of methods have been developed, such as reduceddimension methods, reduced-rank methods, and shrinkage methods [8] - [16] . However, the number of required training samples is still large. The direct data domain (D3) STAP [17] approach uses only the received data in the CUT, and hence it eliminates the sample support problems. However, this benefit comes at the cost of the reduced system DOF, which leads to inevitable aperture loss. Recently, knowledge-aided (KA) STAP techniques have received much attention for their merit in enhancing the detection performance, especially in the case of nonhomogeneous environment by exploiting environmental knowledge [18] . However, it is also difficult to obtain the exact prior knowledge of the environment.
Motivated by compressive sensing techniques, sparse recovery (SR) techniques have been successfully applied to improve the convergence of STAP algorithms in recent years. SR-STAP methods utilize the intrinsic sparsity of the clutter in angle-Doppler plane to recover the clutter with advanced SR algorithms under a uniformly discretized spatial-temporal steering dictionary. Compared with conventional reduceddimension and reduced-rank STAP methods, the SR-STAP methods can provide high-resolution clutter angle-Doppler profile and exhibit much better performance in CNCM estimation with a very small training samples support, even with a single sample [19] , [20] . A number of advanced SR algorithms have been proposed in the last two decades. Such as 1 -norm minimization algorithms [21] - [29] , focal underdetermined system solver (FOCUSS) [30] , [31] , orthogonal matching pursuit (OMP) [32] , Bayesian compressive sensing (BCS) [33] , and sparse Bayesian learning (SBL) [34] - [37] .
Generally speaking, the theoretic recovery accuracy of the SR-STAP mainly relies on the dictionary and SR algorithms. However, by far, studies are mainly focused on improving the recovery accuracy of the SR algorithms in a scenario without grid mismatch. In fact, there may exist model mismatch in spatial-temporal steering dictionary construction. Precisely, when some portions of the clutter ridge are not located on the grids, the off-grid occurs, and the estimation accuracy of the CNCM will decrease. This leads to performance loss for the STAP filter. The off-grid problem has received much attention in other applications, such as compressive/SR imaging [38] and direction-of-arrival (DOA) [39] - [42] , but very little work has been done to the off-grid in SR-STAP for airborne radar clutter suppression.
In this paper, we focus on the SR-STAP in the presence of off-grid. We propose a SBL-STAP with off-grid selfcalibration method to solve this problem for both single sample and multiple samples. The reason why we choose SBL is that it is robust, sparse enough, parameter-blind and with no local minima in the presence of noise [35] . In the proposed method, the CNCM is calculated by spacetime spectral distribution which is estimated via the SBL. Meanwhile, we construct a small-scale complementary dictionary with an adaptive approach to calibrate the uniformly discretized dictionary so as to mitigate the off-grid effect. In each iteration of the SBL, the atoms of the complementary dictionary are updated by an approach based on weighted least squares (WLS). In this way, the atoms can converge to the clutter ridge adaptively when off-grid occurs. Simulation results illustrate the effectiveness of the proposed method.
The rest of this paper is organized as follows. Section 2 introduces the STAP signal model for airborne radar. Section 3 discusses the SR-STAP model, principle and related off-grid problem. Section 4 introduces the proposed SBL-STAP with off-grid self-calibration method. Section 5 presents numerical simulations. Section 6 concludes this paper.
Notations: Scalars are denoted by lightfaced lowercase letters, vectors by boldfaced lowercase letters, and matrices by boldfaced uppercase letters. (·) T denotes transpose, the superscript (·) H denotes conjugate transpose, (·) −1 is the matrix inverse operation. ⊗ denotes the Kronecker product, | · | represents the determinant of a matrix.
2,0 is a mixed norm defined as the number of non-zero elements of the vector formed by the 2 -norm of each row vector, 2,1 is a mixed norm defined as the 1 -norm of the vector formed by the 2 -norm of each row vector, F denotes Frobenius norm. E[·] denotes the statistical expectation, diag(·) represents the vector formed by collecting the diagonal entries of the matrix argument. CN (µ, Q) denotes a complex Gaussian distribution with a mean µ and a covariance matrix Q, I NM is an NM × NM identity matrix.
II. BACKGROUND AND PROBLEM FORMULATION A. STAP SIGNAL MODEL FOR AIRBORNE RADAR
In this paper, we consider an airborne side-looking uniformly linear array (ULA) antenna of N elements. M pulses are transmitted at a constant pulse repetition frequency in a coherent processing interval (CPI). For the ULA, the spatial-temporal steering vector is given by [5] 
where
T is the temporal steering vector, f s and f d are the normalized spatial and temporal frequencies, respectively. Then, the received data from CUT x ∈ C NM ×1 can be expressed as
is the target component and is equal to zero in the absence of target, a is the complex amplitude,
is the spatial-temporal steering vector of the moving target, f t s and f t d are the normalized spatial and temporal frequencies of the moving target, respectively. Note that n ∈ C NM ×1 is the additive thermal noise vector, distributed as n ∼ CN 0, σ 2 n I MN where σ 2 n is the noise variance. Generally, the clutter signal x c ∈ C NM ×1 can be modeled as the superposition of echoes from a number of independent clutter patches [5] 
where N c denote the number of independent clutter patches at an equal distance, α k is the complex amplitude of the kth clutter patch and s(f c s,k , f c d,k ) denotes its the spatialtemporal steering vector, f c s,k and f c d,k are the corresponding normalized spatial and temporal frequencies, respectively. The complex amplitudes of clutter patches are assumed to be independent, complex-valued Gaussian distributed as α k ∼ CN (0, δ 2 k ). Hence, the clutter covariance matrix (CCM) R c can be obtained as
Usually, assuming that clutter and noise components are independent, then the CNCM can be expressed as
The STAP weight vector for clutter suppression can be obtained by solving the following optimization problem:
which s 0 is the spatial-temporal steering vector under detection. A simple derivation yields
In practice, R c+n is unknown and usually estimated by maximum likelihood approach from homogeneous training samples, i.e.,
C NM ×L denotes training sample matrix which contains L target-free training samples. L should be L > 2NM to obtain a output SCNR loss less than 3 dB compared to the optimal STAP processor [4] . However, it is difficult to obtain sufficient IID training samples, especially in heterogeneous environments. Therefore, other methods are desired to improve the convergence or reduce the sample support while maintaining the clutter suppression and target detection performance at the same time.
B. SR-STAP AND RELATED OFF-GRID PROBLEM
Here, we introduce the sparse measurement model, give the principle of SR-STAP, and discuss the related off-grid problem.
1) SR-STAP MODEL AND PRINCIPLE
Compared with conventional STAP methods, the SR-STAP methods exhibit significantly better performance with a very small number of training samples. They discretize angle and Doppler of the whole angle-Doppler plane uniformly into N s = ρ s N and
respectively. The parameters ρ s and ρ d are the resolution scales along the angle and Doppler axes. The spatial-temporal steering vectors of all grid points formulate the spatialtemporal steering dictionary
the ith spatial frequency and the kth Doppler in quantized angle-Doppler plane.
When the discretized N s N d spatial-temporal grid points contain all N c clutter patches as described in (3), the received clutter plus noise training samples from L range cells
. . , L) denotes the sparse coefficient vector of x l and the nonzero elements of a l represent the clutter patches,
a Gaussian white noise matrix, whose elements are IID and share the same variance σ 2 n . Remark: The resolution scales are both set to be greater than unity, which is dependent on the tradeoff between the accuracy and the computational complexity. When a dictionary with coarse sampling grids is used, it may lead to a high model error, however, if a dictionary with dense sampling grids is used, the massive involved computation will make the SR method unfavorable for real-time applications. Furthermore, the sampling grids can not be set too dense, otherwise it will give rise to a highly coherent dictionary which will degrade accuracy of SR. In practice, the optimal value of the resolution scales is difficult to obtain and they are usually set to be 4, 5 or 6, as a rule of thumb [26] - [28] , [36] , [37] .
Equation (9) is the canonical signal model for the SR problem, which can be interpreted as estimating a sparse matrix A as few nonzero elements as possible from noise-contaminated measurement X. Mathematically, the SR problem can be formulated as the following optimization problem:
where ε is the noise error allowance. The position and power of clutter sources in angle-Doppler plane can be obtained by solving the problem above, and then the CCM can be calculated by
a l,i 2 denotes the power of the ith atom in .
The optimization problem (10) is NP-hard. So, it is usually solved by relaxing 0 -norm unconvex optimization problem to 1 -norm convex optimization problem [26] - [28] :
However, in 1 -norm optimization framework, the SR-STAP filter is particularly sensitive to the regularization parameter κ or noise error allowance ε. In other words, it is mainly parameter dependent, and will suffer significant performance degradation due to parameter blindness in non-ideal environment.
An alternative class of methods are Bayesian approaches. From a Bayesian perspective, the problem of sparse signal estimation is equivalent to maximum a posteriori probability (MAP) estimation under a sparsity prior for the parameters of interest. Bayesian approaches, such as Laplace prior methods, Jeffreys prior methods, bring in sparsity prior for the parameters to avoid the trouble from the regularization parameters [35] , which is the advantage to the 1 -norm optimization framework.
Among the Bayesian approaches, the SBL has received more and more attention recently. It is proposed by Tipping [34] , and later extended to the multiple measurement vector (MMV) case by Wipf [35] . Different with the other aforementioned SR algorithms, whose global minimums is generally not the sparsest solution, the global minima of the SBL in the MMV case is always the sparsest one. The main reason is that the SBL utilizes more flexible sparsity prior distribution, and learns the hyperparameters of the prior distribution from the received data in the procedure of iteration. Another significant advantage of SBL is its independence of the initial parameters. Therefore, the robustness to the sparse spectrum estimate in uncertain environment can be guaranteed. So, we adopt SBL in this paper.
2) OFF-GRID PROBLEM IN SR-STAP
For side-looking ULA, the spatial and temporal frequencies of each clutter patch are mutual coupling and the slope of the clutter ridge in angle-Doppler plane is equal to the ratio of them. The performance achieved by the existing SR-STAP methods relies crucially on the assumption that the true clutter ridge lies on the sampling grid points. However, the clutter ridge can be perfectly located on the grid points only when the ratio of N s and N d is equal to an integral multiple of the slope of the clutter ridge in angle-Doppler plane. Unfortunately, in practice, we cannot obtain the exact knowledge of the slope of the clutter ridge, so we cannot construct a perfect dictionary to guarantee the true clutter ridge lies on the sampling grid points. In other words, the off-grid is inevitable.
We can get a more visual perspective from Fig. 1 about the clutter distribution map in the discretized angle-Doppler plane with and without off-grid. Fig. 1a shows the map for side-looking array airborne radar in the absence of off-grid effect. As shown in Fig. 1a , the slope of clutter ridge is exactly equal to the ratio of N s and N d , the grid points are perfectly aligned on the clutter ridge. Fig. 1b shows that the map occurs off-grid. The slope of clutter ridge is set to be 1.25, and the ratio of N s and N d still set to be 1. It is clearly that a lot of clutter portions are located out of the grid points. The clutter of airborne radar comes from 0 • to 360
• in direction. When we construct a uniformly discretized dictionary in angle-Doppler plane, each discretized spatial grid corresponds to a clutter patch. So, it can be assumed that there is no off-grid in spatial domain, but the true Doppler of the clutter patches may not locate on the uniformly discretized Doppler grids. Once the off-grid occurs in the clutter patch of ith spatial grid, the energy of it will leak to the Doppler grids near to the true Doppler. It will result in a broader and lower clutter ridge, which can degrade the accuracy of the estimated CNCM.
Although reducing the grid-interval can alleviate the effect of off-grid to some degree, but strong column-coherence of the dictionary and huge computational load will be brought in. Hence, there is a pressing need to propose an effective calibration method for mitigating the off-grid effect.
III. SBL-STAP WITH OFF-GRID SELF-CALIBRATION
In this section, we introduce the principle of the proposed SBL-STAP with off-grid self-calibration method. Firstly, we adopt the original model (9) with a global dictionary , as shown in Fig. 2 , composed of a uniformly discretized dictionary and a small-scale complementary dictionary . Then the estimation of CNCM is obtained based on SBL. After that we calculate the STAP weight for clutter suppression. To handle the off-grid in , we add an atom to each quantized spatial frequency f s,i (i = 1, 2, . . . , N s ) for complementarity. Each atom has an invariable spatial frequency and a variable Doppler. Those N s atoms constitute the complementary dictionary ∈ C NM ×N s to calibrate original dictionary . The atoms of the complementary dictionary are updated in each iteration by an approach based on WLS. When off-grid occurs in the clutter patches of some quantized spatial frequencies, the atoms in complementary dictionary will converge to the clutter ridge adaptively. 
A. SPARSE BAYESIAN LEARNING FORMULATION
In the SBL framework, we assume that the training samples are independent and are complex Gaussian distributed. The likelihood of the space-time snapshots in X can be expressed as:
is the global dictionary, σ 2 n denotes the noise variance needed to be estimated,
×L is jointly sparse matrix.
VOLUME 6, 2018
The SBL strategy assumes a priori distribution modulated by a vector of hyperparameters controlling the prior covariance of each row of B. And the values of hyperparameters can be learned from the training samples. Suppose that b l (l = 1, 2, . . . , L) are independent and share the same complex Gaussian prior
are unknown variances corresponding to all grid points in angle-Doppler plane and can be viewed as the power of the atoms to calculate the CNCM.
So the prior distribution of sparse matrix B can be expressed as
B. BAYESIAN INFERENCE
Combining likelihood (12) and prior (14) , it is easy to show the posterior distribution of B as
which is modulated by the hyperparameter vector γ and σ 2 n . Actually, estimating the sparsity profile of B is conveniently shifted to estimate the hyperparameter vector γ and σ 2
n . An expectation maximization (EM) algorithm for hyperparameters estimation is derived in this subsection. First, we treat the unknown matrix B as hidden variable whose poster distribution is also a complex Gaussian [34] , and compute the posterior distribution with known hyperparameters γ and σ 2 n at the E-step. Second, we update the hyperparameters with the known posterior distribution of B at the M-step. Finally, repeat E-step and M-step until the convergence condition is satisfied.
In the E-step, the posterior distribution of B at the (k + 1)th step can be calculated using the obtained hyperparameters at the kth step.
with mean and covariance matrix given by
In the M-step, we can obtain the following updates of γ i , σ 2 n following a similar procedure in [35] 
where we assume 0 0 = 0 in the operation
located on ith row and ith column.
And then we can update t as
Remark: In fact,
is a corase estimation of the R c+n in the (k + 1)th iteration. It can be shown as follows.
The (k+1) t will converge to a more and more accurate estimation of R c+n as the iteration going on. When the iteration get the convergence gate, we take (k+1) t as the final estimation.
C. UPDATE DICTIONARY AND
Each atom of the complementary dictionary has an invariable spatial frequency, we update its Doppler to let it converge to the true clutter Doppler gradually. Since, in the angle-Doppler plane, the clutter patch from a given direction or spatial frequency is sparse in the whole normalized Doppler scope, its Doppler is always located at the position with maximum power. We assume that the true clutter normalized Doppler corresponding to the normalized spatial frequency f s,i isf d,i . We can estimatef d,i by a nonparametric approach based on WLS [43] . Firstly, we define the covariance matrix of the clutter plus noise except the clutter patch s f s,i ,f d,i as
where P i is the power of the clutter patch s f s,i ,f d,i . The WLS cost function is given by (see, e.g., [43] , [44] )
Minimizing the (24) with respect to τ l (i) yieldsτ (25) Using (23) and the matrix inversion lemma, (25) can be written asτ
Then substitute (26) into (24), the estimation off d,i can be obtained bŷ (27) It is worth to mention that we need not to know the value of P i because it is offset in process of derivation of (25) and (26) . So, in each iteration, we replace R c+n with (k+1) t and obtain thef
In the process of iteration, the function (28) may be unconvex and the solution cannot be achieved by solving the equation which the derivation of cost function is equal to zero. Therefore, we first constrain thef 
where j = arg max
Moreover, the solution can be achieved by heuristic methods or discretizing i uniformly into a discrete collection˜ i for searching a suboptimal solution. In this paper, we adopt the latter one and the sample interval is set to be 1 10 f . Now, we can renew the ith atom of the complementary dictionary as
After all the atoms are updated, we can obtain the new and .
It can be found that the mismatch of the uniformly discretized dictionary dictionary is calibrated gradually by the complementary dictionary, so that the mismatch between the dictionary and actual clutter distribution has been reduced effectively. When the following convergence condition is satisfied, the iteration will stop.
Then we obtain the final estimation of CNCM aŝ
D. CALCULATE THE STAP FILTER WEIGHT
When the estimation of CNCM is finished, the adaptive filtering weight can be calculated as
Moreover, we summarize the proposed method in Table 1 . For notation simplicity, the proposed method is referred to as SBL-STAP-OS (SBL-STAP with off-grid self-calibration). 
IV. NUMERICAL SIMULATIONS
In this section, simulations are used to assess the performance of the proposed SBL-STAP-OS and compare it with the conventional SBL-STAP which uses a uniformly discretized spatial-temporal steering dictionary. We take a typical airborne pulsed Doppler radar system for example. The parameters of the radar system are listed in Table 2 .
According to the parameters of the radar system, the slope of the clutter ridge is 1.25. We set the resolution scales ρ s = 4 and ρ d = 4 respectively to let off-grid occurs. The convergence gate ξ is set as 0.005. Total 5 training samples are utilized for referred algorithms. Furthermore, we consider two cases: (i) the ideal case, i.e., without any nonideal factors; (ii) the temporal decorrelation case caused by intrinsic clutter motion (ICM), which is usually presented in real clutter environment. The ICM model is assumed follows that proposed by Ward in [5] . The temporal autocorrelation of the fluctuations is Gaussian in shape
where σ v is the velocity standard deviation (in the subsequent simulations, we set σ v = 0.5 corresponding to a moderate clutter Doppler spectral spreading), T is the pulse repetition interval, λ is the wavelength. Before we assess the performance, we compare the clutter Capon spectrums estimated by SBL-STAP-OS with the conventional SBL-STAP. Then, we measure the SCNR loss to assess the performance of clutter suppression. Finally, we analyze the computational complexity.
A. COMPARISON OF CLUTTER SPECTRUM WITH THE CONVENTIONAL SBL-STAP
In this experiment, we compare the Capon spectrums of estimatedR c+n by the SBL-STAP-OS and conventional SBL-STAP. Capon spectrum is a high-resolution spectrum usually used in STAP for analyzing the spatial-temporal distribution of clutter. The Capon spectrum ofR c+n can obtain from the maximum likelihood estimator:
The experiment is implemented first in ideal case and then in temporal decorrelation case. We also present the Capon spectrum of the exact R c+n in each case. The experiment in ideal case is present in Fig. 3a , c and e, while the experiment in temporal decorrelation case is shown in Fig. 3b, d and f. Fig. 3a and b are the Capon spectrums of the exact R c+n . Fig. 3c and d are the Capon spectrums of theR c+n estimated via conventional SBL-STAP. Fig. 3e and f are the Capon spectrums of theR c+n estimated via the SBL-STAP-OS. As depicted in Fig. 3c and d, the spectrums estimated via the conventional SBL are spreading, which is caused by the off-grid effect. A spreading spectrum results in a wide and shallow notch in STAP filter and leads to clutter bleed through and suppression of actual target signals of interest. It is seen from Fig.3 e and f that the clutter spectrum spreading has been improved via SBL-STAP-OS both in ideal case and the temporal decorrelation case, and the power of mainbeam clutter region is estimated more accurately. So we can forecast there will be a significant improvement in output SCNR brought by the SBL-STAP-OS. This is demonstrated in Fig. 4 .
B. COMPARISON OF SCNR LOSS WITH CONVENTIONAL SBL-STAP
In this experiment, we compare the clutter suppression performance of the SBL-STAP-OS with conventional SBL-STAP in presence of off-grid. The SCNR loss is taken as the evaluation index of clutter suppression performance, which is defined as
where R is the exact CNCM at the CUT, w is the STAP filter weight estimated by training samples. The comparisons of the SCNR loss is presented in Fig. 4 and is displayed against the normalized Doppler frequency. All presented results are averaged over 100 independent Monte Carlo runs. In addition, we present the OPT algorithm which has exact knowledge of the CNCM as a reference. The experiment of Fig. 4a is in ideal case and the Fig. 4b is in temporal decorrelation case. It is shown in Fig. 4 that the SCNR loss of the SBL-STAP-OS is signifcantly smaller than the conventional SBL-STAP both in ideal case and temporal decorrelation case. In ideal case, we can see from Fig. 4a , the average SCNR loss of the SBL-STAP-OS in mainlobe clutter region is about 12dB less than the conventional SBL-STAP, and about 2∼5dB improvement in the other region. As shown in Fig. 4b , in temporal decorrelation case, the notches of the SCNR loss curves are spreading compared to the ideal case even the OPT algorithm, it is because of the ICM which results in clutter ridge spreading. In this case, the average SCNR loss improvement of the SBL-STAP-OS in mainlobe clutter region is about 5dB and about 1∼3dB in the other region. Although there is some decrease compared to the ideal case, the improvement in temporal decorrelation case is still visible. As expected, there exists an obvious improvement of the output SCNR both in ideal and non-ideal case.
C. COMPARISON OF COMPUTATIONAL COMPLEXITY WITH CONVENTIONAL SBL-STAP
In this section, we detail the computational complexity of the SBL-STAP-OS and the conventional SBL-STAP. Obviously, the two methods cost the same amount of computation in calculation of STAP weight. So the distinction of computational complexity between two methods just lies in the estimation of CNCM. The computational cost is measured in terms of the number of complex multiplications. The results are shown in Table 3 , Where N SBL and N P are the number of iteration of the SBL-STAP and the SBL-STAP-OS, respectively, K is the number of the elements contained in˜ i ( K = 10 in this paper).
From the Table 3 , it is shown that the amount of computation in the estimation of CNCM is the product of the amount in one iteration and the number of iterations. Subsequently, we will give a more detailed comparison in computational complexity of one iteration and the convergence rate of iteration, respectively.
1) COMPARISON OF THE COMPUTATIONAL COMPLEXITY IN ONE ITERATION
In order to get an intuitionistic comparison of the computational complexity in one iteration, we calculation the ratio of the two methods and obtain the additional percentage ϒ (as (40) ), as shown at the bottom of this page, further in three case:
The results are presented in Fig. 5 .
In Fig. 5 , we can see that the additional percentage of computational load in one iteration decreases with the increase of M , N , L, but N and L do very little effect to the additional percentage. Relatively, M plays a crucial role in the increase of computational cost. As a whole, additional percentage of computational load is at a very low level which is less than 5% when M > 10.
2) COMPARISON OF THE CONVERGENCE PERFORMANCE OF ITERATION
The convergence rate of iteration is an important performance metric. The higher the convergence rate the higher
47304 VOLUME 6, 2018 the efficiency and the lower the computational burden. In this experiment, we examine the convergence rate by η obtained from (34) .
We keep the parameters and scenarios are the same as the previous experiments except for ξ . In order to obtain a statistical η, we don't set convergence gate ξ but set the total number of iterations and present the average results over 100 independent Monte Carlo runs. Fig. 6a and b are the results of ideal case and temporal decorrelation case, respectively. It is shown in Fig. 6a that, in ideal case, the conventional SBL-STAP converges to the gate η = 0.005 in the 10th iteration and the SBL-STAP-OS just costs 3 iterations more than conventional SBL-STAP to converge to the gate. In Fig. 6b , we can see that both the conventional SBL-STAP and the SBL-STAP-OS converge to the gate η = 0.005 in 9th iteration in temporal decorrelation case. The iteration convergence rate of the temporal decorrelation case is faster than the ideal case. The reason is that a more sparsity of the clutter in ideal case than temporal decorrelation case, which results in more iterations needed. Moreover, we can see from the curves in Fig. 5 that although the convergence rate of the SBL-STAP-OS is slower than the conventional SBL-STAP, but the gap is so small that it almost can be ignored.
Combing the comparisons of the computational complexity in one iteration and the convergence rate of the iteration, we can conclude that the increase of computational complexity brought in by the SBL-STAP-OS is very little and it almost can be ignored, compared with the conventional SBL-STAP.
V. CONCLUSIONS
In this paper, we have proposed a SBL-STAP with offgrid self-calibration method to suppress clutter for airborne radar in heterogeneous environment. The proposed method can mitigate the off-grid effect effectively. Different from the conventional SBL-STAP, the proposed method constructs a small-scale complementary dictionary to calibrate the uniformly discretized dictionary. When off-grid occurs, the atoms of complementary dictionary can converge to the clutter ridge to calibrate the uniformly discretized dictionary adaptively. The simulation results show that, compared with conventional SBL-STAP, the clutter ridge spreading caused by off-grid can be mitigated obviously and clutter suppression performance is significantly improved. Moreover, the proposed method just brings in a little increase of computational complexity, which can be nearly ignored.
