Sharp local smoothing estimates for Fourier integral operators by Beltran, David et al.
SHARP LOCAL SMOOTHING ESTIMATES FOR FOURIER
INTEGRAL OPERATORS
DAVID BELTRAN, JONATHAN HICKMAN AND CHRISTOPHER D. SOGGE
Abstract. The theory of Fourier integral operators is surveyed, with an em-
phasis on local smoothing estimates and their applications. After reviewing
the classical background, we describe some recent work of the authors which
established sharp local smoothing estimates for a natural class of Fourier in-
tegral operators. We also show how local smoothing estimates imply oscilla-
tory integral estimates and obtain a maximal variant of an oscillatory integral
estimate of Stein. Together with an oscillatory integral counterexample of
Bourgain, this shows that our local smoothing estimates are sharp in odd spa-
tial dimensions. Motivated by related counterexamples, we formulate local
smoothing conjectures which take into account natural geometric assumptions
arising from the structure of the Fourier integrals.
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1. Basic definitions and examples of Fourier integral operators
1.1. Motivating examples. This article explores aspects of the theory of Fourier
integral operators (FIOs), a rich class of objects which substantially generalises the
class of pseudo-differential operators. The genesis of the theory can be found in
various early works on hyperbolic equations [18, 17, 29, 35, 41] but for the purposes
of this article the study of FIOs began in earnest in the groundbreaking treaties of
Ho¨rmander [28] and Duistermaat–Ho¨rmander [16].
For the majority of this discussion it will suffice to work with the following
definition of a FIO, although below a more general and robust framework is recalled.
Preliminary definition. A Fourier integral operator (or FIO) F of order µ ∈ R
is an operator, defined initially on the space of Schwartz functions S(Rn), of the
form
Ff(x) := 1
(2pi)n
∫
Rˆn
eiφ(x;ξ)a(x; ξ)fˆ(ξ) dξ (1.1)
where
• The phase φ : Rn × Rn → R is homogeneous of degree 1 in ξ and smooth
away from ξ = 0 on the support of a.
• The amplitude a : Rn × Rn → R belongs to the symbol class Sµ; that is, a
is smooth away from ξ = 0 and satisfies
|∂βx∂αξ a(x; ξ)| .α,β (1 + |ξ|)µ−|α| for all (α, β) ∈ Nn0 × Nn0 .
Taking φ(x; ξ) := 〈x, ξ〉, one immediately recovers the class of pseudo-differential
operators associated to standard symbols (that is, symbols belonging to some class
Sµ). For the purposes of this article this is a somewhat trivial case, however, and
it is constructive to consider some more representative examples of FIOs.
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Example 1.1. Prototypical FIOs arise from the (euclidean) half-wave propagator,
defined by
eit
√−∆f(x) :=
1
(2pi)n
∫
Rˆn
ei(〈x,ξ〉+t|ξ|)fˆ(ξ) dξ. (1.2)
Under suitable regularity hypotheses on f0 and f1, if f+ :=
1
2 (f0 − i(
√−∆)−1f1)
and f− := 12 (f0 + i(
√−∆)−1f1), 1 then the function
u(x, t) := eit
√−∆f+(x) + e−it
√−∆f−(x)
solves the Cauchy problem{
(∂2t −∆)u(x, t) = 0
u(x, 0) := f0(x), ∂tu(x, 0) := f1(x)
. (1.3)
Up to a constant multiple, each term in the expression for u(x, t) is of the form
Ftf(x) := 1
(2pi)n
∫
Rˆn
ei(〈x,ξ〉±t|ξ|)|ξ|−j fˆ(ξ) dξ
for either j = 0 or j = 1. These operators provide important examples of FIOs
of order −j. Indeed, much of the motivation for the development of the theory of
FIOs was to provide an effective counterpart to the theory of pseudo-differential
operators to study hyperbolic, rather than elliptic, PDE, a fundamental example
being the wave equation (1.3). The reader is referred to the original papers [28, 16]
and the classical texts [32] and [15] for further discussion in this direction.
Example 1.2. One may also consider wave propagators on other Riemannian
manifolds (M, g), defined with respect to the Laplace–Beltrami operator ∆g. In
particular, suppose (M, g) is a compact n-dimensional Riemannian manifold, in
which case −∆g has a discrete, positive spectrum which may be ordered 0 = λ20 <
λ21 ≤ λ22 ≤ . . . (here the eigenvalues are enumerated with multiplicity). Thus, one
may write −∆g =
∑∞
j=0 λ
2
jEj where each Ej is the orthogonal projection in L
2(M)
onto a 1-dimensional eigenspace associated to the eigenvalue λ2j . For proofs of these
facts see, for instance, [52, 69].
Now consider the half-wave propagator
eit
√
−∆gf(x) :=
∞∑
j=0
eitλjEjf(x). (1.4)
If u is defined as in the previous example (but now the initial data f0, f1 is defined
on M and the multipliers are interpreted in terms of the spectral decomposition),
then this function solves the Cauchy problem{
(∂2t −∆g)u(x, t) = 0
u(x, 0) := f0(x), ∂tu(x, 0) := f1(x)
. (1.5)
In local coordinates, one may construct a parametrix for the propagator (1.4)
which is of the form of a Fourier integral operator. In particular, for some t0 > 0
one may write
eit
√
−∆gf(x) =
∫
Rˆn
eiφ(x;t;ξ)a(x; t; ξ)fˆ(ξ) dξ +Rtf(x) for all 0 < t < t0
1In general, m(i−1∂x) denotes the Fourier multiplier operator (defined for f belonging to a
suitable a priori class)
m(i−1∂x)f(x) :=
1
(2pi)n
∫
Rˆn
ei〈x,ξ〉m(ξ)fˆ(ξ) dξ
for any m ∈ L∞(Rˆn). The operator m(√−∆x) is then defined in the natural manner via the
identity −∆x = i−1∂x · i−1∂x.
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for some suitable choice of phase φ and 0-order symbol a, where Rt is a smooth-
ing operator (that is, a pseudo-differential operator with rapidly decaying symbol).
Here the Fourier transform of f is taken in the euclidean sense, in the chosen
coordinate domain. This construction is a special case of a general result concern-
ing strictly hyperbolic equations (of arbitrary order) which dates back to Lax [35];
further discussion can be found in [15, Chapter 5] or [53, Chapter 4].
Example 1.3. Closely related to the wave propagator (1.2) are the convolution
operators
Atf(x) := f ∗ σt(x), t > 0
where σ = σ1 is the surface measure on the unit sphere Sn−1 and σt is defined by∫
Rn
f(x) dσt(x) :=
∫
Rn
f(tx) dσ(x).
When n = 3 the solution to (1.3) at time t is related to At via the classical Kirchhoff
formula (see, for instance, [51, Chapter 1]). These averaging operators are also of
significant interest in harmonic analysis and, in particular, the spherical maximal
function of Stein [57] and Bourgain [4] is defined by Mf(x) := supt>0At|f |(x).
To see how such averages fall into the Fourier integral framework, recall that the
method of stationary phase (see, for instance, [58, Chapter VIII] or [53, Chapter
1]) yields the formula
σˆ(ξ) :=
∑
±
e±i|ξ|a±(ξ)
for the Fourier transform of the measure σ, where a± ∈ S−(n−1)/2 are smooth
symbols of order −(n− 1)/2. Thus, one may write
Atf(x) =
∑
±
1
(2pi)n
∫
Rˆn
ei(〈x,ξ〉±t|ξ|)a±(tξ)fˆ(ξ) dξ;
note that the operators appearing in this formula agree with those arising in Ex-
ample 1.1 except for the choice of symbol.
1.2. Distributions defined by oscillatory integrals. The remainder of this
section will be dedicated to describing a more general framework for the study of
FIOs. For much of this article the preliminary definition given in the preceding
subsection is sufficient; the refined definitions are included here in order to relate
this survey to the perspective espoused in many of the references, and in particular
in the classical works [28, 16].
In contrast with the discussion in the previous subsection, here the operators
will be defined in terms of a kernel. Formally, the kernel of the FIO in (1.1) is given
by
K(x; y) :=
1
(2pi)n
∫
Rˆn
e−i(〈y,ξ〉−φ(x;ξ))a(x; ξ) dξ,
although without strong conditions on the symbol a this integral is not defined
in any classical sense. To give precise meaning to such expressions one appeals
to the theory of distributions; the relevant concepts from this theory are reviewed
presently.
Distributions. Given W ⊆ Rd open, let D(W ) denote the space of test functions
on W ; that is, D(W ) is the space C∞c (W ) of C∞ functions with compact support
in W under the topology defined by fj → f as j →∞ for fj , f ∈ D(W ) if
i) There exists a compact set K ⊂W containing supp f and supp fj for all j ∈ N;
ii) ∂αx fj → ∂αx f uniformly as j →∞ for all α ∈ Nd0.
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One then defines the space of distributions D′(W ) on W to be the dual topological
vector space to D(W ) endowed with the weak∗ topology. With this definition
D′(W ) is complete.2
Homogeneous oscillatory integrals. Now let ϕ : W × (RN \ {0}) → R be a smooth
function, a ∈ Sµ(W ×RN ) and consider the oscillatory integral formally defined by
I[ϕ, a](w) :=
∫
RˆN
eiϕ(w;θ)a(w; θ) dθ for w ∈W. (1.6)
If µ < −N , then this integral converges absolutely and, moreover, the resulting
function of w defines a distribution on W (by integrating I[ϕ, a] against a given
test function). If µ > −N , then it is not clear that the expression (1.6) makes
sense and additional hypotheses are required on ϕ to give the integral meaning. In
particular, suppose that
ϕ is homogeneous of degree 1 in θ (1.7)
and
∇w,θϕ(w; θ) 6= 0 for all (w; θ) ∈W × (RN \ {0}) (1.8)
where the gradient ∇w,θ is taken with respect to all the variables (w; θ). Now let
β ∈ C∞c (RN ) satisfy β(0) = 1 and consider the truncated integral
Ij [ϕ, a](w) :=
∫
RˆN
eiϕ(w;θ)β(2−jθ)a(w; θ) dθ.
Each Ij [ϕ, a] is a well-defined function which induces a distribution. Moreover,
under the conditions (1.7) and (1.8), a simple integration-by-parts argument allows
one to deduce that for any K ⊆W compact
|〈Ij [ϕ, a], f〉| ≤ CK2−j
∑
|α|≤k
‖∂αx f‖L∞(K) for all f ∈ D(W ) with supp f ⊆ K
where k satisfies µ < −N + k (see, for instance, [53, Theorem 0.5.1]). Since D′(W )
is complete, one may therefore define I[ϕ, a] to be the distribution given by the
limit of the sequence of distributions Ij [ϕ, a].
Definition 1.4. The distribution I[ϕ, a], defined for ϕ satisfying (1.7) and (1.8),
will be referred to as (local)3 homogeneous oscillatory integral. By a slight abuse
of notation, the distribution I[ϕ, a] will also be denoted by the formal expression
(1.6).
In what follows, it will be useful to assume a further condition on the phase ϕ.
Non-degeneracy hypothesis. A smooth function ϕ : W × (RN \ {0}) → R sat-
isfying (1.7) and (1.8) is a non-degenerate phase function if, in addition, it satisfies
if ∂θϕ(w; θ) = 0, then
N∧
j=1
∇w,θ∂θjϕ(w; θ) 6= 0. (1.9)
The rationale behind this additional hypothesis will become apparent in §1.4.
2Here a sequence (uj)
n
j=1 ⊆ D′(W ) is Cauchy if (〈uj , f〉)∞j=1 is a Cauchy sequence of complex
numbers for all f ∈ D(W ).
3The terminology local, as opposed to global, will become clearer in §1.5.
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1.3. Local Fourier integral operators. For X ⊆ Rn and Y ⊆ Rm open, any dis-
tribution K ∈ D′(X × Y ) defines a natural continuous linear mapping T : D(Y )→
D′(X) given by
〈T (f), g〉 := 〈K, f ⊗ g〉 for all (f, g) ∈ D(Y )×D(X). (1.10)
In fact, a converse to this observation also holds, which is the content of the cele-
brated Schwartz kernel theorem (see, for instance, [31, §5.2]). In particular, given
any continuous linear mapping T : D(Y ) → D′(X) there exists a unique distribu-
tion K ∈ D′(X × Y ), referred to as the (Schwartz) kernel of T , such that (1.10)
holds.
Definition 1.5. A continuous linear operator F : C∞c (Y ) → D′(X) is a (local)
Fourier integral operator if the Schwartz kernel is given by a homogeneous oscilla-
tory integral I[ϕ, a] for some non-degenerate phase function ϕ : X×Y ×RN \{0} →
R and amplitude a ∈ Sµ(X × Y × RN ).
Given a test function f ∈ C∞c (Y ), by an abuse of notation the distribution Ff
will also be denoted by
Ff(x) =
∫
Rn
∫
RN
eiϕ(x;y;θ)a(x; y; θ) dθ f(y) dy. (1.11)
Example 1.6. The averaging operator from Example 1.3 can be expressed as
Atf(x) =
∑
±
1
(2pi)n
∫
Rn
∫
Rˆn
ei(〈x−y,ξ〉±t|ξ|)a±(tξ) dξ f(y) dy, (1.12)
where this formal expression is interpreted in the above distributional sense. Note
that the phase ϕ(x; y; ξ) := 〈x − y, ξ〉 ± t|ξ| satisfies the desired conditions (1.7),
(1.8) and (1.9).
There are significant short-comings in defining FIOs in this way. In particular,
there are fundamental problems regarding uniqueness: a given operator will admit
many distinct representations of the form (1.11).
Example 1.7. Once again recall the operator Atf from Example 1.3, which can
be interpreted as taking an average of f over the sphere x + tSn−1. For fixed x, t,
this surface corresponds to the zero locus of the defining function
Φ(x; t; y) :=
|x− y|2
t2
− 1.
This allows one to rewrite the averaging operator as
Atf(x) :=
∫
Rn
f(y)a(x; t; y) δ(Φ(x; t; y))dy
where δ(Φ(x; t; y))dy is the normalised induced Lebesgue measure on x + tSn−1
(see, for instance, [58, Chapter XI, §3.1.2] or [59, Chapter VIII, §3]) and a(x; t; y)
is an appropriate choice of bump function. Using the heuristic identity
δ(x) =
1
2pi
∫
R
eiλx dλ
for the Dirac δ function, this leads to the expression
Atf(x) =
1
2pi
∫
Rn
∫
Rˆ
eiλΦ(x;t;y)a(x; t; y) dλ f(y) dy. (1.13)
Thus, one arrives at an alternative Fourier integral representation of the average
Atf to that in (1.12). Although this argument has been presented as a heuristic, it
is not difficult to make the details precise, provided (1.13) is interpreted correctly
(that is, as converging in the sense of oscillatory integrals); the full details can be
found, for instance, in [58, Chapter XI].
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1.4. Wave front sets and equivalence of phase. Examples 1.6 and 1.7 show
that very different phase/amplitude pairs [ϕ, a] can define the same Fourier integral
operator. It is natural to ask whether one can formulate a “coordinate-free” or
“invariant” definition of FIOs which does not rely on fixing a choice of phase and
amplitude. Such a global definition does indeed exist and is discussed in detail
in [28, 16] as well as the texts [15, 53, 63]. The full details of the global theory
of Fourier integral operators is, however, beyond the scope of this article, but
nevertheless here some of the basic ideas are presented.
To arrive at a global definition of Fourier integral operators, it is necessary to
analyse the geometry of the singularities of the underlying Schwartz kernel. This
leads to the construction of a geometric object known as the canonical relation for
a given FIO, which is in some sense independent of the choice of phase function
used to define the kernel (this is the content of Ho¨rmander’s equivalence of phase
theorem, discussed below). The idea is then to think of the FIO purely in terms of
the canonical relation (and some order), without reference to a particular choice of
pair [ϕ, a].
To carry out the above programme, some basic definitions from microlocal anal-
ysis (which may be described as the geometric study of distributions) are required.
The singular support. Once again, let W ⊆ Rd be some fixed open set.
Definition 1.8. The singular support sing suppu of u ∈ D′(W ) is defined to be
the set of points in w ∈ W for which there exists no open neighbourhood upon
which u agrees with a C∞ function.
The singular support identifies the location of the singularities of a distribution,
but for a complete geometric description one must also understand the associated
“directions” of the singularities.
Example 1.9. Let γ : [0, 1]→ R2 be (a parametrisation of) a smooth curve and let
µ be a smooth density on γ in R2, viewed as a measure (and therefore a distribution)
on the plane. In particular, there exists some a ∈ C∞c (R) with support in (0, 1)
such that µ is defined by∫
R2
fdµ :=
∫ 1
0
(f ◦ γ)(t)a(t) dt for all f ∈ C(R2).
It is immediate that the singular support of µ consists of the support of the measure
(and is therefore a subset of the curve). Given x0 ∈ suppµ, one expects that the
singular direction should the normal to the curve at x0. A rigorous formulation of
this intuitive statement is discussed below.
To identify the singular directions, one appeals to the correspondence between
regularity and the decay of the Fourier transform. For instance, recall that any
f ∈ C∞c (Rn) satisfies
|fˆ(ξ)| .N (1 + |ξ|)−N for all N ∈ N (1.14)
for ξ ∈ Rˆn (and, moreover, the property f ∈ C∞c (Rn) is completely characterised in
terms of the decay of the Fourier–Laplace transform by the Paley–Weiner theorem
[31, §7.3]). If u ∈ D′(W ) and w /∈ sing suppu, then it follows that there exists some
ψ ∈ C∞c (W ) satisfying ψ(w) 6= 0 for which f := ψu is a C∞c function satisfying
(1.14). Given w ∈ sing suppu and ψ ∈ C∞c (W ) satisfying ψ(w) 6= 0 as above, the
idea is now to analyse the directions in which (1.14) fails for f := ψu. Since in
this case ψu is no longer guaranteed to be a function, the precise definition requires
some facts about Fourier transforms of distributions, which are recalled presently.
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Tempered distributions and the Fourier transform. If S(Rn) denotes the Schwartz
space, then recall that the space of tempered distributions is the dual S ′(Rn), which
can be identified with a subspace of D′(Rn). The Fourier transform uˆ ∈ S ′(Rn) of
a tempered distribution u ∈ S ′(Rn) is defined by 〈uˆ, f〉 := 〈u, fˆ〉 for all f ∈ S(Rn).
If u ∈ D′(W ) is compactly-supported (in the sense that there exists a compact set
K ⊂ W such that 〈u, f〉 = 0 whenever f ∈ D(W ) is supported outside K), then
u automatically extends to a tempered distribution and, moreover, the Fourier
transform uˆ is a C∞ function which grows at most polynomially. For proofs of
these facts see, for instance, [31].
The wave front set. Let u ∈ D′(W ) be compactly supported. Define Γ(u) to be the
set of points η ∈ Rˆn\{0} for which there does not exist an open conic neighbourhood
C upon which
|uˆ(ξ)| .N (1 + |ξ|)−N for all N ∈ N and all ξ ∈ C.
Given u ∈ D′(W ) and w ∈W one then defines
Γw(u) :=
⋂
ψ∈C∞c (W )
ψ(w) 6=0
Γ(ψu).
By the discussion following (1.14), it is clear that if Γw(u) 6= ∅, then w ∈ sing suppu.
Definition 1.10 (Wave front set). If u ∈ D′(W ), then the wave front set WF(u)
of u is defined
WF(u) :=
{
(w; ξ) ∈W × (Rd \ {0}) : ξ ∈ Γw(u)
}
.
Example 1.11. Returning to the measure µ discussed in Example 1.9, fix x0 ∈
sing suppµ so that x0 = γ(t0) for some t0 ∈ supp a. Suppose η ∈ Rˆ2 \ {0} does not
lie in the linear subspace Nx0γ spanned by the normal to γ at x0. It is not difficult
to show that there exists a conic neighbourhood C of η and some ε0 > 0 such that
|〈ξ, γ′(t)〉| ≥ ε0|ξ| for all ξ ∈ C and |t− t0| < ε0.
If ψ ∈ C∞c (R2) is chosen to have support in a sufficiently small neighbourhood of
x0, it therefore follows by non-stationary phase (that is, repeated integration-by-
parts) that |(ψµ)̂(ξ)| .N (1 + |ξ|)−N for all N ∈ N and ξ ∈ C and, consequently,
Γx0(µ) ⊆ Nx0γ. On the other hand, if η ∈ Nx0γ ∩ S1 and ψ ∈ C∞c (R2) satisfies
ψ(x0) 6= 0, then the asymptotic expansion for oscillatory integrals (see, for instance,
[58, Chapter VIII]) shows that |(ψµ)̂(λη)| fails to decay rapidly in λ ≥ 1.
For a homogeneous oscillatory integral I[ϕ, a], as defined in §1.2, it is not difficult
to show that the wave front set of this distribution is contained in
Λϕ := {(w, ∂wϕ(w; θ)) ∈W × (Rd \ {0}) : (w; θ) ∈ supp a, ∂θϕ(w; θ) = 0}.
Indeed, as a rough sketch of why this should hold, taking the Fourier transform of
I[ϕ, a] ·ψ for some ψ ∈ C∞c (Rd) yields an oscillatory integral in the (w; θ) variables
with phase ϕ(w; θ)−〈w, ξ〉. By non-stationary phase (that is, integration-by-parts),
one expects rapid decay away from the set of (w; ξ) for which the phase admits a
(w; θ)-stationary point. Since the w-gradient of the phase is given by ∂wϕ(w; θ)− ξ
and the θ-gradient is ∂θϕ(w; θ), this naturally leads one to consider the set Λϕ. The
full details can be found, for instance, in [31, Theorem 8.1.9].
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Non-degeneracy and Lagrangian manifolds. If the phase function ϕ is non-degenerate
in the sense that (1.9) holds, then it follows from the implicit function theorem that
Σϕ :=
{
(w, θ) ∈W × (RN \ {0}) : ∂θϕ(w, θ) = 0
}
is a smooth d-dimensional submanifold. Moreover, one may readily verify that the
map κ : Σϕ → W × (Rd \ {0}) given by κ(w, θ) := (w, ∂wϕ(w, θ)) is an immersion
with image Λϕ. Typically, in this situation one identifies W × (Rd \ {0}) with
T ∗W \ 0, the cotangent bundle of W with the zero section removed. The rationale
behind this is that, under the above identification, Λϕ has a special property defined
with respect to the natural symplectic structure on T ∗W . Concepts from symplectic
geometry form an important part of the analysis of FIOs, but will only be mentioned
in passing here (see, for instance, [15] for a thorough introduction to symplectic
differential geometry and its connection to Fourier integral theory).
Definition 1.12. A smooth (immersed) submanifold Λ ⊆ T ∗W \ 0 is conic if it
is conic in the fibres: that is, (w, tξ) ∈ Λ for all t > 0 whenever (w, ξ) ∈ Λ. Such
a Λ is a Lagrangian submanifold if it is d-dimensional and the restriction of the
canonical 1-form ω :=
∑d
j=1 ξjdwj on T
∗W to Λ is identically zero.
It is not difficult to show that Λϕ is a (conic) Lagrangian submanifold.
4 Con-
versely, given any conic Lagrangian submanifold Λ ⊂ T ∗W \ 0, one can show that
locally Λ agrees with Λϕ for some non-degenerate phase function ϕ (see, for in-
stance, [28, §3.1]).
Equivalence of phase. The correspondence between conic Lagrangian submanifolds
and non-degenerate phase functions described above is clearly not unique: for in-
stance, one may compose the phase function ϕ with any fibre-preserving diffeo-
morphism (w, θ) 7→ (w, θ˜(w, θ)) to obtain a new phase function ϕ˜ which satisfies
Λϕ = Λϕ˜. However, in this case it follows by the change of variables formula that
I[ϕ, a] = I[ϕ˜, a˜] where a˜(w, θ˜(w, θ)) = a(w, θ)|∂θ θ˜(w, θ)|−1. Thus, provided the
symbols are appropriately defined, the phases ϕ and ϕ˜ define the same homoge-
neous oscillatory integral.
Now suppose ϕ, ϕ˜ are two phase functions which satisfy Λϕ = Λϕ˜, but are
not necessarily related by a fibre-preserving diffeomorphism. What can be said
about the homogeneous oscillatory integrals in this case? A typical example of this
situation has already appeared above.
Example 1.13. Fixing t ∈ R \ {0}, consider the phase function ϕt : Rn × Rn ×
(Rn \ {0}) → R featured in Example 1.1 and Example 1.3, given by ϕt(x, y; ξ) :=
〈x− y, ξ〉+ t|ξ|. Then a simple computation shows that
Λϕt =
{
(x, x+ t
ξ
|ξ| , ξ,−ξ) : (x, ξ) ∈ R
n × Rn \ {0}}.
Now consider the phase function ϕ˜t : Rn × Rn × (R \ {0})→ R given by
ϕ˜t(x, y;λ) := λ
( |x− y|2
t2
− 1
)
,
4The pull-back κ∗ω of ω is given by
d∑
j=1
∂wjϕ(w, θ)dwj = dφ−
N∑
i=1
∂θiϕ(w, θ)dwj .
This vanishes identically on Λϕ since ∂θϕ(w, θ) = 0 and the homogeneity of ϕ with respect to θ
implies ϕ(w, θ) = θ∂θϕ(w, θ) = 0.
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which is featured in the alternative representation for the averaging operator from
Example 1.7. A simple computation shows that
Λϕ˜t =
{(
x, y, 2λ
x− y
t2
,−2λx− y
t2
)
: |x− y| = t
}
.
However, making the substitution ξ = 2λx−yt2 , this set agrees precisely with that in
Example 1.13.
Note that the fibres of ϕt and ϕ˜t have different dimensions so clearly the two
phases cannot be related via a fibre-preserving change of variables.
It is still true that, for suitable choices of amplitude function, the phases dis-
cussed in Example 1.13 define the same homogeneous oscillatory integral (indeed,
both phases are used to represent the same averaging operator At). These observa-
tions suggest the possibility of a unique correspondence between conic Lagrangian
manifolds Λ and homogeneous oscillatory integrals. This correspondence is the
subject of the following fundamental result of Ho¨rmander [28].
Theorem 1.14 (Ho¨rmander’s equivalence of phase theorem [28]). Suppose ϕ and ϕ˜
are non-degenerate phase functions defined on a neighbourhood of (w0, θ0) ∈W×RN
and (w0, θ˜0) ∈W×RN˜ , respectively, which define the same Lagrangian submanifold
there.
Then every homogeneous oscillatory integral I[ϕ, a] with a ∈ Sµ+(d−2N)/4(W ×
RN ) and supp a in a sufficiently small θ-conic neighbourhood5 of (w0, θ0) can also
be written as I[ϕ˜, a˜] for some a˜ ∈ Sµ+(d−2N˜)/4(W × RN˜ ) with supp a˜ in a small
θ˜-conic neighbourhood of (w0, θ˜0).
The equivalence of phase theorem suggests that rather than thinking of the
distribution I[ϕ, a] as defined by some choice of phase/amplitude pair [ϕ, a], one
should think of the distribution as determined by the conic Lagrangian submanifold
Λ. This perspective is described in the following subsection.
1.5. Global theory. The equivalence of phase theorem allows much of the analysis
of the previous sections to be lifted to the more general setting of smooth manifolds
W . Given a conic Lagrangian submanifold Λ ⊂ T ∗W , one roughly defines Iµ(W,Λ)
to be the class of homogeneous oscillatory integrals which can be locally represented
as some I[ϕ, a] for some non-degenerate phase function ϕ for which Λϕ locally agrees
with Λ and symbol a belonging to the class Sµ+(d−2N)/4. Here N is the dimension of
the fibres (that is, the number of Fourier variables θ) in this local representation. To
give more precise details of this definition requires a brief review of basic concepts
pertaining to analysis on manifolds.
Distributions on manifolds. Let W be a d-dimensional smooth manifold so that W
is equipped with a system of coordinate charts κα : Wα → W˜α, each of which is a
diffeomorphism from some open subset Wα ⊆W to an open subset W˜α ⊆ Rd.
Definition 1.15. A distribution u on W is an assignment of a distribution uα ∈
D′(W˜α) to every coordinate chart which satisfies the following consistency property:
given two charts καj : Wαj → W˜αj , j = 1, 2, the identity
〈uα2 , f〉 = 〈uα1 , f ◦ α1 ◦ α−12 〉
holds whenever f ∈ D(W˜α2) is supported inside κα2(Wα1 ∩Wα2). The space of all
distributions on W is denoted by D′(W ).
5Here a θ-conic neighbourhood of (w0, θ0) ∈ W × RN \ {0} is an open neighbourhood U ⊆
W × RN \ {0} of (w0, θ0) such that (w, tθ) ∈ U for all t > 0 whenever (w, θ) ∈ U .
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Remark 1.16. It makes perfect sense, in analogy with the definition in the eu-
clidean case, to consider the dual of the space of test functions on W . Elements of
this dual are slightly different objects to the distributions defined above, however,
and are known as distribution densities (see, for instance, [31, §6.3]).
Global homogeneous oscillatory integrals. Let Λ ⊆ T ∗W be a closed, conic La-
grangian submanifold and µ ∈ R. A global homogeneous oscillatory integral of order
µ is a distribution u ∈ D′(W ) such that for every coordinate chart κα : Wα → W˜α
the associated distribution uα ∈ D′(W˜α) is of the form uα = I[ϕα, aα] where:
i) Each ϕα is a non-degenerate phase function defined on a θ-conic open subset
Uα ⊆ W˜α × RNα for some integer Nα ∈ N. Furthermore, an open neighbour-
hood of Λ is diffeomorphically mapped to
Λϕα := {(w, ∂wϕ(w, θ)) : (w, θ) ∈ Uα, ∂θϕ(w, θ) = 0}
under the coordinates induced by κα.
6
ii) Each aα ∈ Sµ+(d−2Nα)/4(Rd × RNα) is supported in Uα and has compact w-
support.
Global FIOs and canonical relations. Fix a pair of manifolds X and Y with dimX =
n and dimY = m and let Λ ⊆ T ∗X \ 0× T ∗Y \ 0 be a conic Lagrangian submani-
fold. The (global) homogeneous oscillatory integrals in Iµ(X×Y,Λ) define (global)
Fourier integral operators via the Schwartz kernel on each coordinate chart. The
resulting collection of operators is denoted by Iµ(X,Y, C) where C is what is known
as the canonical relation: it is the rotated and reflected copy of Λ given by
C := {(x, ξ, y,−η) ∈ T ∗X \ 0× T ∗Y \ 0 : (x, y, ξ, η) ∈ Λ}.
One typically works with the canonical relation C rather than Λ since it is often
easier (notationally speaking) to formulate various hypotheses over C and C arises
naturally in the composition calculus for FIOs (see, for instance, [53, Chapter 6]).
Of course, C inherits the symplectic structure of Λ and, in particular, if ωX :=∑n
j=1 ξjdxj and ωY :=
∑n
j=1 ηjdyj denote the canonical 1-forms on X and Y ,
respectively, then ωX − ωY vanishes identically on C.
Global versus local theory. In the global approach to Fourier integral theory one
typically frames the hypotheses on the operator in terms of geometric properties
of the canonical relation (some examples of this will be given in §2, where the
rotational and cinematic curvature conditions are discussed). For the majority of
this article, however, it will suffice to work with a concrete representation of the
operator given by a choice of phase and amplitude as in (1.1). In this local approach,
the hypotheses on the operator are framed in terms of properties of the choice of
phase function φ and its derivatives.
The local approach will in fact afford no loss of generality, since the problems
under consideration are all of a local nature and it is always possible to locally
express any FIO as an operator of the form of (1.1). Indeed, if dim X = dim Y ,
given any FIO as above, basic results in symplectic geometry (see, for instance, [15,
Proposition 3.7.3] or [53, Proposition 6.2.4]) guarantee that the canonical relation
C can be expressed locally as a graph (modulo a reflection) of the form
(x, η) 7→ (x, S(x, η), T (x, η),−η).
6In particular, if pi : T ∗W →W denotes the projection onto the base point, then for each chart
κ : Wα → W˜α one may define the induced local coordinates on the tangent bundle κ˜ : pi−1(Wα)→
W˜α × Rd by κ˜(w, ξ) := (κ(w), (dκw)−>ξ).
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Moreover, it is not difficult to show that S = ∂xφ and T = ∂ηφ for some generating
function φ. Indeed, the canonical 1-form ωX−ωY is given in the above coordinates
by
n∑
j=1
[
Sj(x, η)−
n∑
i=1
ηi∂xjTi(x, η)
]
dxj −
n∑
j=1
[ n∑
i=1
ηi∂ηjTi(x, η)
]
dηj .
By the Lagrangian property of C, the coefficient functions must all vanish identically
on the domain, which implies that φ(x, η) := 〈η, T (x, η)〉 is a suitable generating
function. Thus, the canonical relation induced by the phase function ϕ(x, y, ξ) :=
φ(x, ξ)− 〈y, ξ〉 agrees locally with C and consequently, by the equivalence of phase
theorem, the FIO admits a local expression of the form (1.1).
2. Local smoothing estimates
This survey is primarily concerned with the continuity of FIOs as maps between
certain function spaces. Such problems are inherently local in nature and, conse-
quently, for the majority of the discussion it will suffice to work FIOs of the form
(1.1). In particular, let F be an operator given by
Ff(x) := 1
(2pi)n
∫
Rˆn
eiφ(x;ξ)a(x; ξ)fˆ(ξ) dξ (2.1)
for a choice of phase φ and symbol a ∈ Sµ(Rn × Rn) satisfying the conditions
described in §1.1. We are interested in two kinds of estimates:
1) Lp-Sobolev bounds
‖Ff‖Lps(Rn) . ‖f‖Lp(Rn). (2.2)
Here Lps(Rn) denotes the standard Sobolev (Bessel potential) space defined with
respect to the Fourier multipliers (1 + |ξ|2)s/2 (see, for instance, [56, Chapter
V]).
2) Given a 1-parameter family of FIOs (Ft)t∈I for I ⊆ R a compact interval, we
will consider inequalities of the form(∫
I
‖Ftf‖pLps(Rn)dt
)1/p
. ‖f‖Lp(Rn). (2.3)
A prototypical case which motivates (2.3) is given by the family of half-wave
propagators Ft := eit
√−∆. In this case, taking F = Ft for a given t (or the
composition of this operator with a pseudo-differential operator) in (2.2) leads to
fixed-time estimates for solutions to the wave equation; owing to this, such Lps
bounds will often be referred to as fixed-time estimates (regardless of whether the
operator involves a time parameter). On the other hand, (2.3) is a “space-time”
estimate.
Clearly, if one has a uniform bound of the kind (2.2) for every operator belonging
to a 1-parameter family (Ft)t∈I , then (2.3) follows directly by integrating these
estimates over the time interval I. However, in many situations averaging over time
has an additional smoothing effect; this allows for stronger space-time estimates
than those obtained trivially by averaging fixed-time inequalities. This phenomenon
is referred to as local smoothing.
In this section known and conjectured local smoothing properties of FIOs are
described. In contrast with the fixed time case, the necessary conditions on p for
which an inequality of the form (2.3) can hold can be quite subtle, depending on
various geometric properties of the phase. An indication of the key considerations
is provided below.
It transpires that local smoothing estimates are substantially stronger than their
fixed-time counterparts and have many applications and implications in harmonic
analysis and PDE. For instance, as is well-known, the sharp range of local smoothing
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inequalities for the wave propagator is known to imply numerous major open prob-
lems in harmonic analysis, including the Bochner–Riesz problem on convergence
of Fourier series and the Kakeya conjecture. Non-sharp local smoothing estimates
can also be very useful, and provide powerful tools for studying a wide range of
maximal and variational problems in harmonic analysis (see, for instance, [2, 23, 24]
for recent examples of this). An introduction to the vast array of applications of
local smoothing estimates is provided in §§3-4.
It appears that sharp local smoothing inequalities are extremely difficult to prove
and, indeed, in the prototypical case of the half-wave propagator eit
√−∆ in the
plane obtaining the sharp range of exponents remains a challenging open problem
(although there are numerous partial results: see §2.3 below and the appendix).
However, there is a fairly complete understanding in cases where the operator has a
particularly badly behaved underlying geometry. For these, somewhat pathological,
examples, geometric considerations place rather stringent constraints on the range
of admissible p values; consequently, it has been possible to obtain the full range of
Lp local smoothing estimates. This was observed recently in [1] and relies heavily on
fundamental work of Wolff [66] on the local smoothing problem and an important
extension of Wolff’s work due to Bourgain–Demeter [8]. These topics are discussed
in detail in §§5-6.
2.1. Fixed-time estimates for FIOs. Before discussing local smoothing in de-
tail, it is instructive to first consider fixed-time estimates (2.2) for FIOs, which are
somewhat easier to understand and help motivate the local smoothing theory. Con-
sider a Fourier integral operator F of order µ as in (2.1) and suppose the symbol a
is compactly supported in the x variable. In order to obtain a non-trivial Lp theory,
it is necessary to impose some further conditions on the phase.
Mixed Hessian condition. The phase φ satisfies
det ∂2xξφ(x; ξ) 6= 0 for all (x; ξ) ∈ supp a. (2.4)
An obvious example of a phase function satisfying (2.4) is φ(x, ξ) := 〈x, ξ〉, corre-
sponding to the case of pseudo-differential operators. The phase function appearing
in the euclidean wave propagator in Example 1.1 also satisfies this hypothesis, as
do those arising in the manifold setting in Example 1.2. It transpires that (2.4) has
a natural geometric interpretation in terms of the canonical relation C introduced
in §1.5; this is described below in §2.6.
It was shown by Eskin [19] and Ho¨rmander [28] that FIOs of order 0 satisfying
the above hypotheses are bounded on L2. In general, for p 6= 2, they are not
bounded on Lp but Lp-Sobolev estimates do hold with some (necessary) loss in
regularity. The sharp range of estimates of this form were established by Seeger,
Stein and the third author [48].
Theorem 2.1 ([48]). If F is a FIO of order µ satisfying the mixed Hessian condi-
tion, then for all 1 < p <∞ the fixed-time estimate
‖Ff‖Lp−µ−s¯p (Rn) . ‖f‖Lp(Rn) (2.5)
holds for s¯p := (n− 1)
∣∣ 1
p − 12
∣∣.
The proof of (2.5) in [48] follows from a H1(Rn) to L1(Rn) bound for FIOs of
order −n−12 and interpolation with the aforementioned L2(Rn) estimate for FIOs
of order 0; this yields the results for 1 < p ≤ 2 and the results for 2 < p <∞ follow
by duality.
As an example of an application of this theorem, one may apply the estimate
to the FIOs arising in the parametrix for the half-wave propagator eit
√
−∆g on a
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compact Riemannian manifold (M, g). If u is the solution to (1.5), then one obtains
the bound
‖u( · , t)‖Lps−s¯p (M) .M,g ‖f0‖Lps(M) + ‖f1‖Lps−1(M) (2.6)
for all s ∈ R. Here Lps(M) denotes the standard Sobolev (or Bessel potential) space,
defined with respect to the spectral multiplier (1 + λ2)s/2 (see, for instance, [53,
Chapter 4]). Moreover, provided t avoids a discrete set of times, the estimate (2.6)
is sharp for all 1 < p <∞ in the sense that one cannot replace s¯p with s¯p−σ for any
σ > 0. This provides an analogue of earlier bounds for solutions to the euclidean
wave equation from [46, 43]. Theorem 2.1 can also be applied to solutions of more
general strictly-hyperbolic equations, of any order: see [48] for further details.
Remark 2.2 (Sharpness of fixed-time estimates). An integration-by-parts argu-
ment shows that for any α > 0 the (distributional) inverse Fourier transform of
e−i|ξ|(1 + |ξ|2)−α/2 agrees with a function fα. Moreover, fα is rapidly decaying for
|x| ≥ 2 and for |x| ≤ 2 satisfies
|fα(x)| ∼ |1− |x||−(n+1)/2+α.
Thus, if α > n+12 − 1p , then fα ∈ Lp(Rn). On the other hand,
|(1−∆)−s/2ei
√−∆fα(x)| & |x|−(n−α−s) for |x| . 1.
Thus, if α ≤ n− np − s, then ei
√−∆fα /∈ Lp−s(Rn). Comparing these two conditions
shows that Theorem 2.1 is optimal for 2 ≤ p < ∞, in the sense that s¯p cannot be
replaced with any smaller exponent. The range 1 < p ≤ 2 then follows by duality.
See [58, Chapter IX, §6.13] for further details.
Remark 2.3 (Sharpness in the range 1 < p ≤ 2). In fact, one may also deduce
the sharpness of Theorem 2.1 in the regime 1 < p ≤ 2 from a direct example rather
than from a duality argument. Reasoning as in Remark 2.2, given α > 0, let gα be
a function whose distributional Fourier transform is (1 + |ξ|2)−α/2. The function
gα is rapidly decreasing at infinity and
|gα(x)| ∼ |x|−(n−α) for |x| . 1;
thus gα ∈ Lp(Rn) if α > n− np . On the other hand,
|(1−∆)−s/2ei
√−∆gα(x)| & |1− |x||−(n+1)/2+α+s,
so ei
√−∆gα 6∈ Lp−s(Rn) if α < n+12 − s− 1p . Combining both conditions on α yields
s¯p in Theorem 2.1 cannot be replaced with any smaller exponent if 1 < p ≤ 2.
2.2. Local smoothing estimates for FIOs. We now turn to the subject of local
smoothing estimates. Recall that the problem is to analyse a 1-parameter family
(Ft)t∈I of FIOs, the prototypical example being the wave semigroup eit
√−∆. It is
convenient to formulate the problem in terms of a single Fourier integral operator
mapping functions on Rn to functions on Rn+1. In particular, consider an operator
Ff(x, t) := 1
(2pi)n
∫
Rˆn
eiφ(x,t;ξ)a(x, t; ξ)fˆ(ξ) dξ (x, t) ∈ Rn+1 (2.7)
where the symbol a ∈ Sµ(Rn+1 × Rn) is compactly supported in x and t and the
phase function φ is homogeneous of degree 1 in ξ and smooth away from ξ = 0.
The conditions on the phase are now formulated with respect to the space-time
variables (x, t) and the analogous condition to (2.4) reads as follows.
Mixed Hessian condition. The phase φ satisfies:
H1) rank ∂2ξzφ(x, t; ξ) = n for all (x, t; ξ) ∈ supp a \ 0.
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Here and below z is used to denote vector in Rn+1 comprised of the space-time
variables (x, t).
Trivially, under these hypotheses Theorem 2.1 implies the space-time estimate(∫
R
‖Ff( · , t)‖p
Lp−µ−s¯p (R
n)
dt
)1/p
. ‖f‖Lp(Rn). (2.8)
This range of exponents, which follows from fixed-time estimates alone, does not en-
capsulate any additional smoothing arising from taking the average in time. More-
over, without further conditions on the phase, no such additional smoothing is
possible, in general, and the above range is in fact sharp (a standard example
which demonstrates this is given by the Radon transform in the plane: see Exam-
ple 2.21 below or [53, Chapter 6]). In order to establish non-trivial local smoothing
estimates, one restricts to the class of phases satisfying the following additional
hypothesis.
Curvature condition. The phase φ satisfies:
H2) The generalised Gauss map, defined by G(z; ξ) := G0(z;ξ)|G0(z;ξ)| for all (z; ξ) ∈
supp a \ 0 where
G0(z; ξ) :=
n∧
j=1
∂ξj∂zφ(z; ξ),
satisfies
rank ∂2ηη〈∂zφ(z; η), G(z; ξ)〉|η=ξ = n− 1
for all (z; ξ) ∈ supp a \ 0.
Geometrically, the curvature condition means that for fixed z0 the cone
Γz0 := {∂zφ(z0; η) : η ∈ Rn\0 in a conic neighbourhood of η0} (2.9)
is a smooth (conic) manifold of dimension n with n − 1 non-vanishing principal
curvatures at every point. One may readily verify that the phase featured in the
prototypical example of the half-wave propagator eit
√−∆ satisfies both conditions
H1) and H2). The same is also true for the phases arising from the parametrix
construction for eit
√
−∆g in Example 1.2.
Under the conditions H1) and H2), it is possible to show that for 2 < p < ∞
there exists some σ(p) > 0 such that inequality (2.8) holds with s¯p replaced with
s¯p − σ(p). This corresponds to a regularity gain over the estimate (2.5) and is
an example of the local smoothing phenomenon. The existence of local smoothing
estimates of the type (2.8) was first observed by the third author [50] in the context
of the euclidean half-wave propagator eit
√−∆. Shortly after, Mockenhaupt, Seeger
and the third author [44, 45] established stronger local smoothing estimates in the
general context of Fourier integral operators satisfying H1) and H2).
2.3. The local smoothing conjecture. A natural question is to quantify the
precise range of exponents for which (2.8) holds for a given FIO F satisfying the
hypotheses H1) and H2). It transpires that this is a difficult and largely unresolved
problem, involving a subtle dependence on certain geometric properties of F .
The euclidean wave semigroup. To begin the discussion, we first consider the pro-
totypical case of the wave semigroup eit
√−∆. In [50], the following conjecture was
formulated.
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Conjecture 2.4 (Local smoothing conjecture). For n ≥ 2 the inequality(∫ 2
1
‖eit
√−∆f‖p
Lp−s¯p+σ(R
n)
dt
)1/p
. ‖f‖Lp(Rn) (2.10)
holds for all σ < 1/p if 2nn−1 ≤ p <∞ and σ < s¯p if 2 < p ≤ 2nn−1 .
Note that the order of the half-wave propagator eit
√−∆ is µ = 0, so the conjecture
claims a σ-regularity gain with respect to the fixed time estimates (2.5) in Theorem
2.1. This conjecture is open in all dimensions, although there have been numerous
partial results which establish (2.10) either for:
• A restricted range of regularity [50, 44, 6, 60, 36] or
• A sharp gain in regularity for a restricted range of Lebesgue exponent
[66, 34, 37, 21, 22, 26, 8].
It is remarked that in [26] a strengthened version of the conjecture was in fact
established, involving estimates with the endpoint regularity index σ = 1/p (for a
restricted range of p). The history of the problem is discussed in more detail in the
appendix.
For p = 2, Plancherel’s theorem implies the energy conservation identity
‖eit
√−∆f‖L2(Rn×[1,2]) = ‖f‖L2(Rn) (2.11)
whilst for p =∞ one may show
‖eit
√−∆f‖L∞
− (n−1)
2
−ε
(Rn×[1,2]) . ‖f‖L∞(Rn). (2.12)
The estimate (2.12) follows by bounding certain localised pieces of the kernel in L1;
this kind of argument is described in detail in §5.5. On a heuristic level, (2.12) can
be understood by comparison with the averaging operators At from Example 1.3
which are automatically bounded on L∞ and roughly correspond to the composition
of eit
√−∆ with a multiplier in S−(n−1)/2.
As a consequence of these simple estimates, (2.10) is strongest at p = 2nn−1 : the
estimates for all other p follow from the p = 2nn−1 case via interpolation with (2.11)
and (2.12). Thus, Conjecture 2.4 amounts to the assertion that eit
√−∆ is essentially
(that is, modulo a necessary loss of ε > 0 derivatives) bounded on L2n/(n−1)(Rn+1)
locally in time.
Remark 2.5. Historically, the local smoothing phenomenon was first observed in
the context of L2-type bounds for dispersive equations [14, 33, 49, 64]. Here the
setup is somewhat different. For instance, in the case of the Schro¨dinger equation
a gain of 1/2 a derivative is obtained when one integrates the solution locally with
respect to time over a compact spatial region:(∫ 2
1
‖e−it∆f‖2L2(B(0,1)) dt
)1/2
. ‖f‖L2
1/2
(Rn). (2.13)
Of course, the spatial localisation is essential in (2.13): the estimate cannot hold
with a global L2(Rn)-norm owing to conservation of energy. In the case of the wave
equation, the operator eit
√−∆ is local at scale t (as is clear either from the Kirchhoff
formula for the solution (see, for instance, [51, Chapter 1]) or by analysing the kernel
of eit
√−∆ via (non-) stationary phase). Consequently, local and global L2 estimates
for the half-wave propagator are essentially equivalent and, thus, conservation of
energy prohibits any analogous inequality of the form (2.13) for eit
√−∆.
It is worthwhile examining the examples which dictate the numerology appearing
in Conjecture 2.4. First of all, it is clear that no local smoothing is possible for p = 2
for reasons described in Remark 2.5 above. Furthermore, the example in Remark
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2.3 showing the sharpness of the fixed-time estimates if 1 < p < 2 immediately
yields that no local smoothing estimates hold in this regime. The situation is
different if 2 < p <∞.
Remark 2.6 (Sharpness of local smoothing conjecture). The example used in
Remark 2.2 can be used to show that a gain of 1/p derivatives in the local smoothing
conjecture would be best possible. In particular, let fα be as defined in Remark
2.2, so that if α > n+12 − 1p , then fα ∈ Lp(Rn). Moreover, one may show that
|(1−∆)−s/2eit
√−∆fα(x)| & |x|−(n−1)/2|t− 1− |x||−(n+1)/2+α+s if t ≥ 2|x|+ 1
whenever |x| . 1. Thus, if α ≤ n− n+1p − s, then(∫ 2
1
‖eit
√−∆fα‖pLp−s(Rn)dt
)1/p
=∞.
Comparing the two conditions on α shows that Conjecture 2.4 is optimal in the
sense that 1/p cannot be replaced with any larger number.
Wave equations on manifolds. Given a compact n-dimensional Riemannian mani-
fold (M, g) one may also consider the local smoothing problem for the propagator
eit
√
−∆g , as defined in Example 1.2. It is perhaps tempting to conjecture that
(2.10) should also hold for eit
√
−∆g for the same range of exponents as described
in Conjecture 2.4. This turns out to be somewhat na¨ıve, however. In particular,
Minicozzi and the third author [42] identified compact manifolds (M, g) for which
local smoothing fails to hold for all orders σ < 1/p whenever p < p¯n,+ where
p¯n,+ :=
{
2(3n+1)
3n−3 if n is odd
2(3n+2)
3n−2 if n is even
;
see Figure 1. Furthermore, (M, g) may be taken to be an arbitrarily small smooth
perturbation of the euclidean metric on Rn. Thus, one is led to the following
conjecture.
Conjecture 2.7 (Local smoothing conjecture: compact manifolds). For n ≥ 2 and
(M, g) a compact Riemannian manifold of dimension n, the inequality(∫ 2
1
‖eit
√
−∆gf‖p
Lp−s¯p+σ(M)
dt
)1/p
. ‖f‖Lp(M) (2.14)
holds for all σ < 1/p if p¯n,+ ≤ p <∞.
Note that the conjecture would automatically imply bounds of the form (2.14)
in the 2 ≤ p ≤ p¯n,+ range via interpolation with the L2 energy estimate. For
simplicity, the values for σ in this range of p are omitted.
The counterexamples in [42] were inspired by earlier work of Bourgain [5, 7] in
the context of oscillatory integral operators and are geometric in nature. In par-
ticular, obstacles to (2.14) arise owing to so-called Kakeya/Nikodym compression
phenomena for geodesics in (M, g). Some related examples are discussed in detail
below in §4.2.
General FIOs. In approaching Conjecture 2.7 one may work in local coordinates;
the problem then boils down to establishing local smoothing estimates for the FIOs
featured in the parametrix for eit
√
−∆g . One may ask more generally whether
such local smoothing estimates hold for all F satisfying the conditions H1) and
H2). It turns out, however, that there are further examples of FIOs (which do not
arise in relation to the half-wave propagators eit
√
−∆g ) for which local smoothing
is only possible on a strictly smaller range of exponents than p ≥ p¯n,+. These
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1
p
σ
n−1
2n
n−1
2n
1
2
1
p¯n,+
1
p¯n
Figure 1. Exponents for various formulations of the local smooth-
ing conjecture. In contrast to the euclidean case, for wave propa-
gators on certain compact manifolds the red region is inadmissible.
There exist FIOs for which the blue region is also inadmissible.
examples are of a slightly indirect nature. In particular, in [1] it was shown that local
smoothing estimates (2.8) imply certain oscillatory integral bounds: see Theorem
4.1. Counterexamples of Bourgain [5, 7] in the latter context can then be applied to
the problem; the details of this argument are reviewed below in §4. In particular,
there exist choices of F satisfying H1) and H2) for which local smoothing fails to
hold for all orders σ < 1/p whenever p < p¯n where
p¯n :=
{
2(n+1)
n−1 if n is odd
2(n+2)
n if n is even
; (2.15)
see Figure 1. Thus, one is led to the following general conjecture.
Conjecture 2.8 (Local smoothing conjecture: FIOs). Suppose F is a FIO with
symbol of order µ satisfying conditions H1) and H2) above. The inequality(∫ 2
1
‖Ff( · , t)‖p
Lp−µ−s¯p+σ(R
n)
dt
)1/p
. ‖f‖Lp(Rn) (2.16)
holds for all σ < 1/p if p¯n ≤ p <∞.
As in the case of the wave semigroup, the conjecture automatically implies
bounds of the form (2.14) in the 2 ≤ p ≤ p¯n range, this time via interpolation
with the L2 bounds of Eskin [19] and Ho¨rmander [28].
It will be useful to introduce the following terminology.
Definition 2.9. Given 2 < p <∞, we say there is 1/p− local smoothing (or local
smoothing of order 1/p−) for a FIO F as above if (2.16) holds for all σ < 1/p.
In this language, the above conjectures may be stated succinctly as follows:
Conjecture 2.4. There is 1/p− local smoothing for eit
√−∆ for all 2nn−1 ≤ p <∞.
Conjecture 2.7. There is 1/p− local smoothing for eit
√−∆g for all p¯n,+ ≤ p <∞.
Conjecture 2.8. If F is a FIO of order µ satisfying H1) and H2), then there is
1/p− local smoothing for F for all p¯n ≤ p <∞.
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The examples in [1] show that Conjecture 2.8 would be sharp across the en-
tire class of FIOs satisfying H1) and H2), but there are many situations where one
expects a better range of estimates to hold (not least of all the case of the wave prop-
agators described above). One may, in fact, formulate a more refined conjecture,
which combines both Conjecture 2.7 and Conjecture 2.8 into a single statement,
by considering finer geometric properties of the phase function and working with a
more precise version of the hypothesis H2). This is discussed below in §2.5.
2.4. Positive results. Recently in [1], the odd dimensional case of Conjecture 2.8
was established.
Theorem 2.10. Let F be a FIO as in (2.7) satisfying H1) and H2) and with symbol
of order µ. There is 1/p− local smoothing for F for all 2(n+1)n−1 ≤ p <∞.
This result extends earlier work of Wolff [66] and Bourgain–Demeter [8] which
establishes the theorem in the special case of the euclidean wave semigroup.
Theorem 2.10 is, up to endpoints, sharp across the entire class of FIOs in odd
dimensions, in terms of both the regularity and the Lebesgue exponents. The
question of what happens at the endpoint regularity index remains open; see [38] for
partial results in this direction. Thus, in order to prove estimates for a wider range
of exponents than those provided by Theorem 2.10 one must assume additional
hypotheses on F . In view of this, some natural refinements of the condition H2)
are discussed in the following subsection.
The method used to establish Theorem 2.10 follows Wolff’s approach to local
smoothing [66]. This relies on establishing variable coefficient counterparts to the
sharp `p(Lp) Wolff-type (or decoupling) inequalities of Bourgain–Demeter [8]. It
is a remarkable fact that the aforementioned decoupling inequalities are stable
under smooth perturbations of the phase in the underlying operator, leading to the
results in [1]. A detailed review of this argument is provided in §5. An interesting
aspect of this analysis is that the variable coefficient decoupling estimates can be
derived rather directly as a consequence of the constant coefficient estimates, via
an induction-on-scale argument. This is discussed in §6.
2.5. Formulating a local smoothing conjecture for general FIOs. Compar-
ing Conjectures 2.4, 2.7 and 2.8, it is natural to ask what the special properties
of the half-wave propagators eit
√
−∆g and eit
√−∆ are which distinguish them from
general FIOs and allow one to conjecture a larger range of local smoothing estimates
in these cases.
It is first remarked that the stronger numerology in the euclidean conjecture
(Conjecture 2.4) is related to deep questions in geometric measure theory. In
particular, it is well-known that Conjecture 2.4 implies the Kakeya conjecture7
concerning the Hausdorff dimension of Kakeya sets in Rn; for a discussion of the
relationship between these and other important problems in harmonic analysis and
geometric measure theory see, for instance, [42, 61, 67] and the following section. A
similar relationship holds when one considers wave propagators on manifolds and,
moreover, general FIOs. In particular, both Conjectures 2.7 and 2.8 imply bounds
on the dimension of certain Kakeya (or, more precisely, Nikodym) sets of curves.
For instance, when dealing with the propagator eit
√
−∆g the curves in question are
geodesics in (M, g). The precise definition of a Kakeya/Nikodym set of curves will
not be recalled here, but the interested reader is directed to [11, 25, 42, 65] or [53,
Chapter 9] for further details. The key observation is that, for certain examples,
7This conjecture states that if K ⊆ Rn is compact and contains a unit line segment in every
direction, then K should have Hausdorff dimension n.
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Figure 2. An example of a Kakeya/Nikodym set of curves, arising
from Bourgain’s example [5, 7] (see also [25]). Here a large family
of distinct parabolas lies inside a 2-dimensional set (a hyperbolic
paraboloid).
the families of curves which arise in this manner fail the Kakeya/Nikodym conjec-
ture. More precisely, the curves can be arranged so that they lie in a set of small
Hausdorff dimension; see Figure 2.8 Such geometric configurations can be used to
preclude local smoothing estimates near 2nn−1 for certain propagators e
it
√
−∆g and
lead to the numerology in Conjecture 2.7.
It remains to explain the difference in numerology between Conjecture 2.7 for
wave propagators on manifolds and Conjecture 2.8 for general FIOs. Recall that
the necessary condition in Conjecture 2.8 arises from counterexamples of Bourgain
[5, 7] for bounds for oscillatory integral operators; this is discussed in detail below
in §4.2. It is remarked that one key feature of Bourgain’s examples is that they
give rise to hyperbolic cones Γz0 : that is, the non-vanishing principal curvatures of
Γz0 have different signs. Moreover, the analysis can be refined to give necessary
conditions which depend on the difference between the number of positive and
number of negative principal curvatures [27].
Definition 2.11. Suppose F is an FIO which satisfies the conditions H1) and H2).
We say F has signature κ for some integer 0 ≤ κ ≤ n − 1 if each of the cones Γz0
satisfies
κ = |# positive principal curvatures−# negative principal curvatures|
at every point.
8In the worst case scenario, the curves can be arranged to lie in a set of dimension dn+1
2
e
where n is the ambient dimension [5, 7, 11].
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n odd n even
n− 1 non-vanishing
curvatures
2(n+ 1)
n− 1
2(n+ 2)
n
n− 1 positive
curvatures
2(3n+ 1)
3n− 3
2(3n+ 2)
3n− 2
Figure 3. Conjectured endpoint values for the exponent p for
the sharp local smoothing estimates (2.8) under various signature
hypotheses on the phase. Theorem 2.10 establishes the odd dimen-
sional case under the hypothesis of n − 1 non-vanishing principal
curvatures.
With this definition, and in light of the modified versions of Bourgain’s examples,
one may formulate a refined version of Conjecture 2.8. In particular, letting
p¯n,κ :=

2 · κ+ 2(n+ 1)
κ+ 2(n− 1) if n is odd
2 · κ+ 2n+ 3
κ+ 2n− 1 if n is even
,
the new conjecture reads thus.
Conjecture 2.12 (Local smoothing conjecture: FIOs). Suppose F is a FIO with
symbol of order µ satisfying conditions H1) and H2) and that F has signature κ.
There is 1/p− local smoothing for F for all p¯n,κ ≤ p <∞.
Since there are n−1 non-vanishing principal curvatures, in the worst case scenario
the signature is given by
κ =
{
0 if n is odd
1 if n is even
.
Substituting these values into the formula for p¯n,κ, one recovers the exponent p¯n
from (2.15) and therefore Conjecture 2.12 subsumes Conjecture 2.8. On the other
hand, in the best case scenario the principal curvatures all have the same sign
and κ = n − 1. In this case, we see that p¯n,n−1 agrees with the exponent p¯n,+
from Conjecture 2.7. Furthermore, it is indeed the case that the Fourier integral
operators associated to the wave semigroups eit
√
−∆g have signature n− 1 (see, for
instance, [42] or [53, Chapter 4]). Thus, Conjecture 2.12 also subsumes Conjecture
2.7. See Figure 3.
From the above discussion it is not at all clear why the signature should be
important in the analysis of these operators, other than it is a consideration in the
construction of counterexamples. In the case of oscillatory integral operators, the
precise roˆle of the signature is fairly well understood and is discussed in detail in
[25] (see also [11, 27, 37]). It is highly likely that the signature will play a similar
roˆle in the analysis of FIOs.
2.6. The geometric conditions in terms of the canonical relation. To round
off this section, we describe how the local results of the previous subsections can
be transcribed into the broader setting of global FIOs. In particular, we provide a
natural geometric interpretation of the mixed Hessian and curvature conditions in
terms of the canonical relation C.
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Lp estimates and canonical graphs. Fix X,Y smooth manifolds of dimension n and
a canonical relation C ⊆ T ∗X \ 0 × T ∗Y \ 0. Theorem 2.1 can easily be extended
to the setting of global FIOs F ∈ Iµ(X,Y ; C) once the mixed Hessian condition is
correctly interpreted in terms of the geometry of C.
We first observe that in the specific context of a local operator F given by (2.1),
with dimX = dimY = n and a symbol a ∈ Sµ(Rn×Rn), the order of F corresponds
to the order µ of the symbol, and therefore Iµ(X,Y ; C) is the correct class to work
in if one wishes to extend the local fixed-time results described above. Indeed, by
the convention established in §1.5 (which is motivated by the equivalence of phase
theorem), the order m of the operator satisfies
m = µ− d− 2N
4
(2.17)
where d is the number of (x; y) variables and N is the number of Fourier variables.
In the case of (2.1), we have d = 2n and N = n, and so m and µ coincide.
We now turn to describing the appropriate generalisation of the mixed Hessian
condition.
Projection condition. The natural projection mappings ΠT∗X : C → T ∗X \ 0
and ΠT∗Y : C → T ∗Y \ 0 are local diffeomorphisms.
C
T ∗X \ 0 T ∗Y \ 0
ΠT∗X ΠT∗Y .
The projection condition clearly forces dimX = dimY . It is also not difficult to
show that if dimX = dimY and either one of the projections ΠT∗X or ΠT∗Y is a
local diffeomorphism, then so too is the other.9 Thus, for instance, an equivalent
formulation of the projection condition is that dimX = dimY and
rank dΠT∗Y = 2n, (2.18)
where n is the common dimension of X and Y . Yet another way to interpret this
property, which will be useful later in the discussion, is that C is locally a canonical
graph. In particular, for every γ0 = (x0, ξ0, y0, η0) ∈ C there exists a symplecto-
morphism χ defined on a neighbourhood of (x0, ξ0) ∈ T ∗X \ 0 and mapping into
T ∗Y \ 0 such that on this neighbourhood C is given by the graph
{(x, ξ, y, η) : (y, η) = χ(x, ξ)}.
With this definition, the global variant of Theorem 2.1 reads thus.
Theorem 2.13 ([48]). If F ∈ Iµ(X,Y ; C) is a global FIO where C satisfies the
projection condition, then for all 1 < p <∞ the fixed-time estimate10
‖Ff‖Lp−µ−s¯p, loc(Rn) . ‖f‖Lpcomp(Rn)
holds.
Using the theory described in §1, it is not difficult to deduce Theorem 2.13 as a
fairly direct consequence of its local counterpart Theorem 2.1. In particular, since
9This can be seen by expressing the operator in local coordinates: see the proof of Lemma 2.17
below for a very similar argument.
10Here, an Lpcomp(Rn)→ Lps, loc(Rn) bound is interpreted as follows: for any pair of compact
sets Ω1,Ω2 ⊆ Rn the a priori estimate ‖Ff‖Lps(Ω2) .Ω1,Ω2 ‖f‖Lp(Ω1) holds whenever f ∈
C∞c (Ω1).
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the result is inherently local, one may assume that F ∈ Iµ(X,Y ; C) is given in local
coordinates by some kernel
K(x; y) =
∫
RˆN
eiϕ(x,y;θ)a(x, y; θ) dθ,
where a ∈ Sµ(Rn ×Rn × RˆN ) and ϕ : Rn ×Rn × RˆN\{0} → R is a non-degenerate
phase function. Thus, one may write
C = {(x, ∂xϕ(x, y; θ), y,−∂yϕ(x, y; θ)) : ∂θϕ(x, y; θ) = 0} (2.19)
and it follows that if C is a local canonical graph, then there exist smooth solutions
to the equations
ξ = ∂xϕ(x, y; θ), ∂θϕ(x, y; θ) = 0
in (y, θ). By the inverse function theorem, this amounts to the condition that the
Jacobian of the map (y, θ) 7→ (∂xϕ(x, y; θ), ∂θϕ(x, y; θ)) is non-vanishing:
det
(
∂2xyϕ ∂
2
xθϕ
∂2θyϕ ∂
2
θθϕ
)
(x, y; θ) 6= 0 whenever ∂θϕ(x, y; θ) = 0. (2.20)
As described in §1.5, one may further assume that N = n and ϕ has the special
form ϕ(x, y; η) = 〈y, η〉 − φ(x; η), where φ is smooth and homogeneous of degree 1
in η. In this case, the condition (2.20) then becomes
det ∂2xηφ 6= 0,
which corresponds precisely with the mixed Hessian condition from (2.4).
Example 2.14 (Variable coefficient averaging operators). The class of FIOs of
order −n−12 which satisfy the projection condition includes averaging operators over
variable families of hypersurfaces which satisfy the rotational curvature condition
of Phong and Stein [47] (see also [58, Chapter XI §3.1]). Indeed, consider the family
of hypersurfaces
Sx,t = {y ∈ Rn : Φt(x; y) = 0}
where Φt is a smooth defining function of (t, x, y) ∈ [1, 2]×Rn×Rn. We say that Φt
satisfies the rotational curvature condition if the Monge–Ampe`re matrix associated
to Φt is non-singular on Φt = 0: that is,
RotCurv(Φt)(x; y) := det
(
Φt ∂yΦt
∂xΦt ∂
2
xyΦt
)
(x; y) 6= 0 whenever Φt(x; y) = 0.
(2.21)
As in Example 1.3, the averaging operator
Atf(x) :=
∫
Rn
f(y)a(t, x, y)δ(Φt(x; y)) dy
may be written as
Atf(x) :=
1
2pi
∫
Rn
∫
R
eiθΦt(x;y)a(t, x, y)f(y) dθ dy;
here a ∈ S0(R× Rn × Rn). By Theorem 1.14, At is a FIO of order −n−12 and one
may readily verify that if Φt satisfies (2.21), then the phase function ϕt(x, y; θ) =
θΦt(x; y) satisfies the condition (2.20).
Example 2.15 (Spherical averages). As a special case of the previous example,
let At denote the averaging operator associated to the family of spheres x+ tSn−1,
with defining function
Φt(x; y) =
|x− y|2
t2
− 1.
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In this case, RotCurv(Φt)(x; y) = (−2)n+1t−2n, which is non-vanishing. In general,
whenever the operator is translation-invariant, in the sense that the family of hy-
persurfaces is given by x 7→ x + tS0 for some fixed S0, the rotational curvature is
nonvanishing if and only if the Gaussian curvature of S0 is non-vanishing.
Example 2.16 (Radon transform). As another special case of Example 2.14, con-
sider the Radon transform At which is the averaging operator with defining function
Φt(x; y) = 〈x, y〉 − t for some t 6= 0. Observe that RotCurv(Φt)(x; y) = −〈x, y〉,
so that the rotational curvature condition is satisfied. However, in contrast with
Example 2.15, each hyperplane Sx,t = {y ∈ Rn : Φt(x; y) = 0} has zero Gaussian
curvature. In this case, the rotational curvature is capturing the rotation of the
planes Sx,t as x varies, rather than curvature of the planes themselves.
Local smoothing estimates and cinematic curvature condition. Fix Y and Z smooth
manifolds of dimension n and n+1 respectively, with n ≥ 2, and let C be a canonical
relation in T ∗Z\0×T ∗Y \0. Thus, C is a conic submanifold of dimension 2n+1 which
is Lagrangian with respect to the 1-form ωZ−ωY =
∑n+1
j=1 ζjdzj−
∑n
i=1 ηidyi. The
local smoothing estimates in Theorem 2.10 hold for global FIOs F ∈ Iµ−1/4(Z, Y ; C)
which satisfy certain conditions on C.
Note, in contrast with the fixed-time estimates described above, here one works
with operators of order µ − 1/4 so that the FIO in that class admit the local
expression (2.7) with a symbol a ∈ Sµ(Rn+1×Rn) of order µ. This is a quirk of the
order convention from §1.5. Indeed, if we consider the local operator (2.7), which
is interpreted as mapping functions of n variables to functions of n + 1 variables,
the number d of (x, t, y) variables is equal to 2n+1 whilst the number N of Fourier
variables is n. Thus, recalling (2.17), we see the order m of the operator (2.7) is
indeed µ− 1/4.11
We now turn to describing the hypotheses on the canonical relation C which
generalise properties H1) and H2) from the local theory. The first hypothesis cor-
responds to the mixed hessian condition H1) and is the natural analogue of the
projection condition featured in Theorem 2.13 (see (2.18)).
Projection condition. If ΠT∗Y : C → T ∗Y \ 0 denotes the natural projection
mapping, then
rank dΠT∗Y = 2n. (2.22)
C
T ∗Y \ 0 Z T ∗z0Z \ 0
ΠT∗Y
ΠZ
ΠT∗z0Z
Geometrically, this condition has the following interpretation. Fix z0 ∈ ΠZ(C)
and let ΠT∗z0Z
denote the projection C → T ∗z0Z\0. Define
Γz0 := ΠT∗z0Z(C),
which is a conic subset of T ∗z0Z\0. The projection condition implies that Γz0 is in
fact a smooth n-dimensional surface. Indeed, this is a consequence of the following
lemma.
Lemma 2.17. The condition (2.22) implies that dΠT∗z0Z has constant rank n.
11If F is viewed as a 1-parameter family of operators (Ft)t∈I , then each Ft is a FIO of order
µ.
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Proof. Recall from §1.5 that the operator can be expressed locally in the form (2.1),
in which case the phase function ϕ appearing in the expression (2.19) is given by
ϕ(x, y; ξ) := φ(x; ξ)− 〈y, ξ〉. In particular, local coordinates may be chosen so that
C is locally parametrised as a graph (modulo a reflection)
(z, η) 7→ (z, ∂zφ(z; η), ∂ηφ(z; η),−η), (2.23)
where φ is homogeneous in η. Thus, computing the differential of ΠT∗Y in these
coordinates, the condition (2.22) implies that the map (z, η) 7→ (∂ηφ(z; η), η) is a
submersion; this of course reduces to
rank ∂2zηφ(z, η) = n. (2.24)
By combining (2.23) and (2.24), it immediately follows that the differentials of
ΠT∗z0Z must have rank n, as required. 
The second condition concerns the curvature of the cones Γz0 .
Cone condition. For every z0 ∈ ΠZ(C) the cone Γz0 has n − 1 non-vanishing
principal curvatures at every point.
If C satisfies both the projection and the cone condition, then, following [50], it
is said to satisfy the cinematic curvature condition.
Theorem 2.18 ([1]). Suppose F ∈ Iµ−1/4(Y, Z; C) is a global FIO where C ⊂
T ∗Y \ 0× T ∗Z \ 0 satisfies the cinematic curvature condition. If 2(n+1)n−1 ≤ p <∞,
then (∫ 2
1
‖Ff( · , t)‖p
Lp−µ−s¯p+σ, loc(R
n)
dt
)1/p
. ‖f‖Lpcomp(Rn)
holds for all σ < 1/p.
Once again, it is not difficult to deduce Theorem 2.18 as a direct consequence
of its local counterpart, Theorem 2.10. Most of this argument has already been
described in the proof of the first claim above. In particular, in local coordinates
one may express C as a graph as in (2.23). The projection condition then implies
(2.24), which is precisely the condition H1) in the local theorem. On the other
hand, the cones Γz0 = ΠT∗z0Z(C) take the form (2.9), and so the cone condition
clearly amounts to H2).
Example 2.19 (Variable coefficient averaging operators). We return to the variable
hypersurfaces Sx,t and associated averaging operators At discussed in Example 2.14.
Suppose that the defining function Φt satisfies the rotational curvature condition
(2.21) for all t in the t-support of a. Thus, At ∈ I−(n−1)/2(X,Y ; Ct) for a canonical
relation Ct which is locally a canonical graph. Note that the rotational curvature
condition applies to each At individually and, in particular, does not take into
account how the family of surfaces Sx,t vary in t.
The cinematic curvature condition, on the other hand, provides additional in-
formation about the behaviour of the Sx,t under changes of t. Indeed, let C denote
the canonical relation associated to the family of averages At (viewed as an oper-
ator taking functions on Rn to functions on Rn+1). It follows from the rotational
curvature hypothesis that
C = {(x, t, ξ, τ, y, η) : (y, η) = χt(x, ξ), τ = q(x, t, ξ)}
where:
• χt is a symplectomorphism
• the function q is homogeneous of degree 1 in ξ and smooth if ξ 6= 0.
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Indeed, the function χt arises from the canonical graph property, satisfied by each
Ct. Note that the variable τ may be written in terms of x, t and ξ because χt is a
diffeomorphism and C is a 2n+ 1 dimensional manifold. Moreover, q is necessarily
homogeneous of degree 1 in ξ due to the conic nature of C in the η variable. Having
written the canonical relation in the above form, the cone condition requires that
rank ∂2ξξq = n− 1,
which is the maximum possible rank in view of the homogeneity of q. This addi-
tional hypothesis takes into account the change in t.
Finally, if one represents the averaging operator using a single Fourier variable,
as in Example 1.7, then it is possible to obtain a formula for computing the function
q. Indeed, the phase function is given by ϕ(x, t, y; θ) = θΦt(x; y) and so in C we
have
τ = ∂tϕ(x, t, y; θ) = θ∂tΦt(x; y) and ξ = ∂xϕ(x, t, y; θ) = θ∂xΦt(x; y).
The condition τ = q(x, t, ξ) therefore becomes
q(x, t, ∂xΦt(x; y)) = ∂tΦt(x; y) whenever Φt(x; y) = 0,
due the homogeneity of q in the ξ variable.
Example 2.20 (Spherical averages). For t > 0 let At denote the averaging operator
associated to the defining function Φt(x; y) =
|x−y|2
t2 −1. It was observed in Example
2.15 that each At satisfies the rotational curvature condition. Moreover, the family
of operators satisfies the cinematic curvature condition, since q(x, t; ξ) = −|ξ|.
Example 2.21 (Radon transform). For t 6= 0 let At denote the averaging operator
associated to the defining function Φt(x; y) = 〈x, y〉 − t. It was observed in Ex-
ample 2.16 that each At satisfies the rotational curvature condition. However, the
cinematic curvature condition is violated, as there is no change in the curvatures
of the Sx,t as t varies. In particular, q(x, t; ξ) = − 〈x,ξ〉t , so that ∂2ξξq = 0.
Incidentally, for n = 2 this example can also be used to show the necessity of the
cinematic curvature hypothesis for local smoothing (see, for instance, [53, Chapter
6]).
3. Local smoothing and maximal estimates
In the next two sections we investigate some of the many applications of local
smoothing estimates to problems in harmonic analysis. Here we review connections
with (maximal) Bochner–Riesz multipliers and circular maximal function theorems.
3.1. Bochner–Riesz estimates. Recall that the Bochner–Riesz multipliers of or-
der δ > 0 are defined by
Sδt f(x) :=
1
(2pi)n
∫
Rˆn
ei〈x,ξ〉(1− |tξ|)δ+ fˆ(ξ) dξ for t > 0.
A classical problem in harmonic analysis is to determine whether these multipliers
constitute a Fourier summation method: in particular, one is interested in whether
Sδt f → f as t→ 0+
for a given mode of convergence (typically convergence in Lp or almost everywhere
convergence). By a simple rescaling argument, together with some standard func-
tional analysis, the Lp convergence question is equivalent to determining the range
of Lp boundedness for the operators Sδ := Sδ1 (see, for instance, [58, Chapter IX]
for further details).
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Conjecture 3.1 (Bochner–Riesz conjecture). Let 1 ≤ p ≤ ∞. If δ > δ(p) :=
max{n| 12 − 1p | − 12 , 0}, then
‖Sδf‖Lp(Rn) . ‖f‖Lp(Rn). (3.1)
It is known that δ > δ(p) is a necessary condition for (3.1) to hold whenever
p 6= 2. The results for p = ∞ are trivial and it is also well known that one would
obtain this conjecture for all 1 ≤ p ≤ ∞ by interpolation and duality if the bounds
held for p ≥ 2nn−1 .
It was observed by the third author [50] that the local smoothing conjecture for
eit
√−∆ formally implies Conjecture 3.1.
Proposition 3.2. Let 2nn−1 ≤ p <∞ be given. If there is 1/p− local smoothing for
eit
√−∆, then the Bochner–Riesz estimate (3.1) holds for all δ > δ(p).
It is remarked that the Bochner–Riesz conjecture is itself known to imply the
Fourier restriction conjecture for spheres and paraboloids, which in turn implies
the Kakeya conjecture: see [61, 67] for a discussion of these problems and the
relationships between them. Thus, we see that the local smoothing conjecture
sits at the top of a chain of implications relating important central questions in
harmonic analysis and geometric measure theory.
Local smoothing⇒ Bochner–Riesz⇒ Restriction⇒ Kakeya.
Proof (of Proposition 3.2). Note that
s¯p − 1/p = δ(p) if p ≥ 2n
n− 1 (3.2)
and that one may write
(1− |ξ|)δ+ = r(|ξ|) +
∞∑
k=1
2−kδψ
(
2k(1− |ξ|)), (3.3)
where r = rδ ∈ C∞0 ([0,∞)) and ψ = ψδ ∈ C∞0 ([1/2, 2]).
Since r is smooth and compactly supported the Fourier multiplier operator as-
sociated with r(|ξ|) is bounded on Lp(Rn) for all 1 ≤ p ≤ ∞, and one concludes
that (3.1) would follow for a given p ≥ 2nn−1 if the inequality∥∥∥∫
Rˆn
ei〈x,ξ〉ψ
(
2k(1− |ξ|)) fˆ(ξ) dξ∥∥∥
Lp(Rn)
.ε 2k(δ(p)+ε) ‖f‖Lp(Rn)
holds for all k ∈ N and all ε > 0. By a simple change of variables argument, the
inequality in the above display holds if and only if
‖Aλf‖Lp(Rn) .ε λδ(p)+ε ‖f‖Lp(Rn) for all λ 1 (3.4)
where
Aλf(x) :=
∫
Rˆn
ei〈x,ξ〉 ψ(λ− |ξ|) fˆ(ξ) dξ.
In proving (3.4) for a given λ 1, since suppψ ∈ [1/2, 2], one may assume that
supp fˆ ⊂ {ξ : |ξ| ∈ [λ/2, 2λ] }. (3.5)
Also, if one writes
ψ(λ− |ξ|) = (2pi)−1
∫
R
ψˇ(t)e−iλt eit|ξ| dt,
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then Ho¨lder’s inequality in the t-variable after multiplying and dividing by (1 + |t|)
implies that
‖Aλf‖Lp(Rn) .
∥∥∥(1 + |t|)ψˇ(t)∫
Rˆn
ei〈x,ξ〉eit|ξ| fˆ(ξ) dξ
∥∥∥
Lp(Rn×R)
(3.6)
.N
∥∥(1 + |t|)−Neit√−∆f ∥∥
Lp(Rn×R).
for all N ∈ N and one may write
‖Aλf‖Lp(Rn) .N
∥∥eit√−∆f ∥∥
Lp(Rn×[−1,1]) +
∑
k∈N
∥∥(1 + |t|)−Neit√−∆f ∥∥
Lp(Rn×Ik),
(3.7)
where Ik := [−2k−1,−2k]∪[2k−1, 2k]. In view of (3.5) and (3.2), 1/p− local smooth-
ing for eit
√−∆ implies that∥∥eit√−∆f∥∥
Lp(Rn×[−1,1]) .ε λ
δ(p)+ε ‖f‖Lp(Rn). (3.8)
Thus, the first term in the right-hand-side of (3.7) is controlled by the right-hand
side of (3.4). For the remaining terms, the rapid decay in (3.6) together with (3.8)
and a simple change of variables argument yields∥∥(1 + |t|)−Neit√−∆f ∥∥
Lp(Rn×Ik) . 2
−kλδ(p)+ε‖f‖p
uniformly in k ∈ N, and then the desired result just follows from summing a geo-
metric series in k ∈ N. 
3.2. Maximal Bochner–Riesz estimates. When studying almost everywhere
convergence of the Bochner–Riesz summation method, one naturally considers the
maximal estimates (∫
Rn
sup
t>0
|Sδt f(x)|p dx
)1/p
. ‖f‖Lp(Rn) (3.9)
for the operators Sδt . It transpires that 1/p− local smoothing for eit
√−∆ also implies
inequalities of this form.
Proposition 3.3. Let 2nn−1 ≤ p <∞ be given. If there is 1/p− local smoothing for
eit
√−∆, then the maximal Bochner–Riesz estimate (3.9) holds for all δ > δ(p).
To prove this, note that if r(|ξ|) is as in (3.3), then
sup
t>0
∣∣∣ ∫
Rˆn
ei〈x,ξ〉 r(t|ξ|) fˆ(ξ) dξ
∣∣∣ .Mf(x),
where M denotes the Hardy–Littlewood maximal function. Since ‖Mf‖p . ‖f‖p
for all p > 1, the previous arguments reveal that (3.9) would follow if one can show
that the maximal version of (3.4) holds. Explicitly, it suffices to show that(∫
Rn
sup
t>0
|Aλt f(x)|p dx
)1/p
.ε λδ(p)+ε‖f‖Lp(Rn) (3.10)
holds for all λ 1 and all ε > 0 where
Aλt f(x) :=
1
(2pi)n
∫
Rˆn
ei〈x,ξ〉ψ
(
λ− |tξ|) fˆ(ξ) dξ.
To prove this, we appeal to the following simple lemma.
Lemma 3.4. Suppose that
suppm ⊂ {ξ ∈ Rˆn : |ξ| ∈ (λ0/2, 2λ0) }
for some fixed λ0 > 0 and set
Atf(x) :=
1
(2pi)n
∫
Rˆn
ei〈x,ξ〉m(tξ) fˆ(ξ) dξ, t > 0.
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If 2 ≤ p <∞ and the inequality(∫
Rn
sup
t∈[1,2]
|Atf(x)|p dx
)1/p
≤ C¯p‖f‖Lp(Rn), (3.11)
holds for some fixed constant C¯p > 0, then it follows that(∫
Rn
sup
t>0
|Atf(x)|p dx
)1/p
. Cp ‖f‖Lp(Rn).
Proof. Let k0 ∈ Z be the unique integer such that λ0 ∈ [2k0 , 2k0+1). Next, choose
a Littlewood–Paley bump function β ∈ C∞0 ((1/2, 2)) satisfying
∑∞
−∞ β(2
−jr) = 1,
r > 0, and define P`f by (P`f)̂(ξ) := β(2−`|ξ|)fˆ(ξ). Then, by Littlewood–Paley
theory (see, for instance, [56, Chapter IV]),∥∥ ( ∞∑
`=−∞
|P`f |2)1/2
∥∥
Lp(Rn) . ‖f‖Lp(Rn) for all 1 < p <∞. (3.12)
To use this, note that
Atf = At
( ∑
{`∈Z: |`−(k+k0)|≤10 }
P`f
)
if t ∈ [2−k, 2−k+1],
since it is assumed that m(ξ) = 0 if |ξ| /∈ (2k0−2, 2k0+2). By this observation
together with a scaling argument, the assumption (3.11) yields∫
Rn
sup
t∈[2−k,2−k+1]
|Atf(x)|p dx =
∫
Rn
sup
t∈[2−k,2−k+1]
∣∣At( ∑
|`−(k+k0)|≤10
P`f(x))
∣∣p dx
≤ C¯pp
∫
Rn
∣∣ ∑
|`−(k+k0)|≤10
P`f(x)
∣∣p dx
. C¯pp
∑
|`−(k+k0)|≤10
∫
Rn
|P`f(x)|p dx
for all k ∈ Z. Consequently,∫
Rn
sup
t>0
|Atf(x)|p dx ≤
∞∑
k=−∞
∫
Rn
sup
t∈[2−k,2−k+1]
|Atf(x)|p dx
. C¯pp
∞∑
k=−∞
∑
|`−(k+k0)|≤10
∫
Rn
|P`f(x)|p dx
. C¯pp
∫ (∑
`
|P`f(x)|2
)p/2
dx
. C¯pp‖f‖pLp(Rn).
Here it was used that p ≥ 2 yields `2 ⊆ `p in the second to last inequality and
(3.12) in the last inequality. 
Proof (of Proposition 3.3). The preceding observations together with the above
lemma reduce the proof of (3.10) to showing that for λ 1 one has(∫
Rn
sup
1≤t≤2
∣∣Aλt f(x)∣∣p dx)1/p .ε λδ(p)+ε‖f‖Lp(Rn).
This in turn would follow by showing that(∫
Rn
∣∣(Aλt(x)f)(x)∣∣p dx)1/p .ε λδ(p)+ε‖f‖Lp(Rn) (3.13)
holds for any measurable function t(x) : Rn → [1, 2].
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To adapt the earlier argument, write
ψ
(
λ− |t(x)ξ|) = (2pi)−1 ∫
R
ψˇ(s) e−iλseist(x)|ξ| ds
= (2pit(x))−1
∫
R
ψˇ(s/t(x)) e−iλs/t(x)eis|ξ| ds.
Since it is assumed that 1 ≤ t(x) ≤ 2 and since ψˇ is rapidly decreasing, one can use
Ho¨lder’s inequality and argue as in (3.6) to see that the left-hand-side of (3.13) is
dominated by ∥∥(1 + |s|)−Neis√−∆f∥∥
Lp(Rn×R)
for all N ∈ N (with a constant depending on N).
Repeating the earlier arguments, one sees that the 1/p− local smoothing esti-
mates (3.8) imply that this last expression is dominated by λδ(p)+ε‖f‖Lp(Rn). This
establishes the desired estimate (3.13) and thereby finishes the proof of Proposition
3.3. 
3.3. Circular maximal function estimates. One may use local smoothing esti-
mates for the half-wave propagator in two spatial dimensions to give an alternative
proof of Bourgain’s celebrated circular maximal function theorem [4]. Letting σt
denote the normalised Lebesgue measure on the dilated circle tS1, recall that this
theorem states the following:
Theorem 3.5 (Bourgain [4]). For all p > 2,(∫
R2
sup
t>0
|f ∗ σt(x)|p dx
)1/p
. ‖f‖Lp(R2). (3.14)
Theorem 3.5 extends Stein’s [57] earlier spherical maximal theorem which states
that for n ≥ 3 the maximal operator associated with spherical averages in Rn is
bounded on Lp(Rn) for p > nn−1 . Stein [57] also showed that these bounds fail
for any p ≤ nn−1 . In particular, the circular maximal function featured in (3.14)
is not bounded on L2(R2); this partially accounts for the added difficulties in two
dimensions (which were later overcome by Bourgain [4]).
It is remarked that, in contrast to the applications featured in the previous
sections, to prove the sharp maximal function result from local smoothing estimates
one does not require a sharp gain in regularity in the hypothesised local smoothing
estimates; in fact, as will be discussed in Remark 3.7 below, any non-trivial gain in
regularity over the fixed-time estimate for any 2 < p <∞ yields the sharp maximal
inequality (however, for concreteness, we shall work with the L6 local smoothing
estimate). That local smoothing estimates can be used to give an alternative proof
of (3.14) was first observed by Mockenhoupt, Seeger and the third author in [44].
Proof (of Theorem 3.5). It suffices to prove the maximal estimates for nonnegative
f . Also, since the result is trivial when p =∞, it suffices to prove the bounds under
this assumption when 2 < p <∞.
Let β ∈ C∞0 ((1/2, 2)) be the Littlewood–Paley bump function occurring in the
proof of Lemma 3.4. As discussed in Example 1.3, the Fourier transform of the arc
length measure σ on S1 may be written as
σˆ(ξ) =
∑
±
a±(|ξ|)e±i|ξ|
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where a± ∈ S−1/2. Consequently, if β0(|ξ|) := 1−
∑∞
j=1 β(2
−j |ξ|) ∈ C∞0 , one may
write
f ∗σt(x) = (2pi)−2
∫
Rˆ2
ei〈x,ξ〉β0(t|ξ|)σˆ(tξ) fˆ(ξ) dξ+(2pi)−2
∑
±
∞∑
j=1
F j±(x, t) (3.15)
where
F j±(x, t) :=
∫
Rˆ2
ei〈x,ξ〉±it|ξ|β(2−jt|ξ|) a±(t|ξ|) fˆ(ξ) dξ.
Note that the F j± correspond to the half-wave propagator e
it
√−∆ except for the
choice of symbol and the frequency localisation to the dyadic scale 2j .
Since β0σˆ ∈ C∞0 , it follows that the maximal operator associated with the first
term in the right-hand side of (3.15) is dominated by the Hardy–Littlewood max-
imal function of f and thus bounded on all Lp(R2) for p > 1. It therefore suffices
to show that for all 2 < p <∞ the remaining terms satisfy(∫
R2
sup
t>0
|F j±(x, t)|p dx
)1/p
. 2−jεp‖f‖Lp(R2)
for some εp > 0. On account of the support properties of β and Lemma 3.4, it
suffices to show that(∫
R2
sup
1≤t≤2
|F j±(x, t)|pdx
)1/p
. 2−jεp‖f‖Lp(R2). (3.16)
To prove this, we appeal to the following elementary lemma.
Lemma 3.6. Suppose that F ∈ C1(R) and that p > 1. Then
sup
1≤t≤2
|F (t)|p ≤ |F (1)|p + p
(∫ 2
1
|F (t)|p dt
)(p−1)/p(∫ 2
1
|F ′(t)|p dt
)1/p
. (3.17)
Proof. The proof of (3.17) is very simple. If one first writes
|F (t)|p = |F (1)|p + p
∫ t
1
|F (s)|p−1 · F ′(s) ds,
then (3.17) follows via Ho¨lder’s inequality. 
To use this lemma to prove (3.16) we shall exploit the fact that the operators
F j± have symbols of order −1/2 which are localised to frequencies |ξ| ∼ 2j . Conse-
quently, the fixed-time estimates (2.5) for eit
√−∆ give(∫
R2
|F j±(x, 1)|p dx
)1/p
. 2−j(1/2−s¯p)‖f‖Lp(R2) for all 1 < p <∞.
Note that in two dimensions 1/2− s¯p > 0. As a result, by Ho¨lder’s inequality after
integrating (3.17) in the x-variables, it suffices to prove that for all 2 < p <∞ the
inequality(∫ 2
1
∫
R2
∣∣F j±(x, t)∣∣pdxdt)(p−1)/p (∫ 2
1
∫
R2
∣∣ d
dt
F j±(x, t)
∣∣pdxdt)1/p . 2−jpεp‖f‖Lp(R2)
(3.18)
holds for some εp > 0.
Using, for instance, the 1/6− L6 local smoothing estimates for the half-wave
operators eit
√−∆ in R2 from Theorem 2.10 one has(∫ 2
1
∫
R2
|F j±(x, t)|6 dxdt
)1/6
.ε 2(−
1
3 +ε)j‖f‖L6(R2) for ε > 0. (3.19)
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Here we use the fact that F j± incorporates a symbol of order −1/2, is frequency
localised at scale 2j and −1/2+(s¯p−1/p) = −1/3 if p = 6. Since ddtF j± is as eit
√−∆
with symbol of order 1/2, one similarly obtains(∫ 2
1
∫
R2
∣∣ d
dt
F j±(x, t)
∣∣6 dxdt)1/6 .ε 2( 23 +ε)j‖f‖L6(R2) for ε > 0, (3.20)
using the fact that 2/3 = (s¯p − 1/p) + 1/2 if p = 6. Clearly (3.19) and (3.20)
together imply that (3.18) holds for p = 6 and any 0 < ε6 < 1/6.
Note that, by Plancherel’s theorem and Lemma 3.6, if p = 2 we have (3.16) for
ε2 = 0. Also, the kernels of the operators f → F j±(t, · ) are easily seen to be in
L1(Rn) uniformly in t > 0 and j ∈ N. This yields the analogue of (3.16) with
p = ∞ and ε∞ = 0. Interpolating between these two easier cases and the non-
trivial bounds for p = 6, one obtains (3.16) for any 2 < p < ∞, which completes
the proof of Bourgain’s circular maximal function theorem.

Remark 3.7. Note that any ε6 > 0 suffices to obtain εp > 0 for 2 < p < ∞ in
(3.18) after interpolating with ε2 = ε∞ = 0. Thus, as is remarked at the beginning
of this subsection, the full strength of 1/6 − L6 local smoothing for eit
√−∆ is not
needed here (nor is the particular choice of exponent p = 6): any non-trivial local
smoothing suffices. This is in contrast with §§3.1-3.2. Similar considerations will
apply for the variable coefficient variants in the next subsection.
3.4. Variable coefficient circular maximal function estimates. Using local
smoothing estimates for general Fourier integral operators (as opposed to simply
the euclidean half-wave propagators eit
√−∆), one may modify the argument in
§3.3 to obtain a generalization of Bourgain’s circular maximal function theorem for
geodesic circles on Riemannian surfaces. This was originally shown by the third
author in [50].
Before describing the results, it is perhaps useful to review the relevant concepts
from Riemannian geometry. If (M, g) is a Riemannian manifold, then for any
point x ∈ M and tangent vector v ∈ TxM there exists a unique geodesic γv such
that γv(0) = x and γ
′
v(0) = v. Moreover, there exists some open neighbourhood
U ⊆ TxM of the origin such that the exponential map expx : U →M taking v ∈ U
to expx(v) := γv(1) is well-defined. The injectivity radius InjxM > 0 of M at x
is the supremum over all r > 0 for which expx may be defined on B(0, r) ⊂ TxM .
The injectivity radius InjM ≥ 0 of M is then defined to be the infimum of InjxM
over all x ∈ M . If M is compact, then InjM > 0 and given any x ∈ M and
0 < t < InjM one may define the geodesic circle
Sx,t :=
{
expx(v) : v ∈ TxM such that |v| = t
}
.
Note that in the case M = S2, a geodesic circle amounts to a great circle. See, for
instance, [13, Chapter III] for more details.
Now suppose (M, g) is a two-dimensional compact Riemannian manifold. Define
the average over the geodesic circle Sx,t about x ∈M of radius 0 < t < Inj M by
Atf(x) :=
∫
Sx,t
f(y) dσx,t(y),
where σx,t denotes the normalised (to have unit mass) arc length measure on Sx,t.
Fixing 0 < r0 < Inj M , a natural variable coefficient version of Theorem 3.5 is as
follows:
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Theorem 3.8 ([50]). With the above definitions, for all p > 2,(∫
M
sup
0<t<r0
|Atf(x)|p dx
)1/p
.p ‖f‖Lp(M). (3.21)
Here dx is the volume element on (M, g) and the Lp-norm on the right is associated
with this measure.
Proof. To prove these general maximal inequalities, it suffices to establish the ana-
logue of (3.21) where the norm is taken over Ω ⊂ M , a relative compact subset of
a coordinate patch and f is assumed to be supported in Ω; of course the estimate
should be established uniformly over all such Ω. Working in local coordinates, and
if β is the Littlewood–Paley bump function used before, for 0 < t < r0 and x ∈ Ω
and supp f ⊂ Ω one may write
Atf(x) = A
0
tf(x) +
∞∑
j=1
Ajtf(x),
where A0tf is dominated by the Hardy–Littlewood maximal function of f and
Ajtf(x) :=
∫
Kj(x, t; y) f(y) dy
for all j ∈ N, where
Kj(x, t; y) :=
∫
Rˆ2
σˆx,t(ξ)β(2
−jt|ξ|) ei〈x−y,ξ〉 dξ.
Here, and in what follows, the Fourier transforms are taken with respect to the
local coordinates in which we are working.
The maximal operator associated with A0t is trivial to handle. Thus, (3.21) would
follow if one can show that for all p > 2 and all j ∈ N the inequality(∫
M
sup
0<t<r0
|Ajtf(x)|p dx
)1/p
. 2−jεp‖f‖Lp(M) (3.22)
holds for some εp > 0. If, as before, fˆ`(ξ) = β(2
−`|ξ|)fˆ(ξ), then
Ajtf =
∑
|`−(k+j)|≤10
Ajtf for t ∈ [2−k, 2−k+1] ∩ (0, Inj M).
Based on this, one may adapt the earlier arguments of Lemma 3.4 to see that
(3.22) would follow from favourable bounds for the maximal operators associated
with dyadic intervals: in particular, it suffices to show that for all p > 2 there exists
some εp > 0 such that(∫
sup
t∈[2−k,2−k+1]∩(0,r0]
|Ajtf(x)|p dx
)1/p
. 2−jεp‖f‖p. (3.23)
If 2−k is bounded away from zero, then the operators f → Atf(x) for t ∈
[2−k, 2−k] ∩ (0, Inj M) are a family of Fourier integral operators of order −1/2
satisfying the cinematic curvature condition (see [53]). Thus, (3.23) easily follows
from the 1/p− local smoothing estimates for FIOs when p ≥ 6 (that is, Theorem
2.18) and the above arguments. One may also handle the case where 2−k  r0
by using a dilation argument and the local smoothing estimates in Theorem 2.18.
This is due to the fact that for x, y ∈ Ω the Riemannian distance function in our
local coordinates satisfies
dg(x; y) =
√ ∑
1≤j,k≤2
gjk(x)(xj − yj)(xk − yk) +O(|x− y|2),
34 D. BELTRAN, J. HICKMAN AND C. D. SOGGE
where gjk(x)dx
jdxk is the Riemannian metric written in our local coordinates. See
[45] or [53] for more details. 
3.5. Maximal bounds for half-wave propagators. Consider half-wave propa-
gators eit
√
−∆g either on euclidean space or on a compact Riemannian manifold
(M, g) of dimension n ≥ 2. By the previous arguments one has(∫
M
sup
0<t<1
∣∣eit√−∆gf(x)∣∣p dx)1/p .ε ‖f‖Lps¯p+ε(M) (3.24)
if there is 1/p− local smoothing for eit
√
−∆g ; see §2.1 for the relevant definitions.
Thus, Theorem 2.18 yields the following:
Theorem 3.9. Under the above assumptions (3.24) holds for all p ≥ 2(n+1)n−1 . Con-
sequently, for this range of exponents,
eit
√
−∆gf(x)→ f(x) a.e. if f ∈ Lps with s > s¯p.
It is noted that for a given p, (3.24) is sharp. For instance, in the euclidean
case if s < s¯p and t 6= 0 there are f ∈ Lps for which eit
√−∆f /∈ Lp(Rn) by a
counterexample of Littman [40], and, in the manifold case, the same is true when
t avoids a discrete set of times (see [48]).
4. Local smoothing and oscillatory integral estimates
The aim of this section is to explore connections between local smoothing for
Fourier integral operators and Lp bounds for oscillatory integrals. As a consequence
of this investigation, we will establish the necessary conditions for Conjecture 2.8.
4.1. Lp estimates for oscillatory integrals satisfying the Carleson–Sjo¨lin
condition. Consider oscillatory integral operators of the form
Tλf(x) :=
∫
Rn−1
eiλϕ(x;y
′)a(x; y′)f(y′) dy′, (4.1)
sending functions of (n−1) variables to functions of n variables. Here ϕ ∈ C∞(Rn×
Rn−1) is assumed to be real-valued and a ∈ C∞0 (Rn × Rn−1). It is also assumed
that the phase functions satisfy the Carleson–Sjo¨lin condition, which has two parts:
Mixed Hessian condition.
rank ∂2xy′ϕ(x; y
′) ≡ n− 1 for all (x; y′) ∈ supp a. (4.2)
Provided the support of a is sufficiently small, this non-degeneracy condition
ensures that for every x0 in the x-support of a the gradient graph
Σx0 := {∇xϕ(x0; y′) : a(x0; y′) 6= 0} ⊂ T ∗x0Rn (4.3)
is a smooth hypersurface.
The other part of the Carleson–Sjo¨lin condition is the following curvature as-
sumption.
Curvature condition. For each x0 in the x-support of a, the hypersurface Σx0
has non-vanishing Gaussian curvature at every point.
Under these assumptions, a problem of Ho¨rmander [28] is to determine for which
p ≥ 2nn−1 the estimate
‖Tλ‖Lp(Rn−1)→Lp(Rn) = Oε(λ−n/p+ε) (4.4)
holds for all ε > 0 (simple examples show that the constraint p ≥ 2nn−1 is necessary).
There are somewhat stronger formulations for p > 2nn−1 where ε = 0 and L
p(Rn−1)
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is replaced by Lr(Rn−1) for exponents r < p satisfying n+1n−1r
′ = p; however, we shall
focus on the formulation in (4.4) and its relation with local smoothing estimates.
Theorem 4.1 ([1]). Suppose that for a given 2nn−1 ≤ p <∞ there is local smoothing
of order 1/p− for all Fourier integral operators satisfying the cinematic curvature
condition. Then (4.4) holds for the same exponent p for all phase functions ϕ
satisfying the Carleson–Sjo¨lin condition.
As Theorem 2.18 ensures that there is local smoothing of order 1/p− for all
2(n+1)
n−1 ≤ p < ∞ whenever the cinematic curvature condition holds, it follows that
(4.4) is valid for this range of exponents. This recovers a slightly weaker version
of Stein’s [55] oscillatory integral theorem which says that the stronger Lp − Lr
estimates hold for p ≥ 2(n+1)n−1 with ε = 0.
Proof (of Theorem 4.1). One may assume, of course, that a is supported in a small
neighbourhood of the origin in Rn−1 × Rn. Also, since replacing ϕ by ϕ(x; y′) +
Bx + Cy′ where B : Rn → Rn and C : Rn−1 → Rn−1 are linear does not change
the operator norm of Tλ, one may also assume that
∇x;y′ϕ(0; 0) = 0 and det ∂2x′y′ϕ(0, 0) 6= 0. (4.5)
If we set
Φ(x; y) := ϕ(x; y′) + xn + yn, y = (y′, yn), (4.6)
and if the support of a is small enough, then the Monge–Ampe`re determinant of Φ
satisfies
det
(
0 ∂yΦ
∂xΦ ∂
2
xyΦ
)
6= 0 for (x; y′) ∈ supp a. (4.7)
If ρ ∈ C∞0 (R) satisfies ρ ≥ 0 and ρ(0) = 1, then this implies that
K(x, t; y) := a(x, y′)ρ(yn)δ0
(
t− Φ(x; y)) (4.8)
is the kernel of a non-trivial Fourier integral of order −(n − 1)/2 for each fixed
t near 0. Moreover, for each t ∈ supp ρ, the associated Fourier integral operator
satisfies the projection condition since (4.7) is equivalent to the fact that it has a
canonical relation which is a canonical graph; see Example 2.14. For later use, note
also that K vanishes if |t| is large.
Based on this, the canonical relation
C ⊂ T ∗Rn+1 \ 0× T ∗Rn \ 0
arising from the Fourier integral operator with kernel as in (4.8), regarded as an
operator sending smooth functions of y to smooth functions of (x, t), satisfies the
projection condition in the cinematic curvature hypothesis; see Example 2.19. The
cone condition must also be valid since the image of the projection onto the fibers
T ∗x0,t0R
n+1 \ 0 for (x0, t0) in the (x, t) support of the kernel are just the cones
Γx0,t0 =
{
τ(∇xΦ(x0; y),−1) : τ ∈ R \ 0, Φ(x0; y) = t0, y ∈ supp a ρ
}
(4.9)
=
{
τ(z,−1) : z ∈ Σx0} ⊂ T ∗x0,t0Rn+1 \ 0
and these have (n− 1) non-vanishing principal curvatures in view of the curvature
condition.
Thus, the Fourier integral operators
f ∈ C∞0 (Rn)→ Fsf(x, t) :=
(√
I −∆x
)(n−1)/2−s(∫
Rn
K(x, t; y)f(y) dy
)
(4.10)
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are Fourier integral operators of order −s for each fixed t and the resulting family
of Fourier integral operators satisfies the cinematic curvature hypothesis. As by
hypothesis it is assumed that there is 1/p− local smoothing for such FIOs, one has
‖Fsf‖Lp(Rn×R) .s ‖f‖Lp(Rn) if s > s¯p − 1/p.
To see how this leads to (4.4), observe first that since ρ is non-trivial and Φ
differs from ϕ by terms which are linear in x and y (namely, xn + yn) one must
have that
‖Tλ‖Lp(Rn−1)→Lp(Rn) ≈ ‖Sλ‖Lp(Rn)→Lp(Rn) (4.11)
for
Sλf(x) :=
∫
Rn
eiλΦ(x;y)a(x; y′)ρ(yn) f(y) dy.
Next, let m ∈ C∞(R) satisfy m(r) = 1 if r < 1 and m(r) = 0 if r > 2. Then,
since the Monge–Ampe`re condition (4.7) implies that ∇xΦ 6= 0 on the support of
the oscillatory integral, a simple integration-by-parts argument shows that∥∥m(√−∆x/coλ) ◦ Sλ ∥∥Lp(Rn)→Lp(Rn) = ON (λ−N ) (4.12)
for all N ∈ N if c0 > 0 is chosen to be sufficiently small. Furthermore,∥∥ (I −m(√−∆x/c0λ)) ◦ (√I −∆x)−γ ∥∥Lp(Rn)→Lp(Rn) = O(λ−γ), if γ ≥ 0.
Therefore, by (4.11) and (4.12), for such γ one has
‖Tλ‖Lp(Rn−1)→Lp(Rn) . λ−γ
∥∥ (√I −∆x)γ ◦ Sλ ∥∥Lp(Rn)→Lp(Rn) +O(λ−N ). (4.13)
On the other hand, if K is as in (4.8) then∫
R
eiλtK(x, t; y) dt = eiλΦ(x;y) a(x; y′)ρ(yn).
Since the right-hand-side is the kernel of the oscillatory integral Sλ, one can use
Ho¨lder’s inequality in t to see that if Fs is as in (4.10), then∥∥(√I −∆x)(n−1)/2−s ◦ Sλ∥∥Lp(Rn)→Lp(Rn). ∥∥Fs∥∥Lp(Rn)→Lp(Rn×R).
Therefore, by (4.13), if (n− 1)/2− s ≥ 0, then
‖Tλ‖Lp(Rn−1)→Lp(Rn) . λ−(n−1)/2+s ‖Fs‖Lp(Rn)→Lp(Rn×R). (4.14)
Taking s = s¯p − 1/p+ ε with ε > 0 small, (4.14) yields
‖Tλ‖Lp(Rn−1)→Lp(Rn) = O(λ−(n−1)/2+s¯p−1/p+ε) = O(λ−n/p+ε),
as s¯p = (n− 1)( 12 − 1p ). Since this is (4.4), the proof is complete. 
4.2. Necessary conditions in Conjecture 2.8: sharpness of Theorem 2.18
in odd dimensions. Bourgain identified in [7] counterexamples to the estimates
(4.4) for p < p¯n, where the exponent p¯n is as defined in (2.15). Using this and
Theorem 4.1, it follows that there are Fourier integral operators satisfying the
cinematic curvature hypothesis for which there cannot be local smoothing of order
1/p− for any p < p¯n, leading to the range of exponents featured in Conjecture 2.8.
In particular, this shows that the local smoothing estimates in Theorem 2.18 are
sharp in odd dimensions. Furthermore, Theorem 4.1 may be used to formulate the
more refined Conjecture 2.12 through appropriate refined examples; details of the
last fact will be omitted here and the reader is referred, for instance, to [25, §2.1]
for the heuristics behind such examples.
Bourgain’s counterexample to (4.4) if p < 2(n+1)n−1 and n ≥ 3 is odd is recalled
presently. The construction makes use of the the symmetric matrices
A(s) =
(
1 s
s s2
)
,
LOCAL SMOOTHING FOR FOURIER INTEGRAL OPERATORS 37
which depends on the real parameter s. Observe that the matrices consisting of the
derivatives of each component satisfy
detA′(s) ≡ −1,
while, on the other hand,
Rank A(s) ≡ 1.
Using these matrices, if x′ = (x1, . . . , xn−1), define the phase function ϕ(x; y′)
on Rn × Rn−1 by
ϕ(x; y′) = 〈x′, y′〉+ 1
2
(n−3)/2∑
j=0
〈
A(xn)(y2j+1, y2j+2), (y2j+1, y2j+2)
〉
and let Φ be as in (4.6). If Tλ is as in (4.1), then stationary phase arguments yield
(see, for example, [53])
λ−
n−1
4 −n−12p . ‖Tλ‖L∞(Rn−1)→Lp(Rn) . ‖Tλ‖Lp(Rn−1)→Lp(Rn)
if λ 1 and p ≥ 2, provided that a(0; 0) 6= 0. (4.15)
Clearly ϕ satisfies the Carleson–Sjo¨lin conditions (4.2) and (4.3). Indeed, the
surfaces Σx0 in (4.3) are, up to linear transformations, the hyperbolic paraboloids
in Rn parametrised by the graph
(
y′,
1
2
(n−1)/2∑
j=0
y2j+1y2j+2
)
.
The counterexample now turns into a FIO counterexample for local smoothing
following the proof of Proposition 4.1. Since (4.5) is also valid, if Fs is defined to
be the Fourier integral operators in (4.10), then, by (4.14) and (4.15), one must
have
λ−
n−1
4 −n−12p . λ−n−12 +s ‖Fs‖Lp(Rn)→Lp(Rn×R).
Since
n−1
4 +
n−1
2p <
n−1
2 −
(
s¯p − 1p
)
if p < 2(n+1)n−1 ,
one concludes that it does not hold that for sufficiently small σp > 0
‖Fs‖Lp(Rn)→Lp(Rn×R) <∞ if p < 2(n+1)n−1 and s < (s¯p − 1/p) + σp,
which means that the 1/p− local smoothing bounds break down for these Fourier
integral operators for this range of exponents.
The construction can be modified to produce certain negative results when n ≥ 4
is even. In this case one takes
ϕ(x, y′) = 〈x′, y′〉+ 12
(n−4)/2∑
j=0
〈
A(xn)(y2j+1, y2j+2), (y2j+1, y2j+2)
〉
+ 12 (1+xn)y
2
n−1
and defines Φ as in (4.6). The lower bound for the resulting oscillatory integrals
Sλ in (4.15) changes to be
λ−
n
4−n−22p . ‖Tλ‖Lp(Rn−1)→Lp(Rn),
which, in turn, leads to the lower bound
λ−
n
4−n−22p . λ−n−12 +s‖Fs‖Lp(Rn)→Lp(Rn×R)
for the Fourier integrals as in (4.10). A simple calculation, as in the case of odd
dimensions, now shows that in the case of even n ≥ 4 these Fourier integral op-
erators, which satisfy the cinematic curvature hypothesis, cannot have 1/p− local
smoothing when p < 2(n+2)n .
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Remark 4.2 (Odd versus even dimensional case). As is mentioned in §2.5, the dif-
ference between the counterexamples for even and odd dimensions can be explained
by the geometry of the cones (4.9) associated to the Fourier integral operators.
When n is odd the cones involve dilates of hyperbolic paraboloids and the number
of positive principal curvatures exactly matches the number of negative ones: both
equal n−12 . This is not possible when n is even and in this case there are only
n−2
2
pairs of opposite signs; consequently, the resulting counterexamples involve larger
exponents than those for odd n.
It should be noted that the positive results of Stein [55] showing that (4.4) holds
for p ≥ 2(n+1)n−1 are sharp in odd dimensions in view of Bourgain’s counterexample.
More recently, Bourgain and Guth [11] obtained the positive results for p ≥ 2(n+2)n
in the even dimensional case n ≥ 4. Results for n = 2 were obtained much earlier
by Carleson and Sjo¨lin [12].
Remark 4.3 (Signature hypothesis). In view of Bourgain’s counterexample, one
should expect the estimate (4.4) to hold for p < p¯n for oscillatory integrals Tλ
satisfying additional hypothesis on the signature of the associated hypersurfaces
Σx0 . When all principal curvatures of Σx0 are assumed to be of the same sign at
each point, recent results of Guth, Ilioupoulou and the second author [25] show the
favourable bounds for Tλ in (4.4) for p ≥ p¯n,+, which are sharp in view of previous
counterexamples of Minicozzi and the third author [42] (see also [11, 65]).
In view of the connections between local smoothing estimates and oscillatory
integral theorems explored in this section, the results in [25] suggest that if the
cones arising in the cinematic curvature hypothesis have (n−1) principal curvatures
of the same sign, one should have 1/p− local smoothing for all p¯n,+ ≤ p <∞; this
corresponds to Conjecture 2.12 with κ = n − 1 and would imply Conjecture 2.7.
Observe that Conjecture 2.12 for κ = n− 1 formally implies the results in [25] via
Theorem 4.1.
4.3. Maximal oscillatory integral estimates. The above arguments also lead
to maximal estimates for a natural class of oscillatory integral operators, including
ones arising in spectral theory. As in the case of Bochner–Riesz operators, minor
modifications of the proof that local smoothing implies oscillatory integral bounds
yield corresponding maximal versions.
Consider oscillatory integrals of the form
Sλf(x) :=
∫
Rn
eiλΦ(x;y) a(x; y) f(y) dy
where a ∈ C∞0 (Rn × Rn) and the real smooth phase function Φ satisfies the n× n
Carleson–Sjo¨lin condition, which has two parts:
Rank condition.
rank ∂2xyΦ(x; y) ≡ n− 1 for all (x; y) ∈ supp a. (4.16)
This implies that for every fixed x0 in the x-support of a the gradient graph
Σx0 := {∇xΦ(x0; y) : a(x0; y) 6= 0 } ⊂ T ∗x0Rn
is a smooth immersed hypersurface.
The other part of the n×n Carleson–Sjo¨lin condition is identical to the curvature
assumption which appeared earlier in this section.
Curvature condition. For each x0 in the x-support of a, the hypersurface Σx0
has non-vanishing Gaussian curvature at every point.
To be able to use local smoothing estimates we shall also assume that the
Monge–Ampe`re condition (4.7) holds on the support of a.
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Example 4.4. The class of oscillatory integral operators satisfying these conditions
includes ones arising in harmonic analysis on Riemannian manifolds. In particular,
if dg is the Riemannian distance function, then away from the diagonal Φ(x; y) :=
dg(x; y) satisfies (4.16) and the curvature condition and has non-vanishing Monge–
Ampe`re determinant.
The bounds (4.4) imply the corresponding bounds
‖Sλ‖Lp(Rn)→Lp(Rn) = Oε(λ−n/p+ε) (4.17)
for the same exponents. Specifically, if (4.4) is valid for a given p and all oscillatory
integral satisfying the Carleson–Sjo¨lin condition and possibly an additional assump-
tion on the geometry of the hypersurfaces Σx0 associated with ϕ, then (4.17) must
be valid for the same exponent p for operators satisfying the n× n Carleson–Sjo¨lin
condition along with the same additional geometric condition on the hypersurfaces
Σx0 ⊂ T ∗x0Rn associated with Φ.
As a consequence of the preceding observation, the bounds (4.4) of Stein [55] and
Bourgain–Guth [11] for the oscillatory integral Tλ imply that (4.17) holds for p ≥ p¯n
if the n × n Carleson–Sjo¨lin condition is satisfied. Note that the counterexample
of Bourgain [7] described in the previous subsection also applies to operators Sλ,
so such bounds are optimal in the sense that there are Sλ for which (4.17) cannot
hold if p < 2(n+1)n−1 and n is odd or p <
2(n+2)
n and n ≥ 4 is even.
The local smoothing estimates in Theorem 2.18 can be used to prove a maximal
version of Stein’s result for Sλ which, by the previous discussion, is sharp in odd
dimensions. It should be noted that the argument presented below would also yield
maximal estimates for p < 2(n+1)n−1 in the even dimensional case or under stronger
curvature hypotheses if one had the corresponding local smoothing estimates.
Theorem 4.5. Suppose that Sλ satisfies the n × n Carleson–Sjo¨lin condition for
all λ ≥ 1 and that the phase function Φ satisfies the Monge–Ampe`re condition (4.7)
on the support of a. For p ≥ 2(n+1)n−1 the maximal estimate(∫
Rn
sup
µ∈[λ,2λ]
∣∣Sµf(x) ∣∣p dx)1/p ≤ Cε λ−n/p+ε ‖f‖Lp(Rn) (4.18)
holds for all ε > 0.
Proof. It suffices to show that, given ε > 0 and 2(n+1)n−1 ≤ p <∞, there is a constant
Cε such that (∫
Rn
|Sµ(x)f(x)|p dx
)1/p
≤ Cελ−n/p+ε ‖f‖Lp(Rn)
holds whenever µ(x) : Rn → [λ, 2λ] is measurable. To prove this, note that if
K(x, t; y) := a(x; y) δ0
(
t− Φ(x; y))
then
Ff(x, t) :=
∫
Rn
K(x, t; y) f(y) dy
forms a one-parameter family of Fourier integrals of order −n−12 satisfying the
cinematic curvature condition. As in §4.2, the projection condition follows from the
assumption that the Monge–Ampe`re determinant associated with Φ never vanishes,
whilst the cone condition, as before, follows from the curvature condition. Thus,
Theorem 2.18 implies that∥∥Ff‖Lp(Rn×R) .ε ‖f‖Lp−n/p+ε(Rn), (4.19)
since
−n−12 +
(
s¯p − 1p
)
= −np .
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Next, let h ∈ C∞(R) satisfy h(r) = 0 for r < 1/2 and h(r) = 1 for r ≥ 1. Then,
since the Monge–Ampe`re condition (4.7) implies that ∇yΦ 6= 0 on the support of
a, a simple integration-by-parts argument shows that, if c0 > 0 is chosen to be
sufficiently small,
Sµf(x) = Sµ(fλ)(x) +O(λ
−N‖f‖p)
for fλ := h(
√
−∆x/coλ)f and µ ∈ [λ, 2λ], (4.20)
for each N ∈ N. This is because for µ ≈ λ the kernel of Sµ ◦ (I − h(
√−∆x/c0λ))
is O(λ−N (1 + |y|)−N ) for any N .
Next, use the fact that
Sµ(x)g(x) =
∫
R
∫
Rn
eiµ(x)tK(x, t; y) g(y) dy dt =
∫
R
eiµ(x)t Fg(x, t) dt.
Since Fg(x, t) is compactly supported in t, one may use Ho¨lder’s inequality and
(4.20) to deduce that
|Sµ(x)f(x)| .
(∫
R
|Ffλ(x, t)|p dt
)1/p
+ O(λ−N‖f‖p).
Since Sµ(x)f(x) vanishes for large |x|, this along with (4.19) yields(∫
Rn
|Sµ(x)f(x)|p dx
)1/p
. ‖Ffλ‖Lp(Rn×R) + λ−N‖f‖Lp(Rn)
. ‖fλ‖Lp−n/p+ε(Rn) + λ
−N‖f‖Lp(Rn)
. λ−n/p+ε‖f‖Lp(Rn),
provided N > n/p. Here, in the last inequality, we used the fact that fˆλ(ξ) =
0 when |ξ| is smaller than a fixed multiple of λ. This completes the proof of
Theorem 4.5. 
Remark 4.6. Under the assumption that the principal curvatures of Σx0 are of
the same sign, the counterexamples in [42] show that (4.18) need not hold for p <
p¯n,+. Furthermore, these counterexamples involve the model case where Φ(x; y) :=
dg(x; y) for (certain choices of) Riemannian metrics g. In this setting, the recent
results of Guth, Ilioupoulou and the second author [25] concerning Tλ suggest that
(4.18) may hold for p ≥ p¯n,+. It is not clear whether the additional hypothesis
concerning the Monge–Ampe`re determinant of Φ is necessary, since the results of
[25] obtain (4.17) without this assumption. In any case, the proof of Theorem 4.5
required this assumption in order to be able to invoke the local smoothing estimates.
5. Wolff’s approach to local smoothing estimates
The remaining sections of this survey discuss the proof of Theorem 2.10. Here
we describe Wolff’s approach which reduces local smoothing estimates to so-called
decoupling inequalities (see Theorem 5.1 below). His method has its roots in several
ideas extensively used in harmonic analysis which go back to the work of Fefferman
on the ball multiplier [20].
5.1. Preliminary observations. Of course, Theorem 2.10 follows from establish-
ing
‖Ff‖Lp(Rn+1) . ‖f‖Lp(Rn) (5.1)
for p¯n ≤ p < ∞ and µ < −α(p) := −s¯p + 1/p, where F is the operator (2.7). We
work with the representation of F in terms of an integral kernel: explicitly,
Ff(x, t) =
∫
Rn
K(x, t; y)f(y) dy
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where
K(x, t; y) :=
∫
Rˆn
ei(φ(x,t;ξ)−〈y,ξ〉)b(x, t; ξ)(1 + |ξ|2)µ/2 dξ (5.2)
and b ∈ S0(Rn+1 × Rn) is compactly supported in x and t.
By the principle of stationary phase, one expects K to be singular for those
(x, t; y) satisfying
∇ξ[φ(x, t; ξ)− 〈y, ξ〉] = 0
for some ξ ∈ supp(b). In the prototypical case of the half-wave propagator eit
√−∆,
for fixed (x, t) this observation identifies the singular set of K(x, t; · ) as lying in{
y ∈ Rn : y − x = t ξ|ξ| for some ξ ∈ supp b
}
(5.3)
and therefore inside the sphere
Σ(x,t) := {y ∈ Rn : |x− y| = t}.
For general F , as the map ξ 7→ ∇ξφ(x, t; ξ) is homogeneous of degree 0, the associ-
ated singular set for each fixed (x, t) is typically an (n − 1)-dimensional manifold.
The relative complexity of the geometry of the singular sets places the study of such
operators F well outside the classical Caldero´n–Zygmund theory; this is in contrast,
for instance, with pseudo-differential operators, where the singularity occurs at an
isolated point.
The fundamental approach to understanding the kernel K is to perform multiple
decompositions of the ξ-support of b and thereby break K into pieces with a much
simpler underlying geometry.
5.2. Basic dyadic decomposition. The first step is to break up F into pieces
which are Fourier supported on dyadic annuli. Fix β ∈ C∞c (R) with suppβ ∈
[1/2, 2] and such that
∑
λ>0: dyadic β(r/λ) = 1 for r 6= 0. Let Fλ := F ◦β(
√−∆/λ),
so that Fλf has kernel Kλ given by introducing a β(|ξ|/λ) factor into the symbol
in (5.2), and decompose Ff as
Ff =: F .1f +
∑
λ∈N: dyadic
Fλf.
It is not difficult to verify that F .1 is a pseudo-differential operator of order
0 and therefore bounded on Lp for all 1 < p < ∞ by standard theory (see, for
instance, [58, Chapter VI, §5]). Thus, the problem is further reduced to showing
that for any arbitrarily small ε > 0 the estimate
‖Fλf‖Lp(Rn+1) . λα(p)+µ+ε‖f‖Lp(Rn)
holds for all λ ≥ 1; letting ε := −µ+α(p)2 > 0 the estimate (5.1) would then follow
from summing a geometric series.
The remaining pieces Fλ (for λ large) are more complicated objects. The uncer-
tainty principle tells us that the singularity present in K should have been “resolved
to scale λ−1” in Kλ. For instance, in the case of the wave propagator eit
√−∆ the
kernel Kλ should no longer be singular along Σ(x,t) but should satisfy:
i) Kλ(x, t; · ) is concentrated in a λ−1-neighbourhood of Σ(x,t), given by{
y ∈ Rn : ∣∣|x− y| − t∣∣ . λ−1}; (5.4)
ii) ‖Kλ(x, t; · )‖∞ . λµλn.
Here property i) is an uncertainty heuristic, whilst the second property trivially
follows from the formula (5.2) for the kernel. These two features combine to give
the crude estimate
iii)
∫
Rn |Kλ(x, t; y)|dy . λµλn−1,
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ξν
λ−1
tλ−1/2
x
Figure 4. For fixed (x, t), the kernel Kλ(x, t; · ) associated to the
half-wave propagator eit
√−∆ is concentrated on an annulus around
the circle x + tSn−1 of thickness ∼ λ−1 (denoted here in blue ).
The piece Kλν (x, y; · ) is further localised to an angular sector with
angle λ−1/2 (denoted here in yellow ).
which in turn yields an L∞ → L∞ bound for Fλ. However, one may obtain a
significant gain in the λ exponent by subjecting Kλ to a more refined stationary
phase analysis. The method of stationary phase requires a uniform lower bound for
|∇ξφ(x, t; ξ)| on |ξ| ∼ λ; as ξ 7→ ∇ξφ(x, t; ξ) is homogeneous of degree 0, one should
therefore decompose the angular variables into small regions in which |∇ξφ(x, t; ξ)|
does not vary too much.
5.3. Angular decomposition. For λ fixed, let {ξλν }ν∈Θλ−1/2 be a maximal λ−1/2-
separated subset of Sn−1, so that the indexing set satisfies #Θλ−1/2 ∼ λ(n−1)/2. Let
Γλν := {ξ ∈ Rˆn :
∣∣pi⊥ξλν ξ∣∣ . λ−1/2|ξ|}
denote the sector of aperture ∼ λ−1/2 whose central direction is ξλν ; here pi⊥ξλν is the
orthogonal projection onto the hyperplane perpendicular to ξλν . Let {χλν}ν∈Θλ−1/2
be a smooth partition of unity, homogeneous of degree 0, adapted to the Γλν ,
with |Dαχλν (ξ)| . λ|α|/2 for ξ ∈ Sn−1 and all α ∈ Nn0 . Setting bλν (x, t; ξ) :=
b(x, t; ξ)β(|ξ|/λ)χλν (ξ), the resulting operators Fλν have corresponding kernels
Kλν (x, t; y) :=
∫
Rn
ei(φ(x,t;ξ)−〈y,ξ〉)bλν (x, t; ξ)(1 + |ξ|2)µ/2 dξ.
To understand the effect of this frequency localisation on the spatial side, we
once again consider the prototypical case of eit
√−∆. Recalling (5.3), it follows from
the choice of localisation that Kλν should now be concentrated on the angular sector{
y ∈ Rn : |piξ⊥ν (x− y)| . λ−1/2|x− y|
}
.
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Combining this with property i) from the basic dyadic decomposition, it follows
that:
i′) Kλν (x, t; · ) is concentrated in a tλ−1/2 cap on the fattened sphere (5.4), centred
at tξλν (see Figure 4);
ii′) ‖Kλν (x, t; · )‖∞ . λµλ(n+1)/2.
It is not difficult to make these heuristics precise and, moreover, extend these ob-
servations to general variable-coefficient operators F . In particular, the dyadic and
annular decompositions allow one to linearise the phase φ(x, t; ξ) in the ξ-variable;
this permits a standard stationary phase argument (see [48] or [58, Chapter IX
§§4.5-4.6]) which reveals that the associated kernel Kλν of Fλν satisfies the pointwise
bound
|Kλν (x, t; y)| .
λµλ(n+1)/2
(1 + λ|piξλν [y −∇ξφ(x, t, ξλν )]|+ λ1/2|pi⊥ξλν [y −∇ξφ(x, t; ξλν )]|)N
(5.5)
for all N ≥ 0, where piξλν denotes the projection onto the direction ξλν and pi⊥ξλν its
perpendicular projection. Note that (5.5) immediately yields ‖Kλν (x, t; · )‖1 . λµ,
which together with the triangle inequality implies that
iii′)
∫
Rn |Kλ(x, t; y)|dy . λµλ(n−1)/2;
note the square root gain over iii) obtained via the angular decomposition.
5.4. Decoupling into localised pieces. Having found a natural decomposition
of the operator
Fλ =
∑
ν∈Θ
λ−1/2
Fλν ,
the problem is to effectively separate the contributions to ‖Fλf‖Lp(Rn+1) coming
from the individual the pieces. Since each Fλν f carries some oscillation, one may
attempt to prove a square function estimate of the form
‖Fλf‖Lp(Rn+1) .ε λε
∥∥( ∑
ν∈Θ
λ−1/2
|Fλν f |2
)1/2∥∥
Lp(Rn+1); (5.6)
here the appearance of the `2 expression (rather than the `1 norm which arises
trivially from the triangle inequality) encapsulates the cancellation between the
Fλν f . Inequalities of the form (5.6) were established in [44, 45], albeit with a
unfavourable dependence on λ, and these results have subsequently been refined by
various authors [6, 60, 39, 36].
Unfortunately, establishing sharp versions (5.6) appears to be an extremely diffi-
cult problem: indeed, the question is open even in the simplest possible case of the
wave propagator eit
√−∆ with n = 2. However, Wolff observed in [66] that sharp
local smoothing inequalities can be obtained via a weaker variant of the estimate
(5.6) which is now known as a Wolff-type or `p-decoupling inequality. Although still
highly non-trivial, it transpires that the Wolff-type inequalities are nevertheless far
easier to prove than their square function counterparts. In order to prove Theo-
rem 2.10 we will pursue Wolff’s approach, and the key ingredient is the following
estimate.
Theorem 5.1 (Variable-coefficient Wolff-type inequality [1]). Let 2 ≤ p ≤ ∞. For
all ε > 0 the inequality
‖Fλf‖Lp(Rn+1) .p,ε λα(p)+ε
( ∑
ν∈Θ
λ−1/2
‖Fλν f‖pLp(Rn+1)
)1/p
(5.7)
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holds12 , where
α(p) :=
{
s¯p
2 if 2 ≤ p ≤ 2(n+1)n−1 ,
s¯p − 1p if 2(n+1)n−1 ≤ p <∞.
Remark 5.2.
1) The value of α(p) coincides with that in §5.1, which was only defined in the
2(n+1)
n−1 ≤ p <∞.
2) A necessary condition on p for the square function estimate (5.6) to hold is that
2 ≤ p ≤ 2nn−1 . For this range (5.6) is stronger than (5.7), as can be seen by a
simple application of Minkowski’s and Ho¨lder’s inequalities.
3) It is instructive to compare (5.7) with estimates obtained via trivial means. In
particular, the triangle and Ho¨lder’s inequality imply that (5.7) holds with the
exponent α(p) replaced with n−12
(
1 − 1p
)
= s¯p +
n−1
2p . Thus, the gain in the
λ-power present in (5.7) provides a measurement of the cancellation between
the Fλν f arising from their oscillatory nature.
Theorem 5.1 can be combined with simple estimates for the localised pieces (see
(5.10) below) to deduce the desired estimate
‖Fλf‖Lp(Rn+1) .s,p,ε λα(p)+µ+ε‖f‖Lp(Rn); (5.8)
the details of this argument are discussed in the following subsection.
Theorem 5.1 is an extension of the result for the constant-coefficient operators
eith(D)f(x) :=
1
(2pi)n
∫
Rˆn
ei(〈x,ξ〉+th(ξ))fˆ(ξ) dξ, (5.9)
which is a celebrated theorem of Bourgain–Demeter [8, 9]; in line with our previous
hypotheses on the phase, h is assumed to be homogeneous of degree 1, smooth away
from ξ = 0 and such that the cone parametrised by ξ 7→ (ξ, h(ξ)) has everywhere
(n− 1) non-vanishing principal curvatures.
Theorem 5.3 (Bourgain–Demeter [8, 9]). For all 2 ≤ p ≤ ∞ and all ε > 0 the
estimate
‖eith(D)f‖Lp(Rn+1) .ε,h λα(p)+ε
( ∑
ν∈Θ
λ−1/2
‖eith(D)fν‖pLp(Rn+1)
)1/p
holds for all λ ≥ 1 and functions f such that supp(f̂) ⊆ {ξ ∈ Rn : λ ≤ |ξ| ≤ 2λ}.
The proof of Theorem 5.3 is difficult and deep and relies on tools from multilin-
ear harmonic analysis (in particular, the Bennett–Carbery–Tao multilinear Kakeya
theorem [3] and the Bourgain–Guth method [11]). These important ideas will not
be addressed in this survey, and the interested reader is referred to the original
papers [8, 9] or the study guide [10] for further information.
It transpires that the variable coefficient Theorem 5.1 can be deduced as a conse-
quence of the constant coefficient Theorem 5.3 via a relatively simple induction-on-
scales and approximation argument. A sketch of the proof of Theorem 5.1 (avoiding
many of the technical details) will be given in the next section.
12Some slight technicalities have been suppressed in the statement of this theorem. In partic-
ular, the precise formulation includes some innocuous error terms: see [1] for further details.
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5.5. Bounding the localised pieces. Given the variable-coefficient Wolff-type
inequality from Theorem 5.1, to conclude the proof of Theorem 2.10 it suffices to
show the localised pieces satisfy( ∑
ν∈Θ
λ−1/2
‖Fλν f‖pLp(Rn+1)
)1/p
. λµ‖f‖Lp(Rn) (5.10)
for 2 ≤ p ≤ ∞. Indeed, combining this inequality with Theorem 5.1 one immedi-
ately obtains (5.8), as required.
The inequality (5.10) is a simple consequence of the basic properties of the lo-
calised operators and, in particular, the kernel estimate (5.5). By real interpolation,
it suffices to prove the bounds only at the endpoints p =∞ and p = 2.
L∞-bounds. Observe that (5.5) immediately implies
max
ν∈Θ
λ−1/2
sup
(x,t)∈Rn+1
‖Kλν (x, t; · )‖L1(Rn) . λµ.
From this, one deduces that
max
ν∈Θ
λ−1/2
‖Fλν f‖L∞(Rn) . λµ‖f‖L∞(Rn).
L2-bounds. Useful estimates are also available at the L2-level. For instance, the
wave propagator eit
√−∆ satisfies the conservation of energy identity
‖eit
√−∆f‖L2(Rn) = (2pi)−n/2‖f‖L2(Rn) for each fixed time t ∈ R, (5.11)
which, indeed, is a trivial consequence of Plancherel’s theorem. This observation
can be extended to the general variable coefficient setting at the expense of relaxing
the equality to an inequality. In particular, a theorem of Ho¨rmander [30] (see also
[58, Chapter IX §1.1]) implies the bound
‖Fλν f( · , t)‖L2(Rn) . ‖fλν ‖L2(Rn) for each fixed time t ∈ R, (5.12)
where f̂ λν := fˆχ
λ
ν is a piece of f given by localising the frequencies to Γ
λ
ν . Of course,
in the general variable coefficient case Plancherel’s theorem cannot be directly ap-
plied as in the proof of (5.11); nevertheless, (5.12) can be established via a simple
T ∗T argument and standard oscillatory integral techniques.
One may now obtain space-time estimates for the Fλν f simply by integrating
both sides of (5.12) over a (compact) time interval containing the t-support of b.
The almost orthogonality of the fλν , given by Plancherel’s theorem and the almost
disjointness of Γλν , then readily implies that( ∑
ν∈Θ
λ−1/2
‖Fλν f‖2L2(Rn+1)
)1/2
. λµ‖f‖L2(Rn).
This concludes the proof of Theorem 2.10.
6. Variable-coefficient Wolff-type inequalities
In the previous section the proof of the local smoothing estimate in Theorem
2.10 was reduced to establishing the variable-coefficient Wolff-type inequalities in
Theorem 5.1. In this section we sketch the proof of Theorem 5.1, which is in fact
a consequence of the constant-coefficient case (that is, Theorem 5.3).
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6.1. Preliminaries. It suffices to consider the case µ = 0 (the general case then
follows by writing any given operator as a composition of a pseudo-differential
operator and an operator of order 0). By the homogeneity of φ(x, t; ·) and rescaling,
Theorem 5.1 follows from its analogous statement when |ξ| ∼ 1 and (x, t) ∈ B(0, λ).
Namely, it suffices to prove (5.7) for the rescaled operators
Fλf(x, t) :=
∫
Rˆn
eiφ
λ(x,t;ξ)bλ(x, t; ξ)f̂(ξ) dξ
where
φλ(x, t;ω) := λφ(x/λ, t/λ;ω) and bλ(x, t; ξ) := b(x/λ, t/λ, ξ)
and b is supported in Bn+1 × Γ. Here Γ is a conic domain of the type
Γ := {ξ ∈ Rˆn : 1 ≤ |ξ| ≤ 2 and |ξ/|ξ| − e| . 1}
for a unit vector e ∈ Sn−1. Note that the notation Fλ is not consistent with that
used in the previous section.
6.2. Inductive setup. The proof will involve an induction-on-scale procedure. To
this end, an additional spatial scale parameter R is introduced: it will be shown
that for 1 ≤ R ≤ λ the inequality
‖Fλf‖Lp(BR) ≤ C¯(ε, p)Rα(p)+ε
( ∑
ν∈Θ
R−1/2
‖Fλν f‖pLp(BR)
)1/p
(6.1)
holds for a suitable choice of constant C¯(ε, p). Here BR ⊆ B(0, λ) is a ball of radius
R so that Theorem 5.1 follows by setting R = λ.
By the trivial argument described in Remark 5.2, the inequality
‖Fλf‖Lp(BR) . R(n−1)/2p
′( ∑
ν∈Θ
R−1/2
‖Fλν f‖pLp(BR)
)1/p
holds. This settles the desired decoupling inequality (6.1) for R ∼ 1, and thereby
establishes the base case for the induction.
Fix 1 R ≤ λ and assume the following induction hypothesis:
Radial induction hypothesis. Assume (6.1) holds whenever (R, λ) is replaced
with (R′, λ′) for any 1 ≤ R′ ≤ R/2 and λ′ ≥ R′.
In fact, one must work with a slightly more sophisticated induction hypothesis
which involves not just a single operator Fλ but a whole class of related operators
F˜λ which is closed under certain rescaling operations. The precise details are
omitted here: see [1] for further information.
6.3. Key ingredients of the proof. The proof of the inductive step comes in
three stages:
1) At sufficiently small scales 1  K  λ1/2, the operator Fλ may be effectively
approximated by constant coefficient operators (5.9).
2) For each of the approximating constant-coefficient operators, one may use the
Bourgain–Demeter theorem at the small scale K.
3) The inherent symmetries of the inequality (6.1) allow one to propagate the gain
arising from the constant-coefficient Bourgain–Demeter theorem at the small
scale K to larger scales. This is achieved via a parabolic rescaling argument,
together with an application of the radial induction hypothesis.
Further details of this simple programme are provided in the forthcoming subsec-
tions.
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6.4. Approximation by constant coefficient operators. Let BK be a cover
of BR by balls of radius K for some value of 1  K  λ1/2 to be determined
later. Consider the spatially localised norm ‖Fλf‖Lp(BK) for BK = B(z¯, K) ∈
BK . By the uncertainty principle, localising to a spatial ball of radius K should
induce frequency uncertainty at the reciprocal scale K−1. To understand what this
means for our operator, we return once again to the prototypical case of the wave
propagator. Observe that for any test function ϕ ∈ Cc(Rˆn+1) one has∫
Rn+1
eit
√−∆f(x)ϕˇ(x, t) dxdt =
∫
Rˆn
ϕ(ξ, |ξ|)fˆ(ξ) dξ (6.2)
and therefore the space-time Fourier transform of eit
√−∆f is distributionally sup-
ported on the light cone. For the general variable-coefficient case, the Fourier
support properties of Fλf involve a whole varying family of conic hypersurfaces
Σz : ξ 7→ ∂zφλ(z; ξ), parametrised by z ∈ Rn+1, and there is no clean distributional
identity analogous to (6.2). However, note that for z ∈ B(z¯, K) one has
|∂zφλ(z; ξ)− ∂zφλ(z¯; ξ)| . |z − z¯|
λ
≤ K−1
provided K  λ1/2, and so the uncertainty principle tells us that the surfaces
Σz, and Σz¯ should be essentially indistinguishable once the operator is spatially
localised to BK . It in fact follows that on BK the operator Fλ can be effectively
approximated by a constant coefficient operator
Tz¯g(z) :=
∫
Rˆn
ei〈∂zφ
λ(z¯;ξ),z〉a(ξ)gˆ(ξ) dξ (6.3)
associated to surface Σz¯, where a is a suitable choice of cut-off function.
An alternative and slightly more accurate way to understand this approximation
is to consider the first order Taylor expansion of the phase function
φλ(z; ξ)− φλ(z¯; ξ) = 〈∂zφλ(z¯; ξ), z − z¯〉+O(λ−1|z − z¯|2).
Since λ−1|z − z¯|2  1 for z ∈ BK , the error term in the right-hand side does not
contribute significantly to the oscillation induced by the phase. Consequently, over
the ball BK one may safely remove this error and thereby replace the phase φ
λ by
its linearisation φλ(z¯; ξ) + 〈∂zφλ(z¯; ξ), z − z¯〉. Observations of this kind lead to a
statement of the form
‖Fλf‖Lp(BK) ∼ ‖Tz¯fz¯‖Lp(B(0,K))
where fz¯ is defined by f̂z¯ := e
iφλ(z¯; · )f̂ and Tz¯ is as in (6.3).
In practice, there are significant technical complications which arise in making
these heuristics precise: the full details may be found in [1].
6.5. Application of constant-coefficient decoupling. The above approxima-
tion allows one to take advantage of the sharp `p-decoupling theorem of Bourgain–
Demeter for the constant coefficient operators Tz¯ at scale K. In particular, on each
BK = B(z¯, K) one has
‖Fλf‖Lp(BK) ∼ ‖Tz¯fz¯‖Lp(B(0,K))
.ε Kα(p)+ε/2
( ∑
σ∈Θ
K−1/2
‖Tz¯fz¯,σ‖pLp(B(0,K))
)1/p
∼ Kα(p)+ε/2( ∑
σ∈Θ
K−1/2
‖Fλσ f‖pLp(BK)
)1/p
,
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Γ˜Kσ
ξ1
ξ2
Figure 5. The parabolic rescaling phenomenon for the phase
φ(x, t; ξ) = x1ξ1 + x2ξ2 + tξ
2
1/ξ2. Here Γ˜
K
σ denotes the image of
ΓKσ under the map ξ 7→ (ξ, hpar(ξ)).
where the first inequality is due to Theorem (5.3). Summing over BK ⊂ BR, it
follows that
‖Fλf‖Lp(BR) . Kα(p)+ε/2
( ∑
σ∈Θ
K−1/2
‖Fλσ f‖pLp(BR)
)1/p
. (6.4)
Thus, we have succeeded in decoupling Fλf into scale K−1/2 pieces, but we are
still far from achieving the required decoupling at scale R−1/2.
At this point it is perhaps instructive to explain some of the ideas behind the
proof, before fleshing out the details in the remaining subsections. The next step
is to treat each of the summands on the right-hand side of (6.4) individually. This
is (essentially) done by repeating the above argument to successively pass down
from decoupling at scale K−1/2 to decoupling at scales K−1, K−3/2, . . . until we
reach the small scale R−1/2. The key difficulty is to keep control of the constants
in the inequalities which would otherwise build up over repeated application of the
preceding arguments.13
To control the constant build up, we assume a slightly different perspective. In
particular, as in [8], we apply a parabolic rescaling in each stage of the iteration; this
converts the improvement in the size of the decoupling regions to an improvement
in the spatial localisation. In particular, (6.4) can be thought of as passing from
decoupling at scale 1 (the left-hand side) to decoupling at scale K−1/2 (the right-
hand side); after rescaling it roughly corresponds to passing from spatial localisation
at scale R to spatial localisation at scale R/K. The idea is then to iterate until we
are spatially localised to ∼ 1 scales, at which point the desired inequality becomes
trivial. An advantage of the rescaling is that the repeatedly rescaled operators get
closer and closer to constant coefficient operators over the course of the iterations.
Thus, we find ourselves are in a more and more favourable situation as the argument
progresses and this prevents a constant build up.
We shall see that the iteration argument sketched above can be succinctly ex-
pressed using our radial induction hypothesis.
6.6. Parabolic rescaling. By a parabolic rescaling argument, one can scale ΓKσ
to Γ, so that the support of f̂σ is at unit scale. This essentially reduces the spatial
scale from R to R/K and anticipates an appeal to the radial induction hypothesis
in §6.7.
13In the proof we will take K ∼ 1: it is therefore necessary to iterate roughly logR times to
pass all the way down to scale R−1/2. If at each iteration we iterate we pick up an admissible
constant C, then over all the iterations we pick up an inadmissible constant ClogR = RlogC .
LOCAL SMOOTHING FOR FOURIER INTEGRAL OPERATORS 49
(x, t) space
R
R
R
ΥKσ
R
R/K R/K1/2
Figure 6. The parabolic rescaling effect on the (x, t)-variables for
the phase φ(x, t; ξ) = x1ξ1 + x2ξ2 + tξ
2
1/ξ2.
A prototypical example. To illustrate the rescaling procedure, we consider the model
operator eithpar(D) where
hpar(ξ) :=
|ξ′|2
ξn
for ξ = (ξ′, ξn) ∈ Rˆn;
this is a close cousin of the classical half-wave propagator eit
√−∆, but eithpar(D)
enjoys some additional symmetries which make it slightly easier to analyse.
Without loss of generality, one may interpret ξ′ as the angular variable; in par-
ticular, it is assumed that ΓKσ is a sector of the form{
(ξ′, ξn) ∈ Rˆn : 1/2 ≤ ξn ≤ 2 and |ξ′/ξn − ωσ| ≤ K−1/2
}
for some ωσ ∈ Bn−1(0, 1). The sector ΓKσ is therefore mapped to Γ under the
transformation (ΨKσ )
−1 where ΨKσ : (ξ
′, ξn) 7→ (K−1/2ξ′ + ωσξn, ξn): see Figure 5.
Let φpar be the phase associated to the operator e
ithpar(D). The scaling in the
frequency variables can be transferred onto the spatial variables via the identity
φpar(x, t; Ψ
K
σ (ξ)) = φpar(Υ
K
σ (x, t); ξ) (6.5)
where ΥKσ : (x, t) 7→ (K−1/2(x′+2tωσ), 〈x′, ωσ〉+xn+ t|ωσ|2,K−1t). Consequently,
‖eithpar(D)f‖Lp(BR) = K(n+1)/2p‖eithpar(D)f˜σ‖Lp(ΥKσ (BR))
where f˜σ is defined by
[f˜σ]̂ := K−(n−1)/2f̂σ ◦ΨKσ . (6.6)
Observe that the set ΥKσ (BR) is contained in an R×R/K1/2×· · ·×R/K1/2×R/K
box: see Figure 6. The longest side, which is of length R, points in the (wσ, 1)
direction whilst the shortest side, which of length R/K, points in the time direc-
tion. The remaining sides, which are of length R/K1/2, point in spatial directions
orthogonal to the long and short sides.
The general case. The scaling procedure can be carried out for more general phases,
albeit with notable additional complications. In particular, for each σ one may
identify changes of variable
ΨKσ : Γ
K
σ → Γ and ΥKσ : Rn+1 → Rn+1
and a suitable Fourier integral operator F˜λ/Kσ at scale λ/K such that
‖Fλσ f‖Lp(BR) ∼ K(n+1)/2p‖F˜λ/Kσ f˜σ‖Lp(ΥKσ (BR)),
where f˜σ is defined as in (6.6) and Υ
K
σ (BR) is contained in a rectangular box of
dimensions R×R/K1/2 × · · · ×R/K1/2 ×R/K. This situation is somewhat more
involved than the prototypical case described above, due to the lack of any simple
scaling identity (6.5). In particular, the mapping ΥKσ will often be non-linear and
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the operators F˜λ may not agree with the original Fλ (although they will of course
be related). In order to deal with the latter point, it is necessary to formulate an
induction hypothesis which applies to an entire class of FIOs which is closed under
the relevant rescalings. The (somewhat technically involved) details of the rigorous
realisation of this strategy can be found in [1].
6.7. Applying the induction hypothesis. Noting that R′ := R/K ≤ R/2, the
(general) radial induction hypothesis implies that
‖F˜λ/Kσ f˜σ‖Lp(BR/K) ≤ C¯(p, ε)(R/K)α(p)+ε
( ∑
ν∈Θ
(R/K)−1/2
‖F˜λ/Kσ (f˜σ)ν‖pLp(BR/K)
)1/p
for any ball BR/K of radius R/K. Take a finitely-overlapping cover of Υ
K
σ (BR) by
such balls and apply the above inequality to each member of this cover. Taking
p-powers, summing over each member of the cover and taking p-roots, one deduces
that
‖F˜λ/Kσ f˜σ‖Lp(ΥKσ (BR)) . C¯(p, ε)(R/K)α(p)+ε
( ∑
ν∈Θ
(R/K)−1/2
‖F˜λ/Kσ (f˜σ)ν‖pLp(ΥKσ (BR))
)1/p
.
Applying the rescaling argument to both sides of this inequality yields
‖Fλσ f‖Lp(BR) . C¯(p, ε)(R/K)α(p)+ε
( ∑
ν∈Θ
R−1/2
ΓRν ⊆ΓKσ
‖Fλσ fν‖pLp(BR)
)1/p
and one may sum this estimate over all K−1/2-sectors ΓKσ to obtain( ∑
σ∈Θ
K−1/2
‖Fλσ f‖pLp(BR)
)1/p . C¯(p, ε)(R/K)α(p)+ε( ∑
ν∈Θ
R−1/2
‖Fλν f‖pLp(BR)
)1/p
.
(6.7)
Finally, by combining (6.4) with (6.7), it follows that
‖Fλf‖Lp(BR) .ε C¯(p, ε)K−ε/2Rα(p)+ε
( ∑
ν∈Θ
R−1/2
‖Fλν f‖pLp(BR)
)1/p
.
If Cε denotes the implicit constant appearing in the above inequality, then the
induction can be closed simply by choosing K large enough so that CεK
−ε/2 ≤ 1.
Appendix A. Historical background on the local smoothing
conjecture
A.1. The euclidean wave equation. The local smoothing conjecture for the
euclidean half-wave propagator eit
√−∆, that is Conjecture 2.4, was formulated by
the third author [50] in 1991. Moreover, he showed qualitative existence of the local
smoothing phenomenon for n = 2, showing that there is some ε0 > 0 such that
(2.10) holds for 0 < σ < ε0 if p = 4. Note that by interpolation with L
2 and L∞,
this also shows that there is ε(p) > 0 such that (2.10) holds for all 0 < σ < ε(p) if
2 < p <∞. Shortly after, Mockenhoupt, Seeger and the third author [44] obtained
a quantitative estimate at the critical Lebesgue exponent p = 4 through a square
function estimate approach. Further refinements at p = 4 were later obtained by
Bourgain [6] and Tao and Vargas [60]. In particular, the work of Tao and Vargas
established a way to transfer bilinear Fourier restriction estimates into estimates for
the square function; thus, the best results via their method are obtained through
the sharp bilinear restriction estimates for the cone by Wolff [68] (see also the
endpoint result of Tao [62]). In higher dimensions, Mockenhoupt, Seeger and the
third author [45] also established existence of local smoothing estimates, although
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in this case their results are concerned with estimates at p = 2(n+1)n−1 rather than at
the critical Lebesgue exponent p = 2nn−1 .
All the initial results discussed in the previous paragraph did not imply sharp
estimates in terms of the regularity exponent σ for any 2 < p < ∞. A striking
advance was made by Wolff [66] in 2000 when he introduced the decoupling in-
equalities discussed in §5 and established that in the plane 1/p− local smoothing
holds for all p > 74. His result was later extended to higher dimensions by  Laba and
Wolff [34]. Subsequent works of Garrigo´s and Seeger [21] and Garrigo´s, Seeger and
Schlag [22] improved the Lebesgue exponent p in the sharp14 decoupling inequal-
ities, and therefore the Lebesgue exponent for which Conjecture 2.4 holds. The
sharp decoupling inequalities were finally established by Bourgain and Demeter [8]
in 2015, which imply 1/p− local smoothing estimates for all 2(n+1)n−1 ≤ p <∞.
In parallel progress obtained via decoupling inequalities, Heo, Nazarov and
Seeger [26] introduced in 2011 a different approach to the problem, which in par-
ticular yields local smoothing estimates at the endpoint regularity σ = 1/p if
2(n−1)
n−3 < p <∞ for n ≥ 4.
Finally, some further progress has been obtained for n = 2. In 2012, S. Lee
and Vargas [39] proved local smoothing estimates for all σ < s¯p if p = 3 via a
sharp square function estimate in L3(R2). This is the first and only time sharp
local smoothing estimates (up to the regularity endpoint) have been obtained in
the range 2 < p < 2nn−1 . More recently, J. Lee [36] has further improved the square
function estimate at p = 4 using the L6(R2) decoupling inequalities of Bourgain–
Demeter [8], showing that (2.10) holds for all σ < 3/16 when p = 4.
The precise numerology and historical progress on the euclidean local smoothing
conjecture have been outlined15 in Figure 7 and Table 1 for n = 2 and Figure 8 and
Table 2 for n ≥ 3.
A.2. Fourier integral operators. Shortly after the formulation of the local smooth-
ing conjecture for the euclidean wave equation, Mockenhoupt, Seeger and the third
author [45] considered the analogous problem for wave equations on compact man-
ifolds and general classes of Fourier integral operators. They established positive
partial results at the critical Lebesgue exponent p = 4 for n = 2, and at the sub-
critical exponent p = 2(n+1)n−1 for n ≥ 3. In 1997, Minicozzi and the third author
[42] provided examples of compact Riemannian manifolds (M, g) for which the op-
erator eit
√
−∆g does not demonstrate 1/p− local smoothing for p < p¯n,+ (see also
[1]). This revealed a difference in the local smoothing phenomenon between the
euclidean and variable-coefficient cases.
The next positive results were obtained by Lee and Seeger in [38], where they
extended the endpoint regularity results in [26] to general Fourier integral operators;
as in the euclidean case, these results only hold for n ≥ 4. Except for the question
of endpoint regularity, the best known results have recently been obtained by the
authors in [1], extending to the variable coefficient case the results of Bourgain and
Demeter [8]. Moreover, and as discussed in §2, the authors also showed that their
results are best possible in odd dimensions in the general context of Conjecture 2.8,
although one expects to go beyond these exponents in the even dimensional case
and in the case of solutions arising from wave equations on compact manifolds.
14Here the word sharp refers to the sharp dependence of the constant in terms of the number
of pieces featuring in the decoupling inequality; more precisely, the optimal dependence on λ in
(5.7).
15For simplicity, the intermediate progress of Bourgain [6] and Tao and Vargas [61] at p = 4
has not been sketched in Figure 7; see Table 1 for their contribution to the problem.
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The precise numerology and historical progress on Conjectures 2.7 and 2.8 have
been outlined in Figure 9 and Table 3.
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A.3. Figure and Table for the euclidean wave equation for n = 2.
1
p
σ
1
4
1
4
1
2
ε0
1
8
1
74
3
190
1
20
1
3
1
6
3
16
Figure 7. Chronological progress on Conjecture 2.10 for n = 2.
Each new result can be interpolated against the L2 and L∞ esti-
mates and the previous results in order to yield a new region in
the conjectured triangle. The current best results follow from in-
terpolating [39], [8] and [36] and the L2 and L∞ estimates. The
white region remains open.
p σ
S [54] 4 ε0
Mockenhoupt–Seeger–S [44] 4 1/8
Bourgain [6] 4 1/8 + ε0
Tao–Vargas [60] + Wolff [68] 4 1/8 + 1/88−
Wolff [66] 74+ 1/p−
Garrigo´s–Seeger [21] 190/3+ 1/p−
Garrigo´s–Seeger–Schlag [21] 20+ 1/p−
S. Lee–Vargas [39] 3 1/6−
Bourgain–Demeter [8] 6 1/6−
J. Lee [36] 4 3/16−
Table 1. Chronological progress on Conjecture 2.4 for n = 2.
The notation p0+ means that the estimate (2.10) holds for all
p > p0, whilst the notation σ0− means that the estimate holds
for all σ < σ0. Otherwise, the equalities for the Lebesgue and
regularity exponents are admissible. In the table ε0 > 0 is a small,
unspecified constant. The method of J. Lee can be applied away
from the p = 4 exponent to give improved estimates in a slightly
larger convex region than that given by interpolation; this was
pointed out to us by Pavel Zorin–Kranich.
54 D. BELTRAN, J. HICKMAN AND C. D. SOGGE
A.4. Figure and Table for the euclidean wave equation for n ≥ 3.
1
p
σ
n−1
2n
n−1
2n
1
2
n−3
2(n+1)
[34][21][22] n−3
2(n−1)
n−1
2(n+1)
Figure 8. Chronological progress on Conjecture 2.4 for high di-
mensions (n ≥ 5). Each new result can be interpolated against the
L2 and L∞ estimates and the previous results in order to yield a
new region in the conjectured triangle. The best known results fol-
low from interpolation between [8] and the L2 and L∞ estimates,
together with the strengthened results [26] at the regularity end-
point σ = 1/p if p > n−32(n−1) . The white region remains open.
n = 3 n = 4 n ≥ 5
p σ p σ p σ
Mockenhoupt–Seeger–S [44] 4 1/2p− 10/3 1/3p 2(n+1)n−1 n−3n−1 1p
 Laba–Wolff [34] 18+ 1/p− 8.4+ 1/p− 2(n+1)n−3 + 1/p−
Garrigo´s–Seeger [21] 15+ 1/p− 7.28+ 1/p− 2(n−1)(n+3)(n+1)(n−3) + 1/p−
Garrigo´s–Seeger–Schlag [22] 9+ 1/p− 5.6+ 1/p− 2n(n+3)(n−1)(n−2)+ 1/p−
Heo–Nazarov–Seeger [26] 6 1/6 2(n−1)n−3 + 1/p
Bourgain–Demeter [8] 4 1/4− 10/3 3/10− 2(n+1)n−1 1/p−
Table 2. Chronological progress on Conjecture 2.4 for n ≥ 3. The
notation + and − is used in a similar fashion to Table 1.
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A.5. Figure and Table for Fourier integrals.
1
p
σ
n−1
2n
n−1
2n
1
2
n−3
2(n+1)
n−3
2(n−1)
n−1
2(n+1)
1
p¯n,+
Figure 9. Chronological progress on Conjecture 2.7 in high di-
mensions (n ≥ 4). The red region is inadmissible. The best known
results follow from interpolation between [1] and the L2 and L∞
estimates, together with the strengthened results [38] at the regu-
larity endpoint σ = 1/p if p > n−32(n−1) . The white region remains
open. In the case of Conjecture 2.8 the red region extends to p = p¯n
and there is no white open region in odd dimensions.
n = 2 n = 3 n ≥ 4
p σ p σ p σ
Mockenhoupt–Seeger–S [44] 4 1/2p− 4 1/2p− 2(n+1)n−1 n−3n−1 1p
Lee–Seeger [38] 2(n−1)n−3 + 1/p
B–H–S [1] 6 1/6− 4 1/4− 2(n+1)n−1 1/p−
Table 3. Chronological progress on Conjectures 2.7 and 2.8 for
n ≥ 2. The notation + and − is used in a similar fashion to Table
1.
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