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The phenomenology of Pb(B,B′)O3 perovskite based relaxor ferroelectrics is reviewed, with em-
phasis on the relationship between chemical short-range order and the formation of polar nanore-
gions in the temperature range between the “freezing” temperature, Tf , and the Burns temper-
ature, TB. Results are presented for first-principles based effective Hamiltonian simulations of
Pb(Sc1/2Nb1/2)O3 (PSN), and simulations that were done with empirically modified variants of
the PSN Hamiltonian. Arbitrarily increasing the magnitudes of local electric fields, caused by an
increase in chemical disorder, broadens the dielectric peak, and reduces the ferroelectric transition
temperature; and sufficiently strong local fields suppress the transition. Similar, but more dramat-
ically glassy results are obtained by using the PSN dielectric model with a distribution of local
fields that is appropriate for Pb(Mg1/3Nb2/3)O3 (PMN). The results of these simulations, and re-
viewed experimental data, strongly support the view that within the range Tf < T < TB, polar
nanoregions are essentially the same as chemically ordered regions. In PSN a ferroelectric phase
transition occurs, but in PMN, a combination of experimental and computational results indicate
that pinning from local fields is strong enough to suppress the transition and glassy freezing is
observed.
PACS numbers: 77.80.Bh, 82.35.Jk, 83.10.Rp, 07.05.Tp, 61.43.Bn
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I. INTRODUCTION
Perovskite-based Pb(B1/2B
′
1/2)O3 and Pb(B1/3B′2/3)O3 relaxor ferroelectrics (RFE) [1,
2], such as Pb(Sc1/2Nb1/2)O3 (PSN), Pb(Sc1/2Ta1/2)O3 (PST), Pb(Mg1/3Nb2/3)O3 (PMN),
Pb(Mg1/3Ta2/3)O3 (PMT), and Pb(Zn1/3Nb2/3)O3 (PZN) are technologically important
transducer/actuator materials with extraordinary dielectric and electromechanical proper-
ties. They also exhibit fundamentally interesting Vogel-Fulcher [3] temperature, T, and
frequency, ω, dependence of their dielectric constant, ²′(T, ω), that is not observed in con-
ventional ferroelectrics (FE) such as PbTiO3 or BaTiO3 , or antiferroelectrics (AFE) such as
PbZrO3[4]. Uniaxial RFE (e.g. Sr1−XBaXNb2O6) were extensively discussed in the review
by Kleemann et al. [5], but will not be considered here.
In a RFE, ²′(T, ω) exhibits a broad peak with ω-dispersion over the Hz −GHz range,
which clearly indicates relaxation processes at multiple time-scales. The oxymoronic phrase
“diffuse phase transition” (DPT) is often used to describe RFE, but there is no phase
transition to a RFE state because there is no macroscopic change of symmetry; rather
there is a crossover between the RFE state and the normal paraelectric (PE) state, which
implies that bulk properties asymtotically approach those of the PE state as temperature
increases. a distinction should be made between RFEs, and other FE with DPTs, such as
Pb(Fe1/2Nb1/2)O3, whose dielectric response does not have Vogel-Fulcher form [6]. Also, one
can distinguish between a RFE that freezes to a glassy state, such as PMN, and a system
such as PSN, PST or PZN (see however [7–10]) that exhibits RFE-like ω-dispersion, but also
a FE phase transition; for convenience, such systems will be referred to as incipient RFE,
iRFE.
In Pb(B,B′)O3 perovskites such as PMN, PSN and PST, chemical disorder creates local
electrostatic fields ~hi (often called “random” fields [11–13]) which strongly affect their di-
electric properties [14–22]. Charged or polar defects, such as Pb vacancies (probably Pb-O
divacancies[23]) also contribute to local fields. Chu, Setter and collaborators have shown
that an iRFE such as PSN or PST can be transformed to a RFE, by the addition of suf-
ficient vacancies [17–22]. This is particularly significant because it points to average local
field strength, < ~hi >, as the conjugate field for the RFE order parameter.
Hydrostatic pressure can also be used to reversibly transform an iRFE such as PSN
[24] into a RFE without a FE phase transition [24–30]. As discussed below, this should
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be understood in terms of energetic competition between normal FE ordering, which is
pressure sensitive and local fields which are essentially pressure-independent. In ordinary
ferroelectrics, e.g. PbTiO3 or BaTiO3, pressure suppresses FE ordering, and at some critical
pressure, PFE
<∼ 0.2 GPa, transforms the FE into a paraelectric (PE) [31–34].
In Pb(B1/3B
′
2/3)O3 systems a fully cation-ordered ground-state configuration has never
been realized, but long-range 1:1 partial order has been demonstrated in PMT [35–38] and
short-range order (SRO; ordered regions of approximately 2-6 nm in diameter in a disordered
matrix) is observed in PMN [39–46]. Randall and Bhalla [47] concluded from a review of
experimental data that inhomogeneities in the SRO are essential for RFE properties to
occur. Coupling between ~hi and FE degrees of freedom leads to the formation of polar
nanoregions (PNR) with collective dipole moments[47, 48], and PNR are deemed essential to
the ferroglass freezing that is observed in PMN [49]. The relationship between chemical SRO,
local fields, and PNR (i.e. coupling between chemical SRO parameters and polarization) is
clearly at the root of RFE properties in the Pb(B1/2B
′
1/2)O3 and Pb(B1/3B
′
2/3)O3 systems.
To clarify the energetics, dynamics, and temperature dependence of coupling between SRO,
local fields, and PNR, large-scale molecular dynamics simulations were performed on a first-
principles-based effective Hamiltonian model for PSN, and on empirical modifications of the
PSN Hamiltonian that were designed to make it more like a PMN Hamiltonian.
II. PHENOMENOLOGY
A. The Burns Temperature and Below
The maximum temperature for characteristic RFE properties is called the Burns temper-
ature, TB, above which the system is classically PE. Below TB, the PE → RFE crossover,
various physical properties exhibit deviations from those of normal ferroelectrics, as indi-
cated by the following experimental results for PMN: the index of refraction deviates from
a Curie-Weiss law [48] (Fig. 1); the cubic cell volume [50–52] deviates from a linear trend,
(Fig. 2); the intensity of elastic neutron diffuse scattering at ~ω = 0, ICP (the “central
peak”) increases from zero [52–56] (Fig. 3); and pair distribution function (PDF) analysis
of neutron scattering data [57] exhibits a significant increase in the refined “volume fraction
of rhombohedral phase” that optimizes the fit of a two phase, cubic + rhombohedral, model
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to the data (Fig. 4).
Burns and Dacol [48] interpreted their refractive index data (Fig. 1) as indicating the for-
mation of polar clusters “...several unit cells in size...”, that were enhanced in Nb content.
The suggestion of compositional heterogeneity as a source for the unusual properties of PMN
had already been made by Smolensky [1] and ultimately developed into the space charge
model [58], which was subsequently discredited by Akbas and Davies [35–38]. Notwithstand-
ing repeated attempts, no evidence of compositional fluctuations was produced. Rather, it
seems clear that the fluctuating quantity is the nonconserved chemical order parameter for
1:1 ordering of the “random site” or “random layer” model proposed by Akbas and Davies
[35–38]. In this model, NaCl-type ordering occurs on the B-sites, such that B and B′ site
occupancies are: B ≈ Nb; B′ ≈Mg2/3Nb1/3. Note that 1:1 chemical ordering does not imply
1:1 local stoichiometry not even in nanoscale chemically ordered regions (COR).
The “central peak” diffuse scattering results, Fig. 3, are strongly suggestive of local polar
ordering below TB, as are the Jeong et al. PDF analyses, Fig. 4[57]. The ”central peak”
intensity is sensitive to both PNR size and the degree of polar correlation within PNRs,
ideally, the PDF analyses [57] should deconvolute these variables. For Tf < T < TB,
the striking aspect of the PDF results[57] is that they predict almost no growth of the
rhombohedral phase fraction (which Jeong et al. [57] equate with PNR) in the interval
from Tf to T = 575 ±25K. This suggests that as T is reduced from above TB, the PNR
grow briefly in a 35-75K range just below TB, but then they do not grow again until Tf is
approached.
B. The Freezing Temperature and Below
The minimum temperature for RFE-properties is either a point of transition to a FE
phase, TFE [127], as in PSN, PST (e.g. [20] and references therein), and PZN [7, 59–61] or
a glassy freezing point, Tf , as occurs in PMN [49] (in an applied field [62] PMN transforms
to a normal FE with polarization axis [111], TFE ≈ 220K). At Tf , PMN exhibits various
changes that may be regarded as pre-transition phenomena: fits to powder neutron diffrac-
tion data,[50] indicate near discontinuous shifts in Pb- and O-positions at ≈ 300K (Fig.
5); ICP increases sharply in the neighborhood of Tf , [52–56] (Fig. 3), then plateaus below
Tf ; PDF fits to neutron diffraction data exhibit a bifurcation in peak heights, Fig. 6 at or
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FIG. 1: Refractive index as a function of temperature, deviates from a Curie-Weiss law below TB,
after [48]
TBTf
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FIG. 2: Cubic cell volume as a function of temperature in PMN deviates from linearity below TB,
after [50]
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FIG. 3: Intensity of the central peak, ICP , as a function of temperature. Below TB, ICP becomes
measurable and in the neighborhood of Tf it rises sharply then plateaus, after [55].
just above Tf .
The neutron powder diffraction results of Bonneau et al. [50] are particularly striking
(Fig. 5). Taken at face value, they appear to indicate discontinuous changes in atomic
positions at Tf ; i.e. a first-order phase transition. Macroscopically however, the system
remains cubic, and strictly speaking, phase transitions are phenomena that only occur in
infinite systems. The natural inference is that cooperative atomic displacements occur within
regions of the system that are too small to approach the thermodynamic phase transition
limit, but are large enough that the cooperativity of their atomic displacements is evident in
the powder neutron data. Similar uniform atomic shifts have been reported in PZN [63, 64].
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FIG. 4: ”Volume fraction of rhombohedral phase” (equated with PNR) as a function of tempera-
ture, from neutron pair distribution function analysis [57]. In the range Tf < T < TB φV ≈ con-
stant ≈ 0.1, and then φV rises sharply in the neighborhood of Tf , and plateaus at φV ≈ 0.3, after
[57].
The implied nanotexture is one in which very small domains [volume ≈ 1000-10,000(?) unit
cells] are sufficiently frustrated with respect to their polar orientation (sufficiently pinned
by local fields?) that a phase transition does not occur.
In PMN, the Bonneau et al. [50] atomic-shift results (Fig. 2), the diffuse scattering
ICP results [52–56] (Fig. 3) and the Jeong et al. PDF fits [57] (Figs. 6 and 4) support the
conclusion that there is significant PNR growth in the neighborhood of Tf , but no phase
transition. Jeong et al, [57] interpret their data as indicating that PNR start to grow at
Tf ≈ 300K, and devote far less attention to the temperature range Tf < T < TB, in
which most authors invoke PNR to explain the characteristic RFE properties. In most of
this interval, 300 < T < 600, the Jeong et al. fits suggest a nearly constant volume
fraction of rhombohedral phase, φV ≈ 0.1. Therefore, a more complete interpretation would
appear to be that for Tf < T < TB, PNR growth is frustrated, i.e. pinned by local fields,
so the PNR do not grow beyond the length scale of the chemically ordered regions. For
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FIG. 5: Atomic positions for (a) Pb- and (b) O as functions of temperature. The upper curve in
(b) is for O-shifts parallel to B-O-B chains, and the lower curve is for O-shifts perpendicular to
B-O-B chains, after [50].
T < Tf , however, PNR growth increases from φV ≈ 0.1 → φV ≈ 0.3, where it saturates.
In PSN and PZN, FE phase transitions occur, so one anticipates similar behavior, except
that the FE transition preempts freezing.
III. CHEMICAL ORDER-DISORDER
In Pb(B1/2B
′
1/2)O3 systems such as PSN and PST, the chemical order-disorder transition
is simple to characterize [14, 20, 65–70]. At sufficiently high temperatures (T > 1723K [71])
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FIG. 6: Neutron pair distribution function peak heights that bifurcate at T ≈ Tf , after [57].
B-site cations are disordered and at lower T they order into a NaCl type structure. The
NaCl configuration is the ground-state for a 1:1 mixture of differently charged ions on a
simple cubic array of sites, so this result is no surprise [72–75].
In PMN and other Pb(B1/3B
′
2/3)O3 systems, the situation is not so straightforward.
Long-range B-site ordering is not observed in pure PMN at low temperatures, presum-
ably for kinetic reasons. In the structurally analogous Pb(Mg1/3Ta2/3)O3 (PMT) Akbas
and Davies [35–38] demonstrated that by adding a small amount of PbZrO3, they could
achieve “random site” (“random layer”) ordering, which is NaCl-type ordering of B-stes
into: B ≈ Ta; B′ ≈ Mg2/3Ta1/3 (presumably Zr4+ is about equally distributed on both
sites). This structure is not a ground-state, owing to disorder in the (111) layers with
≈ Ta1/3Mg2/3 composition. Inevitably some ordered configuration of the Ta1/3Mg2/3-layer
must have lower energy than the disordered configuration. Some candidate ground state
structures based on 30 atom supercells were identified in computational studies [72–77], but
more recent work indicates that a 90 atom supercell candidate is still lower in energy[78].
Even in the absence of local fields from chemical disorder of differently charged ions, e.g.
in PbTiO3 and PbZrO3, Pb displaces from ideal perovskite positions to form shorter bonds
with a subset of its’ oxygen nearest neighbors (NN) thereby reducing the total energy. In
Pb(B,B′)O3 systems with differently charged B- and B′-ions, Pb preferentially displaces
towards underbonded oxygens, Ou, i.e. O coordinated by two B-site ions with average for-
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mal charges less than 4+ (Sc3+–O–Sc3+ in PSN or PST; Mg2+–O–Mg2+ in PMN or PMT)
[72–76, 79], Fig. 8. First-principles studies show that the energies of Pb(B1/2B
′
1/2)O3 and
Pb(B1/3B
′
2/3)O3 superlattices do not follow the same hierarchy as a purely ionic model, but
the energies of the corresponding Ba-based superlattices do. Specifically, the ground states
for a purely ionic model are: NaCl-type ordering, as is observed in Ba(B1/2B
′
1/2)O3 sys-
tems; and a 1:2 superlattice along [111] (the [111]1:2 structure), as is observed in the
Ba(B1/3B
′
2/3)O3 systems [e.g. a Mg-layer then two Nb-layers perpendicular to [111] in
Ba(Mg1/3Nb2/3)O3]. That PMN does not order in [111]1:2 fashion indicates the importance
of short-range (chemical) effects in the Pb(B,B′)O3 systems.
Short-range Pb2+-Ou interactions are also central to the understanding of local fields
[80]. Fig. 8 shows the connection between the B-site cation distribution around a Pb ion
and the local fields in the NN approximation, and the difference between typical large ~hi and
small ~hi environments. Table I is an enumeration of the 22 different NN Pb-environments
and their ~hi values, in normalized units. To first order, it shows the allowed range of local
field values that perturb normal polar ordering. In proportion to the difference in the ionic
charges between B and B′ (Mg2+ and Nb5+ in PMN, vs. Sc3+ and Nb5+ in PSN),
< ~hi >PMN = 1.5 < ~hi >PSN in the NN approximation for equivalent nn arrangements
of B and B′[80].
Relaxor properties have also been reported in A(B,B′)O3 systems with equally charged B
and B′ ions, e.g. Ba(Zr1−xTix)O3 [81–85]. Here the source of local fields that are induced by
Zr4+/Ti4+ chemical disorder must be something more subtle. For example: strain coupling
associated with significantly different ionic radii for Zr4+ (0.087nm) and Ti4+ (0.068nm)
[84]); differences in Zr- and Ti-off-centering in ZrO6 and Ti6 octahedra, i.e. fundamental
differences between Zr–O and Ti–O bonds; or differences in the ferroactivities of Ti and
Zr [86].
10
m n
ox
z
y
k
j
l
i
p
Pb
FIG. 7: Indexing of B-sites that are nearest neighbors to a Pb atom; c.f. Table I.
IV. PNR SIZE
Assuming that iRFE and RFE systems have PNR below TB, a fundamental question is,
how big they are, and how do PNR length scales vary as functions of T? Various experimental
estimates of PNR size have been published, and they are tabulated in Table II: In 1983,
Burns and Dacol [48] suggested that polar clusters in PMN would be “...several unit cells in
size...;” Takesue et al. 2001 [87–89] reported X-ray diffuse scattering data which indicated
“...approximately spherical correlations with a diameter of 30-40 A˚ which is most likely
the size of polar microregions”; Blinc et al. 2003 [49] describe them as “...smaller than
500 A˚..” an uncertainty-range of ≈ 1.5 orders of magnitude for static values, although
most estimates are near the low end of that range. In addition, several estimates indicate
temperature dependence in PNR size [57, 89–91].
11
TABLE I: Local fields at A-sites that have symmetrically distinct nearest neighbor B-site coordi-
nation cubes.
Configuration, Fig. 7 ‡M256 |~h| |~h| Crystallographic
i, j, k, l, m, n, o, p† PSN? PMN Direction
1, 1, 1, 1, 1, 1, 1, 1 1 0 0 < 0, 0, 0 >
1, 1, 1, 1, 1, 1, 1, 1 8 6.93 10.39 < 1, 1, 1 >
1, 1, 1, 1, 1, 1, 1, 1 12 11.31 16.97 < 1, 1, 0 >
1, 1, 1, 1, 1, 1, 1, 1 12 8.00 12.00 < 0, 0, 1 >
1, 1, 1, 1, 1, 1, 1, 1 4 0 0 < 0, 0, 0 >
1, 1, 1, 1, 1, 1, 1, 1 24 13.27 19.90 < 1, 1, 3 >
1, 1, 1, 1, 1, 1, 1, 1 8 6.93 10.39 < 1, 1, 1 >
1, 1, 1, 1, 1, 1, 1, 1 24 6.93 10.39 < 1, 1, 1 >
1, 1, 1, 1, 1, 1, 1, 1 6 16.00 24.00 < 0, 0, 1 >
1, 1, 1, 1, 1, 1, 1, 1 2 0 0 < 0, 0, 0 >
1, 1, 1, 1, 1, 1, 1, 1 6 0 0 < 0, 0, 0 >
1, 1, 1, 1, 1, 1, 1, 1 8 13.86 20.78 < 1, 1, 1 >
1, 1, 1, 1, 1, 1, 1, 1 24 8.00 12.00 < 0, 0, 1 >
1, 1, 1, 1, 1, 1, 1, 1 24 11.31 16.97 < 1, 1, 0 >
1, 1, 1, 1, 1, 1, 1, 1 24 6.93 10.39 < 1, 1, 1 >
1, 1, 1, 1, 1, 1, 1, 1 8 6.93 10.39 < 1, 1, 1 >
1, 1, 1, 1, 1, 1, 1, 1 24 13.27 19.90 < 1, 1, 3 >
1, 1, 1, 1, 1, 1, 1, 1 4 0 0 < 0, 0, 0 >
1, 1, 1, 1, 1, 1, 1, 1 12 8.00 12.00 < 0, 0, 1 >
1, 1, 1, 1, 1, 1, 1, 1 12 11.31 16.97 < 1, 1, 0 >
1, 1, 1, 1, 1, 1, 1, 1 8 6.93 10.39 < 1, 1, 1 >
1, 1, 1, 1, 1, 1, 1, 1 1 0 0 < 0, 0, 0 >
†In column one: 1 implies Sc3+, or Mg2+; 1 implies Nb5+.
‡Multiplicity (degeneracy) per 256 possible configurations.
?~h is normalized such that ~h = 4pi²0²| < rPb−B > | · | ~E|, with ² an effective screening parameter.
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TABLE II: Reported determinations of PNR length-scales, `COR and/or `PNR, for chemical and/or
polar nanoregions in A(B,B′)O3 perovskites.
System `COR `PNR Technique AF1 DateRef
nm nm
PSN-D 32 TEM3 1995[70]
PSN-D 54 TEM 2001[15]
PSN-O0.4 XDS5 Y 1999[87, 88]
PSN-O1.0 XDS Y6 1999[87, 88]
PSN-O TEM 2001[15]
PST-D ≈ 2 TEM 1986[66]
PST-O? 40-2007 TEM 1986[66]
PST-D 10-30 TEM 1995[70]
PST-O0.1 3.5-5 ≈ 3.5− 5 TEM 1995[20]
PST-V0.2 15-50 ≈ 5 TEM 1995[20]
PST-O0.93 100-1000 TEM 1995[20]
PST-O TEM Y6 1990[68]
PSNT-O8 60-100 TEM 1995[70]
PMN 2-6 TEM 1979[39]
PMN 13.5 at 400K NDS 1989[92]
PMN 2-5 PNPD PDF9 1994[43]
PMN XDS Y 2000[93]
PMN ?- 3010 XDS Y 2000[94]
PMN 3-811 XDS Y 2001[89]
PMN 5 ?12 XDS 2003[95]
PMN < 50 XRD13 2003[49]
PMN 2.5-4.214 NDS15 2003[90]
PMN 0.6-1.216 NDS 2004[91]
PMT 2
1 Antiferroelectric ordering reported. 2 D ⇒ chemically disordered; O ⇒ ordered; V ⇒ Pb
vacancies (probably Pb-O divacancy pairs; subscripts on D, O, and V indicate chemical
long-range order parameters. 3 TEM = Transmission Electron Microscopy. 4 Estimated from
their Fig. 6. 5 XDS = X-ray Diffuse Scattering. 6 T< 333K. 7 COR size increasing with
annealing time (2.5-16hrs) at 973K. 8 PSNT = PSN0.5PST0.5. 9 PNPD = Pulsed Neutron Powder
Diffraction, PDF = pair distribution function. 10 Below ≈ 173K PNR > 30 nm freeze out. 11
Decreasing as a function of temperature to 3-4nm. 12 Decreasing as a function of pressure. 13
XRD = X-ray diffraction. 14 `PNR ≈ 3.5, 4.2, 2.5nm at T = 20, 100, 300K, respectively. 15 NDS
= Neutron Diffuse scattering. 16 `PNR ≈ 0.6 and 1.2nm at T = 450 and 225K, respectively.
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hlocal =11.31[110]
hlocal =16[001]
hlocal = 0
hlocal = 0
FIG. 8: Four of the 22 possible configurations of nearest neighbor B-site ions around a Pb-ion
(Table I): (a) ~hi is in the [110] direction, and the Pb-ion is unstable with respect to displacement
towards the underbonded oxygens, Ou, i.e. oxygens between two Sc3+-ions; (b) by symmetry,
~hi = 0, so attraction of the Pb-ion toward the Ofu-ions is frustrated, displacing towards one
implies a displacement away from the other; (c) ~hi is in the [001] direction, so the Pb-ion is
strongly attracted towards the Sc-layer which has many Ou-ions; (d) by symmetry ~hi = 0, this is
the configuration of all Pb-environments in the perfectly ordered PSN ground state.
V. SIMULATIONS
A. The Effective Hamiltonian
Molecular dynamics (MD) simulations were performed using a first principles effective
Hamiltonian model[96] Heff for PSN, ( the FP-PSN model). Heff for FP-PSN was ob-
tained by adding a local field term to an Heff similar to those previously derived for simple
ABO3 perovskites such as PbTiO3 and BaTiO3 [96–100]. In Heff , the full set of atomic
displacements from equilibrium positions is projected onto the subspace of low-energy vibra-
tional modes that includes the FE instabilities. represented by local variables ~ξi centered
on each Pb site i. The polarization in Heff is (Z
?
∑
i
~ξi)/V , where Z
? is the dipole moment
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for a unit local distortion.
Heff is obtained from a Taylor expansion of the total energy around a high-symmetry
reference structure in terms of ~ξi, homogeneous strain eαβ, and local fields:
Heff = H(~ξi) + H(eαβ) + H(~ξi, eαβ) + H(~ξi, σl, υPb−O, . . . ), (5.1)
The first three terms give a valid Heff for a perovskite without local fields[97–100],
(here, the reference structure is a NaCl-ordered PSN cell). H(~ξi, σl, υPb−O, ...) is the local
field term,[80, 96] in which, σl indicates contributions from chemical disorder on B-sites,
υPb−O indicates contributions from Pb-O divacancy pairs, and ”. . . ” the contribution(s)
from any other charged or polar defect(s).
The terms in Heff that determine FE instability are
∑
i
(
A|~ξi|2+ B |~ξi|4 + C(ξ4ix + ξ4iy + ξ4iz) + (5.2)
D |~ξi|6 +D′(|~ξi|2)(ξ4ix + ξ4iy + ξ4iz) +D′′(ξ6ix + ξ6iy + ξ6iz) + E|~ξi|8
)
(5.3)
is the Taylor expansion of the local distortion energy. Long range Coulomb interactions
between the dipole moments associated with local distortions are given by
∑
i
∑
~d
(Z?)2
²∞
· (
~ξi · ~ξi(dˆ)− 3(~ξi · dˆ)(~ξi(dˆ) · dˆ))
|~d|3 , (5.4)
where ²∞ is the electronic dielectric constant. Short-range corrections to intersite coupling
are included out to third neighbors, via the longitudinal and transverse coupling parameters
aL, aT , . . . cT . Table III lists the numerical values of Heff parameters for the FP-PSN model.
The strain term H(eαβ) is
Nf
∑
α
eαα +
N
2
C11
∑
α
e2αα +
N
2
C12
∑
α 6=β
eααeββ +
N
4
C44
∑
α 6=β
e2αβ,
where C11, C12 and C44 are the elastic constants and the linear strain parameter f is
included to compensate for the error between the simulated room temperature lattice pa-
rameter of PSN and the experimental one. The local mode-strain coupling H(~ξi, eαβ) is
given by
g0(
∑
α
eαα)
∑
i
|~ξi|2 + g1
∑
α
(eαα
∑
i
ξ2iα) + g2
∑
α<β
eαβ
∑
i
ξiαξiβ (5.5)
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TABLE III: Effective Hamiltonian parameters for PSN. Units are eV per five atom cell, except for
Z*, which is in eA˚, and ²∞, which is dimensionless.
A −0.8112 aL 17.24 C11 128.3
B 752.2 aT −4.131 C12 38.08
C 542.0 bL −0.0340 C44 122.4
D −1.702× 104 bT1 −0.0340 g0 −50.60
D′ 6.474× 104 bT2 1.224 g1 −136.5
D′′ −5.963× 104 cL −0.4300 g2 −212.6
E 5.708× 104 cT −0.8601 f 1.117
Z? 25.53 ²∞ 7.18 x −3.041
The local field modification to Heff is:
−x
∑
i
~Ei · ~ξi, (5.6)
where ~Ei is the electric field at point i. If the distribution of cations on B-sites is the
only source of local fields, then the local electric fields are those obtained from an array of
effective point charges of −1 and +1 for Sc and Nb, respectively; screened by an effective
dielectric constant ² ∼ 10. The electronic dielectric constant ²∞ is approximately 7 in PSN;
screening by atomic motion not included in Heff accounts for the slightly larger value of ².
The value of x in Table III is for a normalization of ~E such that | ~E| = 4 at each Pb-site
in a supercell containing alternating Sc and Nb planes in the [001] direction.
B. Molecular Dynamics and Derivative Models
Molecular dynamics simulations were performed in 40x40x40 unit cell simulation boxes;
i.e. 64,000 Pb-centered local mode variables that represent 320,000 atoms. For FP-PSN,
time averaging is over at least 800 MD snapshots with 100 MD time steps between snapshots
(80000 MD steps ≈ 70 picoseconds). In principle, MD simulations can evaluate ²′(ω),
but accessible time scales on the order of 0.1 ns imply that only frequencies greater than
approximately:
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(0.1 ns)−1 = 10 GHz (5.7)
are accessible. This allows access to phonon modes, but not to the GHz-Hz frequency
range in which ²′(ω)-dispersion is measured in RFE. Thus, all ²′(T ) curves presented be-
low are calculated for the static part of the response, and typical ²′(ω, T ) curves are not
reproduced.
In the FP-PSN simulations, experimental microstructures with 1:1 ordered regions of
2-6 nm length scale (PSN [14, 15, 70]; PST [20, 66–70]; PMN[39–46, 58]) are modeled by
idealized supercells containing ≈ 4 nm 1:1 chemically ordered regions (COR) in a percolating
disordered matrix (PDM) of chemically disordered regions (CDR).
Simulations allow a complete spatial analysis of correlations between chemical- and polar-
ordering which has not been achieved experimentally, and therefore an analysis of the char-
acteristic PNR length scale. Because each polar local-mode variable is identified as part of
a COR or CDR it is possible to identify which parts of the chemical microstructure have
enhanced polarization, or polarization-fluctuations, and to see how the dielectric properties
of different chemical domains are correlated with one another. By monitoring cluster-cluster
correlations as functions of separation it is possible to distinguish between single- and multi-
cluster PNR: multi-cluster PNR will exhibit strong cluster-cluster correlations within the
PNR length scale, but not beyond it; with only single-cluster PNR there will be no depen-
dence of cluster-cluster correlations on the separation between the clusters.
Some semiempirical modifications of the FP-PSN model were also simulated. In one
modification, the strength of local fields in PSN was arbitrarily increased In another, a
“poor man’s PMN” model (pmPMN) was constructed by combining the FP-PSN dielectric
model with a PMN-appropriate ~h distribution. This seems justified, because: 1) PMN
and PSN share the same tendency towards [111] directed FE polar ordering, although FE
ordering in PMN only occurs in an applied field [62]; 2) from the NN approximation for
~hi, [80], plus the Akbas and Davies results for chemical ordering in PMT and PMN-PSN,
[35–38, 101] it is possible to construct a realistic ~hi-distribution for PMN. For pmPMN the
time step was 0.6 fs which a implies a 50 ps simulation.
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C. Previous FP-BasedSimulations
Previous FP-based PSN simulations [96, 102–106] share some common predictions: Con-
sistent with experiment 1) a first-order Pm3m 
 R3m transition to a FE ground-state in
both the chemically ordered and disordered states (experimentally, R3m; a0 = 4.080 A˚,
α = 89.89◦ at room-T [113]); 2) some broadening of ²′(T ) in the disordered state. Ap-
parently contrary to experiment [15], they all predict that the chemically ordered phase
in PSN has a higher FE-transition temperature than the chemically disordered phase,
TFE(Ord) > TFE(Dis). This experimental result is surprising because in isostructural
Pb(Sc1/2Ta1/2)O3 (PST) the observed order of transitions is TFE(Ord) > TFE(Dis) [17–
22], and one expects the ~hi that are created by chemical disorder to depress TFE, as in PST.
It is possible that oxygen octahedral tilting instabilities (ignored in this work) compete with
FE instabilities in a configuration- dependent manner that affects the ordering of the TFE.
It is probable, however, that the TFE(Ord) < TFE(Dis) order in PSN experiments results
from a sample preparation problem: long annealing times are required to achieve a high de-
gree of chemical order, and this promotes Pb-loss, which depresses TFE and a more diffuse
dielectric peak; e.g. see Perrin et al. [15], the ”PSN-85” sample in their Figure 1c.
Regarding simulations of Pb(Zr1−xTix)O3 (PZT), which is not a relaxor but is closely
related, see [107–112].
D. Local Field Configuration in the Simulation Box
The chemical SRO microstructure maps onto a local field microstructure that perturbs
the underlying normal FE behavior of the system. The diffusive chemical order-disorder
in these systems freezes at temperatures (T <∼ 1000K) [101] much greater than the tem-
perature range of interest for RFE properties (T <∼ 400K). Thus the ~hi-microstructure
corresponding to a given configuration of chemical order may be treated as fixed in the sim-
ulated temperature range; i.e. it is sufficient to fix a Sc-Nb configuration and then calculate
the local field at each Pb-site once before running the simulation. This procedure implies
the approximation of ignoring changes in ~hi that are caused by inhomogeneous strain.
Quian and Bursill[12] derived a NN approximation (Table I) for ~hi in PMN and applied
it in a two-dimensional Potts-model simulation. A similar three-dimensional model is used
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here, but the ~hi (Fig. 9) are calculated from an electrostatic point-charge model for the full
403 B-site configuration in the simulation box. The full box approximation is preferred to a
NN approximation because electrostatic interactions are inherently long range, and the NN
approximation errs by making ~hi = 0 when |~hi| should be small but finite, owing to farther
neighbot interactions. The full box approximation errs on the side of overemphasizing distant
neighbor interactions that would be screened by intervening charges, but this is not expected
to qualitatively change simulation results, whereas it is known that small but finite fields
can have significant qualitative effects on phase transitions. For example, a ferromagnet
exhibits no phase transition in an arbitrarily small applied field.
In the simulations presented here, the chemical- and therefore local field microstructure
of each box consists of 20 COR in a PDM. Each COR contains 800 Pb-sites in a convex
approximately spherical shape. In order to compare the statistics of the COR and the PDM
without artifacts due to averaging over different volumes, the PDM is divided (for accounting
purposes only) into 60 CDR of the same size and shape as the 20 COR. The PSN and PMN
supercells have the same spatial distributions of COR and CDR, but they differ with respect
to bulk composition: 1:1 Sc3+:Nb5+ in PSN; 1:2 Mg2+:Nb5+ in PMN. Figures 9a and 9b,
show two-dimensional projections of local fields onto (110) planes through simulation boxes
for PSN and PMN. Figure 9 (c) is a comparative plot of |~hi| values along a single line in
the simulation box for the two configurations.
In the PSN box, Figures 9a and 9c, maximally ordered COR are embedded in a PDM. The
~hi in COR (red) are small and rather homogeneously distributed, while those in the PDM
are significantly larger and more variously distributed. If calculations of ~hi were truncated
at the NN approximation, then ~hi would be exactly zero at many Pb-sites, especially in
the COR. Because the COR are maximally ordered, and the PDM is approximated by a
random distribution, this microstructure is a limiting case that maximizes the difference in
average local field strength, ∆ < |~hi| >, between COR and CDR. Both chemical disorder in
the COR and SRO in the CDR would reduce the difference:
∆ < |~hi| > ≡ < |~hi| >CDR − < |~hi| >COR (5.8)
In the PMN box, Figures 9 b and c, the COR and CDR both have approximately 1:2
Mg2+:Nb5+ stoichiometries but the COR are 1:1 ordered, consistent with the “random site”
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model of Akbas and Davis [35–38]; i.e. the COR are ordered into alternating (111) layers
with compositions Nb and Mg2/3Nb1/3, respectively. There are two important differences
between the local fields in PSN and those in PMN: 1) because of the larger charge-difference
Mg2+ and Nb5+ in PMN, vs. Sc3+ and Nb5+ in PSN, ~hi(PMN) ≈ 1.5~hi(PSN) (the
factor of 1.5 is exact in the NN approximation, Table I) [80]; 2) in PMN 1:1 random site
ordering in the COR reduces the difference between < ~hi >COR and < ~hi >CDR, relative to
the corresponding difference in PSN.
VI. RESULTS
A. MD simulations of PSN
Figure 10 plots the individual cluster polarizations, ~Si(t), for the 20 COR and 60 CDR as
functions of temperature. Here subscript i = O indexes a COR, i = D indexes a CDR, and
t is the MD time step; ~Si is used rather than ~Pi to distinguish between individual cluster
polarizations and the net polarization for the whole simulation box. Time averaging (repre-
sented by triangular brackets <> in the equations) is over at least 800 MD snapshots with
100 MD time steps between snapshots (80000 MD steps ≈ 70 picoseconds). At all temper-
atures, average and maximum values of ~Si(t), and εi, for the COR, are greater than those
of the CDR. Thus, COR are regions of enhanced polarization and enhanced polarization
fluctuations throughout the T-range sampled in the simulation.
Intracluster polarization fluctuations are related to intracluster partial contributions to
the total dielectric constant εii:
εii(T ) ∝ <
~Si(t) · ~Si(t) > − < ~Si(t) >< ~Si(t) >
T
. (6.1)
Fig. 11 shows εi(T ). The εi are proportional to individual cluster contributions to the the
total system dielectric constant. Maxima for εO(T ) curves are two to four times greater
than those for εD(T ). The εO(T )-maxima occur over a wider range of temperatures, and
the normalized widths of εO(T )-curves are significantly greater than those for εD(T ). Thus,
cluster polarizations and their fluctuations are significantly greater in COR, which implies
that COR must at least act as nuclei for the PNR.
The prediction of a Pm3m
 R3m FE phase transition is evident in Fig.12 which plots
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FIG. 9: Local fields (arbitrary units) at Pb-sites projected on (110) planes through simulation boxes
for: (a) PSN stoichiometry with maximally ordered chemical nanoregions (red) in a random matrix
(blue); (b) PMN stoichiometry with 1:1 ordered (but 1:2 stoichiometry) chemical nanoregions in a
random matrix; (c) A comparison of one-dimensional lines of Pb-sites through the PSN and PMN
simulation boxes in which the y-axis is the absolute value of the local field. In the PSN simulation
box, local fields are small in the chemically ordered regions. In the PMN box, they are significant
in ordered regions, but larger still in the disordered matrix. PMN local fields in disordered regions
are on average ≈ 1.5 times larger than those in PSN because of the greater B-site charge difference
(Mg2+ and Nb5+ in PMN vs Sc3+ and Nb5+ in PSN)
.
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FIG. 10: Average polarizations per unit cell for 800 unit cell clusters, as functions of temperature.
On average, the chemically ordered regions (COR) have higher polarizations,~Si. at all tempera-
tures, owing to polarization reductions in the chemically disordered regions (CDR) that are caused
by local fields, ~hi.
400 500 600 700 800
T(Kelvins)
0.00
0.02
0.04
0.06
ε C
 =
 <
S
i(
t )
S
i(
t )
>
 −
 <
S
i(
t )
>
2
  
( C
2
/ m
4
)
COR
CDR
FIG. 11: Polarization fluctuations, εi(T ), in individual chemically ordered and disordered clusters.
Lines connect values for specific ordered clusters, COR. Thus, εi(T ) is a cluster dielectric constant,
and the dielectric constant for the whole system would be the sum of the 80 εi (plus relatively
small ¿ intercluster contributions).
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FIG. 12: Cluster-polarization dot products as functions of temperature: O-O indicate products
between the moments of two chemically ordered clusters, | < ~SO(t) · ~SO′(t) > |; O-D for products
between chemically ordered- and disordered clusters, | < ~SO(t) · ~SD(t) > |; D-D are for two
disordered clusters, | < ~SD(t) · ~SD′(t) > |. Solid lines link average products. Above TFE ≈ 600K,
| < ~Si(t) · ~Sj(t) > | ≈ 0, and below TFE | < ~Si(t) · ~Sj(t) > | > 0.
T-dependent dot products of cluster moments, < ~Si(t) · ~Sj(t) >. These results give the
clearest indication that a FE phase transition occurs in the neighborhood of T = 600K.
Above 600K there are about equal numbers of positive and negative values for all three
distributions (COR-COD, COR-CDR, CDR-CDR) but below 600K all three distributions
have averages that are greater than zero. All three populations [< ~PO(t) · ~PO′(t) >, <
~PO(t) · ~PD(t) >, and < ~PD(t) · ~PD′(t) >] have averages greater than zero which indicates
a FE-transition throughout the system. Superficially, this contradicts nuclear magnetic
resonance studies of a “20-25%” chemically ordered PSN single crystal by Laguta et al.
[114] which indicate that FE-long-range order is clearly stronger in COR than in CDR, but
according to Laguta et al. FE long-range order is only established in the COR. However,
Laguta et al. also say, ”...that even in the disordered parts of the crystal, local polarization
acquires a projection along the direction of spontaneous polarization,” which is tantamount
to acknowledging FE long-range order in the CDR as well. Furthermore, Perrin et. al.[15]
report a first-order FE transition in chemically disordered PSN. So it appears that the
simulations and experiments agree.
The absolute values of pairwise cluster-cluster fluctuations, | < ~Si(t) · ~Sj(t) > | − | <
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~Si(t) >< ~Sj(t) > |, are plotted in Fig. 13. Dotted lines connect maxima for each distri-
bution to indicate the envelope of values for each. In a normal FE without local fields, all
distributions would be the same and they would all tend to zero as T → 0. In the simulated
nano-ordered configuration, however, pinning by local fields severely hinders alignment of
the COR-CDR and CDR-CDR distributions below TFE, so their fluctuations remain large
at low T. Below TFE, the COR-COR distribution behaves very much as one would expect
it to in a normal FE, except that a small tail persists to low-T. Starting at about 500K,
and persisting above TFE, the COR-CDR and CDR-CDR fluctuations drop rapidly and fall
significantly below the COR-COR distribution. Above TFE, the COR-COR distribution
remains greater than the COR-CDR and CDR-CDR distributions, which indicates signifi-
cantly stronger COR-COR interactions in the range TFE < T < TB.
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FIG. 13: Pairwise cluster-cluster fluctuations as functions of temperature. Without local fields,
all pairwise distributions would be identical, and they would all tend to zero as T → 0. Dotted
lines at the maxima of the three distributions are to guide the eye by delineating the different
distribution envelopes. The COR-COR fluctuations approximately follow a normal ferroelectric
trend, but small local fields in the COR cause a small deviation at low temperature. For the CDR-
CDR and CDR-COR fluctuations this deviation is much larger, owing to the much higher average
strength of local fields in the CDR. Above TFE , the COR-CDR and CDR-CDR distributions drop
significantly below the COR-COR distribution, indicating much stronger COR-COR interactions
in this T-range.
In Figs. 14, cluster-cluster correlations, < ~Si(t) · ~Sj(t) >, are plotted as functions of inter-
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FIG. 14: Isothermal pairwise cluster-cluster correlations as functions of inter-cluster separation
dij : a) T < TFE , 550K; b) T ≈ TFE ≈ 600K; c) T > TFE , 650K. The magnitudes of pairwise
correlations exhibit the hierarchy: | < ~SO(t) · ~SO′(t) > | > | < ~SO(t) · ~SD(t) > | > | <
~SD(t) · ~SD′(t) > |. All figures plotted at the same scale. Multi COR polar nanoregions, PNR,
would have strongly correlated near neighbor COR (di,j <∼ 6nm) and therefore one would expect
some di,j dependence in the COR-COR correlations, but no such trend is evident.
cluster separations, di,j. If PNR include more than one COR, then one expects significant
di,j-dependence in the COR-COR correlations, particularly in the NN range di,j
<∼ 6nm. No
such trend is evident however (except perhaps for dij
<∼ 6nm in COR-CDR and CDR-CDR
correlations), which strongly suggests that PNR contain no more than a single COR. The
apparently random, dij-independent, distributions of ξOO′ , ξOD, and ξDD′ above TFE (Figs.
14b and 14c) suggest random-bond type interactions, as postulated in the spherical random
bond random field model [115, 116].
It is of course conceivable that the PNR are as large as the whole simulation box, but
25
FIG. 15: A snapshot of local mode polarizations in: (a) FP-PSN at T = 600K ≈ TFE ; (b) pmPMN
(see below) at T=130K ≈ Tmax. More highly correlated (red) regions are chemically ordered and
the more disordered matrix (blue) is chemically disordered.
Fig. 15, which is a snapshot of the local mode polarizations indicates that this is not the
case. Arrows in Fig. 15, indicate the local polarizations at each Pb-site in a (110) plane
through the simulation box. The COR are colored red, and the PDM is blue. Two COR
in the upper left quadrant, and along the upper left to lower right diagonal, appear to be
highly correlated, but others clearly are not. A movie of 96 such snapshots shows that the
COR cluster polarizations rotate relatively freely and independently, while Pb-polarizations
in the PDM are less correlated with their near neighbors, and are often restricted in their
rotation by local fields.
B. Modifications of the FP-PSN Model
C. Pb-O divacancies
The effects of nearest-neighbor Pb-O divacancies on PSN were modeled by fixing the value
of the local polar distortion variable, ξ, at randomly selected Pb sites to yield the dipole
moment for a Pb-O divacancy in one of the 12 possible [110]-type directions; the specific
[110] direction is randomly assigned. The magnitude of the Pb-O dipole moment was set
to the value calculated from first principles for PbTiO3,[23] and the orientations of Pb-O
vacancy moments remain fixed throughout the simulation. Figure 16 shows the effect on
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polarization of adding 1% Pb-O divacancies to the FP-PSN model. The FE phase transition
is significantly reduced and the onset of polarization is significantly more gradual, indicating
a more glassy system, and possible replacement of the phase transition by a crossover to a
RFE.
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FIG. 16: Polarization as a function of temperature for: the FP-PSN model, blue diamonds; the
FP-PSN model with 1% Pb-O divacancy pairs, green triangles; and the pmPMN model, red circles.
Both the addition of divacancy pairs, and the stronger local fields plus increased chemical disorder
in the pmPMN model, significantly reduce TFE . They also cause more gradual onsets of polar
ordering, which is characteristic of glassy systems and suggestive of a crossover to a relaxor state.
1. The Effect of Increasing |~hi|
As noted above, local fields in PMN are a factor of ≈1.5 stronger in PMN, than in
PSN owing to the larger difference in B-ion charges (rigorously 1.5 in a NN approximation,
approximately so in a full box approximation). Thus, the simplest way to modify the FP-
based PSN model so that it is more like PMN is to arbitrarily multiply all the < ~hi > by
1.5. Figure 17 shows the effect on the dielectric constant: the curve labeled with a factor of
1.0 is for the FP-PSN model; a factor of 1.5 increase broadens ²′(T ), and reduces TFE as
one expects in an iRFE or RFE; a factor 1.9 increase severely broadens ²′(T ), and may
well suppress the phase transition; a factor of 2.7 is clearly sufficient to suppress the phase
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transition.
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FIG. 17: The effect on ²′(T ) of arbitrarily increasing |~hi|: 1.0 labels the FP-PSN curve; 1.5 is
approximately the PMN value, which broadens ²′(T ) and reduces Tmax; 1.9 may well suppresses
the phase transition; 2.7 clearly suppresses it.
2. Poor Man’s PMN
Figures 15b above, 16, 18, 19 and 20 plot results of the pmPMN model which combines
the FP-PSN dielectric model with a PMN-appropriate distribution of local fields. Figure
15b is a polarization snapshot at T = 130K ≈ Tmax which highlights the greater polar
disorder in the pmPMN model relative to the FP-PSN model. Figure 16 plots polarization
as a function of temperature. Polar ordering is predicted at T <∼ 400− 500K, but the P(T)
curve does not behave as one would expect for a critical, much less first-order, transition.
Rather, P(T) gives the impression of approaching zero asymptotically as T increases. This
is similar to what is predicted for the addition of Pb-O divacancies, Fig. 16. It is also
similar to the P(T)-curve labeled ”Disordered(2)” in Figure 8 of Setter and Cross [65]; a
chemically disordered PST sample that has a RFE-like ²′(T )-curve, and that was later found
to have significant Pb vacancies. Thus, the P(T)-curve for pmPMN is strongly suggestive
of a crossover to a RFE, rather than a critical- or first-order FE-phase transition.
Calculated ²′(T/Tmax) and ²′(T − Tmax) curves for chemically ordered PSN (FP-PSNO,
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in which all hi = 0), and for the FP-PSN and pmPMN models are plotted in Figures 18a
and b respectively. Surprisingly, relative to the FP-PSNO simulation, the FP-PSN model
exhibits very little broadening in either relative or absolute units. However, the pmPMN
model exhibits dramatic ²′(T/Tmax) broadening, and some ²′(T −Tmax) broadening as well,
which is strongly suggestive of iRFE or RFE character in the pmPMN model.
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FIG. 18: Comparison of pmPMN- and FP-PSN model predictions for dielectric constants as func-
tions of (a) reduced temperature, T/Tmax, and (b) T-Tmax. Relative to chemically ordered PSN,
FP-PSNOrdered, the FP-PSN model exhibits little or no broadening, but pmPMN peak is dramat-
ically broadened in (a) and significantly so in (b). Here Tmax is the T at which a maximum value
of ²′ was calculated, and it probably does not correspond to the value one would obtain with
smaller T-intervals between simulations.
Figure 19 plots pairwise cluster polarization dot products which were used to establish the
FE-phase transition in FP-PSN. For pmPMN they clearly indicate much more pretransition
short- to medium-range polar ordering, and average values clearly become positive definite
below about 200K, recall that these are essentially the square of the Edwards Anderson
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FIG. 19: Cluster polarization dot products for the pmPMN model; c.f. 12. It is not clear if a phase
transition occurs or not, but pretransition short-range polar ordering is significantly enhanced
relative to the FP-PSN model.
order parameter, not long-range order parameters. The polarization which is a long-range
order parameter does depart from zero at T ≈ 500K Fig. 16, but as noted above it does so
very gradually. This may be a finite size limitation in the pmPMN simulation; i.e. with such
high a value of < ~hi >, the 40
3 unit cell system may be small enough to show significant
finite-size effects that are not apparent at the lower values of < ~hi > which characterize
FP-PSN. Thus, one clearly demonstrates a phase transition in FP-PSN but the results for
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FIG. 20: Polarization fluctuations, εi(T ), in individual COR and CDR for the pmPMN model; lines
connect values for specific clusters. Clearly, the COR dominate the suseptibility in the temperature
range 200K < T < 600K, presumably TFE or Tf < T < TB; c.f. Fig. 11.
pmPMN are less well defined.
The strongest prediction of RFE behavior in the pmPMN model is evident in Fig. 20,
where εi(T ) is plotted for the 20 COR and 60 CDR. The way in which εi(T ) for the
COR dominate the susceptibility in the temperature range 200K < T < 600K, clearly
indicates that they are acting as nanoscale regions of enhanced polarizability, i.e. PNR.
It also indicates that broadening of the ²′(T/Tmax) curve at T/Tmax >∼ 1.5, is primarily
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caused by higher-T contributions from the COR.
If one interprets the 200K departure from zero of average COR-COR, COR-CDR and
CDR-CDR fluctuation values as TFE or Tf , then it is natural to estimate TB ≈ 400−500K.
VII. DISCUSSION
A. Simulation Results
The simulations do not reproduce ²′(ω)-dispersion because that requires excessively long
MD runs to access the appropriate Hz−GHz frequency range. They do however, reproduce
²′(T/Tmax)-broadening and suppression of the FE phase transition in response to a sufficient
increase in | < ~hi > |. This result obtains regardless of how | < ~hi > | is increased: by
arbitrary enhancement of the < ~hi >, Fig. 17; by addition of Pb-O divacancy pairs, Fig.
16; or by increased chemical disorder and a greater difference in B-site ion charges, as in the
pmPMN model, Figs. 15b, 16, 18, 19 and 20.
Both the FP-PSN and pmPMN models predict a hierarchy of cluster-cluster correlations:
|ξOO′| > |ξOD| > |ξDD′| (7.1)
which implies the spatial mapping COR≈PNR above TFE, or presumably, Tf . At
TFE < T < TB, all the strong correlations are COR-COR, but they are not so strong as
to imply multi-COR PNR, or there would be dij dependence in the COR-COR correlations,
particularly at NN COR-COR distances, dij
<∼ 6nm. A simulation value for TB, was not
determined, but experimentally, [15] TB ≈ 1.1TFE for PSN, consistent with enhanced simu-
lation values for εO(T ) above TFE; i.e. 1.1TFE is approximately the temperature at which
dispersion becomes evident in the experimental data [15], and it is approximately where
one starts to see substantial nonlinear enhancement of the difference between εO(T ) and
εD(T ) in Fig. 13. To summarize:
• COR are nanoscale regions of the system [39, 43–46] that have enhanced polarization
at all T, Fig. 10.
• COR polarization fluctuations are also enhanced, Fig. 11 and 20, owing to their low
concentrations of local fields. Local fields in the CDR hinder cooperative polarization
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rotations in the PDM, while the reduced concentration of local fields in the COR allow
cooperative rotations (uniform shifts?) of greater numbers of NN ions.
• The absence of cluster-cluster separation dependence in COR-COR correlations, Figs.
14, indicates the absence of multi-COR PNR above TFE.
Thus, the characteristic length scale for chemical SRO is predicted to be the same as
that for the PNR in the range TFE < T < TB, provided one is content to consider
PNR as nanoscale regions of enhanced polarization, and enhanced polar fluctuations, in a
less polarized and less susceptible matrix. In PMN, the prediction COR ≈ PNR, for
Tf < T < 575 ± 25K < TB, is strongly supported by the powder neutron PDF results
of Jeong et al. [57], Fig. 4. For PMN, they report an essentially constant rhombohedral
(interpreted as PNR) phase fraction, φV ≈ 0.1, for Tf ≈ 300K < T < 575 ± 25K,
which indicates that PNR are not growing in this T-range. This is exactly what one expects
if the PNR length-scale is pinned by the chemical SRO.
The prediction that COR ≈ PNR also suggests a plausible explanation for the observed
uniform shift in atomic displacements near Tf in PMN [50, 54]: COR act as nuclei for
PNR growth above Tf ; at T ≈ Tf , PNR polar orientations become fixed and PNR grow,
which implies that atomic shifts propagate from the COR out into the PDM; local fields
pin the polar orientations of of these PNR haloes sufficiently to prevent reorientation; glassy
freezing occurs when the expanded PNR COR with mutually aligned PDM haloes, impinge
on their neighbors.
B. Pressure
Hydrostatic pressure strongly influences normal FE transitions [31–34], as well as RFE
properties [5, 24–30]. In general, increasing pressure depresses TFE, and sufficient pressure
yields a FE → PE transition. First principles calculations, e.g. [117–119] indicate that
the depths of normal FE potential wells are strongly volume-dependent, and that for sys-
tems such as PbTiO3, BaTiO3 and Pb(Ti1/2,Zr1/2)O3-supercells, an increase in pressure
destabilizes the FE-phase by reducing the well depth of the FE distortion.
In PMN [26–28] which exhibits no FE-transition absent an applied electric field,
an increase in pressure enhances the RFE character [5]. In iRFE systems such as
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PZN0.985PT0.015[26] and PSN[24] pressure induces a RFE state. Something of an excep-
tion is Pb(In1/2Nb1/2)O3 (PIN) which is AFE when chemically ordered, but a RFE when
sufficiently disordered. In a sample with intermediate chemical order (LRO parameter =0.4)
an RFE → AFE crossover can be induced by application of 0.4 Gpa [120–122]. Samara
and coworkers [5, 26, 28] discuss the dominant trend, excluding PIN, in terms of pressure
reducing PNR correlation lengths, i.e. PNR size, but to the extent that PNR correlation
lengths are fixed by chemical SRO, this description oversimplifies. As discussed above in
connection with uniform atomic shifts, growth of PNR haloes beyond the COR and into
the PDM is likely to be the relevant correlation length near TFE or Tf . Pressure reduces
the driving force for normal FE ordering in the system as a whole. Thus increased pressure
reduces the propagation of polar order into the PDM and from one COR to its’ neighbors.
The stronger the driving force, the easier it is for polar order to propogate throughout the
system via a phase transition. The weaker the driving force, the more the system behaves
like a collection of disconnected polar regions in a less polar matrix.
That pressure acts to reduce the driving force for normal FE ordering, in the model
Hamiltonians is evident from the negative signs of the g0 and g1 coupling terms inHeff .[123]
Increased pressure results in a relative increase in the H(~ξi, σl, υPb−O, . . . ) term, which is
pressure-independent to first order [128] i.e. in < ~hi >, by reducing the competition from
normal FE-ordering, through the local mode-strain coupling term H(~ξi, eαβ). Pressure acts
as if it were a conjugate field for the RFE order parameter, via relative enhancement of
H(~ξi, σl, υPb−O, . . . ), which happens because H(~ξi, eαβ) is reduced.
Pressure can be explicitly included in the Heff by adding a pV term, assuming that the
variables which define Heff at zero pressure also define it at elevated pressure. Preliminary
results for the FP-PSN model indicate that TFE decreases with increasing pressure, as
expected, and that an FE→PE transition occurs at sufficiently high pressure, PFE. Elevated
pressure simulations predict TFE(ORD) > TFE(DIS), as in the zero pressure simulations.
Quantitatively however, predicted values of PFE are as much as an order of magnitude
larger than experimental values.[24]
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C. Pb-vacancies and < ~hi > as a conjugate field of qEA
The work of Chu, Setter and others on Pb-vacancies in iRFE systems, PSN and PST
[17–22], is particularly significant because it implicitly identifies < ~hi > as the pseu-
doconjugate field for the RFE order parameter; ”pseudoconjugate” because < ~hi > is
inhomogeneous with respect to chemical SRO at the same length scale that PMN polar
ordering occurs, and because FE 
 RFE is a crossover rather than a phase transition. In
PSN and PST, iRFE → RFE crossovers are induced by adding sufficient Pb-vacancies,
and thereby increasing < ~hi >. Although these experiments were not explicitly reversed
(RFE → iRFE via removal of vacancies) there is no reason in principle that this could
not be done. As demonstrated in the simulation results, increasing < ~hi > by arbitrarily
increasing ~hi, Fig. 17, or by creating more chemical disorder, ??, or by including Pb-
O divacancies, Fig. 16, yields the same effects on TFE and ²
′(T ); TFE is depressed and
²′(T/Tmax) is broadened when < ~hi > is increased (FP-PSN→ pmPMN) and at sufficiently
large < ~hi >, the FE-transition and the dielectric peak are suppressed.
In a normal FE, the order parameter is polarization, ~P , and its’ conjugate field is the
electric field, ~E. In a RFE, the Edwards Anderson order parameter, qEA = | < Si·Sj >1/2 | [5,
96, 124], replaces polarization and the average local field, < ~hi >, is conjugate. The Edwards
Anderson order parameter is closely related to the spin products plotted in Fig. 12. Figure
21 is a schematic diagram in which < ~hi > and pressure are plotted as pseudoconjugate
fields for the RFE order parameter. Above some minimum value of < ~hi >, the line between
FE and RFE regions of the diagram should not be regarded as a phase boundary in the
strict sense, because it indicates a crossover. Below the minimum value of < ~hi >, a
normal FE→PE transition occurs. If the RFE order parameter had spherical symmetry,
then according to Imry and Ma [125] the minimum value would be zero.
D. PMN vs PZN
An interesting question is why PMN exhibits glassy freezing, but PZN exhibits a FE
phase transition. To first order, the ~hi in iRFE PZN are equal to those in RFE PMN,
which suggests that iRFE PZN is very close to full RFE character, and RFE PMN is very
close to having a FE phase transition. The difference in ionic radii (effective pressure)
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PSN[ ]
PST[ ]
PMN
PMTT
P
<hC>P=0<hC>P
PSN
PST
PZN
FE RFE…..PE
FIG. 21: Schematic representation of the similarities and differences between various
Pb(B,B’)O3 systems that exhibit iRFE or RFE properties. The suggestion is that the essen-
tial difference between PMN and PSN is the higher density of stronger local fields in PMN, i.e.
larger < ~hi >. PSN, PST, and PZN exhibit ferroelectric transitions can be transformed into
RFEs by increasing local fields with the addition of Pb-O divacancy pairs (subscript [ ] indicates
vacancies), or by increasing hydrostatic pressure.
between VI coordinated Zn2+ (0.074 nm) and Mg2+ (0.072 nm) [126], is so small that
it seems an unlikely source of explanation. A further complication is that beneath a ≈
10− 50µm rhombohedral skin [7–10], PZN single crystals appear to be cubic at low T, like
PMN.
VIII. CONCLUSIONS
In the simulations, depression of TFE, broadening of ²
′(T/Tmax) and enhanced COR-COR
correlations and polar fluctuations above TFE, are all strongly suggestive of RFE properties.
In the temperature interval TFE < T < TB, or Tf < T < TB, the length scales of COR
and PNR are essentially the same because intracluster COR fluctuations and COR-COR
correllations coincide with enhanced polarization fluctuations and pairwise correlations, and
also because the PNR do not grow, as T decreases, until TFE or Tf is approached. This
explains why Jeong et al. [57] get φ(T ) ≈ 0.1 ≈ constant for PMN in the interval
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Tf < T < 575± 25K; PNR growth is pinned by local fields such that COR ≈ PNR.
Average local field strength < ~hi > is the pseudoconjugate field for the RFE order pa-
rameter, qEA, and it is essentially independent of hydrostatic pressure. Hydrostatic pressure,
as pointed out by Samara [32], is a much ”cleaner” variable: it reduces the driving force for
normal FE ordering, which tilts the FE 
 RFE competition in favor of the RFE.
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