The gLite WMS in a nutshell
The gLite WMS represents a key entry point to high-end services available on a Grid. It has been designed with some fundamental principles in mind: first of all it aims at providing a dependable and reliable service, where primary importance is given to never lose track of jobs to be processed and always provide a prompt, responsive quality of service, yet keeping up with huge and even growing factors of scale. It is designed as part of a Service Oriented Architecture (SOA) complying with WebService Interoperability (WS-I) [7] specifications and strives to implement recommendations on Web Service foundations made by the Open Grid Forum (OGF) [8] .
Fundamental to any Grid environment is the ability to discover, allocate and monitor the use of resources. The term "workload management" [2] is commonly used to describe all those aspects that involve discovering the resources and selecting the most suitable ones, arranging jobs for submission, monitoring and information gathering. In this respect, the WMS has to deal with a heterogeneous computing environment that in general encompasses different architectures and loss of centralized control, all this in presence of potential faults due to the distributed and diverse nature of the Grid environment, computers, networks and storage devices.
As soon as a submitted job is accepted by the WMS, the match making process selects a proper endpoint, managed by the Computing Element (CE). Once the job reaches the CE, it will be likely to end up in a queue. This paradigm is called "push mode". This approach has some advantages like:
1. no waste of CPU cycles, as the job is bound prior to become running; 2. outbound connectivity from the worker node is not strictly required; 3. no 'pressure' on the grid: only 'real' jobs are sent to sites; 4. security works in the canonical grid paradigm, and no identity switching occurs after the user has been authenticated at the CE;
and some drawbacks like:
1. WMS cannot gather information of status of resources above a certain frequency; in that situation a CE that was selected by a matching process, may not be the best fitting resource to execute the task anymore (because of network latencies, glitches, caching effect at the consumer side...); 2. as a consequence of 1., the match making cannot be blindly trusted, especially for live parameters like free CPUs, estimated traversal time, queue status, etc.; 3. once the job-queue binding is created, it cannot be changed.
It is also of primary importance that a user sends payloads only where they have more probability to run soon and can exploit much processing power.
In general, the WMS, was designed to enable fair share in the long run and with massive volumes and was not explicitly meant for opportunistic scheduling. There are cases where this assumptions do not hold true anymore, in particular when it comes to analysis. The aforementioned disadvantages, in fact, can trigger a problem that is particularly annoying for final users, as it will be described in the next section.
Use case detection
When CDF developed its computing model for the Run II of the experiment, most processing was done on dedicated clusters. All the subsequent improvements of the luminosity of the Tevatron Collider have required larger amount of computing resources needed to fulfill the demand of Monte Carlo simulations. A natural way to extend the computing power available to the collaboration was to exploit grid resources, following the example of many other experiments in High Energy Physics. LcgCAF is a reimplementation of the CDF Analysis Farm (CAF) model that allows the collaboration to access European Grid resources using the gLite Workload Management System (WMS).
While analysis jobs requiring access to data are submitted to the central CAF of the experiment, LcgCAF is mainly used for CDF Monte Carlo production jobs. Simulated events are produced for A simulation job is parallelized by splitting its workload in many different "sections": all sections run the same executable, but they use a different range of the run conditions input parameters. Each section of a job is submitted to the WMS as a single grid job. The total number of sections for a job is user determined and depends on the number of runs the user wants to simulate and on the typical time necessary to produce an event of the desired process. Jobs are typically split in such a way that they complete and transfer their output to CDF data servers within 24 to 48 hours. A Monte Carlo job is considered complete when its output can be used in physics analyses and be compared to actual data taken by the experiment. This means that a job is complete when all its sections have terminated successfully and simulated events have been produced and stored for all the runs selected by the user.
Because of different reasons, such as different site policies, different VO priorities, high usage of site resources, etc., scenarios in which a queued job is stuck in a queue for too long without proceeding, are likely to happen. In such cases, the job would start its execution many hours or days after its submission, and even if such circumstances occur in less than 10% of the overall submissions, this issue becomes particularly felt with analysis jobs, given that, as said, only the last job done will enable the retrieval the overall output. While such jobs are blocked in some queue, free slots could become available in other sites and the previous behavior could not take advantage of these opportunities. The initial design, in fact, adopted an open-loop selection algorithm, whereby the decision taken with the one and only match, based on data provided by the Information System, cannot be changed once taken. To overcome the described shortcomings, a Minimum Completion Time (MCT) scheduling policy, demanded by the requirement not to have even a single job in nonterminal Grid states, is beneficial to provide a more dynamic behavior. In particular, the previous design could not grasp the intrinsic dynamism of a complex Grid infrastructure, as the original decision where a job should be sent could never be changed if not by canceling and reissuing a new request. To implement this mechanism, a feedback is being provided to the advantage of the WMS engine responsible for the match-making by periodically querying for jobs waiting in a queue for a given, configurable period of time. This allows to trigger a newly conceived mechanism, described in the next paragraph, to remove jobs from blocking queues and to match them again according to more fresh information, so enabling a closed-loop scheduling.
The feedback implementation in the WMS
To address the problem outlined in section 2. , a feedback mechanism has been implemented in the WMS as a solution that involves both the workload manager (the WM box in Figure 1 ) and the Interface to CREAM Environment (ICE) components; the latter is the extension of the WMS that makes it able to submit to CREAM (interface version 2) based CEs [3] . See The feedback mechanism relies on statistics from the measured performance of the available computing elements. Such statistics are retrieved from the Logging&Bookkeeping (L&B) service [1] .
When a job is stuck in a queue for too long, the WMS migrates this job to a newer computing element, taking into account such statistics, therefore trying to maximize the probability that the job can start its execution on the newer resource promptly; the job migrated is called "re-planned". A token-file based mechanism is used to avoid race conditions and therefore to ensure that re-planned jobs are not executed more than once; in fact, when a job can be started (by the batch system) it checks for the presence of a token file (specific for that job); if this token is missing it means that another instance of the same job is running, and therefore the start of current job is aborted. The token-file is renamed with a progressive number suffix; the number represents the times the job has been replanned (the maximum number of re-planning can be configured by the user in the JDL [6] ).
The threshold time triggering the migration of a job to a different CE is dynamic: it can be decided by the user with an over-writable default (see Figure 3) ; and it is fine-tuned as the WMS collects and process historical feedback information from L&B's statistics. When a migration has been planned, the WMS sends a special submission request to the ICE component called JobReschedule, that at first triggers a removal of the job from ICE's database and subsequently a normal submit of the job, as it would be done in any other normal submission case. If the old job tries to run it finds the token-file disappeared, and aborts. Consequently an ABORTED event is generated at the CREAM-CE level, and is sent to ICE. ICE is able to ignore this event by looking at the renamed token-file: if the original token-file doesn't exist and the renamed one does exist, then the event can be ignored; this policy is applied to all events coming from CREAM.
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Tests
Preliminary tests are still on-going; anyway we've been able to collect two first meaningful samples of data showing how the feedback mechanism positively affects the overall behavior (and responsiveness) of the WMS+CE system. A bunch of jobs (500 in the first experiment, and 1000 in the second one) have been submitted exactly to the same pool of production CEs in order to run the jobs in the very same level of load of queues. In the two charts below (one for each experiment) in the horizontal axis there's the time since first job submission; on the vertical axis there's the number of completed jobs (DONE-OK or FAILED/ABORTED) until that time.
Of course, in order to compare the two scenarios (i.e. with and without feedback mechanism), two different WMS machines have been used to submit jobs to the two pools of CREAM CEs: wms009.cnaf.infn.it (that is is running a WMS with the feedback enabled) and wms004.cnaf.infn.it (that has not the feedback). It can be observed that, considering a certain time value, on the WMS with the feedback feature enabled (WMS009) the number of completed jobs is always the highest. 
Conclusions
The discussed mechanism to enable closed-loop scheduling in the WMS allows for a more dynamic policy that can take into account the dynamicity and complexity of a typical production Grid. Its first implementation, matter of the present paper, is composed of these basic steps:
1. a thread to periodically retrieve the status of scheduled jobs; 2. a feature to migrate stuck jobs in a grid-wise synchronized way; Worth of notice, point 2) required to define an ingenious mechanism to overcome latencies intrinsic of the Grid middleware. In fact, to definitely rule out stuck jobs that possibly find their way to a computing slot after they have been migrated, we could not wait for all the related messaged and commands to be propagated through the usual channels. This is why the choice was made to rely on a globally shared token, with a non-trivial synchronization procedure to deal with it. To conclude, it has been said that blocking queues are rare yet, especially for analysis jobs, it is important not to come across even just one of those. Their rarity assures that in logarithmic retries a job will settle on a computing slot. Nonetheless, future work will further refine the way resubmissions strategically take into account the previous failures by utilizing statistics provided by the L&B service to measure the actual performance of a queue, so that the match-making will not rely only on firsthand information collected by the Information System.
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