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Abstract
Online reviews are feedback voluntarily posted by consumers about their con-
sumption experiences. This feedback indicates customer attitudes such as affec-
tion, awareness and faith towards a brand or a firm and demonstrates inherent
connections with a company’s future sales, cash flow and stock pricing. How-
ever, the predicting power of online reviews for long-term returns on stocks,
especially at the individual level, has received little research attention, making
a comprehensive exploration necessary to resolve existing debates. In this pa-
per, which is based exclusively on online reviews, a methodology framework for
predicting long-term returns of individual stocks with competent performance is
established. Specifically, 6,246 features of 13 categories inferred from more than
18 million product reviews are selected to build the prediction models. With
the best classifier selected from cross-validation tests, a satisfactory increase in
accuracy, 13.94%, was achieved compared to the cutting-edge solution with 10
technical indicators being features, representing an 18.28% improvement rela-
tive to the random value. The robustness of our model is further evaluated and
testified in realistic scenarios. It is thus confirmed for the first time that long-
term returns of individual stocks can be predicted by online reviews. This study
provides new opportunities for investors with respect to long-term investments
in individual stocks.
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1. Introduction
As Adam Smith wrote in The Wealth of Nations, everyone aims to use his or
her capital to gain the most value from his or her products (Smith, 1776), which
tells us that pursuing personal interests is the dominant motivation for human
beings to engage in economic activities. Moreover, it is evident that those who
invest in the stock market expect excess returns. Owing to the profitable nature
of stocks, investors have expended considerable effort on stock prediction both
in theoretical and application perspectives. Facilitated with interior informa-
tion such as historical prices and external signals such as investor behaviors,
predicting returns of stocks can help guide trading decisions in asset markets.
Additionally, with the information explosion, data related to the financial mar-
ket, both in source and volume, have been enriched and gradually accumulated.
Price information at various frequencies (Harris, 1986; Jain and Joh, 1988; Pan
et al., 2017), companies financial reports (Jones and Litzenberger, 1970; Zhou
et al., 2015, 2017), and financial news (Geva and Zahavi, 2014; Li et al., 2014;
Nassirtoussi et al., 2015) are examples of direct information related to the finan-
cial system. In the meantime, the rise and fall of macroeconomics (Chen et al.,
1986), as well as the reactions and reflections from investors emotions unveiled
by social media (Zhou et al., 2018; Sun et al., 2017; Ruan et al., 2018; Zhang
et al., 2018), search engines (Preis et al., 2013; Engelberg and Gao, 2011; Xu
et al., 2019) and analysts recommendations (Duan et al., 2013), are indirect yet
inspiring sources of data.
Of all these various data sources, customer-generated online reviews are
among the newest. Online reviews are voluntarily posted on e-commerce web-
sites by customers looking to share their consumption experiences (Clemons
et al., 2006; Godes and Mayzlin, 2009; Tang et al., 2012). Jeff Bezos, the CEO
of Amazon, described the power of online customer reviews as If you make cus-
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tomers unhappy in the physical world, they might each tell 6 friends. If you
make customers unhappy on the internet, they can each tell 6,000 friends. As
user-generated word-of-mouth messages, consumer reviews not only provide sig-
nals about a companys products but also affect consumers decisions (Cabral,
2000). From a business perspective, reviews indicate customer attitudes, such
as affection, awareness and faith, towards a brand or firm (Chevalier and May-
zlin, 2006; Li and Hitt, 2008), and brand image is in fact inherently related
to firm equity (Faircloth et al., 2001). As the target of a companys products
and services, customers not only actively produce product-related information
that is readily available to other consumers but also regularly adapt such infor-
mation when making purchase decisions, which certainly impacts a companys
future sales and profitability (Subrahmanyam and Titman, 1999; Huang, 2018).
Luo (2009) even revealed that online reviews might impact the cash liquid of
companies and eventually reshape the fluctuations of their stocks. In addition,
a significant predictive relationship between online consumer reviews and firm
equity value has been revealed, e.g., customer decisions drive a firms equity
value (Luo et al., 2013). More importantly, reviews are often related to one
specific brand and are dated with the time they are first posted, thus making
it possible for data to be collected in individual stock granularity and to track
consumer opinions over long periods. Intuitively, these data can be directly con-
nected with the long-term returns of individuals stocks and therefore serve as
a new but powerful supplement to the existing data sources in stock prediction
practices. However, whether online reviews can be helpful in long-term return
prediction continues to lack a comprehensive understanding, especially at the
level of individual stocks.
Stock returns can be predicted in different granularities, such as long-term
(weekly or monthly) or short-term (in minutes or days). While short-term pre-
diction always aims to capture the instant fluctuations and offer immediate
investment advice, long-term prediction helps in value investing, which places
greater emphasis on the low frequency trading patterns targeting long-term re-
turns. In the early stock prediction literature, much greater effort was devoted
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on daily price changes rather than long-term price changes (Jasemi et al., 2011;
Ye et al., 2016; Baralis et al., 2017). However, for both human and algorithms,
long-term prediction is usually more challenging than the short-term counter-
part (Ding et al., 2014; Zhang et al., 2017), which urgently implies the need
to build more competent models to predict long-term returns. Meanwhile, in-
stead of rare attempts to predict returns of individuals stocks, existing studies
have focused more on predicting the entire market, such as the index (Hsu,
2011; Chen and Chen, 2015; Efendi et al., 2018). The significance of relation-
ships between online reviews and stocks, the most common concern in existing
studies, has been extensively investigated; however, using reviews as features
to directly predict stocks has been rarely explored, and a systematic under-
standing is still missing. Given the fine level of granularity in decision-making,
individual stock prediction might be more powerful and practical for investors
in making investments. Because of the long duration and relevance to individ-
ual brands, online reviews are actually capable of providing an unprecedented
opportunity to address the shortage of existing studies in long-term individual
stock forecasting. It is also worth noting that the preliminary explorations on
connections between reviews and stock performance mostly utilize only one or
two attributes of reviews, such as the rating or the volume (Huang, 2018; Chen
et al., 2012; Luo and Zhang, 2013; Luo et al., 2013), with other information that
might deliver unexpected predictive power being neglected. Those deliberately
ignored attributes, such as the time difference between order date and review
date, sellers’ replies to reviews and devices consumers used to post reviews, will
be promising features for predicting long-term returns at the individual level.
In this paper, which is based exclusively on online reviews, a novel frame-
work for predicting long-term returns of individual stocks is established with
competent performance and practical implications. Specifically, from JD.com,
the largest self-operated1 online retailer in China, more than 18 million online
product reviews of 102 firms are thoroughly collected. In total, based on our
1Most products sold by JD
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new feature extraction methods, over 7,000 features of 13 categories are accord-
ingly derived and inferred. With completion of Pearson correlation analysis, we
choose the eight-week return as our long-term prediction target. Through 5-fold
cross-validations in 14,688 firm-week samples by gradient boosting algorithm,
6,246 features have been confidently selected to remove noise and achieve rela-
tively high accuracy. Based on these features, a comprehensive comparison of
various classifier algorithms, including both state-of-the-art solutions and clas-
sical approaches, demonstrates that XGB (eXtreme Gradient Boosting) is the
best model with 59.65% average accuracy in 5-fold cross-validation. This model
also achieves 61.02% accuracy in the hold-out test and greatly exceeds the model
with financial technical indicators being features as high as 13.94%; this implies
its strong potential in realistic applications. More surprisingly, our model is
also robust to the cut-off points of categorizing returns and shows even more
power in predicting abnormal cases. It is also interesting that to obtain the
most satisfying accuracy, the length of training window is nearly three years,
which is theoretically consistent with the time required for the formation of a
brand image.
The remainder of this paper is organized as follows. Section 2 discusses the
related literature. Section 3 introduces the online review data and the stock
price data. Features and targets are depicted in Section 4, and Pearson corre-
lation analysis and target selection are also conducted in this section. Section 5
describes how to select features and build classification models, and the hold-out
test is also conducted to evaluate the performance in realistic investments. The
robustness of our model is further tested in Section 6, and a brief conclusion is
provided in Section 7.
2. Related Work
Because of the decisive role of stock trend prediction in investments, re-
searchers have devoted many efforts to study it. Before the information ex-
plosion caused by the internet, technical analysis was the main approach for
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trend prediction. The autoregressive (AR) model has been one of the most
widely used for stationary and linear time-series (Li et al., 2016). To overcome
the nonstationary and nonlinear nature of stock prices, nonlinear learning mod-
els have been presented to catch the intricate pattern hidden in market trends
(Nayak et al., 2015; Pan et al., 2017). After the recent rise of neural networks,
more research efforts have been allocated to exploiting deep learning models in
financial prediction (Long et al., 2019; Gken et al., 2016; Kim and Ahn, 2012;
Patel et al., 2015; OConnor and Madden, 2006).
One major limitation of technical analysis is that it is not able to uncover
the principles that rule the dynamics of the market through price changes alone.
Researchers have therefore sought information outside the market to improve
prediction performance. Substantial online content comes with the information
explosion, such as companies financial reports (Jones and Litzenberger, 1970;
Zhou et al., 2015, 2017), financial news (Geva and Zahavi, 2014; Li et al., 2014;
Nassirtoussi et al., 2015), signals from the rise and fall of macroeconomics (Chen
et al., 1986), the reactions and reflections from investors emotions delivered in
social media posts (Zhou et al., 2018; Sun et al., 2017; Ruan et al., 2018; Zhang
et al., 2018; Li et al., 2014), search engines queries (Preis et al., 2013; Engelberg
and Gao, 2011; Xu et al., 2019) or analysts recommendations (Duan et al., 2013).
A new perspective to understand the stock market more comprehensively and
make return predictions more accurate has come to light. Many attempts have
been made to mine internet data for better market trend prediction. Ding
et al. (2015) focused on event-driven stock market prediction through a deep
learning model. Wang and Hua (2014) proposed a text regression model to
predict the volatility of stock prices. Hagenau et al. (2013) extracted a wide
range of features to represent unstructured text data and performed a robust
feature selection on stock prediction to improve accuracy. Zhou et al. (2016)
concentrated on the Chinese stock market, assigning five kinds of emotions to
more than 10 million stock-relevant tweets, showing that part of these emotions
could be used in predicting the Chinese stock market index. Wang et al. (2019)
even established a prediction-independent framework to fuse data of various
6
types.
However, these early stock prediction studies are more concerned with daily
rather than long-term price changes (Jasemi et al., 2011; Chen and Chen, 2015;
Baralis et al., 2017) because for both humans and algorithms, the performance
of short-term prediction is usually better than long-term prediction (Ding et al.,
2014; Zhang et al., 2017). Meanwhile, existing studies focus more on the pre-
diction of the entire market, such as with indices (Hsu, 2011; Chen and Chen,
2015; Efendi et al., 2018), and have rarely made return predictions for individu-
als stocks, which is more practical and direct in realistic investments, especially
considering the vast number of inexperienced and emotional individual investors
in China (Zhou et al., 2018).
Online reviews, one new form of Internet content that reflects customer at-
titudes towards products and firms (Chevalier and Mayzlin, 2006; Li and Hitt,
2008), have been proven to have connections with companies future sales and
profitability (Subrahmanyam and Titman, 1999; Huang, 2018). Chevalier and
Mayzlin (2006) found that firm sales are positively correlated with consumer
review ratings, and Hu et al. (2009) showed that online review ratings lower
consumer uncertainty, though some customers prefer some uncertainty in their
consumption experience(Martin et al., 2007). Liu (2006) found that movie re-
views impact box office revenues. Senecal and Nantel (2004) showed that con-
sumers who refer to online reviews in shopping decisions are more likely to select
recommended products. Morgan and Rego (2006) suggested that firms with a
good reputation among customers are more likely to experience growth in firm
equity. Tellis and Johnson (2007) revealed that the valuation of firm products
given by investors would be affected by review ratings on product quality. Due
to the long duration and the inherent relevance to brands, online reviews there-
fore indeed offer a new opportunity to overcome the difficulties that existing
studies have experienced regarding long-term individual stock forecasting.
The prediction ability of online product reviews for stock returns (Tirunillai
and Tellis, 2012; Chen et al., 2012; Luo and Zhang, 2013; Luo et al., 2013), in
particular for the short-term price changes, has been preliminarily examined.
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Luo et al. (2013) suggested that online consumer reviews have a significant pre-
dictive relationship with firm equity value. Additionally, Tirunillai and Tellis
(2012) found a complicated result by investigating the relationship among prod-
uct reviews and stock market variables. However, the firms that these studies
generally examine are a relatively small set. There is obviously one exception:
Fornell et al. (2016) obtained a sample of approximately 300 firms over 15 years
using annual customer satisfaction scores and used them to construct an in-
vestment strategy, which recorded 518% cumulative returns over the 15 years.
Similar to this study, Huang (2018) found evidence that online consumer reviews
contain novel information for stock pricing; moreover, a spread portfolio that is
long on stocks with high abnormal customer ratings and short on stocks with
low abnormal customer ratings delivers an abnormal return of approximately
55.7 to 73.0 basis points per month.
Nevertheless, few of these landmark efforts to explore the connection be-
tween online reviews and stock pricing, which inspired the present study, paid
sufficient attention to the predictive ability of online reviews. A comprehensive
investigation and a clear conclusion on whether online reviews can be used for
long-term stock prediction is still missing. A niche solution for return predic-
tions of individual stocks is accordingly lacking. This paper complements these
studies by highlighting product-related reviews of consumers as an important
source of information that could be used for long-term stock return prediction
on an individual level.
3. Data
In this section, details of how customer-oriented companies and their online
product reviews and stock prices are retrieved and collected will be illustrated.
3.1. Customer-oriented companies
To ensure the availability of consumer reviews, we first had to collect a list
of companies in the customer market. Sina Finance is the largest financial news
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portal in China. Since its inception in August 1999, this website has contin-
uously provided news and information in the financial industry and accounts
for more than one-third of the financial websites market. Based on the char-
acteristics of stocks, Sina Finance divides the whole stock market into multiple
sectors. In accordance with the industry classification principle, the home ap-
pliance industry, garment industry, wine industry and food industry represent
the four sectors most relevant to consumer products after we retrieved all the
sectors and stocks of each sector presented on Sina Finance.
In these four sectors, there are 177 firms with a market value ranging from
the billions to hundreds of billions, covering all kinds of market capitalization
companies. We noted the names and codes of these stocks as seeds for both
online review crawling and stock price data acquisition.
3.2. Online reviews from JD.com
JD is one of the two largest B2C2 online retailers in China, generating
$193 billion gross merchandise volume in 2017. With the completion of the
3C3 product line in 2008, customers began generating reviews for the products
they bought. Since then, more than 300 million customers have purchased on
JD.com, along with more than one billion reviews have been posed. According
to JDs review creation guidelines, by providing references for other consumers
about shopping decisions and business decision-making, consumers can make
a fair, objective and true evaluation of the order after the transaction is com-
pleted.4 Reviews are made up of text and a rating on a scale from one to five
stars, with five being the top rating. All reviews are dated by the time they
are first posted, which makes it possible to track consumer opinions over time.
These reviews regard not just the product itself but also everything about the
seller, including the shipping and delivery experience, as well as anything that
reflects a customers impression of the brand that may affect investor decisions
2Business-to-Customer
3Computer, Communication and ConsumerElectronics
4https://rule.jd.com/rule/ruleDetail.action?ruleId=2395
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(Chevalier and Mayzlin, 2006; Li and Hitt, 2008). Additionally, JD is the largest
self-operated e-commerce platform in China, which means that JD sells most
products on the platform itself; thus, there is no conflict of interest, no paid
reviews or sellers posting positive reviews for their own products or negative re-
views of competing products (Malbon, 2013; Zhang et al., 2016). Sophisticated
technical tricks such as captcha are also employed to prevent possible bots and
spam. All these aspects ensure that the product reviews on JD are of a high
quality and reliable.
To identify public firms with customer product reviews on JD within the
177 seeds, we first checked whether the firm sells its products on JD.com by
manually searching for the company name. We then retrieved the list of brands
from JD.com under each product category and identified the companies that
own these brands within the seeds. In all, we obtained 109 public firms that
have customer product reviews on JD.com.
Table 1: Summary statistics on JD.com reviews for 102 public firms
Number of reviews Number of products Number of firms
Final Sample 18,008,415 164,715 102
Home Appliance Industry 7,245,982 44,059 25
Garment Industry 5,365,380 75,774 27
Food Industry 4,021,617 22,964 29
Wine Industry 1,375,436 21,918 21
To collect the reviews for the sample of public firms, we developed a web-
crawling program that receives a brand’s name owned by a public firm as a
search term on JD.com and generates a list of all products whose brand name
perfectly matches the search term. For each product, we retrieved all the reviews
associated with it through the review interface by traversing all the stars and
pages. From the review interface, in addition to the numerical star rating, the
date and the text of one review, we also obtain the days between the order date
and the review date, the number of useless and useful votes, comments from
the sellers on this review, the image list attached to it, the client by which the
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review was produced (e.g., iPhone, iPad, Android or Web), etc. A snippet of
reviews collected can be found in Figure A.1. The sample of the reviews that
we crawled covers the period from November 2008 to December 2017, and we
remove duplicate reviews posted with the same review ID for the same product.5
To reduce noise in the sample data, we require that a firm have at least 1,000
online reviews and that the timespan of a firms review should be longer than
twelve months. Table 1 reports the number of reviews, products and firms for
the final sample as well as by the four industry sectors. Table A.1 lists the
detail about firms used in this paper. More than 18 million reviews on 164,715
products manufactured by the sample firms are posted. The top two industries
in terms of the number of product reviews are the home appliance industry (7.2
million reviews) and garment industry (5.3 million reviews), accounting for 70%
of the reviews that we acquired.
After sorting them by the review date, we merged all firms product reviews
into one time series. As shown in Figure A.2, we used a half year as the time
window for the presentation; before 2014, a relatively small number of reviews
were posted on JD.com in our four seed sectors. This limited number is because
the internet was not yet universal in China and people were not familiar with
online shopping during that period.6 Around 2014, however, given the ubiquity
of the mobile Internet industry, there has been exponential growth in online
shopping, which has caused product reviews to accumulate rapidly.
3.3. Stock price data
The price of one stock is typically affected by supply and demand of mar-
ket participants. However, some corporate actions also affect a stock’s price,
which needs to be adjusted after these actions, such as stock splits, dividends
or distributions and rights offerings. The adjusted price is a useful tool when
5Because many products link to the same page, many reviews will be crawled repeatedly
from the same product page.
6The 35th Statistical Report on Internet Development in China from CNNIC, http://www.
cac.gov.cn/2015-02/03/c_1114222357.htm
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examining historical returns because it delivers an accurate representation of a
firm’s equity value beyond the simple market price. We obtained the adjusted
daily price data from Tushare7, a free, open source Python financial data in-
terface package supported by Sina Finance, Tencent Finance, Shanghai Stock
Exchange and Shenzhen Stock Exchange.
4. Features & Targets
In this section, 13 categories of features extracted from online reviews and
12 types of weekly stock returns as long-term targets are depicted. Through
Pearson correlation analysis, the best target to describe the relationship between
online reviews and firm equity value will also be determined.
4.1. Features
In addition to the known features, which have a significant relationship with
firm equity, we extracted other features reflecting the consumer experiences
and consumer images. To aggregate review data for feature extraction, we
transform the single review to firm-weeks data. For each firm, all the reviews
from different products are integrated by time. How 13 categories of basic
features are extracted from firm-weeks data for each firm is listed in Table 2,
and all the features have one time point per week. Note that in Table 2, N is
the number of reviews in n weeks and n ∈ [1, 12]; M is the number of reviews in
[i−n−m, i−n] weeks, where m is the length of relative history data window and
m ∈ {4, 6, 8, 10, 12, 16, 20, 24|m > n}. Apart from the basic features, we also
make various transformations from the basic features to enrich signals derived
from reviews, which are shown in Table A.2. For the meaning of each basic
feature, each category is described in detail in its own section.
In early studies, researchers studied several attributes of online reviews, such
as volume, semantic polarity, rating and emotion. Furthermore, a significant
relationship between online reviews and firm equity and the surprise profitability
7http://tushare.org
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Table 2: Basic Review Features
Feature Definition
WnReview N
WnStar
s
∑N
i=1{1 if stari == s else 0}
WnStar
15Diff WnStar
5
i −WnStar1i
WnDefault
∑N
i=1{1 if isDefaulti == True else 0}
WnScore
∑5
s=1
(s×WnStarsi )
WnReviewi
WnEmotion
e
∑N
i=1{1 if ReviewEmotioni == e else 0}
WnEmotion
∑4
e=0WnEmotion
e
WnEmotion
negative
∑N
i=1{1 if ReviewEmotioni ∈ {0, 1, 3, 4} else 0}
WnTendency
posW
∑N
i=1ReviewPosi
WnTendency
negW
∑N
i=1ReviewNegi
WnTendency
word WnTendencypos−WnTendencyneg
WnTendencypos+WnTendencyneg
WnTendency
posR
∑N
i=1{1 if ReviewPosi > ReviewNegi else 0}
WnTendency
negR
∑N
i=1{1 if ReviewPosi < ReviewNegi else 0}
WnTendency
pos
∑N
i=1{ReviewTeni if ReviewPosi > ReviewNegi else 0}
WnTendency
neg
∑N
i=1{ReviewTeni if ReviewPosi < ReviewNegi else 0}
WnTendency WnTendency
pos +WnTendency
neg
WnDays
∑N
i=1
daysi
WnReview
WnUseful
∑N
i=1 usefulV oteCounti
WnUsefulR
∑N
i=1{1 if usefulV oteCounti > 0 else 0}
WnUseless
∑N
i=1 UselessV oteCounti
WnUselessR
∑N
i=1{1 if UselessV oteCounti > 0 else 0}
WnImage
∑N
i=1 imgi
WnImageR
∑N
i=1{1 if imgi > 0 else 0}
WnReply
∑N
i=1 replyCounti
WnReplyR
∑N
i=1{1 if replyCounti > 0 else 0}
WnClient
c
∑N
i=1{1 if userClienti == c else 0}
WnMobile
∑N
i=1{1 if isMobilei == True else 0}
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of abnormal rating are also revealed from these features. Referring to these early
efforts, the six categories of features that we extracted are listed below.
(1) Review. The Review category is constituted by features describing the
volume of reviews. Chen et al. (2012); Luo et al. (2013) have shown a
significant relationship between the online information volume and firm eq-
uity. The basic feature in this category is WnReview, which represents the
number of reviews in n weeks. All features related to Review are listed in
Appendix Table A.3.
(2) Star. The Star category contains features extracted from the review rating,
which indicates customer satisfaction with the purchase experience. Huang
(2018); Luo and Zhang (2013); Luo et al. (2013) have demonstrated the
power of the review rating on stock earnings. The basic features in this
category are WnStar
s, where s ∈ [1, 5] and WnStar15, representing the
number difference between the top 5 rating reviews and the rating reviews
below 1 in n weeks. All features related to Star are listed in Appendix
Table A.4.
(3) Default. The Default category contains features extracted according to
whether a review is generated by the system automatically due to the com-
ment window closing, which is denoted by isDefault. The basic feature in
this category is WnDefault, which represents the number of default com-
ments with top 5-star rating in n weeks. All features related to Default
are listed in Appendix Table A.5.
(4) Score. The Score category is composed of features based on the average
rating in several weeks, which reflect average customer satisfaction with all
purchases in n weeks. Huang (2018) showed a spread portfolio that relies
on score changes and delivers an abnormal return. The basic feature in this
category is WnScore. All features related to Score are listed in Appendix
Table A.6.
(5) Emotion. The Emotion category includes features extracted from the
emotions delivered by each review, which represent the specific attitudes
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towards the purchase experience. Recent studies have successfully incor-
porated investors emotions from social media into predicting stock prices
(Wang et al., 2019; Zhou et al., 2018; Sun et al., 2017; Ruan et al., 2018;
Li et al., 2014). In line with these studies, the emotion measures from
(Zhou et al., 2018) are employed here to arrange short texts of reviews
into five categories of anger, disgust, joy, sadness, and fear, which are de-
noted as 0, 1, 2, 3, and 4, respectively. The emotion of each review
is denoted by ReviewEmotion. The basic features in this category are
WnEmotion
e, WnEmotion and WnEmotion
negative, separately the num-
ber of reviews possessing emotion e in n weeks, the number of emotional
reviews, and the number of reviews that deliver negative emotions including
anger”, disgust”, sadness” and fear”. Note that the emphasis on negative
emotions comes from the evidence demonstrated in (Luo, 2009; Bambauer-
Sachse and Mangold, 2011) that negative reviews can undermine a brand
image in a way that lasts months. In addition, special variants of the cat-
egory of Emotion, i.e., RatioE, RatioEDiff and RatioEDiffHm, are
further illustrated in Table A.7. All features related to Emotion are listed
in Appendix Table A.8.
(6) Tendency. The Tendency category is composed of features extracted ac-
cording to tendentious words in a review text. The different tendency
reviews have a different relation with stock return (Tirunillai and Tellis,
2012; Luo, 2009). The number of positive words in a review is denoted
by ReviewPos, and the number of negative words in a review is denoted
by ReviewNeg. The tendency of a review is denoted by ReviewTen =
ReveiwPos−ReviewNeg
ReviewPos+ReveiwNeg when there is at least one tendentious word in this re-
view; otherwise, it is 0. The basic features in this category areWnTendency
posW ,
WnTendency
negW , WnTendency
word, WnTendency
posR, WnTendency
negR,
WnTendency
pos, WnTendency
neg and WnTendency, respectively, the num-
ber of positive words in all reviews within n weeks, the number of negative
words in all reviews within n weeks, the phased tendency at the word level,
the number of reviews that contain more positive tendency words than nega-
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tive ones, the number of reviews that contain more negative tendency words
than positive ones, the cumulative tendency for positive reviews, the cumu-
lative tendency for negative reviews and the entire tendency within n weeks.
All features related to Tendency are listed in Appendix Table A.9.
Previous studies of consumers and marketing have shown that experiences
occur when consumers search for, shop for, examine, evaluate and consume
products (Arnould and Price, 1993; Holbrook, 2000; Hoch, 2002). Both Huffman
and Houston (1993) and Hoch and Deighton (1989) have revealed the influence
of product experiences on product judgments, attitudes, preferences, purchase
intent, and recall. Moreover, customers interact with salespeople and that ex-
perience affects customers feelings, brand attitudes, and satisfaction (Grace and
O’Cass, 2004). Given the importance of consumer experience in brand attitude
formation yet few discussions about the relationship between consumer expe-
rience and firm equity, five new categories of features extracted from online
reviews as a proxy of consumer experience are listed below.
(1) Days. The Days category is composed by features extracted from the
days field, which describes the date difference from order date to comment
date of the corresponding product. This date difference consists of delivery
time and part of experience time, which is a type of product experience.
The basic feature in this category is WnDays, which represents the average
days for all reviews in n weeks. There is one special variant WnDaysHm =
WnDaysi × WnReviewi − WmDaysi−n × WmReviewi−n that shows the
difference between the total days value in n weeks and that in the prior m
weeks. All features related to Days are listed in Appendix Table A.10.
(2) Useful. The Useful category includes features extracted from the usefulV oteCount
field which denotes the number of consumers who thought the review is use-
ful. Useful votes in online reviews give advice for other consumers to make
purchase decision when examining and evaluating products. The basic fea-
tures in this category are WnUseful and WnUsefulR, respectively, the
cumulative value of usefulV ote for all reviews and the number of reviews
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that earned at least one useful vote in n weeks. All features related to
Useful are listed in Appendix Table A.11.
(3) Useless. The Useless category consists of features extracted from the
uselessV oteCount field, which contrarily indicates the number of customers
who thought that a review is useless. The basic features in this category
are WnUseless and WnUselessR, the cumulative value of uselessV ote for
reviews and the number of reviews receiving at least one useless vote in
n weeks, respectively. All features related to this category are listed in
Appendix Table A.12.
(4) Image. The Image category is composed of features extracted from the
image field, which lists the images that customers post with the review.
The images listed in reviews are more vivid and objective than the official
images, which helps consumers with product selection. The number of im-
ages in a review is denoted by img. The basic features in this category are
WnImage and WnImageR, which represent the total number of images and
the number of reviews with images in n weeks, respectively. All features
related to Image are listed in Appendix Table A.13.
(5) Reply. TheReply category includes features extracted from the replyCount
field, which represents the number of replies from the official sellers as con-
sumer interactions with salespeople. The basic features in this category are
WnReply and WnReplyR, which represent the total number of replies and
the number of reviews with attached replies in n weeks, respectively. All
features related to Reply are listed in Appendix Table A.14.
Apart from known features and consumer features, we also extracted two cat-
egories of features representing consumer images listed below, which are ignored
in previous exploitations. Parker (2009) has shown that consumer images are
related to brand image; furthermore, the image a person has of herself/himself
often influences the brands that individuals purchase (Plummer, 2000; Belk,
1988; Sirgy, 1982). As the proxy of consumer image, the devices that con-
sumers use to post reviews are employed. Except for client, whether the client
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is a mobile device is also a factor that affects purchase intention (Wang et al.,
2016; Holmes et al., 2013).
(1) Client. The Client category is composed of features extracted from the
userClient field, which reflects the device on which consumers post reviews.
There are four kinds of devices: Web”, iPhone”, Android” and WeChat”,
which are denoted by 0, 2, 4, and 21, respectively. The basic features in
this category are WnClient
c, which reflects the number of reviews posted
from a given client c. All features related to Client are listed in Appendix
Table A.15.
(2) Mobile. TheMobile category contains features extracted from the isMobile
field, which shows whether the users comment on the product through a mo-
bile device or not. The basic feature in this category is WnMobile, which is
the number of reviews posted through mobile devices within n weeks. All
features related to Mobile are listed in Appendix Table A.16
Through the above methods, we extract 7,960 features in total from various
attributes of online product reviews. In addition to the known 6 categories of
features that have been proven useful for stock pricing and earning in early
studies, the other 7 categories of features that represent consumer experiences
and images are also extracted to take full advantage of information carried in
online reviews. Furthermore, in addition to using only 13 categories of basic
features, we calculate various differential sequences from basic features not only
for stationarity but also to reflect the change in customer attitudes towards
brands. In all, we provide one novel set of feature extraction methods for future
studies in stock return prediction.
4.2. Targets
Contrary to extensive efforts devoted to daily stock returns, existing studies
have rarely examined weekly stock returns and their predictions (Hsu, 2011;
Jasemi et al., 2011; Chen and Chen, 2015). This vital gap of missing long-term
prediction models motivates the present study to investigate weekly returns of
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individual stocks. As shown in Equation (1), we transformed the daily stock
price data to weekly price data, which is in line with the feature’s granularity.
The 1 and −1 in Equation (1) stand for the first and the last trading day in the
week, respectively.
CLOSEWi = CLOSE
Wi
TD−1
OPENWi = OPEN
Wi
TD1
LOWWi = min{LOWWiTDj |j ∈ [1, 5]}
HIGHWi = max{HIGHWiTDj |j ∈ [1, 5]}
(1)
The weekly stock return is defined in Equation. (2) as
RWn =
CLOSEWn+i − CLOSEWn
CLOSEWn
, i ∈ [1, 12] (2)
ranging from one to twelve weeks.
4.3. Target Selection
In the above sections, we describe the features and targets, which will con-
tribute to revealing the correlation between online reviews and stock returns.
However, the purpose of this paper is to find out whether online reviews can
predict long-term, e.g., weekly stock returns. Moreover, because of the long lag
of online information impact (Luo, 2009; Tirunillai and Tellis, 2012), there is a
shift of the online review features to an earlier date, ranging from 1 to 12 weeks.
Hence, each feature corresponds to 12 time series according to the shifted time.
Before the analysis of the relation between feature and target, we first nor-
malize all the time series in which data items are transformed to the values from
0 to 1 as Ti = (Ti− Tmin)/(Tmax− Tmin), T represents an arbitrary time series
of feature or target, Ti is the i-th item in time series T , and Tmax and Tmin
are the maximal and minimal value of T , respectively. Then, through Pearson
correlation analysis, we measure the linear relationship between features and
targets as ρ.
To observe which target is the best choice for weekly stock return predictions,
we need to determine which targets have the best correlation with all the features
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in 102 firms. Moreover, except for ρ, the p-value, defined as ρ
√
n−2√
1−ρ2 , where n
is number of observations, is also employed to reflect the significance of the
correlation between feature and target. A small p-value is an indication that the
null hypothesis is false, allowing us to conclude that the correlation coefficient
is different from zero and that a linear relationship exists. In general, 0.05 is
the critical value in determining whether the correlation is significant. In our
study, the p-value of a feature f and a target t in a specific firm i with a shifted
time s is denoted as PV aluefsti.
For target selection, we count the significant number of firms for every
feature-target pair with 0.05 as the critical p-value. Considering that every
feature corresponds to 12 times series, we first check the significance of one
feature-target pair for a specific firm, which is calculated as Equation (3). When
there is one p-value in twelve shifted time series that is less than 0.05, we confirm
that this feature-target pair in firm i is significant and assign the corresponding
Significancefti to 1. The count formula is shown in Equation (4), where I if
the number of sample firms.
Significancefti =
 1, ∃s PV aluefsti ≤ 0.05, s ∈ [1, 12]0, otherwise. (3)
Countft =
I∑
i=1
Significancefti (4)
Aggregating by target, we draw a box chart of the significant number shown
in Figure 1. In this figure, every box represents the significant numbers distri-
bution of firms for all features with the specific target. For example, the largest
number in RW8 box is 99 of feature W9Client
21RatioDiffH12, which means
that the relationship between targetRW8 and featureW9Client
21RatioDiffH12
in 99 out of 102 firms is significant. RW8, representing eight weeks or almost
two months of stock returns, was selected as our prediction target after we sys-
tematically compared all the quantiles of all targets, which is unexpectedly in
line with the optimal lag length of word of mouth taking effect (Luo, 2009) and
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benefits from the delayed effect of customer reviews (Luo, 2009; Tirunillai and
Tellis, 2012; Huang, 2018).
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Figure 1: The distribution of the significant number of firms for every feature with
one specific target.
5. Models and Results
In this section, based on the discretization definition method, regression
problems of predicting the long-term stock returns are converted to correspond-
ing classification problems. We execute feature selection to improve prediction
performance. Both linear and nonlinear methods to solve the classification prob-
lems of stock returns are validated by 5-fold cross-validations on the training
set for classifier selection, and we obtained a high-performance prediction model
named XGB-OR. We then conduct a hold-out validation test with the selected
model for realistic application evaluation; a baseline model based on ten tech-
nical indicators is also built for the further comparison.
5.1. Preliminaries
As illustrated in the previous sections, RW8 is our target of prediction in
this paper. In most cases, stockholders just care about the movement direction
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of stock price, which means that instead of the exact value of the long-term
return, whether the return is positive or negative is the foremost interest in
reality because it could provide advice on the direction of trading. Therefore,
using zero as the cut-off point, RW8,i is transformed into a binary variable yi
(the element on i-th week in RW8), i.e.,
yi =
 1, RW8,i ≥ 00, otherwise. (5)
Indeed, varying values of the cut-off point can test the sensitivity of prediction
models, which will be examined later.
All features and targets are labeled with timestamps for the data alignment.
Features are extracted from reviews before the timestamp, and target is the
closing price change eight weeks after that timestamp. As shown in Figure A.2,
the burst of online purchasing began around 2014; therefore, we divided the
dataset into two parts according to the date: the training subset (from January
2014 to June 2017, 3.5 years) and the testing subset (from July 2017 to December
2017, half year). The training subset, which contains 14,688 firm-week samples,
is used for feature selection among the extracted features and to fit and estimate
the prediction model. The testing set, which contains 2,537 firm-week samples,
is kept in a vault and brought out only at the end of evaluation for validating
our model in realistic long-term (e.g., eight weeks) returns prediction.
5.2. Feature Selection
Irrelevant features can introduce considerable of noise, resulting in training
the model towards a random wrong direction. Feature selection is one of the
most important and frequently used techniques in data preprocessing for data
mining (Blum and Langley, 1997). It reduces the number of features, removes ir-
relevant, redundant, or noisy data, and brings immediate effects for applications:
speeding up a data mining algorithm and improving mining performance such as
predictive accuracy and result comprehensibility. Furthermore, in consideration
of filter method being independent of any specific classifiers (Tang et al., 2014;
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Blum and Langley, 1997), after more than 7,000 features are extracted from the
online review data, another remaining task is to select a subsample from them
to achieve a competent performance in long-term returns prediction.
Currently, boosting (Freund et al., 1996) is one of the best and therefore one
of the most commonly employed classification methods in machine learning.
This approach has been extensively discussed and analyzed, both in research
and realistic application, and many different variants of boosting algorithms
have been proposed for different purposes (Schapire and Singer, 1999; Friedman
et al., 2000). Specifically, the boosting algorithm is capable of selecting the
best combination of features (Creamer and Freund, 2010). As one of the best
boosting algorithms, GradientBoosting was chosen for the feature selection.
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Figure 2: Average accuracies of 5-fold cross-validation for different feature filtering
borderlines.
In the above section, we count the significant number of firms for every
feature-target pair. With the confirmed target as RW8, through dividing the
significant number by the number of sample firms, we obtain the passing rate
for each feature f , which is denoted as PassingRatef = Countft/I, where t
represents the selected target RW8 and I is the number of sample firms. We
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assume that valuable features are always significant with most firms’ eight-week
returns, that is, we can select features by restricting the PassingRate. For ex-
ample, by setting the borderline to 0.2, we filter out features with PassingRate
less than 0.2. Then, through 5-fold cross-validation with the GradientBoosting
classifier in the training subset, we obtain an average accuracy for those remain-
ing features. By traversing PassingRate from 0 to 0.95 with 0.05 step length,
we conduct 5-fold cross-validations in feature selections. Finally, we obtain the
average accuracies for each feature filtering shown in Figure 2. From this figure,
it is clear that the average accuracies perform like a roller coaster; that is, the
average accuracies rise and fall rapidly. The peak value of this trend line is
59.22% with 0.2 borderline of PassingRate, and the accuracies finally decrease
to the random value after peak. Accordingly, 6,246 features are selected for
latter study after filtering out features with PassingRate less than 0.2.
5.3. Classifier Selection
In this paper, we employ various machine learning algorithms, namely, XGB,
GradientBoosting, AdaBoost, LSTM, Bagging, Logistic Regression, Random
Forest and Gaussian Naive Bayes, to solve the classification problems for long-
term stock return prediction. These methods are both cutting-edge and popular
for training binary or multiple classification. To predict the categories (0, 1) of
yi on i-th week, the input attributes of all models include all the features selected
from the feature engineering. We adopt 5-fold cross-validation to systematically
examine these models’ performance in the training subset.
Accuracy, the most promising indicator in practical investments, is used to
evaluate the performance of the proposed models. The accuracies of models by
5-fold cross-validation are shown in Table 3. Note that the Random means
the percentage of the sample category with the largest proportion. Boosting
algorithms and the deep learning model can beat the random line, especially the
XGB model, which outperforms other models with the highest average accuracy.
However, the remaining models do not even achieve an approving result. As a
result, we choose the XGB model for our hold-out validation test and name
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Table 3: Models Accuracy
Model Accuracy
XGB 59.65%
GradientBoosting 59.22%
AdaBoost 57.75%
LSTM 57.05%
Random 56.77%
Bagging 56.06%
LogisticRegression 55.73%
RandomForest 53.73%
GaussianNB 49.05%
it XGB-OR. Note that to further test the effectiveness of feature selection, all
classifiers were also tested with all features considered. We found that the best
performance was significantly undermined by noisy features; in particular, the
training process was much more time-consuming than the process with feature
selection.
5.4. Validation
To further evaluate our prediction model in a more realistic manner, we
apply our classification model for stock prediction on testing subset. Mean-
while, to avoid data snooping, we set the end date of training data to April
30, 2017. We evaluate the long-term stock return prediction with the selected
XGB-OR model; the metrics are shown in Table 4. It turns out that the model
achieves high prediction performance, with accuracy exceeding the random value
(51.59%) by almost 10%. Moreover, the precision of 66.05% in the positive direc-
tion compared with positive value (48.36%) makes our model especially practical
in realistic application. Except for XGB-OR, we also conducted a hold-out test
with the other classifiers mentioned in the section above; there is no doubt that
XGB-OR surpasses the other classifiers, presenting the highest accuracy.
To further examine the robustness of predictive power of online product
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Table 4: Validation
XGB-OR XGB-10TI
Accuracy 61.02% 47.08%
Precision 66.05% 46.96%
Recall 37.73% 92.53%
F-measure 48.03% 62.30%
reviews, we compare the prediction performance of our model, which takes ad-
vantage of online reviews with the one taking technical indicators as features.
Inspired by traditional financial time series forecasting approaches (Patel et al.,
2015; Kim, 2003), the baseline technical indicator model based on weekly prices,
named XGB-10TI, is established. The input attributes of XGB-10TI are ten
classical technical indicators shown in Table A.17. Furthermore, the prediction
targets and the periods of training and testing set for two groups of models are
identical. It can be seen from Table 4 that the performance of the XGB-OR
model is better than the baseline in both accuracy and precision. We can con-
clude that online reviews offer more predictive power than simple financial time
series.
5.5. Realistic application
In the above section, we find that almost 3.5 years of online reviews have
predictive power over the remaining half year of long-term stock returns. How-
ever, is the training data window perfect enough? For realistic application, we
must determine the length of training data window to achieve a satisfactory
result. We retain the testing dataset while expanding the training dataset from
a half-year to five years, with a half-year being the step length used to locate the
optimal training window size. For each training window, we conduct a hold-out
test with our prediction model XGB-OR. To confirm the robustness, we shift
the testing data window to an early period, which is from January 2017 to June
2017 with the same training windows. As shown in Figure 3, the relative ac-
curacies indicate that more than three years of data are required to fully take
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advantage of online reviews.
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Figure 3: Accuracies of hold-out tests with different training window lengths. The
relative accuracies represent the difference between predicting accuracies with different train-
ing windows and the random value of the predicting dataset.
In addition, we conduct training window selection on financial technical in-
dicators. From Figure 3, the XGB-10TI 201707-201712 line shows that only
when the length of training data is a half year does the accuracy outperform
the random value, which is consistent with the technical analysis in a short-term
approach (De Bondt and Thaler, 1985; Jegadeesh and Titman, 1993; Menkhoff,
2010). For the predicting period of January 2017 to June 2017, there is no
training subset derived from sliding windows that can perform a higher accu-
racy than the random value; hence, we do not display the corresponding line in
Figure 3.
6. Discussion
The competent performance of our approach, especially compared to solu-
tions based on technique indicators, implies the unexpected power of online re-
views in long-term prediction of stock returns. In particular, feeding more than
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Figure 4: Sector rankings and proportions of user-levels.
three years of data to achieve the most satisfying accuracy suggests that online
reviews in essence capture the feature regarding brand reputation and customer
loyalty. In the consumer market, customers do not use the Explore and Exploit
algorithm to go shopping but are used to buying products from familiar brands.
Considering the long time required for brand building Meenaghan (1995); Urde
(2003), it takes time for consumers to build their attitude towards a new brand
and consumption habit. Meanwhile, the impact of customer attitudes on firm
equity is long-lasting, a finding supported by classical results from landmark
studies (Aksoy et al., 2008; Mittal et al., 2005). Specifically, it was already
noted that the negative impact of online reviews can last 20 months, which is
quite close to our ideal training data window (Luo, 2009). From a theoretical
point of view, in fact, our results also add to the existing literature: features
regarding brand reputation or loyalty can be excellent indicators in long-term
returns prediction, which has been missed in previous exploitations.
Prediction accuracy might vary across different stocks in our dataset because
the impact from brand reputation or customer loyalty is intuitively diverse. As
mentioned in our dataset, reviews of 102 companies were collected from four
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industry sectors. We calculate accuracies for all single firms and sort them.
From the sorted list, we assign the rank position to each firm and draw the
ranking box figure grouped by sector. As shown in Figure 4(a), the wine sector
outperforms all other sectors with the highest minimum and median rankings;
this means that for all firms from the wine sector, our model achieves relatively
high accuracy of long-term prediction. To determine what makes this difference,
with the assumption that high level users generate more highly valuable infor-
mation (Zhu and Zhang, 2010), we count the proportion of each type of user in
every sector. There are four types of users, namely, ordinary users, silver users,
gold users and diamond users. As shown in Figure 4(b), diamond users in the
wine sector have the highest proportion, more than 50%, and the percentage of
diamond and gold users is approximately 80%, which confirms our conjecture.
These results remind us that prediction performance varying across individual
stocks might undermine the previous efforts on only prediction of the market in-
dex, implying the necessity of establishing prediction solutions that are oriented
to individual stocks. In particular, in the practical scenarios, most quantitative
trading algorithms are based on individual stocks rather than indices, especially
in countries that do not have sufficient financial tools for index trading.
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Figure 5: Remove unstable samples to test the performance robustness.
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The cut-off point in determining the extent to which the return is positive
or negative can reshape the establishment of the training and testing sets, ac-
cordingly influencing the evaluation of the prediction performance (Wang et al.,
2019). To present a more comprehensive picture of performance valuation, ex-
tensions regarding more cut-off points are also further discussed. In the afore-
mentioned model, we use zero as the cut-off point of the long-term stock re-
turn, which may be too sensitive to capture the significant difference between
the dynamics of individual stocks. Therefore, to reduce the sensitivity, a simple
threshold-based sampling approach presented in Wang et al. (2019) is employed
to further test the robustness of our approach. Define τ as the cut-off point of the
eight-week close return, where τ ∈ [0, 0.1] with 0.001 step length (Wang et al.,
2019). For any given τ , we filter out the observations with returns between -τ
and τ and then conduct the hold-out test. For example, if τ = 0.03, the samples
with returns higher than 3% or lower than -3% are selected for predicting tests.
Specifically, those samples with returns higher than 3% are labeled, 1 and those
with returns lower than -3% are labeled 0. This approach has practical value in
the real world, considering the transaction and impact cost, only above a certain
level of return would be regarded as profitable. Moreover, the aim of displaying
the threshold experiments is to further evaluate the prediction power and the
robustness of our model. Figure 5 illustrates the relationship between τ and the
accuracies. In this figure, with the growth of τ , the accuracies display a general
increasing tendency, which means that our model is more powerful for abnormal
returns prediction. Our model reaches the minimum accuracy (59.86%) with
sample size n = 14, 506 and τ = 0.02 and the maximum accuracy (68.75%) with
sample size n = 9, 070 and τ = 0.086. However, the minimum accuracy still
exceeds the random guess significantly, suggesting that the performance of our
approach is robust and can be extensively used in different practical scenarios.
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7. Conclusion
In this paper, we examine the prediction capability of online reviews. Using
a large dataset of customer product reviews on JD.com, we find that long time
review data positively predict long-term stock returns on an individual level.
Meanwhile, the novel method of extracting features in our model differs from
early studies and is proven to be effective in stock return prediction. The results
in this paper highlight the role of consumers as information producers in finan-
cial markets. Compared with traditional information intermediaries such as
technical indicators, consumer crowds can provide more persistent information
on a companys product and customer attitudes. Taken together, these find-
ings provide evidence that the aggregated reviews of consumer crowds contain
valuable information in long-term stock pricing.
There are inevitable limitations in the present study. For example, due to
the limits of JDs API, it is impossible to collect all product reviews, especially
ones that were generated for historical products that are no longer being sold.
Therefore, there might be information or survivorship bias in our model. More-
over, we did not put excessive effort into semantic analysis of texts in online
reviews, which in fact might contain inspiring indicators in stock prediction.
Both of the above limitations are promising directions in our future work.
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Appendix A.
{"id":10103259157,"score":1,"content":"东西没看到，说是烂了又退回了，
最后苦苦追了大半个月把钱退回来了","referenceName":"张裕（CHANGYU）
红酒优选级干红葡萄酒 750ml","isMobile":true,"userLevelName":"钻石会员
","userLevelId":"105","referenceTime":"2017-01-15 
21:25:02","days":19,"replyCount":1,"usefulVoteCount":1,"uselessVoteCount":0"
userClient":4,"userClientShow":"来自京东Android客户端
","creationTime":"2017-02-03 19:04:52"}
Figure A.1: One online review sample from JD.com.
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Figure A.2: The number of all firms’ product reviews in half-year granularity.
Around 2014, given the credit to ubiquity of mobile Internet industry, there is a exponential
growth in online product reviews with the rapid rise of online shopping activities.
41
Table A.1: Review Firms
Sectors Codes Short Names #Product #Review
Home Appliance 002677SZ ZHEJIANG MEIDA 74 2352
Home Appliance 600261SH ZHEJIANG YANKON 165 2779
Home Appliance 600983SH Whirlpool 248 2884
Home Appliance 002681SZ FENDA 28 17035
Home Appliance 002076SZ CNLIGHT 427 20118
Home Appliance 000921SZ HISENSE HA 213 43347
Home Appliance 000533SZ SHUNNA 930 48576
Home Appliance 002668SZ HOMA 69 55924
Home Appliance 002508SZ ROBAM APPLIANCES 964 90841
Home Appliance 000418SZ LITTLESWAN 1225 91222
Home Appliance 002543SZ VANWARD ELECTRIC 473 93509
Home Appliance 600336SH AUCMA 583 113729
Home Appliance 600060SH HXDQ 1525 128656
Home Appliance 000521SZ CHML 859 131582
Home Appliance 600839SH CHANGHONG 1923 152903
Home Appliance 000541SZ FSL 649 154792
Home Appliance 000016SZ KONKA GROUP 1784 204636
Home Appliance 002035SZ VATTI 1387 246855
Home Appliance 000651SZ GREE 1593 310044
Home Appliance 002403SZ ASD 2297 405346
Home Appliance 600890SH CRED HOLDING 5998 431188
Home Appliance 000100SZ TCL 5997 579173
Home Appliance 002242SZ JOYOUNG 2677 673990
Home Appliance 000333SZ MIDEA GROUP 5980 1580060
Home Appliance 002032SZ SUPOR 5991 1664441
Garment 002687SZ GIUSEPPE 239 1395
Garment 002569SZ BUSEN CORP. 171 1513
Garment 600107SH mailyard 684 1663
Garment 002574SZ MING JEWELRY 453 2148
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Table A.1 continued from previous page
Sectors Codes Short Names #Product #Review
Garment 002731SZ CUIHUA JEWELRY 407 3239
Garment 002044SZ MEINIAN ONEHEALTH 596 5077
Garment 002291SZ SATURDAY 1480 5113
Garment 600398SH HLA 5997 6811
Garment 002036SZ LIANCHUANG ELECTRON 36 7934
Garment 600177SH Youngor 3712 10602
Garment 002612SZ LANCY 1104 12465
Garment 601718SH Jihua Group 652 15264
Garment 002003SZ WEIXING 91 17575
Garment 002269SZ METERSBONWE 3213 25368
Garment 002345SZ CHJ 1882 29763
Garment 002397SZ MENDALE 795 31116
Garment 601566SH JOEONE 4517 58651
Garment 002563SZ SEMIR 5060 74330
Garment 600884SH NBSS 3794 76070
Garment 603555SH Guirenniao 6030 142494
Garment 300005SZ TOREAD 6000 207577
Garment 002327SZ FUANNA 1113 215161
Garment 002293SZ LUOLAI 5825 243486
Garment 603001SH AoKang 5956 244251
Garment 600400SH Hongdou Industrial 3974 293600
Garment 600137SH langshagufen 5996 1663330
Garment 002029SZ SEPTWOLVES 5997 1969384
Food 002387SZ VISIONOX 19 2832
Food 000848SZ CHENGDELOLO 17 4110
Food 002481SZ SHUANGTA FOOD 25 7390
Food 002702SZ HAIXIN FOODS 44 17560
Food 002726SZ LONGDA 25 21537
Food 002330SZ DELISI 138 22501
Food 600419SH TIAN RUN 335 27267
Food 002515SZ JINZI HAM 173 32537
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Table A.1 continued from previous page
Sectors Codes Short Names #Product #Review
Food 600300SH VVFB 95 33546
Food 002661SZ KEMEN 101 40311
Food 002507SZ FULING ZHACAI 96 44595
Food 002732SZ YANTANG DAIRY 66 47143
Food 600305SH Hengshun Vinegar 184 47699
Food 600597SH BRIGHT DAIRY 238 48116
Food 000639SZ XIWANG 79 48205
Food 002216SZ SANQUAN FOODS 333 51833
Food 000716SZ NANFANG BLACK SESAME 81 54021
Food 600429SH SANYUAN 496 70381
Food 600073SH SMAC 430 76033
Food 600298SH ANGEL 322 105062
Food 002695SZ HUANGSHANGHUANG 400 117454
Food 002570SZ BEINGMATE 3369 143891
Food 002582SZ HAOXIANGNI 414 182331
Food 000895SZ SHUANGHUI 1085 185673
Food 002557SZ CHACHA FOOD CO.,LTD 402 191174
Food 603288SH HAI TIAN 159 194193
Food 600887SH YILI 4454 488522
Food 300146SZ BY-HEALTH 3384 734398
Food 600737SH Cofco Tunhe 6000 981302
Wine 603369SH King’s Luck 348 2143
Wine 600702SH SHE DE 57 2779
Wine 002461SZ ZHUJIANG BREWERY 16 3476
Wine 600199SH AGSW 68 5029
Wine 600238SH HAINAN YEDAO 51 11538
Wine 600543SH GSMG 169 16934
Wine 600197SH YLT 173 17063
Wine 601579SH KUAIJI 729 18894
Wine 600779SH SCSF 396 24856
Wine 000729SZ YANJING BREWERY 103 25121
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Table A.1 continued from previous page
Sectors Codes Short Names #Product #Review
Wine 000799SZ JGJC 682 27919
Wine 600559SH lao bai gan jiu 311 28326
Wine 600600SH TSINGTAO BREWERY 139 40665
Wine 000596SZ GUJING DISTILLERY 570 50731
Wine 600059SH GYLS 1210 53641
Wine 000869SZ CHANGYU 723 80161
Wine 600809SH Shanxi Fen Wine 1786 136564
Wine 600519SH KWEICHOW MOUTAI 5555 137011
Wine 002304SZ YANGHE 1686 158968
Wine 000568SZ LUZHOU LAO JIAO 3131 245394
Wine 000858SZ WULIANGYE 4015 288223
Table A.9: Tendency Features
Feature Definition
WnTendency
posW
∑N
i=1
ReviewPosi
WnTendency
posWDiff WnTendency
posW
i −WnTendencyposWi−1
WnTendency
posWDiffRatio
WnTendency
posW
i
−WnTendencyposWi−1
WnTendency
posW
i−1
WnTendency
posWAverage WnTendency
posW
WnReview
WnTendency
posWAverageDiff WnTendency
posWAveragei −WnTendencyposWAveragei−1
WnTendency
posWDiffHm WnTendency
posW
i −WmTendencyposWi−n
WnTendency
posWAverageDiffHm WnTendency
posWAveragei −WmTendencyposWAveragei−n
WnTendency
negW
∑N
i=0
ReviewNegi
WnTendency
negWDiff WnTendency
negW
i −WnTendencynegWi−1
WnTendency
negWDiffRatio
WnTendency
negW
i
−WnTendencynegWi−1
WnTendency
negW
i−1
WnTendency
negWAverage WnTendency
negW
WnReview
WnTendency
negWAverageDiff WnTendency
negWRatioi −WnTendencynegWRatioi−1
WnTendency
negWDiffHm WnTendency
negW
i −WmTendencynegWi−n
WnTendency
negWAverageDiffHm WnTendency
negWAveragei −WmTendencynegWAveragei−n
WnTendency
word WnTendencypos−WnTendencyneg
WnTendencypos+WnTendencyneg
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Table A.9 continued from previous page
Feature Definition
WnTendency
wordDiff WnTendency
word
i −WnTendencywordi−1
WnTendency
wordDiffHm WnTendency
word
i −WnTendencywordi−n
WnTendency
posR
∑N
i=0
{1 if ReviewPosi > ReviewNegi else 0}
WnTendency
posRDiff WnTendency
posR
i −WnTendencyposRi−1
WnTendency
posRDiffRatio
WnTendency
posR
i
−WnTendencyposRi−1
WnTendency
posR
i−1
WnTendency
posRRatio WnTendency
posR
WnReview
WnTendency
posRRatioDiff WnTendency
posRRatioi −WnTendencyposRRatioi−1
WnTendency
posRDiffHm WnTendency
posR
i −WmTendencyposRi−n
WnTendency
posRRatioDiffHm WnTendency
posRRatioi −WmTendencyposRRatioi−n
WnTendency
negR
∑N
i=0
{1 if ReviewPosi < ReviewNegi else 0}
WnTendency
negRDiff WnTendency
negR
i −WnTendencynegRi−1
WnTendency
negRDiffRatio
WnTendency
negR
i
−WnTendencynegRi−1
WnTendency
negR
i−1
WnTendency
negRRatio WnTendency
negR
WnReview
WnTendency
negRRatioDiff WnTendency
negRRatioi −WnTendencynegRRatioi−1
WnTendency
negRDiffHm WnTendency
negR
i −WmTendencynegRi−n
WnTendency
negRRatioDiffHm WnTendency
negRRatioi −WmTendencynegRRatioi−n
WnTendency
pos
∑N
i=0
{ReviewTeni if ReviewPosi > ReviewNegi else 0}
WnTendency
posDiff WnTendency
pos
i −WnTendencyposi−1
WnTendency
posDiffRatio
WnTendency
pos
i
−WnTendencyposi−1
WnTendency
pos
i−1
WnTendency
posAverage WnTendency
pos
WnTendencyposR
WnTendency
posAverageDiff WnTendency
posAveragei −WnTendencyposAveragei−1
WnTendency
posDiffHm WnTendency
pos
i −WmTendencyposi−n
WnTendency
posAverageDiffHm WnTendency
posAveragei −WmTendencyposAveragei−n
WnTendency
neg
∑N
i=0
{ReviewTeni if ReviewPosi < ReviewNegi else 0}
WnTendency
negDiff WnTendency
neg
i −WnTendencynegi−1
WnTendency
negDiffRatio
WnTendency
neg
i
−WnTendencynegi−1
WnTendency
neg
i−1
WnTendency
negAverage WnTendency
neg
WnTendencynegR
WnTendency
negAverageDiff WnTendency
negAveragei −WnTendencynegAveragei−1
WnTendency
negDiffHm WnTendency
neg
i −WmTendencynegi−n
WnTendency
negAverageDiffHm WnTendency
negAveragei −WmTendencynegAveragei−n
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Table A.9 continued from previous page
Feature Definition
WnTendency WnTendency
pos +WnTendency
neg
WnTendencyDiff WnTendencyi −WnTendencyi−1
WnTendencyDiffRatio
WnTendencyi−WnTendencyi−1
WnTendencyi−1
WnTendencyDiffHm WnTendencyi −WmTendencyi−n
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Table A.2: Variant Features
Feature Definition
WnBasicFeatureDiff WnBasicFeaturei −WnBasicFeaturei−1
WnBasicFeatureDiffRatio
WnBasicFeaturei−WnBasicFeaturei−1
WnBasicFeaturei−1
WnBasicFeatureRatio
WnBasicFeaturei
WnReviewi
WnBasicFeatureRatioDiff WnBasicFeatureRatioi −WnBasicFeatureRatioi−1
WnBasicFeatureDiffHm WnBasicFeaturei −WmBasicFeaturei−n
WnBasicFeatureRatioDiffHm WnBasicFeatureRatioi −WmBasicFeatureRatioi−n
WnBasicFeatureAverage
WnBasicFeaturei
WnReviewi
WnBasicFeatureAverageDiff WnBasicFeatureAveragei −WnBasicFeatureAveragei−1
WnBasicFeatureAverageDiffHm WnBasicFeatureAveragei −WmBasicFeatureAveragei−n
The Diff variant is the difference sequence of each feature series. The DiffRatio variant
represents the rate of change between two adjacent time points. The Ratio variant is the
proportion of reviews with certain features in n weeks. The RatioDiff variant represents
the proportion change between two adjacent time points. The DiffHm variant is the
difference between values of certain features in n weeks and that in the prior m weeks. The
RatioDiffHm variant represents the difference between the proportion of reviews with some
feature in n weeks and that in the prior m weeks. The formula of Average variant is the
same with Ratio variant, but indicates the average value of reviews in some feature within n
weeks, such as WnUsefulAverage means the average number of useful vote for every review
in n weeks. The AverageDiff variant shows the average value change between two adjacent
time points. The AverageDiffHm variant expresses the difference between the average
value of reviews with some feature in n weeks and that in the prior m weeks.
Table A.3: Review Features
Feature Definition
WnReview N
WnReviewDiff WnReviewi −WnReviewi−1
WnReviewDiffRatio
WnReviewi−WnReviewi−1
WnReviewi−1
WnReviewDiffHm WnReviewi −WmReviewi−n
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Table A.4: Star Features
Feature Definition
WnStar
s
∑N
i=1{1 if stari == s else 0}
WnStar
sDiff WnStar
s
i −WnStarsi−1
WnStar
sDiffRatio
WnStar
s
i−WnStarsi−1
WnStarsi−1
WnStar
sRatio
WnStar
s
i
WnReviewi
WnStar
sRatioDiff WnStar
sRatioi −WnStarsRatioi−1
WnStar
sDiffHm WnStar
s
i −WmStarsi−n
WnStar
sRatioDiffHm WnStar
sRatioi −WmStarsRatioi−n
WnStar
15Diff WnStar
5
i −WnStar1i
WnStar
15DiffRatio WnStar
15Diffi−WnStar15Diffi−1
WnStar15Diffi−1
WnStar
15Ratio WnStar
5Ratioi −WnStar1Ratioi
WnStar
15RatioDiff WnStar
15Ratioi −WnStar15Ratioi−1
Table A.5: Default Features
Feature Definition
WnDefault
∑N
i=1{1 if isDefaulti == True else 0}
WnDefaultDiff WnDefaulti −WnDefaulti−1
WnDefaultDiffRatio
WnDefaulti−WnDefaulti−1
WnDefaulti−1
WnDefaultRatio
WnDefaulti
WnReviewi
WnDefaultRatioDiff WnDefaultRatioi −WnDefaultRatioi−1
WnDefaultDiffHm WnDefaulti −WmDefaulti−n
WnDefaultRatioDiffHm WnDefaultRatioi −WmDefaultRatioi−n
Table A.6: Score Features
Feature Definition
WnScore
∑5
s=1
(s×WnStarsi )
WnReviewi
WnScoreDiff WnScorei −WnScorei−1
WnScoreDiffRatio
WnScorei−WnScorei−1
WnScorei−1
WnScoreDiffHm WnScorei −WmScorei−n
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Table A.7: Emotion Variant Features
Feature Definition
WnEmotionFeatureRatioE
WnEmotionFeature
WnEmotion
WnEmotionFeatureRatioEDiff WnEmotionFeatureRatioEi −WnEmotionFeatureRatioEi−1
WnEmotionFeatureRatioEDiffHm WnEmotionFeatureRatioEi −WmEmotionFeatureRatioEi−n
The RatioE variant represents the proportion of reviews with certain emotions within
emotional reviews in n weeks and the other two have the same meaning with RatioDiff and
RatioDiffHm however the number of emotional reviews WnEmotion as denominator.
These three special variants are only applicable to WnEmotione and WnEmotionnegative.
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Table A.8: Emotion Features
Feature Definition
WnEmotion
e
∑N
i=1{1 if ReviewEmotioni == e else 0}
WnEmotion
eDiff WnEmotion
e
i −WnEmotionei−1
WnEmotion
eDiffRatio
WnEmotion
e
i−WnEmotionei−1
WnEmotionei−1
WnEmotion
eRatio WnEmotion
e
WnReview
WnEmotion
eRatioDiff WnEmotion
eRatioi −WnEmotioneRatioi−1
WnEmotion
eDiffHm WnEmotion
e
i −WmEmotionei−n
WnEmotion
eRatioDiffHm WnEmotion
eRatioi −WmEmotioneRatioi−n
WnEmotion
∑4
e=0WnEmotion
e
WnEmotion
eRatioE WnEmotion
e
WnEmotion
WnEmotion
eRatioEDiff WnEmotion
eRatioEi −WnEmotioneRatioEi−1
WnEmotion
eRatioEDiffHm WnEmotion
eRatioEi −WmEmotioneRatioEi−n
WnEmotionDiff WnEmotioni −WnEmotioni−1
WnEmotionDiffRatio
WnEmotioni−WnEmotioni−1
WnEmotioni−1
WnEmotionRatio
WnEmotion
WnReview
WnEmotionRatioDiff WnEmotionRatioi −WnEmotionRatioi−1
WnEmotionDiffHm WnEmotioni −WmEmotioni−n
WnEmotionRatioDiffHm WnEmotionRatioi −WmEmotionRatioi−n
WnEmotion
negative
∑N
i=1{1 if ReviewEmotioni ∈ {0, 1, 3, 4} else 0}
WnEmotion
negativeDiff WnEmotion
negative
i −WnEmotionnegativei−1
WnEmotion
negativeDiffRatio
WnEmotion
negative
i
−WnEmotionnegativei−1
WnEmotion
negative
i−1
WnEmotion
negativeRatio WnEmotion
negative
WnReview
WnEmotion
negativeRatioDiff WnEmotion
negativeRatioi −WnEmotionnegativeRatioi−1
WnEmotion
negativeDiffHm WnEmotion
negative
i −WmEmotionnegativei−n
WnEmotion
negativeRatioDiffHm WnEmotion
negativeRatioi −WmEmotionnegativeRatioi−n
WnEmotion
negativeRatioE WnEmotion
negative
WnEmotion
WnEmotion
negativeRatioEDiff WnEmotion
negativeRatioEi −WnEmotionnegativeRatioEi−1
WnEmotion
negativeRatioEDiffHm WnEmotion
negativeRatioEi −WmEmotionnegativeRatioEi−n
Table A.10: Days Features
Feature Definition
WnDays
∑N
i=0
daysi
WnReview
WnDaysDiff WnDaysi −WnDaysi−1
WnDaysDiffRatio
WnDaysi−WnDaysi−1
WnDaysi−1
WnDaysHm WnDaysi ×WnReviewi −WmDaysi−n ×WmReviewi−n
WnDaysDiffHm WnDaysi −WmDaysi−n
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Table A.11: Useful Features
Feature Definition
WnUseful
∑N
i=1 usefulV oteCounti
WnUsefulDiff WnUsefuli −WnUsefuli−1
WnUsefulDiffRatio
WnUsefuli−WnUsefuli−1
WnUsefuli−1
WnUsefulAverage
WnUsefuli
WnReviewi
WnUsefulAverageDiff WnUsefulAveragei −WnUsefulAveragei−1
WnUsefulDiffHm WnUsefuli −WmUsefuli−n
WnUsefulAverageDiffHm WnUsefulAveragei −WmUsefulAveragei−n
WnUsefulR
∑N
i=1{1 if usefulV oteCounti > 0 else 0}
WnUsefulRDiff WnUsefulRi −WnUsefulRi−1
WnUsefulRDiffRatio
WnUsefulRi−WnUsefulRi−1
WnUsefulRi−1
WnUsefulRRatio
WnUsefulRi
WnReviewi
WnUsefulRRatioDiff WnUsefulRRatioi −WnUsefulRRatioi−1
WnUsefulRDiffHm WnUsefulRi −WmUsefulRi−n
WnUsefulRRatioDiffHm WnUsefulRRatioi −WmUsefulRRatioi−n
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Table A.12: Useless Features
Feature Definition
WnUseless
∑N
i=1 UselessV oteCounti
WnUselessDiff WnUselessi −WnUselessi−1
WnUselessDiffRatio
WnUselessi−WnUselessi−1
WnUselessi−1
WnUselessAverage
WnUselessi
WnReviewi
WnUselessAverageDiff WnUselessAveragei −WnUselessAveragei−1
WnUselessDiffHm WnUselessi −WmUselessi−n
WnUselessAverageDiffHm WnUselessAveragei −WmUselessAveragei−n
WnUselessR
∑N
i=1{1 if UselessV oteCounti > 0 else 0}
WnUselessRDiff WnUselessRi −WnUselessRi−1
WnUselessRDiffRatio
WnUselessRi−WnUselessRi−1
WnUselessRi−1
WnUselessRRatio
WnUselessRi
WnReviewi
WnUselessRRatioDiff WnUselessRRatioi −WnUselessRRatioi−1
WnUselessRDiffHm WnUselessRi −WmUselessRi−n
WnUselessRRatioDiffHm WnUselessRRatioi −WmUselessRRatioi−n
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Table A.13: Image Features
Feature Definition
WnImage
∑N
i=1 imgi
WnImageDiff WnImagei −WnImagei−1
WnImageDiffRatio
WnImagei−WnImagei−1
WnImagei−1
WnImageAverage
WnImagei
WnReviewi
WnImageAverageDiff WnImageAveragei −WnImageAveragei−1
WnImageDiffHm WnImagei −WmImagei−n
WnImageAverageDiffHm WnImageAveragei −WmImageAveragei−n
WnImageR
∑N
i=1{1 if imgi > 0 else 0}
WnImageRDiff WnImageRi −WnImageRi−1
WnImageRDiffRatio
WnImageRi−WnImageRi−1
WnImageRi−1
WnImageRRatio
WnImageRi
WnReviewi
WnImageRRatioDiff WnImageRRatioi −WnImageRRatioi−1
WnImageRDiffHm WnImageRi −WmImageRi−n
WnImageRRatioDiffHm WnImageRRatioi −WmImageRRatioi−n
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Table A.14: Reply Features
Feature Definition
WnReply
∑N
i=1 replyCounti
WnReplyDiff WnReplyi −WnReplyi−1
WnReplyDiffRatio
WnReplyi−WnReplyi−1
WnReplyi−1
WnReplyAverage
WnReplyi
WnReviewi
WnReplyAverageDiff WnReplyAveragei −WnReplyAveragei−1
WnReplyDiffHm WnReplyi −WmReplyi−n
WnReplyAverageDiffHm WnReplyAveragei −WmReplyAveragei−n
WnReplyR
∑N
i=1{1 if replyCounti > 0 else 0}
WnReplyRDiff WnReplyRi −WnReplyRi−1
WnReplyRDiffRatio
WnReplyRi−WnReplyRi−1
WnReplyRi−1
WnReplyRRatio
WnReplyRi
WnReviewi
WnReplyRRatioDiff WnReplyRRatioi −WnReplyRRatioi−1
WnReplyRDiffHm WnReplyRi −WmReplyRi−n
WnReplyRRatioDiffHm WnReplyRRatioi −WmImageRRatioi−n
Table A.15: Client Features
Feature Definition
WnClient
c
∑N
i=1{1 if userClienti == c else 0}
WnClient
cDiff WnClient
c
i −WnClientci−1
WnClient
cDiffRatio
WnClient
c
i−WnClientci−1
WnClientci−1
WnClient
cRatio
WnClient
c
i
WnReviewi
WnClient
cRatioDiff WnClient
cRatioi −WnClientcRatioi−1
WnClient
cDiffHm WnClient
c
i −WmClientci−n
WnClient
cRatioDiffHm WnClient
cRatioi −WmClientcRatioi−n
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Table A.16: Mobile Features
Feature Definition
WnMobile
∑N
i=1{1 if isMobilei == True else 0}
WnMobileDiff WnMobilei −WnMobilei−1
WnMobileDiffRatio
WnMobilei−WnMobilei−1
WnMobilei−1
WnMobileRatio
WnMobilei
WnReviewi
WnMobileRatioDiff WnMobileRatioi −WnMobileRatioi−1
WnMobileDiffHm WnMobilei −WmMobilei−n
WnMobileRatioDiffHm WnMobileRatioi −WmMobileRatioi−n
Table A.17: Ten technical indicators and their definitions
Name of Indicators Definition
Simple n(10 here)-week Moving Average Ct+Ct−1+...+Ct−9n
Weighted n(10 here)-week Moving Average 10×Ct+9×Ct−1+...+Ct−9n+(n−1)+...+1
Momentum Ct − Ct−9
Stochastic K%
Ct−LLt−(n−1)
HHt−(n−1)−LLt−(n−1) × 100
Stochastic D%
∑n−1
i=0
Kt−1
10 %
Relative Strength Index(RSI) 100− 100
1+(
∑n−1
i=0
UPt−i/n)/(
∑n−1
i=0
DWt−i/n)
Moving Average Convergence Divergence(MACD) MACD(n)t−1 + 2n+1 × (DIFFt −MACD(n)t−1)
Larry William’s R% Hn−CtHn−Ln × 100
A/D (Accumulation/Distribution) Oscillator Ht−Ct−1Ht−Lt
CCI (Commodity Channel Index) Mt−SMt0.015Dt
Ct is the weekly close price i.e. CLOSEWt , Lt is the weekly low price, i.e., LOWWt and Ht
is the weekly high price, i.e., HIGHWt at week t. DIFFt = EMA(12)t −EMA(26)t, EMA
is the exponential moving average, EMA(k)t = EMA(k)t−1 + α× (Ct − EMA(k)t−1), α is
a smoothing factor which is equal to 2
k+1
, k is the time period of k-week exponential moving
average. LLt and HHt implies lowest low and highest high in last t weeks, respectively.
Mt =
Ht+Lt+Ct
3
, SMt =
∑n
i=1
Mt−i+1
n
, Dt =
∑n
i=1
|Mt−i+1−SMt|
n
. UPt means upward
price change while DWt is the downward price change at week t.
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