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Stochastic variance in Ka and Ks corrupts positive correlation between ω and Ks 
Both Ka and Ks contain stochastic variance that can significantly corrupt any positive correlation that might otherwise 
exist between ω and Ks. First, let us consider stochastic variance in Ka. Two genes experiencing the same mutation rate 
and the same selective pressure can nevertheless have different Ka values owing to the stochastic nature of the 
mutation-fixation process (plus the technical imprecision in the calculation of Ka). Stochastic variance in Ka contributes 
to stochastic variance in ω, thereby reducing the r2 value of the correlation between ω and Ks. Next, let us consider 
stochastic variance in Ks. Although Ks is routinely used as an estimator for mutation rate, it too contains stochastic 
variance relative to the actual mutation rate. Given that Ks is a component of both the x- and y-axes (i.e. ω and Ks), 
stochastic variance in Ks would increase variance on both axes, thereby reducing the r2 value of the correlation between 
ω and Ks. More importantly, however, stochastic variance in Ks is predicted to not only corrupt – but also invert – any 
positive correlation that might otherwise exist between ω and Ks. This important point is discussed further below. 
Stochastic variance in Ks creates inverse correlation between ω and Ks 
When the evolution of genes was simulated under the neutral model (i.e. the fixation probability of synonymous 
mutations was determined by drift, whereas the fixation probability of nonsynonymous mutations was determined by 
both drift and selection), an inverse correlation between ω and  Ks was observed (Figure S1a). On the surface, this 
appeared surprising for the following reason: in the simulation, the fixation probability of nonsynonymous mutations 
was determined only by drift and selection and was independent of mutation rate. Given that ω is an estimator for the 
fixation probability of nonsynonymous mutations and Ks an estimator for mutation rate, one would expect that ω and Ks 
should also be independent (i.e. they should not show any correlation). 
What then caused the inverse correlation between ω and Ks in the simulation data? We reason that this inverse 
correlation stems from the fact that Ks contains stochastic variance relative to the actual mutation rate, creating the 
inverse correlation when Ks is the denominator in ω. This variance arises from the stochastic nature of the mutation-
fixation process and the technical imprecision in the calculation of Ks. In the presence of this variance, Ks can be 
expressed as Ks = µ + v, where µ is the actual underlying mutational rate and v is the stochastic variance component of 
Ks. In essence, we argue that there should not be any correlation between ω and Ks if Ks is an exact estimator of µ (i.e. Ks 
=  µ), but ω becomes inversely correlated with Ks when Ks carries a variance component (i.e. Ks = µ + v, which is 
inevitably the case in practice). 
To test this argument, we plotted Ka/µ ratio against µ using the same simulation data, where µ is the actual mutation 
rate assigned to each gene. As expected, there is no correlation between Ka/µ and µ (Figure S1b). Thus, the inverse 
correlation between ω and Ks indeed stems from stochastic variance in Ks when it is used as a proxy for the actual 
mutation rate, µ. 
Page 1 of 5 How should one appreciate this phenomenon intuitively? Let us begin by considering Figure S1b, which shows no 
correlation between Ka/µ and µ. Now, consider a new plot using the same simulation data, except Ka/Ks is plotted against 
Ks. For any given data point in this new plot, negative v will cause Ks to decrease relative to µ, and Ka/Ks to increase 
relative to Ka/µ. This means that negative v will cause the data point in the new plot to move left and up relative to the 
corresponding data point in the old plot. Conversely, positive v will cause the data point in the new plot to move right 
and down. The result is a tendency for there to be an inverse correlation between K a/Ks and Ks, and this is indeed 
demonstrated by the simulation data as shown in Figure S1a. 
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Figure S1. Correlation between various parameters in the simulation data containing 3500 genes. Simulated evolution of genes was performed under the classical neutral 
model of molecular evolution, where the fixation of synonymous mutations was determined by drift, and the fixation of nonsynonymous mutations determined by both drift and 
selection (see methods section). Standard regression is shown in red and the reduced major axis regression is shown in blue. (a) Inverse correlation between ω and Ks in the 
simulation data, with evolutionary divergence set to be comparable to that between human and mouse. (b) Lack of correlation between Ka/µ and µ (where µ denotes the actual 
mutation rate assigned to each gene) in the same simulation data as that used in (a). (c) Strong inverse correlation between ω and Ks in the simulation data, with evolutionary 
divergence set to be comparable to that between the closely related human and chimpanzee. Note that the y-axis in (c) has a different scale. 
 
Greater stochastic variance in shorter lineages  
The reliability of Ks as an estimator for µ varies depending on the amount of evolutionary divergence. The primary 
source of stochastic variance in Ks is the chance fluctuation in the actual number of synonymous substitutions under a 
given underlying mutation rate (µ). Such chance fluctuation is expected to constitute a much greater fraction of Ks in 
short lineages than in long lineages. As an example, let us consider a gene of average size (1200 bp), average ratio 
between nonsynonymous and synonymous sites (2.7), a typical mutation rate (e.g. Ks = 0.012 for the human–chimpanzee 
lineage, and Ks = 0.49 for the human–mouse lineage) and neutrality of synonymous substitutions. Calculating from a 
simple poisson distribution, it can be shown that the expected number of synonymous substitutions in this ‘typical’ gene 
is 3.9 ± 2.0 in the human–chimpanzee lineage and is 159.3 ± 12.6 (mean ± SD) in the human–mouse lineage. Clearly, the 
ratio of SD to mean is much greater in the human–chimpanzee lineage than in the human–mouse lineage (0.51 versus 
0.08, respectively). This example attests to the fact that in short lineages, stochastic variance has a greater corrupting 
impact on the accuracy of Ks when it is used as an estimator for µ. For exceedingly short lineages, such as the human–
chimpanzee lineage, stochastic variance makes Ks a highly unreliable estimator of µ [1]. As discussed earlier, stochastic 
variance in Ks creates an inverse correlation between ω and Ks under the neutral model of molecular evolution. Given 
that stochastic variance represents a larger fraction of Ks in short lineages, the inverse correlation between ω and Ks is 
expected to be stronger in short than in long lineages. This prediction was borne out by our simulations as discussed 
below. 
Lack of positive correlation between ω and Ks in human-chimpanzee lineage is due to stochastic variance in Ks  
We argue that owing to greater stochastic variance in Ks in short lineages, the inverse correlation between ω and Ks 
should be more dramatic in short than in long lineages under the null model of molecular evolution. To test this 
prediction, we repeated the simulation as discussed earlier, except setting the amount of evolutionary divergence to that 
observed between the closely related human and chimpanzee. As shown in Figure S1c, the inverse correlation between ω 
and  Ks becomes much more pronounced than t h a t  i n  F i g u r e  S 1 a .  T h i s  o b s e r v ation confirmed our prediction that 
stochastic variance in Ks is greater – and therefore creates a more dramatic inverse correlation between ω and Ks –in 
Page 2 of 5 short than in long lineages under the neutral model of molecular evolution. Thus, the lack of positive correlation between 
ω and Ks in the real human–chimpanzee data set most likely stems from the significant inaccuracy of ω and Ks endemic 
to such an exceedingly short lineage. 
Quantify the correlation between fixation probability of nonsynonymous mutations and mutation rate  
Given the strong positive correlation between ω and Ks, we argue that the fixation probability of nonsynonymous 
mutations (approximated by ω) is significantly elevated under and increased mutation rate (approximated by Ks). To 
evaluate this phenomenon further, we wished to assess what fraction of the gene-to-gene variation in the fixation 
probability of nonsynonymous mutations can be explained by the difference in mutation rate. The most rigorous way to 
address this question is to plot the fixation probability of nonsynonymous mutations (denoted hereafter as F) against 
mutation rate (µ), and calculate the r2 value of the correlation (which is the answer). Unfortunately, one cannot measure 
F and µ directly, and can only use ω and Ks as respective estimators instead. As mentioned earlier, the correlation 
between ω and Ks in the human–mouse data has an r2 value of 0.1. Interpreted at face value, this means that 10% of the 
variation in ω can be explained by Ks. But this does not mean that 10% of the variation in F can be explained by µ, 
because  ω and Ks are rather inaccurate estimators of F and µ. As we have discussed, such inaccuracy stems from 
stochastic variance in these estimators and can significantly corrupt the positive correlation between them. Therefore, 
we argue that the correlation between F and µ is probably stronger than that between ω and Ks. Hence, the fraction of 
variation in F that can be explained by µ is likely to be a value >10%. 
Can this value be estimated? We submit that it is difficult to make accurate estimates with confidence, given that the 
correlation between ω and Ks is a novel phenomenon with many unknowns. Nevertheless, we decided to approach this 
problem using simulation, in the hope of obtaining at least a rough sense of the value. To this end, we simulated the 
evolution of 3500 genes in which F was set to be determined by both µ and selective strength (S), and the amount of 
evolutionary divergence set to that observed between human and mouse (for exact definition of these variables used in 
our simulations, see our methods described below). We then thoroughly explored the parameter space of the relationship 
between F and µ, and between F and S. This led to a set of parameters with which the simulation data best recapitulated 
the real human–mouse data in terms of the correlation between ω and Ks (see methods). In this simulation data, the 
values of F, µ, and S are known for each gene (unlike the ‘real world’ where such values cannot be directly measured). 
This enabled us to plot F against S using the simulation data to investigate the correlation between the fixation 
probability of nonsynonymous mutations (F) and selective strength (S). A positive correlation was observed between F 
and S with an r2 value of 0.6 (Figure S2a). We next plotted F against µ to examine the correlation between F and 
mutation rate (µ). This revealed a positive correlation between F and µ with an r2 value of 0.4 (Figure S2b). Interpreted 
at face value, these simulation results suggest that 60% of the gene-to-gene variation in the fixation probability of 
nonsynonymous mutations can be explained by the difference in selective strength, whereas 40% of the variation can be 
explained by the difference in mutation rate. 
 
TRENDS in Genetics 
µ S
F
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
(a) (b) 0.90
0.80
0.70
0.60
0.50
0.40
0.30
0.20
0.10
0
F
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.90
0.80
0.70
0.60
0.50
0.40
0.30
0.20
0.10
0
Y = 1X –0.1
Y = 1.3X –0.22 
Y = 0.79X –0.1
Y = 1.12X –0.33 
 
Figure S2. Correlation between various parameters in simulation data containing 3500 genes under conditions that allowed the fixation of nonsynonymous mutations to be 
correlated with both selection and mutation rate (see methods section). Standard regression is shown in red, and reduced major axis regression in blue. (a) Correlation 
between the fixation probability of nonsynonymous mutations (F) and selective strength (S). (b) Correlation between F and mutation rate (µ).  
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Compilation of genes 
Mouse and human orthologous genes were retrieved from the curated synteny map available from the National Center 
for Biotechnology Information [NCBI; http://www.ncbi.nlm.nih.gov/Homology; Build 25 of NCBI Human Genome 
Database versus Mouse Genome Database (MGD)]. Rat orthologs to mouse genes and rabbit orthologs to human genes 
were assigned by sequence homology. For all the genes, RefSeq sequences (including provisional curations) from NCBI 
were used to obtain coding sequences, except for rabbit for which GenBank records were used. To minimize the 
erroneous assignment of orthology and unreliable alignment, genes in the human–mouse and rat–mouse data sets for 
which the putative orthologs differed in length by >10% were excluded. Because many rabbit genes only had partial 
sequences, all gene entries were used regardless of length disparity between orthologs, though only sequences shared 
between orthologs were used in the comparison. 
Calculation of evolutionary divergence 
In-frame alignments of orthologs were performed using The Wisconsin Package v10.2 (http://www.accelrys.com/). The 
analysis was repeated with several widely used methods of divergence calculation [2–4], which similarly produced the 
correlation between ω and Ks. Data presented here were based on the widely used Li method [3]. For the human–mouse 
and human–rabbit ortholog sets, genes with Ks >0.8 were discarded because of the potentially questionable orthology 
and/or alignment. Similarly, for the rat–mouse ortholog set, genes with Ks >0.3 were discarded. Bin-average Ka and Ks 
were calculated from the concatenated sequence of all genes in the bin. We also used arithmetic averaging of Ka and Ks, 
which yielded nearly identical values. The ω of a bin was calculated as the ratio between its average Ka and its average 
Ks. Similar results were obtained when ω of a bin was calculated by averaging the Ka/Ks ratios of individual genes. 
Statistics 
Standard linear regressions were obtained in Microsoft Excel. Reduced major axis regressions were obtained using the 
PAST software package (available for download at http://folk.uio.no/ohammer/past/download.html). 
Computer simulations 
Genes were evolved in silico following Kimura’s classical neutral model of molecular evolution [5–7]. Genes were 
randomly selected from the real data, each gene was assigned a mutation rate (µ) and a selective strength on 
nonsynonymous mutations (S). S was a value between 0 and 1, with 0 representing most intense purifying selection that 
prohibited the fixation of any nonsynonymous mutations, and 1 representing a level of selection that enabled 
nonsynonymous mutations to fix freely by genetic drift. To simulate for an amount of evolutionary divergence at that 
observed in the human–mouse lineage, the µ value was drawn randomly from a distribution mimicking the observed Ks 
distribution of the real human–mouse data, whereas the S value was drawn randomly from a distribution generated 
from the observed ω distribution of the real human–mouse data. To mimic the process of genetic drift, we introduced a 
drift factor (D), which was the probability by which selectively neutral mutations were allowed to fix. We found that as D 
got smaller, its effect on the simulation became asymptotic (e.g. a D value of 0.1 gave indistinguishable simulation 
results as a D value of 0.01). We therefore chose a D value of 0.1 for all our simulations. Once µ and S values were 
assigned for a gene, in silico evolution proceeded as follows: the number of mutations to be introduced into the sequence 
was determined from µ, D, and sequence length. For each mutation, a random codon within the sequence was chosen. A 
parameter selected to approximate the ratio of transition to transversion observed in the real data was used to 
determine whether a transition or transversion would be introduced. Once this was determined, a random choice was 
then made from an array of all possible changes for the selected codon. The change was then evaluated to determine 
whether it was synonymous or nonsynonymous. Synonymous mutations were allowed to fix at probability D, whereas 
nonsynonymous mutations were allowed to fix at probability D x S. Simulation proceeded until the pre-determined 
number of mutations had been introduced. Each evolved sequence was then compared with the starting sequence to 
generate Ka, Ks, and ω values. To simulate the effect of highly mutable CpG sites, genes were selected to have low, high, 
or a broad range of CpG content and CpG mutations (i.e. CpG to CpA mutation, or CpG to TpG mutation) were set 
according to published data to be an order of magnitude more frequent than other types of mutations [8]. 
To roughly assess the magnitude of the correlation between the fixation probability of nonsynonymous mutations and 
mutation rate, we attempted to recapitulate the observed relationship between ω and Ks in the human–mouse data via 
simulation. Here, synonymous mutations were allowed to fix at probability D just as the above simulation. 
Nonsynonymous mutations, on the other hand, were allowed to fix at probability D x S x µ + C to incorporate the 
contribution of µ to nonsynonymous fixation, with S drawn from one of a range of gamma distributions, µ from the same 
distribution as the above simulation, and C being a constant. By exploring the parameter space of S distribution and C, 
we obtained a data set in which the distributions of Ka, Ks and ω, as well as the Ka to Ks relationship and ω to Ks relation 
(including the regression and the r2 value) closely recapitulated that observed in the real human–mouse data. 
Page 4 of 5 To simulate the effect of selection on synonymous mutations, another parameter, T, was introduced to represent the 
level of selective constraint on synonymous mutations. We made selective constraint on the synonymous mutations of a 
gene either correlated or uncorrelated with selective constraint on the nonsynonymous mutations of that gene. In the 
case where synonymous selection was set to correlate with nonsynonymous selection, S of a gene was drawn from a 
distribution mimicking the ω distribution in the real human–mouse data and T of that gene was calculated as 1–F′ (1– 
S), where F′ is selective strength on synonymous mutations as a fraction of selective strength on nonsynonymous 
mutations. We performed simulations under a range of F′ values (including 1%, 5%, 10%, 20%, 30%, 40% and 50%), but    
positive correlation between ω and Ks was not found. 
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